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Introduction
The subject of this thesis is the problem of finding the hyperbolic structure of
a 3-manifold. By general facts, a hyperbolic manifold, which we assume three-
dimensional, orientable, complete, without boundary and of finite volume, by
a topological point of view belong to one of the following two classes:
• closed;
• cusped manifolds, i.e., that are the interior of a compact manifold with
non-empty boundary consisting of tori.
The first class is the simpler one to study, and there exists a classical
approach, developed by Thurston in the 1970’s. Its idea is to start from
an ideal triangulation, i.e., a triangulation obtained by gluing tetrahedra
with vertices removed. He proved that on each tetrahedron can be defined
the metric of an ideal hyperbolic tetrahedron, and that the possible metrics
can be parametrized by a complex number of positive imaginary part, called
module. Thurston noted that in order to obtain a hyperbolic metric on
a cusped manifold, one can assign a module to each tetrahedron in such
a way that some polynomial equations, called Thurston’s gluing equations,
are satisfied. This technique is not only of theoretical, but also pratical,
importance: SnapPea, by Weeks, is a software that provides an efficient
implementation of it.
More recently, in the 1990’s, Casson proposed a method for solving
Thurston’s gluing equations. Casson parametrized the metrics on the tetra-
hedra by dihedral angles, not by modules, and defined a linearization of
Thurston’s gluing equations, the Euclidean angle structures. The volume of
a Euclidean angle structure is defined as the sum of the hyperbolic volume
of each tetrahedron. The main idea is that, although these equation are not
sufficient to define a hyperbolic structure – they are much weaker – such
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a structure can be obtained from a maximal volume angle structure. Both
Thurston’s original approach and Casson’s version are described in the second
chapter of the thesis.
Closed manifolds are more difficult to deal with; an algorithmic method
to find a hyperbolic structure on a closed manifold was firstly developed
by Manning in 2002, and it is computationally too expensive to be used in
practice. A new method, connected to Thurston’s equations and a volume
maximization principle, was described by Luo, Tillmann and Yang in 2010.
The starting point is a weakening of Thurston’s gluing equations defined
on a triangulated closed manifold, called Thurston algebraic equations. To
each solution of these equations, one can associate a representation of the
fundamental group of the manifold in the group of isometries of the hyperbolic
space. As for angle structures, one can define the volume of a solution
of Thurston algebraic equations. In case of a hyperbolic manifold, if this
volume equals the hyperbolic volume of the manifold, then the quotient of
the hyperbolic space by the image of the representation is isometric to the
starting manifold. In this way, one can both recognize whether a manifold is
hyperbolic, and find its hyperbolic structure. This approach is described in
Chapter 3, along with a scheme of Manning’s method.
These two kinds of manifolds, closed and cusped ones, requires different
approaches; however, in both are defined some “Thurston’s equation”. One
can try to place them in a more general framework, considering a triangulated
pseudo-manifold. This has been done by Luo and others, defining the Thurston
algebraic equations as in the closed case, and S1-valued angle structures similar
to Euclidean angle stucture, where angles are viewed as elements of S1. Also
on S1-valued angle structures one can define a volume, but it is not smooth at
every point. Thus, its critical points – conveniently defined – can be smooth
or not; in both cases one can find some information on the triangulation:
• from a smooth point one gets a solution of a weakened version of
Thurston algebraic equations, the generalized Thurston algebraic equa-
tions ;
• from a non-smooth point one gets a very simple solution of normal
surface equations, a system of linear equations satisfied by the normal
surfaces, a particular class of surfaces defined in a triangulated pseudo-
manifold.
In both cases one can deduce some information about the topology of the
underlying manifold. In particular:
• for a closed manifold, one can hope to find a solution of Thurston
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algebraic equations, and apply to this solution the results of Luo,
Tillmann and Yang;
• hypothetically, these methods can point towards a new proof of the
Poincaré conjecture, without using the Ricci flow.
Chapter 4 deals with this subject.
Most of the described ideas relies on systems of linear or polynomial
equations, or on function maximization, hence can be treated using a computer.
I have implemented in Python some functions using which one can search and
study the angle structures and the solutions of Thurston algebraic equation.
The source code is in the Appendix, and in Chapter 5 is given an explicit
description of S1-valued angle structures and their critical points for two
examples of triangulations: one of the lens space L(8, 3) and the other of the
figure-eight knot complement.
v
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Chapter1
Basics of hyperbolic geometry
This chapter is devoted to a brief introduction to hyperbolic geometry. We
will recall some basic facts and prove some results used in the sequel. Most
of this material can be found e.g. in [2] or [31].
1.1 Hyperbolic space
Hyperbolic space can be defined in many equivalent ways. There is a brief
abstract definition, which is the following:
Definition 1.1.1. The n-dimensional hyperbolic space Hn is the only com-
plete simply connected Riemannian n-manifold with constant sectional curva-
ture −1.
In addition, we will define some concrete models of Hn: the half-space,
the disc, the hyperboloid, and the Klein model.
Definition 1.1.2. The half-space model of hyperbolic space Hn is the mani-
fold
Hn = {x ∈ Rn : xn > 0}
endowed with the metric
ds2x =
dx21 + · · ·+ dx2n
x2n
.
In this model, geodesic subspaces have the form Hn ∩N , where N is an
affine vertical subspace (i.e., N = L × R where N is an affine subspace of
Rn−1 × {0}) or a sphere orthogonal to Rn−1 × {0}. In particular, geodesics
are vertical half-lines and half-circles orthogonal to Rn−1 × {0}.
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Definition 1.1.3. The disc model of hyperbolic space Hn is the manifold
Dn = {x ∈ Rn : ||x|| < 1}
endowed with the metric
ds2x =
4(dx21 + · · ·+ dx2n)
(1− ||x||2)2 .
In the disc model, geodesic subspaces have the form Dn ∩N , where N is
a sphere orthogonal to ∂Dn or a linear subspace.
Definition 1.1.4. The hyperboloid model of hyperbolic space Hn is the
manifold
In = {x = (x0, . . . , xn) ∈ Rn+1 : 〈x, x〉(n,1) = −1, x0 > 0}
where 〈x, x〉(n,1) is the Minkowski metric
〈x, y〉(n,1) = −x0y0 + x1y1 + · · ·+ xnyn
and the Riemannian metric on In is the restriction of the Minkowski metric.
In the hyperboloid model, geodesic subspaces have the form In ∩L, where
L is a linear subspace. In particular, geodesics have the form In ∩ L, where
L is a plane.
Definition 1.1.5. Let Kn be the unit disk of Rn, identified with the set
Kn = {x ∈ Rn+1 : x0 = 1, x21 + · · ·+ x2n < 1}
and let p : In → Kn be the restriction of the radial projection
p(x) =
1
x0
(x0, . . . , xn).
p is bijective, and the Klein model of hyperbolic space Hn is the manifold Kn
endowed with the push-forward Riemannian metric.
In the klein model, the geodesics are the projections of the geodesics in
In, hence they are Euclidean segments. This is perhaps the main advantage
of this model.
Hn has a natural compactification Hn = Hn ∪ ∂Hn. An intrinsic definition
could be given as “adding the points at the infinity”, or “adding the directions
2
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of the geodesic rays”. In the disc, the Klein, and the half-space model, there
is a simpler definition as
Dn = {x ∈ Rn : ||x|| ≤ 1},
Kn = {x ∈ Rn+1 : x0 = 1, x21 + · · ·+ x2n ≤ 1},
Hn = {x ∈ Rn : xn ≥ 0} ∪ {∞}.
In dimension 3, one can viewH3 as C×(0,+∞). In this case, the boundary
can be identified with Ĉ = C ∪ {∞}.
Definition 1.1.6. Let p ∈ ∂Hn. A horosphere centered at p is a complete
hypersurface which is orthogonal to all the geodesics with endpoint at p.
In the half-space model, the horospheres centered at ∞ have the form
Rn−1 × {xn}. From this representation, one can see that the the metric on
Hn induces a Euclidean structure on each horosphere.
1.2 Isometries of hyperbolic space
One can prove that any isometry of Hn extends to a homomorphism of
H3. Hence, by topological arguments (Brouwer Fixed Point Theorem), any
isometry γ of Hn have at least one fixed point in Hn ∼= Dn. Any three distinct
points of ∂Hn lie on the boundary of a 2-dimensional geodesic subspace
Σ ⊆ ∂Hn, and if an isometry γ fixes the three points then it is the identity
on Σ. This implies that isometries can be divided in three types depending
on their fixed points:
1. γ is elliptic if it has fixed points in Hn;
2. γ is parabolic if it does not fix any point of Hn and it fixes exactly one
point of ∂Hn;
3. γ is hyperbolic if it does not fix any point of Hn and it fixes exactly two
points of ∂Hn.
For each model there is a concrete description of the isometries, which is
particularly useful in the case of H3.
Any isometry of Hn is uniquely determined by its trace on ∂Hn. Moreover,
the restriction to the boundary of Hn induces an isomorphism of the group
of isometries of Hn with the group of conformal diffeomorphisms of ∂Hn,
which maps orientation-preserving isometries onto orientation-preserving
3
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diffeomorphisms. Let us now consider the three-dimensional case. The
border ∂H3 can be identified to Ĉ. The orientation-preserving conformal
diffeomorphisms of Ĉ are exactly the homographies, and orientation-reversing
ones are the anti-homographies, i.e.:
z 7→ az + b
cz + d
,
(
a b
c d
)
∈ GL2(C) (homographies),
z 7→ az¯ + b
cz¯ + d
,
(
a b
c d
)
∈ GL2(C) (anti-homographies).
Thus, the group of orientation-preserving isometries of H3 can be identified
with the group:
GL2(C)/C ∼= SL2(C)/{±I}=: PSL2(C).
1.3 Hyperbolic manifolds
We now introduce the objects to which the rest of the present work is devoted:
Definition 1.3.1. A Riemannian manifold M is called hyperbolic if it is
complete and locally isometric to Hn.
A hyperbolic manifolds can be equivalently defined as:
• a complete Riemannian manifold in with sectional curvatures equal to
−1; or
• a quotient Hn/G, where G is a discrete and torsion-free subgroup of
the group of isometries of H3.
We are now going to state two of the most important results in hyperbolic
geometry: the Mostow rigidity theorem and the Margulis lemma.
Theorem 1.3.2 (Mostow rigidity). If n ≥ 3, two finite-volume hyperbolic
n-manifolds having isomorphic fundamental group are isometric to each other.
In particular, every smooth n-manifold carries at most one hyperbolic
structure, up to isometry. Due to this fact, we will often say “hyperbolic man-
ifold” without knowing the hyperbolic metric, with the meaning of “manifold
which admits a hyperbolic metric”. This is no longer true in dimension 2:
indeed, if a surface admits a hyperbolic metric, it admits uncountable many
pairwise non-isometric ones.
As consequence of Mostow rigidity, every hyperbolic invariant is actually
a topological invariant. For instance, the volume is a topological invariant.
The second result regards the “thin-thick decomposition”.
4
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Definition 1.3.3. Let M be a hyperbolic manifold, and let ε be a positive
real number. Let M[ε,+∞) be the subset of M consisting of the points x ∈M
such that each loop based at x and having length less than or equal to ε is
null in pi1(M), and let M(0,ε] be the closure of M \M[ε,+∞). Then M(0,ε] and
M[ε,+∞) are called the ε-thin part and the ε-thick part of M , respectively.
Theorem 1.3.4 (Margulis Lemma). There exists εn > 0, depending only
on n, such that if a hyperbolic n-manifold M has finite volume, then its
εn-thick part M[εn,+∞) is compact and its εn-thin part M(0,εn] is a disjoint
union of components of the form Σ× [0,∞), where Σ is a closed Euclidean
(n− 1)-manifold.
Each component of the ε-thin part is called a cups ; so a non-closed finite-
volume hyperbolic manifold is called cusped. In dimension 3, the ε-thin part
is particularly simple, because the only orientable Euclidean surface is the
torus. Therefore, an orientable finite-volume hyperbolic 3-manifold is the
union of a compact manifold with toric boundary components and a finite
number of cusps based on tori.
1.4 The straightening maps
As a (Euclidean) k-simplex is the convex hull of k+1 points in Rn, a hyperbolic
k-simplex is the convex (with respect to the hyperbolic metric) hull of k + 1
points in Hn. Note that the k + 1 points are not required to be in general
position. A k-simplex is called degenerate if its vertices lie in a (k − 1)-
dimensional geodesic subspace. Any hyperbolic k-simplex admits a standard
parametrization, called straightening map.
Let
∆k =
{
(t0, . . . , tk) ∈ Rk+1 : ti ≥ 0,
k∑
i=0
ti = 1
}
be the standard simplex. Let v0, . . . , vk ∈ K be k + 1 points of the Klein
model, and let p : In → Kn be the projection from the hyperboloid model
to the Klein model. Let wi = p−1(vi), and define σ′w0,...,wn as the barycentric
parametrization of the simplex with vertices w0, . . . , wk:
σ′w0,...,wk : ∆
k → In,
σ′w0,...,wk(t0, . . . , tk) =
k∑
i=0
tiwi.
5
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Definition 1.4.1. The straightening map or straight k-simplex with vertices
v0, . . . , vk is the composition
σv0,...,vn = p ◦ σ′w0,...,wn : ∆→ Kn.
In hyperbolic space there are also ideal simplices :
Definition 1.4.2. A hyperbolic ideal k-simplex is the convex envelope in
Hn of k + 1 points of ∂Hn. It is called degenerate if its vertices lie in the
boundary of a (k − 1)-dimensional geodesic subspace.
Straight ideal simplices can be defined similarly, but not simply by points
of ∂Hn. This definition requires points of the light cone L:
L = {x ∈ Rn+1 : 〈x, x〉(1,n) = 0, x0 > 0}.
The radial projection p maps each generatrix of the cone to a boundary point
of Kn.
Definition 1.4.3. Let v0, . . . , vk ∈ ∂Kn. Pick ui ∈ L such that p(ui) = vi,
and set
σ′u0,...,uk(t0, . . . , tk) =
k∑
i=0
tiui.
A ideal straightening map or straight ideal k-simplex is the composition
p ◦ σ′u0,...,uk : ∆k → Kn.
Note that an ideal straight simplex is not uniquely determined by its
vertices, because it depends on the choice of ui ∈ p−1(vi). However, its image
is uniquely determined – only the parametrization changes.
We state now two basic results about straight simplices (see [23]).
Proposition 1.4.4. 1. If ∆′ is a face of ∆k such that σv0,...,vk(∆
′) has
vertices vi0 , . . . , vim, then
σv0,...,vk |∆′ = σvi0 ,...,vim .
2. If g is an isometry of Kn, then
g ◦ σv0,...,vk = σg(v0),...,g(vk).
6
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Proof. 1. It follows from
σv0,...,vk |∆′ = p ◦ σ′u0,...,uk |∆′ = p ◦ σ′ui0 ,...,uim = σvi0 ,...,vim .
2. It is sufficient to prove that
g′ ◦ σ′w0,...,wk = σg′(w0),...,g′(wk)
where g′ ∈ GLn+1(R) is the linear map which induces g, and w0, . . . , wk
are points of In or L. Hence
g′
(
σ′w0,...,wk(t0, . . . , tk)
)
= g′
(
k∑
i=0
tiwi
)
=
k∑
i=0
tig
′(wi) =
= σg′(w0),...,g′(wk)(t0, . . . , tk).

Proposition 1.4.5. Let v0, . . . , vk : [0,∞) → Kn be k + 1 geodesic rays,
parametrized by arc length, and let v∗i be the endpoint of vi. If v∗0, . . . , v∗k are
pairwise distinct, then
lim
s→+∞
σv0(s),...,vk(s) = σ∞ (1.1)
where σ∞ is a straight ideal simplex whose vertices are v∗0, . . . , v∗k. Moreover
lim
s→+∞
Vol(σv0(s),...,vk(s)) = Vol(σ∞)
where Vol(σ) is the volume of σ.
Proof. Let ui(s) = p−1vi(s) : [0,+∞)→ In the lift of vi. Its parametrization
is
ui(s) = (x
0
i cosh s+ y
0
i sinh s, . . . , x
n
i cosh s+ y
n
i sinh s) ∈ In.
Then
σ′u0(s),...,uk(s)(t0, . . . , tk) =
(
k∑
i=0
(
xji cosh s+ y
j
i sinh s
)
ti
)n
j=0
=
(
k∑
i=0
tie
s
2
(
(xji + y
j
i ) + e
−2s(xji − yji )
))n
j=0
,
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lim
s→+∞
σv0(s),...,vk(s)(t0, . . . , tk)
= lim
s→+∞
(∑k
i=0 ti
(
(xji + y
j
i ) + e
−2s(xji − yji )
)∑k
i=0 ti ((x
0
i + y
0
i ) + e
−2s(x0i − y0i ))
)n
j=1
=
(∑k
i=0 ti
(
(xji + y
j
i )
)∑k
i=0 ti ((x
0
i + y
0
i ))
)n
j=1
= p ◦ σ′w0,...,wk(t0, . . . , tk)
where w′i = (x0i + y0i , . . . , xni + yni ) and wi = w′i/
√−||w′i||2 ∈ L. This proves
(1.1).

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Hyperbolic structures on
cusped manifolds
Orientable hyperbolic 3-manifolds (of finite volume) can be divided into two
classes, which requires a very different approach:
• closed manifolds;
• cusped manifolds, i.e. non-compact hyperbolic manifolds with toric
cusps.
As we have seen, these are the only possible cases. In the 1970’s, Thurston
found a simple and fruitful approach for cusped manifolds, that will be
described in this chapter, along with a later development. The closed case is
more complex, and some results are contained in the following chapters.
Throughout this chapter, if not otherwise stated, all manifolds (and
pseudo-manifolds) will be supposed to be orientable and three-dimensional.
2.1 Topological description
Our first goal is to give a representation of a hyperbolic manifold. We can
divide this task a in two parts:
1. description of the underlying topological manifold;
2. description of the hyperbolic structure on it.
The first part is purely topological, and it is accomplished using triangu-
lations. We use a loose definition of triangulation, allowing identifications of
9
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Figure 2.1: A truncated tetrahedron.
vertices and edges of the same tetrahedron. For a closed orientable manifold,
it is:
Definition 2.1.1. A triangulation of a closed orientable 3-manifold M is a
realization of M as the quotient of a disjoint union of (standard) tetrahedra,
under a simplicial orientation-reversing pairing of the faces.
Definition 2.1.1 is weaker than the standard one, and allows one to trian-
gulate a manifold using fewer tetrahedra. However, a standard triangulation
can be obtained by barycentric subdivision. It is well-known that any closed
manifold admits a triangulation.
This definition works well for closed manifolds, but we are interested
also in cusped ones. By Theorem 1.3.4, a hyperbolic cusped 3-manifold
is, topologically, a non-compact manifold which is the interior of a compact
manifold with boundary, in which each boundary component is a torus. Let us
now consider a generic compact manifold with non-empty boundary. Clearly
we can extend Definition 2.1.1 to such a manifold, allowing unidentified faces,
but it is more convenient to use the definition of ideal triangulation:
Definition 2.1.2. An ideal triangulation of a compact manifold M with
non-empty boundary is a realization of M \ ∂M as a quotient of a disjoint
union of (standard) tetrahedra with vertices removed, under a simplicial
orientation-reversing pairing of the faces, with vertices removed.
This is equivalent realizing M as a gluing of truncated tetrahedra, i.e.
tetrahedra with a neighborhood of the vertices removed, as in Figure 2.1.
It is well-known that any compact manifold with non-empty boundary
admits an ideal triangulation [7].
An ideal triangulation can be viewed also as a triangulation of the pseudo-
manifold (i.e., manifold with a finite number of singular points) obtained by
collapsing each component of ∂M to a point:
10
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Definition 2.1.3. A triangulation of a pseudo-manifold is a quotient of a
disjoint union of tetrahedra, under a simplicial orientation-reversing pairing
of the faces. A pseudo-manifold is the underlying topological space.
The definition of triangulation extends to non-orientable manifolds and
pseudo-manifolds dropping the condition that the face pairing should be
orientation-reversing. However, we are not really interested in it.
Definition 2.1.4. Let T be a triangulation of a pseudo-manifold M and let
v be one of its vertices. Let T′ be a barycentric subdivision of T. The link
of v is the surface lk(v) obtained gluing all the faces f of T′ such that there
exists a tetrahedron in T′ which cointains both v and f and v is the vertex
opposite to f .
Let T be a triangulation of a pseudo-manifold and v one of its vertices.
If the link of v is a sphere, in a neighborhood of v the pseudo-manifold is a
true manifold, otherwise it is not and v is called a singular point. Anyway,
removing a neighborhood of the vertices we obtain an orientable compact
manifold with non-empty boundary, as said above.
In the sequel, we will often work on generic pseudo-manifolds, as this allows
to describe in the same framework the two cases we are mainly interested in:
• if all the vertex links are spheres, the pseudo-manifold is a true manifold;
• if all the vertex links are tori, by removing all the vertices we obtain
a manifold with toric cusps, which is a candidate cusped hyperbolic
manifold.
2.2 Metric description of cusped manifold
Let M be a cusped manifold. In the previous section we have seen that
its topology can be described by an ideal triangulation T. We now turn to
the problem of describing the hyperbolic structures on T. The approach,
first ideated by Thurston [31], consist in assigning a hyperbolic structure
separately on each tetrahedron of T, ensuring that this results in a good
hyperbolic structure on the manifold.
To each tetrahedron of T is given the hyperbolic structure of a hyperbolic
ideal tetrahedra (see Definition 1.4.2). We restrict to the case of a tetrahedron
with at least three distinct vertices; in this case, its hyperbolic structure (up
to isometries) admits a simple description. We choose a triple of (distinct)
vertices that are positively oriented as vertices of the abstract tetrahedron.
Isometries of H3 act in a triply transitive way on ∂H3, so we can assume
11
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0 1
z
∞
Figure 2.2: Definition of the module of a tetrahedron.
that, in the half-space model viewed as C× (0,+∞), this triple of vertices is
(0, 1,∞). Let z be the fourth vertex; if the four vertices are not aligned, then
Im(z) 6= 0, and if moreover the orientation of the abstract tetrahedron and
the ambient orientation coincide, then Im(z) > 0.
If we fix an oriented triple of vertices in a tetrahedron, the assignment of
such a z, called module of the tetrahedron along the edge (0,∞), determines
the hyperbolic structure. This construction is illustrated by Figure 2.2.
Another way of looking at modules is the following. Let v be a vertex
of the tetrahedron. Intersect a (small) horosphere centered at v with the
tetrahedron. This gives a Euclidean triangle, called boundary triangle; we
are interested in its oriented similarity class. If we pick two different vertices
v and w, and their induced triangles, the angles on the edge vw are equal –
because both are equal to the dihedral angle at the edge. The sum of the
dihedral angles at the three edges incident to a vertex is pi, because they
are the inner angles of a Euclidean triangle. As consequence, the dihedral
angles at opposite edges are equal, and the oriented similarity class of the
triangle constructed above does not depend on the chosen vertex. From such
a triangle, chosen a vertex, we can obtain the module z as above.
From this point of view it is clear that the module depends only on the
choice of a vertex of the triangle – which is the same as a pair of opposite
edges on the tetrahedron. Moreover, if instead of the edge (0,∞) we take
(1,∞), the module is z′ = 1
1−z ; in case of (z,∞), the module is z′′ = z−1z .
Note that zz′z′′ = −1.
A module can be concretely calculated in the following way. In the half-
space model, let (v1, v2, v3, v4) be the vertices of the ideal tetrahedron, viewed
12
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as points of Ĉ. It the abstract orientation and the ambient orientation agree,
the module along the edge [v1, v2] is given by the cross-ratio
z = (v1, v2; v3, v4) =
v1 − v3
v1 − v4 ·
v2 − v4
v2 − v3 . (2.1)
This agrees to the previous definition. Indeed, it the right-hand side of
(2.1) invariant under isometries: an isometry of H3 induces a homography of
∂H3 ∼= Ĉ, and the cross-ratio is invariant under homographies. Therefore we
can assume v1 = 0, v2 =∞, and v4 = 1, and we get
z = (0,∞; v3, 1) = 0− v3
0− 1 ·
∞ − 1
∞− v3 = v3.
From now to the end of this chapter we will consider only ideal tetrahedra
with non-aligned vertices, and whose abstract and ambient orientation agree;
i.e., we will assume that modules have positive imaginary part. However, in
the following chapters, we will use a more general setting.
2.3 Thurston’s gluing equations
Let T be an ideal triangulation of a compact manifold M with non-empty
boundary consisting of tori. As we have seen, a hyperbolic structure on a
tetrahedron can be defined by the assignment of a module, i.e., a complex
number z ∈ C with Im(z) > 0. In this way, one can define a hyperbolic
structure on each tetrahedron of T. We can now ask when they glue together
to form a hyperbolic structure on the whole M , and when this structure is
complete.
Each face of a hyperbolic ideal tetrahedron is a hyperbolic ideal triangle,
and all ideal triangles are isometric, so the hyperbolic structure on the
tetrahedra always extends to the interior of the faces. We only have to make
sure that it extends along the edges.
Proposition 2.3.1 (Consistency equations). The hyperbolic structure extends
along an edge e of T if and only if the product of all the modules along e of
the tetrahedra incident to e (counted with multiplicity) equals 1, and the sum
of their arguments equals 2pi.
Proof. Let e be an edge, and let σ1, . . . , σn be the tetrahedra incident to e,
and z1, . . . , zn be their modules along e. The hyperbolic structure extends
to e if and only if these tetrahedra can be arranged around e. Using the
half-space model H3, we can suppose that e is the geodesic with endpoints 0
13
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and ∞; in this way, the tetrahedra can be arranged around e if and only if
their boundary triangles can be arranged around a vertex. This is equivalent
to requiring that:
• the sum of the angles of the boundary triangles is 2pi, i.e.
n∑
i=1
arg zi = 2pi;
• the metric on the last and the first edge agree, i.e.
n∏
i=1
zi = 1.

Let p : M˜ → M be the universal cover of M , and let T˜ be the lift of T
via p. If consistency equations are satisfied, and thus a hyperbolic structure
on M (and on M˜) is defined, we can define a developing map (see [2])
D : M˜ → H3.
We are mainly interested in complete manifolds. An assignment of modules
that satisfies consistency equations can result in an incomplete hyperbolic
structure, so we need to define another set of equations to ensure completeness.
Note that, in an ideal triangulation T, we can identify each component of
the boundary with the link of the corresponding vertex. We will call these
links boundary tori. The triangulation T induces a triangulation on each
boundary torus, given by the boundary triangles. If each tetrahedron has
a hyperbolic structure, then each corner of each boundary triangle can be
labeled with the module of the corresponding edge.
Let C be a boundary torus with the induced triangulation and modules,
and let p′ : C˜ → C be its universal cover. Each boundary triangle of C
inherits a Euclidean structure (from the dihedral angles of its tetrahedron).
Due to consistency equations, the sum of these angles around each vertex is
2pi, thus we can define a developing map
D′ : C˜ → R2,
where C is a boundary torus, which extends the identification between a
triangle of C˜ and a Euclidean triangle of R2 with the same inner angles.
We can define a map h : pi1(C) → Aff(C) in the following way. Let
α ∈ pi1(C); it induces a deck trasformation tα of C˜. There exists a unique
gα ∈ Aff(C) such that D′ ◦ tα = gα ◦D′; set h(α) = gα. Note that changing
the developing map D′, the affine map gα changes by conjugation.
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Definition 2.3.2. Let S be a triangulated oriented surface. A simplicial
closed curve α ⊂ S is a closed curve, transverse to the edges of S, such that
the intersection between α and each triangle of S is a union of embedded arcs,
called segments, each of them with its endpoints on distinct edges.
Lemma 2.3.3. Assume that an assignment of modules to the tetrahedra of
T that satisfies the consistency equations is given. The hyperbolic structure
defined by it on M is complete if and only if for each boundary torus C
and each simplicial closed curve α ⊂ C, the affine trasformation h(α) is a
Euclidean translation of R2.
Proof. Assume that M is complete. Let C be a boundary torus and let α be
a simplicial closed curve. Let D : M˜ → H3 be a developing map. The curve
α induces a deck trasformation of M˜ , which corresponds via D to a parabolic
isometry of H3; in the half-space model H3, let us assume that it fixes∞. We
can choose p′ as the restriction of p to C˜:= p−1(C) and D′ as the restriction
of D to C˜. Thus, α induces a Euclidean translation of R2 ∼= D′(C˜).
For the converse, note that M is covered by a compact set and a finite
number of cusps, so we only need to prove that the cusps are complete. In the
half-space model H3, each cusp is the quotient of a set of the form P× [t,+∞),
where P is a compact polyhedron, under the action of identifications of the
vertical faces induced by the deck trasformations of M˜ . But every deck
trasformation induces a Euclidean translation on C˜, thus is a horizontal
isometry of H3, and the quotient is complete. 
Note that an affine transformation f ∈ Aff(C) can be written as
f(x) = a+ bx ∀x ∈ C
for a ∈ C and b ∈ C∗, and f is a traslation if and only if its dilation component
b is 1. Thus, we only need to find a condition for b = 1. Note that
b =
a+ bx− (a+ by)
x− y =
f(x)− f(x)
x− y (2.2)
for x, y ∈ C and x 6= y. Note also that, while h(α) depends on the developing
map D, its dilation component does not depend on D.
Definition 2.3.4. Assume that an assigment of modules for the triangulation
T is given. Let C be a boundary torus, with the triangulation and the labeling
induced by T and its hyperbolic structure, and let α ⊂ C be an oriented
simplicial closed curve. Then each segment of α cuts off a vertex of a triangle;
let z1, . . . , zn be the corresponding modules. The holonomy of α is defined as
H(α) =
n∑
i=1
εi log zi,
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ε = +1 ε = +1
Figure 2.3: Assigment of εi to a segment of a simplicial curve.
where (see also Figure 2.3)
εi =
{
+1 if the corner is on the left of α
−1 if the corner is on the right of α.
Note that, if e is an edge, C ⊆ ∂M is the link of an endpoint of e, and
β ⊂ C is a simplicial closed curve that encircles e, then H(β) = 2pii if and
only if the consistency equation which corresponds to the edge e is satisfied.
Lemma 2.3.5. Let T be a triangulation of a cusped manifold M , with an
assigment of modules. Let C be a boundary torus of M , and let α1, α2 ⊂ C be
two simplicial simple closed curves that spans H1(C). Then h(α1) and h(α2)
are both traslations if and only if H(α1) = H(α2) = 0.
Proof. Let α ⊂ C be a simplicial simple closed curve. Let α1, . . . , αn be
the segments of α, let zi and εi be as in Definition 2.3.4, and let ∆i be
the triangle that contains αi. We can decompose the action of h(α) as the
composition of the actions of each segment, i.e., as the composition of the
affine trasformations fi that maps the edge of ∆i where the segment enters
in the triangle to the edge in which the segment leaves the triangle. Due to
the fact that the dilation component does not depend on the developing map
D′ : C˜ → C, we can assume that D′ maps the vertex of ∆i cut off by αi to 0,
and the other two vertex are mapped to 1 and zi. This situation is described
in Figure 2.4, and it is clear that the dilation component of fi is zεii .
Therefore, the dilation component of h(α) is
n∏
i=1
zεii ,
and
H(α) =
n∑
i=1
εi log zi ≡ log
n∏
i=1
zεii (mod 2pii).
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ε = +1 ε = +1
0 1
z
z
1
0
Figure 2.4: Illustration of the fact that the dilation component of fi is zεii .
Thus, if H(α1) = H(α2) = 0, then h(α1) and h(α2) are both traslations.
Conversely, suppose that h(α1) and h(α2) are both translations. Then
we have H(α1), H(α2) ∈ 2piiZ; due to the hypothesis on α1, α2, we get
H(α1) = H(α2) = 0.

Proposition 2.3.6 (Completeness equations). Let T be a triangulation of
M with assigned modules which satisfy the consistency equations (Proposition
2.3.1). The resulting hyperbolic metric on M is complete if and only if
H(αi) = 0 ∀i = 1, . . . , 2n,
where α1, . . . , α2n is a set of simple simplicial closed curves spanning H1(∂M).
Proof. It is a consequence of Lemma 2.3.3 and Lemma 2.3.5. 
The combination of the consistency equations and the completeness ones
is usually called Thurston’s gluing equations.
2.4 Normal surface theory
Normal surfaces are an interesting class of embedded surfaces in 3-manifolds,
particularly useful for computational purposes. They were first introduced by
Kneser [19] in 1929 and later developed by Haken [12, 13] in 1960’s; now there
are many algorithms that use normal surfaces for calculations in topology.
Altought normal surfaces will be used in later chapters, their introduction
provides useful notation for writing Thurston’s equations and angle structures.
Let T be a triangulation of an (oriented) pseudo-manifoldM . We introduce
the following notation:
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Figure 2.5: Normal arcs in a face.
• T is the set of all tetrahedra in T;
• T ∗ is the set of all abstract tetrahedra in T;
• F and F ∗ are the sets of faces of T and T ∗ respectively;
• E and E∗ are the sets of edges of T and T ∗ respectively;
• V and V ∗ are the sets of vertices of T and T ∗ respectively.
If x, y ∈ V ∪ E ∪ F ∪ T , then x < y means that x is a face of y. If x ∈ V
and x∗ ∈ V ∗, then x∗ ∈ x means that x∗ is a representative of x, and a similar
convention will be used for E, F , and A.
Definition 2.4.1. A normal arc is an embedded arc in a face such that its
endpoints lie in different edges. A normal disk is an embedded disk in a
tetrahedron such that its boundary consists of 3 or 4 different normal arcs.
In the former case, the normal disk is called a normal triangle, and in the
latter, a normal quadrilateral.
The equivalence relation on normal arcs, triangles, and squares is the
normal isotopy: a normal isotopy is an isotopy of the ambient space that
leaves each simplex invariant. We denote the set of normal arcs (up to normal
isotopy) in T by A, and the sets of normal quadrilaterals and normal triangles
(up to normal isotopy) by  and 4. If a ∈ A and r ∈  ∪ 4, then a < r
means that (a representative of) a is an edge of (a representative of) r.
In each face f ∈ F there are three normal arcs (up to normal isotopy),
corresponding to the choice of a pair of edges of f ; see Figure 2.5.
If q ∈  and q ⊂ σ ∈ T , then q intersects four out of six edges of σ, and
q does not intersect a pair of opposite edges; q identifies this pair of edges.
In Figure 2.6 we show the three normal quadrilaterals in a tetrahedron. By
convention, we will sometimes use “a pair of opposite (abstract) edges (of a
tetrahedron)” and “a normal quadrilateral” with the same meaning.
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Figure 2.6: Normal quadrilaterals in a tetrahedron.
Figure 2.7: Normal triangles in a tetrahedron.
If t ∈ 4 and t ⊂ σ ∈ T , then t intersects the three edges around a vertex
of σ. In an abstract tetrahedron, a normal triangle is identified by a vertex in
this way, i.e., there is a bijection between 4 and V ∗. In Figure 2.7 we show
the four normal triangles in a tetrahedron.
Definition 2.4.2. 1. Let q ∈  and e∗ ∈ E∗. Define i(e∗, q) to be 1 if q
and e∗ are in the same tetrahedron and e∗∩q = ∅, and to be 0 otherwise,
as in Figure 2.8.
2. Let q ∈  and e ∈ E. Set
i(e, q) =
∑
e∗∈e
i(e∗, q) ∈ {0, 1, 2}.
3. Let t ∈ 4 and e ∈ E. Let i(e, t) ∈ {0, 1, 2, 3} be the number of
representatives e∗ ∈ e such that t intersects e∗.
The orientation of a tetrahedron σ induces a cyclic ordering of its nor-
mal quadrilaterals, in the following way. Let v0, v1, v2, v3 be the vertices of
the tetrahedron, and e1, e2, e3 be the edges with endpoints v0 and v1, v2, v3
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q1
q2
q3
e∗ e∗ e∗
i(e∗, q1) = 1 i(e∗, q2) = 0 i(e∗, q3) = 0
Figure 2.8: i(e∗, q) for each quadrilateral q.
v1
v2 v3
v0
e1
e2 e3
Figure 2.9: Cyclic order induced on the edges by the orientation.
respectively, as in Figure 2.9. Let q1, q2, q3 be the normal quadrilaterals corre-
sponding to e1, e2, e3, and let f0 be the face opposite to v0. The orientation
on σ induces an orientation on f0, which induces a cyclic ordering on v1, v2, v3.
Define the cyclic ordering on e1, e2, e3, and hence on q1, q2, q3, as the order
inverse to the one on the corresponding vertices v1, v2, v3.
In practice, if we consider a standard tetrahedron with the standard
orientation, this is equivalent to choosing a vertex, looking at the tetrahedron
from top, and taking the counterclockwise order on the upper edges, as in
Figure 2.9.
As a notation, we will write q1 → q2 if q2 immediately follows q1 in this
order, and we define w(q, q′) as
w(q, q′) =

1 if q → q′
−1 if q′ → q
0 if q = q′, or q and q′ are contained in different tetrahedra
Definition 2.4.3. A normal surface in the oriented closed pseudo-manifold
T is an embedded closed surface S, such that for all σ ∈ T , the intersection
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S ∩ σ is a disjoint union of normal disks.
We can associate to a normal surface S a point x ∈ R4 ∪R ∼= R7|T | such
that, if r ∈ ∪4 and r ⊂ σ ∈ T , then x(r) equals the number of components
of S ∩ σ of type r.
There is a system of linear equations, called normal surface equations,
that any such x must satisfy. Let a ∈ A and a < f ∈ F . Let σ, σ′ be the two
tetrahedra adjacent to f , possibly the same one. In each tetrahedron there
are two normal disks, a triangle and a square, which have a as an edge; let
q, t ⊂ σ and q′, t′,⊂ σ′ be these disks. If x ∈ R4 × R are the coordinates
associated to a normal surface, then
x(t) + x(q) = x(t′) + x(q′).
These are called the normal surface equations. Denote by NS(T) the
space of their solutions. An arbitrary x ∈ NS(T) may not represent a normal
surface; there are some clearly necessary additional conditions:
• x 6= 0;
• x ∈ N × N4;
• for each σ ∈ T , at most one of the three coordinates corresponding to
the normal quadrilaterals in σ is non-zero, because two inequivalent
quadrilateral disks in the same tetrahedron always intersect.
It can be proved [12, 13] that these conditions are also sufficient.
We can now rewrite Thurston’s gluing equations using normal surface
notation. An assignment of a complex number to each pair of opposite edges
can be encoded by a map z : → C. The conditions that z corresponds to
the assigment of modules to the tetrahedra are as follows:
• Im(z(q)) > 0 for each q ∈ ;
• if q → q′, then z(q′) = 1
1−z(q) .
Any such z defines a hyperbolic structure on T ∗. The consistency equations
(Propostion 2.3.1) assert that this structure extends to a (possibly incomplete)
hyperbolic structure on the manifold M if and only if for all e ∈ E∏
q∈
z(q)i(e,q) = 1, (2.3)
∑
q∈
i(e, q) arg z(q) = 2pi. (2.4)
21
Chapter 2. Hyperbolic structures on cusped manifolds
The completeness equations could be restated in a similar way.
This formulation is convenient not only because it is more compact, but
also in view of the connections between Thurston’s equations, angle structures
and normal surfaces, which are the main subject of Chapter 4.
2.5 A basis for NS(T)
In [18], Kang and Rubinstein found a convenient basis for NS(T), which is
the following (they refer to the case of characteristic zero or spherical links,
but this requirement is not necessary).
If X is a finite set, we define x∗ : X → R as the map such that x∗(x) = 1
and x∗(y) = 0 for each y ∈ X \ {x}. The set {x∗ : x ∈ X} is a basis of the
vector space RX , and on RX is defined the scalar product such that this basis
is orthonormal.
For each σ ∈ T and e ∈ E, define
Wσ =
∑
q∈
q⊂σ
q∗ −
∑
t∈4
t⊂σ
t∗,
We =
∑
q∈
i(e, q)q∗ −
∑
t∈4
i(e, t)t∗
In the simplest case, when each tetrahedron has distinct edges, one can view
the normal surface corresponding to We as a cylinder, with the (positive)
lateral surface consisting of glued normal quadrilaterals and two (negative)
bases consisting of glued normal triangles. From this description is clear
that, in this case, We ∈ NS(T). Similarly, Wσ can be viewed as an immersed
surface: consider the octahedron whose vertices are the midpoints of the edges
of σ. The immersed surface corresponding to Wσ is composed by the three
(positive) quadrilateral which are the convex hull of a quadruple of aligned
vertex of the tetrahedron and the four (negative) faces, corresponding to the
normal triangles, out of the eight faces of the octahedron.
Lemma 2.5.1. Wσ,We ∈ NS(T)
Proof. • Wσ: let a ∈ A be a normal arc. If a 6⊂ σ, there is nothing to
prove. If a ⊂ σ, let a < q, t ∈ σ. We have Wσ(q) +Wσ(t) = 1− 1 = 0,
thus both sides of the normal surface equation are zero.
• We: let a ∈ A be a normal arc, f ∈ F a face such that a ⊂ f , and
q, q′ ∈ , t, t′ ∈ 4 the four normal disks which have a as an edge,
with q, t ⊂ σ. If the edge of f that does not intersect a is e, then its
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contribution gives +1 to q, q′ and 0 to t, t′. If the opposite edge in σ is
e, then its contribution gives +1 to q, −1 to t, and 0 to q′, t′. If one of
the edges of f which intersects a is e, then its contribution gives 0 to
q, q′ and −1 to t, t′. The remaining two edges of σ give no contribution
to q, q′, t, t′.

Theorem 2.5.2. {Wσ : σ ∈ T} ∪ {We : e ∈ E} is a basis of NS(T). In
particular, dim NS(T) = |T |+ |E|.
Proof. The proof scheme is the following:
• we define a set of linearly indipendent functionals {φe : NS(T) ⊂
R × R4 → R}e∈E;
• we write NS(T) = K ⊕ C, where K is the intersection of the kernels of
{φe}e and C is an orthogonal complement;
• we prove that {We}e is a basis of C;
• we prove that {Wσ}σ is a basis of K.
For each e ∈ E, we define the linear functional φe as
φe : NS(T) ⊆ R × R4 → R,
φe(q
∗) =
#{e ∩ q}
deg e
, φe(t
∗) =
#{e ∩ t}
deg e
where #{e ∩ q} is the number of intesections between e and q, and deg e is
the degree of e. We now claim that
φe(We′) = −2δee′ .
Indeed, if each tetrahedron has at most one edge identified to e, viewing We
as a cylindrical surface, φe takes value 0 at the lateral surface and −1 at the
top and bottom surface, so φe(We) = −2. The same holds in case of more
identifications. If e 6= e′, we should check that φe(We′) = 0. If e, e′ are not
adjacent, this is clear. If they are adjacent, We′ has two negative triangular
disks and one positive quadrilateral disk contained in each σ > e, e′. The
contribution to φe is 0 on one triangle, −1 on the other one, and 1 on the
quadrilateral (or a sum of this, if there are identifications), so the total value
is zero.
This proves that:
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• {φe}e∈E is a set of linearly indipendent functionals;
• if K is the intersection of the kernels of {φe}e, a basis for the orthogonal
complement C of K in NS(T) is {We}e.
We are left to prove that {Wσ}σ is a basis of K. Each Wσ is in K, because
each edge of σ intesects two (negative) normal triangles and two (positive)
normal quadrilaterals in σ. Each Wσ is non-zero only on the normal disks
contained in σ, thus {Wσ}σ is a set of linearly indipendent vectors. We are
going to prove that it spans K.
Let x ∈ K, let σ and σ′ be two adjacent tetrahedra, f ∈ F be a common
face of σ and σ′, and e < f be an edge. Let kσ be the sum of the values of
x on the normal disks of σ intersecting e. By the normal surface equations,
kσ = kσ′ , then the sum of the values of x on all normal disks intersecting e
is kσ deg e. But x ∈ K, and φe(x) = 0 means that kσ deg e = 0, thus kσ = 0.
Therefore, in each tetrahedron, for each edge the sum of the values of the
normal disks intersecting that edge is zero. If σ has vertices v1, v2, v3, v4,
the normal triangle corresponding to vi is ti, and the normal quadrilateral
corresponding to the edge vivj is qij, this translates into the equations
x(ti) + x(tj) + x(qik) + x(qjk) = 0 ∀{i, j, k, l} = {1, 2, 3, 4}.
It is now simple to show that x is a linear combination of the vectors Wσ. 
2.6 Euclidean angle structures
In the 1990’s, Casson and Rivin developed a tecnique for approaching
Thurston’s gluing equations. Unfortunately, they have not written it; an
account of their ideas can be found in [9]. The main idea is to separate the
equations in a linear part and a non-linear one. The linear part considers
only the dihedral angles of the tetrahedra, and solving it is not enough to
construct a hyperbolic structure. On the space of solutions of the linear part,
one can define a volume functional ; the non-linear part consists in finding a
critical point of this functional.
As we have seen, an ideal tetrahedron can be identified to a similarity
class of Euclidean triangles. These triangles are determined by modules, as in
Section 2.2, but also by their inner angles – which correspond to the dihedral
angles. We can therefore identify an ideal tetrahedron to its dihedral angles,
i.e., by the assignment of an angle in (0, pi) to each pair of opposite edges
such that the sum of the three angles around each vertex equals pi. Each
of these angle is the argument of the module along the corresponding edge,
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and if we know all the three angles, we can recover the module from them.
Indeed, if α, β, γ are the dihedral angles meeting at a vertex of a tetrahedron
(in the order induced by the orientation on the tetrahedron), then the module
z along the edge with angle α is
z =
sin β
sin γ
eiα.
A Euclidean angle structure is such an assignment of an angle to each pair
of opposite edges of each tetrahedron of T which satisfies some compatibility
equations.
Definition 2.6.1. A Euclidean angle structure on T is a map x : → (0, pi)
such that ∑
q∈
q⊂σ
x(q) = pi ∀σ ∈ T, (2.5)
∑
q∈
i(e, q)x(q) = 2pi ∀e ∈ E. (2.6)
The set of all Euclidean angle structures on T will be denoted by EAS(T).
The equations defining EAS(T) can be viewed as a weakening of Thurston’s
gluing equations, because:
• the set of maps x : → (0, pi) satisfying (2.5) corresponds bijectively
to the set of maps z :  → C that give modules for T, namely that
satisfy Im(z(q)) > 0 for all q ∈  and z(q′) = 1
1−z(q) whenever q → q′;
given such a z, the corresponding x is defined by x(q) = arg(z(q)) for
all q ∈ ;
• under the correspondence just described, (2.6) is equivalent to (2.4);
so the equations defining EAS(T) lack of an analogue of part (2.3) of
Thurston’s consistency equations, and they also lack altogether of an
analogue of the completeness equations.
In other words, any x ∈ EAS(T) does give to each tetrahedron in T
the shape of a hyperbolic ideal tetrahedron, but it does not ensure that
these shapes match to give a hyperbolic structure along the edges of T. We
will denote by zx ∈ C the vector associated to x ∈ EAS(T) by the above
correspondence.
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EAS(T) is an open subset of some affine subspace of R, thus, at each
point p ∈ EAS(T), the tangent space can be identified to the vector space of
the directions of this affine subspace, which is described by∑
q∈
q⊂σ
v(q) = 0 ∀σ ∈ T, (2.7)
∑
q∈
i(e, q)v(q) = 0 ∀e ∈ E. (2.8)
Definition 2.6.2. A vector v ∈ R that satisfies (2.7) and (2.8) is called a
tangential angle structure on T, and the set of all tangential angle structures
is denoted by TAS(T).
By the above discussion, TAS(T) can be identified to the tangent space
to each point of EAS(T). In particular, for each p ∈ EAS(T), v ∈ TAS(T),
and ε ∈ R small, we have that p+ εv ∈ EAS(T). Tangential angle structures
will be studied in more detail in Section 4.3.
Proposition 2.6.3. Let T be a triangulated pseudo-manifold. Then EAS(T)
is a convex, finite-sided, bounded polytope in R3|T |. If EAS(T) is not empty,
then dim EAS(T) = |V | − |E|+ 2|T |.
Proof. EAS(T) ⊆ (0, pi)3|T |, so it is bounded. Equations (2.5) and (2.6) are
linear ones, hence their solution space is an affine subspace, so its intersection
with (0, pi)3|T | is a convex, finite-sided, bounded polytope.
A direct calculation of dim EAS(T), when EAS(T) 6= ∅, can be found in
[9]; we will give an alternative proof. As TAS(T) is the tangent space of
EAS(T), if EAS(T) 6= ∅ then they have the same dimension. Corollary 4.3.2
shows that its dimension is |V | − |E|+ 2|T |.

Corollary 2.6.4. Let T be a triangulated pseudo-manifold where all ver-
tex links have Euler characteristic zero. If EAS(T) is not empty, then
dim EAS(T) = |T |+ |V | = |E|+ |V |.
Proof. By Proposition 2.6.3, we only need to prove that, in the case of links
of characteristic zero, |E| = |T |. To see this, we will calculate the Euler
characteristic of the boundary. A triangulation of ∂M is obtained by gluing
boundary triangles, so:
• each tetrahedron in T gives rise to four triangles in ∂M ;
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• each face in T gives rise to three edges in ∂M ;
• each edge in T gives rise to two vertices in ∂M .
Noting that |F | = 2|T |, we get
0 = χ(∂M) = 4|T | − 3|F |+ 2|E| = 2|E| − 2|T | =⇒ |E| = |T |.

2.7 Leading-trailing deformations
From now on, we will assume that T is the ideal triangulation of an orientable
cusped manifold M . We will now define a spanning set of vectors for TAS(T).
Definition 2.7.1. Let S be a component of ∂M , with the triangulation
induced by T, and let α ⊂ S be an oriented simplicial closed curve. Every
segment αi of α lies in a boundary triangle ∆i. We define the leading corner
of ∆i as the corner opposite to the side where αi enters in ∆i, and the trailing
corner of ∆i as the corner opposite to the side where αi leaves ∆i (as in
Figure 2.7). Define
vαi(q) =

1 if q corresponds to the leading corner of ∆i
−1 if q corresponds to the trailing corner of ∆i
0 otherwise
vα(q) =
∑
i
vαi(q).
The vector vα is called the leading-trailing deformation associated to α.
If α, β are oriented simplicial closed curves on ∂M that intersect trans-
versely, their signed intersection number ι(α, β) is the number of times that
α crosses β from right to left, minus the number of times that α crosses β
from left to right, as in Figure 2.7. Clearly, the intersection number has the
following properties:
• ι(α, β) depends only on the homology classes of α and β, hence ι is
defined on H1(∂M)×H1(∂M);
• ι(α, β) = −ι(β, α), and in particular ι(α, α) = 0.
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Figure 2.10: A piece of simplicial curve; leading corners are denoted by L and
trailing ones by T.
β
α α
β
ι(α, β) = −1 ι(α, β) = +1
Figure 2.11: Intersection numbers.
We now need a technical lemma, the proof of which can be found in [9],
that connects leading-trailing deformations, the holonomy and the intersection
number. If α is an oriented simplicial closed curve contained in a boundary
torus and z is an assigment of modules to each tetrahedron of T, we denote
by Hz(α) the holonomy of α with respect to z.
Lemma 2.7.2. Let p ∈ EAS(T), and let α, β be oriented simplicial closed
curves on ∂M that intersect transversely. Then
∂
∂vβ
Im(Hzp(α)) = 2ι(α, β).
Proposition 2.7.3. For each simplicial closed curve α ⊂ ∂M , the associated
leading-trailing deformation vα is in TAS(T).
Proof. We have to prove that vα satisfies (2.7) and (2.8). By linearity, it is
sufficient to show that (2.7) is satisfied by each segment αi. This is true,
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because the vector vαi is non-zero only on two normal quadrilaterals, where it
takes opposite values, and these two quadrilaterals are in the same tetrahedron.
Thus vα satisfies (2.7).
For (2.8), we can equivalently prove that, if ε ∈ R is small enough, p+ εvα
satisfies (2.6). Let e be an edge and let β be a simplicial closed curve about
one endpoint of e. The curve β is homotopically trivial, so ι(β, α) = 0. By
Lemma 2.7.2,
0 = 2ι(β, α) =
∂
∂vα
Im(Hzp(β)),
thus Im(Hzp(β)) is constant, it but is the sum of the angles about e. Therefore
p+ εvα satisfies (2.6). 
Proposition 2.7.4. Let α1, . . . , α2|V | be closed simplicial simple curves that
span H1(∂M), and for each edge e, let βe be a simplicial closed curve about
one endpoint of e. Then the vectors vαi and vβe span TAS(T).
Proof. By Corollary 2.6.4, the dimension of TAS(T) is |E| + |V |, thus it is
sufficient to prove that vαi and vβe span a vector space of dimension |E|+ |V |.
We will prove that TAS(T) = C ⊕D, where C is a 2|V |-dimensional space
spanned by the vectors vαi , and D is a (|E| − |V |)-dimensional space spanned
by the vectors vβe .
We can suppose that {α2i−1, α2i} is a basis for the homology of the i-th
cusp. Then ι(α2i−1, α2i) = ±1 and ι(α2i−1, αj) = 0 for all j 6= 2i. Each βe is
homotopically trivial, thus ι(α2i−1, βe) = 0. Therefore, by Lemma 2.7.2, the
derivative of Im(H(α2i−1)) is non-zero only along α2i, which proves that:
• {α1, . . . , α2|V |} is a linearly indipendent set, thus dimC = 2|V |;
• C ∩D = {0}.
Now we only need to prove that the vectors vβe span a space of dimension
|E| − |V |. Let e1, . . . , en be the edges, and let A be the n× 3n matrix with
the vectors vβei as columns. The vectors vβe span a vector space of dimension|E|− |V | if and only if the rank of A is |E|− |V |: we will prove that its kernel
space has dimension |V |, showing an explicit basis.
For each vertex v ∈ V , define rv ∈ RE as
rv(e) = #(e ∩ v),
where #(e ∩ v) is the number of intersections between e and v. Note that
vei(q) = w(ei, q) =
∑
q′∈
i(ei, q
′)w(q′, q).
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For each vertex, Arv = 0; indeed, for each q ∈ ∑
e∈E
rv(e)vβe(q) =
∑
e∈E
#(e ∩ v)
∑
q′∈
i(ei, q
′)w(q′, q)
=
∑
e>v
∑
q′∈
i(ei, q
′)w(q′, q)
=
∑
q′∈
∑
e>v
i(ei, q
′)w(q′, q)
=
∑
e>v
i(ei, q3)−
∑
e>v
i(ei, q2) where q → q2 → q3
= 0.
We claim that the vectors rv forms a basis of the kernel space of A. They are
linearly indipendent; indeed
0 =
∑
v∈V
λvrv(e) =
∑
v∈V
λv#(e ∩ v) =
∑
v<e
λv,
i.e., for each two vertices v1, v2 in a tetrahedron, λv1 +λv2 = 0, thus λv = 0 for
every vertex and the vectors rv are linearly indipendent. Let now s ∈ kerA;
we want to prove that s is a linear combination of the vectors rv. For each
q ∈ , if q → q′ → q′′, the q coordinate of As is
0 =
∑
e∈E
s(e)vβe(q) =
∑
e∈E
s(e)
∑
q∗∈
i(ei, q
∗)w(q∗, q)
=
∑
e∈E
s(e)i(ei, q
′′)−
∑
e∈E
s(e)i(ei, q
′),
thus, in each tetrahedron, the sum of s on a pair of opposite edges is constant.
We now apply the following lemma:
Lemma 2.7.5. Let σ be a tetrahedron with vertices v1, v2, v3, v4, and let eij be
the edge joining vi and vj (for i 6= j). Suppose a number aij ∈ R is assigned
to each edge eij. If the sum of aij on each pair of opposite edges is constant,
then there exists bi ∈ R such that
aij = bi + bj.
Moreover, if aij ∈ Z for every edge, then bi ∈ 12Z.
Proof. It is sufficient to take
bi =
aij + aik − ajk
2
for {i, j, k, l} = {1, 2, 3, 4}. 
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From this lemma it follows that for each vertex v of each tetrahedron σ
there is a number t(v, σ) ∈ R such that if e < σ and v, v′ are the endpoints
of e one has
s(e) = t(v, σ) + t(v′, σ).
The dependence of t(v, σ) on σ is only apparent, because t is defined by
t(v, σ) =
s(e1) + s(e2)− s(e3)
2
(2.9)
where e1, e2, e3 are the edges of a face f of any σ such that v < f < σ, and e3
is the edge opposite to v. We denote the common value of t(v, σ) and t(v, σ′)
by t(v). We can conclude the proof, because
s(e) =
∑
v<e
t(v) =
∑
v
t(v)#(v ∩ e) =
∑
v
t(v)rv(e).

2.8 Volume maximization
We now move to the “non-linear part” of Thurston’s gluing equations. It is
well-known that the volume of an ideal tetrahedron can be computed from
the dihedral angles using the Lobachevskij function Λ : R→ R:
Λ(x) = −
∫ x
0
log |2 sin t|dt.
Proposition 2.8.1. Λ(x) is well-defined, continuous, odd, periodic of period
pi, and if σ is an ideal tetrahedron with dihedral angles α, β, γ, then its volume
is
Vol(σ) = Λ(α) + Λ(β) + Λ(γ).
Proof. This is a classical result; see [2]. 
This leads to:
Definition 2.8.2. The volume of a Euclidean angle structure is defined by
Vol : EAS(T) −→ R
x 7−→ Vol(x) =
∑
q∈
Λ(x(q)).
The first and second derivatives of Vol can be written explicitly in a simple
way:
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Proposition 2.8.3. Consider p ∈ EAS(T) and v ∈ TAS(T) with v 6= 0.
Then
∂ Vol
∂v
(p) = −
∑
q∈
v(q) log sin p(q),
∂2 Vol
∂2v
(p) < 0.
In particular, Vol is strictly concave.
Proof. Recall that
dΛ
dt
(t) = − log |2 sin t|
thus
∂ Vol
∂v
(p) =
∑
q∈
dΛ
dt
(p(q))v(q) = −
∑
q∈
log |2 sin p(q)|v(q)
(∗)
= −
∑
q∈
v(q) log(2 sin p(q))
(∗∗)
= −
∑
q∈
v(q) log(sin p(q))
where (∗) and (∗∗) follow from p(q) ∈ (0, pi) and∑ v(q) = 0 respectively. For
the second derivative, we have
∂2 Vol
∂2v
(p) = − ∂
∂v
∑
q∈
v(q) log(sin p(q)) = −
∑
q∈
v(q)2
d
dt
(log(sin p(q)))
= −
∑
q∈
v(q)2 cot p(q),
then it is sufficient to show that
v(q1)
2 cot p(q1) + v(q2)
2 cot p(q2) + v(q3)
2 cot p(q3)
is greater than zero for each triple q1, q2, q3 of normal quadrilaterals in a
tetrahedron. By symmetry, we can assume that p(q1), p(q2) < pi2 . We have
v(q3) = −v(q1)− v(q2),
p(q3) = pi − p(q1)− p(q2),
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cot p(q3) = cot(pi − p(q1)− p(q2)) = − cot(p(q1) + p(q2))
=
1− cot p(q1) cot p(q2)
cot p(q1) + cot p(q2)
.
Therefore
v(q1)
2 cot p(q1) + v(q2)
2 cot p(q2) + v(q3)
2 cot p(q3)
= v(q1)
2 cot p(q1) + v(q2)
2 cot p(q2)
− (v(q1) + v(q2))2 cot(p(q1) + p(q2))
= v(q1)
2 cot p(q1) + v(q2)
2 cot p(q2)
+ (v(q1) + v(q2))
2 1− cot p(q1) cot p(q2)
cot p(q1) + cot p(q2)
=
(v(q1) + v(q2))
2 + (v(q1) cot p(q1)− v(q2) cot p(q2))2
cot p(q1) + cot p(q2)
.
We claim that the last expression is positive, which implies the conclusion.
Indeed:
• the denominator is positive: if cot p(q1) + cot p(q2) ≤ 0, suppose that
p(q1) ≥ pi2 . Thus cot p(q2) ≤ cot p(pi − q1) and q2 ≥ pi − q1, which
contradicts q1 + q2 + q3 = pi;
• the numerator is positive: if it equals zero, then v(q1) + v(q2) = 0 and
0 = v(q1) cot p(q1)− v(q2) cot p(q2) = v(q1)(cot p(q1) + cot p(q2))
but both v(q1) and cot p(q1) + cot p(q2) are positive.
Therefore, the second partial derivatives are strictly negative and the function
Vol is concave on EAS(T). 
Due to the negative second partial derivatives, if EAS(T) 6= ∅, Vol has
exactly one critical point, which is a global maximum. In the next proposition,
we will see a connection between critical points of Vol and the holonomy of a
curve.
Proposition 2.8.4. Let C ⊆ ∂M be a component of the boundary, and let
α ⊂ C be an oriented closed simplicial curve. Then for any p ∈ EAS(T)
∂ Vol
∂vα
(p) = Re(H(α)).
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Proof. Let α1, . . . , αm be the segments of α, and let ∆i the boundary triangle
that contains αi. Recall that the holonomy of α is
H(α) =
m∑
i=1
εi log zi
where zi is the module corresponding to αi. Let φi, ψi, ζi be the three angles
of ∆i, such that φi is the angle cut off by αi and φi, ψi, ζi are in clockwise
order. Note that
|zi| = sin ζi
sinψi
.
Therefore
∂ Vol
∂vα
(p) =
m∑
i=1
∂ Vol
∂vαi
(p)
= −
m∑
i=1
∑
q∈
vαi(q) log sin p(q) by Proposition 2.8.3
= −
m∑
i=1
(εi log sinψi − εi log sin ζi)
=
m∑
i=1
εi log
sin ζi
sinψi
=
m∑
i=1
εi log |zi|
= Re
m∑
i=1
εi log zi
= Re(H(α))

Theorem 2.8.5. A point p ∈ EAS(T) corresponds to a complete hyperbolic
metric if and only if x is a critical point of Vol.
Proof. Let p ∈ EAS(T) be a critical point of the volume. We can associate
to p a vector z ∈ C. To prove that z is a solution of Thurston’s gluing
equations, we have to prove that it satisfies completeness equations and (2.4)
from consistency equations.
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Let e be an edge, and let α ⊂ ∂M be a simplicial closed curve about one
of its endpoints. Then
Re(H(α)) =
∂ Vol
∂vα
= 0,
because of Proposition 2.8.4, and
Im(H(α)) = ±
∑
q∈
i(e, q)p(q) = ±
∑
q∈
i(e, q) arg z(q),
because p is a Euclidean angle structure. Thus H(α) = 0 and the consistency
equation corresponding to the edge e is satisfied.
Let us now check the completeness equations. Let C be a component
of ∂M , and let α1, α2 ⊂ C be two simple closed simplicial curves that span
H1(C). Set
a = (h(α1))(0), b = (h(α2))(0), c = (h(α1))(b) = (h(α2))(a),
where h(αi) is the transformation induced by αi on C, as in Section 2.3. The
quadrilateral of vertices a, b, c, d is a fundamental domain for C. By equation
(2.2)),
H(α1) = log
(
c− a
b− 0
)
, H(α2) = log
(
c− b
a− 0
)
.
These holonomies have real part zero, due to Proposition 2.8.4. Thus |c−a| =
|b − 0| and |c − b| = |a − 0|, i.e., the quadrilateral of vertices a, b, c, d is a
parallelogram. Hence H(α1) = H(α2) = 0, and the completeness equations
are satisfied.
Conversely, suppose that p ∈ EAS(T) corresponds to a complete hyper-
bolic metric. Then the associated vector z ∈ C satisfies Thurston’s gluing
equations, i.e., for each simplicial closed curve α ⊂ ∂M , the holonomy H(α)
equals zero. By Proposition 2.8.4,
∂ Vol
∂vα
(p) = Re(H(α)) = 0,
and, by Proposition 2.7.4, the vectors vα span TAS(T), thus p is a critical
point of Vol. 
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Chapter3
Hyperbolic structures on closed
manifolds
This chapter deals with a method for constructing a hyperbolic structure on
a closed orientable manifold, as described by Luo, Tillmann and Yang in 2010
[23].
The approach of Luo, Tillmann and Yang exploits a system of equations
similar to Thurston’s consistency equations, with weaker requirements, on
a triangulation of M . To each solution of these equations one can associate
a representation of pi1(M) in PSL2(C). The volume of a representation can
be defined, and if M is hyperbolic, then a maximal volume representation ρ
is discrete and faithful, and H3/ρ(pi1(M)) is isometric to M . Following [24,
Section 4], from such a representation one can recover a realization of M
as a polyhedron with face identifications. This results in an algorithm for
detecting hyperbolic structures on closed 3-manifolds.
Throughout this chapter, M denotes a closed oriented 3-manifold and T a
triangulation ofM with the property that each edge is essential, namely, either
it has distinct endpoints or it is non-trivial in pi1(M). This property ensures
that edges lift in the universal cover of M to arcs with distinct endpoints.
3.1 Thurston’s spinning construction
Suppose M is hyperbolic, and denote M (k) the k-skeleton of M with respect
to the triangulation T. Let p : M˜ → M be a universal cover of M . Fix an
action of pi1(M) on M˜ . We lift T to a triangulation T˜ of M˜ . In T all edges
are essential, thus in T˜ each edge has distinct endpoints. We use the Klein
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model K3 of hyperbolic space, and we identify M˜ to K3 and the action of
pi1(M) on M˜ to an action on K3 by isometries.
A map f : M˜ → K3 is called pi1(M)-equivariant if
f(γx) = γf(x), ∀x ∈ M˜, γ ∈ pi1(M).
Proposition 3.1.1 (Thurston’s spinning construction). IfM is a triangulated
hyperbolic orientable closed manifold with the property that all edges are
essential, then there exists a continuous family of piecewise smooth and
pi1(M)-equivariant maps
F˜t : M˜ → K3, t ∈ [0,+∞)
and a piecewise smooth, pi1(M)-equivariant map
F˜∞ : M˜ → K3
such that:
1. for each vertex v˜ of T˜, its image F˜t(v˜) tends to ∂K3 as t→ +∞, and
for each tetrahedron σ˜ of T˜, its image F˜t(σ˜) is a hyperbolic tetrahedron;
2. F˜t induces a piecewise smooth map Ft : M → M homotopic to the
identity map of M , for all t ∈ [0,+∞);
3. F˜∞ = lim
t→∞
F˜t pointwise;
4. for each tetrahedron σ˜ in T˜, its image F˜∞(σ) is an ideal tetrahedron
with four distinct vertices;
5. F˜∞(M˜ \ M˜ (0)) ⊂ K3, and F˜∞ induces a piecewise smooth map F∞ :
M \M (0) →M .
Proof. Let v1, . . . , vn be the vertices of T, and let `i be a geodesic in M ,
parametrized by arc length, such that `i(0) = vi. Set L = {`1, . . . , `n}.
Suppose that for each tetrahedron σ˜ of T˜, any two lifts of geodesics in L
which pass through different vertices of σ˜ have distinct endpoints. This is
always possible: indeed, pick a lift v˜i of vi and v∗i ∈ ∂M˜ ∼= ∂K3. Let ˜`i be
the geodesic ray from v˜i to v∗i . It is sufficient that ˜`i and γ · ˜`j do not have an
endpoint in common – i.e., v∗i 6= γ · v∗j – for each γ ∈ pi1(M). For a generic
choice of v∗1, . . . , v∗n, this is true.
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We define F˜t first on the vertices of M˜ (0) and then we extend it by
straightening maps. For each vi, pick v˜i ∈ p−1(vi) and let ˜`i be the lift of `i
starting at v˜i. Define
F˜t(v˜i) = ˜`i(t).
The map F˜t extendeds by equivariance on M˜ (0), and then on the whole M˜ by
straightening maps.
The map F˜t is well-defined on the faces due to Proposition 1.4.4 part 1,
and it is equivariant due to Proposition 1.4.4 part 2. This proves part 1.
By equivariance, F˜t induces a piecewise smooth map Ft : M →M . Any
Ft is homotopic to F0, by the homotopy Ht defined as:
Ht(x, s) = Fts(x).
Moreover, F0 is homotopic to the identity map idM by a straight line homotopy:
for each x˜ ∈ M˜ ∼= K3, let αx˜ : [0, 1]→ K3 be the segment with endpoints x˜
and F0(x˜). Due to the equivariance of F0, we have that αγx˜ = γαx˜. Thus the
map:
H(x, s) = p(αx˜(s)), s ∈ [0, 1]
is well-defined and it is a homotopy between F0 and idM . This proves part 2.
For the other parts, we need to define a map F˜∞ : M˜ → K3. By
Proposition 1.4.5, if σ is a tetrahedron of M˜ , then F˜t(σ) has limit as t tends
to infinity, and its limit is a straight ideal simplex, so we can define
F˜∞ = lim
t→∞
F˜t.
Again by Proposition 1.4.4, F˜ is well-defined and equivariant, so part 3 follows.
The geodesics in L are chosen in such a way that for any tetrahedron
σ˜ of T˜, any two lifts of geodesics which pass through different vertices of
σ˜ have distinct endpoints. This ensures that F˜ (σ˜) has distinct vertices
(part 4). As consequence, only the vertices are mapped to ∂K3, therefore
F˜∞|M˜\M˜(0) : M˜ \ M˜ (0) → K3 projects, by equivariance, to a piecewise smooth
map F∞|M\M(0) : M \M (0) →M (part 5). 
3.2 Thurston algebraic equations
On T, we define a system of equations similar to Thurston’s consistency
equations.
Definition 3.2.1. We say that z ∈ (C \ {0, 1}) satisfies Thurston algebraic
equations if:
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• if q → q′, then
z(q′) =
1
1− z(q) ; (3.1)
• for each e ∈ E one has ∏
q∈
z(q)i(e,q) = 1. (3.2)
In addition to the fact that they are defined on closed – not cusped –
manifolds, these equations are weaker than Thurston’s consistency equations
because:
• Im(z(q)) > 0 is not required;
• equation (2.4) (i.e., the condition on arguments) is dropped.
As opposed to a solution of consistency equations on an ideal triangulation,
a solution of these equations cannot be used directly to construct a hyperbolic
structure on M , not even an incomplete one.
There is no way to find a solution with Im(z(q)) > 0 for all q – i.e., with
all tetrahedra non-flat and positively oriented – on a closed manifold: this
would be possible only if all links of vertices had non-positive characteristic.
Proposition 3.2.2. Let z be a solution of Thurston algebraic equations; then
there exists a q ∈  such that Im z(q) ≤ 0.
Proof. Let S be a triangulated closed surface. On S, we define a 2-dimensional
angle structure y ∈ (0, pi)V ∗ as the choice for each corner of each triangle
of an angle in (0, pi). The combinatorial area A(y) of y is the sum of the
combinatorial areas of each triangle, i.e., the sum of inner angles minus pi. If
v ∈ V , the combinatorial curvature Kv(y) of y in v is 2pi minus the sum of
all angles at the vertex v. The following holds:
2piχ(S) = A(y) +
∑
v∈V
Kv(y).
Assume by contradiction that Im z(q) > 0 for all quadrilaterals s. Let w be
a vertex of T and L be its link. The vector z induces a 2-dimensional angle
structure y on L: each vertex of L corresponds to an edge of T, so each corner
corresponds to a normal quadrilateral; y is then defined by taking as angle on
the vertex the argument of the module of the corresponding quadrilateral. In
a 2-dimensional angle structure obtained in this way each triangle is Euclidean
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(sum of the inner angles equals to pi), so A(y) = 0. Moreover, the sum of all
angles at a vertex v of L is in 2piN; let it be 2pikv.
If L is homeomorphic to S2, we get:
4pi = 2piχ(L) =
∑
v∈V
Kv(y) = 2pi
∑
v∈V
(1− kv) ≤ 0 (3.3)
which is a contradiction. 
Note that the previous statement is not true for Im z(q) < 0: for instance,
for the layered triangulation of the lens space L(5, 3), Thurston algebraic
equations have three solutions, and all of them are real (see Section 5.1).
Moreover, this proof does not imply that, if Im z(q) > 0 for every quadrilateral
q, then every vertex link is a torus. This is a consequence of the fact that
we have dropped the condition on the arguments (equation (2.4)) in this
weakening of Thurston’s equations, thus in (3.3) we know only kv ≥ 1, and
we get only χ(L) ≤ 0.
The volume of a solution of Thurston algebraic equations is defined in the
usual way, as a sum of Lobachevskij functions:
Definition 3.2.3. Let z be a solution of Thurston algebraic equations. The
volume of z is
Vol(z) =
∑
q∈
Λ(arg z(q)).
Note that we do not require Im z(q) > 0 (i.e., arg z(q) ∈ (0, pi)), hence it is
possible that Vol(z) ≤ 0. Indeed, for each z which satisfies Thurston algebraic
equations, z¯ satisfies the equations too, and the Lobachevskij function is odd,
so either Vol(z) or Vol(z¯) = −Vol(z) is non-positive.
3.3 The associated representation
To any solution z of Thurston algebraic equations we can associate a rep-
resentation ρz : pi1(M) → PSL2(C), well-defined up to conjugation. This
construction was described by Yoshida for cusped 3-manifolds [34]; here it is
described for closed manifolds.
Let p : M˜ → M be the universal cover of M . The triangulation T lifts
to a triangulation T˜ of M˜ . Since T has essential edges, in T˜ each edge has
distinct endpoints, therefore each tetrahedron is embedded.
Let z be a solution of Thurston algebraic equations; z induces modules on
T˜ via p: if σ = [v0, v1, v2, v3] is a tetrahedron in T˜, we define the module of σ
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along [vi, vj] as the module of p(σ) along [p(vi), p(vj)]. As an intermediate
step in the construction of ρz, we define a pseudo-developing map:
Dz : M˜ → K3
as follows, where K3 is the Klein model of hyperbolic space. Dz will be
defined by steps, firstly on the 0-skeleton M˜ (0) of M˜ and then extended by
straightening maps.
We start defining Dz on one tetrahedron:
• let σ = [v0, v1, v2, v3] be a tetrahedron in T˜;
• let us pick four points w0, w1, w2, w3 ∈ ∂K3 such that (w0, w1;w2, w3)
equals the module of σ along [v0, v1];
• set Dz(vi) = wi;
• extend Dz on the whole σ by the straightening map.
Suppose now Dz is defined on some union of tetrahedra, and let σ′ be another
tetrahedron adjacent to this union. Let σ′ = [v′0, v′1, v′2, v′3] and [v′0, v′1, v′2] be
a common face. Now Dz(v′0), Dz(v′1) and Dz(v′2) are already defined, and we
define Dz(v′3) ∈ ∂K3 such that
(Dz(v
′
0), Dz(v
′
1);Dz(v
′
2), Dz(v
′
3))
equals the module of σ′ along [v′0, v′1], and extend Dz on σ′ as above.
In this way, Dz is defined on the whole M˜ . On M˜ (0), it is well-defined
because the product around each edge is 1, due to equation (3.2). On M˜ \M˜ (0),
the map Dz is well-defined because a face of the straightening map depends
only on the face vertices (see Proposition 1.4.4 part 1).
Note that:
1. Dz is continuous and piecewise smooth;
2. Dz(M˜ (0)) ⊂ ∂K3 and Dz(M˜ \ M˜ (0)) ⊂ K3.
Let γ ∈ pi1(M) and σ be a tetrahedron on M˜ . Both Dz(σ) and Dz(γσ)
are ideal tetrahedra, and share the same module, thus there is an isometry
α of K3 such that α(Dz(σ)) = Dz(γσ). If σ′ is a tetrahedron adjacent to σ,
then α(Dz(σ′)) is a hyperbolic ideal tetrahedron adjacent to Dz(γσ), so it
equals Dz(γσ′). Therefore, for γ ∈ pi1(M), we can define ρz(γ) ∈ PSL2(C) as
the only element such that
Dz(γx) = ρz(γ)Dz(x) ∀x ∈ M˜.
The construction of Dz depends on the choice of the image of the first
tetrahedron; but every two possible images are isometric, so ρz is well-defined
up to conjugation by orientation-preserving isometries.
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3.4 Volume of a representation
A concept of volume for a solution of Thurston algebraic equations has been
already defined (Definition 3.2.3). We can now also define the volume of a
representation:
Definition 3.4.1. Let ρ : pi1(M) → PSL2(C). Choose a piecewise smooth
equivariant map f : M˜ → H3 (i.e., a map such that f(γx) = ρ(γ)f(x)). Let
dVolH3 be the volume form on H3. Its pullback f ∗(dVolH3) is a form on M˜ ,
which projects to a form on M . The volume of ρ is its integral:
Vol(ρ) =
∫
M
f ∗(dVolH3).
Note that this volume can be non-positive. A similar definition appears
in [6], but it is slightly different: it is defined as the absolute value of this
integral.
One way of constructing f is the following. For each pi1(M)-orbit of
vertices pick a representative v and a point x ∈ K3, and define f(v) = x.
Extend f on the 0-skeleton by equivariance, and next extend f on the whole
M˜ by straightening maps. The resulting map is well-defined, ρz-equivariant,
continuous, and piecewise smooth (smooth on the interior of the tetrahedra).
In the case ρ = ρz, we have defined ρz as a map which satisfies
Dz(γx) = ρz(γ)Dz(x)
but we cannot take f = Dz, because Dz(M˜) 6⊆ H3.
Volume definition does not depend on f , because each two of such a maps
f0 and f1 are equivariantly homotopic (by a straight line homotopy). Indeed,
for each x ∈ M˜ , let `x : [0, 1]→ H3 a geodesic arc from f0(x) to f1(x), and
set
H(x, t) = `x(t).
H is a homotopy between f0 and f1, and H(·, t) is equivariant for all t ∈ [0, 1],
hence their integrals are equal.
We have now two concepts of volume:
1. Vol(z);
2. Vol(ρz).
Assuming that all edges are essential, they are equivalent:
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Lemma 3.4.2. Let T be a triangulation of a closed oriented manifold with
the property that all edges are essentials. Then Vol(z) = Vol(ρz) for all z
which satisfy Thurston algebraic equations.
Proof. Let F0 : M˜ → K3 be a piecewise smooth ρz-equivariant map such
that every tetrahedron in M˜ is mapped by a straight map to K3. A possible
construction for F0 is given above in this section. The map F0 satisfies the
requirements of Definition 3.4.1, therefore
Vol(ρz) =
∫
M
F ∗0 (dVolH3).
Let Dz : M˜ → K3 be the pseudo-developing map that defines ρz. By its
definition, if σ is a tetrahedron of M , then Dz(σ) is a hyperbolic ideal
tetrahedron with the modules given by z on σ, so
Vol(Dz(σ)) =
∑
q∈,q⊂σ
Λ(arg z(q)).
We now have to connect F0 and Dz. Let v be a vertex of M˜ , and let `v be the
geodesic ray from F0(v) ∈ K3 to Dz(v) ∈ ∂K3, parametrized by arc length.
Let Ft : M˜ → K3 be such that
Ft(v) = `v(t) ∀w ∈M (0), t ∈ (0,+∞)
extended by straight maps. Each Ft has the same properties as F0 (piecewise
smooth, equivariant, straight on each tetrahedron), so each one can be used
to calculate Vol(ρz):
Vol(ρz) =
∫
M
F ∗t (dVolH3).
Moreover Ft(v)→ Dz(v), and by Proposition 1.4.5
lim
t→∞
Ft = Dz.
We can now prove the thesis:
Vol(z) =
∑
σ∈T
∑
q∈,q⊂σ
Λ(arg z(q)) =
∑
σ∈T
Vol(Dz(σ))
=
∑
σ∈T
∫
σ
D∗z(dVolH3) =
∫
M\M(0)
D∗z(dVolH3)
=
∫
M\M(0)
(
lim
t→∞
Ft
)∗
(dVolH3) = lim
t→∞
∫
M
F ∗t (dVolH3)
= lim
t→∞
Vol(ρz) = Vol(ρz).

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The importance of this volume relies on the following result (stated and
proved in [6], where Dunfield attributes it to Thurston, Gromov, Goldman),
which allows to select some discrete and faithful representations.
Theorem 3.4.3 (Thurston-Gromov-Goldman). Suppose M is a closed hy-
perbolic 3-manifold and let ρ : pi1(M) → PSL2(C) be a representation. If
Vol ρ = Vol(M), then ρ is discrete and faithful. Moreover, if pi1(M) is
identified with a subgroup of PSL2(C), then ρ is conjugate to the identity.
Note that the converse is also true. If ρ is discrete and faithful, then
ρ(pi1(M)) ≤ PSL2(C) can be identified with pi1(M), and H3 with M˜ . Thus ρ
is the identity and id : M˜ → H3 is an equivariant map. The volume of ρ is
Vol(ρ) =
∫
M
id∗(dVolH3) =
∫
M
dVolM = Vol(M).
In the same article, it is proved something more:
Theorem 3.4.4. Suppose M is a compact hyperbolic 3-manifold and let ρ :
pi1(M)→ PSL2(C) be a representation. Then −Vol(M) ≤ Vol(ρ) ≤ Vol(M).
Moreover, if Vol ρ = ±Vol(M), then ρ is discrete and faithful.
From Lemma 3.4.2 and Theorem 3.4.4 we deduce:
Corollary 3.4.5. Suppose M is a closed oriented hyperbolic manifold, and
T is a triangulation of M with the property that all edges are essential. Then
−Vol(M) ≤ Vol(z) ≤ Vol(M) for each z that satisfies Thurston algebraic
equations. Moreover, if Vol z = ±Vol(M), then ρz is discrete and faithful.
In general, if M is not hyperbolic, the description of the range of Vol is
quite complex. More simple is the case of a graph manifold. Theorem 1.3 in
[8] implies:
Theorem 3.4.6 (Francaviglia). Suppose the closed, orientable manifold M
is a graph manifold. Then Vol(ρ) = 0 for any representation ρ : pi1(M) →
PSL2(C).
3.5 Detecting the hyperbolic structure
As already mentioned, for a closed manifold a hyperbolic structure does not
descend directly from a solution of Thurston’s equation. The path is longer,
and it passes through representations of the fundamental group and volume
maximization.
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Theorem 3.5.1. Let M be a closed oriented triangulated hyperbolic manifold,
with the property that all edges are essential. Then there exists a solution
z∞ ∈ (C \ {0, 1}) of Thurston algebraic equations such that Vol z∞ = VolM .
Moreover, for any such z∞, the associated representation ρz∞ : pi1(M) →
PSL2(C) is discrete and faithful, and H3/ρz∞(pi1(M)) is isometric to M .
Proof. If there exists a z∞ such that Vol z∞ = VolM , by Theorem 3.4.4
the associate representation ρz∞ is discrete and faithful, so ρz∞(pi1(M)) is a
discrete subgroup of PSL2(C) isomorphic to pi1(M). Moreover, if pi1(M) is
identified with a subgroup of PSL2(C), then ρ is conjugate to the identity,
thus H3/ρz∞(pi1(M)) is isometric to H3/pi1(M) = M . We only need to prove
that such a z∞ does exists.
Let p : M˜ → M be a universal cover of M . Take F˜t and F˜∞ as in
Proposition 3.1.1. Pick a tetrahedron σ of M and let σ˜ be its lift in M˜ . Then
F˜∞(σ˜) is an ideal tetrahedron with distinct vertices. For q ∈ , q ⊂ σ, let
z∞(q) be equal to the module of F˜∞(σ˜). The resulting z∞ is well-defined due
to the equivariance of F˜∞.
z∞ satisfies Thurston algebraic equations. Equation (3.1) is satisfied
because the values of z∞ on the three quadrilateral disks in a tetrahedron are
the modules of an ideal tetrahedron. For equation (3.2), let e be an edge, e˜
be its lift and v˜, w˜ be the endpoints of e˜. Let σ˜1, . . . , σ˜n be the tetrahedra
which have e˜ as an edge, in cyclic order. Let v˜i, v˜i+1 be the other two vertices
of σi, such that (0,∞, v˜i, v˜i+1) agrees with the ambient orientation.
F∞(e˜) is a geodesic, and without loss of generality we can assume that its
endpoints are 0 and ∞ (in the half space model). Let v∗i = F∞(v˜i). Then:
∏
q∈
z(q)i(e,q) =
k∏
i=1
(module of F∞(σ˜i) along F∞(e˜))
=
k∏
i=1
(0,∞; v∗i , v∗i+1) =
k∏
i=1
v∗i+1
v∗i
= 1.
Thus (3.2) is established. There remains to prove only that Vol z∞ = VolM .
By definition of z∞, we have
Vol z∞ =
∑
σ
VolH3(F˜∞(σ˜)).
From Proposition 1.4.5 follows that Vol(F˜∞(σ˜)) = lim
t→∞
Vol(F˜t(σ˜)), thus
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Vol z∞ = lim
t→∞
∑
σ
VolH3(F˜t(σ˜)) = lim
t→∞
∑
σ
∫
σ˜
F˜ ∗t (dVolH3)
= lim
t→∞
∫
M
F ∗t (dVolH3).
By Proposition 3.1.1, part 5, every Ft is homotopic to idM , so
Vol z∞ = lim
t→∞
∫
M
F ∗t (dVolH3) =
∫
M
dVolM = Vol(M).

3.6 The algorithm
Theorem 3.5.1 turns into an algorithm which can recognize hyperbolicity.
For an input triangulated closed oriented manifold M , the algorithm can be
summarized as follows:
1. check that M is irreducible and atoroidal;
2. pass to a barycentric subdivision;
3. if Thurston algebraic equations have no solutions, M is a small Seifert
fibred space. Otherwise, pick a point from each Zariski component of
the solution space, and call these points z1, . . . , zn;
4. select i such that Vol zi ≥ Vol zj for all j;
5. if Vol(zi) = 0, then M is a small Seifert fibred space. Otherwise, it is
hyperbolic, and ρzi is a discrete and faithful representation.
Indeed, if M is irreducible and atoroidal, by geometrization M is either
hyperbolic or a small Seifert fibred space. By passing to a barycentric
subdivision (point 2), each edge is essential; this is needed for defining the
associated representation.
We can now recognize the two cases – hyperbolic or Seifert fibred – by
Vol range:
• if Thurston algebraic equations have no solutions, by Theorem 3.5.1 M
is not hyperbolic, then it must be a small Seifert fibred space;
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• again by Theorem 3.5.1, if Vol(z) = 0 for all z ∈ (C \ {0, 1}) which
satisfy the equations, M is a small Seifert fibred space;
• if there is a solution z ∈ (C \ {0, 1}) of the equations such that
Vol(z) 6= 0, then M is hyperbolic due to Theorem 3.4.6.
If Thurston algebraic equations have solutions, we need to find the max-
imum points. Note that Vol is constant on connected components, and in
particular on Zariski components, of the solution space of Thurston alge-
braic equations. Indeed, let z0, z1 be in the same connected component of
the solution space, and let z(t), t ∈ [0, 1] be an arc from z0 to z1. Then
Dz(t) is a homotopy between Dz0 and Dz1 , so Vol(z0) = Vol(ρz0) equals
Vol(z1) = Vol(ρz1).
Moreover, any variety has a finite number of Zariski components, therefore
it is sufficient to evaluate the volume on a finite number of points, one from
each component (point 3).
If all of these points have zero volume, then M is hyperbolic, by Theorem
3.5.1. Otherwise, if we have found a non-zero maximum point z, by Theorem
3.5.1 M is hyperbolic, ρz is a discrete and faithful representation and M is
isometric to H3/ρz(pi1(M)).
Note also that if M is a small Seifert fibred space, there are algorithms
which recognize the Seifert structure (see [29, Section 10]).
All these points can be performed algorithmically. Point 1 can be carried
out via normal surface theory [16]. Software like Regina [4] can handle this
kind of problems. Clearly passing to a barycentric subdivision (point 2) can
be done algorithmically.
Both the selection of Zariski components and the picking of a point can
be carried out using Gröbner basis on algebraic extensions over Q:
• Zariski components selection can be performed with a prime decompo-
sition of the variety’s ideal (see [1], Theorem 8.101);
• picking a point from a variety can be done via elimination theory (see
[5]).
Let now z1, . . . , zn be as in point 3. We have to determine whether their
volume is zero, and if not which is a maximum point. Approximate computa-
tion of Vol is not a problem, because it consists in computing Lobachevskij
functions, which can be done with arbitrary precision. Furthermore, it is
known that volumes of hyperbolic manifolds have a lower bound, and the
orientable manifold with minimal volume is the Weeks manifold (volume
≈ 0.94) [10] [25]. Therefore, if one can establish that Vol(zi) is less than the
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volume of the Weeks manifold, then it must equal zero. If this holds for every
zi, then M is a small Seifert fibred space. Otherwise, we know that M is
hyperbolic, and we should search for a maximum to construct the hyperbolic
structure. Firstly, we perform a volume computation up to a given precision:
if this is enough to select a maximum, that’s fine. If there are two or more
values that cannot be distinguished, it is possible that they are equal. This
can be checked computing – in exact arithmetic – their characters: if they are
equal, we can choose any of the candidate points, otherwise the maximum
can be found by incrementing precision.
From its definition in Section 3.3, it is straightforward that ρz can be
constructed algorithmically, as follows. Pick a tetrahedron σ = [v0, v1, v2, v3]
in M˜ and define Dz on its vertices. If σ′ is a tetrahedron adjacent to σ′, it is
clearly possible to define Dz on its vertices. If σ′ is not adjacent, it is enough
to iterate through a path connecting σ to σ′, so we can define Dz on any
tetrahedron. Let γ be an element of pi1(M), and define Dz on the vertices
of γσ. There is an unique isometry which maps the vertices of Dz(σ) to the
vertices of Dz(γσ); it is ρz(γ). Thus we can define ρz on an element γ, and
it is sufficient to define ρz on a (finite) set of generators of pi1(M). From ρz,
one can recover a realization of M as a polyhedron with face identifications
(see [24, Section 4]).
There are no (known) implementations of this algorithm, and maybe an
implementation would be computationally expensive for pratical use. Gröbner
basis calculus, for instance, can be slow, therefore picking a point from each
connected component could be slow as well. Moreover, passing to a barycentric
subdivision is simple, but it multiplies by 24 the number of tetrahedra. Every
closed hyperbolic manifold has at least nine tetrahedra, so after a barycentric
subdivision there are at least 216 tetrahedra, which could be prohibitive.
However, a minor increment of the number of tetrahedra is possible using
other kinds of subdivision, for instance only around non-essential edges.
3.7 A generalization
In [33], published on the arXiv a few days after [23], Yang proved the following
generalization of Theorem 3.5.1:
Theorem 3.7.1. Let M be an oriented closed manifold, and let T be a
triangulation of M with the property that each edge is essential. Let ρ :
pi1(M)→ PSL2(C) be a representation such that ρ([e]) 6= 1 for all edges e of
T that are loops. Then:
1. there exists uncountably many solutions of Thurston algebraic equations
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associated to ρ;
2. the representation associated to any such solution is conjugate to ρ;
3. any such solution has the same volume as ρ.
This theorem, along with Theorem 3.4.4, implies Theorem 3.5.1. Indeed,
suppose M is hyperbolic. Then there exists a discrete and faithful representa-
tion ρ : pi1(M)→ PSL2(C), and Vol ρ = VolM , as pointed out in Section 3.4.
In particular, ρ([e]) 6= 1 for all e, so ρ satisfies the hypothesis of Theorem 3.7.1.
Thus, there exists uncountably many solutions of Thurston algebraic equation
associated to ρ, and for each of them the volume equals Vol ρ = VolM . By
Theorem 3.4.4, any such solution of Thurston algebraic equations satisfies the
thesis of Theorem 3.5.1.
3.8 Manning’s algorithm
The algorithm of Luo, Tillmann and Yang is not the only one for the detection
of hyperbolic structures on closed 3-manifolds. There is (only) another one,
developed by Manning in 2002 [24] using ideas of Casson, which requires a
solution of the word problem for pi1(M), which theoretically is not a problem.
The general structure is as follows:
1. select a finite list of candidate representations;
2. for each representation
• test some necessary conditions, and
• test some sufficient conditions
until the representation is proved to be discrete and faithful or not.
In this section is given a sketch of this algorithm.
The candidate representations can be selected in the following way. Let
M be the input irreducible closed manifold, and let pi1(M) = 〈g1, . . . , gn |
r1, . . . , rm〉 be a finite presentation of the fundamental group of M . The set
of all representations R = {ρ : pi1(M)→ SL2(Q¯)} ⊂ C4 is a variety, and it is
the zero set of a finite number of polynomials with integer coefficients.
For each pair (gi, gj) of generators, we construct the subvariety Ri,j ⊂ R
such that for all ρ ∈ Ri,j
ρ(gi) =
(∗ 1
0 ∗
)
, ρ(gj) =
(∗ 0
∗ ∗
)
.
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The (finite) list of candidate representations is the list of all isolated points
of Ri,j, for all i, j. If M is hyperbolic, in this list there is a discrete and
faithful representation, which induces a discrete and faithful representation
in PSL2(C) which gives the hyperbolic structure on M .
The following sections deals with the necessary conditions and the sufficient
ones tested by the algorithm. For each representation, the two tests should
be executed in parallel, as it is guaranteed only that one of them terminate:
• if the representation is discrete and faithful and its image acts freely,
then it will be recognized by the sufficient conditions test, which will
eventually halt;
• otherwise, it will be recognized by the necessary conditions test, which
will eventually halt.
3.9 Manning’s necessary conditions
If ρ : pi1(M)→ SL2(Q¯) is discrete and faithful, and its image Γ acts freely on
H3, then the following conditions are satisfied:
1. ker ρ is trivial;
2. ρ is irreducible;
3. γ contains no elliptic or parabolic elements;
4. given any point x ∈ H3, the subgroup of Γ generated by isometries
γ such that d(x, γ(x)) < ε, where ε satisfies the Margulis Lemma, is
Abelian.
If condition 2 fails, then Γ preserves some geodesic, which implies that
it fixes some point in ∂H3 and H3/Γ cannot be compact. Moreover, if M is
compact Γ cannot have elliptic or parabolic elements (condition 3). Condition
4 follows from Margulis Lemma (Theorem 1.3.4).
Furthermore, it can be proved that if ρ is not discrete and faithful, at
least one of these conditions fails:
Fact 3.9.1 ([24]). If G < SL2(Q¯) is indiscrete, consists only of hyperbolic
elements, and does not preserve any geodesic, then for all x ∈ H3 and ε a
positive real number there are two non-commuting elements α, β ∈ G such
that d(x, α(x)) < ε and d(x, β(x)) < ε.
All these conditions can be tested algorithmically:
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• condition 1 can be tested simply looking for elements γ ∈ pi1(M) such
that ρ(γ) = 1 but γ 6= 1. This can be done using a solution of the word
problem;
• condition 2 can be tested checking if the generators have a common
eigenvector;
• condition 3 can be tested calculating the trace: x ∈ SL2(Q¯) \ {I} is
elliptic or hyperbolic if and only if its trace is in the interval [−2, 2];
• condition 4 can be tested looking for two noncommuting elements x, y
with “small” norm (“small” can be made precise).
The condition 2 can be tested at once. For the remaining conditions, we
need a way to sistematically list all elements of pi1(M), ensuring that any
element is eventually listed; for instance, one can list the element of the free
group generated by the generators of pi1(M). For each finite set listed in this
way, we test conditions 1, 3, and 4 on it. If ρ is not discrete and faithful or Γ
does not act freely, at least one of these conditions will eventually fail, and
this procedure will eventually stop.
3.10 Manning’s sufficient conditions
In order to (try to) prove that a representation ρ : pi1(M) → SL2(Q¯) is
discrete and faithful, we try to construct a fundamental domain for the action
of pi1(M) on H3.
As for necessary conditions test, we sistematically list the elements of
pi1(M) (in such a way that an element and its inverse are added at the same
time), and at each step we check some conditions. If these conditions are
satisfied, then the procedure terminate and ρ is proved to be discrete and
faithful. Otherwise, we have to repeat the test on a longer list. If ρ is discrete
an faithful, this procedure will eventually stop.
Each matrix A ∈ SL2(Q¯) acts as an isometry on H3. Consider the disk
model D3 of H3; if we view D3 as a subset of R3, then the action of A on D3
extends to a Möbius transformation of R3 ∪ {∞}. If A is not elliptic, there is
a unique Euclidean sphere in R3 on which this Möbius transformation acts
isometrically. This sphere is called the isometric sphere of A, and is denoted
by SA. The center and radius of an isometric sphere SA are algebraic numbers
and can be computed from the entries of A.
Let W be a finite list of elements of pi1(M) and P = ρ(W ) \ {±I}. Let D
be the closure in D3 of the exterior of the isometric spheres of the elements
of P . This is the candidate fundamental domain.
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If D it is a true fundamental domain, it must be a compact finite-sided
polyhedron. Let K be its (spherical) boundary. Each face of D corresponds
to a unique isometric sphere, hence to a unique element of P ; denote by
FA the face corresponding to A ∈ P . Let Γ be the group generated by the
isometries which corresponds to the faces of D.
The conditions we have to check are the following. Each step assume that
the previous ones are satisfied:
1. P does not contain elliptic elements;
2. P does not contain two elements with the same isometric sphere;
3. D is compact, i.e. its boundary in D3 is topologically a sphere;
4. A(FA) = FA−1 for each face A of D. Note that it is sufficient to test
that the vertices of FA are mapped to the vertices of FA−1 ;
5. the angle sum about every image of any edge in the identified polyhedron
is 2pi;
6. ρ(g) ∈ Γ for each generator g of pi1(M);
7. ρ is faithful.
Indeed, if conditions up to 5 are satisfied, then by Poincaré’s Polyhedron
Theorem D is a fundamental domain for the action of Γ. However, Γ can be
a proper subgroup of ρ(pi1(M)). Condition 6 ensures that Γ = ρ(pi1(M)). If
this holds, we have found a fundamental domain for the action of ρ(pi1(M)).
The only thing left to prove is that ρ is faithful (condition 7); the idea of the
implementation of this step is to try to construct an inverse map.
If all these condition hold, ρ is discrete and faithful and M is hyperbolic.
Moreover, we have explicitly constructed a fundamental domain for the action
of pi1(M) via ρ, thus we have a realization of M as polyhedron with face
identifications.
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Chapter4
Variational principles
In the previous chapter we have seen how to exploit a maximal volume solution
of some weakened Thurston’s equations to build a hyperbolic structure on
a closed manifold. In this chapter a method is exposed, similar to the one
of Chapter 2 for cusped manifolds, for obtaining a solution of Thurston-like
equations using angle structures. Most of the material in this chapter can be
found in [20] and [21].
Throughout this chapter T will be a triangulation of an orientable closed
pseudo-manifold M , and we will use the same notation as in Section 2.4.
4.1 The generalized Thurston algebraic equa-
tions
We define another kind of weakened Thurston equations, similar to those of
Chapter 3.
Definition 4.1.1. Consider k : E → S1. We say that z ∈ C satisfies the
generalized Thurston algebraic equations with curvature k if
z(q′) =
1
1− z(q) if q, q
′ ∈  and q → q′, (4.1)
∏
q∈
z(q)i(e,q) = ±k(e) ∀e ∈ E. (4.2)
If the right-hand side of (4.2) equals +k(e) for all edges e, we say that z
satisfies the Thurston algebraic equations with curvature k.
55
Chapter 4. Variational principles
This is both a generalization and a weakening of the Thurston algebraic
equations defined in Chapter 3, in the following sense:
• the new equations are defined on any orientable closed pseudo-manifold,
not only on a closed manifold;
• a generic curvature is allowed;
• in the right-hand side of (4.2), the minus sign is allowed.
Due to the results of Chapter 3, we are mainly interested in the solutions
with curvature k(e) = 1, and with right-hand side of (4.2) equal to +k(e).
However, the weakening on the right-hand side of (4.2) is needed because the
variational principle we will discuss produces this kind of solutions.
4.2 S1-valued angle structures
As in Chapter 2, the idea is to search for solutions of Thurston’s equations
using a variational principle over a “linearization” of them:
Definition 4.2.1. Consider k : E → S1. We say that x ∈ (S1) is an
S1-valued angle structure (SAS) with curvature k if∏
q⊂σ
x(q) = −1 ∀σ ∈ T, (4.3)
∏
q∈
x(q)i(e,q) = k(e) ∀e ∈ E. (4.4)
The set of all SAS with curvature k is denoted by SAS(T, k). The set SAS(T, 1)
will be denoted also by SAS(T).
As in the case of Euclidean angle structures, if z satisfies Thurston algebraic
equations, then
x(q) =
z(q)
|z(q)|
is a SAS. However, this is no longer true for the generalized Thurston algebraic
equations, because in this case would obtain ±k(e) instead of k(e) in the
right-hand side of 4.4. As above, the most intesting case is that of k(e) = 1
for all e ∈ E.
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By taking the argument x˜ = arg x, we get a vector x˜ ∈ R, and equations
(4.3) and (4.4) can be written as follows in additive notation as (in the case
k = 1) ∑
q⊂σ
x˜(q) ≡ pi (mod 2pi) ∀σ ∈ T, (4.5)
∑
q∈
i(e, q)x˜(q) ≡ 2pi (mod 2pi) ∀e ∈ E. (4.6)
Note that they are very similar to the Euclidean angle structures defined in
2. In particular, if we consider a lift of SAS(T) to R, it is an affine subspace.
Thus, as for Euclidean angle structure (see Section 2.6), the tangent space to
any point of SAS(T) can be identified to TAS(T). We restate its definition:
Definition 4.2.2. A tangential angle structure on T is a vector v ∈ R such
that ∑
q⊂σ
v(q) = 0 ∀σ ∈ T, (4.7)
∑
q∈
i(e, q)v(q) = 0 ∀e ∈ E. (4.8)
The set of all tangential angle structures is denoted TAS(T).
In particular, if x ∈ SAS(T) and v ∈ TAS(T), then xeiv ∈ SAS(T).
In [22], Luo and Tillmann give a definition of another similar structure,
called generalized angle structure, as a vector y ∈ R that satisfy∑
q⊂σ
y(q) = pi ∀σ ∈ T, (4.9)
∑
q∈
i(e, q)y(q) = 2pi ∀e ∈ E. (4.10)
In that article it is proved that there exists a generalized angle structure if
and only if the Euler characteristic of each vertex link is zero. We are mainly
interested in non-toric links, so this definition is not useful in our context.
The space SAS(T, k), on the other hand, is always non-empty, provided that
k safisfies some constraints.
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Lemma 4.2.3. If SAS(T, k) 6= ∅, then k satisfies the following equations:∏
e∈E
k(e) = 1 (4.11)
∏
e∈E
e>v
k(e) = 1 ∀v ∈ V (4.12)
Proof. Note that for all q ∈  and v ∈ V such that there exists a tetrahedron
σ which contains q and has v as a vertex, we have∑
e∈E
i(e, q) = 2, (4.13)
∑
e∈E
e>v
i(e, q) = 1. (4.14)
• Proof of (4.11):∏
e∈E
k(e)
(4.4)
=
∏
e∈E
∏
q∈
x(q)i(e,q) =
∏
σ∈T
∏
e∈E
∏
q⊂σ
x(q)i(e,q)
=
∏
σ∈T
∏
q⊂σ
x(q)
∑
e
i(e,q) (4.13)
=
∏
σ∈T
∏
q⊂σ
x(q)2
(4.3)
=
∏
σ∈T
(−1)2 = 1.
• Proof of (4.12):∏
e>v
k(e)
(4.4)
=
∏
e>v
∏
q∈
x(q)i(e,q) =
∏
σ>v
∏
e>v
∏
q⊂σ
x(q)i(e,q)
=
∏
σ>v
∏
q⊂σ
x(q)
∑
e>v
i(e,q) (4.14)
=
∏
σ>v
∏
q⊂σ
x(q) =
∏
σ>v
(−1) = (−1)N
where N is the number of vertices of abstract tetrahedra which are
identified in M to v, which is the same as the number of triangles of
lk(v). The link is a closed surface, hence it consists of an even number
of triangles, and (4.12) follows.

These conditions are also sufficient:
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Proposition 4.2.4. If k is a curvature function which satisfies (4.11) and
(4.12), then SAS(T, k) 6= ∅. Moreover, SAS(T, k) is a smooth closed manifold
with dim SAS(T, k) = χ(M) + |T |.
Proof. Without loss of generality, we can assume that M is connected. Let
F : (S1) → (S1)E∪T be the Lie group homomorphism defined as
F (x)(e) =
∏
q∈
x(q)i(e,q), (4.15)
F (x)(σ) =
∏
q∈
q⊂σ
x(q). (4.16)
Note that the right-hand sides of (4.16) and (4.15) are exactly the left-hand
sides of (4.3) and (4.4), respectively. Hence, defining t ∈ (S1)E∪T as the
right-hand sides of (4.3) and (4.4), namely setting
t(e) = k(e), t(σ) = −1
we have that SAS(T, k) = F−1(t). So we have to prove that t is in the image
of F .
Note that if SAS(T, k) 6= ∅, then it is a smooth manifold: we have already
seen that TAS(T) can be identified with its tangent space. Moreover, (S1)
is compact and SAS(T, k) is a fiber of F , thus it is a closed smooth manifold.
Now, suppose by contradiction that t is not in the image of F . In this
case, the image of F is a connected closed subgroup of (S1)E∪T and t is
not contained in it. Let h : (S1)E∪T → S1 be a Lie group homomorphism
such that h(F (x)) = 1 for every x ∈ (S1) and h(t) 6= 1. Such an h can be
constructed in the following way. Lifting F to a Lie group homomorphism
(i.e., a linear map) F˜ : R → RE × RT
R
pi

F˜ // RE∪T
pi

(S1)
F // (S1)E∪T
one sees that it is sufficient to find h˜ : RE∪T → R such that h˜(F˜ (x˜)) = 0 for
every x˜ ∈ R and h˜(t˜) 6= 0, where t˜ is a lift of t. And such an h˜ exists, as we
can choose for it, for instance, the scalar product with a vector orthogonal to
the image of F˜ and not orthogonal to t˜.
59
Chapter 4. Variational principles
Now note that every morphism from (S1)n to S1 has the form
(x1, . . . , xn) 7→ xe11 · · ·xenn
for suitable e1, . . . , en ∈ Z. Therefore there exists a map φ ∈ ZE∪T such that
h(x) =
∏
e∈E
x(e)φ(e)
∏
σ∈T
x(σ)φ(σ).
For x = t we have
h(t) =
∏
e∈E
k(e)φ(e)
∏
σ∈T
(−1)φ(σ). (4.17)
Therefore, h(t) 6= 1 is equivalent to∏
e∈E
k(e)φ(e) 6= (−1)
∑
σ∈T
φ(σ)
. (4.18)
The rest of the proof is devoted to showing that h(F (x)) = 1 for every
x ∈ (S1) contradicts (4.18), which proves that t is in the image of F .
Using (4.15), (4.16), and (4.17) we can write explicitly the composition
h ◦ F :
h(F (x)) =
∏
e∈E
∏
q∈
x(q)i(e,q)
φ(e) ∏
σ∈T
(∏
q⊂σ
x(q)
)φ(σ)
=
∏
q∈
(∏
e∈E
x(q)i(e,q)φ(e)
∏
σ∈T,q⊂σ
x(q)φ(σ)
)
=
∏
q∈
x(q)
∑
e
i(e,q)φ(e)+
∑
σ⊃q
φ(σ)
.
The condition that h(F (x)) = 1 for all x ∈ (S1)E∪T now implies that for
all q ∈  ∑
e∈E
i(e, q)φ(e) +
∑
σ∈T,q⊂σ
φ(σ) = 0. (4.19)
For each q ∈  there is exactly one tetrahedron σ ∈ T such that q ⊂ σ.
Thus, from (4.19) we deduce that for each pair of opposite edges e1, e2 of σ
φ(e1) + φ(e2) = −φ(σ), (4.20)
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i.e., in each tetrahedron the sum of the values of φ on each pair of opposite
edges is constant.
From Lemma 2.7.5 it follows that for each vertex v of each tetrahedron σ
there is a number ψ(v, σ) ∈ 1
2
Z such that if e < σ and v, v′ are the vertices of
e one has
φ(e) = ψ(v, σ) + ψ(v′, σ).
The dependence of ψ(v, σ) on σ is only apparent, because w is defined by
ψ(v, σ) =
φ(e1) + φ(e2)− φ(e3)
2
(4.21)
where e1, e2, e3 are the edges of a face f of any σ such that v < f < σ, and
e3 is the edge opposite to v. We donote the common value of ψ(v, σ) and
ψ(v, σ′) by ψ(v).
The numbers ψ(v) are either all integers or all half-integers; indeed, from
ψ(v) + ψ(v′) = φ(e), for v, v′ < e
follows that ψ(v) is integer if and only if ψ(v′) is integer. By connectedness,
this holds for all vertices. We can now rewrite (4.20) as
φ(σ) = −
∑
v<σ
ψ(v).
We next claim that the right-hand side of (4.18) is equal to 1, i.e.,
∑
σ∈T
φ(σ)
is even. We divide two cases:
• If ψ(v) ∈ Z for all vertices v then∑
σ∈T
φ(σ) = −
∑
σ∈T
∑
v<σ
ψ(v) = −
∑
v∈V
∑
σ>v
ψ(v) = −
∑
v∈V
mvψ(v)
where mv is the number of vertices of tetrahedra which are identified in
v. It is even, because it equals the number of triangles in a triangulation
of lk(v), which is a closed surface. Therefore also the sum is even.
• If ψ(v) ∈ 1
2
Z \ Z for all vertices v then, recalling that mv is even,∑
σ∈T
φ(σ) = −
∑
v∈V
mvψ(v) ≡ −1
2
∑
v∈V
mv (mod 2).
Each abstract tetrahedron has four vertices, so
∑
vmv is divisible by 4,
and the sum is even.
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We are now left to prove that the left-hand side of (4.18) is equal to 1.
We divide two case:
• If ψ(v) ∈ Z, then by (4.12)
∏
e∈E
k(e)φ(e) =
∏
e∈E
∏
v<e
k(e)ψ(v) =
∏
v∈V
(∏
e>v
k(e)
)ψ(v)
= 1.
• If ψ(v) /∈ Z, let Ψ(v) = ψ(v)− 1
2
. Then Ψ(v) ∈ Z, and
∏
e∈E
k(e)φ(e) =
∏
e∈E
k(e)
∑
v<e
ψ(v)
=
∏
e∈E
k(e)
1+
∑
v<e
Ψ(v)
=
∏
e∈E
(
k(e) ·
∏
v<e
k(e)Ψ(v)
)
=
(∏
e∈E
k(e)
)
·
∏
v∈V
(∏
e>v
k(e)
)Ψ(v)
= 1,
due to (4.11) and (4.12).
We have proved that both sides of (4.18) equal 1, and this gives the
desidered contradiction; it follows that SAS(T, k) 6= ∅. 
In the case of Euclidean angle structures, we defined a volume functional,
and, by maximizing it, we found solutions of the Thurston’s gluing equations.
Similarly, on S1-angle structures we define another volume functional, which
we will use to find solutions of the generalized Thurston algebraic equations.
Definition 4.2.5. Consider x ∈ SAS(T, k). The volume of x is
Vol(x) =
∑
q∈
Λ(arg(x(q))).
Note that the Lobachevskij function is not smooth on piZ, so Vol is not
smooth at points x ∈ SAS(T, k) such that x(q) = ±1 for some q ∈ . In
Sections 4.5 and 4.8 we will study smooth and non-smooth critical points of
Vol.
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4.3 Tangential angle structures and normal
surfaces
Tangential angle structures are linked to normal surfaces, and in particular
to the following problem: let pi : R × R4 → R be the projection on R;
given y ∈ R, when does there exist x ∈ NS(T) such that pi(x) = y? Or,
more geometrically: given a (finite) set of normal quadrilaterals, when are
they the set of normal quadrilaterals of a normal surface?
Note that if x ∈ NS(T) and pi(x) = 0, i.e., x has no quadrilateral disks,
then x is a linear combination of vertex links. Thus, if pi(x1) = pi(x2), then
x1 and x2 differ by a linear combination of vertex links.
Theorem 4.3.1. pi(NS(T)) = TAS(T)⊥
Proof. Recall that if A : Rn → Rm is a linear map, and AT is its transpose,
then im(A) = ker(AT )⊥. We are going to define a map A : RE∪T → R
such that im(A) = pi(NS(T)) and ker(AT ) = TAS(T), which implies the
desidered conclusion. Define A as
A(x) = pi
(∑
σ∈T
x(σ)Wσ +
∑
e∈E
x(e)We
)
,
where {Wσ,We}σ,e is the Kang-Rubinstein basis of NS(T) (see 2.4), and thus
the image of A is pi(NS(T)). We now claim that the transpose of A is given
by
B : R −→ RE∪T
B(y)(e) =
∑
q∈
i(e, q)y(q),
B(y)(σ) =
∑
q⊂σ
y(q).
Since, by definition, kerB = TAS(T), the claim implies the conclusion. To
establish the claim, denoting by 〈· | ·〉 the standard inner product on Rn,
we must show that 〈A(x) | y〉 = 〈x | B(y)〉 for every x ∈ RE∪T and y ∈ R.
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Indeed we have
〈A(x) | y〉 =
〈
pi
(∑
σ∈T
x(σ)Wσ +
∑
e∈E
x(e)We
)∣∣∣∣ y
〉
=
〈∑
σ∈T
x(σ)
∑
q⊂σ
q∗ +
∑
e∈E
x(e)
∑
q∈
i(e, q)q∗
∣∣∣∣ y
〉
=
〈∑
q∈
∑
σ∈T
q⊂σ
x(σ) +
∑
e∈E
x(e)i(e, q)
 q∗ ∣∣∣∣ y
〉
=
∑
q∈
∑
σ∈T
q⊂σ
x(σ)y(q) +
∑
q∈
∑
e∈E
x(e)i(e, q)y(q),
and
〈x | B(y)〉 =
∑
e∈E
x(e)
∑
q∈
i(e, q)y(q) +
∑
σ∈T
x(σ)
∑
q⊂σ
y(q).

Corollary 4.3.2. • dim(pi(NS(T))) = |T |+ |E| − |V | = −χ(M) + 2|T |;
• dim(TAS(T)) = |V | − |E|+ 2|T | = χ(M) + |T |.
Proof. From Theorem 2.5.2, we know that dim(NS(T)) = |T |+ |E|. We have
already remarked that if x ∈ NS(T), then pi(x) = 0 if and only if x is a linear
combination of vertex links, thus the fibers of pi : NS(T)→ pi(NS(T)) have
dimension |V |. Therefore
dimpi(NS(T)) = |T |+ |E| − |V | = −χ(M) + |F | = −χ(M) + 2|T |.
By Theorem 4.3.1, we have
dim TAS(T) = 3|T | − dimpi(NS(T)) = 3|T | − (|T |+ |E| − |V |)
= |V | − |E|+ 2|T | = χ(M) + |T |.

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4.4 Angle rigid triangulations
In the variational principle we are going to describe, an important role is
played by the concept of angle rigid triangulation:
Definition 4.4.1. A triangulation T is angle rigid at q ∈  if x(q) = 0
for all x ∈ TAS(T), and T is angle rigid if it is angle rigid at some q ∈ .
We also say that T is 2-angle rigid at q1, q2 ∈ , q1 6= q2, if there exists
(c1, c2) ∈ R2 \ (0, 0) such that c1x(q1) + c2x(q2) = 0 for all x ∈ TAS(T), and
T is 2-angle rigid if it is 2-angle rigid at some pair q1, q2 ∈ .
The first definition can be rephrased as: T is angle rigid at q if fq(x) = x(q)
is constant on SAS(T, k).
Note that if an edge e has degree 1, i.e., it corresponds to only one abstract
edge in E∗, then T is angle rigid at the quadrilateral q such that i(e, q) = 1.
If e has degree 2, let q1, q2 be the quadrilaterals such that i(e, qj) 6= 0, and
• if q1 = q2, then T is angle rigid at q1,
• it q1 6= q2, then x(q1)+x(q2) = 0 for every x ∈ TAS(T), and T is 2-angle
rigid at q1, q2.
Using Theorem 4.3.1, we now get a normal surface counterpart of angle
rigididy:
Proposition 4.4.2. 1. T is angle rigid if and only if there exists an em-
bedded normal surface with only one quadrilateral disk type.
2. T is 2-angle rigid if and only if there exists y ∈ NS(T)∩ (Z4×Z) with
one or two non-zero quadrilateral coordinates.
Proof. 1. If there exists an embedded normal surface S with only one
quadrilateral disk type q, let y ∈ NS(T) be its normal coordinates.
Theorem 4.3.1 states that pi(NS(T)) = TAS(T)⊥, so all vectors of
TAS(T) are orthogonal to pi(y), i.e. x(q) = 0 for every x ∈ TAS(T).
Suppose T is angle rigid at q ∈ . By Theorem 4.3.1, there exists
y ∈ NS(T) such that the only non-zero quadrilateral coordinate of y is
q. We can assume:
• that y ∈ Q4 × Q, because the normal surface equations have
integer coefficients, thus if it has a solution, it has also a rational
solution;
• up to multiplication by a positive integer, that y ∈ Z4 × Z;
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• up to multiplication by ±1, that y(q) > 0;
• up to addition of a Z-linear combination of the vertex links, that
y(t) > 0 ∀t ∈ 4.
We have obtained y ∈ NS(T) that has non-negative integer coordinates
and has only one quadrilateral coordinate; such y corresponds to an
embedded normal surface.
2. If there exists y ∈ NS(T) ∩ Z × Z4 such that the only non-zero
quadrilateral coordinates are q1, q2, then for every x ∈ TAS(T)
y(q1)x(q1) + y(q2)x(q2) = 0,
thus T is 2-angle rigid at q1, q2. Conversely, if T is 2-angle rigid at
q1, q2, there exists a non-zero y ∈ NS(T) such that the only non-zero
coordinates are q1 and q2. As above, we can suppose that y ∈ Z4×Z,
but we cannot, in general, get all coordinates positive.

Definition 4.4.3. A solution of the normal surface equation y ∈ NS(T) with
one or two non-zero coordinates is called a 2-quad-type solution.
4.5 Smooth critical points
A vector z ∈ (C \ R) can be associated to each point x ∈ SAS(T, k) which
is smooth for the volume, i.e. such that x(q) 6= ±1 for every q ∈ , in the
following way. Let q1, q2, q3 be the three quadrilaterals in a tetrahedron, such
that q1 → q2 → q3. Set
z(q1) =
x(q2)− x(q2)
x(q3)− x(q3)
· x(q1) = sin arg x(q2)
sin arg x(q3)
· x(q1) = Im(x(q2))
Im(x(q3))
· x(q1).
An equivalent (more compact) way of defining z is
z(q) = x(q)
∏
r∈
(Im(x(r)))w(r,q) . (4.22)
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This is the usual way of recovering the edge modules from the dihedral angles
(see Section 2.6). In particular, z satisfies (4.1):
z(q2)(1− z(q1)) = x(q3)− x(q3)
x(q1)− x(q1)
x(q2)
(
1− x(q2)− x(q2)
x(q3)− x(q3)
x(q1)
)
=
x(q2)
(
x(q3)− x(q3)− x(q1)x(q2) + x(q1)x(q2)
)
x(q1)− x(q1)
=
x(q2)
(
x(q3) + x(q1)x(q2)
)
x(q1)− x(q1)
=
x(q2)x(q3) + x(q1)
x(q1)− x(q1)
= 1
but in general z does not satisfy (4.2). This is because, defining SAS, (4.2)
has been weakened to (4.4), which deals only with the arguments. A sufficient
condition for (4.2) is that x is a smooth critical point of Vol:
Theorem 4.5.1. Let x ∈ SAS(T, k) be a smooth critical point of the volume.
Then the vector z ∈ (C\R) associated to x, defined as in (4.22), is a solution
of the generalized Thurston algebraic equations.
Proof. We only have to prove that a z defined as in (4.22) satisfies (4.2). We
begin rewriting the condition that x is a critical point. Recall that TAS(T)
is the tangent space of SAS(T, k), and if v ∈ TAS(T), then p(t) = xeitv is a
path in SAS(T, k). The point x is critical if and only if for all v ∈ TAS(T)
∂ Vol p(t)
∂t
|t=0 = 0
⇒
∑
q∈
∂Λ
∂x
(arg x(q))v(q) = 0
⇒
∑
q∈
v(q) log | Im(x(q))| = 0. (4.23)
We now apply 4.23 to v = ve, where ve ∈ TAS(T) is defined as
ve(q) = w(e, q)
with
w(e, q) =
∑
q′∈
i(e, q′)w(q′, q).
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The proof that ve is indeed in TAS(T) is postponed to Proposition 4.5.3.
Substituting v by ve in 4.23, we get
0 =
∑
q∈
ve(q) log | Im(x(q))| =
∑
q∈
∑
q′∈
i(e, q′)w(q′, q) log | Im(x(q))|
⇒
∏
q,q′∈
| Im(x(q))|i(e,q′)w(q′,q) = 1.
We can now prove (4.2):∏
q∈
z(q)i(e,q) =
∏
q∈
x(q)i(e,q)
∏
r∈
(Im(x(r)))i(e,q)w(r,q)
= ±
∏
q∈
x(q)i(e,q) = ±k(e).

To prove Proposition 4.5.3, we need another result:
Lemma 4.5.2 (Neumann-Zagier [27]). One has:
1. ∑
q′∈
w(q′, q) = 0 ∀q ∈ ; (4.24)
2. ∑
q,q′∈
i(e, q)i(e′, q′)w(q, q′) = 0 ∀e, e′ ∈ E. (4.25)
Proof. 1. w(q′, q) 6= 0 only if q → q′ or q′ → q, thus∑
q′
w(q′, q) = 1−1 = 0.
2. If e = e′ or e, e′ are opposite edges in a tetrahedron, (4.25) follows
by antisymmetry of w. If e, e′ do not lie in the same tetrahedron,
then i(e, q)i(e′, q′)w(q, q′) always equals zero. If e, e′ lie in the same
tetrahedron σ1 and are not opposite edges, they are both in the boundary
of a face f . Let σ2 be the other tetrahedron which has f as a face. Let
qi, q
′
i be the normal quadrilateral corresponding to e, e′ in σi. Due to
the orientation of σ1, σ2, if q1 → q′1 then q′2 → q2, thus:∑
q,q′⊂σ1
i(e, q)i(e′, q′)w(q, q′) = −
∑
q,q′⊂σ2
i(e, q)i(e′, q′)w(q, q′)
and (4.25) follows.

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Proposition 4.5.3. ve(q) ∈ TAS(T).
Proof. • (Tetrahedron equation) For each σ ∈ T∑
q⊂σ
ve(q) =
∑
q⊂σ
∑
q′∈
i(e, q′)w(q′, q) =
∑
q′∈
i(e, q′)
∑
q⊂σ
w(q′, q) = 0
because
∑
q⊂σ
w(q′, q) = 0 for all q′ ∈ , due to (4.24).
• (Edge equation) For each e ∈ E∑
q∈
i(e, q)ve(q) =
∑
q,q′∈
i(e, q)i(e, q′)w(q′, q) = 0
due to (4.25).

4.6 From Thurston solutions to smooth criti-
cal points
It is a natural question to ask whether Theorem 4.5.1 can be reversed, i.e.,
whether each solution z ∈ (C \ R) of the generalized Thurston algebraic
equations corresponds to a critical point of the volume.
If T is the triangulation of a closed manifold M , Tollefson [32] proves that
{ve}e spans TAS(T). He does not use the definition of TAS; what he proves
is that, in the case of closed manifolds, the equations∑
q∈
ve(q)y(q) = 0
are equivalent to y ∈ pi(NS(T)). Note that {ve}e can never be a basis,
because
∑
e ve = 0; indeed∑
e∈E
ve(q) =
∑
q′∈
∑
e∈E
i(e, q′)w(q′, q) = 2
∑
q′∈
w(q′, q) = 0.
In the case of a closed manifold, the argument of Theorem 4.5.1 admits a
partial inversion.
Proposition 4.6.1. Suppose thatM is a closed manifold, and let z ∈ (C\R).
Define x ∈ (S1) as
x(q) =
z(q)
|z(q)| .
If z is a solution of Thurston algebraic equations, then x ∈ SAS(T, k) and it
is a smooth critical point of the volume.
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Proof. We already noted that x ∈ SAS(T, k). By the fact that z ∈ (C \ R)
satisfies Thurston algebraic equations, the following equation holds:∏
q∈
x(q)i(e,q) = k(e) =
∏
q∈
z(q)i(e,q)
= ±
∏
q∈
x(q)i(e,q)
∏
r∈
(Im(x(r)))i(e,q)w(r,q)
⇒
∏
q∈
∏
r∈
|Im(x(r))|i(e,q)w(r,q) = 1
⇒ 0 =
∑
q,r∈
i(e, q)w(r, q) log |Im(x(r))| = −
∑
r∈
ve(r) log |Im(x(r))|
Moreover ve is a spanning set for TAS(T), so (4.23) is satisfied for all v ∈
TAS(T), and this is equivalent to x being a smooth critical point of Vol.

Note that, by Theorem 4.5.1, we can associate to x ∈ SAS(T) obtained
as in Proposition 4.6.1 a vector z′ ∈ (C \ R) which satisfies the generalized
Thurston algebraic equations, but it is possible that z 6= z′. However, it
should be z(q) = ±z′(q) for every q ∈ .
If M is not a closed manifold, this is no longer true. A simple example
in which {ve}e is not a generating set is the triangulation of the figure-eight
knot complement described by Thurston [31]. That triangulation has two
edges e1, e2 but dim TAS = |V | − |E|+ 2|T | = 1− 2 + 4 = 3. As noted above,
ve2 = −ve1 , so they span only a one-dimensional subspace of TAS(T).
Also, if M is not a closed manifold, it is not true that all solutions of
Thurston algebraic equations corresponds to smooth critical points: indeed,
in the already used triangulation of the figure-eight knot complement there
are uncountably many solutions of Thurston’s equation (e.g., for k = 1),
with non-constant volume, but Vol cannot have uncountably many maximum
values on SAS(T); see Section 5.2.
4.7 Subderivatives of the volume
To obtain information also from non-smooth points, we study the volume of
a single tetrahedron of the triangulation and its derivative, i.e., we study the
function W : P → R, where
P = {(x1, x2, x3) ∈ R3 : x1 + x2 + x3 = pi},
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W (x1, x2, x3) = Λ(x1) + Λ(x2) + Λ(x3).
The tangent space to P can be described by the set
Q = {(y1, y2, y3) ∈ R3 : x1 + x2 + x3 = 0}.
Note that if a ∈ P and a1 ∈ piZ, then a2 + a3 ∈ piZ, i.e. either they are
both in piZ or they are both in R \ piZ. Thus, up to permutation, the only
possible cases are:
• a1, a2, a3 /∈ piZ;
• a1 ∈ piZ, a2, a3 /∈ piZ;
• a1, a2, a3 ∈ piZ.
From now on, we consider the function g(t) = t log |t| extended to 0 by
g(0) = 0.
Lemma 4.7.1. Let a = (a1, a2, a3) ∈ P and b = (b1, b2, b3) ∈ R3 such that
b1 + b2 + b3 = 0, and let f(t) = dW (a+tb)dt . Then the limit limt→0 f(t) ∈ R exists,
and
1. if a1, a2, a3 /∈ piZ
lim
t→0
f(t) = −
∑
i=1,2,3
bi log | sin(ai + tbi)|;
2. if a1 ∈ piZ, a2, a3 /∈ piZ
lim
t→0
(f(t) + b1 log |t|) = −b1 log |b1| −
∑
i=2,3
bi log | sin ai|;
3. if a1, a2, a3 ∈ piZ
lim
t→0
f(t) = −
∑
i=1,2,3
bi log |bi|.
Proof. We have
f(t) = −
∑
i=1,2,3
bi log |2 sin(ai + tbi)|
= − log 2
∑
i=1,2,3
bi −
∑
i=1,2,3
bi log | sin(ai + tbi)|
= −
∑
i=1,2,3
bi log | sin(ai + tbi)|.
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Taking the limit case 1 follows. For cases 2 and 3, note that, if b ∈ R, for
t→ 0 we have
b log | sin(tb)| = b log |tb+O(t3)| = b log |tb|+ b log(1 +O(t2))
= b log |t|+ b log |b|+O(t2).
If a1, a2, a3 ∈ piZ, due to the pi-periodicity of log | sinx| and the fact that∑
bi = 0, we have
f(t) = −
∑
i=1,2,3
bi log | sin(ai + tbi)| = −
∑
i=1,2,3
bi log | sin(tbi)|
= −
∑
i=1,2,3
bi log |t| −
∑
i=1,2,3
bi log |bi|+O(t2)
= −
∑
i=1,2,3
bi log |bi|+O(t2) −→ −
∑
i=1,2,3
bi log |bi|
and the limit in casex 3 follows. For case 2:
f(t) = −
∑
i=1,2,3
bi log | sin(ai + tbi)|
= −b1 log | sin(tb1)| −
∑
i=2,3
bi log | sin(ai + tbi)|
= −b1 log |t| − b1 log |b1|+O(t2)−
∑
i=2,3
bi log | sin(ai + tbi)|,
and
lim
t→0
(f(t) + b1 log |t|) = −b1 log |b1| −
∑
i=2,3
bi log | sin ai|.

In case 1, lim f(t) is the usual derivative of Vol. In the other two cases,
the limit is a subderivative, and it is not a derivative (e.g., it is not linear in
b).
We say that a tetrahedron σ is flat with respect to x ∈ SAS(T) if x(q) = ±1
for all q ⊂ σ, and that it is partially flat with respect to x if x(q) = ±1 for
some tetrahedron q ⊂ σ.
Let F = {q ∈  : x(q) = ±1} be the set of quadrilaterals at which x is flat
or partially flat, and F ′ = {q ∈ F : x(q′), x(q′′) 6= ±1, where q → q′ → q′′}
be the set of quadrilaterals at which x is partially flat but not flat. Now we
can rebuild Vol from its “pieces” W . Using the fact that
Vol(x) =
∑
σ∈T
q1,q2,q3⊂σ
W (arg x(q1), arg x(q2), arg x(q3))
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and Lemma 4.7.1, we reassemble the subderivative of Vol from W as:
Corollary 4.7.2. If x ∈ SAS(T, k) and v ∈ TAS(T), then
lim
t→0
(
dVol(xeitv)
dt
+
∑
q∈F ′
v(q) log |t|
)
= −
∑
q∈F
v(q) log |v(q)| −
∑
q /∈F
vq log | Imx(q)|.
4.8 Non-smooth critical points
We will now see how to recover some information from non-smooth critical
points of the volume, which are defined as follows:
Definition 4.8.1. We say that x ∈ SAS(T, k) is a critical point for Vol if
for all v ∈ TAS(T)
lim
t→0
dVol(xeitv)
dt
= 0.
Note that, by Corollary 4.7.2:
• this limit always exists in R = R ∪ {±∞};
• maximum and minimum points are always critical, either smooth or
non-smooth.
Theorem 4.8.2. Let T and k be such that SAS(T, k) 6= 0. From each
non-smooth critical point x ∈ SAS(T, k) of Vol and each q ∈  such that
x(q) = ±1, one can obtain a 2-quad-type solution y ∈ NS(T) such that
y(q) 6= 0.
The (technical) core of the proof is in the following:
Lemma 4.8.3. Let V be a finite-dimensional vector space over R, and let
f1, . . . , fn, g : V → R be linear functions such that
n∑
i=1
fi(x) log |fi(x)| = g(x) ∀x ∈ V. (4.26)
Then, for each i there exist j 6= i and λij ∈ R such that
fi(x) = λijfj(x) ∀x ∈ V.
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Proof. For an i such that fi(x) = 0 ∀x, the thesis holds. Hence we can
suppose that fi 6= 0 for all i. We can also assume V = Rn, and we can write
fi(x) =
n∑
j=1
aijxj, g(x) =
n∑
j=1
bjxj.
Suppose, by contradiction, that there exists i such that the thesis does not
hold; we can assume i = 1. We can also assume a11 6= 0. Taking the partial
derivative of (4.26) with respect to x1, we get
n∑
i=1
ai1 log |fi(x)|+
n∑
i=1
ai1 = b1
⇒
n∑
i=1
ai1 log |fi(x)| = c (4.27)
where c = b1 −
∑
ai1 ∈ R. If fi is not proportional to any fj, then ker fi 6⊆⋃
j 6=i ker fj ; take v ∈ ker fi \
⋃
j 6=i ker fj . Taking the limit of (4.27) for x→ v
we get
c =
n∑
i=1
ai1 log |fi(x)| = a11 log |f1(x)|+
∑
i 6=j
ai1 log |fi(x)| → ±∞
which gives a contradiction. 
Proof of Theorem 4.8.2. Let v ∈ TAS(T). From Corollary 4.7.2 and the fact
that lim dVol(xe
itv)
dt
= 0 it follows that∑
q∈F ′
v(q) = 0,
∑
q∈F
v(q) log |v(q)| = −
∑
q /∈F
v(q) log | Imx(q)|.
In the second equation, note that fq(v) = v(q) is a linear function TAS(T)→
R, and the right-hand side is also linear. From Lemma 4.8.3, it follows that
for each q ∈ F either v(q) = 0 ∀v ∈ TAS(T) or there exists q′ ∈ F and λ ∈ R
such that v(q) = λv(q′). In the former case, T is angle rigid at q, in the
latter, T is 2-angle rigid at q, q′. By Proposition 4.4.2, in both case there is a
2-quad-type solution y of normal surface equations such that y(q) 6= 0. 
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4.9 Towards hyperbolic structures on closed
manifolds
As described in Chapter 3, a solution of Thurston algebraic equations can be
used to construct a hyperbolic structure on a 3-manifold. Theorem 4.5.1 could
be used to search a solution of Thurston algebraic equations with curvature 1.
However, this approach has some problems:
• by volume maximization on SAS(T), one obtains solutions of the gener-
alized Thurston’s equations, which are need not to be solutions of the
genuine Thurston’s equations. In fact, they seldom are;
• a solution of Thurston algebraic equations does not need to arise from
a smooth critical point of SAS(T);
• once one has found a solution of Thurston’s equations, one need also to
know if it is the maximal volume one.
A possible procedure could be the following one:
1. pick a random point of SAS(T);
2. using some maximization algorithm, find a maximum point x;
3. if x is a non-smooth maximum, repeat the procedure from point 1;
4. if the solution of the generalized Thurston algebraic equations z associ-
ated to x does satisfy non-generalized equations, repeat the procedure
from point 1;
5. if Vol z does not equal the Gromov norm of M divided by the volume
of the hyperbolic regular ideal tetrahedron, repeat the procedure from
point 1.
If M is hyperbolic, using such a z one can construct the hyperbolic
structure, as explained in Chapter 3. However, this procedure does not detect
if M is not hyperbolic (e.g., if there are no solutions of Thurston algebraic
equations, the procedure does not halt).
4.10 Clusters of 2-quad-type solutions
Futer and Guéritaud have proved the following result about non-smooth
maximum points; they have not published it, but it is stated (and proved) in
[20].
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Theorem 4.10.1 (Futer-Guéritaud). If x ∈ SAS(T, k) is a non-smooth max-
imum point for the volume, then there exists another non-smooth maximum
point y ∈ SAS(T, k) such that every tetrahedron that is partially flat in x, is
flat in y.
Definition 4.10.2. A set of three (not necessarily distinct) 2-quad-type so-
lutions y1, y2, y2 ∈ NS(T) such that there exists a tetrahedron σ such that
yi(qi) 6= 0 for i = 1, 2, 3, where q1, q2, q3 are the three normal quadrilaterals in
σ, is called a cluster of 2-quad-type solutions.
Theorem 4.10.1, along with Theorem 4.8.2, implies the following:
Corollary 4.10.3. If x ∈ SAS(T, k) is a non-smooth maximum point for the
volume, then there exists a cluster of 2-quad-type solutions.
Proof. The fact that x is non-smooth means that there exists a tetrahedron σ
which is flat or partially flat with respect to x. If σ is partially flat, by Theorem
4.10.1, there exists another non-smooth maximum point x′ ∈ SAS(T, k) such
that σ is flat with respect to x′. Thus we can assume that σ is flat with
respect to x. Let q1, q2, q3 ∈  be the three quadrilaterals contained in σ. By
Theorem 4.8.2, there exist three 2-quad-type solutions y1, y2, y3 ∈ NS(T) such
that yi(qi) 6= 0. 
Theorem 4.10.3 gives a necessary condition for the existence of non-smooth
maximum points, very simple to check: if there are no clusters of 2-quad-type
solutions, there are no non-smooth maximum points. However, not all clusters
can be obtained from non-smooth maximum points. For instance, in the
one-tetrahedron layered triangulation of the lens space L(5, 2) there is a
cluster of 2-quad-type solutions (it is 2-angle rigid with respect to any pair of
quadrilaterals), and there are no non-smooth critical points.
Note also that in the case of L(5, 2), a solution of Thurston algebraic
equations does exist, but does not correspond to a maximum point of Vol,
because it is a real solution. Indeed, there are exactly two solutions of
Thurston algebraic equations:(
3 +
√
5
2
,− 2
1 +
√
5
,
−1 +√5
2
)
,
(
3−√5
2
,− 2
1−√5 ,
−1−√5
2
)
.
Clusters of 2-quad-type solutions appear in another unpublished result,
stated in [21]:
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Theorem 4.10.4 (Luo-Tillmann). Suppose T is a minimal triangulation –
i.e., a triangulation with the minimal number of tetrahedra – of a closed
manifold M . If there is a cluster of 2-quad-type solutions, then
1. M is reducible, or
2. M is toroidal, or
3. M is Seifert fibred, or
4. M contains the connected sum of three copies of the projective space.
Note that it is known, without using the Ricci flow (see for instance [26]),
that if a manifold contains the connected sum of three copies of the projective
space but is irreducible, atoroidal, and not Seifert fibred, then it is hyperbolic.
Corollary 4.10.3 and Theorem 4.10.4 can be combined in:
Corollary 4.10.5. Suppose T is a minimal triangulation of a closed manifold
M . If there exists a non-smooth maximum point of Vol on SAS(T), then
1. M is reducible, or
2. M is toroidal, or
3. M is Seifert fibred, or
4. M contains the connected sum of three copies of the projective space.
4.11 Towards the Poincaré Conjecture
Another hypothetical application goes to the direction of a proof of Poincaré
conjecture which does not use the Ricci flow. In [21], Luo states the following
conjecture:
Conjecture 4.1 (Luo). Suppose M is irreducible closed manifold, and T is a
minimal triangulation of M such that all maximum points of Vol are smooth.
Then T supports a solution of Thurston’s gluing equations.
If this is true, we can deduce the Poincaré conjecture, using another
unpublished result reported by Luo [21]:
Theorem 4.11.1 (Segerman-Tillmann). If T supports a solution of Thurston
algebraic equations, then each edge in T is essential.
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Indeed, let M be a simply connected closed manifold. By prime decompo-
sition theorem, we can suppose that M is irreducible. Let T be a minimal
triangulation of M . A minimal triangulation of a simply connected, closed,
irreducible manifold is 0-efficient (see [15]), and therefore has only one vertex
or is a triangulation of S3. Thus, we can assume T has only one vertex. Since
the manifold M is simply connected, each edge of T is non-essential. By
Theorem 4.11.1, Thurston algebraic equations have no solutions. If Conjec-
ture 4.1 holds, then Vol has a non-smooth maximum point. By 4.10.5, M
is either toroidal, Seifert fibred or contains a connected sum of three copies
of the projective plane. In the latter case, as said in Section 4.10, M is
hyperbolic, but this is impossible since M is simply connected. Again by
simple connectedness, M is atoroidal. Therefore M is a Seifert fibred space,
but the only simply connected Seifert fibred space is the sphere [28], and M
is S3.
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Implementation and examples
In this chapter we will give some examples of angles structures and of solutions
of Thurston’s equations. We will make a mixture of manual and computer
calculations, using the Python code contained in the Appendix.
A triangulation of each of the following two manifolds will be considered:
• the lens space L(8, 3);
• the figure-eight knot complement.
The notation will be slightly different from the other chapters:
• the SAS equations will be in additive notation, as in (4.5) and (4.6),
because this makes computations easier;
• we will set  = {q1, . . . , q3n}, where n is the number of tetrahedra of
the triangulation, q3i, q3i+1, q3i+2 are contained in the same tetrahedron,
and q3i → q3i+1 → q3i+2;
• if y ∈ SAS, its coordinates will be denoted as yi = y(qi);
• if z ∈ C is a solution of the generalized Thurston algebraic equations,
we will set zi = z(q3i).
5.1 The lens space L(8, 3)
As a first example, we consider the lens space L(8, 3), with its minimal
(layered) triangulation T. A description of layered triangulations of lens
spaces can be found in [3]. This triangulation has two tetrahedra, three edges
and one vertex. This is one of the examples of triangulations of Regina,
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and can be found as regina.NExampleTriangulation.lens8_3(), or can
be constructed using the generic routines of regina.NLensSpaces.
The triangulation T gives a (negative) answer to a question asked by Luo
in [20], as explained at the end of this section.
By executing the code of Listing 5.1, one can obtain some basic information
about T:
• it is not angle rigid, but it is 2-angle rigid at (q1, q4) and (q2, q5);
• the dimension of SAS(T) and TAS(T) is 2;
• the edge relations (for SAS(T), TAS(T) and Thurston’s equations) are
given by the matrix
A =
1 2 0 1 0 00 0 2 0 0 2
1 0 0 1 2 0
 . (5.1)
i.e., A encode the relations (4.8), (4.6) and (4.2): if e1, . . . , ek are the
edges of T, then
Aij = i(ei, qj) ∀i = 1, . . . , k; j = 1, . . . , 3n.
l en s83 = Tr iangu la t i on ( r eg ina . NExampleTriangulation .
å lens8_3 ( ) )
l en s83 . ang l eRig id ( ) # re turns [ ]
l en s83 . twoAngleRigid ( ) # re turns [ ( 1 , 4) , (2 , 5) ]
l en s83 . sasdim ( ) # re turns 2
l en s83 . getRe lat ionsE ( ) # re turns
# [ [ 1 , 2 , 0 , 1 , 0 , 0 ] , [ 0 , 0 , 2 , 0 , 0 , 2 ] , [ 1 , 0 ,
å0 , 1 , 2 , 0 ] ]
Listing 5.1: Basic information for L(8, 3)
By the relations (5.1), Thurston algebraic equations are
z1
1
(1−z1)2 z2 = 1(
z1−1
z1
)2 (
z2−1
z2
)2
z1z2
1
(1−z2)2 = 1.
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By Lemma 3.4.2 and Theorem 3.4.6, either these equations do not have any
solution, or each solution has zero volume. Indeed, by manual calculations or
using lens83.thurstonSolutions(), one can find that the solutions are
z1 =
1
2
, z2 =
1
2
,
z1 = 1±
√
2
2
, z2 = 1∓
√
2
2
.
All these solutions are real, hence their volume is zero.
Again by the relations (5.1), the equations defining SAS(T) are
y1 + y2 + y3 ≡ pi (mod 2pi)
y4 + y5 + y6 ≡ pi (mod 2pi)
y1 + 2y2 + y4 ≡ 2pi (mod 2pi)
2y3 + 2y6 ≡ 2pi (mod 2pi)
y1 + y4 + 2y5 ≡ 2pi (mod 2pi),
from which we obtain
y1 ≡ pi − t1 − t2 (mod 2pi)
y2 ≡ t1 (mod 2pi)
y3 ≡ t2 (mod 2pi)
y4 ≡ αpi − t1 + t2 (mod 2pi)
y5 ≡ (1− α)pi + t1 (mod 2pi)
y6 ≡ (1− α)pi − t2 (mod 2pi),
for t1, t2 ∈ R and α ∈ {0, 1}. Using this parametrization, we see that the
volume of a point of SAS(T) is
Vol(t1, t2) =
6∑
i=1
Λ(yi(t1, t2))
= Λ(pi − t1 − t2) + Λ(t1) + Λ(t2)Λ(αpi − t1 + t2)
+ Λ((1− α)pi + t1) + Λ((1− α)pi − t2)
= Λ(−t1 − t2) + Λ(t1) + Λ(t2) + Λ(−t1 + t2) + Λ(t1)− Λ(t2)
= Λ(−t1 − t2) + Λ(t2 − t1) + 2Λ(t1),
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and its derivatives are
∂ Vol
∂t1
(t1, t2) = log |2 sin(−t1 − t2)|+ log |2 sin(t2 − t1)| − 2 log |2 sin(t1)|
= log |2 sin(t1 + t2)|+ log |2 sin(t2 − t1)| − log |2 sin(t1)|2
= log
∣∣∣∣sin(t1 + t2) sin(t2 − t1)sin(t1)2
∣∣∣∣ ,
∂ Vol
∂t2
(t1, t2) = log |2 sin(−t1 − t2)| − log |2 sin(t2 − t1)|
= log |2 sin(t1 + t2)| − log |2 sin(t2 − t1)|
= log
∣∣∣∣sin(t1 + t2)sin(t2 − t1)
∣∣∣∣ .
We will now find the critical points of Vol, both the smooth and non-smooth
ones. A smooth point is critical if and only if{
sin(t1+t2) sin(t2−t1)
sin(t1)2
= ±1
sin(t1+t2)
sin(t2−t1) = ±1.
The second equation implies that one of the following holds:
t1 + t2 ≡ t2 − t1 (mod 2pi)⇒ t1 ≡ 0 (mod 2pi)
t1 + t2 ≡ −t2 + t1 (mod 2pi)⇒ t2 ≡ 0 (mod 2pi)
t1 + t2 ≡ pi + t2 − t1 (mod 2pi)⇒ 2t1 ≡ pi (mod 2pi)
t1 + t2 ≡ pi − t2 + t1 (mod 2pi)⇒ 2t2 ≡ pi (mod 2pi).
The first two cases do not corresponds to smooth points, so we discard them.
Let us study the third case. We substitute t1 ≡ pi2 + δpi (mod 2pi), with
δ ∈ {0, 1}, in the first equation, getting
± 1 = sin
(
δpi + pi
2
+ t2
)
sin
(
t2 − δpi − pi2
)
sin
(
δpi + pi
2
)2
⇒ ±1 = sin
(pi
2
+ t2
)
sin
(
t2 − pi
2
)
⇒ ±1 = cos(t2)2
⇒ t2 ∈ piZ,
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which does not give to a smooth point. We now study the fourth case:
sin
(
t1 + δpi +
pi
2
)
sin
(
δpi + pi
2
− t1
)
sin(t1)2
= ±1
⇒ sin
(
t1 +
pi
2
)
sin
(
pi
2
− t1
)
sin(t1)2
= ±1
⇒ cos(t1)
2
sin(t1)2
= ±1⇒ tan(t1)2 = ±1
⇒ t1 ∈
{
pi
4
,
3
4
pi,
5
4
pi,
7
4
pi
}
+ 2piZ.
Therefore, the solutions are
(t1, t2) ∈
{
pi
4
,
3
4
pi,
5
4
pi,
7
4
pi
}
×
{
pi
2
,
3
2
pi
}
+ 2piZ× 2piZ,
that we write as
t1 ≡ pi
4
+ γ
pi
2
(mod 2pi), t2 ≡ pi
2
+ δpi (mod 2pi),
where δ ∈ {0, 1} and γ ∈ {0, 1, 2, 3}. Hence, their volume is
Vol
(pi
4
+ γ
pi
2
,
pi
2
+ δpi
)
=
= Λ
(
−pi
4
− γpi
2
− pi
2
− δpi
)
+ Λ
(pi
2
+ δpi − pi
4
− γpi
2
)
+ 2Λ
(pi
4
+ γ
pi
2
)
=
= Λ
(
−3
4
pi − γpi
2
)
+ Λ
(pi
4
− γpi
2
)
+ 2Λ
(pi
4
+ γ
pi
2
)
=
= 4Λ
(pi
4
+ γ
pi
2
)
,
i.e., if γ is even, the volume is 4Λ
(
pi
4
) ≈ 1.83, and if is odd, the volume is
−4Λ (pi
4
) ≈ −1.83. In particular, there are eight smooth critical points, half
of them are absolute minimum points, the other ones are absolute maximum
points, and they are
y1 ≡ pi4 + δpi − γ pi2 (mod 2pi)
y2 ≡ pi4 + γ pi2 (mod 2pi)
y3 ≡ pi2 + δpi (mod 2pi)
y4 ≡ 54pi + δpi + γ pi2 (mod 2pi)
y5 ≡ 32pi + αpi + δpi (mod 2pi)
y6 ≡ pi4 + αpi + γ pi2 (mod 2pi),
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where α ∈ {0, 1}. By Theorem 4.5.1, we can associate to each maximum
point a solution z ∈ (C \R) of the generalized Thurston algebraic equations.
We already know that there are no non-real solutions of Thurston algebraic
equations, thus it is not possible that∏
q∈
z(q)i(e,q)
equals +1 for each edge e; indeed, one can check that, for all maximum points,
it equals −1 for exactly two edges.
We now turn to the problem of determining the non-smooth maximum
points. A point y ∈ SAS(T) is non-smooth if at least one coordinate is in piZ.
In our case, this means that y2 ∈ piZ, y3 ∈ piZ, y2 − y3 ∈ piZ, or y2 + y3 ∈ piZ.
If y is non-smooth, it is a critical point if
lim
t→0
∂ Vol(y + tv)
∂t
= 0 ∀v ∈ TAS.
This implies that{
| sin(y2 + y3) sin(y3 − y2)| = | sin(y2)|2
| sin(y2 + y3)| = | sin(y3 − y2)|
and, in particular, from the second equation, that
y2 + y3 ≡

y3 − y2 (mod 2pi)
pi + y3 − y2 (mod 2pi)
−y3 + y2 (mod 2pi)
pi − y3 + y2 (mod 2pi).
Therefore y2 ∈ pi2Z or y3 ∈ pi2Z, and y2 /∈ piZ if and only if y3 /∈ piZ. We can
consider two cases:
• if y2 ∈ pi2Z \ piZ, then | sin(y2)| = 1 and | sin(y2 + y3) sin(y3 − y2)| = 0,
so it cannot be a critical point;
• if y2 ∈ piZ, for all (α, β) ∈ R2 \ (0, 0) the following must equal 0:
lim
t→0
∂V
∂y2
(y2 + αt, y3 + βt)
= lim
t→0
log
∣∣∣∣sin(y2 + y3 + (α + β)t) sin(y3 − y2 + (β − α)t)sin(y2 + αt)2
∣∣∣∣
= lim
t→0
log
∣∣∣∣sin((α + β)t) sin((β − α)t)sin(αt)2
∣∣∣∣ ,
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hence the following must equal 1:
lim
t→0
∣∣∣∣sin((α + β)t) sin((β − α)t)sin(αt)2
∣∣∣∣ = ∣∣∣∣(α + β)(β − α)α2
∣∣∣∣ ,
and clearly this cannot be true for every α and β in R.
Therefore, there are no non-smooth critical points.
In [20] Luo asks whether, for a closed 3-manifold, the Gromov norm
(multiplied by the volume of the regular ideal tetrahedron) is always among
the critical values of SAS(T). In this case the answer is negative, because the
only critical value is 4Λ
(
pi
4
)
, but L(8, 3) is a Seifert manifold, so its Gromov
norm is zero.
In the same work, Luo says that “It seems highly likely that for a triangu-
lation without a cluster of three 2-quad-type solutions to Haken’s equation,
the Gromov norm of the manifold (multiplied by the volume of the regular
ideal tetrahedron) is among the critical values of the volume function on
SAS(T)”. Also this more specific statement has a negative answer, because
this triangulation does not have any 2-quad-type solutions.
5.2 The figure-eight knot complement
The figure-eight knot complement is a classical cusped hyperbolic manifold.
We consider the triangulation T of this manifold described by Turston in its
lecture notes [31]; T has two tetrahedra, two edges and one vertex.
By executing the code of Listing 5.2, one can obtain some basic information
about T:
• there are no 2-quad-type solutions;
• the dimension of SAS(T) and TAS(T) is 3;
• the edge relations (for SAS(T), TAS(T) and Thurston’s equations) are
given by the matrix (
1 0 2 1 0 2
1 2 0 1 2 0
)
. (5.2)
f i g u r e 8 = Tr iangu la t i on ( r eg ina . NExampleTriangulation .
åf igureEightKnotComplement ( ) )
f i g u r e 8 . ang leRig id ( ) # re turns [ ]
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f i g u r e 8 . twoAngleRigid ( ) # re turns [ ]
f i g u r e 8 . sasdim ( ) # re turns 3
f i g u r e 8 . getRe lat ionsE ( ) # re turns
# [ [ 1 , 0 , 2 , 1 , 0 , 2 ] , [ 1 , 2 , 0 , 1 , 2 , 0 ] ]
Listing 5.2: Basic information for the figure-eight knot complement
By the edge relations (5.2), Thurston algebraic equations arez1
(
z1−1
z1
)2
z2
(
z2−1
z2
)2
= 1
z1
(
1
1−z1
)2
z2
(
1
1−z2
)2
= 1.
Solving these equation, one finds the parametrization{
z1 =
2t2−3t+2±√4t3−7t2+4t
2(t−1)2
z2 = t.
In particular, there are uncountably many solutions.
Again by the relations (5.2), the equations defining SAS(T) are
x1 + x2 + x3 ≡ pi (mod 2pi)
x4 + x5 + x6 ≡ pi (mod 2pi)
x1 + 2x2 + x4 + 2x5 ≡ 2pi (mod 2pi)
x1 + 2x2 + x4 + 2x5 ≡ 2pi (mod 2pi),
and using figure8.sasparametrize(), one finds that a parametrization of
SAS(T) is 
x1 = pi + t3 − t2 + 2t1
x2 = −t1
x3 = t2 − t1 − t3
x4 = pi − t2 − t3
x5 = t2
x6 = t3,
where t1, t2, t3 ∈ R. As a function of these parameters, the volume is
Vol(t1, t2, t3) = Λ(pi + t3 − t2 + 2t1) + Λ(−t1) + Λ(t2 − t1 − t3)
+ Λ(pi − t2 − t3) + Λ(t2) + Λ(t3)
= Λ(t3 − t2 + 2t1) + Λ(−t1) + Λ(t2 − t1 − t3)
+ Λ(−t2 − t3) + Λ(t2) + Λ(t3),
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and its derivatives are
∂ Vol
∂t1
(t1, t2, t3) = 2 log |2 sin(t3 − t2 + 2t1)| − log |2 sin(t1)|
− log |2 sin(t2 − t1 − t3)|
= log
∣∣∣∣ sin(t3 − t2 + 2t1)2sin(t1) sin(t2 − t1 − t3)
∣∣∣∣ ,
∂ Vol
∂t2
(t1, t2, t3) = − log |2 sin(t3 − t2 + 2t1)|+ log |2 sin(t2 − t1 − t3)|
− log |2 sin(−t2 − t3)|+ log |2 sin(t2)|
= log
∣∣∣∣ sin(t2 − t1 − t3) sin(t2)sin(t3 − t2 + 2t1) sin(t2 + t3)
∣∣∣∣ ,
∂ Vol
∂t3
(t1, t2, t3) = log |2 sin(t3 − t2 + 2t1)| − log |2 sin(t2 − t1 − t3)|
− log |2 sin(−t2 − t3)|+ log |2 sin(t3)|
= log
∣∣∣∣ sin(t3 − t2 + 2t1) sin(t3)sin(t2 + t3) sin(t2 − t1 − t3)
∣∣∣∣ .
Solving these equations and finding the maximum points is not simple.
However, it is easy to look for a maximum point numerically. This is done by
the code in Listing 5.3.
f i g u r e 8 = Tr iangu la t i on ( r eg ina . NExampleTriangulation .
åf igureEightKnotComplement ( ) )
maxes = [ f i g u r e 8 . sasrandmax ( ) % (2∗math . p i ) for x in
årange (1000) ]
nonsmooth = [ x for x in maxes i f not isSmooth (x , t o l=1e
å−3) ] # shou ld be empty
# l e x i c o g r a p h i c order ing , wi th t o l e r anc e
def matcmp(m1, m2) :
for x in (m1 − m2) . t o l i s t ( ) [ 0 ] :
i f abs (x ) > 1e−3:
return i n t (numpy . s i gn (x ) )
return 0
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# de l e t e d up l i c a t e en t r i e s , wi th t o l e r anc e
def almostUnique (m) :
for x in i t e r t o o l s . count ( ) :
while x < len (m)−1 and ( abs (m[ x+1]−m[ x ] )<1e−3) . a l l
å ( ) :
del m[ x+1]
i f not x < len (m)−1:
return m
maxes . s o r t (cmp=matcmp)
almostUnique (maxes )
Listing 5.3: Code for searching maximum points
Before looking at the results of the computation, we remark that the
maximum points can be partitioned in groups of 23 = 8 points. Indeed,
dim TAS(T) = 3, a basis of TAS(T) (as calculated by figure8.tas()) is
v1 = (2pi,−pi,−pi, 0, 0, 0),
v2 = (pi, 0,−pi, pi,−pi, 0),
v3 = (−pi, 0, pi, pi, 0,−pi),
and Vol is pi-periodic, thus if y ∈ SAS(T) is a maximum point, then y + vh is
a maximum point too, and the value of Vol at them is the same. Moreover,
two smooth maximum points in the same group have the same associated
solution of the generalized Thurston algebraic equations; indeed
sin(yj + v
h
j )
sin(yk + vhk )
ei(yi+v
h
i ) =
sin yj cos v
h
j
sin yk cos vhk
eiyieiv
h
i because vhi , v
h
j , v
h
k ∈ piZ
=
sin yj
sin yk
eiyiei(v
h
i +v
h
j +v
h
k )
=
sin yj
sin yk
eiyi because vhi + v
h
j + v
h
k = 0,
where qi → qj → qk.
The code of Listing 5.3 should select 24 different maximum points, all
smooth. We can divide them into three groups of eight points each. The
first group consists in points that have volume 6Λ
(
pi
3
) ≈ 2.0299, which is the
hyperbolic volume of the manifold. They have the form(pi
3
+ αpi,
pi
3
+ βpi,
pi
3
+ (α + β)pi,
pi
3
+ αpi,
pi
3
+ γpi,
pi
3
+ (α + γ)pi
)
,
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where α, β, γ ∈ {0, 1}. All these points give rise to the same solution of
Thurston algebraic equations
z1 = e
ipi
3 , z2 = e
ipi
3 ,
which is also a solution of Thurston’s gluing equations, i.e., it corresponds
to the complete finite-volume hyperbolic metric on the figure-eight knot
complement.
The other 16 maximum points have volume ≈ 1.39340 and have the
approximate values
(0.675, 0.448, 2.019, 3.817, 0.448, 5.160),
(0.675, 0.448, 2.019, 3.816, 3.590, 2.019),
(0.675, 2.019, 0.448, 3.816, 2.019, 3.590),
(0.675, 2.019, 0.448, 3.816, 5.160, 0.448),
(0.675, 3.590, 5.160, 3.816, 0.448, 5.160),
(0.675, 3.590, 5.160, 3.817, 3.590, 2.019),
(0.675, 5.160, 3.590, 3.816, 2.019, 3.590),
(0.675, 5.160, 3.590, 3.816, 5.160, 0.448),
(3.816, 0.448, 5.160, 0.675, 0.448, 2.019),
(3.817, 0.448, 5.160, 0.675, 3.590, 5.160),
(3.816, 2.019, 3.590, 0.675, 2.019, 0.448),
(3.816, 2.019, 3.590, 0.675, 5.160, 3.590),
(3.817, 3.590, 2.019, 0.675, 0.448, 2.019),
(3.816, 3.590, 2.019, 0.675, 3.590, 5.160),
(3.816, 5.160, 0.448, 0.675, 2.019, 0.448),
(3.816, 5.160, 0.448, 0.675, 5.160, 3.590).
These points give rise to two solutions of the generalized Thurston algebraic
equations. Their approximate values are
z1 = 0.375 + 0.300i, z2 = 0.375 + 0.300i,
z1 = 1.625 + 1.300i, z2 = 1.625 + 1.300i,
and ∏
q∈
z(q)i(e,q) = −1
for both edges e. The products around the edges can be calculated with
figure8.thurstonSigns(), as in Listing 5.4.
89
Chapter 5. Implementation and examples
lowmaxes = [m for x in maxes i f volume (x ) < 2 . ]
[ f i g u r e 8 . thur s tonS igns ( sa s2 thur s ton (m) ) for m in
ålowmaxes ]
Listing 5.4: Signs of the product around the edges for low-volume solutions.
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The source code
In this appendix is listed the Python code written for dealing with triangula-
tions, angle structures and Thurston’s equation. Besides Python, it relies the
following software:
• the Python bindings of Regina [4], a topological software designed to
deal with triangulation of 3-manifolds and normal surfaces;
• NumPy and SciPy [17], Python libraries for scientific computations;
• SymPy [30], Python libraries for symbolic computations;
• matplotlib [14], a Python plotting library;
• the Python bindings of the GNU Scientific Library [11], used to calculate
the Lobachevskij function.
All this software is released under free software licenses.
The code can be roughly divided into three parts:
• in the first part, some general functions are defined;
• in the second part, it is defined the class Triangulation, which extends
regina.NTriangulation class adding some functions for dealing with
angle structures;
• in the third part, are defined some generators which allows to iterate
on censuses.
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#!/ usr / b in /python
# Requires python 2.6 ( e . g . f o r i t e r t o o l s . product )
# Should run in regina−python
# imports o f s tandard modules
import math
from math import s i n
from f r a c t i o n s import gcd
import os . path
import i t e r t o o l s
# imports o f s c i e n t i f i c modules
import numpy
import s c ipy . opt imize
import sympy
from pygs l . s f import c lausen
import pylab
import mpl_toolk i ts . mplot3d . axes3d as p3
## uncomment the f o l l ow i n g i f not run in regina−python
# import sys
# sys . path . append ("/ usr / l i b / regina−normal/python ")
# import reg ina
# Some u s e f u l f unc t i on s .
def c a r t e s i a n ( ar rays ) :
"""
Returns the ca r t e s i an product o f input arrays .
"""
return numpy . array ( l i s t ( i t e r t o o l s . product (∗ ar rays ) ) )
def tomatr ix ( o r i g ) :
"""
Converts a nes ted l i s t i n t o a matrix o f type
reg ina . NMatrixInt .
"""
rows = len ( o r i g )
c o l s = len ( o r i g [ 0 ] )
r e s = reg ina . NMatrixInt ( rows , c o l s )
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for r in range ( rows ) :
for c in range ( c o l s ) :
r e s . s e t ( r , c , o r i g [ r ] [ c ] )
return r e s
def frommatrix ( o r i g ) :
"""
Converts a matrix o f type reg ina . NMatrixInt i n t o a
nes ted l i s t .
"""
rows = o r i g . rows ( )
c o l s = o r i g . columns ( )
r e s = [ ]
for r in range ( rows ) :
r e s . append ( [ o r i g . entry ( r , c ) . longValue ( ) for c in
årange ( c o l s ) ] )
return r e s
def matrixrank (A, t o l=1e−8) :
"""
Returns the rank o f the matrix A.
Parameters
−−−−−−−−−−
A: the input matrix .
t o l : t o l e r anc e . I f one o f the " s i n gu l a r va l u e s " o f
the s i n gu l a r va lue decomposi t ion o f A i s l e s s
than to l , i s t r e a t e d as zero .
"""
s = numpy . l i n a l g . svd (A, compute_uv=0)
return sum( numpy . where ( s>to l , 1 , 0 ) )
def isLD (v1 , v2 ) :
"""
Returns True i f v1 , v2 are l i n e a r l y dependent , Fa l se
o the rw i s e .
"""
base = 0
while base < len ( v1 ) :
i f v1 [ base ] != 0 :
break
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else :
base = base+1
for i in range (0 , l en ( v1 ) ) :
i f v1 [ base ]∗ v2 [ i ] != v1 [ i ]∗ v2 [ base ] :
return False
return True
def lob (x ) :
"""
Computes the Lobachev sk i j f unc t i on .
"""
return c lausen (2∗x ) [ 0 ] / 2 .
def volume ( ang l e s ) :
"""
Computes the volume o f an ang l e s t ruc tu r e , i . e . the
sum of the Lobachev sk i j f unc t i on on each coord ina te .
"""
i f i s i n s t a n c e ( angles , (numpy . matrix , numpy . ndarray ) ) :
return sum ( [ lob ( a ) for a in ang l e s . f l a t ] )
e l i f i s i n s t a n c e ( angles , ( l i s t , tup l e ) ) :
return sum ( [ lob ( a ) for a in ang l e s ] )
def argument ( compl ) :
"""
Returns the argument o f the g iven complex number .
"""
return numpy . l og ( compl ) . imag
def p r o j e c t ( bas i s , vect ) :
"""
Pro j e c t s a vec t o r on a l i n e a r subspace .
Parameters
−−−−−−−−−−
b a s i s : a b a s i s f o r the l i n e a r subspace . Must be
or thogona l . Should behave as a l i s t o f
row numpy . matrix .
v e c t : the v ec t o r t ha t have to be p ro j e c t e d .
Should be a row numpy . matrix .
"""
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r e s = numpy . z e r o s_ l i k e ( vect )
for ba s i s v e c t in ba s i s :
r e s = r e s + ( ba s i s v e c t ∗ vect .T) ∗ ba s i s v e c t
return r e s
z = sympy . symbols ( ∗ [ ’ z ’+s t r ( x ) for x in range (23) ] ,
åcomplex=True )
def sa s2 thur s ton ( ang l e s ) :
"""
Returns a cand ida te s o l u t i o n o f Thurston ’ s equa t i ons
a s s o c i a t e d to the input ang l e s t ruc tu r e , i . e . , i f
ang l e s [3∗ i ] , ang l e s [3∗ i +1] , and ang l e s [3∗ i +2]
corresponds to the d i h e d r a l ang l e s o f an i d e a l
te t rahedron , then z [3∗ i ] , z [3∗ i +1] , and z [3∗ i +2]
are the a s s o c i a t e d modules .
Parameters
−−−−−−−−−−
ang l e s : a 1−dimensiona l array o f ang les , such t ha t
i t s l e n g t h i s d i v i s i b l e by 3 , and each
coord ina te i s non−zero .
"""
i f i s i n s t a n c e ( angles , (numpy . matrix , numpy . ndarray ) ) :
i f l en ( [ 1 for x in ang l e s . shape i f x > 1 ] ) > 1 : #
å i f i t i s not 1−dimensiona l
raise ValueError , "The␣parameter ␣ should ␣be␣1−
ådimens iona l . "
ang l e s = numpy . asar ray ( ang l e s ) . f l a t t e n ( )
t e t = len ( ang l e s ) /3
r e s = [ 0 ] ∗ l en ( ang l e s )
for t in range ( t e t ) :
r e s [ 3∗ t+0] = s i n ( ang l e s [ 3∗ t +1]) / s i n ( ang l e s [ 3∗ t +2])
å∗ math . e∗∗ complex (0 , ang l e s [ 3∗ t +0])
r e s [ 3∗ t+1] = s i n ( ang l e s [ 3∗ t +2]) / s i n ( ang l e s [ 3∗ t +0])
å∗ math . e∗∗ complex (0 , ang l e s [ 3∗ t +1])
r e s [ 3∗ t+2] = s i n ( ang l e s [ 3∗ t +0]) / s i n ( ang l e s [ 3∗ t +1])
å∗ math . e∗∗ complex (0 , ang l e s [ 3∗ t +2])
return r e s
def thur s ton2sas ( thurston ) :
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"""
Returns an ang le s t r u c t u r e a s s o c i a t e d to the input
s o l u t i o n o f Thurston ’ s equa t i ons .
Parameters
−−−−−−−−−−
t hur s ton : an array o f complex numbers , each o f them
d i f f e r e n t from to zero and one .
"""
return argument ( thurston )
def thurston_complete ( pre ) :
"""
Take as input an array o f dimension n , and ou tpu t s
an array o f dimension 3n such that , i f z i s the
i−th entry o f the input array , the 3 i , (3 i +1) and
(3 i +2)−th e n t r i e s o f the output array are
z , 1/(1− z ) , ( z−1)/ z
"""
pre = numpy . matrix ( pre )
i f pre . shape [ 0 ] != 1 :
raise ValueError , " I t ␣must␣be␣a␣row␣matrix "
t e t = pre . shape [ 1 ]
r e s = [ 0 ] ∗ ( 3 ∗ t e t )
for i in range ( t e t ) :
r e s [ 3∗ i ] = pre [ 0 , i ]
r e s [ 3∗ i +1] = 1/(1−pre [ 0 , i ] )
r e s [ 3∗ i +2] = 1−1/pre [ 0 , i ]
return r e s
def isSmooth ( angles , t o l=1e−6) :
"""
Tests whether the g iven ang l e s t r u c t u r e i s smooth ,
i . e . none o f i t s coord ina t e s i s a i n t e g e r mu l t i p l e
o f p i .
Parameters
−−−−−−−−−−
ang l e s : the ang l e s t ruc tu r e , as a l i s t o f ang l e s .
t o l : t o l e r anc e ; i . e . , a number i s t r e a t e d as zero
i f i t s a b s o l u t e va lue i s l e s s than t o l .
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"""
return ( (numpy . array ( ang l e s ) % math . p i ) > t o l ) . a l l ( )
################
class Tr iangu la t i on ( r eg ina . NTriangulat ion ) :
"""
Tr iangu la t ion c l a s s d e s c r i b e a t r i a n g u l a t i o n o f a
c l o s ed or cusped or i en t ed 3−manifo ld .
I t ex tends Regina ’ s t r i a n g u l a t i o n s
( reg ina . NTriangulat ion c l a s s ) , adding f unc t i on s
which dea l s wi th :
∗ t a n g e n t i a l ang l e s t r u c t u r e s ;
∗ S^1−va lued ang l e s t r u c t u r e s ;
∗ Thurston ’ s equa t i ons .
A Tr iangu la t i on ins tance can be i n i t i a l i z e d wi th :
Tr iangu la t ion (M)
where M i s an in s t r ance o f reg ina . NTriangulat ion .
"""
edgeQuadOr = [ 1 , 2 , 3 , 3 , 2 , 1 ]
edgeQuadNor = [ 1 , 3 , 2 , 2 , 3 , 1 ]
# _rowBasis
# _d
# _c
def __init__( s e l f , M) :
"""
__init__(M) i n i t i a l i z e a Tr iangu la t i on ins tance .
I t r e q u i r e s as a parameter an ins tance o f
reg ina . NTriangulat ion .
"""
r eg ina . NTriangulat ion . __init__( s e l f , M)
s e l f . se tPacketLabe l (M. getPacketLabel ( ) )
i f not s e l f . i sO r i e n t ab l e ( ) :
raise Exception , " Tr iangu la t i on ␣can␣handle ␣
å o r i e n t ab l e ␣mani fo lds ␣ only "
s e l f . _rowBasis , s e l f ._d, s e l f ._c = s e l f . sa s ( )
# qu a d r i l a t e r a l indexes are in 0 , . . . , 3T−1
97
Chapter A. The source code
def edgeEmbeddingToQuad ( s e l f , embededge ) :
"""
Returns the q u a d r i l a t e r a l index corresponding to
the supp l i e d edge embedding .
The q u a d r i l a t e r a l index i s 3 ∗ ( index o f the
t e t rahedron ) + ( index o f the q u a d r i l a t e r a l in the
t e t rahedron ) .
"""
t index = s e l f . getTetrahedronIndex ( embededge .
ågetTetrahedron ( ) )
i f embededge . getTetrahedron ( ) . o r i e n t a t i o n ( ) == 1 :
qindex = s e l f . edgeQuadOr [ embededge . getEdge ( ) ]
else :
qindex = s e l f . edgeQuadNor [ embededge . getEdge ( ) ]
return 3∗ t index + qindex − 1
def prevQuad ( s e l f , qindex ) :
"""
Return the q u a d r i l a t e r a l t h a t precedes ’ q index ’ in
the order induced on the s e t o f normal
q u a d r i l a t e r a l s by the o r i e n t a t i on .
"""
o r i e n t a t i o n = s e l f . getTetrahedron ( qindex /3) .
å o r i e n t a t i o n ( )
i f o r i e n t a t i o n == 1 :
return qindex + ( qindex+1)%3 − qindex%3
e l i f o r i e n t a t i o n == −1:
return qindex + ( qindex−1)%3 − qindex%3
else :
raise Exception , " Inva l i d ␣ o r i e n t a t i o n . "
def nextQuad ( s e l f , qindex ) :
"""
Return the q u a d r i l a t e r a l t h a t f o l l o w s ’ q index ’ in
the order induced on the s e t o f normal
q u a d r i l a t e r a l s by the o r i e n t a t i on .
"""
o r i e n t a t i o n = s e l f . getTetrahedron ( qindex /3) .
å o r i e n t a t i o n ( )
i f o r i e n t a t i o n == 1 :
return qindex + ( qindex−1)%3 − qindex%3
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e l i f o r i e n t a t i o n == −1:
return qindex + ( qindex+1)%3 − qindex%3
else :
raise Exception , " Inva l i d ␣ o r i e n t a t i o n . "
def index ( s e l f , edge , qindex ) :
"""
Returns i ( e , q ) , where e i s i d e n t i f i e d by a
reg ina . NEdge and q by a q u a d r i l a t e r a l index .
"""
r e s = 0
for embededge in edge . getEmbeddings ( ) :
i f s e l f . edgeEmbeddingToQuad ( embededge ) == qindex :
r e s = r e s + 1
return r e s
def w( s e l f , qindex1 , qindex2 ) :
"""
Returns w( q1 , q2 ) , where q1 and q2 are i d e n t i f i e d
by a q u a d r i l a t e r a l index .
"""
i f s e l f . nextQuad ( qindex1 ) == qindex2 :
return 1
e l i f s e l f . prevQuad ( qindex1 ) == qindex2 :
return −1
else :
return 0
def getRe lat ionsT ( s e l f ) :
"""
Returns the t e t r a h e d r a l r e l a t i o n s s a t i s f i e d by TAS.
"""
r e l a t i o n s = [ ]
n t e t ra = s e l f . getNumberOfTetrahedra ( )
for t in range ( n t e t ra ) :
r e l a t i o n s . append ( [ 0 , 0 , 0 ] ∗ t + [ 1 , 1 , 1 ] + [ 0 , 0 , 0 ] ∗ (
åntetra−t−1) )
return r e l a t i o n s
def getRe lat ionsE ( s e l f ) :
"""
99
Chapter A. The source code
Returns the edge r e l a t i o n s s a t i s f i e d by TAS.
"""
r e l a t i o n s = [ ]
n t e t ra = s e l f . getNumberOfTetrahedra ( )
for edge in s e l f . getEdges ( ) :
r e l = [ 0 , 0 , 0 ]∗ nte t ra
for embededge in edge . getEmbeddings ( ) :
t index = s e l f . getTetrahedronIndex ( embededge .
ågetTetrahedron ( ) )
i f embededge . getTetrahedron ( ) . o r i e n t a t i o n ( ) ==
å1 :
qindex = s e l f . edgeQuadOr [ embededge . getEdge ( ) ]
e l i f embededge . getTetrahedron ( ) . o r i e n t a t i o n ( )
å== −1:
qindex = s e l f . edgeQuadNor [ embededge . getEdge ( )
å ]
else :
raise Exception , " Inva l i d ␣ o r i e n t a t i o n "
r e l [ 3∗ t index+qindex−1] = r e l [ 3∗ t index+qindex−1]
å + 1
r e l a t i o n s . append ( r e l )
return r e l a t i o n s
def ge tRe l a t i on s ( s e l f ) :
"""
Returns the r e l a t i o n s s a t i s f i e d by TAS.
"""
return s e l f . getRe lat ionsT ( ) + s e l f . getRe lat ionsE ( )
def ta s ( s e l f , orthonormal=Fal se ) :
"""
Returns a b a s i s o f TAS.
Parameters
−−−−−−−−−−
orthonormal : i f s e t to True , r e tu rns an orthonormal
b a s i s .
"""
r e l s = tomatr ix ( s e l f . g e tRe l a t i on s ( ) )
c o l s = r e l s . columns ( )
o r t = reg ina . NMatrixInt ( co l s , c o l s )
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rank = reg ina . rowBasisAndOrthComp ( r e l s , o r t )
b a s i s = frommatrix ( o r t ) [ rank : ]
i f not orthonormal :
return ba s i s
else :
return numpy . l i n a l g . svd (numpy . matrix ( ba s i s ) ,
å f u l l_mat r i c e s=False ) [ 2 ]
def tasFromEdge ( s e l f , edge ) :
"""
Returns the TAS element corresponding to a g iven
edge , i . e . such t ha t
v_e( q ) = w(e , q )
"""
r e s = [ ]
for q1 in range (3∗ s e l f . getNumberOfTetrahedra ( ) ) :
r e s . append (sum ( [ s e l f . index ( edge , q2 )∗ s e l f .w( q2 , q1 )
å for q2 in range (3∗ s e l f .
ågetNumberOfTetrahedra ( ) ) ] ) )
return r e s
def tasFromEdges ( s e l f ) :
"""
Returns the TAS elements corresponding to the
edges , i . e . such t ha t :
v_e( q ) = w(e , q )
"""
nedges = s e l f . getNumberOfEdges ( )
n t e t ra = s e l f . getNumberOfTetrahedra ( )
v e c t o r s = numpy . z e r o s ( ( nedges , 3∗ nte t ra ) )
for edge in s e l f . getEdges ( ) :
e index = s e l f . getEdgeIndex ( edge )
for embededge in edge . getEmbeddings ( ) :
qindex = s e l f . edgeEmbeddingToQuad ( embededge )
prev = s e l f . prevQuad ( qindex )
ve c t o r s [ eindex , prev ] = vec to r s [ eindex , prev ] −
å 1
next = s e l f . nextQuad ( qindex )
ve c t o r s [ eindex , next ] = vec to r s [ eindex , next ] +
å 1
return vec to r s
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def sasdim ( s e l f ) :
"""
Returns the dimension o f TAS and SAS.
"""
return s e l f . getNumberOfVertices ( ) − s e l f .
ågetNumberOfEdges ( ) + 2∗ s e l f .
ågetNumberOfTetrahedra ( )
def ang leRig id ( s e l f ) :
"""
Return the normal q u a d r i l a t e r a l s a t which the
t r i a n g u l a t i o n i s ang l e r i g i d .
"""
tasmatr ix = numpy . matrix ( s e l f . t a s ( ) )
l ength = 3∗ s e l f . getNumberOfTetrahedra ( )
return [ i for i in range ( l ength ) i f a l l ( tasmatr ix
å [ : , i ] == 0) ]
def twoAngleRigid ( s e l f ) :
"""
Returns a l l normal q u a d r i l a t e r a l s pa i r s at which
the t r i a n g u l a t i o n i s 2−ang l e r i g i d .
"""
tasmatr ix = numpy . matrix ( s e l f . t a s ( ) )
c o l s = tasmatr ix . shape [ 1 ]
ar = s e l f . ang l eRig id ( )
return [ ( i , j ) for i in range ( c o l s ) for j in range ( i
å+1, c o l s ) i f i not in ar and j not in ar and
åisLD ( tasmatr ix [ : , i ] , tasmatr ix [ : , j ] ) ]
def hasC lus t e r s ( s e l f ) :
"""
Checks whether the t r i a n g u l a t i o n has a c l u s t e r o f
2−quad−t ype s o l u t i o n s .
"""
nte t ra = s e l f . getNumberOfTetrahedra ( )
ang l e s = numpy . z e r o s (3∗ nte t ra )
for r i g in s e l f . ang l eRig id ( ) :
ang l e s [ r i g ] = ang l e s [ r i g ] + 1
for r i g in s e l f . twoAngleRigid ( ) :
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ang l e s [ r i g [ 0 ] ] = ang l e s [ r i g [ 0 ] ] + 1
ang l e s [ r i g [ 1 ] ] = ang l e s [ r i g [ 1 ] ] + 1
for i in range ( n t e t ra ) :
i f a l l ( ang l e s [ i : i +3] > 0) :
return True
return False
def sa s ( s e l f ) :
"""
Computes some data needed to make c a l c u l a t i o n s
about SAS.
I t i s in tended f o r i n t e r n a l use on ly .
"""
r e l 1 = s e l f . getRe lat ionsT ( )
r e l 2 = tomatr ix ( s e l f . getRe lat ionsE ( ) )
rank = reg ina . rowBasis ( r e l 2 )
r e l 2 = frommatrix ( r e l 2 ) [ : rank ]
re l smat = tomatr ix ( r e l 1 + r e l 2 )
rows = re l smat . rows ( )
c o l s = re l smat . columns ( )
rowSpaceBasis = reg ina . NMatrixInt ( co l s , c o l s )
rowSpaceBasisInv = reg ina . NMatrixInt ( co l s , c o l s )
co lSpaceBas i s = reg ina . NMatrixInt ( rows , rows )
co lSpaceBas i s Inv = reg ina . NMatrixInt ( rows , rows )
r eg ina . smithNormalForm ( relsmat , rowSpaceBasis ,
årowSpaceBasisInv , co lSpaceBas i s ,
åco lSpaceBas i s Inv )
# the f o l l ow i n g ho l d s : co lSpaceBas i s ∗ M ∗
årowSpaceBasis = S ;
smith = numpy . matrix ( frommatrix ( re l smat ) )
rowSpaceBasis = numpy . matrix ( frommatrix (
årowSpaceBasis ) )
# rowSpaceBasisInv = numpy . matrix ( frommatrix (
årowSpaceBasisInv ) )
co lSpaceBas i s = numpy . matrix ( frommatrix (
åco lSpaceBas i s ) )
# co lSpaceBas i s Inv = numpy . matrix ( frommatrix (
åco lSpaceBas i s Inv ) )
rank = matrixrank ( smith )
b = numpy . matrix ( [ [ 1 . ] ] ∗ l en ( r e l 1 ) + [ [ 0 . ] ] ∗ l en ( r e l 2
å) )
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c = ( ( co lSpaceBas i s ∗ b) % 2) [ : rank ]
d = (numpy . matrix (numpy . diag ( smith ) ) .T) [ : rank ]
return rowSpaceBasis , d , c
def l i n s a s ( s e l f , num=50) :
"""
Returns a numpy . matrix where each l i n e i s a SAS.
The SASes are uni formly d i s t r i b u t e d in SAS space ,
and t h e i r number i s
( number o f SAS l e v e l s ) ∗ num^(dimension o f SAS) .
"""
l ength = len ( s e l f . _rowBasis )
rank = len ( s e l f ._d)
cc = numpy . mult ip ly ( s e l f ._c , 1 . / s e l f ._d)
f i r s t p a r t = [ numpy . l i n s p a c e ( cc [ i , 0 ] , cc [ i , 0 ]+2 ,
å s e l f ._d[ i , 0 ] , endpoint=Fal se ) for i in range (
årank ) ]
l i n = numpy . l i n s p a c e ( 0 . , 2 . , num)
spaz i o = math . p i ∗ c a r t e s i a n ( f i r s t p a r t + [ l i n ] ∗ (
å l ength−rank ) ) .T
return ( s e l f . _rowBasis∗ spaz i o ) .T
def sasrand ( s e l f , a l l L e v e l s=True ) :
"""
Returns a random po in t o f SAS. The po in t i s choosen
wi th an uniform d i s t r i b u t i o n .
Parameters
−−−−−−−−−−
a l l L e v e l s : i f True , the po in t can be in a l l l e v e l s
o f sas .
"""
l ength = len ( s e l f . _rowBasis )
rank = len ( s e l f ._d)
cc = numpy . mult ip ly ( s e l f ._c , 1 . / s e l f ._d)
moduli = 2 ./ s e l f ._d
i f a l l L e v e l s :
f i r s t p a r t = [ cc [ i , 0 ] + moduli [ i , 0 ] ∗numpy . random .
årandom_integers (0 , s e l f ._d[ i ,0 ]−1) for i in
årange ( rank ) ]
else :
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f i r s t p a r t = numpy . asar ray ( cc ) . f l a t t e n ( ) . t o l i s t ( )
secondpart = [2∗numpy . random . random ( ) for x in
årange ( length−rank ) ]
return ( s e l f . _rowBasis∗math . p i ∗(numpy . matrix (
å f i r s t p a r t+secondpart ) .T) ) .T % (2∗math . p i )
def sasmaximize ( s e l f , s t a r t , d i sp=False ) :
"""
Finds a SAS which i s a ( l o c a l ) maximum po in t f o r
the volume , s t a r t i n g from the g iven po in t .
I t uses a Nelder−Mead Simplex a l gor i thm .
Parameters
−−−−−−−−−−
s t a r t : i n i t i a l guess . Should be a row matrix wi th
a po in t o f SAS.
d i sp : i f s e t to True , p r i n t convergence messages .
"""
rango = len ( s e l f ._d)
pre sa s = ( s e l f . _rowBasis∗∗−1 ∗ numpy . matrix ( s t a r t ) .
åT)
f i x = pre sa s [ : rango ] .T. t o l i s t ( ) [ 0 ]
po int = pre sa s [ rango : ] . T
func = lambda x : −volume ( ( s e l f . _rowBasis ∗(numpy .
åmatrix ( f i x+numpy . matrix ( x ) . t o l i s t ( ) [ 0 ] ) .T) ) .T.
å t o l i s t ( ) [ 0 ] )
opt imized = sc ipy . opt imize . fmin ( func , point , d i sp=
ådi sp )
return ( s e l f . _rowBasis ∗(numpy . matrix ( f i x+numpy .
åmatrix ( opt imized ) . t o l i s t ( ) [ 0 ] ) .T) ) .T
def sasminimize ( s e l f , s t a r t , d i sp=False ) :
"""
Finds a SAS which i s a ( l o c a l ) minimum po in t f o r
the volume , s t a r t i n g from the g iven po in t .
I t uses a Nelder−Mead Simplex a l gor i thm .
Parameters
−−−−−−−−−−
s t a r t : i n i t i a l guess . Should be a row matrix wi th
a po in t o f SAS.
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d i sp : i f s e t to True , p r i n t convergence messages .
"""
return − s e l f . sasmaximize(− s t a r t , d i sp=disp )
def sasrandmax ( s e l f , d i sp=False , a l l L e v e l s=True ) :
"""
Returns a random maximum po in t o f SAS.
I t i s e q u i v a l e n t to c a l l sasrand () and
sasmaximize ( ) .
Parameters
−−−−−−−−−−
a l l L e v e l s : i f True , the po in t can be in a l l l e v e l s
o f sas .
d i sp : i f s e t to True , p r i n t convergence messages .
"""
return s e l f . sasmaximize ( s e l f . sasrand ( a l l L e v e l s=
å a l l L e v e l s ) , d i sp=disp )
def sa sparamet r i z e ( s e l f ) :
"""
Finds a parametr i za t i on o f SAS.
Returns a l i s t o f row matr ices ; each o f them i s the
paramet r i za t i on o f a l e v e l o f SAS.
"""
l ength = len ( s e l f . _rowBasis )
rank = len ( s e l f ._d)
cc = numpy . mult ip ly ( s e l f ._c , 1 . / s e l f ._d)
f i r s t p a r t s = ca r t e s i a n ( [ numpy . l i n s p a c e ( cc [ i , 0 ] , cc [
å i , 0 ]+2 , s e l f ._d[ i , 0 ] , endpoint=False ) for i in
å range ( rank ) ] )
secondpart = [ z [ i ] for i in range ( length−rank ) ]
l i s t s = [ ]
for f i r s t p a r t in f i r s t p a r t s :
l i s t s . append ( ( s e l f . _rowBasis ∗(numpy . matrix (
å f i r s t p a r t . t o l i s t ( )+secondpart ) .T) ) .T) # p lu s
å % math . p i
return l i s t s
def thurstonTrueEquations ( s e l f ) :
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"""
Returns Thurston ’ s a l g e b r a i c equa t ions ( wi th
curva ture 1) .
The equa t i ons use the v a r i a b l e s z0 , \ dots , z {n−1},
where n i s the number o f t e t r ahed ra o f the
t r i an gu l a t i on , and z i i s a module o f the i−th
t e t rahedron .
"""
r e l = s e l f . getRe lat ionsE ( )
n te t ra = s e l f . getNumberOfTetrahedra ( )
equat ions = [ ]
for r in r e l :
equat ion = sympy . core . numbers .One ( )
for t in range ( n t e t ra ) :
equat ion = equat ion ∗ ( z [ t ]∗∗ r [ 3∗ t ] ∗
(1/(1− z [ t ] ) ) ∗∗ r [ 3∗ t+1] ∗
( ( z [ t ]−1)/z [ t ] ) ∗∗ r [ 3∗ t +2])
equat ions . append ( equat ion )
return equat ions
def thurstonEquat ions ( s e l f ) :
"""
Returns a system of equa t i ons t ha t i s a lmost
e q u i v a l e n t to Thurston ’ s a l g e b r a i c equa t i ons
( wi th curva ture 1) .
Each o f t h e s e equa t ions i s the product o f one o f
Thurston ’ s a l g e b r a i c equa t i ons by i t s common
denominator . Doing so , we ob ta in po lynomia l
e qua t i ons . These po lynomia l e qua t i ons have the
same s o l u t i o n s as o r i g i n a l equat ions , p l u s
p o s s i b i l y some i n v a l i d equat ion wi th some
coord ina te equa l to 0 or 1 .
The equa t i ons use the v a r i a b l e s z0 , \ dots , z {n−1},
where n i s the number o f t e t r ahed ra o f the
t r i an gu l a t i on , and z i i s a module o f the
i−th t e t rahedron .
"""
r e l = s e l f . ge tRe lat ionsE ( )
n te t ra = s e l f . getNumberOfTetrahedra ( )
equat ions = [ ]
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for r in r e l :
equat ion = sympy . core . numbers .One ( )
denom = sympy . core . numbers .One ( )
for t in range ( n t e t ra ) :
equat ion = equat ion ∗ ( z [ t ]∗∗ r [ 3∗ t ] ∗
(1/(1− z [ t ] ) ) ∗∗ r [ 3∗ t+1] ∗
( ( z [ t ]−1)/z [ t ] ) ∗∗ r [ 3∗ t +2])
denom = denom ∗ ((1−z [ t ] ) ∗∗max( r [3∗ t+1]−r [ 3∗ t
å+2] , 0)
∗ z [ t ]∗∗max( r [3∗ t+2]−r [ 3∗ t ] , 0) )
equat ions . append ( sympy . s imp l i f y ( ( equation −1)∗
ådenom ) )
return equat ions
def thu r s t onSo lu t i on s ( s e l f ) :
"""
Tries to s o l v e Thurston ’ s a l g e b r a i c equa t ions
( wi th curva ture 1) .
Works on ly i f the s o l u t i o n space i s 0−dimensiona l ;
o therwise , r a i s e a PolynomialError excep t i on .
"""
equat ions = s e l f . thurstonEquat ions ( )
n t e t ra = s e l f . getNumberOfTetrahedra ( )
s o l u t i o n s = [ ]
for s o l in sympy . solve_poly_system ( equat ions , ∗z [ :
ånte t ra ] ) :
i f not any ( [ x . i s_zero or (x−1) . i s_zero for x in
å s o l ] ) :
s o l u t i o n s . append ( s o l )
return s o l u t i o n s
def checkThurston ( s e l f , thur ) :
"""
This method he l p s in check ing whether the vec t o r
thur s a t i s f i e s g en e r a l i z e d Thurston ’ s a l g e b r a i c
equa t ions .
I t r e tu rns the product o f the e n t r i e s o f thur
around each edge .
Parameters
−−−−−−−−−−
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thur : a 3n−dimensiona l row vector , which
r ep r e s en t s a s o l u t i o n o f g en e r a l i z e d
Thurston ’ s equa t i ons .
"""
r e l = s e l f . getRe lat ionsE ( )
p rodo t t i = [ ]
for r in r e l :
p r odo t t i . append (numpy . prod ( [ thur [ i ]∗∗ r [ i ] for i
åin range ( l en ( r ) ) ] ) )
return prodo t t i
def thur s tonS igns ( s e l f , thur ) :
"""
This method he l p s in check ing whether a vec t o r
which s a t i s f i e s g en e r a l i z e d Thurston ’ s a l g e b r a i c
equa t ions s a t i s f i e s a l s o Thurston ’ s a l g e b r a i c
equa t ions .
I t r e tu rns the s i gn o f the product o f the e n t r i e s
o f thur around each edge .
I f thur i s a s o l u t i o n o f Thurston ’ s a l g e b r a i c
equa t ions wi th curva ture 1 , i t shou ld re turn a one
vec t o r .
Parameters
−−−−−−−−−−
thur : a 3n−dimensiona l row vector , which r ep r e s en t s
a s o l u t i o n o f g en e r a l i z e d Thurston ’ s
equa t ions .
"""
check = s e l f . checkThurston ( thur )
return numpy . s i gn (numpy . array ( check ) . r e a l )
def checkSAS ( s e l f , sas , t o l=1e−10) :
"""
Tests whether the g iven vec to r s a t i s f i e s SAS
r e l a t i o n s .
Parameters
−−−−−−−−−−
sas : a matrix in which each l i n e r ep r e s en t s an
ang l e v ec t o r .
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t o l : t o l e r anc e ; i . e . , a number i s t r e a t e d as zero
i f i t s a b s o l u t e va lue i s l e s s than t o l .
"""
re lmat = numpy . array ( s e l f . g e tRe l a t i on s ( ) )
n t e t ra = s e l f . getNumberOfTetrahedra ( )
nedges = s e l f . getNumberOfEdges ( )
c on t r o l = numpy . matrix ( [ [ 1 . ] ] ∗ nte t ra + [ [ 0 . ] ] ∗
ånedges )
zeromat = numpy . z e r o s ( ( 1 , n t e t ra+nedges ) )
r e s = [ ]
for l in sa s :
checked = ( ( re lmat ∗ l .T / math . p i − c on t r o l ) %
å2) .T
i f numpy . mult ip ly ( ( checked > t o l ) , ( checked < 2−
å t o l ) ) . any ( ) : # mu l t i p l y = and
return False
return True
def s a sp l o t 1 ( s e l f , num=50) :
"""
P lo t s a 2d graph o f SAS volume .
Works ∗ only ∗ i f SAS has dimension 1 .
Parameters
−−−−−−−−−−
num: the number o f po in t in each dimension .
"""
i f s e l f . sasdim ( ) != 1 :
raise ValueError , "The␣dimension ␣ o f ␣SAS␣must␣be␣
å1 . "
l ength = len ( s e l f . _rowBasis )
rank = len ( s e l f ._d)
cc = numpy . mult ip ly ( s e l f ._c , 1 . / s e l f ._d)
f i r s t p a r t = [ numpy . l i n s p a c e ( cc [ i , 0 ] , cc [ i , 0 ]+2 ,
å s e l f ._d[ i , 0 ] , endpoint=Fal se ) for i in range (
årank ) ]
l i n = numpy . l i n s p a c e ( 0 . , 2 . , num)
pp = ca r t e s i a n ( f i r s t p a r t )
vo l s = [ ]
for p in pp :
vo l = numpy . z e r o s (num)
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for i in range (num) :
ang le = math . p i ∗numpy . matrix (p . t o l i s t ( ) + [
å l i n [ i ] ] )
vo l [ i ] = volume ( ( s e l f . _rowBasis∗ ang le .T) .T.
å t o l i s t ( ) [ 0 ] )
vo l s . append ( vo l )
pylab . p l o t ( vo l )
pylab . show ( )
return l i n , v o l s
def s a sp l o t 2 ( s e l f , num=50) :
"""
P lo t s a 3d graph o f SAS volume .
Works ∗ only ∗ i f SAS has dimension 2 .
Parameters
−−−−−−−−−−
num: the number o f po in t in each dimension .
"""
i f s e l f . sasdim ( ) != 2 :
raise ValueError , "The␣dimension ␣ o f ␣SAS␣must␣be␣
å2 . "
l ength = len ( s e l f . _rowBasis )
rank = len ( s e l f ._d)
cc = numpy . mult ip ly ( s e l f ._c , 1 . / s e l f ._d)
f i r s t p a r t = [ numpy . l i n s p a c e ( cc [ i , 0 ] , cc [ i , 0 ]+2 ,
å s e l f ._d[ i , 0 ] , endpoint=Fal se ) for i in range (
årank ) ]
l i n = numpy . l i n s p a c e ( 0 . , 2 . , num)
l = [ l i n ] ∗ ( length−rank )
pp = ca r t e s i a n ( f i r s t p a r t )
mesh0 , mesh1 = pylab . meshgrid ( l [ 0 ] , l [ 1 ] )
vmeshes = [ ]
for p in pp :
vmesh = numpy . z e r o s ( ( l en (mesh0 ) , l en (mesh0 ) ) )
for i in range ( l en (mesh0 ) ) :
for j in range ( l en (mesh0 ) ) :
ang le = math . p i ∗numpy . matrix (p . t o l i s t ( ) + [
åmesh0 [ i , j ] , mesh1 [ i , j ] ] )
vmesh [ i , j ] = volume ( ( s e l f . _rowBasis∗ ang le .T) .
åT. t o l i s t ( ) [ 0 ] )
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vmeshes . append (vmesh )
f i g = pylab . f i g u r e ( )
ax = p3 . Axes3D( f i g )
ax . plot_wireframe (mesh0 , mesh1 , vmesh )
pylab . show ( )
return mesh0 , mesh1 , vmeshes
def s a s p l o t ( s e l f , num=50) :
"""
P lo t s a graph o f SAS volume .
Works ∗ only ∗ i f SAS has dimension 1 or 2 .
I f the dimension i s 1 , p l o t s a 2d graph ; i f the
dimension i s 2 , p l o t s a 3d graph .
Parameters
−−−−−−−−−−
num: the number o f po in t in each dimension .
"""
dim = s e l f . sasdim ( )
i f dim == 1 :
s e l f . s a sp l o t 1 (num=num)
e l i f dim == 2 :
s e l f . s a sp l o t 2 (num=num)
else :
raise ValueError , "The␣SAS␣dimension ␣must␣be␣1␣ or
å␣ 2 . "
######
# Generator f unc t i on s
def censusGenerator ( o r i g i n ) :
"""
Returns a genera tor which a l l ows to i t e r a t e over the
t r i a n g u l a t i o n s conta ined in ’ o r i g i n ’ .
Parameters
−−−−−−−−−−
o r i g i n : a s t r i n g wi th the address o f a f i l e r eadab l e
by Regina or a reg ina . NContainer o b j e c t .
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"""
i f i s i n s t a n c e ( o r i g i n , r eg ina . NContainer ) :
census = o r i g i n
e l i f i s i n s t a n c e ( o r i g i n , s t r ) :
census = reg ina . readFi leMagic ( o r i g i n )
else :
raise TypeError
packets = [ ]
packets . append ( census . g e tF i r s tTreeCh i ld ( ) )
while True :
i f l en ( packets ) == 0 :
raise S top I t e r a t i on
e l i f packets [−1] == None :
del packets [−1]
i f l en ( packets ) == 0 :
raise S top I t e r a t i on
packets [−1] = packets [ −1 ] . ge tNextTreeS ib l ing ( )
e l i f i s i n s t a n c e ( packets [−1] , r eg ina . NContainer ) :
packets . append ( packets [ −1 ] . g e tF i r s tTreeCh i ld ( ) )
e l i f i s i n s t a n c e ( packets [−1] , r eg ina . NTriangulat ion )
å :
y i e l d Tr iangu la t i on ( packets [−1])
packets [−1] = packets [ −1 ] . ge tNextTreeS ib l ing ( )
else :
packets [−1] = packets [ −1 ] . ge tNextTreeS ib l ing ( )
def t r i angu la t i onCensus ( ntetra , i d e a l =2, o r i e n t ab l e =1) :
"""
Returns a genera tor which a l l ows to i t e r a t e over a
census o f t r i a n g u l a t i o n s produced by Regina .
Parameters
−−−−−−−−−−
n t e t r a : the number o f t e t r ahed ra in the
t r i a n g u l a t i o n s .
f i n i t e : i f s e t to 0 , cons i de r s on ly i d e a l
t r i a n g u l a t i o n s . I f s e t to 1 , on ly f i n i t e
ones . I f s e t to 2 , both .
o r i e n t a b l e : i f s e t to 0 , cons i de r s on ly
non−o r i e n t a b l e t r i a n g u l a t i o n s . I f s e t
to 1 , on ly o r i e n t a b l e ones . I f s e t to 2 ,
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both .
"""
i f f i n i t e == 0 :
f i n i t e n e s s = reg ina . NBoolSet . sFa l s e
e l i f f i n i t e == 1 :
f i n i t e n e s s = reg ina . NBoolSet . sTrue
else :
f i n i t e n e s s = reg ina . NBoolSet . sBoth
i f o r i e n t ab l e == 0 :
o r i e n t a b i l i t y = reg ina . NBoolSet . sFa l s e
e l i f o r i e n t ab l e == 1 :
o r i e n t a b i l i t y = reg ina . NBoolSet . sTrue
else :
o r i e n t a b i l i t y = reg ina . NBoolSet . sBoth
conta ine r = reg ina . NContainer ( )
r eg ina . NCensus . formCensus ( conta iner , ntetra ,
å f i n i t e n e s s , o r i e n t a b i l i t y , r eg ina . NBoolSet .
åsFalse , 0 , 0)
return censusGenerator ( conta ine r )
def modinv (x , n) :
"""
Returns x^−1 mod n .
x and n shou ld be coprime i n t e g e r s .
"""
i f not i s i n s t a n c e (x , i n t ) or not i s i n s t a n c e (n , i n t ) :
raise TypeError , "Parameters ␣ should ␣be␣ i n t e g e r . "
a , b , c = sympy . modular . igcdex (x , n )
i f c != 1 :
raise ValueError , "%d␣and␣%d␣ are ␣not␣ coprime . " % (x
å , n )
return a % n
def l ensGenerator (p=None ) :
"""
Returns a genera tor which a l l ows to i t e r a t e over a
census o f l en s spaces .
Parameters
−−−−−−−−−−
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p : i f s e t to an in t ege r , i t e r a t e on ly on l en s
spaces o f type L(p , q ) . I f s e t to None , i t e r a t e
on a l l l e n s spaces .
"""
i f p == None :
i t e r on = i t e r t o o l s . count (2 )
else :
i t e r on = [ p ]
for p in i t e r on :
for q in range (1 , p) :
i f gcd (p , q ) != 1 or p−q < q :
continue
inv = modinv (q , p)
i f inv < q or p−inv < q :
continue
t r i ang = Tr iangu la t i on ( r eg ina . NLensSpace (p , q ) .
å cons t ruc t ( ) )
t r i ang . setPacketLabe l ( ’ Layered␣ l e n s ␣ space ␣L(%d,%d
å) ’ % (p , q ) )
y i e l d t r i ang
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