We show how to find mixing probabilities, or weights, for composite probability mass functions (pmfs) for k-variate discrete random variables with specified marginal pmfs and a specified, feasible population correlation structure. We characterize a joint pmf that is a composition, or mixture, of 2k-1 extremecorrelation joint pmfs and the joint pmf under independence. Our composition method is also valid for multivariate continuous random variables. We consider the cases where all of the marginal distributions are discrete uniform, negative exponential, or continuous uniform.
INTRODUCTION
We consider the problem of generating samples of a L-variate discrete random variable via composition when the marginal probability mass functions (pmfs) and a feasible population correlation structure are specified. We are interested in this problem mainly because we want to be able to generate coefficients for synthetic optirnization problems in which the dependence between each pair of coefficient types is controlled.
Many computational evaluations of solution procedures are conducted exclusively on synthetic optimization problerns whose coefficients are generated independently. Results from other computational studies indicate that the statistical properties of the coefficients i n synthetic optimization problems, e.g., the marginal distribution families and the population correlation structure, can affect the performance of solution methods (Loulou and Michaelides, 1979; Toth 1979, 1988; Balas and Martin, 1980; Balas and Zemel, 1980; Potts and Van Wassenhove, 1988; John, 1989; Moore, 1989; Reilly, 1991; Pollock, 1992; Rushmeier and Nemhauser, 1993; Moore and Reilly, 1993 Our primary goal is to show how synthetic optimization problems with a prescribed population correlation structure among the coefficient types can be generated via composition. But, our work is not relevant to only one application. Our composition approach can be used for continuous random variables also, making this approach useful for many simulation applications. For example, the generation of values of multivariate continuous random variables can be crucial to realistic simulation models of manufacturing systems.
In this paper, we extend recent work on bivariate composite pmfs to the multivariate case. We pay particular attention to the case where all of the marginal pmfs are uniform because the discrete uniform distribution is very often used to represent the marginal distributions of coefficient values in synthetic optimization problems. We point out that our composition approach is valid for multivariate continuous random variables. We also consider the cases where all of the marginal distributions are negative exponential or continuous uniform because these cases may be important for simulations of tandem queueing systems and manufacturing systems.
BACKGROUND
In this section, we review the concepts of conventional mixtures, extreme mixtures, and parametric mixtures for bivariate discrete random variables (Yl , Y2 
Conventional Mixtures for ( Y l , Y 2 )
We can generate values of (Yl,Y2) with population correlation po such that p-5 po 5 p+ by mixing values of (Y1 , Yz) generated under independence and values of (Y1 , Yz) generated with extreme correlation.
The pmf for (Y1, Y2) upon which such a generation method is based is if po < 0, and if po 2 0. We refer to pmfs (1) and (2) as conventional mixtures .
Devroye (1986) defines a family of distributions for a bivariate random variable to be comprehensive if the family includes fl(yl)f2(y2), gl(y1, yz), and g2(y1 , 92). So conventional mixtures constitute a comprehensive family for (Y1, YZ).
Conventional mixtures are easy to use. There is a unique pmf (1) or (2) for every feasible value of p.
As a result, when a conventional mixture is used to represent the distribution of (Yl,Y2) with po = 0, YI and Yz are independent. Conventional mixtures are useful for bivariate continuous random variables too.
Extreme Mixtures for ( Y 1 , Y 2 )
Reilly (1994) describes how samples of (Y1 , Yz) can be generated by mixing values of (Y1, Y2) generated based on g1(yl,y2) and values of (Y1,Yz) generated based on g2(y1,y2). Let p-5 po 5 pt. In this case,
We refer to pmfs (3), which were first suggested by Frichet (1951) , as extreme mixtures. Like conventional mixtures, extreme mixtures are quite easy to use. There is a unique extreme mixture for every feasible value of p. However, it is impossible to use an extreme mixture to generate values of (Y1, Y2) with Y1 and Y2 independent, so extreme mixtures do not form a comprehensive family for (Y1 , Yz).
Extreme mixtures are also useful for bivariate continuous random variables.
Parametric Mixtures for ( Y 1 , Y a )
Let 8 be the smallest joint probability associated with any (y1,yz) E SI x Sa, and assume that .fi(yi) > 0, Vyi E Si, i = 1,2. Peterson and Reilly (1993) show that a piecewise linear curve that plots the maximal value of 8 versus p can be constructed from the solution to a parametric linear program. They go on to show that, if max{n1,n2) 2 3, this curve outlines a parametric envelope that contains all points that correspond to feasible combinations of p and 8.
Let 8 
Multivariate Variate Generation
One way to generate values of a multivariate random
with a specified population correlation structure is to generate a value for Yl based on its marginal pmf or probability density function (pdf), fl(yl), then generate a value for Y2 based on the conditional pmf or pdf f211(y21y1) associated with plz = Corr(Yl,Y2) = py2, and so on. Although certainly effective, this approach can be time consuming and tedious. Furthermore, a fully specified joint pmf or pdf is required to begin.
A method for generating values of multivariate normal random variables with a specified population correlation structure is well known. Johnson, Wang, and 1 , j Ramberg (1984) and Devroye (1986) According to Whitt (1976) , the maximum and min- Se. = 1 -I s: , -SfjI.
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In other words, if 6fi = 6fj, then Sfj = 1; otherwise, Se. I 0. 
t= 0
In most cases, there is an infinite number of solutions t o (6)-(8). Hence, we could use an appropriate criterion as an objective function, along with (6)- (8), to select a composite pmf (5) with desired characteristics. An interesting question is what criterion should be used to select a pmf for a given application.
Let F F 1 ( u ) be theinversecdfforx, i = 1 , 2 , . . . , k . Otherwise, set e = 1, A = XO + Al.
If u1 > A , go to
Step 4. Otherwise, go to Step 5.
4. e t e + 1 , A t A + A l . GO to Step 3.
Generate y with u2 based on gt(y).
(a) Y1 + q -l ( u 2 ) .
(b) For yi, i = 2 , 3 , . . . , k,
6. Return y .
SPECIAL CASES
In this section, we consider the special cases where Y is either a bivariate or a trivariate random variable.
5.1
Suppose we wish to find a pmf (5) with p = po such that X O is minimized, i.e., the frequency of independent sampling is minimized. We can show that and X2 = 0 if po < 0. Hence, the desired pmf is a conventional mixture (1) or (2).
5.2
Suppose that we seek a pmf (5) with a specified population correlation structure such that XO = 0, or there is no independent sampling. Let p i j = (p; + p;)/2, Vi < j . Then the unique solution to (6)- (8) Suppose that X: = 2. Peterson and Reilly (1993) show that pmfs (9) give the user control over the smallest joint probability, 8, in parametric mixtures (4). If yo = 7*, then the pmf (9) is a conventional mixture (I) or (2). The next example illustrates how the value of yo affects the nature of the pmf for Example 3. Let VI -U { 1 , 2 , 3 , 4 , 5 } and Yz be a binomial random variable with 3 independent trials and success probability 0.4. Suppose that the desired value of p = 0.6 and XI , = 0. Then, X1 = 0.1715 and Xz = 0.82S5. The pmf shown in Figure 1 is the mixture (5), and the pmf shown in Figure 2 is the mixture (9) with yo = y* = 0.3431, y1 = 0, y2 = 0.6569. We see in Figure 1 
EXTENSIONS
In this section, we describe the limitations of our composition approach for t 2 4. We also show how to use composition for continuous multivariate random variables.
6.1
It would be convenient if we could use mixing probabilities of the form General case: k 2 4 C = 1 , 2 , . . . ,2k-1 , to construct composite pmfs for general multivariate discrete random variables. However, there is no guarantee that mixing probabilities of this form will be nonnegative. For example, suppose that k = 4 and that Y, -U { l , 2 , . . . , n } , i = 1 , 2 , 3 , 4 . Also suppose that the desired population correlation structure is that shown for gl (y) in Table 2 . It should be that X I = 1 and the remaining mixing probabilities are all 0. But, if we assume that A 0 = 0, then we find that our formula yields XI = 0.875, Xz, X3, As, & = 0.125, and
The next exarnple illustrates that the general formula (IO) for the mixing probabilities can work in some cases.
Let
where Y;, i = 1 , 2 , 3 , 4 , is a discrete uniform random variable.
Suppose that the desired correlation matrix is Xq, As, X7 = -0.125. Then, if Xo = 0, the mixing probabilities for the extreme-correlation pmfs depicted in Table 1 We can generate values of Y with the population correlation structure given by R2 using a joint pmf (9) with any 7 0 such that 0 < yo 5 y* = 9/16. The mixing probabilities in this case are ye = A t -y0/8, e = 1 , 2 , . . . , 8 . 0 In a case where the mixing probabilities (10) computed are invalid, we can resort to trying to find a solution to (6)- (8) with an appropriate criterion to guide our selection of a composite joint pmf. We are also investigating procedures for adjusting the invalid mixing probabilities so that they become nonnegative.
Mixtures for continuous random variables 7

X2i
Let X = (XI, Xz, . . . , X,) be a continuous random variable, and let Fi(zi), i = 1 , 2 , . . . , k , be the cdf of
We assume that Var(X,) < 00, i = 1 , 2 , . . . ,IC.
Then, if we refer to pdfs rather than pmfs, the mixtures (5) or (9) and the generation procedure KVAR can be used to generate values of X.
Many opportunities to use the composite pdfs (5) and (9) will arise in sirnulations of manufacturing syst e m . Two of t,he iinportant distributions in these simulations may be the negative exponential and the continuous uniform.
Suppose that Xi , i = 1 , 2 , . . . , k , is a negative exponential random variable with arbitrary expectation.
Then, pf = 1 and pij = 1 -n2/6 = -0.6449, Vi < j (Page, 1965) . There is little setup required to use the composite pdfs (5) and (9) because the extreme correlation values are independent of the parameters of the marginal distributions of the Xi, i = 1 , 2 , . . . ,IC.
Example 5 . Let XI and X2 be negative exponential randorn variables with identical mean 1. Suppose that p = 0.4. Figure 3 shows a plot of 1000 points generated with the composite pdf ( 5 ) with A 0 = 0, A 1 = 0.365, and A 2 = 0.635. Figure 4 shows a plot of 1000 points generated with the pdf (9) with yo = y* = 0.6, 71 = 0, 72 = 0.4. Along the lines of our observation about Example 3, we see in Figure 4 that many more of the possible values of ( X I , X 2 ) are generated when yo = y* than when yo = 0. 0 Example 6 . Let X = (XI, X2, Xs) be a trivariate randorn variable where each of the X i , i = 1 , 2 , 3 , is a negative exponent,ial randorn variable. Suppose that t h e desirecl population correlat.ion structure is given Consider an optimization problem with k -1 constraints. Suppose that Ai, i = 1,2,. . . , k -1, is the random variable that represents the values of the coefficients in the ith constraint and that C is the random variable that represents the values of the objective function coefficients. We can generate coefficients with a specified population correlat,ion structure for synthetic optimization problems if we use our composition approach as the basis for generating values Although the motivating application for us is the generation of synthetic optimization problems, the composite pmfs a n d pdfs that we present can be useful in many practical simulation models of, for example, manufacturing systems.
More research is needed to find mixing probabilities for composite prnfs and pdfs for general multivariate random varialiles. of (AljA21.. . l A k -1 , c).
