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Königova lema in Kleenejevo drevo
Povzetek
V delu predstavimo neskon£na dvoji²ka drevesa in neskon£ne poti v drevesih. De-
niramo Cantorjev prostor kot produkt ²tevno neskon£no kopij diskretnega prostora
2 = {0, 1}. Na kratko predstavimo Turingove stroje in izra£unljivo analizo, v ka-
teri vsako ra£unanje opravimo z mehansko napravo (v na²em primeru s pomo£jo
Turingovih strojev). Spoznamo, da je ²ibka Königova lema na dvoji²kih drevesih,
v navadni matematiki kot tudi v izra£unljivi, zelo mo£no orodje. Konstruiramo ta-
k²no izra£unljivo neskon£no dvoji²ko drevo, ki nima izra£unljive neskon£ne poti, to
je Kleenejevo drevo. S pomo£jo Kleenejevega drevesa dokaºemo ²e, da izra£unljiv
Cantorjev prostor in izra£unljiv interval nista izra£unljivo kompaktna.
König's lemma and Kleene tree
Abstract
In this work, we present innite binary trees and innite paths in them. We de-
ne the Cantor space as a product of countably many copies of the discrete space
2 = {0, 1}. We briey introduce Turing machines and computability, where each
calculation is done with a mechanical device (in our case, with the help of Turing
machines). We notice that the weak König's lemma on binary trees is a very power-
ful tool in ordinary mathematics as well as in computability theory. We construct
an innite computable tree that does not have an innite computable path, that is
Kleene tree. Using Kleene tree, we also prove that the computable Cantor space
and the computable interval are not compact in a computable way.
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1. Uvod
Teorija izra£unljivosti je nastala v tridesetih letih dvajsetega stoletja. Ta veja
matematike se predvsem ukvarja z vpra²anjem, katere funkcije na naravnih ²tevilih
so izra£unljive. V veliko pomo£ pri tem so Turingovi stroji, ki jih bomo v tem
delu na kratko predstavili. Turingov stroj je bil eden prvih teoreti£nih modelov za
ra£unalnike, ki ga je izumil Alan Turing leta 1936 [4]. Ta model je zelo privla£en, ker
je kljub svoji enostavnosti zmoºen simulirati vsak ra£unalni²ki program, ne glede na
to, kako zapleten je. Tako se pojavi vpra²anje, ali vsa matemati£na pravila, izreki,
leme, itd. veljajo tudi v izra£unljivi veji matematike, kjer vse funkcije ra£unamo s
pomo£jo mehanskih naprav. Ker je vpra²anje zelo obseºno, se bomo v tem delu
omejili predvsem na resni£nost Königove leme na dvoji²kih drevesih v izra£unljivem
svetu. Videli bomo, da je Königova lema mo£no sredstvo v matematiki, saj iz nje
sledi veliko izrekov pomembnih za matemati£no prakso.
Skozi celotno delo bomo uporabljali dvoji²ka zaporedja, tj. zaporedja elementov 0
in 1. Najprej si bomo na kratko pogledali dvoji²ka drevesa. Nato bomo s pomo£jo
diskretnega prostora 2 = {0, 1} spoznali malo druga£no denicijo Cantorjevega pro-
stora kot smo obi£ajno vajeni in opozorili na povezanost med kompaktnostjo Can-
torjevega prostora in Königovo lemo. V £etrtem poglavju bomo ²li v izra£unljivo
vejo matematike, kjer bomo spoznali Turingove stroje, delne funkcije in izra£unljive
funkcije. Turingove stroje bomo vzeli kot osnovo za ra£unanje funkcij in dreves. Za
konec bomo dokazali, da je izjava Königove leme v izra£unljivem svetu neresni£na.
To bomo naredili s pomo£jo izra£unljivega neskon£nega drevesa, ki nima izra£un-
ljive neskon£ne poti, to je Kleenejevo drevo. Posledi£no bomo videli, da izra£unljiv
Cantorjev prostor in izra£unljiv interval [0, 1] nista izra£unljivo kompaktna. Kot
glavni vir nam sluºi [1].
2. Dvoji²ka drevesa
V tem razdelku deniramo neskon£na dvoji²ka drevesa, katera bomo tekom di-
plomskega dela stalno uporabljali pri dokazovanju in podajanju protiprimerov.
Drevesa deniramo nad diskretnim prostorom 2 = {0, 1}, v katerem lahko delamo
zaporedja elementov 0 in 1. Naj bo
2∗ = {a1a2 . . . an | n ≥ 0, ai ∈ 2}
mnoºica vseh kon£nih dvoji²kih zaporedij in
2ω = {α1α2 . . . | αi ∈ 2}
mnoºica vseh neskon£nih dvoji²kih zaporedij. Kon£na zaporedja ozna£ujemo s £r-
kami a, b, c, . . ., medtem ko neskon£na zaporedja ozna£ujemo s £rkami α, β, γ, . . .
Prazno zaporedje ozna£imo z ε. Naj bo zaporedje a = a1a2 . . . an kon£no, potem je
|a| = n dolºina zaporedja a.
Denicija 2.1. Kon£no zaporedje a je predpona zaporedja b, pi²emo a ⊑ b, £e velja
|a| ≤ |b| in ai = bi za vse i ≤ |a|.
Denicija 2.2. Dvoji²ko drevo je neprazna podmnoºica 2∗, ki je zaprta za predpone.
Pravimo, da je podmnoºica T ⊆ 2∗ zaprta za predpone, £e velja
b ∈ T ∧ a ⊑ b =⇒ a ∈ T.
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Dvoji²ko drevo je v ra£unalni²tvu podatkovna struktura, v kateri ima vsako voz-
li²£e levega in desnega sina, ki sta spet drevesi. Vozli²£e, ki nima prednikov, imenu-
jemo koren drevesa in nanj lahko gledamo kot za£etek drevesa. Vozli²£e, katerega
sinova sta prazni drevesi, imenujemo list. Listi drevesa so maksimalni elementi v
ureditvi ⊑. Dvoji²ko drevo je lahko kon£no ali neskon£no. Drevo je neskon£no, £e
vsebuje neskon£no mnogo vozli²£.
ε
0
00
000
...
...
001
...
...
01
010
...
...
011
...
...
1
10
100
...
...
101
...
...
11
110
...
...
111
...
...
Slika 1. Polno neskon£no dvoji²ko drevo.
Mnoºico 2∗ si lahko predstavljamo kot polno neskon£no dvoji²ko drevo, prikazano
na sliki 1, kjer vsako kon£no zaporedje ustreza nekemu vozli²£u v drevesu. Naj bo
α = α1α2 . . . neskon£no zaporedje, potem je zaporedje α1α2 . . . αn n-ta predpona
zaporedja α. Kon£no zaporedje je vedno predpona nekega neskon£nega zaporedja.
Denicija 2.3. Pravo dvoji²ko drevo je dvoji²ko drevo, v katerem ima vsako vozli-
²£e, ki ni list, natanko dva sinova.
Denicija 2.4. Naj bo T dvoji²ko drevo. Pravo dvoji²ko drevo, prirejeno drevesu T ,
je drevo T̂ , dolo£eno s pogojem
T̂ = {a1a2 . . . an | n = 0 ∨ a1a2 . . . an−1 ∈ T}.
Vsako dvoji²ko drevo T ima natanko dolo£eno prirejeno pravo dvoji²ko drevo T̂ .
To je o£itno res, saj smo tako denirali pravo dvoji²ko drevo T̂ . Dobro se je zavedati
tudi, da drevo T̂ nikoli ni prazno in nikoli ne pridela dodatne neskon£ne veje v
drevesu.
Denicija 2.5. Pot v drevesu je drevo z istim korenom, v katerem ima vsako
vozli²£e najve£ enega sina.
Ponavadi ne lo£ujemo med kon£nim zaporedjem in ustreznim vozli²£em v drevesu
ali pa potjo do tega vozli²£a, saj je pot do vozli²£a enoli£no dolo£ena z zaporedjem
ni£el in enic.
Primer 2.6. Naj bo
T = {ε, 0, 1, 00, 10, 11, 000, 110, 111}
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ε
0
00
000
1
10 11
110 111
Slika 2. Drevo T = {ε, 0, 1, 00, 10, 11, 000, 110, 111}.
dvoji²ko drevo na sliki 2. Na sliki se lepo vidi, da so dvoji²ka drevesa res zaprta
za predpone; £e drevo vsebuje vozli²£e 110, potem mora vsebovati tudi vse njegove
predpone.
Listi drevesa T oz. maksimalni elementi ureditve ⊑ so vozli²£a 10, 000, 110 in 111.
Mnoºica A = {ε, 1, 11, 110} je pot do vozli²£a 110. Ker drevo T vsebuje le kon£no
mnogo vozli²£, je drevo kon£no. ♦
3. Cantorjev prostor in Königova lema
V tem razdelku deniramo Cantorjev prostor, spoznamo Königovo lemo na dvoji-
²kih drevesih in opozorimo na povezanost med kompaktnostjo Cantorjevega prostora
in Königovo lemo.
Cantorjev prostor deniramo kot produkt ²tevno neskon£no kopij diskretnega pro-
stora 2, torej 2ω ali 2N, s produktno topologijo. Elementi Cantorjevega prostora so
neskon£na zaporedja elementov 0 in 1.
Par (2ω, d), kjer je d : 2ω × 2ω → R metrika, podana na naslednji na£in:
d(α, β) =
{
0 α = β
2−k kjer je αi = βi za ∀i < k in αk ̸= βk
,
je metri£ni prostor. Razdalja d(α, β) = 2−k pomeni, da se zaporedji α in β pri£-
neta razlikovati na k-tem £lenu zaporedja. Preverimo, da preslikava d res zadostuje
pogojem metrike.
Trditev 3.1. Zgoraj denirana preslikava d je metrika na Cantorjevem prostoru.
Dokaz. Naj bodo α, β, γ ∈ 2ω. Preslikava d je metrika, £e zadostuje naslednjim
²tirim lastnostim:
(1) d(α, β) ≥ 0,
(2) d(α, β) = 0 ⇔ α = β,
(3) d(α, β) = d(β, α),
(4) d(α, γ) ≤ d(α, β) + d(β, γ).
To£kama (1) in (2) preslikava d o£itno zadostuje. Prav tako zadostuje to£ki (3)
zaradi simetrije v deniciji. Preverili bomo le trikotni²ko neenakost (4). Pri tej
to£ki velja celo ve£:
d(α, γ) ≤ max(d(α, β), d(β, γ)) ≤ d(α, β) + d(β, γ).
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Desna neenakost
max(d(α, β), d(β, γ)) ≤ d(α, β) + d(β, γ)
zagotovo velja, saj je maksimum dveh nenegativnih vrednosti kve£jemu enak njuni
vsoti.
Preverimo ²e levo neenakost
d(α, γ) ≤ max(d(α, β), d(β, γ)).
e sta vsaj dva od treh elementov enaka, neenakost velja. Predpostavimo, da
so α, β in γ vsi med seboj razli£ni. Spomnimo se, da so elementi mnoºice 2ω ne-
skon£na dvoji²ka zaporedja. Naj bo d(α, β) = 2−k in d(β, γ) = 2−l, kjer sta k, l ∈ N.
To pomeni, da se zaporedji α in β razlikujeta na k-tem mestu, zaporedji β in γ pa
na l-tem mestu. Velja
max(d(α, β), d(β, γ)) = max(2−k, 2−l).
Brez ²kode za splo²nost lahko predpostavimo, da je k < l (v drugih dveh primerih
je dokaz podoben). Potem je
d(α, γ) ≤ max(2−k, 2−l) = 2−k,
kar pomeni, da se zaporedji α in γ razlikujeta na k-tem ali kasnej²em £lenu zaporedja.
Preverimo ²e vrednost d(α, γ). Ker se zaporedji β in γ pri£neta razlikovati na l-tem
£lenu in je k < l, velja βk = γk. Vemo, da je d(α, β) = 2−k, sledi
αk ̸= βk = γk,
zato je d(α, γ) = 2−k, kar se s slike 3 o£itno vidi. 
d : 2−1 2−2 2−3 . . . 2−k+1 2−k . . . 2−l+1 2−l . . .
α = α1 α2 α3 . . . αk−1 αk . . . αl−1 αl . . .
= = = = = ̸=
β = β1 β2 β3 . . . βk−1 βk . . . βl−1 βl . . .
= = = = = = = = ̸=
γ = γ1 γ2 γ3 . . . γk−1 γk . . . γl−1 γl . . .
Slika 3. Zaporedja α, β in γ.
Trditev 3.2. Topologija, porojena z metriko d, je enaka produktni topologiji na 2ω.
Dokaz. Najprej si poglejmo, kaj sta podbaza in baza produktne topologije na 2ω.
Produktna topologija na 2ω je dana s podbazo
{pr−1i (U) | i ∈ N, U ⊆ P(2), U odprta v 2},
kjer je pri projekcija 2
ω na i-to komponento, torej pri(x1, x2, . . . , xi, . . .) = xi. Bazo,
generirano s podbazo produktne topologije na produktu 2ω, sestavljajo odprte pod-
mnoºice oblike
∞∏
i=1
Ui ⊆
∞∏
i=1
2 = 2ω,
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pri katerih je Ui odprta podmnoºica prostora 2, in je ob tem Ui = 2 za vse i z izjemo
kon£no mnogih. e je Ui = 2 za i ∈ N− {i1, . . . , in}, potem je
∞∏
i=1
Ui = pr
−1
i1
(Ui1) ∩ · · · ∩ pr−1in (Uin).
To pomeni, da bazi£ne mnoºice produktne topologije vsebujejo tak²na zaporedja, ki
imajo na kon£no mnogo mestih zaksirano ni£lo oz. enico. V podbazi£nih mnoºicah
pa so tak²na zaporedja, ki imajo le na enem mestu zaksirano ni£lo oz. enico.
Dokazati moramo, da je vsaka odprta kroglica v metriki odprta tudi v produk-
tni topologiji. Poglejmo si, kaj je odprta kroglica v metriki d. Naj bo γ ∈ 2ω
poljubno neskon£no zaporedje. Vzemimo mnoºico vseh zaporedij α, ki so na razda-
lji d(γ, α) < 2−k. Ekvivalentno je, £e vzamemo mnoºico
Ba = {α ∈ 2ω | a ⊑ α},
in je a = γ1, γ2, . . . , γk kon£no zaporedje. Preverimo, da sta ti dve mnoºici res
enaki. Mnoºica Bγ1,γ2,...,γk vsebuje vsa zaporedja α ∈ 2ω, ki imajo γ1, γ2, . . . , γk
za predpono. To so natanko vsa neskon£na zaporedja, ki se od zaporedja γ ne
razlikujejo do vklju£no k-tega £lena. To so torej vsa zaporedja α ∈ 2ω, ki zadostujejo
pogoju d(γ, α) < 2−k.
Opazimo tudi, da so vsa zaporedja mnoºice Ba tak²na, da imajo na kon£no mnogo
mestih zaksirano ni£lo oz. enico. Zato je Ba bazi£na mnoºica v produktni topolo-
giji 2ω in zato tudi odprta mnoºica v produktni topologiji. Da je {Ba}a∈2∗ tudi baza
za topologijo 2ω, dokaºemo v trditvi 3.4.
Za dokaz v obratno smer vzamemo odprto mnoºico v produktni topologiji in
pokaºemo, da je unija odprtih kroglic metrike d. Vzeti ni potrebno poljubne odprte
mnoºice v produktni topologiji, zadostuje vzeti bazi£ne mnoºice. V resnici je zadosti
vzeti podbazi£ne mnoºice. Podbazi£ne mnoºice vsebujejo zaporedja, ki imajo samo
na enem mestu zaksirano ni£lo oz. enico. Kako bi tak²ne mnoºice zapisali kot
unijo odprtih kroglic metrike d? Oziroma, kako bi tak²ne mnoºice zapisali kot unijo
mnoºic Ba? Brez ²kode za splo²nost vzemimo mnoºico
Zk = {α ∈ 2ω | αk = 1}.
Mnoºica Zk vsebuje vsa neskon£na dvoji²ka zaporedja, ki imajo na k-tem mestu
enico, torej je to podbazi£na mnoºica v produktni topologiji 2ω. S pomo£jo mno-
ºic Ba lahko zapi²emo
Zk =
⋃
a∈A
Ba,
kjer je A mnoºica vseh moºnih zaporedij dolºine k, ki imajo na k-tem mestu enico.
S tem smo dokazali, da je vsaka podbazi£na odprta mnoºica v produktni topologiji
odprta v metriki d, in obratno, da je vsaka odprta kroglica v metriki d odprta v
produktni topologiji na 2ω. Torej sta topologiji enaki. 
Znano je, da je Cantorjev prostor kompakten. Kompaktnost lahko dokaºemo z
uporabo izklju£ene tretje moºnosti (oz. z dokazom s protislovjem). Lahko pa jo do-
kaºemo tudi s pomo£jo dvoji²kih dreves. Izkaºe se, da je kompaktnost Cantorjevega
prostora ekvivalentna izjavi ²ibke Königove leme.
Lema 3.3 (ibka Königova lema). Vsako neskon£no dvoji²ko drevo premore ne-
skon£no pot.
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Dokaz. Königovo lemo bomo dokazali s pomo£jo indukcije. Naj bo T neskon£no
dvoji²ko drevo in naj bo a ∈ T vozli²£e. Deniramo mnoºico
Ta = {b ∈ T | a ⊑ b}.
Mnoºica Ta predstavlja poddrevo drevesa T s korenom v vozli²£u a, ki vsebuje vsa
vozli²£a b ∈ T , katerih a je predpona. S pomo£jo indukcije konstruiramo neskon£no
zaporedje α = α1α2α3 . . . tako, da je za vsak n ∈ N mnoºica Tα1...αn neskon£na.
Za n = 0 dobimo celotno dvoji²ko drevo Tε = T , ki je po predpostavki neskon£no.
Indukcijski korak: recimo, da je Tα1...αn neskon£no. Ker je Tα1...αn sestavljen iz
levega in desnega poddrevesa, mora biti vsaj eno od njiju neskon£no. Deniramo
αn+1 =
{
0 £e je Tα1...αn0 neskon£no
1 sicer
.
Na ta na£in zagotovimo, da je drevo Tα1...αnαn+1 neskon£no. Korak ponavljamo in
dobimo neskon£no mnoºico predpon zaporedja α1α2α3 . . ., ki je obenem neskon£na
pot v drevesu T . 
Ker bomo delali z izra£unljivostjo, bomo uporabili ekvivalentnost s Königovo lemo,
saj je laºje delati z dvoji²kimi zaporedji kot pa s splo²nimi odprtimi pokritji.
Trditev 3.4. Iz ²ibke Königove leme sledi kompaktnost Cantorjevega prostora.
Dokaz. Za a ∈ 2∗ vzemimo mnoºico
Ba = {α ∈ 2ω | a ⊑ α}.
Pokaºimo, da je Ba odprta in zaprta. Mnoºica Ba je odprta, £e je okolica vsake
svoje to£ke. To pomeni, da za vsako neskon£no zaporedje β ∈ Ba obstaja δ > 0, da
velja
K(β, δ) = {α ∈ 2ω | d(β, α) < δ} ⊆ Ba.
To je res, saj je
K
(
β, 2−|a|
)
= Ba.
Z drugimi besedami: v Cantorjevem prostoru je vsaka to£ka krogle tudi sredi²£e
krogle. Zaprtost Ba pokaºemo z odprtostjo komplementa 2ω \Ba. Mnoºico 2ω \Ba
lahko zapi²emo kot
2ω \Ba =
⋃
d∈D
Bd,
kjer je D = {d ∈ 2∗ | |d| = |a|∧d ̸= a}. Ker je unija odprtih mnoºic odprta mnoºica,
je 2ω \Ba odprta mnoºica.
Druºina {Ba}a∈2∗ je baza za topologijo 2ω. O£itno je
⋃
a∈2∗ Ba = 2
ω. Naj bo-
sta x, y ∈ 2∗ poljubni zaporedji. Presek mnoºic Bx in By je bodisi prazen bodisi
enak Bz, kjer je zaporedje z enako zaporedju x ali y.
Naj bo {Vi}i∈I odprto pokritje 2ω. Preverimo, da je mnoºica
T = {ε} ∪ {a ∈ 2∗ | ∀i ∈ I Ba ̸⊆ Vi}
drevo. Preveriti moramo, da je mnoºica T zaprta za predpone. Iz denicije Ba
sledi, da je a ⊑ b natanko tedaj, ko je Bb ⊆ Ba. e je b ∈ T in je a ⊑ b, je potem
tudi a ∈ T , saj je Bb ̸⊆ Vi torej tudi Ba ̸⊆ Vi za vsak i ∈ I.
Pokaºimo, da drevo T nima neskon£ne poti. Vzemimo poljuben α ∈ 2ω. Ker
je {Vi}i∈I pokritje 2ω, obstaja tak i ∈ I, da je α ∈ Vi. Ker druºina {Ba}a∈2∗ tvori
bazo, obstaja n ∈ N, da je
α ∈ Bα1,...,αn ⊆ Vi,
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torej α ni neskon£na pot v T . Zaradi Königove leme 3.3 je T kon£no dvoji²ko
drevo, saj ne vsebuje neskon£ne poti. Zato obstaja tak m ∈ N, da velja |a| < m
za vsak a ∈ T . Za vsak b ∈ 2∗ dolºine m obstaja ib ∈ I, da je Bb ⊆ Vib . Druºina
{Vib | b ∈ 2∗ ∧ |b| = m} je kon£na in pokrije 2ω:
2ω =
⋃
|b|=m
Bb ⊆
⋃
|b|=m
Vib .

Velja tudi obratno, da iz kompaktnosti Cantorjevega prostora sledi ²ibka Königova
lema, vendar v nadaljevanju tega ne bomo potrebovali, zato v drugo smer ne bomo
dokazovali.
Opomba 3.5. Ni£ nismo povedali o tem, kak²ne aksiome smo uporabili. Obi£ajno
tu ni teºav, saj ve£ina matematikov vzame kar eno od standardnih aksiomatizacij
teorije mnoºic, kot na primer Zermelo-Fraenkelova teorija mnoºic. ibko Königovo
lemo in kompaktnost Cantorjevega prostora je oboje moºno dokazati v Zermelo-
Fraenkelovi teoriji mnoºic. Zato moramo biti malo bolj natan£ni o tem, kaj pomeni,
da sta ti dve izjavi enakovredni v svoji mo£i, saj bi si druga£e lahko razlagali, da je
to zato, ker sta enostavno obe izjavi resni£ni.
V resnici je moºno ta dokaz narediti v sistemu, ki ne vsebuje aksioma izbire. Op-
timalni sistem za dokaz ekvivalentnosti ²ibke Königove leme in kompaktnosti Can-
torjevega prostora je RCA0. To je podsistem Peanove aritmetike, ki je veliko ²ibkej²i
od standardnih sistemov. Ta sistem je predvsem zanimiv za vzvratno matematiko.
V nasprotju z obi£ajno matemati£no prakso pridobivanja izrekov iz aksiomov, se
vzvratna matematika ukvarja z dolo£anjem aksiomov, ki so potrebni za dokazovanje
znanih matemati£nih izrekov. Za to vzvratna matematika potrebuje ²ibkej²i sistem,
kot smo ga obi£ajno vajeni. Ponavadi se uporablja podsisteme aritmetike drugega
reda. Obstaja pet naravnih podsistemov aritmetike drugega reda, v katere lahko
razporedimo ve£ino znanih izrekov v matematiki. Naj²ibkej²i med njimi je RCA0,
v katerem je moºno dokazati ekvivalentnost med ²ibko Königovo lemo in kompak-
tnostjo Cantorjevega prostora. Sistem je dovolj mo£en, da lahko v njem dokaºemo,
da iz Königove leme sledi veliko znanih izrekov, pomembnih za matemati£no prakso
([3] str. 37-38):
(1) Vsako odprto pokritje zaprtega intervala [0, 1] ima kon£no podpokritje.
(2) Vsako odprto pokritje kompaktnega metri£nega prostora ima kon£no podpo-
kritje.
(3) Vsaka realna zvezna funkcija na intervalu [0, 1] ali na poljubnem kompaktnem
metri£nem prostoru je omejena.
(4) Vsaka realna zvezna funkcija na intervalu [0, 1] ali na poljubnem kompaktnem
metri£nem prostoru je enakomerno zvezna.
(5) Vsaka realna zvezna funkcija na intervalu [0, 1] je Riemannovo integrabilna.
(6) Vsaka realna zvezna funkcija na intervalu [0, 1] ali na poljubnem kompaktnem
metri£nem prostoru doseºe svoj supremum.
(7) Izrek o lokalnem obstoju re²itev kon£nih sistemov navadnih diferencialnih
ena£b.
(8) Vsak ²teven komutativen kolobar ima praideal.
(9) Vsako ²tevno polje (s karakteristiko 0) ima do izomorzma enoli£no algebra-
i£no zaprtje.
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(10) (Brouwerjev izrek) Vsaka enakomerno zvezna funkcija f : [0, 1]n → [0, 1]n
ima negibno to£ko.
(11) (Hahn-Banachov izrek) Naj bo f omejena linearna funkcija na podprostoru
separabilnega Banachovega prostora in ||f || ≤ 1, potem ima f tako raz²iri-
tev f̃ na celoten prostor, da je ||f̃ || ≤ 1.
Bolj v podrobnosti se ne bomo spu²£ali, saj ni tema diplome, da dokaºemo, da vsi ti
izreki sledijo iz Königove leme. Za ve£ informacij o tem se lahko zainteresirani bralec
sklicuje na [3]. Mi se bomo osredoto£ili le na kompaktnost Cantorjevega prostora in
kompaktnost intervala [0, 1].
Izrek 3.6. Iz kompaktnosti Cantorjevega prostora sledi kompaktnost intervala.
Dokaz. Ker smo Cantorjev prostor denirali kot produkt ²tevno neskon£no kopij
diskretnega prostora 2 s produktno topologijo, bo dokaz dokaj preprost. Izrek doka-
ºemo tako, da poi²£emo zvezno surjektivno preslikavo iz Cantorjevega prostora na
zaprt interval [0, 1]. Ker je Cantorjev prostor kompakten, bo zato tudi interval [0, 1]
kompakten, saj je zvezna slika kompaktnega prostora kompakten prostor.
Elementi Cantorjevega prostora so neskon£na dvoji²ka zaporedja, obenem pa je
neskon£no dvoji²ko zaporedje tudi dvoji²ki zapis realnega ²tevila. Vpra²ati se mo-
ramo le, ali ima vsako realno ²tevilo na intervalu [0, 1] dvoji²ki zapis? Dvoji²ki
zapis realnega ²tevila na [0, 1] lahko dobimo s pomo£jo razpolavljanja intervalov.
To pomeni, da se na vsakem koraku oz. intervalu vpra²amo, ali je ²tevilo v de-
snem podintervalu, ali v levem. Poglejmo si primer pridobivanja decimalnih mest
dvoji²kega zapisa za ²tevilo 0.3:
0 0,25 0,375 0,5 1
0,3
α1 = 0
α2 = 1
α3 = 0
α4 = 1
α5 = 0
...
Realno ²tevilo 0,3 ima tako v dvoji²kem zapisu obliko 0,32 = 0,01010 . . . Vidimo, da
lahko na ta na£in dobimo dvoji²ki zapis za poljubno realno ²tevilo na intervalu [0, 1].
Naj bo α ∈ 2ω, kjer je α = α1α2α3 . . . Naj bo f : 2ω → [0, 1] funkcija, denirana
na naslednji na£in:
(1) f(α) =
∞∑
i=1
αi · 2−i
Dokaºimo, da je funkcija f enakomerno zvezna. Preverimo, da za poljubni zapo-
redji α, β ∈ 2ω velja
(2) |f(α)− f(β)| ≤ 2 · d(α, β).
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Naj bo d(α, β) = 2−k razdalja med α, β v Cantorjevem prostoru, kjer je k ∈ N. To
pomeni, da se zaporedji ujemata do k-tega £lena. Izra£unajmo razdaljo slik:
|f(α)− f(β)| =
⏐⏐⏐⏐⏐
∞∑
i=1
αi · 2−i −
∞∑
i=1
βi · 2−i
⏐⏐⏐⏐⏐ =
⏐⏐⏐⏐⏐
∞∑
i=1
(αi − βi) · 2−i
⏐⏐⏐⏐⏐
Ker velja αi = βi za i < k, lahko izraz na desni poenostavimo:⏐⏐⏐⏐⏐
∞∑
i=k
(αi − βi) · 2−i
⏐⏐⏐⏐⏐ = 2−k
⏐⏐⏐⏐⏐
∞∑
i=0
(αi+k − βi+k) · 2−i
⏐⏐⏐⏐⏐ ≤ 2−k
∞∑
i=0
|αi+k − βi+k| · 2−i
Za absolutno vrednost velja |αi+k − βi+k| ≤ 1 za vsak i ∈ N, torej:
|f(α)− f(β)| ≤ 2−k
∞∑
i=0
2−i = 2−k+1
Neena£ba (2) velja, zato je f enakomerno zvezna.
Da je preslikava f tudi surjektivna vemo iz dejstva, da ima vsako realno ²tevilo
dvoji²ki in deseti²ki zapis. Vsota v formuli (1) je dvoji²ki zapis realnega ²tevila f(α).

V nadaljevanju si bomo Königovo lemo in njeno povezanost s kompaktnostjo Can-
torjevega prostora, ter posledi£no tudi s kompaktnostjo intervala, ogledali v izra-
£unljivi veji matematike. Pred tem si moramo najprej na kratko pogledati teorijo
izra£unljivosti. V teoriji izra£unljivosti lahko uporabljamo le tak²ne funkcije, katerih
vrednosti je moºno dobiti na mehanski na£in. Takim funkcijam re£emo izra£unljive
funkcije. Izra£unljive funkcije lahko ra£unamo z razli£nimi napravami. Mi si bomo
pogledali, kako funkcije ra£unamo s pomo£jo Turingovih strojev.
4. Teorija izra£unljivosti
V tem poglavju bomo opisali Turingove stroje, pri £emer nam kot vir sluºi [2]. Na
kratko bomo spoznali teorijo izra£unljivosti. Denirali bomo izra£unljive funkcije,
mnoºice in drevesa.
4.1. Turingovi stroji. Izra£un je proces, ki vhode dane mnoºice preslika v izhode
po to£no dolo£enem modelu, izraºen, kot na primer program ali algoritem. Tak
mehanski postopek mora biti kon£en in natan£no dolo£en z vsakim zaporednim
korakom. Turingov stroj je matemati£ni model, ki je predvsem namenjen pomagati
raziskati obseg in omejitve o tem, kaj je mogo£e izra£unati.
Turingov stroj, ki ga natan£no deniramo v deniciji 4.2, si lahko predstavljamo
kot stroj, ki manipulira s simboli na potencialno neskon£nem enodimenzionalnem
traku, pri £emer so ti simboli iz ksne abecede. Potencialna neskon£nost traku
pomeni, da ima trak v vsakem trenutku kon£no dolºino, ki jo lahko pove£amo, £e
je potrebno, zato je neomejen v svoji velikosti. Trak je razdeljen na celice (kot
lmski trak). V vsaki celici je lahko napisan samo en simbol. Za branje in pisanje
poskrbi bralno-pisalna glava stroja. Bralno-pisalna glava lahko v nekem trenutku
opazuje samo eno celico. Stroj ima kon£no ²tevilo stanj. Stanje opisuje vse, kar je
potrebno vedeti o napravi v dolo£enem trenutku, v svoji izvedbi. Za prehod med
stanji Turingovega stroja poskrbi funkcija δ. Turingov stroj lahko izvr²i naslednje
operacije:
• bralno-pisalno glavo premakne levo ali desno,
• iz trenutno opazovane celice prebere simbol,
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• napi²e simbol (iz danega nabora simbolov) v celico, tj. izbri²e obstoje£i sim-
bol in napi²e novega.
Denicija 4.1. Delna funkcija f : X → Y je podana s podmnoºico dom(f) ⊆ X
(domena funkcije f) in funkcijo f : dom(f) → Y .
Delna funkcija je funkcija, ki ni nujno denirana na vsej svoji domeni. To pomeni,
da lahko pri vnosu neke vrednosti ne dobimo rezultata. Zapis f(x) = y pomeni, da
je funkcija f denirana v to£ki x ∈ dom(f). Za to£ke x /∈ dom(f) pravimo, da je
funkcija f nedenirana v to£ki x. Sledi formalna denicija Turingovih strojev.
Denicija 4.2. Turingov stroj je peterica M = {Q, q0,Γ,, δ}, za katero velja:
• Q je kon£na, neprazna mnoºica stanj,
• q0 ∈ Q je za£etno stanje,
• Γ je kon£na, neprazna mnoºica dovoljenih simbolov, imenovana abeceda,
•  ∈ Γ je prazen simbol,
• δ : Q × Γ → Q × Γ × {−1, 0,+1} je delna funkcija, ki ji pravimo prehodna
funkcija.
Denicija 4.3. Vsebina traku je funkcija t : Z → Γ, ki zadostuje pogoju: obstaja
n ≥ 0, da za vsak m ∈ Z velja
|m| ≥ n =⇒ t(m) = .
Pogoj pravi, da je lahko na poljubnem koraku med ra£unanjem na traku le kon£no
mnogo nepraznih simbolov.
Vsaka beseda (oz. kon£no zaporedje) x = x0x1 . . . xm−1 ∈ Γ∗ in k ∈ Z dolo£ata
vsebino traku x@k, kjer je
x@k(i) =
{
xi−k za k ≤ i < k +m
 sicer
.
Zgornji zapis pomeni, da je beseda x napisana na traku tako, da je njen prvi simbol
napisan na celici z lokacijo k. Ostale celice vsebujejo prazen simbol.
Opomba 4.4. Mnoºica Γ∗ je mnoºica vseh moºnih besed (oz. kon£nih zaporedij),
sestavljenih iz elementov mnoºice Γ.
Opomba 4.5. Besede ε,  in  so razli£ne besede, ki podajajo enako vsebino
traku.
Denicija 4.6. Konguracija je trojica (q, t, i), kjer je q ∈ Q, t vsebina traku
in i ∈ Z pozicija bralno-pisalne glave.
Denicija 4.7. Naj bosta K1 in K2 konguraciji. Ra£unski korak je delna funkcija
r : K1 → K2, za katero velja:
r(q, t, i) =
{
(q′, t[i ↦→ a], i+ d) £e δ(q, t(i)) = (q′, a, d)
nedenirano £e δ(q, t(i)) ni denirana
.
V deniciji t[i ↦→ a] ozna£uje enako vsebino traku, le da i-ta celica slika v simbol a.
V jeziku Turingovih strojev to pomeni, da v primeru, ko je delna funkcija δ denirana
v (q, t(i)), na i-to mesto traku napi²emo simbol a, iz stanja q preidemo v stanje q′
in premaknemo bralno-pisalno glavo iz celice i na celico i+ d.
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Denicija 4.8. Konguraciji (q, t, i) pravimo zaustavitvena konguracija, £e je ra-
£unski korak r(q, t, i) nedeniran. e je (q, t′, i) zaustavitvena konguracija, za
katero obstaja tak n ≥ 0, da velja
rn(q0, t, 0) = (q, t
′, i),
potem pi²emo t ↓ (q, t′, i).
Denicija 4.9. Stanju q ∈ Q pravimo zaustavitveno stanje, £e je za vsak a ∈ Γ
prehodna funkcija δ nedenirana v (q, a).
Opazimo: £e je q zaustavitveno stanje, potem je (q, t, i) zaustavitvena kongura-
cija. Pri ra£unanju delnih funkcij s Turingovimi stroji predpostavimo ²e:
• Σ ⊆ Γ \ {} je vhodno-izhodna abeceda
• ustavi ∈ Q je zaustavitveno stanje
Denicija 4.10. Turingov stroj izra£una delno funkcijo f : Σ∗ → Σ∗, £e velja:
• x@0 ↓ (ustavi, f(x)@i, i), za vsak x ∈ dom(f) in za neki i ∈ Z,
• x@0 ̸↓ (ustavi, t, i), za vsak x /∈ dom(f) in za poljuben t, i.
e Turingov stroj izra£una delno funkcijo f , pravimo, da je delna funkcija f
(Turingovo) izra£unljiva. Vsak Turingov stroj iz svoje abecede izra£una dolo£eno
ksno delno funkcijo. V tem smislu se obna²a kot ra£unalnik s ksnim programom.
Pomembno se je zavedati, da obstaja samo ²tevno mnogo Turingovih strojev, saj je
en stroj sestavljen iz kon£no mnogo osnovnih navodil, katerih je tudi kon£no mnogo.
Zato lahko sistemati£no podamo zaporedje vseh strojev M1,M2,M3, . . .
Moºno pa je skonstruirati en sam stroj, ki ga lahko uporabimo za izra£un poljub-
nega izra£unljivega zaporedja. Tak stroj imenujemo univerzalni Turingov stroj U .
e je U opremljen s trakom, na za£etku katerega je zakodiran opis nekega stroja M ,
bo U izra£unal enako zaporedje kot stroj M . Tako lahko univerzalni Turingov
stroj U simulira kateri koli drugi Turingov stroj. Dokaza o obstoju univerzalnega
Turingovega stroja v tem delu ne bomo delali, ker je dolg in zapleten. Zainteresirani
bralec se lahko sklicuje na [4].
Primer 4.11. Naj bo Σ = {0, 1} vhodno-izhodna abeceda na²ega Turingovega
stroja M . Naj bo x = 1 . . . 1 beseda, kjer je |x| = n za neki n ∈ N. Vzamemo
vsebino traku x@0, prikazano na sliki 4. Bralno-pisalna glava se na za£etku izvedbe
nahaja na lokaciji 0.
. . . −2 −1 0 1 2 . . . n− 2 n− 1 n n+ 1 . . .
. . .   1 1 1 . . . 1 1   . . .
Slika 4. Trak zaporednih n enic.
Skonstruirajmo Turingov stroj, ki iz traku z n zaporednimi enicami, vrne trak
z n+1 zaporednimi enicami. Poleg zaustavitvenega stanja ustavi, bomo potrebovali
²e dve stanji. Stanje q0 naj bo za£etno stanje, ki glavo stroja premika v desno,
dokler ne prebere praznega simbola  in napi²e simbol 1. Stanje q1 pa poskrbi, da
se bo bralno-pisalna glava stroja, na koncu izvedbe, nahajala nad celico z lokacijo 0.
Denirajmo prehodno funkcijo δ:
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δ(q, σ) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(q0, 1,+1) £e q = q0 ∧ σ = 1
(q1, 1, 0) £e q = q0 ∧ σ = 
(q1, 1,−1) £e q = q1 ∧ σ = 1
(ustavi,, 1) £e q = q1 ∧ σ = 
nedenirano sicer
.
Stroj pri£ne v stanju q0, na lokaciji 0. Ker je na celici z lokacijo 0 napisan sim-
bol 1, je δ(q0, 1) = (q0, 1,+1), kar pomeni, da bralno-pisalna glava stroja M prebere
simbol 1, se premakne za eno celico v desno in ne zamenja stanja. Ko bralno-pisalna
glava prebere simbol, ga v resnici takoj za tem izbri²e, vendar to v tem primeru
nima velikega pomena, saj napi²emo enak simbol, ki smo ga maloprej izbrisali. Do-
kler bralno-pisalna glava ne pride do lokacije n, se na vsakem ra£unskem koraku
le premika za eno celico v desno. Na n-ti celici prebere prazen simbol , zato je
δ(q0,) = (q1, 1, 0). To pomeni, da na tem koraku stroj na lokacijo n zapi²e simbol 1,
preide v stanje q1 in ne premakne bralno-pisalne glave.
V stanju q1 se stroj premika v levo, dokler bralno-pisalna glava ne prebere praznega
simbola . Na tem koraku je δ(q1,) = (ustavi,, 1). Ker je delna funkcija δ
nedenirana v (ustavi, σ) za vsak σ ∈ Γ, je stanje ustavi res zaustavitveno stanje.
Na koncu izvedbe nam Turingov stroj vrne konguracijo (ustavi, f(x)@0, 0). ♦
Opomba 4.12. Obstaja ve£ razli£nih formulacij Turingovih strojev, ki so dokazano
ekvivalentne med seboj. Formulaciji Turingovih strojev sta ekvivalentni, £e za vsak
stroj, opisan v prvi formulaciji, obstaja stroj, opisan v drugi formulaciji, ki ima enake
vhodne in izhodne podatke, in obratno. Turingove stroje bi lahko denirali tako, da
vsebujejo ve£ bralnih glav, ki se premikajo za poljubno ²tevilo celic. V na²i deniciji
smo uporabili trak, ki je enodimenzionalen in obojestransko neskon£en. Formulacija
bi bila ekvivalentna, £e bi izbrali enodimenzionalni trak, ki je neskon£en samo v eno
smer. Izberemo lahko celo dvodimenzionalen neskon£ni trak, vendar se izkaºe, da z
dodatno dimenzijo ne pridobimo ni£ na ra£unski mo£i.
4.2. Izra£unljivost. V teoriji izra£unljivosti se uporablja stroje, programe ali druge
mehanske naprave za ra£unanje funkcij. Se pravi, da lahko z nekim to£no dolo£enim
postopkom na mehanski na£in ra£unamo vrednosti funkcij. Navodila se izvr²ujejo
zaporedoma, eno po eno in ne ve£ navodil hkrati. Ko je prvo navodilo izvr²eno
v celoti, se za£ne izvr²evati naslednje. V kon£ni koli£ini £asa se lahko izvr²i samo
kon£no mnogo navodil. Shranjujemo lahko vhodne podatke, izhodne podatke in
vmesne podatke na neko shranjevalno napravo, kot npr. trak, disk ali pomnilnik.
Takih naprav imamo lahko poljubno mnogo, zato nas ne bo skrbelo, da bi napravi
zmanjkalo prostora za shranjevanje. Mi bomo uporabljali Turingove stroje za ra£u-
nanje funkcij, saj smo ºe v razdelku 4.1, v deniciji 4.10, denirali, kdaj je funkcija
izra£unljiva.
Vemo, da Turingov stroj iz traku prebere vhodne podatke in glede na te vrne
rezultat. Rezultat in vhodni podatki so sestavljeni iz simbolov vhodno-izhodne abe-
cede Σ in praznega simbola . Ker bomo v nadaljevanju delali z naravnimi ²tevili,
jih moramo temu primerno zakodirati. Vsakemu naravnemu ²tevilu ne moremo dati
svojega simbola, saj mora biti abeceda Σ kon£na. Ker smo v prej²njih poglavjih
delali nad diskretnim prostorom 2, z elementoma 0 in 1, bomo za vhodno-izhodno
abecedo vzeli Σ = {0, 1} in naravna ²tevila kodirali v dvoji²kem sistemu.
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Opomba 4.13. Za vhodno-izhodno abecedo Σ bi lahko sicer vzeli katerokoli mno-
ºico, ki ima vsaj dva elementa. Lahko bi vzeli tudi mnoºico, ki ima samo en element
in eni²ko zakodirali naravna ²tevila. Pomembno je le, da vzamemo mnoºico, ki ima
kon£no mnogo elementov, s katerimi je moºno kodirati naravna ²tevila.
V nadaljevanju poenostavimo zapis. Predpostavimo, da je Σ = {0, 1}. e nas
zanima vrednost, ki jo vrne Turingov stroj M za vhod n ∈ N, pi²emo M(n). Vhodni
in izhodni podatki so naravna ²tevila zapisana v dvoji²kem sistemu. Trak t, na
katerem deluje stroj M , je natanko dolo£en z vhodnim podatkom tako, da je na
njem, iz celice z lokacijo 0, v dvoji²kem zapisano dano naravno ²tevilo, druge celice
pa so prazne. Ko strojM prebere vsebino traku, vrne rezultat zapisan s simboloma 0
in 1, ter zaklju£i zapis s praznim simbolom . Tako lahko dobimo na traku nekaj
ni£el in enic, prazen simbol in ²e nekaj ni£el in enic. Za rezultat vzamemo vse celice,
od trenutno opazovane celice do prve celice, ki vsebuje prazen simbol . Celica s
praznim simbolom  obstaja, saj smo tako denirali vsebino traku 4.3.
Opomba 4.14. V praksi ne ra£unamo s Turingovimi stroji, ampak s programi, ki
jih poganjamo na modernih ra£unalnikih. Vendar je znano, da moderni ra£unalniki
po mo£i ne presegajo Turingovih strojev.
Turingov stroj M lahko za razli£ne vhode vrne rezultat, zablokira ali pa se izvaja
v neskon£nost in ne vrne rezultata. V prvem primeru pravimo, da se M kon£a za
vhod n in pi²emo M(n) ↓. V drugih dveh primerih pa M divergira za vhod n in
pi²emo M(n) ↑. Enako kot za stroje, za izra£unljive funkcije pi²emo f(n) ↓, £e je
funkcija f denirana za vhod n, in f(n) ↑, £e funkcija f ni denirana za vhod n.
Naj bo ϕi izra£unljiva funkcija, ki jo izra£una Turingov stroj Mi. Tako kot stroje,
lahko izra£unljive funkcije uredimo v zaporedje ϕ1, ϕ2, ϕ3, . . . Tu se je potrebno
zavedati, da lahko ve£ razli£nih strojev izra£una isto funkcijo, zato lahko v na²tetju
izra£unljivih funkcij vsaka nastopi ve£ kot enkrat. Delni funkciji, ki je denirana na
vsej svoji domeni, pravimo totalna funkcija. Kljub temu da obstaja le ²tevno mnogo
totalnih funkcij, ne moremo sistemati£no podati zaporedja vseh.
Izrek 4.15. Za vsako izra£unljivo zaporedje izra£unljivih totalnih funkcij obstaja
totalna izra£unljiva funkcija, ki je ni v zaporedju.
Dokaz. Naj bo θ = θ1, θ2, θ3, . . . neko izra£unljivo zaporedje izra£unljivih totalnih
funkcij. Izrek bomo dokazali s pomo£jo diagonalizacije zaporedja θ na naslednji
na£in:
θ1(1) θ1(2) θ1(3) θ1(4) θ1(5) · · ·
θ2(1) θ2(2) θ2(3) θ2(4) θ2(5) · · ·
θ3(1) θ3(2) θ3(3) θ3(4) θ3(5) · · ·
θ4(1) θ4(2) θ4(3) θ4(4) θ4(5) · · ·
θ5(1) θ5(2) θ5(3) θ5(4) θ5(5) · · ·
...
...
...
...
... . . .
Deniramo funkcijo
f(n) = θn(n) + 1.
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Funkcija f je totalna in izra£unljiva, saj obstaja stroj, ki za dani n izra£una stroj,
ki ra£una θn, torej lahko f izra£unamo tako, da najprej izra£unamo stroj za ra£u-
nanje θn, potem ga poºenemo na n, dobimo rezultat, in to pove£amo za 1.
Dokaºimo, da se f ne pojavi v zaporedju θ1, θ2, θ3, . . . Predpostavimo, da velja
θm = f za neki m. Ker smo funkcijo f izbrali na poseben na£in, da se za vsak m, f
razlikuje od θm vsaj na m-tem mestu, f o£itno ne more biti v zaporedju θ. 
Lahko bi se vpra²ali, zakaj ne moremo uporabiti podobnega argumenta pri izra-
£unljivih delnih funkcijah. Na enak na£in bi lahko dolo£ili izra£unljivo delno funk-
cijo, ki se razlikuje od vsake druge izra£unljive delne funkcije v danem zaporedju
izra£unljivih delnih funkcij. Naj bo ϕ1, ϕ2, ϕ3, . . . zaporedje izra£unljivih delnih
funkcij in funkcija
f(n) = ϕn(n) + 1,
ki je izra£unljiva in delna. Teºava je, ker delamo z delnimi funkcijami, zato vre-
dnost f(m) ni nujno razli£na od vrednosti ϕm(m), saj je lahko ϕm(m) ↑ in sta
tako ϕm(m) in f(m) nedenirani.
Poskusili bi lahko tudi s funkcijo
g(n) =
{
ϕn(n) + 1 £e ϕn(n) ↓
0 £e ϕn(n) ↑
,
katera je razli£na od vseh drugih izra£unljivih delnih funkcij v zaporedju izra£unljivih
delnih funkcij ϕ1, ϕ2, ϕ3, . . . Vendar tako denirana funkcija g ni izra£unljiva, saj v
kon£nem £asovnem obdobju ne moremo dolo£iti, ali se funkcija ϕn za vhod n kon£a
ali ne.
Z malo druga£no diagonalizacijo pa lahko najdemo izra£unljivo delno funkcijo, ki
je razli£na od vsake totalne izra£unljive funkcije.
Izrek 4.16. Obstaja izra£unljiva delna funkcija d : N → N, da za vsako izra£unljivo
totalno funkcijo f : N → N obstaja tak n ∈ N, da velja d(n) ↓ in f(n) ̸= d(n).
Dokaz. Naj bo ϕ1, ϕ2, ϕ3, . . . izra£unljivo zaporedje vseh izra£unljivih delnih funkcij.
Denirajmo d na naslednji na£in:
d(n) =
⎧⎪⎨⎪⎩
1 £e ϕn(n) ↓ in ϕn(n) = 0,
0 £e ϕn(n) ↓ in ϕn(n) ̸= 0,
nedenirano £e ϕn(n) ↑ .
.
Da izra£unamo d(n), moramo najprej izra£unati ϕn(n). e ϕn(n) vrne rezultat k,
pogledamo, £e je k = 0. e je, vrnemo 1, sicer 0. S tem je funkcija d o£itno
izra£unljiva, saj je ϕn izra£unljiva. Ker je f totalna, obstaja n ∈ N, da je f = ϕn.
Velja ϕn(n) ↓, zato je tudi d(n) ↓ in d(n) ̸= ϕn(n) = f(n). 
V bistvu bi lahko vsako stvar delali na izra£unljivi na£in in uporabljali mehansko
napravo za ra£unanje funkcij. Mi si bomo pogledali, kaj se zgodi s Königovo lemo,
£e bi jo lahko naredili na izra£unljiv na£in. Pred tem si moramo pogledati ²e nekaj
denicij.
Denicija 4.17. Realno ²tevilo x je izra£unljivo, £e obstajata izra£unljivi funkciji
f : N → Z in g : N → N, da za vsak k ∈ N velja⏐⏐⏐⏐x− f(k)g(k)
⏐⏐⏐⏐ < 2−k.
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Denicija 4.18. Izra£unljivi interval [0, 1] je interval vseh izra£unljivih realnih ²te-
vil med 0 in 1.
Denicija 4.19. Mnoºica A ⊆ N je izra£unljiva, £e je njena karakteristi£na funkcija
χA : N → 2 izra£unljiva:
χA(n) =
{
1 £e n ∈ A
0 sicer
.
Denicija 4.20. Drevo T je izra£unljivo, £e je izra£unljiva preslikava
a ↦→
{
1 £e a ∈ T
0 sicer
.
Opomba 4.21. Naj bo T izra£unljivo drevo. Potem je izra£unljivo tudi njemu
prirejeno pravo drevo T̂ .
Koliko je potem izra£unljivih dreves? Kon£na dvoji²ka drevesa so izra£unljiva,
saj za vsako tak²no drevo obstaja ustrezen program. Kaj pa neskon£na dvoji²ka
drevesa? Poglejmo samo tak²na neskon£na drevesa, ki so obenem neskon£ne poti.
Tak²no drevo lahko predstavimo z zaporedjem ni£el in enic, ki je obenem primer
podmnoºice naravnih ²tevil. Torej imamo vsaj toliko dreves, kolikor je podmnoºic
naravnih ²tevil. Kar pomeni, da je neskon£nih dvoji²kih dreves ne²tevno neskon£no,
vseh moºnih programov pa ²tevno neskon£no. Torej so v resnici skoraj vsa neskon£na
drevesa neizra£unljiva.
Naj bo T izra£unljivo neskon£no drevo. Potem lahko vozli²£a tega drevesa uredimo
v zaporedje brez ponavljanja. Za polno neskon£no dvoji²ko drevo je ureditev lahko
kar leksikografska:
0, 1, 00, 01, 10, 11, 000, 001, 010, 011, 100, 101, 110, 111, 0001, . . .
Za ureditev vozli²£ drevesa T v zaporedje, za vsak element preverimo, £e pripada
drevesu T in odstranimo tiste, ki ne pripadajo.
e imamo izra£unljivo neskon£no drevo, potem lahko najdemo poljubno dolge
izra£unljive poti v tem drevesu. Mislili bi si, da ima vsako izra£unljivo neskon£no
drevo izra£unljivo neskon£no pot, vendar temu ni tako. Stephen Cole Kleene je skon-
struiral tak²no izra£unljivo neskon£no drevo, ki ne vsebuje izra£unljive neskon£ne
poti.
5. Kleenejevo drevo
V tem poglavju konstruiramo izra£unljivo neskon£no drevo, ki nima izra£unljive
neskon£ne poti. Prav tako pokaºemo, da izra£unljiv Cantorjev prostor in izra£unljiv
interval [0, 1] nista izra£unljivo kompaktna.
Pokazali smo, da vsako neskon£no dvoji²ko drevo vsebuje neskon£no pot. Ali
to velja tudi v izra£unljivi analizi? Ali ima vsako izra£unljivo neskon£no dvoji²ko
drevo izra£unljivo neskon£no pot? V dokazu ²ibke Königove leme 3.3 smo v resnici
uporabili korak, ki ni izra£unljiv, tj. denicija naslednjega £lena v zaporedju α:
αn+1 =
{
0 £e je Tα1...αn0 neskon£en
1 sicer
.
Teºava nastopi, ko posku²amo naslednji £len izra£unati s Turingovimi stroji. Intu-
itivno gledano je jasno, da to ne gre, saj stroj ne more v kon£nem £asu preveriti,
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ali je poddrevo neskon£no. A to ni dokaz, in na£eloma bi lahko izra£unljiva verzija
²ibke Königove leme veljala zaradi kakih drugih razlogov. A pokazali bomo, da to ni
res, saj obstaja izra£unljivo neskon£no drevo, ki nima izra£unljive neskon£ne poti,
to je Kleenejevo drevo.
Izrek 5.1 (Kleene). Obstaja izra£unljivo neskon£no dvoji²ko drevo, ki nima izra-
£unljive neskon£ne poti.
Dokaz. Naj boD Turingov stroj, ki izra£una delno funkcijo d iz izreka 4.16. Zavedati
se je potrebno, da funkcija d slika v {0, 1}. Za neki vhod n lahko opazujemo vsak
korak stroja D. Ne vemo, £e se bo D kdaj kon£al za vhod n, zato lahko prekinemo
ra£unanje programa. Deniramo k-ti pribliºek stroja D kot funkcijo
D(k)(n) =
{
D(n) + 1 £e D(n) vrne rezultat v ≤ k korakih
0 sicer
.
Tako denirana funkcija D(k) je izra£unljiva in totalna, saj za vsak k, n ∈ N ve-
lja D(k)(n) ↓.
Ideja Kleenejevega drevesa je, da vanj damo vsa dvoji²ka zaporedja, ki bi lahko
bila iskano zaporedje d. Ker nobeno izra£unljivo neskon£no zaporedje ne more biti
enako d, drevo ne more vsebovati izra£unljive neskon£ne poti. Mnoºica
K = {a ∈ 2∗ | za 1 ≤ k ≤ |a| . (D|a|(k) ̸= 0 =⇒ d(k) = ak)}
je Kleenejevo drevo. Preverimo, da je mnoºica K res drevo oz. zaprta za predpone.
O£itno je prazno zaporedje ε ∈ K. Zaporedje a1a2 . . . an je v mnoºici K, ko n
ra£unskih korakov ni zadosti, da opazimo razliko med predpono d(0)d(1) . . . d(n)
in a1a2 . . . an. Naj bo a1a2 . . . an ∈ K. Torej, £e n ra£unskih korakov ni dovolj,
da opazimo razliko med d(0)d(1) . . . d(n) in a1a2 . . . an, potem tudi n− 1 ra£unskih
korakov ni dovolj, da opazimo razliko med d(0)d(1) . . . d(n − 1) in a1a2 . . . an−1,
zato je a1a2 . . . an−1 ∈ K. To velja za vse predpone zaporedja a1a2 . . . an, zato je
mnoºica K drevo.
Preveriti je potrebno ²e, da je drevoK neskon£no in izra£unljivo drevo. Za izra£un
a ∈ K, za vsak 1 ≤ k ≤ |a| izra£unamo D(|a|)(k). e D(|a|)(k) ni enako 0, potem d(k)
primerjamo z ak. Drevo K je zato izra£unljivo. Drevo K je neskon£no, saj vsebuje
zaporedja vseh moºnih dolºin. Za vsak n ≥ 1, je zaporedje a1a2 . . . an, kjer je
ak =
{
d(k) £e D(k)(n) ̸= 0
0 sicer
,
o£itno v drevesu K.
Sedaj pa pokaºimo, da za vsako izra£unljivo neskon£no zaporedje α obstaja pred-
pona, ki ni element Kleenejevega drevesaK. Ker je α izra£unljivo zaporedje, obstaja
tak i ∈ N, da je α = ϕi, kjer je ϕ1, ϕ2, ϕ3, . . . zaporedje vseh izra£unljivih delnih
funkcij. Po izreku 4.16 je d(i) ↓ in αi ̸= d(i). Zato se D(i) kon£a na nekem koraku m
in velja D(m)(i)− 1 = d(i). Kar pa pomeni, da α1α2 . . . αm /∈ K, saj velja
D(m)(i)− 1 = d(i) ̸= αi.

Opomba 5.2. Naj bo K Kleenejevo drevo. Potem je tudi prirejeno pravo drevo K̂
Kleenejevo drevo, saj velja:
(1) £e je K neskon£no, potem je tudi K̂ neskon£no,
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(2) £e je K izra£unljivo, potem je tudi K̂ izra£unljivo,
(3) £e K nima izra£unljive neskon£ne poti, potem tudi K̂ nima izra£unljive ne-
skon£ne poti.
Mnoºico vseh izra£unljivih neskon£nih dvoji²kih zaporedij ozna£imo z #(2ω). Ali
je na²a denicija Cantorjevega prostora korektna tudi v izra£unljivem svetu? Pre-
veriti moramo, da je metrika
(3) d(α, β) =
{
0 α = β
2−k kjer je αi = βi za ∀i < k in αk ̸= βk
izra£unljiva. Iz zapisa zgoraj se ne vidi, da je metrika izra£unljiva, saj v kon£nem
£asu ne moremo preveriti, £e sta neskon£ni zaporedji α in β enaki. Preslikavo d
zapi²emo druga£e:
(4) d(α, β) = lim
n→∞
2−min{k≤n|αk ̸=βk∨k=n}.
Nova denicija (4) preslikave d nam da isto preslikavo kot denicija (3), zato nam ni
treba dokazovati, da je metrika. Nova denicija preslikave d je izra£unljiva, saj lahko
izra£unamo d(α, β) z napako kve£jemu 2−n tako, da α in β izra£unamo samo do n-
tega £lena, kjer je n ∈ N lahko poljubno velik, in primerjamo dobljene vrednosti.
e α ̸= β, potem obstaja k ∈ N, da je αk ̸= βk. Ko primerjamo zaporedji α in β
do k-tega ali poznej²ih £lenov, dobimo d(α, β) = 2−k. V primeru, ko je α = β, je
d(α, α) = lim
n→∞
2−min{k≤n|αk ̸=αk∨k=n} = lim
n→∞
2−n = 0.
Podobno je
#Ba = Ba ∩#(2ω)
izra£unljivi del odprte mnoºice Ba. Druºina {#Ba}a∈2∗ pa je izra£unljiva baza za
topologijo #(2ω).
Hitro se vidi, da #(2ω) gledan kot podprostor prostora 2ω ni kompakten, saj
ni zaprt; £e vzamemo poljubno neizra£unljivo zaporedje α ∈ 2ω in opazimo, da je
limita zaporedja (βn)n∈N, kjer je βn = α1α2 . . . αn000 . . . Toda ta opazka nima veliko
pomena za izra£unljivo analizo. V izra£unljivi analizi je veliko bolj koristno vedeti,
da izra£unljiv prostor #(2ω) ni kompakten v izra£unljivem smislu, tj. da obstaja
izra£unljivo odprto pokritje, kjer lahko za vsako izra£unljivo kon£no podpokritje
izra£unamo to£ko v #(2ω), ki ni element podpokritja. To lahko naredimo s pomo£jo
Kleenejevega drevesa.
Trditev 5.3. Obstaja tak²no izra£unljivo zaporedje p : N → 2∗, da {#Bp(n)}n∈N
pokrije izra£unljivi Cantorjev prostor #(2ω), vsako kon£no podpokritje {#Bp(n)}n∈N
pa ne pokrije celotnega prostora #(2ω). Poleg tega, obstaja tak²na izra£unljiva pre-
slikava f : N → #(2ω), da kon£no podpokritje #Bp(1),#Bp(2), . . . ,#Bp(n) ne vse-
buje f(n).
Dokaz. Naj bo p zaporedje vseh listov Kleenejevega drevesa brez ponavljanja. Za-
poredje p je izra£unljivo, saj lahko tak²no zaporedje dobimo na primer tako, da po
vrsti, po globinah (izra£unljivega) drevesa, od leve proti desni, jemljemo njegove li-
ste. Ker vsako zaporedje α ∈ #(2ω) na nekem koraku zapusti drevo, je
⋃
n∈N#Bp(n)
izra£unljivo pokritje izra£unljivega prostora #(2ω).
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Naj bo f(n) zaporedje, katerega £leni so:
f(n)k =
{
p(n+ 1)k £e je k ≤ |p(n+ 1)|
0 sicer
.
Zaporedje f(n) je neskon£no in izra£unljivo, saj sta zaporedje p in Kleenejevo drevo
izra£unljiva. Ker p na²teje vse liste Kleenejevega drevesa brez ponavljanja, mora za
vsak k ≤ n veljati
p(k) ̸⊑ f(n).
To velja, saj bi v nasprotnem primeru moralo veljati
p(k) ⊑ p(n+ 1) ∨ p(n+ 1) ⊑ p(k),
kar pa ni mogo£e, saj p na²teje liste Kleenejevega drevesa brez ponavljanja. Zato
velja
f(n) /∈ #Bp(1) ∪ . . . ∪#Bp(n).

Pokazali smo, da izra£unljiv Cantorjev prostor #(2ω) ni izra£unljivo kompakten.
V obi£ajni matematiki sta kompaktnost Cantorjevega prostora in kompaktnost in-
tervala [0, 1] tesno povezana. Zato se lahko o (izra£unljivi) kompaktnosti zaprtega
intervala vpra²amo tudi v izra£unljivi analizi. Iz izreka 3.6, o kompaktnosti izra£un-
ljivega intervala [0, 1] ne moremo sklepati. O kompaktnosti izra£unljivega intervala
bomo poizvedeli s pomo£jo dreves.
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
0 1
0 1
2
1
0 1
4
2
4
3
4
1
0 1
8
2
8
3
8
4
8
5
8
6
8
7
8
1
...
Slika 5. Prireditev intervalov polnemu dvoji²kemu drevesu.
Kako bi s pomo£jo dreves producirali pokritje intervala [0, 1]? Vsakemu drevesu
lahko priredimo druºino odprtih intervalov. To naredimo s pomo£jo vozli²£ dre-
vesa. Vsako vozli²£e nam dolo£a neki odprt interval na [0, 1]. Za predstavo sluºi
slika 5. Ker delamo z odprtimi intervali, moramo paziti, da kak²en element ne izpu-
stimo, npr. elementa 1
2
. Zato moramo delati z nekoliko ve£jimi intervali, vendar ne
prevelikimi.
Denicija 5.4. Naj bo T izra£unljivo dvoji²ko drevo brez izra£unljive neskon£ne
poti. Vozli²£e a ∈ T priredi interval Ia = (Sa − δa, Sa + δa), kjer je
JL = max
1≤j≤|a|
aj=1
j, JD = max
1≤j≤|a|
aj=0
j,
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αL(i) =
⎧⎪⎨⎪⎩
ai za i ≤ JL
0 za i = JL
1 za i > JL
, αD(i) =
⎧⎪⎨⎪⎩
ai za i ≤ JD
1 za i = JD
0 za i > JD
,
L =
{
{ε} £e je ai = 0 za i ≤ |a|
{b ∈ T | b ⊑ αL} sicer
,
D =
{
{ε} £e je ai = 1 za i ≤ |a|
{b ∈ T | b ⊑ αD} sicer
,
δL = max
b∈L
|b|, δD = max
b∈D
|b|,
δa = 2
−|a|−1 + 2−max(δL,δD)−2
in
Sa =
1
2
+
|a|∑
i=1
(−1)ai+12−i−1.
Pojasnimo, kaj predstavljajo oznake v zgornji deniciji. Vrednost JL predstavlja
indeks zadnje enice v zaporedju a oz. indeks zadnjega zavoja v desno na poti do
vozli²£a a. V primeru, ko zaporedje a vsebuje vsaj eno enico, s pomo£jo neskon£ne
poti αL poi²£emo vse kandidate, ki bi lahko dolo£ali sosednji (levi) interval inter-
vala Ia. Mnoºica L je mnoºica kandidatov za sosednji (levi) interval. Vrednost δL je
dolºina zaporedja, ki dolo£a iskani interval. Podobno so denirani tudi JD, αD, δD
in D.
Opomba 5.5. V primeru, ko je dvoji²ko drevo T v deniciji 5.4 kon£no, lahko
denicijo δa za a ∈ T poenostavimo:
δa = 2
−|a|−1 + 2−maxa∈T |a|−2.
Sedaj pa vzemimo poljubno izra£unljivo dvoji²ko drevo T brez izra£unljive ne-
skon£ne poti in mu priredimo druºino odprtih intervalov. To naredimo tako, da
vsakemu listu a ∈ T priredimo ustrezen odprt interval Ia.
Denicija 5.6. Naj bo T izra£unljivo dvoji²ko drevo brez izra£unljive neskon£ne
poti in naj bo L mnoºica vseh listov drevesa T . Druºina {Ia}a∈L je prirejena druºina
odprtih intervalov drevesa T .
Opomba 5.7. Pri deniciji intervalov Ia, v deniciji 5.4, smo pazili, da se intervali
prirejene druºine odprtih intervalov {Ia}malo prekrivajo. Zagotovili smo pa tudi, da
ima vsak interval, na poljubni globini, to£ko Sa, ki ni v nobenem drugem intervalu
druºine {Ia}.
Opomba 5.8. Vsaka to£ka na intervalu [0, 1] dolo£a pot. e se to£ka nahaja v
preseku dveh intervalov, to pomeni, da obstaja ve£ poti do nje. Ko i²£emo pot
do to£k na izra£unljivi na£in, lahko postopamo tako: £e se to£ka nahaja v levem
podintervalu (poddrevesu), gremo v levi podinterval, druga£e pa v desnega.
Primer 5.9. Za primer vzemimo drevo T = {ε, 0, 1, 10, 11, 100, 101}, na sliki 6.
Listi drevesa T so 0, 11, 100 in 101. Vsakemu listu drevesa T bomo priredili odprt
interval. Ker je T kon£no, lahko uporabimo poenostavljeno formulo
δa = 2
−|a|−1 + 2−maxa∈T |a|−2,
22
kjer je maxa∈T |a| = 3. Dobimo intervale:(
1
4
− 2−2 − 2−5, 1
4
+ 2−2 + 2−5
)
=
(
−1
32
,
17
32
)
,(
9
16
− 2−4 − 2−5, 9
16
+ 2−4 + 2−5
)
=
(
15
32
,
21
32
)
,(
11
16
− 2−4 − 2−5, 11
16
+ 2−4 + 2−5
)
=
(
19
32
,
25
32
)
,(
7
8
− 2−3 − 2−5, 7
8
+ 2−3 + 2−5
)
=
(
23
32
,
33
32
)
.
O£itno ti intervali pokrivajo [0, 1].
ε
0 1
10
100 101
11
0 1
2
5
8
3
4
1
Slika 6. Prirejena druºina odprtih intervalov pravega drevesa T .
♦
e bi drevesu T na sliki 6 odstranili kateri koli list, bi izgubili tudi pripadajo£i
interval. Tak²no drevo ne bi priredilo druºino odprtih intervalov, ki pokrije celoten
interval [0, 1]. V primeru 5.9, druºina odprtih intervalov drevesa T pokrije celoten
interval, ker je drevo T pravo dvoji²ko drevo.
Trditev 5.10. Vsaka prirejena druºina odprtih intervalov kon£nega pravega dre-
vesa T pokrije celoten interval [0, 1].
Dokaz. Naj bo T kon£no pravo dvoji²ko drevo in naj bo L mnoºica listov drevesa T .
Vsakemu vozli²£u a ∈ T lahko priredimo zaprt interval
Za = [Sa − 2−|a|−1, Sa + 2−|a|−1],
kjer je Sa enak kot v deniciji 5.4. Ker za vsako vozli²£e a velja Za ⊂ Ia, je dovolj
dokazati, da velja
[0, 1] ⊆
⋃
b∈L
Zb.
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Kako se iz drevesa vidi, da smo pokrili celoten interval [0, 1]? Da je interval pokrit
pomeni, da so pokriti vsi elementi v prvi polovici in vsi v drugi polovici intervala.
Za dano vozli²£e a ∈ T deniramo mnoºici
Ta = {b ∈ T | a ⊑ b}
in
La = {b ∈ L | a ⊑ b}.
Opazimo:
(1) Lε = L,
(2) £e je a list, je La = {a},
(3) £e a ni list, je La = La0 ∪ La1.
Trdimo, da za drevo Ta velja
Za =
⋃
b∈La
Zb.
e je vozli²£e a ∈ L, potem je La = {a} in je⋃
b∈La
Zb =
⋃
b=a
Zb = Za.
Indukcijski korak: denimo, da a ni list drevesa T . Ker je drevo T pravo dvoji-
²ko drevo, sta oba sinova a0 in a1 v drevesu T . Po indukcijski predpostavki, za
poddrevesi Ta0 in Ta1 velja
Za0 =
⋃
b∈La0
Zb in Za1 =
⋃
b∈La1
Zb.
Torej je ⋃
b∈La
Zb =
⋃
b∈La0∪La1
Zb =
⋃
b∈La0
Zb ∪
⋃
b∈La1
Zb = Za0 ∪ Za1 = Za.
Ker izjava velja za vsako vozli²£e v drevesu, velja tudi za koren:
[0, 1] = Zε =
⋃
b∈Lε
Zb =
⋃
b∈L
Zb.

Trditev 5.11. Naj bo K̂ pravo Kleenejevo drevo. Naj bo L mnoºica listov drevesa K̂.
Prirejena druºina odprtih intervalov {Ik}k∈L pokrije celoten izra£unljiv interval [0, 1].
Dokaz. Druºina {Ik}k∈L je izra£unljiva, saj lahko z algoritmom na²tejemo vse li-
ste Kleenejevega drevesa K̂, iz katerih dobimo odprte intervale. Druºina {Ik}k∈L
je neskon£na, saj Kleenejevo drevo vsebuje neskon£no mnogo listov. Pokaºimo,
da je vsako izra£unljivo realno ²tevilo vsebovano v nekem odprtem intervalu dru-
ºine {Ik}k∈L.
Naj bo x ∈ [0, 1]. Vemo, da ima x vsaj en dvoji²ki zapis α ∈ 2N. Ker Kleenejevo
drevo K̂ nima neskon£nih poti, obstaja predpona a ⊑ α, da je a ∈ L. Od tod
sledi, x ∈ Ia. 
Trditev 5.12. Izra£unljiv interval [0, 1] ni izra£unljivo kompakten.
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Dokaz. Naj bo K̂ pravo Kleenejevo drevo. Naj bo druºina {Ik} prirejena druºina
odprtih intervalov drevesa K̂. Pokaºimo, da vsako kon£no podpokritje pokritja {Ik}
ne pokrije celotnega izra£unljivega intervala [0, 1].
Naj bo {Ia1 , Ia2 , . . . , Ian} poljubno kon£no podpokritje, kjer je n ∈ N. Za vsak
1 ≤ i ≤ n je interval Iai dolo£en z vozli²£em ai = ai1ai2 . . . aimi za neki mi ∈ N.
Poi²£imo izra£unljivo ²tevilo, ki ni v podpokritju.
Naj bo b ∈ 2∗ kon£no dvoji²ko zaporedje dolºine m, denirano na naslednji na£in:
bi =
{
1 i ≤ mi ∧ aii = 0
0 sicer
.
Zaporedje b dolo£a ²tevilo Sb iz denicije 5.4. Za vsak i ≤ n velja ai ̸⊑ b, zato
Sb ̸∈ {Ia1 , Ia2 , . . . , Ian}.

Slovar strokovnih izrazov
computable izra£unljiv  preslikava je izra£unljiva, £e obstaja mehanska naprava,
ki ra£una njene vrednosti
innite binary tree neskon£no dvoji²ko drevo  dvoji²ko drevo, ki vsebuje ne-
skon£no mnogo vozli²£
partial function delna funkcija  funkcija, ki ni nujno denirana na vsej svoji
domeni
proper binary tree pravo dvoji²ko drevo  dvoji²ko drevo, v katerem ima vsako
vozli²£e, ki ni list, natanko dva sinova
tape trak  trak, na katerem deluje Turingov stroj
total function totalna funkcija  delna funkcija, ki je denirana na vsej svoji
domeni
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