[1] Passive microwave limb sounding instruments like the Millimeter-Wave Atmospheric Sounder (MAS) or the Microwave Limb Sounder (MLS) observe dedicated oxygen lines for the derivation of temperature and pointing information, since these quantities are essential for the quality of the retrieval of the trace gas mixing ratio. Emission lines of oxygen are chosen because the volume mixing ratio (VMR) profile is known. In this paper, we demonstrate the capabilities of a new and innovative method by means of which accurate temperature and pointing information can be gathered from other strong spectral features like ozone lines, without including accurate knowledge of the VMR profile of these species. For this purpose, retrievals from two observation bands with a bandwidth of about 10 GHz each, one including an oxygen line, have been compared. A full error analysis was performed with respect to critical instrument and model parameters, such as uncertainties in the antenna pattern, calibration uncertainties, random pointing error, baseline ripples, baseline discontinuities, and spectroscopic parameters. The applied inversion algorithm was the optimal estimation method. For the selected scenario and instrumental specifications we find that the retrieval of a pointing offset and the atmospheric temperature profile can be achieved with a good accuracy. The retrieval precision of the pointing offset is better than 24 m. The retrieval precision of the temperature profile is better than 2 K for altitudes ranging from 10 to 40 km. Systematic errors (due to model parameter uncertainties) are somewhat larger than these purely statistical errors. Investigations carried out for different atmospheric states or different instrumental specifications show similar results.
Introduction
[2] The monitoring of the long-term evolution of the composition of the Earth's atmosphere is essential to assess changes of stratospheric ozone, ozone depleting molecular species, and the Earth's climate. Satellite observations can provide a global picture of these changes. Several frequency regions are useful to gather information on the state of the atmosphere, ranging from ultra violet to microwave. Microwave observations are particularly useful because they are independent of the day-night cycle, and to some extent of clouds.
[3] Microwave remote sensing techniques for gathering information about the state of the Earth's atmosphere have improved rapidly over the last few years. Currently, several advanced limb sounding instruments are planned in the millimeter and submillimeter spectral range. These include the European Space Agency (ESA) instruments MASTER [Reburn et al., 1999] and SOPRANO [Bühler et al., 1999] , the Japanese instrument JEM/SMILES [SMILES Science Team, 2001] , the Swedish instrument Odin [Eriksson, 1999] , built in collaboration with Canada, France, and Finland, and the Earth Observing System Microwave Limb Sounder EOS/MLS [Waters et al., 1999] . From such measurements, atmospheric mixing ratio profiles of trace gas species can be retrieved. The retrieval of the trace gas species profiles requires good knowledge of the atmospheric temperature as well as the instrumental pointing direction. This information can be obtained from external sources; for example, separate rocketsonde, or radiosonde measurements, or climatological models can be used to define the temperature profile. The pointing information can be determined from star tracker data. However, the knowledge of pointing and the atmospheric temperature profile is not perfectly accurate, a fact which will have an impact on the quality of the trace gas retrieval. Alternatively, both, temperature profile and information on the pointing, can be retrieved directly from suitable features in the recorded atmospheric spectra.
[4] The standard approach for microwave limb sounding instruments was the derivation of temperature and pointing information from oxygen emission lines von Engeln et al., 1998; Carlotti and Ridolfi, 1999] . The oxygen volume mixing ratio is constant, and therefore the intensity of the line is only a function of atmospheric temperature and total pressure. The question raised in the present paper is to what extent the pointing and temperature information can be separated from unknown mixing ratios. With the technical development of microwave instruments, total bandwidths of 10 GHz are feasible in the future. Such wide bands observe several emission lines simultaneously and temperature and pointing information can now be derived from these bands. The temperature information in that case comes primarily from the fact that the limb path becomes opaque for certain tangent altitudes and frequencies. In general, the limb path for spectral line centers becomes opaque at higher tangent altitudes, whereas the limb path for spectral line wings becomes opaque at much lower tangent altitudes only. In the opaque case there is a direct relation between the brightness temperature received by the instrument and the physical temperature of the atmosphere. Information on pointing, on the other hand, can be derived from line widths, which are proportional to the total pressure. The impact of several errors has to be assessed in order to quantify the accuracy of such a retrieval. This includes statistical errors, e.g., the measurement error, as well as systematic errors due to uncertainties in the model parameters (instrumental parameters or spectroscopic parameters). The retrieval is achieved with the optimal estimation method (OEM) as described, for example, by Rodgers [1976 Rodgers [ , 1990 . The solution provided by the OEM can be understood as a weighted mean of the measurement and a priori information where Gaussian statistics is assumed. The OEM allows a rigorous error analysis. This includes an assessment of the resolution, of the statistical error, and of possible correlations with the retrieval of other parameters. The objective of this paper is to assess the capability of pointing and temperature retrieval from millimeter-submillimeter observations, independent of an oxygen emission line. We use the following approach to demonstrate this:
[5] Measurements are simulated using a ''forward model,'' comprising an atmospheric radiative transfer model and an instrument model, and then inverted using a ''retrieval model,'' employing the OEM. The derivative of the retrieval model is used to map the effect of model parameter uncertainties, such as uncertain instrumental and spectroscopic parameters, to errors in the retrieval. In this way, a systematic error analysis can be carried out.
[6] As an example, the results for two spectral bands, one including an oxygen emission, of the MASTER instrument will be presented in this paper. Moreover, the investigation was carried out for a restricted spectral range only including the oxygen emission.
[7] The results of the error analysis are somewhat dependent upon the atmospheric state and instrumentation. However, the same methodology and principle can be applied. To check the sensitivity of the retrieval to the atmospheric state, simulations were carried out for the same instrumental characteristics (specific to the MASTER) but varying the atmospheric state. To demonstrate the ability of the pointing and temperature retrieval from a class of limb sounding instruments, investigations were carried out for the other two proposed limb sounding instruments: SOPRANO and SMILES. Similar conclusions were obtained.
Theoretical Background and Methodology

Information on the Temperature
[8] There are two obvious processes by which temperature information can be gained from radiance spectra: saturation effects and combinations of lines of the same species with different temperature dependence. These processes are described below. 2.1.1. Saturation effects [9] In the microwave region the Rayleigh-Jeans approximation is valid. In this case the brightness temperature T B emitted by a homogeneous layer of temperature T and opacity t can be express as
For high opacities it follows that T B % T. Outside the Rayleigh-Jeans limit a Plank correction factor < has to be applied. This factor depends, for a given frequency, only on temperature:
lim e Àt !0
[10] This means that information on the temperature exists whenever high opacities occur; that is, the absorption coefficients are high enough to lead to saturation effects. Because the absorption coefficients are frequency dependent, different regions of the spectrum provide temperature information at different altitudes. High opacities occur in the middle stratosphere, where the peak of the ozone layer is, and in the upper troposphere, due to the high concentration of water vapor. At other altitudes, information on the temperature can be gained by another mechanism, as described below.
Lines with different temperature dependence
[11] The strength of a molecular emission line is generally given by the line intensity and the number density of the emitting molecular species. The intensity is calculated by using the spectroscopic database, given in catalogs, which contains the integrated intensity at a reference temperature T 0 . The intensity at a temperature T can be calculated according to Pickett et al. [1992 Pickett et al. [ , 1998 as
where E is the lower state energy; k is Boltzmann's constant; n is the temperature exponent (n = 1 for linear molecules and n = 3/2 for nonlinear molecules).
[12] To calculate the absorption coefficient, the intensity is multiplied by the number density. Deriving the temperature profile from emission lines with a known VMR, such as O 2 , introduces only one unknown, the temperature itself. If the temperature is derived from nonuniformly mixed species emission, then two unknowns are involved: the temperature and the number density. These two variables are highly correlated for one emission line. Therefore temperature profiles can be obtained by a combination of different emission lines with different temperature behaviors. Figure 1 shows the normalized line intensity, with respect to the line intensity at T 0 , as a function of lower state energy and temperature for a nonlinear molecule like ozone. The reference temperature T 0 is set to 300 K, corresponding to the tabulated values in catalogs, e.g., JPL catalog [Pickett et al., 1992 [Pickett et al., , 1998 ]. The range of lower state energies E reflects the variability of E for strong ozone lines, and the range of temperatures reflects the expected atmospheric temperature range. A suitable combination for temperature retrieval would be lines with very different lower state energies.
Treatment of Pointing
[13] Figure 2 shows schematically a limb sounding instrument. The instrument is at an orbit altitude h 0 and looks tangentially through the atmosphere under an angle q. By simple geometrical considerations the antenna viewing angle q is converted to the tangent altitude h by using
where R e is the radius of the Earth.
[14] A basic measurement consists of a number of brightness temperature spectra T B , taken at different tangent altitudes, h i , as the antenna is scanning through the atmosphere. The accuracy of the tangent altitudes is affected by several factors, and therefore a pointing error Áh i is introduced in each spectrum. To determine the error for each altitude is not possible. In this paper it is assumed that the pointing error can be characterized by three components: (1) a constant pointing offset (this means all tangent altitudes are too high or too low; this is also called pointing bias), (2) a linear increase (or decrease) of pointing error with increasing altitude (this is called pointing drift), and (3) a random component with zero mean (depending on the assumed behavior of the scan mechanism, this can be uncorrelated between one altitude and the next, or have some correlation).
[15] A pointing error can be measured as an error in the antenna viewing angle, or as an altitude error at the tangent point. We follow the second approach, because it gives more intuitive numbers (e.g., 1 km instead of 0.02°). Only A schematic drawing of the limb sounding geometry. The instrument is at an orbit altitude h 0 and looks tangentially through the atmosphere under an angle q. An error dq in viewing angle leads to an error dh in tangent altitude. VERDES ET AL.: POINTING AND TEMPERATURE RETRIEVAL the first two components, shown in Figure 3 , can be estimated from satellite attitude data. In that case an uncertainty associated with them should be considered when the accuracy of the retrieval is evaluated. As an alternative the two components can be determined from the measurement itself. In that case, the information on the pointing comes from the dependence of the line widths on altitude.
Inversion Theory and Basic Error Analysis
[16] Inversions of atmospheric measurements can be described in the context of the formalism outlined by Rodgers [1990 Rodgers [ , 2000 . This formalism starts with a general time independent forward model [Bühler and Eriksson, 2000] , F , modeling the radiative transfer through the atmosphere and the detecting instrument. Mathematically, this can be described in the following way:
where y, called measurement vector, is the data obtained from the measurement and X is the parameter vector of the model, necessary to describe a specific atmospheric and instrumental simulation condition. The measurement is given in brightness temperature units (Kelvin), which are defined as
where c is velocity of light, n is frequency, I n intensity at n.
[17] The measurement noise y is added to the signal from the atmosphere. In our case, it is exclusively determined by the instrument's system noise temperature T sys . (The relationship between T sys and the noise per element of y is given in equation (16) below.) Usually, one breaks up the total parameter vector X in a parameter vector, b, which is treated as constant during the retrieval process (for example, sensor bandwidth, spectral resolution) and the state vector, x, which contains all the parameters of interest which are intended to be retrieved from the data (for example, trace gases volume mixing ratios, temperature). Following this scheme, equation (5) can be reformulated to
[18] A linearization of F (x, b) with respect to x and b is needed, both for performing the retrieval and for the error analysis. Inversion problems of satellite data are often illposed and therefore need a regularization. To obtain stable solutions in our retrieval procedure, we use a priori information about the mean atmospheric condition and the instruments characteristics. The linearization of the forward model is then best performed around this a priori state vector (x a , b a ):
with
Each row of K x (K b ) contains the state parameter (model parameter) weighting function which expresses the change of a single measurement vector element with respect to changes in the state vector x. The a priori state is only one example of a state vector where the linearization of the forward model could be applied. The weighting functions are actually a function of the state vector. An inverse (or retrieval) method has to be applied to the measurement vector in order to retrieve optimal estimate for the state vectorx:
Considering equation (8), the inverse model can be linearized around the a priori state, yieldinĝ
where the contribution function matrix D y is defined as
The linearization of the inverse model takes place at a point in the data space, not in state vector space.
[19] The matrices, K x and K b are calculated numerically by doing disturbance calculations by repeated use of the forward model. The OEM provides a recipe of how to calculate D y . The interested reader is referred to Rodgers [2000] . The matrix resulting from the multiplication of K x and D y is called averaging kernel matrix. Its meaning gets clearer using equations (9) and (12): The sensitivity of a single retrieved state parameterx i to the true state parameters is described by a single row in A, which is also called averaging kernel function ofx i . The averaging kernel matrix gives an estimate of the vertical resolution of the retrieval. In the ideal case it corresponds to the identity matrix. The measurement response is defined as the sum of the averaging kernels associated with the retrieved quantity in question. It gives a good impression of the altitude range where the retrieval takes information from the measurement. Ideally, it should be close to 1. In the opaque region it goes to zero.
[20] The general expressions of the forward and inverse model (equation (8) and equation (11), respectively) are symmetric in x and b. The difference of these two parameter vectors enters at the stage of the operational retrieval process, where the model parameter vector is kept constant at the best known values (b = b a ) during the retrieval, while only the state vector is variable. Therefore the term D y Á K b Á ðb À b a Þ is not explicitly present in the operational retrieval process. However, with respect to a complete description of possible retrieval errors, that is, the difference between the retrieved and true state, one has also to take into account the influence of wrong model parameters. Following this line, one can define the retrieval error by rearranging equation (11):
with I as the identity matrix. Three different sources of errors can be identified in equation (14): 1. Smoothing error is related to the need for a priori information. This extra or additional information quantifies our expectation of the solution independent of the actual data. A priori information can be based on the mean of several reported measurements x a , and their covariance matrix S a . The covariance matrix of the resulting retrieval error, called smoothing error, can be calculated as
2. Measurement error is due to the noise which appears in the measurement. In our simulations only the radiometric noise was considered. It is given by the system noise temperature T sys , which can be transformed into an error per channel of the considered band by the radiometric formula:
where t int is the integration time (t int = 0.3 s), and Án is the spectral resolution (Án = 50 MHz). The diagonal elements of measurement noise covariance matrix, S , are set to be equal to the square of the channel noise (given in equation (16)). We assumed that there is no interchannel correlation so that the nondiagonal elements of S are zero. The measurement error covariance matrix, describing the propagated error in the retrieval, can be calculated as
Often, we refer to the retrieval precision matrix, S, which means the sum of the smoothing and measurement error covariance matrices (S = N + M). Information about correlations between two elements of the retrieved state vectorx is stored in the correlation matrix C, which is defined by
3. Model parameter error is caused by uncertainties in model parameter, such as spectroscopic or instrumental parameters. If one knows the statistics of the model parameters b, that means the covariance matrix S b is known, then the model error covariance matrix P, describing the resulting error on the retrieval, can be calculated as
[21] The model parameter vector b plays an important role in the formalism presented above, and it is usually treated as a known constant in the forward model and inversion method. It is therefore crucial to know how statistical and systematic errors in these parameters affect the retrieved state vector.
[22] In equation (14) 
Once the contribution function matrix D y at y = F ðx a ; b a Þ has been calculated, it can be used for the entire investigation of statistical and systematic parameter errors, which makes this linear mapping method quite useful. An estimation about the influence of statistical errors in b on Áx can be obtained by generating a set of Áb with a preselected statistical distribution and introducing them into equation (20) . An additional advantage of the linear mapping method is that Áb can have any statistical distribution and is therefore not restricted to Gaussian distributions. To investigate the impact of the model parameters on the retrieval, both methods, Rodgers' algorithm (equation (19) ) and linear mapping methods (equation (20)), were used.
Instrumental and Retrieval Setup
[23] The instrumental setup follows the characteristics of the MASTER instrument [Reburn et al., 1999] , conceived as a core instrument in a future ESA Atmospheric Chemistry Explorer mission. Its principal objective will be to provide innovative global measurements of the atmospheric composition in order to improve the knowledge of the dynamics, radiation budget, and chemistry of the upper troposphere and lower stratosphere. The instrument will be configured to limb-scan the atmosphere from 0 to 50 km in the orbit plane (820 km orbit altitude), with a sampling rate of 1/0.3 s corresponding to 1 km in tangent altitude. Emission measurements will be made in five broad spectral bands, in the frequency range 196-506 GHz. A spectral resolution of 50 MHz was assumed. In this paper, the discussion focuses on two bands: (1) ''500 GHz'' band, frequency range 498.5 -505.5 GHz. The main target species are BrO, O 3 and ClO. (2) ''300 GHz'' band, frequency range 296-306 GHz. The main target species are N 2 O, O 3 and O 2 , the latter intended to provide temperature and pointing information. The two bands have a T sys of 4743 K (''500 GHz'' band) and 5809 K (''300 GHz'' band), respectively. Simulated spectra for the two bands are shown in Figure 4 . The strongest lines within each band are labeled with the name of the corresponding species.
[24] The simulations were performed for a midlatitude summer scenario. Except for scattering from tropospheric clouds and refraction, all significant effects connected to atmospheric radiative transfer were considered. The refraction was not included in order to reduce the computational effort. The refraction could not be neglected when we have to deal with real data. However, it is verified that if the refraction is considered both in the simulated measurement and in the inversion then the results are similar to those presented here. Calculation of absorption was based on the line catalog used in [Bühler et al., 1999] , mainly based on the HITRAN database [Rothman et al., 1992] , and the parameterization of the water vapor continuum by Rosenkranz [1998] . For the selected scenario, the simultaneous retrievals of trace gases profiles, continuum absorption profiles, temperature profile, and a pointing bias were performed using simulated measurements of an entire elevation scan cycle.
[25] Trace gases profiles were retrieved on a nonuniform vertical grid with a grid space varying from 2 to 3 km. The state vector contained the logarithm of the VMR, giving a desirable positive constraint to the species profiles. The a priori uncertainty was set throughout to be 100%, and no vertical correlation between the retrieval layers was assumed.
[26] The continuum absorption across each instrumental band was fitted by three absorption offsets, representing the magnitude of the continuum at the upper, lower and middle position of the band with respect to frequency, and thus giving a second-order polynomial description of the continuum. These variables were retrieved on a grid of 2 km, exactly as the trace gases profiles (that means also in log units).
[27] Temperature was retrieved on a grid with a vertical spacing of 3 km, under the hydrostatic equilibrium condition. The a priori error was set to 5 K and the temperature variability was assumed to be uncorrelated between the retrieval layers.
[28] Regarding the pointing, only the bias was included in the retrieval, with an assumed a priori error of 10 km. The drift was considered to be known from the instrumental requirements with an accuracy of ±100 m, and the retrieval error associated with the limited accuracy was considered.
Results and Discussions
Pointing and Temperature Retrieval From a Nonoxygen Band
[29] As stated above, information on the pointing and the temperature profile are conventionally extracted from measurements of oxygen emission lines. The question raised here is to what extent the pointing and temperature information can be separated from the unknown mixing ratios. In this section we present the retrieval results using the measurements in a spectral range which does not contain an oxygen emission (''500 GHz'' band). To quantify the capability of the pointing and temperature retrieval, a full error analysis was carried out. This includes an assessment of the retrieval precision, and of the model parameter errors, coming from instrumental effects (calibration, antenna pattern, random pointing error, baselines, and others) or from inaccurate spectroscopic data.
Retrieval precision
[30] The quality of the retrieval depends on the information content of the measurement with respect to the retrieved quantities. That refers to the statistical properties of the retrieval, such as measurement error and smoothing error. As mentioned above, by retrieval precision we denote the combined effect of these two. The three error terms for the pointing bias retrieval are displayed in the first column of Table 1 . It can be seen that from the statistical point of view a bias retrieval may be achieved with a very high precision of 21 m. The measurement error (of 20 m) dominates the retrieval precision, the smoothing error is rather small. The temperature is retrieved with a precision better than 2 K at altitudes ranging from 10 to 40 km ( Figure 5 ). At lower altitudes the smoothing error dominates the error budget. The retrieval precision at these altitudes only relies on the a priori information, an effect of the high opacity due to water vapor. Figure 6 shows the averaging kernel functions for the temperature retrieval, as defined in equation (13). The two numbers to the right of each kernel function indicate the retrieval altitude and the full width at half maximum (FWHM) of the averaging kernel in kilometers. The averaging kernels are narrow, representing a good vertical resolution. The measurement response (solid line) is also displayed. A good measurement response (more than 90%) of the temperature retrieval is obtained up to altitudes of about 40 km.
Model parameter errors
[31] In the previous section it has been found that from the statistical point of view, the retrieval of a pointing bias and the atmospheric temperature profile can be achieved with a good precision even in a band lacking O 2 emission. Still to be investigated is the sensitivity of the retrieval to model parameters uncertainties. To evaluate this, an analysis was carried out with respect to instrumental parameters such as calibration, antenna, baselines, random pointing error, as well as with respect to spectroscopic parameters, for example, pressure broadening parameters. The impact of the instrumental parameters is investigated by applying the linear mapping method (equation (20)); only the impact of the spectroscopic parameters is investigated by applying Rodgers' method (equation (19) ).
[32] The first column of Table 2 lists the investigated instrumental parameters, and the resulting errors on the pointing bias retrieval from the ''500 GHz'' band. Similar results for the temperature retrieval are shown in Figure 7 . The retrieval precision is also included in the plot. For more clarity, only the terms found to be more severe are displayed in the figure. A brief description of the considered model parameters and the generated errors on the retrieval are given below. See Appendix A for a complete description of the assumed model parameter uncertainties and their simulations. Also the full set of the resulting errors on the pointing and temperature retrieval from the ''500 GHz'' band are given in the appendix.
[33] The heterodyne receiver is assumed to operate as a total power radiometer with a hot (with a temperature T h = 300 K) and cold (with a temperature T c = 0 K) load calibration. Due to the instrument's noise, the hot and cold load calibration will introduce a random noise on the measured spectra. With the chosen measurement cycle, the error due to calibration noise is of the same order of magnitude as one generated by measurement noise. It is 21 m for pointing bias retrieval and less than 1 K for the temperature retrieval.
[34] An uncertainty in the determination of the temperature of the calibration loads will be directly transferred into an error in the determination of the brightness temperature. This can lead, for instance, to incorrect scaling, offsets, and nonlinearities in the measured brightness temperature spectra. Three different kinds of uncertainties were considered: 1 K uncertainty in the temperature of both cold and hot loads (referred to as 1 K calibration offset), 1 K uncertainty in the temperature of the hot load alone (referred to as 1 K at 300 K calibration), and a quadratic dependence of the brightness temperature on the physical temperature with 0.2 K difference at 150 K and zero difference at T h and T c , respectively (referred to as 0.2 K quad calibration). We found that the uncertainties in the calibration process introduce a significant error on the retrieval. The 1 K calibration offset gives an error on the pointing bias of 15 m, while the 1 K at 300 K calibration has the higher impact of 32 m. The error introduced on temperature retrieval by the two calibration terms is larger than 1 K, and hence significant. On the other hand, the Figure 5 . Retrieval precision, measurement error and smoothing error for the temperature retrieval in the ''500 GHz'' band. Figure 6 . Averaging kernels for the temperature retrieval presented in Figure 5 . 0.2 K quad calibration term generates a negligible error both on the pointing bias and on the temperature. The same analysis could be applied to a more general set of calibration errors, e.g., the ones caused by emissivity errors of calibration loads. The three cases do not represent individually realistic uncertainty cases. Rather, they represent a kind of basis for the things that could go wrong in the calibration.
[35] Uncertainties in the measured antenna pattern can potentially influence the accuracy of the retrieval. To evaluate this error source, three cases of disturbed antenna patterns were investigated: antenna noise (a flat noise which appears in the measured antenna pattern), antenna nonlinearity (a nonlinearity in the measured antenna pattern), and antenna distortion (a distortion which could appear during operational phase, on the orbit). Except for the antenna distortion, the antenna pattern uncertainties have a comparatively small impact on the pointing bias retrieval ( Table 2 ). The high impact of the antenna distortion can be understood by noting that this particular distortion case actually shifts the maximum of the antenna pattern to some extent. In that sense, the pointing bias retrieval finds simply the bias associated with the antenna distortion. On the other hand, the antenna distortion has a much smaller impact on the temperature retrieval as a consequence of the already corrected pointing bias by including it into the retrieval. If the pointing bias is not be retrieved then the antenna distortion generates a much larger error on the retrieved temperature (these results are not shown here).
[36] Instrumental nonlinearities, standing waves, and other unknown effects usually cause remaining structures on the spectral baseline, called baseline ripples. The ripples were simulated by adding to the spectra sinusoidal offsets with an amplitude of 0.1 K, value given by the instrumental requirements [Lammare, 1997] . Depending on the cause of the baseline ripple, the phase can either be assumed constant during a single scan (baseline ripples correlated), or randomly distributed during a single scan (baseline ripples uncorrelated). Both cases were studied. It turns out that the baseline ripples have a small impact, both on the pointing bias retrieval, and on the temperature retrieval. However, it has to be pointed out that a 0.1 K amplitude of the ripples already represents a high suppression of baseline structures.
[37] The spectrometer for wider bands (about 10 GHz like ''500 GHz'' band) consists of two or more adjacent acousto-optical spectrometer (AOS) modules, which may lead to discontinuities in the spectral baseline. The baseline discontinuities could have a high impact on the pointing and temperature retrieval quality. This large error corresponds to the worst placement of the AOS modules with respect to frequency. This can be reduced drastically by the proper choice (see Table 2 for pointing retrieval; the results for the temperature with respect to this error source are given in Appendix A, Figure A7 ). However, an optimal placement for the pointing and the temperature retrieval could have a large impact on the trace gases retrieval, and therefore a compromise with respect to the target species has to be found. We assume that in practice a good compromise can be found, so that this error will be small.
[38] In the case when the pointing drift is treated as a known model parameter, then an error associated with it should be considered. To estimate this error, the impact of a drift uncertainty of ±50 m (optimistic case), ±100 m (realistic case), and ±200 m (worst case) on the retrieval was investigated. It is found that the drift uncertainty has a small impact on both bias and temperature retrieval. The remaining random components of the pointing error might have a critical impact on the retrieval. As already mentioned in section 2.2, depending on the scan mechanism the random pointing error components can be uncorrelated between one altitude and the next (referred to as pointing uncorrelated), or have some correlations (referred to as pointing correlated). For the pointing correlated term, a correlation length of 6 km was investigated. It was found that the random pointing error components have a tolerable impact on the retrieved bias. The pointing correlated seems to be more severe (7 m, Table 2 ). The influence of these random pointing errors on the temperature retrieval is almost equal (0.3 K and 0.4 K, respectively), as can be seen in Figure 7 .
[39] In order to get a more comprehensive picture of the instrumental parameters influence on the retrieval, an instrumental error budget (referred to as total instrumental error) has been computed. The parameters that were included in the budget are noted in Table 2 . Only the dominant errors have been included in the budget; errors shown to be small were neglected. In cases where several alternatives for one parameter were investigated, the most realistic alternative was included in the budget. The errors due to measurement and calibration noise, although significant, were not included in this total instrumental error since they are already part of the retrieval precision. More explanations on the computed total instrumental error are given in Appendix A. For the investigated band (''500 GHz'' band) the total instrumental error has a value of about 45 m on the retrieved pointing bias. The total instrumental error for the temperature retrieval is between 1 K and 2 K (Figure 20 , left plot) and therefore comparable with the retrieval precision. Inaccurate spectroscopic data may result in a retrieval error. In a previous study [Bauer et al., 1998 ] it has been found that the highest uncertainties in the spectroscopic data are connected to the values of the pressure broadening parameters and their temperature dependence. Therefore only these parameters were investigated here, i.e., g a (air broadening parameter), n a (temperature exponent of g a ), g s (selfbroadening parameter), and n s (temperature exponent of g s ).
The four quantities are different for different species and, within a species, for different rotational quantum numbers.
The explicit values are tabulated in line catalogs like HITRAN [Rothman et al., 1992] . The assumed uncertainty was throughout set to 5% (for all four parameters) of the nominal catalog value and all parameters were treated to be independent variables (i.e., uncorrelated uncertainties). The imperfect knowledge of the spectroscopic parameters causes a total spectroscopic error on the pointing bias retrieval of about 149 m, a value which dominates the entire error budget. However, by looking at individual terms (Table 3) , one can see that only a few lines are responsible for these errors. The highest error is connected to the uncertainty in the air broadening parameter of the strongest ozone line within the band (because total pressure p is much greater than partial pressure of ozone p O3 , see equation (A2) from Appendix A). However, unlike instrumental parameters, spectroscopic parameters are true constants. This means that spectroscopic uncertainties will lead to a bias that can be corrected even in retrospect, as soon as better spectroscopic parameters are known. A similar behavior is obtained for the temperature retrieval. Spectroscopic errors are of the order of 1 -2 K (Figure 8) , and hence significant. What was stated above for the pointing bias retrieval is also valid for the temperature retrieval: the contribution from certain ozone lines to the total spectroscopic error is very large. It reaches the value of 2 K (more than 80% from the total spectroscopic error) at some altitudes.
[40] By regarding all three error terms, e.g., total instrumental error, total spectroscopic error, and retrieval precision, we can get a comprehensive picture of the retrieval quality.
(Such a comprehensive picture is presented in Table 5 for the pointing bias and in Figure 20 for the temperature retrieval.) 4.1.3. Influence of pointing and temperature retrieval on VMR retrieval
[41] The two previous sections discuss the performance for pointing and temperature retrievals itself. Retrieval of pointing and temperature is mainly an aid to improve the retrieval performance for the VMR of the trace gas profiles, and the most interesting question is how the performance of the trace gas VMR profiles retrieval is affected by additional retrieval of pointing and temperature. A qualitative discussion, rather than showing the results, on this issue is made here. It is found that the measurement response is to a very small extent affected by including pointing and temperature retrieval in the inversion. Neither the measurement errors, or the smoothing errors, or the shape of the averaging kernels, are changed in a significant way. The influence on the retrieval precision is accordingly low. The sensitivity to instrumental uncertainties generally tends to decrease when pointing and temperature retrieval are included. This is most notably for correlated pointing, calibration, and antenna errors. A slight decrease of the total instrumental error (about 5%) is seen for almost all the retrieved VMR profiles. In contrast to the instrumental errors, the error due to incorrect line shape parameters increases when retrieving additionally pointing and temperature. However, the discussed deterioration is limited, and the improvement with respect to other uncertainties more than counterbalances this negative effect.
[42] In summary, one can say that the retrieval performance of the trace gas profiles is not seriously changed by simultaneous retrieval of the pointing bias and the temperature profile.
Alternative Strategies for Pointing Retrieval
[43] In the previous section we have shown the capability of the pointing bias and temperature retrieval using the molecular species emissions within a large spectral range (about 10 GHz). To demonstrate this, a band with signatures of several nonuniformly mixed molecular species (''500 a Only the spectroscopic parameters which generate an error larger than 5 m are listed (''500 GHz'' band). Figure 8 . The error associated with the spectroscopic uncertainties of different lines. Also the total spectroscopic error is displayed. As a reference, the retrieval precision is also displayed. It corresponds to the curve in Figure 5 . (''500 GHz'' band.) GHz'' band) was chosen. The question arises then if an oxygen band may bring some improvements of the entire retrieval performance. To answer this, a comparison between the nonoxygen band (''500 GHz'' band) and an oxygen band (''300 GHz'' band) has been carried out. The spectra of both bands are shown in Figure 4 . Ozone lines are distributed through the entire frequency range of the ''300 GHz'' band, but the most prominent one is at 301.8 GHz.
The main oxygen transition is found at 298.5 GHz. The intensity of this transition is at least 3 orders of magnitude lower than the strongest ozone one, but as the oxygen VMR is 5 Â 10 4 larger than the ozone VMR, the line intensities are of similar strength in the middle atmosphere.
[44] As a third case, the information coming from the oxygen line alone was assessed. Thus the simulated instrument was restricted to a subrange of the ''300 GHz'' band (297.50 -299.25 GHz), as indicated in Figure 4 , right plot (''O 2 line'' band). Furthermore, it was investigated whether it is possible to further improve the pointing knowledge by including drift retrieval. Each one of the above points is addressed below.
Nonoxygen band versus oxygen band
[45] The OEM results for the two bands are presented in Table 1 . Pointing bias retrieval can be achieved with roughly comparable precision in both bands (around 20 m). The other OEM terms (measurement error and smoothing error) are also comparable for the two bands. Since from the statistical point of view there are no better retrieval capabilities in the oxygen band, it remains to clarify if this kind of retrieval is equally susceptible to systematic errors resulting from imperfectly known instrumental or spectroscopic parameters. The instrumental error terms are displayed in Table 2 . It is important to note that also in the ''300 GHz'' band the 1 K calibration offset remains one of the severe terms, but this band has a much lower sensitivity to the 1 K at 300 K calibration (2 m compared to 32 m), mainly because the brightness temperatures in this band are lower (see Figure 4) . The retrieval errors caused by the other instrumental uncertainties are comparable between the two bands. The total instrumental error is slightly lower in the ''300 GHz'' band (30 m compared to 45 m). This is mainly due to the 1 K at 300 K calibration. This is also valid for the total spectroscopic error: The uncertainties in spectroscopic data generate a lower error (119 m, compared to 149 m for the ''500 GHz'' band). Like in the case of the ''500 GHz'' band, only a few ozone lines contribute to this error. In the end, one could conclude that the ''300 GHz'' band may indeed be better suited for pointing retrieval, if there indeed is a 1 K at 300 K uncertainty in the calibration. If this uncertainty can be reduced, the ''500 GHz'' band would be the better choice, due to the slightly (15%) better precision.
[46] By only using the information of an oxygen emission (''O 2 line'' band), the retrieval precision is degraded to 48 m (compared to 24 m). The total instrumental error is greatly increased (145 m). This increase is caused mainly by the 1 K calibration offset (120 m, Table 2 , rightmost column). The pointing bias error introduced by uncertainties in the spectroscopic parameters is slightly lower than the one of the ''300 GHz'' band (110 m instead of 119 m). The error is determined exclusively by the parameters of the O 2 transition; O 3 transitions are negligible. The removal of the impact of uncertainties on O 3 spectroscopic parameters is the only advantage of this scheme. However, the other errors are so much increased that overall it does not seem to be a good alternative.
Drift retrieval
[47] So far, the capability of only one pointing parameter, bias, retrieval was discussed. In a next step it was investigated whether it is possible to improve further the pointing knowledge by including drift. A full error analysis for the drift retrieval was carried out. Neglecting systematic errors and nonlinearities it should be possible to retrieve the drift with a precision of around 100 m, which also happens to be the estimated uncertainty from the instrumental requirements for the drift. This follows from a naive application of the OEM method. The linear mapping results show, however, that the retrieval accuracy of the pointing drift is by far not as good as the one of the bias. The total instrumental error is of the order of several hundreds of meters.
[48] It was also investigated whether removing the drift retrieval has any negative consequences, but none were found. On the contrary, the overall retrieval quality without the drift retrieval is considerably better in all investigated cases. This analysis takes into account the fact that an imperfectly known drift will introduce an error if it is not retrieved. It is found that a drift uncertainty has a small impact on the retrieved quantities. A drift uncertainty of 100 m introduces a bias error of a few meters (Table 2 , at the bottom). Figure 9 displays the impact of a drift uncertainty of ±50 m (optimistic scenario), ±100 m (realistic scenario), ±200 m (worst scenario) on the ozone retrieval. It can be seen that even if the drift is not retrieved, it only has a small impact on the ozone retrieval. This statement is valid for all retrieved molecular species. [49] The good a priori knowledge of the drift should be kept in mind. In fact, the a priori information is better than the information that one can gain from a single scan. The obvious conclusion is that the drift should not be retrieved on a single-scan basis.
[50] If bias retrievals are carried out for consecutive scans, one can obtain a drift by looking at the bias time series. Because of the good accuracy of the retrieved bias, this is expected to give very accurate drift values, provided that the drift does not change from scan to scan or within a single scan, which seems to be a reasonable assumption. If this is not given one would even have to take into account a third pointing parameter, the ''drift of the drift,'' in other words, the second derivative of the pointing bias with respect to time. A situation in which such a second derivative of the pointing bias can be nonzero is given when the platform is accelerated while taking measurements. Clearly, this must be avoided.
Alternative Strategies for Temperature Retrieval
[51] The same steps as for pointing bias retrieval were made for the temperature retrieval. This means the retrieval precision was calculated and the impact of the model parameters was assessed for the ''300 GHz'' band and the results were compared with the ones for the ''500 GHz'' band, as well as the ones for the ''O 2 line'' band.
Nonoxygen band versus oxygen band
[52] The temperature retrieval capability of the oxygen band (''300 GHz'' band) is compared with the one for the nonoxygen band (''500 GHz'' band).
[53] Figures 10 and 11 display the results for the ''300 GHz'' band. The retrieval precision in the two considered bands is roughly comparable. A slightly worse measurement response is reached in the ''300 GHz'' band. For this band the averaging kernels are wider, representing a poorer vertical resolution.
[54] It is important to note that in spite of the presence of an O 2 line in the ''300 GHz'' band, this band shows no qualitatively different behavior from the other band. In fact, the ''500 GHz'' band is better at high altitudes. This is easily explained by the fact that O 2 is not the main source of temperature information even in the ''300 GHz'' band. To examine this, the response of the oxygen line to a change in temperature was investigated. Figure 12 shows the total intensity of different oxygen lines at a temperature of 250 K for a wide range of frequencies. The oxygen line in the ''300 GHz'' band is one of the strongest O 2 line in this frequency region. The response of the intensity to an increase of 5 K in temperature is shown at the bottom of the figure. The intensity of the oxygen line shows a negative temperature dependence. For the microwave frequencies the brightness temperatures increase with increasing temperatures, since the Planck function increases with temperature. Thus the negative response of the intensity partly compensates the positive influence of the Planck function. This could explain the poor information coming from the oxygen line.
[55] Figure 13 displays the errors caused by uncertainties in different instrumental parameters for the ''300 GHz'' band. To allow a comparison, the retrieval precision of the temperature is also included in the plot. As already found for the ''500 GHz'' band, the temperature retrieval is strongly influenced by calibration uncertainties. At some altitudes the errors reach values higher than 2 K. These errors are slightly lower for the ''500 GHz'' band ( Figure 7) . The two cases of random pointing errors generate an almost constant error of less than 1 K. An imperfect antenna knowledge has a small effect. The ''300 GHz'' band is more sensitive to antenna noise. All the other error terms are comparable. The total instrumental error for the ''300 GHz'' band is higher (Figure 20 ) compared to the ''500 GHz'' band, at some altitudes reaching values larger than the corresponding retrieval precision.
[56] In contrast to the results obtained for pointing bias retrieval, the temperature retrieval in the ''300 GHz'' band is more severely influenced by spectroscopic uncertainties. Its total spectroscopic error sometimes exceeds 4 K (Figure 14) . Again, the contribution of ozone lines to the total error is very large.
[57] Moreover, looking at different error terms it was found that the retrieval of the common trace gas profiles in the two bands, e.g., O 3 , is achieved with a similar performance.
Temperature retrieval in a restricted region around an oxygen emission
[58] Figures 15 and 16 display the general retrieval results for the temperature retrieval in the ''O 2 line'' band. The retrieval precision is much poorer compared to the nominal band (Figure 10) . In contrast to the nominal band, the retrieval precision is dominated by the smoothing error. Reducing the frequency range to the narrow region containing only the oxygen line degrades severely the measurement response. The averaging kernels are rather wide, a fact which denotes a poor vertical resolution.
[59] The impact of different model parameters is shown in Figures 17 and 18 . As already found, uncertainties in the calibration have the most serious impact. As for the other bands, the uncertainties in spectroscopic parameters lead at Figure 10 . Retrieval precision, measurement noise and smoothing error for the temperature retrieval. (''300 GHz'' band.) several altitudes to higher errors than the retrieval precision. However, the total spectroscopic error is dominated exclusively by the O 2 line, which might be an advantage if this line would be measured in the laboratory with high accuracy.
Atmospheric State and Instrumentation Impact
[60] The results are somewhat dependent upon the atmospheric state and instrumentation. However, the same methodology and principle can be applied. So far, we presented the results for only one atmospheric state and for fixed assumptions on the instrumental specifications. The measurements as recorded by the MASTER instrument [Reburn et al., 1999] were simulated assuming midlatitude summer atmospheric conditions, and from such measurements pointing and temperature profile retrieval was performed. It is interesting to examine how the results are influenced by the changes in the assumed atmospheric state or in the instrumental characteristics.
[61] In the first step, to examine the impact of the atmospheric state, the pointing and temperature profile retrieval was performed for the same instrumental characteristics (specific to MASTER instrument) but under different atmospheric conditions. The VMR and pressure/temperature profiles corresponding to tropical climatology were chosen since the midlatitude and tropical scenarios are two extremes for the atmospheric conditions. It has been found that the retrieval performance of the pointing bias and atmospheric temperature profile has a low susceptibility to the changes in the atmospheric state. In the particular case of the ''500 GHz'' band a pointing bias is retrieved with a precision of 24 m, while the atmospheric temperature profile is retrieved with a precision of about 2 K at altitudes ranging from 10 to 40 km. This results are very similar with one obtained for midlatitude atmospheric scenario (see section 4.1.1). Similar results are also obtained with respect to the errors caused by the model parameters.
[62] In a second step it has been investigated the pointing and temperature retrieval performance when the instrumental characteristics are changed. Retrieval simulations were carried out also for the midlatitude summer atmospheric conditions but the instrumental characteristics specific to the SOPRANO instrument [Bühler et al., 1999] were considered. For each instrument, a spectral band was chosen. The main characteristics of the three instruments are listed in Table 4 . Pointing bias is retrieved with a precision about 20 m for the two first instruments (MASTER and SOPRANO), and better (11 m) for the SMILES instrument. This is just a consequence of the very low T sys (500 K). The retrieval precisions of the temperature for the three considered instruments and from the considered spectral bands are displayed in Figure 19 . The temperature retrieval is achieved with high precision from all three instruments. It is important to note that even though the MASTER and SOPRANO instruments measure on the same frequency range, the retrieval precision of the temperature is slightly worse for SOPRANO. This is just an effect of the antenna Figure 12 . Oxygen intensities for frequencies around 300 GHz: (top) absolute intensity at a temperature of 250 K; (bottom) relative intensity change to a 5 K variation in temperature. Figure 13 . The impact of different instrumental uncertainties on temperature retrieval. Only the most important terms are displayed. For the sake of comparison the error caused by the measurement noise and the retrieval precision are included in the plot. (''300 GHz'' band.) size. For the SOPRANO instrument the antenna diameter is half that of MASTER, leading to a larger width of the antenna beam, as the width of the antenna beam is inversely proportional to the antenna diameter. Regarding the model parameters, the errors due to uncertainties in calibration process and spectroscopic parameters still remain the most severe terms even for the other two instruments.
Conclusions
[63] In this paper the capability of pointing and temperature retrieval from millimeter-submillimeter limb sounding measurements is investigated. By a detailed error analysis, comprising both statistical and systematic errors, it is found that the simultaneous retrieval of one pointing parameter (bias) and atmospheric temperature is possible. For the selected simulation conditions and instrumental specifications, the bias can be retrieved with a very good precision, better than 24 m. The temperature profile is retrieved with a precision better than 2 K at altitudes ranging from 10 to 40 km.
[64] The retrieval is sensitive to some model parameter errors (uncertainties in instrumental and spectroscopic parameters). The total instrumental error could be greatly improved by a reduction of the calibration uncertainties. Regarding the errors caused by uncertainties in spectroscopic parameters, it has been found that only a few lines are responsible for these errors. In all cases the error is so strongly dominated by a single line, that it would be reduced significantly if the parameters of that single line were perfectly known.
[65] A comparison between the information derived from a band containing an oxygen line and one without an oxygen line shows that there is no qualitative differences between the two. This is easily explained by the fact that O 2 is not the main source of pointing and temperature information, even in the ''300 GHz'' band.
[66] If pointing bias and temperature are retrieved using only the information coming from an oxygen line, the results are poorer in retrieval precision and in instrumental errors. The magnitude of the total spectroscopic error is comparable (slightly lower, but this is probably a side effect of the poorer precision). It is indeed caused exclusively by the O 2 line parameters, which might be an advantage. However, the overall performance is so much poorer that this retrieval scheme does not seem to be a good alternative.
[67] Retrieving two pointing parameters does not seem to be advantageous. Drift has a high sensitivity to instrumental uncertainties. It has been found that if the pointing drift is considered a known model parameter then an error associated with it has a small impact on the retrieval.
[68] Table 5 gives a comprehensive summary of the pointing bias retrieval capabilities from the ''500 GHz'' band (nonoxygen band), the ''300 GHz'' band (oxygen band), and the ''O 2 line'' band (restricted region around oxygen transition). Displayed are the three fundamentally different errors that have been investigated: total instrumental error, total spectroscopic error, and retrieval precision. A similar summary for the temperature retrieval is given in Figure 20 .
[69] The retrieval has a low susceptibility to the atmospheric state. Through a detailed error analysis it has been found that the retrieval capability of pointing bias and temperature is comparable for two assumed atmospheric scenarios.
[70] As a summary, one can say that the pointing bias and temperature retrieval capabilities are good enough to allow the instrument to fulfill the scientific requirements (200 m for pointing bias, and 3 K for temperature, respectively) without external data. Dedicated oxygen bands appear to be unnecessary. Moreover, similar investigations carried out for other two sets of instrumental parameters also showed good retrieval capabilities of the pointing bias and the temperature profile.
Appendix A: Model Parameter Uncertainties
[71] Here a complete description of the investigated model parameters is given, together with the resulting errors on the pointing and temperature retrieval from a nonoxygen band (''500 GHz'' band).
A1. Measurement Noise
[72] The noise is assumed to be normally distributed with a standard deviation of ÁT given by the radiometric formula (equation (16)). The investigated band has a system noise temperature of 4743 K which gives a ÁT of 1.2 K. A large set of random error sequences in ÁT was generated and mapped into retrieval error patterns. The root mean square (RMS) error was then computed. The measurement error calculated in this way should be equal to the result given by OEM, a fact which can be regarded as a consistency check for the implementation. A value of 20 m on bias retrieval is obtained, in very good agreement with the one given by the OEM. This is valid for the other bands as well, as can be seen from Table A1 . The measurement error pattern for the temperature retrieval is displayed in Figure A1 , again, in a very good agreement with the OEM results ( Figure 5 ).
A2. Calibration Noise
[73] The heterodyne receiver is assumed to operate as a total power radiometer with a hot (T h = 300 K) and cold load calibration. Due to the instrument's noise, the hot and cold T c = 0 K load calibration will introduce a random noise of the order ÁT B on the brightness temperature, T B . The introduced error can be calculated as
The width of the normal distributed noise in a channel, ÁT h;c , is calculated by applying equation (16), where the assumed integration time for the calibration procedure is t int = 2 s, and the spectral resolution is the nominal value of Án = 50 MHz. The resulting value for ÁT h;c is 0.58 K, less than 40% of ÁT.
[74] With the chosen measurement cycle, the error due to calibration noise is of the same order of magnitude as one generated by measurement noise for the bias retrieval (21 m), and slightly lower for the temperature retrieval ( Figure A1 ).
A3. Calibration
[75] Uncertainties in the determination of the temperature of the calibration loads will lead to incorrect scaling, offsets, and nonlinearities in the measured spectra. An error in the physical temperature T phy of a calibration load will be directly transferred into an error in the determination of the brightness temperature T B . Three different kinds of uncertainties were investigated: (1) an increased physical temperature of both the hot and the cold load of about 1 K (referred to as 1 K calibration offset), (2) an increased physical temperature of the hot load alone of 1 K (referred to as 1 K at 300 K calibration), and (3) a quadratic dependence of the brightness temperature on the physical temperature with 0.2 K difference at T phy = 150 K and zero difference at T h and T c , respectively (referred to as 0.2 K quad calibration).
[76] The same analysis could be applied to a more general set of calibration errors. These could be caused by emissivity errors of calibration loads, nonlinearities, and others. The three cases do not represent individually realistic uncertainty cases. Rather, they represent a kind of basis Figure 20 . Comprehensive error summary for temperature retrieval. Displayed are the three fundamentally different errors that have been investigated: total instrumental error, total spectroscopic error, and retrieval precision. The three plots correspond to the three investigated bands: (left) ''500 GHz'' band, (middle) ''300 GHz'' band, (right) ''O 2 line'' band. for the things that could go wrong in the calibration. In the sense of a Taylor expansion, there could be an offset, a scaling factor, or even a quadratic term.
[77] It turns out that the calibration process introduces a significant error on the retrieval. The 1 K calibration offset gives an error on the bias of 15 m, while the 1 K at 300 K calibration has the higher impact of 32 m ( Table 2 ). The error introduced on temperature retrieval by the two calibration terms is larger than 1 K ( Figure A2 ). The 0.2 K quad calibration, on the other hand, has a small impact because its assumed 0.2 K magnitude is small.
A4. Antenna Pattern
[78] Linear retrieval simulations were performed assuming perfectly known antenna patterns. This means that for the retrieval the same reference antenna pattern ( Figure A3 ) was used as for the calculations of the synthetic measurements. In reality, the antenna pattern is not perfectly known, a fact which influences the accuracy of the retrieval. To evaluate this influence, three cases of disturbed antenna patterns were investigated:
1. The first case is antenna noise of 35 dB. This case assumes that a flat noise level appears on the reference Figure A1 . Errors caused by measurement noise and calibration noise for the temperature retrieval. (''500 GHz'' band.) Figure A2 . The error on temperature retrieval caused by calibration uncertainties. The three curves display the error patterns introduced by the different cases of calibration uncertainties: 1 K calibration offset, 1 K at 300 K calibration, and 0.2 K quad calibration. (''500 GHz''band.) Figure A3 . The reference antenna pattern used in the retrieval simulations. The displayed antenna pattern is calculated for 500 GHz. antenna pattern. To simulate this, random values were generated with a normal distribution, to yield vectors somewhat longer than the reference antenna pattern itself, but with the same elevation intervals. These vectors were convolved with a 1 km boxcar, and offset subtraction and scaling were applied to yield average values of zero and RMS values of À35 dB below the reference antenna pattern peak. The central portion of these vectors of the same length as the reference antenna patterns were then simply added to the reference antenna pattern.
2. The second case is antenna nonlinearity of 20 dB. To simulate nonlinearities of the antenna pattern measurements, the reference antenna pattern was first normalized to have a peak equal to 1. Each value x of the reference antenna patterns was then modified according to
This expression simulated a quadratic term with a gain reduction of 1% when measuring the boresight of the antenna. The antenna pattern was then computed by applying this distortion. The obtained antenna pattern was then again normalized to have a peak equal to 1. 3. The third case is antenna distortion of 25 mm surface distortion peak-to-peak. This refers to a typical distortion which is expected to be experienced in orbit due to moisture release. It corresponds to a reflector distortion having a zero mean error and a 25 mm peak to peak amplitude.
[79] The three cases of antenna pattern uncertainties are shown in Figure A4 . It turns out that the antenna noise and antenna nonlinearity have a rather small impact on the pointing bias retrieval, whereas the antenna distortion leads to large errors on the bias retrieval (Table 2 ). This can be understood by noting that this particular distortion case actually shifts the maximum of the antenna pattern a little (rightmost plot in Figure A4 ). In that sense, the bias retrieval here simply finds the bias associated with the antenna distortion.
[80] Figure A5 displays the impact of the corresponding perturbed antennas on the retrieved temperature. What was stated for the bias is also valid here, except for the antenna Figure A4 . The figure displays the three cases of antenna pattern uncertainties. More exactly, displayed are the differences between the perturbed antenna patterns and the reference antenna pattern. (left) Antenna noise; (middle) antenna nonlinearity; (right) antenna distortion. Please be aware of the different y axis scales. Figure A5 . The error on temperature retrieval caused by antenna pattern uncertainties shown in Figure  A4 . (left) Antenna noise; (middle) antenna nonlinearity; (right) antenna distortion. For a better comparison the same scale was used in the three plots. (''500 GHz'' band.) distortion. It leads to a much smaller error, since the impact is reduced by the bias retrieval.
A5. Baseline Ripples
[81] Instrument nonlinearities, standing waves, and other unknown effects usually cause remaining structures on the spectral baseline, called baseline ripples. This was simulated by adding to the spectra sinusoidal offsets with an amplitude of 0.1 K and periods of 100 and 400 MHz. Depending on the cause of the baseline ripple, the phase can either be assumed constant during a single scan (baseline ripples correlated), or randomly distributed during a single scan (baseline ripples uncorrelated). Both cases were studied.
[82] It turns out that the ripples have a small impact, both on the bias retrieval, and on the temperature retrieval (see Table 2 and Figure A6 ). However, it has to be pointed out that a 0.1 K amplitude of the ripples already represents a high suppression of baseline structures.
A6. Baseline Discontinuities
[83] Current technology does not allow the construction of acousto-optical spectrometers (AOS) that cover a bandwidth of more than 2 GHz with the desired resolution. The spectrometer for wider bands therefore has to consist of two or more adjacent AOS modules, which may lead to discontinuities in the spectral baseline. This was simulated by a sawtooth function from À0.2 K to +0.2 K every 2 GHz. Since this parameter will be a fixed property of the instrument, the RMS error for a large ensemble is not meaningful. Therefore only 20 cases with each phase shifted by 100 MHz were investigated.
[84] The baseline discontinuities due to the AOSs placement could have a high impact on the pointing and temperature retrieval quality. This error can be reduced drastically by the proper choice of the AOS module placement with respect to frequency (Table 2 and Figure A7 ). This, however, could have a large impact on the trace gases retrieval, and therefore a compromise with respect to the target species has to be found. We assume that in practice, a good compromise can be found, so that this error will be small.
A7. Drift Uncertainty
[85] As already pointed out, if the pointing drift is treated as a known model parameter, then an error associated with it should be considered. The impact of a drift uncertainty of ±50 m (optimistic case), ±100 m (realistic case), and ±200 m (worst case) on the retrieval was investigated. It is found that the drift uncertainty has a small impact on both bias and temperature retrieval.
A8. Pointing Stability
[86] Even if a pointing bias can easily be corrected, and a drift sufficiently known, the remaining random components of the pointing error can have a critical impact on the retrieval. Two different random pointing error time series were generated in order to simulate different behaviors of the scan mechanism. All these time series have the same RMS value of ±25 m but have different correlation intervals. For each case, 20 random examples were generated. Starting with a random sequence of tangent-altitude errors having a Gaussian distribution, the convolution of this vector by a cosine shape filter with full width at half height of either 0 (0 correlation length, referred to as pointing uncorrelated) or 6 km (6 km correlation length, refereed to as pointing correlated) was calculated. From the resulting vector, 50 values from the center portion were taken in order to avoid convolution edge effects. Finally, bias and drift were removed by means of a linear regression and the RMS Figure A6 . The error on temperature retrieval caused by baseline ripples. (''500 GHz'' band.) Figure A7 . The error on temperature retrieval caused by baseline discontinuities. The curve labeled ''Minimum'' is for the best AOS module placement; ''Maximum'' is for the worst case. (''500 GHz'' band.) values were readjusted to 25 m. Figure A8 shows the pointing error sequences used in the calculation for the two different cases.
[87] It can be found that the two pointing error components have a tolerable impact on the retrieved bias. The pointing correlated seems to be more severe (7 m, Table 2 ). The considered pointing error sequences influence almost equally the accuracy of the temperature retrieval (0.3 to 0.4 K), as can be seen in Figure A9 .
A9. Spectroscopic Error
[88] The impact of uncertainties in spectroscopic data has been investigated applying Rodgers' method. The resulting error covariance matrix P is generally calculated as described in equation (19) . In a previous study it has been found that the highest uncertainties in the spectroscopic data are connected to the values of the pressure broadening parameters and their temperature dependence [Bauer et al., 1998 ]. Therefore only these parameters were investigated here. The pressure broadening parameter g was assumed to follow the equation where T 0 is the reference temperature at which the pressure broadening parameter has been measured, T is the atmospheric temperature, p is the total pressure, and p s is the partial pressure of the species in question. [89] The impact of the following parameters was investigated: g a air broadening parameter; n a temperature exponent of the air broadening term; g s self-broadening parameter; n s temperature exponent of the self-broadening term. The four quantities are different for different species, and, within a species, for different rotational quantum numbers.
The explicit values are tabulated in line catalogs like HITRAN [Rothman et al., 1992] . The assumed uncertainty was throughout set to 5% (for all parameters) of the nominal catalog value and all parameters were treated to be independent variables (i.e., uncorrelated uncertainties). This setting is consistent with the expected knowledge of spectroscopy after dedicated laboratory measurements have been performed. Current uncertainties are significantly larger.
[90] The imperfect knowledge of the spectroscopic parameters causes a total spectroscopic error on the pointing bias retrieval of about 149 m, a value which dominates the error budget. It is therefore interesting to know precisely which parameters cause the largest error. This information is given in Table A2 . It lists the most important parameters in descending order together with the resulting error on the retrieved bias. It is seen that only a few lines are responsible for these errors. The highest error is connected to the uncertainties in the air broadening parameter of the strongest ozone line within the band. However, unlike instrumental parameters, spectroscopic parameters are true constants. This means that spectroscopic uncertainties will lead to a bias that can be corrected even in retrospect, as soon as better spectroscopic parameters are known.
[91] A similar result is obtained for the temperature retrieval. Spectroscopic errors are of the order of one to several Kelvin ( Figure A10 ) and hence significant. What was stated above is also valid here: The contribution from ozone lines to the total spectroscopic error is very large. It reaches the value of 2 K at some altitudes.
A10. Error Budget
[92] In order to get a more comprehensive picture, an instrumental error budget has been computed. The parameters that were included in the budget are noted in Table 2 . Errors shown to be small were neglected; only the dominant errors have been used in the budget. In cases where several alternatives for one parameter were investigated, the most realistic alternative was included in the budget, for example, pointing correlated rather than pointing uncorrelated. The error due to measurement and calibration noise, though significant, were not included since they are already included in the retrieval precision. The error due to baseline discontinuities was not included in the budget as it is very small for proper AOS module placement. The antenna distortion was included only in the error budget for the retrieved temperature, not for the retrieved bias, for the reason explained in section A4. Where it was included, it a Only the spectroscopic parameters which generate an error larger than 5 m are listed (''500 GHz'' band). Figure A10 . The error associated with the spectroscopic uncertainties of different lines. Also the total spectroscopic error is displayed. As a reference, the retrieval precision is also displayed. It corresponds to the curve in Figure 5 . (''500 GHz'' band.) was treated as the other antenna uncertainties. A combination of the root mean square (RMS) on one hand, and direct sum of absolute values (DS) on the other hand, was used:
The corresponding parameter to each term of equation (A3) is indicated in Table A1 . For the investigated band, the error computed in this way (referred to as total instrumental error) leads to a value of about 45 m on the retrieved pointing bias. The total instrumental error for the temperature retrieval is between 1 K and 2 K, overall slightly smaller than the retrieval precision, but roughly comparable.
