SUMMARY To achieve high recognition performance for a wide variety of noise and for a wide range of signal-to-noise ratio , this paper presents methods for integration of four noise reduction algorithms: spectral subtraction with smoothing of time direction , temporal domain SVDbased speech enhancement, GMM-based speech estimation and KLT-based comb-filtering. In this paper, we proposed two types of combination methods of noise suppression algorithms: selection of front-end processor and combination of results from multiple recognition processes . Recognition results on the CENSREC-1 task showed the effectiveness of our proposed methods. key words: noisy speech recognition, noise suppression method selection , CENSREC-1
Introduction
In recent years, the performance of automatic speech recognition has been improved drastically by applying statistical approaches. However, most speech recognizers still have the serious problem that their recognition performance degrades in noisy environments. It is necessary to realize robust speech recognition under noisy environments for the improvement of recognition accuracy of systems . A vanety of noise suppression methods have been proposed as a front-end of speech recognition. The effect of these methods greatly depends on the noise condition.
There are strong and weak points by the kind and SNR of the noise. In general, it is thought that there are no methods which can effectively suppress various noises over a wide range of SNRs. Therefore, it may be effective to select an appropriate method to each noise condition . This selection seems to be achieved by the noise environment detection.
Some kinds of detection/identification of acoustical events or environments using Gaussian Mixture Models (GMM) have been investigated. In this paper, we propose a method to select an appropriate noise suppression method using GMM for each speech input. The use of GMMs in noisy environments has also been investigated. Lee et al. applied a GMM-based verification of noise and voice signals in a dialog system. Nishimura et al. [2] used GMM to recognize the kind of noise to reflect the behavior of a dialog system. Considering such simple and powerful noise environment classification ability, we first propose a method to select a noise suppression method suitable for a certainn noise condition based on GMM likelihood [3] . The frontend processor first selects a suppression method , applies the method to input speech, and sends the feature to the backend recognizer.
Our above-described solution uses only one recognition procedure, but we can combine several models in parallel to achieve better performance.
Fiscus proposed a first voting-based multiple recognizer output combination, ROVER [4] . ROVER and its variations [5] - [7] have achieved good word error reduction. Parallel decoding is also implemented on parallel computation systems to keep computational efficiency as single decoding systems [8] .
From the viewpoint of noise robust speech recognition, a method for dealing with diversity of noise SNR using Multi-SNR models [10] has been proposed . Matsuda et al. [9] realized the parallel decoding system considering noise environments, in which multiple acoustic models for various noise environments and multiple speech features are used in parallel and decoded on a parallel computational system.
A hypothesis combination method which combines hypotheses generated by multiple recognition systems using feature streams obtained from multiple noise suppression methods [11] has been proposed. But while some of these methods may be very good at suppressing a certain noise , others may not. Furthermore, they involve huge computational cost. In this paper, we incorporate the GMM likelihood to improve the performance considering the individual performance of the methods on the target noise [12] . We also reduce the computational cost while keeping the advantage of a hypothesis combination method.
We used CENSREC-1 (which is also called AURORA-2J [20] ) for evaluation of our method. The CENSREC-1 is a Japanese version of AURORA-2 [13], a common evaluation framework for the noisy connected English digit speech recognition task.
Noise Environment Detection Based on GMM
In this paper, we present noise suppression techniques for a speech recognizer for mobile equipment which is used under various noise conditions. To address such a difficult situation, we propose to select noise suppression method (s) suitable for the condition of each recognition process. We Manuscript received July 2, 2007. Manuscript revised September 18, 2007 . The author is with Nagoya University, Nagoya-shi, 464-8603 Japan.
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a) E-mail:kitaoka@nagoya-u. In the original setting of CENSREC-1, Cepstral Mean Normalization (CMN) is not used, and thus the baseline results shown in the following sections are obtained without CMN. But it is well known that the CMN is very effective, so we use it in any other conditions after applying noise suppression methods.
In CENSREC-1, evaluation categories were designed to show how much the user's method modified the baseline In Sect. 5, we used M=28 and N=173, and R was set as if the cumulative contribution rate up to R-th singular value was beyond 90%.
GMM-based speech estimation [16], [18]
At the i-th frame, the logarithmic output energy of a Mel filter bank of observed noisy speech is represented as follows:
where Xlog(i), Slog(i) and N(i) denote the vectors that have logarithmic output energy of a Mel filter bank of observed noisy speech, clean speech and noise, respectively. In (16), Glog(i) is equivalent to the mismatch factor between Xlog(i) and Slog(i).
First Here, we set K=512.
KLT-based comb-filtering [19]
In KLT based comb-filtering, each sample of the clean speech s(t) of the t-th frame is reconstructed from the estimation of (2T+1) dimensional vectors Sp(t,i) at the t-th frame:
where i is from 1 to L, which is the frame length, K is the pitch period, and T is set to 3 in the experiments in Sect. where Rs and Rn are covariance matrices of the clean signal and the noise vector, respectively. Now, assuming Rs and Rn are provided, the linear estimator is obtained from Yamada et al. [21] showed the effectiveness of the selection algorithms from various noise suppression methods and their combinations heavily depend on noise conditions. Table 2 shows the word recognition accuracy based on a baseline system, and Table 3 shows the recognition performance based on the manual selection. In this experiment, a noise suppression method is selected for each noise condition (a combination of a kind of noise and SNR) from the 21 variations of the noise suppression methods as shown in Table 4. In this table, SS, SVD, GMM, and KLT are described as S, T, G, and K, respectively, and their sequential uses are described using '-'. A, B, and C express the kind of test sets. The average absolute word accuracy and the relative performance in the clean training and the multi-training are shown in the tables. Table 3 shows the relative performance of the manual selection in the clean training and the multi-training, and Table 2 Word accuracy by baseline system (%). Table 4 Manually selected the best method for each noise condition.
(a) Clean training.
(b) Multi-training. Table 3 Result by selecting the best method for each noise condition (%).
(a) Relative performance.
(b) Word accuracy. Table 5 Result by GMM-KLT, which achieved the best performance in clean training condition (%). Table 5 shows the relative performance of a method (GMM-KLT; the sequential combination of GMM and KLT), whose relative performance was the highest in clean training. Table 6 shows the relative performance of the method (SVD-GMM), whose relative performance was the highest in the multi-training.
From comparing these performances as shown in Tables 3, 5 , and 6, the best method is selected for each noise condition. Thus, instead of applying a sin- Table 6 Result by SVD-GMM, which achieved the best performance in multi-training condition (%).
(b) Word accuracy. Table 7 The best method for each condition under multi-training. Based on the noise decision, we propose a method of selecting the best noise suppression method in the front-end. After selecting one of the suppression methods corresponding to the GMM with the maximum likelihood.
The system applies the method to the input speech and then recognizes it. We used GMMs with 64 diagonal covariance matrices. The first 10 frames of each speech data were used as the noise.
Each noise feature consisted of 12 dimensional MFCC and a log energy. The performance of the noise environment detection is 54% when considering the selection correct if the best method for training data is selected. This performance does not seem so good, but the method with a performance tendency similar to the 'best' tends to be selected. And , even if a selection error occurs, a method other than the best one also has some level of recognition performance, and thus the error does not lead to serious degradation. Figure 2 describes the procedure of the noise suppression using the selection of noise suppression methods. In this figure, SS is selected as the best method by way of example.
The advantage of this method is to be able to select an appropriate suppression method robustly even if the noise is unknown. GMM is trained only using the noises in the training data. Thus, the noise that does not exist in the training data is an unknown noise. We expect that the system selects a method for known noises similar to unknown ones and that the method may be effective for the noise. With this method, the back-end recognizer needs only one HMM set and does not need any special processing. Therefore, this method can be applied to distributed speech recognition.
Iterative Training of Acoustic Model
The proposed method is for the noise suppression only by the front-end and we do not modify the back end except for acoustic models. In clean training condition, the suppression methods are applied only to the test data. Therefore, there is no modification of the acoustic models even if the front-end applies a different method to each input speech. However, the acoustic models can be retrained using the training data compensated by various suppression methods in the multi-training condition. Retraining tends to improve recognition performance, but the appropriate method for every noise condition (i.e. Table 7 ) may change because of the retraining. So we select the best suppression method for each noise condition after each iteration and make GMM again (for each noise condition group). Then we can obtain new acoustic models from the training data to which the selected noise suppression method by the new GMMs is applied. We iterate this procedure and stop it when all the correspondences between noise conditions and suppression methods are fixed. Figure 3 shows the procedure of the iterative training. First we use appropriate acoustic models (HMMs) as initial models. We conduct recognition experiments on training data for all the suppression methods with these HMMs, and then select a method with the best accuracy for each noise condition. The GMM for each suppression method is trained according to the recognition result. The recognition experiments are conducted with these HMMs, and the best suppression method for each noise condition is selected again. If all the correspondences between noise conditions and the suppression method are the same as the correspondence just before the last HMM training, the iteration terminates. If not, we conduct the above procedure again.
Integration of Recognition Results
-Integration in Back-end-
Front-end Processing vs. Back-end Processing
The integration of the suppression methods in the front-end obtains the accuracy improvement to some degree without increasing computational cost on the back-end processing.
On the other hand, the integration of the noise suppression methods in the back-end has been proposed [11] . The integration is done by voting. The recognizer corresponding to each noise suppression method votes for the hypothesis obtained by the recognizer, and the hypothesis which gets majority vote is selected as a final result (voting method). This method showed a significant improvement in accuracy. However, the computational cost was huge. So, we investigate a method to improve the recognition accuracy with less computational cost using the GMM-based selection of noise suppression method. 
Integration of Recognition Results Using GMM
To reduce the computational cost of a voting method, the system first selects some effective suppression methods which are performed in parallel. Then one votes for the results. In this strategy, GMMs are used as the case with the method in the front-end. Figure 4 shows the voting algorithm procedure using GMMs. The training procedure of GMM is similar to Sect. 5. The noise feature is inputted to each GMM, the likelihood of 21 suppression methods is obtained, and the N-best noise suppression methods are selected. Then, recognition procedures using selected noise suppression methods are performed in parallel. The hypotheses obtained from these procedures are voted, and the digit sequence hypothesis with maximum vote is adopted as the final result. When the number of votes is the same for plural hypotheses, or when all the hypotheses are different from each other, the hypothesis generated by the method with the highest likelihood of noise-GMM is adopted. Moreover, because there are differences among the effects of the suppression methods, it is natural to assign priorities to the methods according to the noise conditions. Therefore, we use a weighted voting method based on the likelihood (or priority) of GMMs.
Experiment

Front-end Processing Results
We evaluated the method described in Sect. 4 on the CENSREC-1. The whole noise suppression procedure is done in the front-end, and all methods are categorized as category 0 [20].
Result of Clean Training
We evaluated three noise suppression methods: GMM-KLT, 
Integration in Back-end Processing
We evaluated the integration method in the back-end . In this method, we modified the back-end processing and thus this method is categorized as category 5 [20] . The advantage of this method is that it allows one to use noise suppression method-dependent HMMs, so we evaluated this method under the multi-training condition. In our method, the noise suppression methods were dynamically selected on the fly. For comparison, we also conducted the voting by fixed N methods. These N methods were selected a priori by overall recognition performance on the training data. We conducted the recognition experiment by the voting method with N noise suppression methods with N=1, 5,10,15 and 21 (used all suppression methods) on the multi-condition training. We could use multiple hypotheses for voting, so we tested the 1-best and 5-best hypotheses per noise suppression method. Figure 8 shows the results. In Fig. 8 'baseline' describes the method with the fixed N noise suppression methods and 'proposed' describes the method with dynamically selected N noise suppression methods. The recognition accuracy of the proposed method was higher than that of baseline. Because all methods were used, the recognition accuracy was the same when using N=21 for both voting methods. When using N=1, ' baseline' was the best single method, and 'proposed' selected a suitable method for every noise condition by using GMM. We found the absolute improvement of 0.34% (2.4% relative) when using N=5.
All the accuracy was slightly improved using the 5-best hypotheses for voting and we observed almost same tendency as was in the case of 1-best. Utterance-wise selection works well, and thus the performance of our integration method with N=5 was superior to the manual selection for each noise condition shown in Table 3 . Table 8 shows the results in word accuracy and string accuracy. We tested the improvement of the method with 5 dynamically selected methods from the fixed 5 methods in string accuracy using sign test and proved that there was a significant improvement with the significance level of 1%.
This method requires a computational cost almost directly proportional to the number of selected methods, and so Fig. 8 shows the relation between computational cost and performance. In light of the two lines indicating 1-best results in Fig. 8 , dynamic noise suppression method selection obtains comparable performance at less computational cost than using fixed N noise suppression methods. For example, almost the same performance as 10 noise suppression methods can be obtained by dynamic 7 or 8 method selection. This means a 20-30% cost reduction. It does not cost much to obtain N-best candidates from each recognition process. From the viewpoint of computational cost, the recognition performance reached saturation at about ten times the computational cost. Adopting the N-best candidate slightly improves the performance without increasing the computational cost. Recently, parallel decoding on multiple proces- Recognition accuracy for voting method with N noise suppression methods (%). Comparison between the method with fixed N methods and the method with dynamically selected N method . Table 8 Comparison of proposed methods and baseline.
sors has been proposed [8], [9] . Our method takes almost the same process time as conventional single decoding when using such implementation. Also, our method can balance the computational cost and recognition performance by controlling the number of selected methods according to the number of available processors. We also evaluated the weighted voting method. We used 1.5 and 0.5 as the weights for the 1/3 of suppression methods with high likelihoods of noise GMMs and for the 1/3 with low likelihoods, respectively. Results are shown in Table 8 , and we proved that a significant improvement was achieved with the weighted voting method with the significance level of 1% by a sign test [22] . We obtained the word accuracy improvement of 0.23% (the relative performance improvement of 1.63%) and the string accuracy improvement of 0.22% by the voting with weight.
Conclusion
We proposed the automatic selection of noise suppression method using GMM corresponding to each noise suppression method. We also proposed an iterative training of HMMs and GMMs for multi-conditional training.
We first proposed to apply the method selection to the frontend processing. We evaluated the proposed method using CENSREC-1 Japanese noisy connected digit speech recognition task and obtained better recognition performance than all the individual methods including the sequential combinations in both clean and multi-training. Then, we proposed the integration method in which noise suppression methods were dynamically selected using GMM in back-end. We 
