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In this work we study the behaviour of two weakly coupled quantum systems, described by a
separable density operator; one of them is a single oscillator, representing a microscopic system, while
the other is a set of oscillators which perform the role of a reservoir in thermal equilibrium. From the
Liouville-Von Neumann equation for the reduced density operator, we devise the master equation
that governs the evolution of the microscopic system, incorporating the effects of temperature via
Thermofield Dynamics formalism by suitably redefining the vacuum of the macroscopic system. As
applications, we initially investigate the behaviour of a Fermi oscillator in the presence of a heat
bath consisting of a set of Fermi oscillators and that of an atomic two-level system interacting with a
scalar radiation field, considered as a reservoir, by constructing the corresponding master equation
which governs the time evolution of both sub-systems at finite temperature. Finally, we calculate
the energy variation rates for the atom and the field, as well as the atomic population levels, both in
the inertial case and at constant proper acceleration, considering the two-level system as a prototype
of an Unruh detector, for admissible couplings of the radiation field.
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2I. INTRODUCTION
The interest in the study of quantum many-body systems from the modern standpoint of quantum field theories
[1–4] has grown since the 1960’s , ranging from low to extremely high energy and temperature regimes [5–9]. In 1975,
Takahashi and Umezawa proposed an operator-based formalism called Thermofield Dynamics (TFD) [10] in order to
describe quantum systems at finite temperature in thermal equilibrium.
In the same year the discovery of the Hawking effect [11, 12], from the black hole thermal radiation, was one of
the most innovative results in quantum field theory in curved space-time. Later on, Davis [13] suggested that a
similar effect would occur even in a flat space-time. In 1976, Unruh [14] showed that the essential characteristics
of the Hawking effect were contained in a simpler situation: an accelerated detector, would be excited by particles
in vacuum, property known as the Unruh effect. This discovery of the Hawking-Unruh effect has inspired many
researchers, generating since them a series of important results, [15–17]. There are two traditional approaches to the
Unruh effect, one is through the quantization of non-massive field in curvilinear coordinates, the other, due to DeWitt
[18] and which we shall use in this work, is considering the acceleration as a hyperbolic parametrization in Minkowski
space time.
The present work aims at investigating the manifestation of the Unruh effect, approaching the issue from yet another
perspective [19, 20]. We consider a two-level system in interaction with a non-massive scalar field, for which we deduce
a master equation from Von Neumann equation . Subsequently, we present the thermal states of Thermofield Dynamics
(TFD) in the number representation and use it to thermalize the theory via vacuum expected values, singling out in
a clearer way the Unruh temperature.
The original proposal of Unruh and DeWitt, considers a detector as a point object that is linearly coupled with a
zero mass scalar field through an interaction of monopole type
HI (τ) = µM (τ)φ (t (τ) ,x (τ)) , (1)
where µ is a coupling constant andM (τ) is the monopole moment of the detector. Specifically, HD is the Hamiltonian
of the detector which has a discrete spectrum {Ei} .We assume that the detector moves along the world line described
by the coordinate x (τ), where τ is the proper time of the detector. Assume that at an initial instant τ0 the detector
is in the state |E0〉 and the field in the vacuum |0〉. For an arbitrary trajectory, it is reasonable to assume that the
detector will not remain in the initial state, but undergoes a transition to an excited state. Therefore, for a later time
τ > τ0, the detector is in the state |Ei〉 and field in the state |Ψ〉. For µ sufficiently small, we can calculate via first
order perturbation theory the transition probability
Pt = µ2
∑
i
|〈Ei |M (0)|E0〉|2
τ−τ0ˆ
−τ+τ0
du e−iu∆E 〈0 |φ (u)φ (0)| 0〉 . (2)
The Wightman function in the integrand is well known and can be explicitly calculated, giving
〈0 |φ (t,x)φ (t′,x′)| 0〉 = 1
4π2
[
|x (τ ′)− x (τ ′′)|2 − (t (τ ′)− t (τ ′′)− iǫ)2
] . (3)
Firstly, we consider the case in which the detector follows a inertial world line, i.e., the parametric equations
t (τ) = γτ ,
x (τ) = x0 + vγτ ,
(4)
from which we obtain for the Wightman function (3),
〈0 |φ (t,x)φ (t′,x′)| 0〉 = − 1
4π2 (τ ′ − τ ′′ − iǫ′)2 +O (ǫ2) , (5)
and so the probability
3Pt = − µ
2
4π2
∑
i
|〈Ei |M (0)|E0〉|2
∞ˆ
−∞
du
e−iu∆E
(u− iǫ′)2 . (6)
The integral in (6) turns out to be Pt = 0. Therefore, the transition probability to an excited state is zero, since,
as expected, a detector at rest must not spontaneously excite. Now, consider the case where the detector is uniformly
accelerated; this is equivalent to a hyperbolic world line, parametrized according to
x (τ) = α−1cosh (ατ) ,
t (τ) = α−1sinh (ατ) .
(7)
Similarly, for the Wightman function,
〈0 |φ (τ)φ (τ ′)| 0〉 = − 1
4π2
∞∑
n=−∞
1[
(τ − τ ′)− i2ǫ+ i 2πα n
]2 , (8)
so that the resulting probability is
Pt = − µ
2
4π2
∑
i
|〈Ei |M (0)|E0〉|2
∞∑
n=−∞
∞ˆ
−∞
du
e−iu∆E[
u− i2ǫ+ i 2πα n
]2 . (9)
After integration, it turns out to be
Pt = µ
2
2π
∑
i
|〈Ei |M (0)|E0〉|2 ∆E
e
2pi∆E
α − 1
, (10)
from which one recognizes the factor
[
e
2pi∆E
α − 1
]−1
as being the Planck distribution associated with the Unruh
temperature
T =
α
2πkB
, (11)
where kB is the Boltzmann constant.
II. THERMOFIELD DYNAMICS
In this section we briefly present the formalism introduced by Takahashi and Umezawa [4] for a real time thermal field
theory, where statistical averages of physical observables correspond to the expected values in a thermal Bogoliubov
vacuum.
In Schwinger’s Measurement Algebra (SMA) an operator is defined as
X =
∑
n,m
M (n)XM (m) , (12)
where M (n) = |n〉 〈n| is known as the measurement symbol or projector into the n basis; defining the composition
rule
M (n)M (m) = δ (n,m)M (m) , (13)
4in such a context, the expectation value of a given observable A in the single m basis is the scalar
〈A〉m = Tr [AM (m)] . (14)
From that one, we can define the statistical average
〈A〉 = Tr [ρA] =
∑
m
π (m) 〈A〉m , (15)
where π (m) are the statistical weights and we can recognized the density operator in the SMA as
ρ ≡
∑
m
π (m)M (m) . (16)
It is known that the inclusion of temperature may cause the duplication of the system degrees of freedom [10]. We
can achieve this by the introduction of the relation
δ (n,m) = δ (n˜, m˜) ; (17)
once this is done, we can rewrite the density operator as
ρ =
∑
n,m
√
π (n)π (m)δ (n,m)M (n,m) =
∑
n,m
√
π (n)π (m)M (n, n˜)M (m˜,m)
=
[∑
n
√
π (n)M (n, n˜)
] [∑
m
√
π (m)M (m˜,m)
]
≡
∣∣0(β)〉 〈0(β)∣∣ , (18)
where we have made use of the composition law of composite measurement symbols. In thermal equilibrium, the
statistical weights assume the form π (m) = Z−1e−βEm . In the above expression, we can interpret the density
operator as a projector into a thermal vacuum state
∣∣0(β)〉.
For a quantum system in thermal equilibrium at temperature T , in the canonical ensemble, the statistical average
of an observable A is then given by
〈A〉 ≡ Z−1Tr [ρA] = 〈0(β) |A| 0(β)〉 , (19)
where ∣∣0(β)〉 = Z− 12∑
n
e−
1
2βEn |n, n˜〉 , (20)
|n, n˜〉 ≡ |n〉 ⊗ |n˜〉 .
In order to construct this representation it’s appropriated to introduce a fictitious system identical to the original
system, so that |n˜〉 belongs to this new system. For the free scalar field, we have
∣∣0(β)〉k = [1− e−βωk] 12 ∞∑
k=0
e−
1
2βωknk |nk, n˜k〉 , (21)
from which follows the Bose-Einstein distribution
〈
0(β) |Nk| 0(β)
〉
=
[
eβωk − 1]−1 . (22)
5III. THE MASTER EQUATION
In this section we outline the steps leading to the finite temperature master equation following closely the procedure
presented in [21] (see also [22–25]). Consider a microscopic system A surrounded by a dissipative environment R.
The typical Hamiltonian that describes the total system, in the Schrdinger representation, is
HS = HSA +H
S
R + V
S , (23)
where HSA is the free Hamiltonian for the system A, H
S
R corresponds to that for the reservoir R and V
S is the
interacting potential. Using the density operator formalism to describe the total system, the dynamical evolution, in
the interaction representation, will be given by the Liouville-Von Neumann equation,
d
dt
ρ (t) =
1
i~
[V (t) , ρ (t)] . (24)
Iterating the Liouville-Von Neumann equation to second order, gives
ρ (t+∆t) = ρ (t) +
1
i~
ˆ t+∆t
t
dt′ [V (t′) , ρ (t)] +
(
1
i~
)2 ˆ t+∆t
t
dt′
ˆ t′
t
dt′′ [V (t′) , [V (t′′) , ρ (t′′)]] . (25)
Assuming that the interacting potential is sufficiently weak, the perturbation caused in the reservoir by the micro-
scopic system is negligible and we can consider that the reservoir is in the stationary state
σR (t) ⋍ σR (0) ≡ σR, (26)
where σR is the reduced density operator for the reservoir. Thus, the density operator for the total system assumes
the form [21]
ρ (t) = σA (t)⊗ σR (t) + ρcor (t) ≃ σA (t)⊗ σR. (27)
The resulting master equation for the reduced density operator in the Markov-Born approximation, or equivalently,
the coarse-graining approximation for its time evolution is
∆σA (t)
∆t
=
−1
~2∆t
ˆ t+∆t
t
dt′
ˆ t′
t
dt′′TrR [V (t′) , [V (t′′) , σA (t)⊗ σR]] . (28)
Assuming a separable potential
V (t) = −R (t)⊗A (t) , (29)
and expanding the master equation commutator we can identify the function
g (t) ≡ Tr [σRR (t′)R (t′′)] . (30)
This is the two-point correlation function and we will use it to introduce temperature in the theory by making the
substitution
σR (t)→ σR (t, β) , (31)
so that (30) becomes
g (t, β) =
〈
0(β)
∣∣R (t′)R (t′′) ∣∣0(β)〉 . (32)
Finally, we can derive the finite temperature master equation in the coarse-graining approximation,
∆σA (t) ≃
(
1
i~
)2 ´ t+∆t
t
dt′
´ t′
t
dt′′g (t, β) (A (t′)A (t′′)σA (t′′)−A (t′′)σA (t′′)A (t′))
+
(
1
i~
)2 ´ t+∆t
t dt
′ ´ t′
t dt
′′g (−t, β) (σA (t′′)A (t′′)A (t′)−A (t′)σA (t′′)A (t′′)) .
(33)
6A. The Fermion Oscillator
We consider the less common case of a Fermi oscillator and how its population, energy levels, 〈n |∆σA (t)|n〉 ≡
∆σAnn (t) behaves; let the system A be a fermion oscillator of frequency ω0 interacting with a reservoir R, composed
by n independent oscillators of frequency ωi in thermal equilibrium. So, we define the system total Hamiltonian by
H = HA +HR + V , (34)
where the Hamiltonian H belongs to the Hilbert space H1+n = H⊗Hn, and
HA = ~ω0
(
bS†bS − 12
)⊗ I,
HR = I⊗ ~
∑
i
ωi
(
a
S†
i a
S
i − 12
)
,
(35)
where the respective ladder operators obey the usual anticommuting algebra,
{
b, b†
}
= 1,
{ai, aj} = δi,j . (36)
In order to describe the interaction with the reservoir, we introduce the potential
V =
∑
i
[
gi
(
ǫbS + ηbS†
)
aSi + g
∗
i a
S†
i
(
ǫbS† + ηbS
)]
, (37)
where gi is a coupling parameter and ǫ ,η non-negative constants, the expression above being the most general
sesquilinear interaction. Making η = 1 and assuming the rotating wave approximation, ǫ = 0, we arrive at
V = − (bS† ⊗RS + bS ⊗RS†) , (38)
where
RS = − (g1aS1 ⊗ I⊗ I · · ·+ I⊗ g2aS2 ⊗ I · · ·+ · · · ) = −∑
i
gia
S
i . (39)
Writing the master equation commutator explicitly, we have
TrR [V (t
′) , [V (t′′) , σA (t)⊗ σR]]
=
(
b (t′) b† (t′′)σA (t)− b† (t′′)σA (t) b (t′)
)
Tr
[
σRR
† (t′)R (t′′)
]
+
(
σA (t) b (t
′′) b† (t′)− b† (t′)σA (t) b (t′′)
)
Tr
[
σRR
† (t′′)R (t′)
]
+
(
b† (t′) b (t′′)σA (t)− b (t′′)σA (t) b† (t′)
)
Tr
[
σRR (t
′)R† (t′′)
]
+
(
σA (t) b
† (t′′) b (t′)− b (t′)σA (t) b† (t′′)
)
Tr
[
σRR (t
′′)R† (t′)
]
.
(40)
By ensuring that the vacuum of the system is separable∣∣0(β)〉 = ∣∣0(β)〉1 ⊗ ∣∣0(β)〉2 ⊗ · · · , (41)
we also guarantee the separability of the function g (t, β),
Tr [σRR (t
′)R (t′′)] =
〈
0(β)
∣∣R (t′)R (t′′) ∣∣0(β)〉
=
〈
0(β)
∣∣R (t′)R (t′′) ∣∣0(β)〉1 〈0(β)∣∣R (t′)R (t′′) ∣∣0(β)〉2 · · · . (42)
7The fermion traces follow from the above expression, in which there appears, as expected, the Fermi-Dirac distri-
bution,
Tr
[
σRR
† (t′)R (t′′)
]
=
∑
i
|gi|2 e−iωi(t
′′−t′) (eβ~ω + 1)−1 ,
Tr
[
σRR
† (t′′)R (t′)
]
=
∑
i
|gi|2 e−iωi(t
′−t′′) (eβ~ω + 1)−1 ,
Tr
[
σRR (t
′)R† (t′′)
]
=
∑
i
|gi|2 e−iωi(t
′−t′′)
[
1− (eβ~ω + 1)−1] ,
Tr
[
σRR (t
′′)R† (t′)
]
=
∑
i
|gi|2 e−iωi(t
′′−t′)
[
1− (eβ~ω + 1)−1] .
(43)
Under these considerations, we arrive at the equation for the evolution of the “population of a given state n, for
the microscopic system,
∆σAnn (t)
∆t = −nCσAnn (t) + (n+ 1)CσAn+1,n+1 (t)
− (n+ 1)TF
(
σAn+1,n+1 (t) + σAnn (t)
)
+ nTF
(
σAn−1,n−1 (t) + σAnn (t)
)
,
(44)
where
C ≡ 2 ( 1
~
)2∑
i
|gi|2 ω−20i
[
1−cos(ω0i∆t)
∆t
]
,
TF ≡ 2
(
1
~
)2∑
i
|gi|2 ω−20i
[
1−cos(ω0i∆t)
∆t
] (
eβ~ωi + 1
)−1
.
(45)
Interpreting the above equation, we realize that C is associated to the spontaneous emission and TF to the process
of stimulated absorption and emission. More precisely, nC is the spontaneous emission rate between the states |n〉
and|n+ 1〉, so the state |n〉 decays at a rate nC while the state |n+ 1〉 is populated at rate (n+ 1)C. Similarly,
there are processes of absorption and stimulated emission, at rates nTF and (n+ 1)TF , respectively. Observing the
thermodynamic limit of transition rates for low temperatures,
βE ≫ 1, TF → 0,
we find that the only allowed variations are the fluctuations. However, in the high temperatures limit,
βE ≪ 1, TF → 1
2
C.
The transition rate takes the value 12 , due to restrictions imposed by the fermion algebra, allowing the excitation
of the only mode of energy available. At progressively higher temperatures, the fermion particles of the thermal bath
exchange energy with the microscopic particle through short-range correlations, exciting it or inducing it to decay to
their only two modes of oscillation, with equal probabilities. Finally, if we want to describe a boson oscillator in a
fermion heat bath we use the expression without restricting the accessible states.
In the fermion case having only two allowed modes we can easily see how the energy for the microscopic system
evolves
d
dt 〈HA〉A = ddtTr [σA (t)HA] = Tr
[(
d
dtσA (t)
)
HA
]
=
∑
n
〈
n
∣∣( d
dtσA (t)
)
HA
∣∣n〉 =∑
n
~ω0
(
n− 12
) 〈
n
∣∣( d
dtσA (t)
)∣∣n〉
= −~ω0 12
〈
0
∣∣( d
dtσA (t)
)∣∣ 0〉+ ~ω0 12 〈1 ∣∣( ddtσA (t))∣∣ 1〉
= ~ω0
(−CσA1,1 (t) + TFσA00 (t)) .
(46)
8If we look for a stationary state
d
dt
〈HA〉A = 0, (47)
we find that we can only reach such state with T = 0K, so the microscopic system energy stays oscillating in a local
non equilibrium situation; this is fundamental and enables us to construct the master equation.
B. Master equation for a two-level system
In order to go further and integrate the equation (33), it is necessary to know the form of σA (t
′′). For this reason,
we propose a two-level atomic system described by the Hamiltonian
HA = ω0R3 (τ) , (48)
where R3 =
1
2 |+〉 〈+| − 12 |−〉 〈−| and τ is the proper time of the atom, whose eigenvalues are
HA |+〉 = 12ω0 |+〉 ,
HA |−〉 = − 12ω0 |−〉 .
(49)
The proposed field-atom interaction is similar to (1) and given by the Hamiltonian
HI = µR2 (τ)φ (τ) , (50)
where µ is the coupling constant and R2 =
i
2 (R− −R+), with R+ = i2 |+〉 〈−| and R− = i2 |−〉 〈+|. It is noteworthy
that the operators R+ and R− can be seen as raising and lowering operators of the atomic system and, together with
R3, generate the SO(3) algebra,
[R+, R−] = 2R3, (51)
[R3, R±] = ±R±. (52)
From the Heisenberg equation
i
d
dt
A (t) = [A (t) , HT ] , (53)
where HT = HA +HF +HI , we obtain the evolution equations
d
dτ
R± (τ) = ±iω0R± (τ) + iµφ (τ) [R2 (τ) , R± (τ)] , (54)
d
dτ
R3 (τ) = iµφ (τ) [R2 (τ) , R3 (τ)] . (55)
Working on (54) and (55) to first order in µ we can conveniently breaking then down into a free part, which preserves
in the absence of coupling,
R
f
± (τ) = R
f
± (τ0) e
±iω0(τ−τ0), (56)
9R
f
3 (τ) = R3 (τ0) , (57)
and another part of the resulting coupling
RS± (τ) = iµ
τˆ
τ0
dτ ′φf (τ ′)
[
R
f
2 (τ
′) , Rf± (τ)
]
, (58)
RS3 (τ) = iµ
τˆ
τ0
dτ ′φf (τ ′)
[
R
f
2 (τ
′) , Rf3 (τ)
]
, (59)
where φf (τ) is the free part of the field, φ (τ) = φf (τ) + φS (τ),
φf (τ) = (2π)−3/2
ˆ
d3k√
2ωk
[
ake
−i(ωkt−k.x) + a†
k
ei(ωkt−k.x)
]
, (60)
φS (τ) = iµ
τˆ
τ0
dτ ′Rf2 (τ
′)
[
φf (τ ′) , φf (τ)
]
. (61)
Therefore, we write the atom energy variation, HA (τ), as
d
dτ
HA (τ) = −µφ (τ) d
dτ
R
f
2 (τ)− iµ2
τˆ
τ0
dτ ′φ (τ)φf (τ ′)
d
dτ
[
R
f
2 (τ
′) , Rf2 (τ)
]
. (62)
One of the purpose of this section is to identify and quantitatively analyze the contributions from the vacuum
fluctuations and radiation reaction, so, we can be identified that the free part of the filed (60) is related to the
vacuum fluctuations and, consequently, the radiation reaction is caused by the interaction part (61). The energy
is a physical observable and, as such, represented by a hermitian operator, we would like to recognize these two
different contributions on the energy variation and associates them with two physical processes which are represented
by hermitian operators. For this condition to be valid it is necessary to perform the ordering of operators in (62)
. Acknowledging that in quantum theory exists one indeterminacy as to the order of operators, lets consider the
product λAB + (1− λ)BA , resulting for the vacuum fluctuation
(
d
dτHA (τ)
)
V F
= λ
{
−µφf (τ) ddτRf2 (τ)− iµ2
´ τ
τ0
dτ ′φf (τ)φf (τ ′) ddτ
[
R
f
2 (τ
′) , Rf2 (τ)
]}
+(1− λ)
{
−µ ddτRf2 (τ)φf (τ)− iµ2
´ τ
τ0
dτ ′φf (τ ′)φf (τ) ddτ
[
R
f
2 (τ
′) , Rf2 (τ)
]}
,
(63)
and for the radiation reaction
(
d
dτ
HA (τ)
)
RR
= −iµ2
τˆ
τ0
dτ ′
[
φf (τ ′) , φf (τ)
] [
λR
f
2 (τ
′)
d
dτ
R
f
2 (τ) + (1− λ)
(
d
dτ
R
f
2 (τ)
)
R
f
2 (τ
′)
]
. (64)
Taking the expected value
〈
d
dτHA (τ)
〉 ≡ 〈a ∣∣⊗ 〈0 ∣∣ ddτHA (τ)∣∣ 0〉⊗∣∣ a〉, where |0〉 is the vacuum field and |a〉 an
arbitrary atom state, results
〈
d
dτHA (τ)
〉
V F
= iµ2
´ τ
τ0
dτ ′ ddτ
〈
a
∣∣∣[Rf2 (τ) , Rf2 (τ ′)]∣∣∣ a〉×〈
0
∣∣∣(λ− 12) [φf (τ) , φf (τ ′)]+ 12 [φf (τ) , φf (τ ′)]+∣∣∣ 0〉 ,
(65)
10
〈
d
dτHA (τ)
〉
RR
= iµ2
´ τ
τ0
dτ ′
〈
0
∣∣[φf (τ) , φf (τ ′)]∣∣ 0〉×
d
dτ
〈
a
∣∣∣∣12 [Rf2 (τ) , Rf2 (τ ′)]+ − (λ− 12) [Rf2 (τ) , Rf2 (τ ′)]
∣∣∣∣ a〉 . (66)
In equations (65) and (66) we can recognize the commonly known functions in quantum optics as correlation
function C (τ, τ ′) and linear susceptibility χ (τ, τ ′) . For the field, the correlation and susceptibility functions are
CF (τ, τ ′) =
1
2
〈
0
∣∣∣[φf (τ) , φf (τ ′)]+∣∣∣ 0〉 , (67)
χF (τ, τ ′) =
1
2i
〈
0
∣∣[φf (τ) , φf (τ ′)]∣∣ 0〉 , (68)
and for the atomic system
CA (τ, τ ′) =
1
2
〈
a
∣∣∣∣[Rf2 (τ) , Rf2 (τ ′)]+
∣∣∣∣ a〉 , (69)
χA (τ, τ ′) =
1
2i
〈
a
∣∣∣[Rf2 (τ) , Rf2 (τ ′)]∣∣∣ a〉 . (70)
Explicit calculation of the correlation and susceptibility functions gives, to the atomic system,
CA (τ, τ ′) = 14 cos (ω0 (τ − τ ′)) , (71)
χA (τ, τ ′) = 12 sin (ω0 (τ − τ ′))
〈
a
∣∣∣Rf3 (τ0)∣∣∣ a〉 , (72)
and, using Wightman functions, to the field
CF (τ, τ ′) =
1
8π2
 1[
|∆x|2 − (∆t− iǫ)2
] + 1[
|∆x|2 − (∆t+ iǫ)2
]
 , (73)
χF (τ, τ ′) =
1
8π2i
 1[
|∆x|2 − (∆t− iǫ)2
] − 1[
|∆x|2 − (∆t+ iǫ)2
]
 . (74)
To go beyond (73) and (74) one must choose a parametrization, thus, using the uniformly accelerated case as before
(7) results
CF (τ, τ ′) = − 1
8π2
∞∑
n=−∞
[
1(
∆τ − iǫ2 + i 2πα n
)2 + 1(
∆τ + iǫ2 + i 2πα n
)2
]
, (75)
χF (τ, τ ′) = − 1
8π2i
∞∑
n=−∞
[
1(
∆τ − iǫ2 + i 2πα n
)2 − 1(
∆τ + iǫ2 + i 2πα n
)2
]
. (76)
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Unfortunately, in this case, the integrals found in (65) and (66) are divergent. One option to overcome this situation
is to restrict the study to the asymptotic case, τ0 → −∞, leading to
〈
d
dτ
HA (τ)
〉
V F
= −ω0µ2 〈a |R3| a〉
ω0
8π
(
1 +
2
e
2piω0
α − 1
)
+ i (2λ− 1)
∞ˆ
0
du cos (ω0u)χ
F (u)
 , (77)
〈
d
dτ
HA (τ)
〉
RR
= ω0µ
2
− ω0
16π
(
1 +
2
e
2piω0
α − 1
)
+ i (2λ− 1) 〈a |R3| a〉
∞ˆ
0
du cos (ω0u)χ
F (u)
 , (78)
where u = τ − τ ′. Nevertheless, the integral
∞ˆ
0
du cos (ω0u)χ
F (u) = − 1
8π2i
∞∑
n=−∞
∞ˆ
0
du cos (ω0u)
[
1(
u− iǫ2 + i 2πα n
)2 − 1(
u+ iǫ2 + i 2πα n
)2
]
, (79)
is still diverging. From equations (77) and (78) can be concluded two important facts. For the physical observable
associated with vacuum fluctuations and radiation reaction be independent and represented by finite quantities it is
necessary to perform operators ordering. It’s also clear that the only possible order to yield not divergent rates is the
symmetrical one, λ = 12 . Thus, for the symmetric case,
〈
d
dτ
HA (τ)
〉
V F
= −ω
2
0µ
2
8π
〈a |R3| a〉
[
1 +
2
e
2piω0
α − 1
]
, (80)
〈
d
dτ
HA (τ)
〉
RR
= −ω
2
0µ
2
16π
[
1 +
2
e
2piω0
α − 1
]
. (81)
From (81), we notice that the radiation reaction is responsible for giving energy to the field and has a purely
dissipative nature, independent of µ and ω0. To better interpret the vacuum fluctuations (80), we replace R3 for its
explicit form
〈
d
dτ
HA (τ)
〉
V F
= −ω
2
0µ
2
16π
[
1 +
2
e
2piω0
α − 1
] [
| 〈a|+〉|2 − |〈a| −〉|2
]
, (82)
therefore, in the case where |a〉 = |+〉, i.e. the atom is in the excited state, results〈
+
∣∣∣∣ ddτ HA (τ)
∣∣∣∣+〉
V F
= −ω
2
0µ
2
16π
[
1 +
2
e
2piω0
α − 1
]
, (83)
and, as expected, the vacuum fluctuation is responsible for giving energy. In case that |a〉 = |−〉, which is equivalent
to the ground state,
〈
−
∣∣∣∣ ddτ HA (τ)
∣∣∣∣−〉
V F
=
ω20µ
2
16π
[
1 +
2
e
2piω0
α − 1
]
, (84)
so the vacuum fluctuation is responsible for excite the atom. Note that, on average, vacuum fluctuations cause a
zero energy change, as expected, since it is related to the free part of the field and so taking place regardless of the
interaction. Therefore, it is not unusual to expect that the average variation caused by it to be zero.
Returning to equations (77) and (78) , observe that when adding both
〈
d
dτ
HA (τ)
〉
T
= −ω
2
0µ
2
8π
[
1
2
+ 〈a |R3| a〉
] [
1 +
2
e
2piω0
α − 1
]
, (85)
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and the equation (85) has no dependence of the parameter λ, that is, for the total physical process any ordering
results in the same energy variation [9].
Keeping this in mind, we now establish the following correspondences between (50) and (29) :
 t→ τ ,A (t)→ R2 (τ) ,
R (t)→ φ (τ) .
(86)
Here, equation (33) is projected in the basis of the eigenstates of the atomic system. Thus, taking the expectation
value of equation (33) in an arbitrary state |a〉 of the atomic system and defined the contracted notation ∆σAaa (τ) ≡
〈a |∆σA (τ)| a〉 , equation becomes
∆σAaa (τ)
∆τ
≃ − 1
4∆τ
ˆ τ+∆τ
τ
dτ ′
ˆ τ ′
τ
dτ ′′g (τ, β)
[
eaiω0(τ
′−τ ′′)σAaa (τ) − e−aiω0(τ
′−τ ′′)σAbb (τ)
]
+ h.c. , (87)
where h.c. represents the hermitian conjugate. Equation (32) is, in this case, g (τ, β) =
〈
0(β)
∣∣φ (τ ′)φ (τ ′′) ∣∣0(β)〉.
Replacing the fields, we obtain
g (τ ′, τ ′′) = (2π)−3
ˆ
d3k
2ωk
[〈
0(β)
∣∣Nk ∣∣0(β)〉 eiωk(τ ′−τ ′′)−ik.(x′−x′′) + (〈0(β)∣∣Nk ∣∣0(β)〉+ 1) e−iωk(τ ′−τ ′′)+ik.(x′−x′′)] ,
or, using the results found for the expected value of the number operator (22),
g (τ ′, τ ′′) = (2π)−3
ˆ
d3k′
2ωk
[[
eβωk − 1]−1 eiωk(τ ′−τ ′′)−ik.(x′−x′′) + [1− e−βωk]−1 e−iωk(τ ′−τ ′′)+ik.(x′−x′′)] . (88)
Next, consider the master equation in the inertial case and, subsequently, in the case of an accelerated frame. In
the inertial case,
g (τ ′, τ ′′) = 14π2
∞∑
n=−∞
1
i2β(γ−1)(τ ′−τ ′′)(n+ǫ)−[(τ ′−τ ′′)−iβ(n+ǫ)]2
=
√
1−v2
[
coth
(
(v−1)√
1−v2
pi
β (τ
′−τ ′′)
)
+coth
(
(v+1)√
1−v2
pi
β (τ
′−τ ′′)
)]
8πβv(τ ′−τ ′′) .
(89)
The above expression is too complicated to be integrated. However, in the limit v → 0,
g (τ ′, τ ′′) = − 1
4π2
∞∑
n=−∞
1
[(τ ′ − τ ′′)− iβ (n+ ǫ)]2 = −
1
4β2
csch
(
π (τ ′ − τ ′′)
β
)2
. (90)
In this case, equation (87) becomes
∆σAaa (τ)
∆τ
≃ 1
16π2
∞∑
n=−∞
ˆ ∞
−∞
du [u− iβ (n+ ǫ)]−2 [eaiω0uσAaa (τ)− e−aiω0uσAbb (τ)] . (91)
Writing the master equation (91) for the states |+〉 e |−〉, results
∆σ+ (τ)
∆τ
≃ −ω0
8π
{
σ− (τ) +
1
1− e−ω0β [σ+ (τ) − σ− (τ)]
}
, (92)
∆σ− (τ)
∆τ
≃ ω0
8π
{
σ− (τ) +
1
1− e−ω0β [σ+ (τ)− σ− (τ)]
}
. (93)
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From (92) e (93), it follows that
∆σ+ (τ)
∆τ
= −∆σ− (τ)
∆τ
. (94)
At steady regime, ∆σ+(τ)∆τ = 0 =
∆σ−(τ)
∆τ , we find the detailed balance condition
σ+ (τ)
σ− (τ)
= e−ω0β. (95)
Solving the coupled equations (92) and (93) , with the initial conditionsσ+ (0) = σ0+ e σ− (0) = σ0−and the
boundary conditions σ+ (τ) + σ− (τ) = 1, we find
σ+ (τ) = σ0+e
−coth( 12ω0β)
ω0
8pi τ − e
−coth( 12ω0β)
ω0
8pi τ
1 + eω0β
[
1− ecoth( 12ω0β)ω08pi τ
]
, (96)
σ− (τ) = −σ0+e−coth( 12ω0β)
ω0
8pi τ +
e−coth(
1
2ω0β)
ω0
8pi τ
1 + eω0β
[
1 + eωoβecoth(
1
2ω0β)
ω0
8pi τ
]
. (97)
The above equations (96) and (97) exhibit a non-trivial intertwining among σ0+, β, ω0 that determines the time
evolution of the system. Figure 1 depicts two distinct situations. The left curves correspond to the high temperature
behaviour of the system, ω0β ≪ 1; in this case, the system evolves from a state in which σ+ (0) ≪ σ− (0), reaching
an equilibrium state where both levels are equally filled. At low temperatures, as illustrated by the graph at right
for ω0β ≫ 1, when there are initially many excited particles, σ+ (0) ≫ σ− (0), the system evolves in such a way to
completely fill σ−. The intermediate conditions vary between these two extremes. Also, it turns out that the β is
primarily responsible for determining the values of σ± (∞) for which the system converges, the parameter ω0 giving
the rate in which it converges.
Finally, in the limit τ →∞, we obtain in both situations
σ+ (∞) = 1
1 + eω0β
,
σ− (∞) = e
ω0β
1 + eω0β
.
We then conclude that the two-level atomic system obeys the Fermi-Dirac statistics, as expected, according to
Bloch theorem.
Considering now the uniformly accelerated frame with parametrization (7), we obtain
g (τ ′, τ ′′) = α
2
4π2
∞∑
n=−∞
1
|cosh (ατ ′)− cosh (ατ ′′)|2 − [sinh (ατ ′)− sinh (ατ ′′)− iβαn]2
=
α
[
coth
(
π
(
eατ
′−eατ′′
)
αβ
)
− coth
(
2πe−
1
2
α(τ′+τ′′)sinh( 12α(τ
′−τ ′′))
αβ
)]
8πβ [cosh (ατ ′)− cosh (ατ ′′)] .
(98)
As in the inertial case, the equation (98) is too complex to be integrated. However, limiting cases provide us
remarkable results. Thus,in the limit α→ 0, we obtains
g (τ ′, τ ′′) = − 1
4β2
csch
(
π (τ ′ − τ ′′)
β
)2
, (99)
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recovering, as expected, the inertial result and assuring the correctness of g (τ ′, τ ′′). In the limit of low temperatures,
ie, β →∞ , we find
g (τ ′, τ ′′) = − α
2
16π2
csch
(
α (τ ′ − τ ′′)
2
)2
. (100)
By comparing (99) with (100), we obtain the relation proposed by Unruh,
T =
α
2πkB
,
i.e. the same result holds both for an accelerated observer at zero temperature as for an inertial observer immersed
in a thermal bath at temperature T .
Though, looking at the graph in Figure2 to g (τ ′, τ ′′) we found that the behaviour regarding the temperature and
acceleration are not the same. Note that, at zero temperature, as the acceleration increases, g (τ ′, τ ′′) grows almost
linearly. However, fixing a non-zero temperature, results that by increasing the acceleration g (τ ′, τ ′′) decreases. We
conclude that the temperature influences the way the proper acceleration behaves.
IV. FINAL CONSIDERATIONS
In this paper, after introducing the original motivation behind the so-called Unruh-Fulling-Davies-DeWitt effect
through the response function of a detector, which undergoes hyperbolic motion, we have shown that the Thermofield
Dynamics (FTD) formalism revealed itself as a natural scenario for describing the behaviour of accelerated systems
at finite temperature. In such approach, the thermal states belong to a Hilbert space in the number representation
and describe a microscopic system interacting with a reservoir, leading to equations of motion for both the two-level
detector and the radiation field, so that in the coarse-graining approach, the dynamics of these systems consist of a
Markovian process. Supposing that the sub-systems reach a global thermal equilibrium at a common temperature,
we have shown that the local fluctuation due to admissible couplings, enlarging the class of DeWitt detectors, lead
to a master equation for the population levels whose dynamics respect the fluctuation-dissipation theorem. As a
result, we arrived at the conclusion that the two-point correlation function associated to the population levels depend
on both the reservoir equilibrium temperature and the magnitude of the hyperbolic acceleration, indicating the
existence of a range of temperatures in which the population of the excited state may also decrease at increasing
acceleration magnitudes [26] and, therefore, Unruh and reservoir temperatures do not coincide, although the detailed
balance condition is respected. This is corroborated by the analysis of the vacuum fluctuation and radiation reaction
hermitian contributions to the energy variation rates of the scalar field considered as a thermal reservoir by choosing
a suitable operator ordering. So, we have found that the evolution equation for an accelerated observer coincides with
the corresponding one for an inertial observer immersed in a thermal Unruh bath if, and only if, one ascribes a priori
a zero value temperature to the radiation field in Rindler coordinates.
Appendix A: The Coarse-Graining approximation
In section III the operator σA (t”) has been replaced by σA (t), which is equivalent to expanding the master equation
only to second order. If applied recursively, this procedure will generate contributions to higher orders, appearing
terms of the type triple, quadruple commutators, and so on. The formal convergence analysis of this series is of
extreme complexity, being out of the scope of this paper. However, we present elements of plausibility, which indicate
that, at least, the series should asymptotically converge. The exact expression for the population is
∆σA (t) =
(
1
i~
)2 ˆ t+∆t
t
dt′
ˆ t′
t
dt′′TrR [V (t′) , [V (t′′) , ρ (t′′)]] . (A1)
Integrating the equation for ρ between t and t′′,
ρ (t′′)− ρ (t) = 1
i~
ˆ t′′
t
dt′′′ [V (t′′′) , ρ (t′′′)] , (A2)
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and substituting in the above equation naturally gives rise to the second and third order terms in the expansion,
∆σA (t) =
(
1
i~
)2 ´ t+∆t
t
dt′
´ t′
t
dt′′TrR [V (t′) , [V (t′′) , ρ (t)]]
+
(
1
i~
)3 ´ t+∆t
t dt
′ ´ t′
t dt
′′ ´ t′′
t dt
′′′TrR [V (t′) , [V (t′′) , [V (t′′′) , ρ (t′′′)]]] .
(A3)
Due to the shape of the potential, we find that the traces can be factored into a part referring to the system A
and the other, g (τ), to the system R . This will allow us to ignore the higher order terms. We must show that,
after a time interval ∆t sufficiently large, the three points correlation of the reservoir observable are more strongly
suppressed. Projecting on the R basis we have
g (t′, t′′) = Tr [σRR (t′ − t′′)R] = Z−1R
∑
m,n
e−βEn 〈n|RS |m〉 〈m|RS |n〉 e−iωnm(t′−t′′), (A4)
g (t′, t′′, t′′′) = Tr [σRR (t′ − t′′)RR (t′′′ − t′′)]
= Z−1R
∑
m,n,l
e−βEn 〈n|RS |m〉 〈m|RS |l〉 〈l|RS |n〉 e−iωnm(t′−t′′)e−iωnl(t′′−t′′′).
(A5)
We cannot go further without additional information about the reservoir. However, the reservoir has dense, almost
continuous, spectrum of energy so we assume that the different phases in g (t′, t′′) cause a destructive interference as
time increases. Thus, g (t′, t′′) oscillates very rapidly and its contribution to the integral becomes smaller. Considering
two different time scales, such that
TA ≫ ∆t≫ τc, (A6)
where τc is the time correlation between observables of the reservoir and TA the time evolution associated with the
microscopic system, we have at second order,∣∣∣∣∆σA∆t
∣∣∣∣(2) ∼ 1∆t v2~2σA
∣∣∣∣∣
ˆ t+∆t
t
dt′
ˆ t′
t
dt′′e−iω(t
′−t′′)
∣∣∣∣∣ , (A7)
close to a given dominant frequency
ωmn ≡ ω ∼ τ−1c . (A8)
In the expression, v ≡ 〈V (β)〉 is the typical value of the interaction potential at equilibrium, the observable
microscopic system is taken at a given time, around which it does not vary appreciably within the integration
intervals. Performing the integral
ˆ t+∆t
t
dt′
ˆ t′
t
dt′′e−iω(t
′−t′′) =
2
ω
ˆ t+∆t
t
dt′e−i
ω
2 (t
′−t)sin
[ω
2
(t′ − t)
]
(A9)
∼= 2
ω
e−iω
∆t
4 sin
[
ω∆t
4
]
∆t; (A10)
therefore, ∣∣∣∣∆σA∆t
∣∣∣∣(2) ∼ 2τc v2~2σA ∼ σATR ∼ σA
(
τc
TR
)
τ−1c , (A11)
implying
v2
~2
τ2c ≪ 1. (A12)
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To third order we have ∣∣∣∣∆σA∆t
∣∣∣∣(3) ∼ 1∆t v3~3σA
∣∣∣∣∣
ˆ t+∆t
t
dt′
ˆ t′
t
dt′′
ˆ t′′
t
dt′′′e−iω(t
′−t′′′)
∣∣∣∣∣ ; (A13)
resulting ∣∣∣∣∆σA∆t
∣∣∣∣(3) ∼ 4v3~3 τ2c σA ∼
∣∣∣∣∆σA∆t
∣∣∣∣(2) 2v~τc ≪
∣∣∣∣∆σA∆t
∣∣∣∣(2) . (A14)
Then, in weakly coupled systems, the contribution of higher order terms is less than the lower order ones, even though
the series does not converge uniformly, being only asymptotic.
Appendix B: Derivative Coupling
In this appendix we ask ourselves what could happen if instead of (50), we had a derivative coupling. Thus, we
propose a more general interaction given by
HI = µR2 (τ)
1
ωn0
dn
dτn
φ (τ) , (B1)
where the constant ωn0 is introduced to ensure the correct dimension. With the interaction (B1), we find new equations
for the vacuum fluctuations and radiation reaction, equivalent to the equations (77) and (78),
〈
d
dτHA (τ)
〉
V F
= −ω0µ2
ω2n0
´ τ
τ0
dτ ′cos (ω0 (τ − τ ′))
〈
a
∣∣∣Rf3 (τ0)∣∣∣ a〉×[
i (2λ− 1) dndτn d
n
dτ ′nχ
F (τ, τ ′) + d
n
dτn
dn
dτ ′nC
F (τ, τ ′)
]
,
(B2)
〈
d
dτHA (τ)
〉
RR
= ω0µ
2
ω2n0
´ τ
τ0
dτ ′
[
dn
dτn
dn
dτ ′nχ
F (τ, τ ′)
]×[
1
2 sin (ω0 (τ − τ ′)) + i (2λ− 1) cos (ω0 (τ − τ ′))
〈
a
∣∣∣Rf3 (τ0)∣∣∣ a〉] . (B3)
Choosing the symmetrical order, λ = 12 , we eliminate the divergences both in (B2) and (B3) . Then, by solving the
integrals present in (B2) and (B3), we recover (80) and (81) for the non-derivative case. We thus observe that both
results are independent of the coupling order, always giving the same energy variations.
Appendix C: Field Energy Variation
In section III B, we derived an equation for the energy variation rate of the atomic system due to vacuum fluctuations
and radiation reaction. In this appendix, we show that the energy balance is respected, observing that the energy
variation of the field is equal, in module, to that of the atomic system. We start from the Heisenberg equation (53)
d
dτ
HF (τ) = i [HI (τ) , HF (τ)] = iµR2 (τ) [φ (τ) , HF (τ)] . (C1)
As previously said, it is advantageous to symmetrizing the operators in the evolution equation,
d
dτHF (τ) = µ
1
2
{(
∂τφ
f (τ)
) (
R
f
2 (τ) +R
S
2 (τ)
)
+
(
R
f
2 (τ) +R
S
2 (τ)
)
∂τφ
f (τ)
}
+µ 12
{(
∂τφ
S (τ)
)
R
f
2 (τ) +R
f
2 (τ) ∂τφ
S (τ)
}
.
(C2)
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We separate again the free of the field responsible for the vacuum fluctuation,
(
d
dτ
HF (τ)
)
V F
= µ
1
2
{(
∂τφ
f (τ)
) (
R
f
2 (τ) +R
S
2 (τ)
)
+
(
R
f
2 (τ) +R
S
2 (τ)
)
∂τφ
f (τ)
}
, (C3)
as well as the interaction part, responsible for the radiation reaction,
(
d
dτ
HF (τ)
)
RR
= µ
1
2
{(
∂τφ
S (τ)
)
R
f
2 (τ) +R
f
2 (τ) ∂τφ
S (τ)
}
. (C4)
Taking the expectation value in the field vacuum |0〉 and the atomic state |a〉, we obtain
〈
d
dτ
HF (τ)
〉
V F
= −iµ2 1
2
τˆ
τ0
dτ ′
〈
a
∣∣∣[Rf2 (τ) , Rf2 (τ ′)]∣∣∣ a〉 ∂τ 〈0 ∣∣∣[φf (τ) , φf (τ ′)]+∣∣∣ 0〉 ,
〈
d
dτ
HF (τ)
〉
RR
= −iµ2 1
2
τˆ
τ0
dτ ′
〈
a
∣∣∣∣[Rf2 (τ) , Rf2 (τ ′)]+
∣∣∣∣ a〉 ∂τ 〈0 ∣∣[φf (τ) , φf (τ ′)]∣∣ 0〉 ,
where we can recognize the correlation functions and susceptibility (67), (68), (69) and (70),
〈
d
dτ
HF (τ)
〉
V F
= 2µ2
τˆ
τ0
dτ ′χA (τ, τ ′) ∂τCF (τ, τ ′) , (C5)
〈
d
dτ
HF (τ)
〉
RR
= 2µ2
τˆ
τ0
dτ ′CA (τ, τ ′) ∂τχF (τ, τ ′) . (C6)
Finally, replacing the functions found for CA, CF , χA and χF , for the asymptotic case,τ0 → −∞, results
〈
d
dτ
HF (τ)
〉
V F
=
µ2
4π2
∞∑
k=−∞
∞ˆ
0
du sin (ω0u)
[
1(
u− iǫ2 + i 2πα k
)3 + 1(
u+ iǫ2 + i 2πα k
)3
]
〈a |R3| a〉 , (C7)
〈
d
dτ
HF (τ)
〉
RR
=
µ2
8π2i
∞∑
k=−∞
∞ˆ
0
du cos (ω0u)
[
1(
u− iǫ2 + i 2πα k
)3 − 1(
u+ iǫ2 + i 2πα k
)3
]
; (C8)
solving the integrals, one finds the same absolute values, obtained in (80) and (81), ensuring that the energy balance
is respected.
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Figure 1. The evolution of σ+ (τ ) and σ− (τ ) at high (left) and low (right) temperature regimes.
Figure 2. The two-point function g (τ ′, τ ′′)
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