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Seznam uporabljenih simbolov
Veličina / oznaka Enota
Ime Simbol Ime Simbol
gorišče F - -
goriščna razdalja f - -
slika p - -
razdalja od sredine leče do objekta Z - -
razdalja od sredine leče do »slike« z - -
širina vidnega polja s centimeter cm
višina vidnega polja v centimeter cm
razdalja od objektiva do objekta d centimeter cm
število vseh dobrih kosov P - -
število vseh slabih kosov N - -
število pravilno razpoznanih dobrih kosov TP - -
število pravilno razpoznanih slabih kosov TN - -
število napačno razpoznanih slabih kosov FP - -
število napačno razpoznanih dobrih kosov FN - -
delež resničnih dobrih kosov TPR - -
delež resničnih slabih kosov TNR - -
Tabela 0.1:  Veličine in simboli
x Seznam uporabljenih simbolov
1Povzetek
V diplomskem delu je predstavljen razvoj in izdelava sistema strojnega vida za
kontrolo zvarov kratkostičnih obročkov na statorjih motorjev z zasenčenimi poli v
podjetju Ydria Motors d.o.o.
V prvem delu so predstavljene zahteve, ki jih mora sistem izpolnjevati. Sledi
teoretična podlaga o kamerah in objektivih, ki se uporabljajo za namene strojnega vida.
Diplomsko delo se nadaljuje s poglavjem o osnovnih tipih osvetlitev, ki se uporabljajo
za namene strojnega vida. V glavnem delu je predstavljen celoten projekt od zasnove
pa do končnega izdelka in testiranj.
Sistem je sestavljen iz dveh kamer DMK 42AUC03 proizvajalca The Imaging
Source. Ena izmed kamer zajema sliko statorskega paketa z vrha in uporablja
obročasto LED (light emitting diode) osvetlitev, druga kamera pa zajema sliko od
strani, pri čemer uporablja LED osvetlitev, usmerjeno proti kameri. Prva osvetlitev je
bila izdelana in razvita namensko, pri drugi pa gre za običajno komercialno izvedbo.
Uporabljen je računalnik Raspberry Pi 2, na katerem deluje strogo namenski program,
napisan v programskem jeziku Python. Kot glavna podpora za obdelavo zajetih slik je
uporabljena knjižnica OpenCV. Raspberry je priključen na namensko vezje, ki
zagotavlja pretvorbo vhodnih in izhodnih nivojev na 24 V DC. Vezje skrbi za vklop
osvetlitev in komunikacijo s programirljivim logičnim krmilnikom. Vsi glavni
elektronski deli so nameščeni v kovinski omarici, na ogrodju stroja, sistem za zajem
slike pa na primernem mestu v kovinskem ohišju znotraj obdelovalnega dela stroja.
S pomočjo testiranj na testni bazi in na stroju samem je bilo ugotovljeno, da
sistem zadovoljivo služi svojemu namenu.
Možnosti za izboljšave so odprte predvsem pri obdelavi zajetih slik. Fizični in
programski del po nekaj odpravljenih težavah delujeta zanesljivo v času celotne
izmene.
2 Povzetek
Ključne besede: zvar, kamera, objektiv, Raspberry Pi, Python, OpenCV,
osvetlitev, klasifikacija
3Abstract
In this thesis we present the development and subsequent production of a
machine vision system for quality control of welds. The welds are applied on a specific
part of a shadow pole motor produced by the Ydria Motors company.
In the first section we present the system requirements. Next we describe the
camera and lens used in machine vision applications and elaborate on exisitng sources
of illumination in machine vision systems.
In the main part of the thesis the entire project is presented and the developed
system is described. The system consists of two cameras (The Imaging Source
DMK 42AUC03). One of the cameras is used to acquire images of the top view and
the other images of the side view of the weld. We use LED light arranged into a ring
structure for the top view and LED backlight for the side view. The top view lighting
was designed specially for the system, while the second one is available commercially.
We use a Raspberry Pi 2 running custom software (written in Python) for the
computational part of the system. For image processing functionality we rely on the
OpenCV library. The Raspberry PI 2 is connected to a specially designed printed
circuit board which ensures the conversion of input and output signals to 24 V DC.
The curcuitry is used to switch the lighting on and off and to communicate with a
programmable logic controller. All of the main electronic parts are mounted in a metal
box attached to the frame of the system. The image acquisition system is placed in a
appropriate position inside a metal casing.
Based on quantitative results obtained on a database of test images acquired in
working conditions, it was determined that the system performs satisfactory.
There is still room for improvement mainly in the processing of captured images.
After a few successfully solved problems, the physical and software parts are working
reliably throughout the wroking day.
Key words: weld, camera, lens, Raspberry Pi, Python, OpenCV, lighting,
classification
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51 Uvod
1.1 Predstavitev problema
Vsa podjetja, ki proizvajajo izdelke večjih količin, težijo k optimizaciji
proizvodnih procesov. Treba je zadostiti dvema na nek način nasprotujočima
pogojema, in sicer kvaliteti ter ceni. Podjetja težijo k čim cenejšim izdelkom, pri čemer
posledično ne sme trpeti kvaliteta. V proizvodnem svetu se tako strmi k čim večji
avtomatizaciji proizvodnje. Stroj kot tak se namreč ne utrudi, lahko deluje neprestano
in je pri tem vedno enako natančen, stroške pa predstavljajo zgolj redna in morebitna
izredna vzdrževanja. Eno izmed zelo aktivnih in razvijajočih se področij iz tega
naslova pa je tudi področje strojnega vida.
V podjetju Ydria Motors proizvodnja elektromotorjev d.o.o. se je pojavila
potreba po implementaciji sistema strojnega vida na proizvodnji liniji za izdelavo
oziroma dokončanje statorskih paketov motorjev z zasenčenimi poli. Izdelava le-teh
poteka v več korakih. Zunanji dobavitelj dobavlja že izdelane pakete, ki so glede na
zahteve sestavljeni iz določenega števila lamel. Gre za lakirano dinamo pločevino, ki
ima uporabi primerne lastnosti. Da je paket gotov, potrebuje še dva kratkostična
obročka, ki sta narejena iz bakrene žice. Stroj pripravi žico primerne dolžine, jo vstavi
v za to namenjene odprtine na paketu in zakrivi. Sledi varjenje koncev žice, s pomočjo
katerega se tvori prevoden obroč, ki zagotavlja pravilno delovanje motorja. Varjenje
se izvaja elektroobločno po postopku TIG (tungsten inert gas welding).
Napake pri krivljenju, odstopanje mešanice plina za zaščitno atmosfero, napačne
nastavitve elektrod in še drugi vzroki lahko rezultirajo v slabem zvaru tako z
električnega kot mehanskega stališča. Slab zvar lahko rezultira v nedelovanju,
nepravilnem delovanju ali kasnejši odpovedi motorja. Do sedaj je zvare vizualno
pregledoval delavec oziroma se je uporabljalo mehansko pripravo, ki je glede na
premik matrice ugotovila, ali je zvar primeren ali ne.
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Zaradi avtomatizacije zlaganja končanih produktov v za to pripravljeno
embalažo, predelav stroja in želje po razbremenitvi delavcev se je pojavila potreba po
implementaciji sistema strojnega vida.
Na sliki 1.1 lahko vidimo nekaj primerov paketa z vidnimi in oštevilčenimi zvari.
Slika 1.1:  Primeri statorskih paketov z vidnimi zvari; dobri zvari: 2., 4., 5., 6., 8., 10., 11.;
slabi zvari: 1., 3., 7., 9., 12.
1.2 Opredelitev ciljev
Glavni cilj diplomske naloge je razvoj sistema strojnega vida za kontrolo zvarov
kratkostičnih obročkov. Pri tem je treba zadostiti naslednjim pogojem:
 možnost montaže na obstoječ stroj brez dodatnih delovnih postaj,
 hitrost klasifikacije ne sme presegati cikla stroja,
 čim manj napačno razpoznanih kosov,
 čim večja zanesljivost sistema,
 komunikacija s programirljivim logičnim krmilnikom,
 možnost spreminjanja parametrov,
 imunost na spremembe svetlobe v okolici.
Zaželeno je, da bi sistem deloval na mini računalniku Raspberry Pi 2, in sicer
zaradi pozitivnih izkušenj z njegovim delovanjem v proizvodnem okolju, cene ter
majhnosti.
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Sprva bi razvili testni sistem, ki bi ga preizkusili v laboratorijskih pogojih, in
se nato glede na rezultate odločili za implementacijo sistema v proizvodni proces.
1.3 Predstavitev podjetja Ydria Motors d.o.o.
Ydria Motors (slika 1.2) je podjetje, ki se ukvarja z izdelavo malih
elektromotorjev, ventilatorjev ter črpalk. Ti se v glavnem uporabljajo v beli tehniki.
Ime podjetja izhaja iz nekdanje lokacije obrata, saj je imelo podjetje v začetku obrat v
bližini mesta Idrija. Začetki segajo v leto 1970 in obsegajo obrat nekdanje Iskre v
Železnikih, kasneje Iskro Rotomatiko in na koncu Ydria Motors. Leta 2002 se je
podjetje zaradi boljših pogojev dela preselilo v nove prostore v sklopu industrijske
cone Podskrajnik v občini Cerknica, kjer posluje še danes. [20]
Slika 1.2: Logotip podjetja Ydria Motors [20]
Podjetje Ydria Motors je v 100 % lasti nemškega podjetja Ebm-papst (slika 1.3)
iz Landshuta. Posledično se 95 % prodaje vrši preko izvoza, preostali del pa se opravi
na domačem trgu. Glavne kupce predstavljajo podjetja, ki proizvajajo belo tehniko
višjega cenovnega razreda, kot so Miele, Bosch-Siemens, AEG, Gorenje in Electrolux.
Izdelki se uporabljajo v sušilnih in pralnih strojih, pečicah, hladilnikih itd. [20]
Slika 1.3: Logotip podjetja Ebm-papst [21]
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1.4 Struktura diplomskega dela
Delo je sestavljeno iz 8 poglavij, pri čemer prvo poglavje predstavlja uvod, v
katerem je predstavitev problema, opredelitev ciljev in še nekaj besed o podjetju Ydria
Motors d.o.o.
V drugem poglavju je predstavljena zgradba industrijskih kamer, predstavljene
pa so tudi lastnosti in primerjave med senzorji, ki se največkrat uporabljajo v njih.
V tretjem poglavju je govora o objektivih, njihovem delovanju, sestavnih delih,
tipih pritrditev in izbiri ustrezne goriščne razdalje.
V četrtem poglavju so predstavljeni nekateri osnovni tipi osvetlitev, ki se najbolj
pogosto uporabljajo v industrijskih aplikacijah strojnega vida.
V petem poglavju je predstavljena izvedba fizičnega dela sistema. Predstavljena
je mehanska zasnova sistema, izbira kamere ter izbira objektiva in osvetlitve. Opisan
je tudi uporabljen računalnik Raspberry Pi 2 ter način delovanja in izdelava vmesnika
za komunikacijo. Na koncu je opisana še montaža sistema.
V šestem poglavju je govora o programskem delu projekta. Na začetku je
predstavljen uporabljeni programski jezik in uporabljene programske knjižnice. V
nadaljevanju je opisana priprava računalnika ter kamer in programska izvedba prenosa
slike ter parametrov med kamerami in računalnikom. Na koncu poglavja je opisano
delovanje programa za klasifikacijo in urejevalnika parametrov.
V sedmem poglavju so predstavljeni rezultati testiranja sistema na zajeti testni
bazi posnetkov.
V osmem poglavju so predstavljene nekatere težave, na katere smo naleteli pri
izdelavi in montaži sistema.
Zadnje deveto poglavje pa je zaključek.
92 Kamere za namene strojnega vida
Eden od glavnih delov vsakega sistema strojnega vida je kamera, ki računalniku
omogoča, da »vidi«. Pri industrijskem strojnem vidu največkrat uporabljamo črno-bele
kamere, zadnje čase pa se vse bolj uporabljajo tudi barvne kamere.
2.1 Zgradba kamere
Kamere, ki se uporabljajo za namene strojnega vida, so običajno obdane z
močnim kovinskim ohišjem, ki ščiti kamero pred zunanjimi vplivi, hkrati pa omogoča
montažo kamere na napravo (slika 2.1). Montažni nosilec na ohišju kamere je običajno
narejen tako, da ga je možno namestiti na različne strani ohišja, s čimer lahko
dosežemo želeno orientacijo kamere. V notranjosti ohišja se nahaja tiskano vezje, na
katerem je pritrjen  senzor, ki služi  zajemu svetlobe iz okolice, torej slike. Podatki s
senzorja se s pomočjo komponent na vezju ustrezno obdelajo in preko povezave
pošljejo na napravo za nadaljnjo obdelavo. Običajno je to osebni ali industrijski
računalnik. Pri industrijskih kamerah za namene strojnega vida objektiv kot tak
običajno ni del kamere in ga je treba dokupiti posebej, zato bomo le-te obravnavali v
posebnem poglavju.
Slika 2.1:  Eksplozijska slika kamere [22]
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2.2 Slikovni senzorji
Ker se danes v industrijskem strojnem vidu uporabljajo predvsem črno-bele
kamere, se bom osredotočil na črno-bele senzorje. Slikovni senzor si lahko
predstavljamo kot slikovno ravnino (slika 2.2), pri čemer je le-ta sestavljena iz
posameznih slikovnih točk. Vsaka slikovna točka je  občutljiva na  intenziteto svetlobe,
ki pada nanjo. Intenziteta svetlobe, ki pada na posamezno slikovno točko, se  spremeni
v ustrezno napetost. Od števila slikovnih točk po posamezni osi je odvisna resolucija
senzorja, ki jo lahko podajamo po posameznimi koordinati ali kot število vseh točk,
torej kot produkt  obeh osi. Za primer lahko vzamemo senzor velikosti 1280 × 960
slikovnih točk, ki ima 1280 slikovnih točk po osi x in 960 po osi y, skupaj torej
približno 1,23 milijona točk, pri čemer se bo običajno tržil kot senzor z 1,3 milijona
točk. [1] Običajno se poleg podatka o številu točk podaja tudi podatek velikosti
senzorja. Načeloma velja, da je večji senzor zaradi svoje večje površine sposoben
zajeti več svetlobe in je posledično bolj svetlobno občutljiv. [2] Na velikost senzorja
moramo biti še posebej pozorni pri izbiri primernega objektiva glede na željeno
oddaljenost kamere in velikost predmeta.
Slika 2.2:  Primer predstavitve slikovne ravnine
Danes sta običajno v uporabi dve vrsti senzorjev, in sicer CMOS
(complementary metal-oxide-semicounductor) in CCD (charged-coupled device), o
katerih bo govora v naslednjih dveh poglavjih. [3, stran 3]
2.2  Slikovni senzorji 11
2.2.1 CMOS senzorji
CMOS senzorji so danes prisotni v večini prenosnih naprav, kot so mobilni
telefoni, tablični računalniki, spletne kamere, fotoaparati …  Ker je tako senzor, kot
večina potrebne periferije združene na enem čipu, so tovrstni senzorji kompaktni in
poceni v primerjavi s CCD senzorji.  V posameznem slikovnem elementu CMOS
senzorja je združen tako svetlobni senzor kot tudi ojačevalnik. Poleg tega potrebujemo
tudi krmilno logiko, ter predvsem analogno-digitalni pretvornik. Vse to je prisotno
posebej izven slikovnih elementov, vendar pa na istem čipu (slika 2.3, 2.4). Na ta način
zunanja periferija za samo delovanje senzorja praktično ni potrebna. [3, stran 4–5]
Slika 2.3: Sestava CMOS senzorja
Slika 2.4: Primer CMOS senzorja proizvajalca Leica [23]
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Pri svetlobi gre za gibanje fotonov. Ko svetloba  doseže slikovni element, pride
do t. i. fotoefekta. Svetloba posveti na kovino in ta odda elektrone, zaradi česar se
posledično pojavi napetost. Ker je  jakost svetlobe sorazmerna  s številom fotonov, je
tudi napetost sorazmerna z jakostjo svetlobe. [3]
Sam zajem slike krmili logika, ki je prav tako vgrajena na istem čipu. Ko senzor
sprejme signal za zajem slike, se na posameznih slikovnih elementih pojavi napetost,
ki se na ostali periferiji obdela, pretvori v digitalno obliko in pošlje na komponente
izven senzorja. Na kakšen način oz. v kakšen zaporedju so »prebrane« posamezne
napetosti slikovnih točk, pa je odvisno od vrste senzorja. Posledično nekateri senzorji
niso primerni za zajem slik gibajočih se objektov. Osnovno zgradbo slikovne ravnine
CMOS senzorja lahko vidimo na sliki 2.5.
Slika 2.5:  Slikovna ravnina CMOS senzorja [3, stran 6]
2.2.2 CCD senzorji
CCD senzorji so  za razliko od CMOS senzorjev nekoliko bolj komplicirani. Za
delovanje potrebujejo več zunanje periferije in so dražji.  Izhod iz samega senzorja je
običajno analogen in ga moramo pred digitalno obdelavo spremeniti v za to primerno
obliko s pomočjo dodatne periferije zunaj senzorja (slika 2.6). [3, stran 7–9]
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Slika 2.6:  Sestava CCD senzorja
Pretvorba naboja pri CCD za razliko od CMOS senzorja ne poteka na
posameznem slikovnem elementu. Delovanje CCD senzorja si lahko razlagamo s
pomočjo slike 2.7. [3, stran 7–9]
Slika 2.7:  Simbolični prikaz delovanja CCD senzorja
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Kapljice dežja predstavljajo svetlobo. V posameznem vedru, ki predstavlja
slikovni element, se posledično nabere določena količina dežja, ki v tem primeru
predstavlja naboj. Slikovna ravnina  je v osnovi  paralelni register, ob strani pa imamo
še serijski register. Skupaj skrbita za to, da na izhodu naenkrat dobimo zgolj vrednost
enega slikovnega elementa.  Vrste veder se torej začnejo pomikati proti zadnji ločeni
vrsti, ki predstavlja serijski register. Po  izpraznitvi posamezne vrste se začne pomikati
stranska vrsta veder, ki izprazni posamezno vedro na tehtnico, kjer se količina stehta
in tako pretvori v številsko vrednost. Če to prevedemo v električno delovanje,  se po
zajemu slike začne paralelni register premikati in pri vsakem premiku prenese naboj
posameznih  slikovnih elementov vrste v serijski register. Takoj zatem se pomikanje
paralelnega registra ustavi in se začne pomikanje serijskega. Za vsak premik serijskega
registra se vrednost osvetljenosti enega slikovnega elementa pretvori v napetost, ki je
sorazmerna z  osvetljenostjo. Pri razumevanju principa si lahko pomagamo tudi s sliko
2.8. Primer CCD senzorja lahko vidimo na sliki 2.9. [4, stran 5]
Slika 2.8:  Prikaz gibanja naboja posameznega elementa [3]
Slika 2.9:  Primer CCD senzorja proizvajalca Kodak [24]
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2.2.3 Primerjava CMOS in CCD senzorja
Kot že rečeno, je sama integracija komponent pri CMOS senzorjih večja. Ker
vsak slikovni element opravlja še pretvorbo naboja v napetost, je posledično površina
slikovnega elementa, ki je dejansko svetlobno občutljiva, manjša. Seveda pa je potreba
po zunanjih komponentah manjša in s tem uporaba enostavnejša. Pri CCD senzorju so
posamezni slikovni elementi v celoti svetlobno občutljivi. To rezultira v potrebi po
obširnejši zunanji periferiji, s čimer naraste tudi zahtevnost uporabe.
Zaradi zgoraj opisanih lastnosti imajo slike, posnete s CMOS senzorjem, v
primerjavi s CCD več šuma, so pa CMOS senzorji običajno občutno cenejši. Pozitivna
lastnost CMOS senzorjev je predvsem majhna poraba energije, zato se danes veliko
uporabljajo v mobilnih napravah. Tako CCD kot tudi CMOS tehnologija se bo v
prihodnosti razvijala in stremela k boljši kvaliteti in nižjim stroškom izdelave. Včasih
so na področju strojnega vida prevladovali CCD senzorji, danes pa se vse bolj
uveljavljajo tudi CMOS senzorji. Primerjavo osnovnih lastnosti vidimo v tabeli 2.1.
[3, stran 9]
Lastnost CMOS CCD
Izhodni signal
slikovnega elementa
Napetost Naboj
Izhodni signal čipa Digitalni signal (biti) Napetost
Sistemski šum Srednji Nizek
Kompleksnost čipa Velika Majhna
Kompleksnost periferije Majhna Velika
Tabela 2.1:  Lastnosti CMOS in CCD senzorjev [3]
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3 Objektivi
Objektiv je naprava, ki je sestavljena iz večjega števila leč in skrbi za pravilno
projekcijo svetlobe, odbite od objekta na slikovni senzor. Kamere za namene
industrijskega strojnega vida običajno ne vključujejo objektiva, zato ga moramo kupiti
posebej. Posebej pomembna je pravilna izbira objektiva glede na namen in kamero.
3.1 Princip delovanja
3.1.1 Razlaga s pomočjo tanke zbiralne leče
Osnovno delovanje objektiva lahko predstavimo s pomočjo tanke zbiralne leče
oziroma leče konveksne oblike. Pri tem predpostavimo idealne lastnosti leče, pri čemer
se leča nahaja v vakuumu. Za lažje razumevanje si pomagamo s sliko 3.1. Središčni
žarek, označen z 1, se ne lomi, saj je leča – kot smo predpostavili – zanemarljivo tanka.
S črkami F in F' sta označeni gorišči leče, pri čemer sta v našem primeru od središča
leče oddaljeni za enako razdaljo f. Žarek 2, ki gre skozi gorišče leče, se lomi tako, da
postane vzporeden z optično osjo. Žarek 3 pa se lomi tako, da potuje skozi gorišče F'.
Vsi trije predstavljeni žarki imajo skupno presečišče tam, kjer nastane slika p, ki je
sicer zrcalno obrnjena. S pomočjo slike 3.1 in upoštevanja podobnih trikotnikov lahko
dobimo enačbo
1 1 1
z Z f  , (3.1)
ki jo lahko imenujemo tudi enačba leče. Postavitev objekta in zaslona, kjer nastane
njegova slika, mora zadostiti tej enačbi, sicer bo slika predmeta zamegljena. Hitro
lahko ugotovimo, da bo v primeru Z > 2f slika pomanjšana, v primeru f  <  Z < 2f pa
povečana. [5, stran 41–42]
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Slika 3.1:  Pot žarkov skozi tanko zbiralno lečo [5]
3.1.2 Zaslonka
Zaslonka je eden izmed glavnih gibljivih delov objektiva. Običajno lahko njeno
vrednost spreminjamo, pri nekaterih objektivih pa je fiksno tovarniško določena. Gre
za element, ki omejuje količino svetlobe, ki pride skozi objektiv. Predstavljamo si jo
lahko enostavno kot okroglo luknjico, katere premer lahko spreminjamo. Večji kot je
premer, več svetlobe gre skozi, manjši kot je premer, manj svetlobe gre skozi.
Običajno je sestavljena iz lističev, ki se medsebojno prekrivajo in tako tvorijo skoraj
okroglo odprtino, katere radij je možno spreminjati. Vrednost zaslonke se označuje z
oznako f in številsko vrednostjo, ki ji sledi. Večja kot je vrednost, bolj je zaslonka
zaprta, in manjša kot je vrednost, bolj je zaslonka odprta, kar je razvidno iz slike 3.2.
Vrednost zaslonke običajno nastavljamo s pomočjo vrtljivega obročka na objektivu.
Na obročku se nahaja črtna oznaka, na objektivu pa omenjene številske vrednosti. Na
ta način lahko odčitamo nastavljeno vrednost zaslonke. [6, stran 210]
Vrednost zaslonke izberemo glede na količino od objekta odbite svetlobe.
Običajno jo kombiniramo s časom izpostavitve, tako da slika odgovarja nam oziroma
nadaljnji programski obdelavi. Ima pa spreminjanje zaslonke še nekaj stranskih
učinkov. Z manjšanjem vrednosti f oziroma odpiranjem zaslonke se zmanjšuje
globinska ostrina in obratno. To se še posebej odraža pri objektih, katerih posamezni
deli so zelo različno oddaljeni ob objektiva. [6, stran 217–218]
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Slika 3.2: Prikaz odprtosti zaslonke glede na vrednost f [6]
3.1.3 Nastavitev ostrine
Ostrino v večini primerov nastavljamo s pomočjo vrtljivega obročka na koncu
objektiva. Običajno ima objektiv definirano najmanjšo razdaljo do objekta, pri kateri
je še možno doseči ostro sliko. Ta razdalja pri najpogosteje uporabljenih tipih
objektivov znaša od nekaj 10 cm do neskončnosti (zelo velika razdalja), poznamo pa
tudi makro objektive, pri katerih je lahko omenjena razdalja zelo majhna. [7] Razdalja
je odvisna od lastnosti objektiva in je brez dodatnih delov ne moremo spreminjati.
Spreminjanje ostrine se v objektivu vrši tako, da se spreminja oddaljenost med
posameznimi optičnimi elementi, kot posledica pa se pojavijo manjše spremembe v
dimenzijah vidnega polja objektiva. Na področju strojnega vida običajno želimo ostro
sliko, v nekaterih primerih pa ostrino namenoma nastavimo napačno in tako
prihranimo kasnejše računalniško filtriranje slike, ki je lahko časovno zelo potratno.
3.1.4 Goriščna razdalja
Goriščna razdalja je eden izmed glavnih podatkov o objektivu in je običajno
podana v mm. Nekateri objektivi imajo možnost spreminjanja goriščne razdalje – to so
tako imenovani zoom objektivi.
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Od goriščne razdalje je odvisno, kolikšno območje objekta bomo pri enaki
razdalji do objekta lahko zajeli na sliki. Večja kot je goriščna razdalja, manjše je
območje in obratno. Ker sta oddaljenost in velikost objekta pri strojnem vidu običajno
vnaprej znani, se večinoma uporabljajo objektivi s fiksno goriščno razdaljo. So namreč
cenejši in običajno zagotavljajo boljšo kvaliteto slike v primerjavi z zoom objektivi.
Zelo pomembno je, da pred nakupom dobro izmerimo vse potrebne dimenzije in
izberemo objektiv s primerno goriščno razdaljo. Več o tem pa v naslednjem poglavju.
[5, stran 41]
3.2 Izbira ustreznega objektiva
Kot že rečeno, je izbira ustreznega objektiva poleg kamere zelo pomembna, treba
je še posebej paziti na naslednje stvari:
 želeno vidno polje glede na objekt,
 razdalja od objektiva do objekta,
 vrsta nastavka za pritrditev na kamero,
 velikost senzorja kamere.
3.2.1 Pritrditev na kamero
Za namene strojnega vida se običajno uporabljajo naslednje vrste pritrditev
objektivov na kamere:
 M12,
 CS,
 C.
Od oznake je odvisna potrebna razdalja med senzorjem kamere in zadnjim
elementom objektiva, pa tudi vrsta navoja in njegov premer. M12 objektivi se običajno
uporabljajo za tako imenovane »board« kamere, ki so brez ohišja in imajo na vezju
nameščen ustrezen nosilec objektiva. Za kamere z ohišjem pa se običajno uporabljajo
C in CS objektivi. Večina proizvajalcev nudi podporo tako C kot CS objektivom,
kompatibilnost se rešuje z distančnim obročkom med ohišjem kamere in objektivom.
Ker je karakteristika navoja pri obeh enaka, se lahko zgodi, da vmes pozabimo priviti
obroček ali pa ga privijemo, ko ga ne potrebujemo. Tovrstna napaka rezultira v
spremenjenem področju ostrine in spremenjenem vidnem polju. [8]
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3.2.2 Izbira ustrezne goriščne razdalje
Pri izbiri ustrezne goriščne razdalje moramo upoštevati naslednje parametre:
 velikost senzorja uporabljene kamere,
 razdalja od objektiva do predmeta,
 želeno vidno polje na zgornji razdalji.
Za lažjo predstavo si lahko pomagamo s sliko 3.3.
Slika 3.3:  Prikaz vidnega polja kamere. d – razdalja od objektiva do objekta, v – višina vidnega polja,
s – širina vidnega polja
Predpostavimo, da imamo naslednje parametre:
 resolucija senzorja: 1280 × 960 slikovnih točk,
 velikost posameznega slikovnega elementa: 3,75 µm × 3,75 µm
 razdalja med kamero in objektom: 30 cm,
 dolžina vidnega polja: 8 cm,
 širina vidnega polja: 6 cm.
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Goriščno razdaljo lahko izračunamo s pomočjo naslednje enačbe:
_ __ _ _
velikost senzorja delovna razdaljagoriščna razdalja vidno polje velikost senzorja
  , (3.2)
pri tem pazimo, da pri vseh parametrih uporabimo enake enote, običajno kar mm, saj
je goriščna razdalja navadno podana v tej enoti. [8]
Pred izračunom goriščne razdalje pa moramo izračunati še velikost senzorja,
tako po širini kot po višini, pri čemer uporabimo enačbo:
_ _ _velikost senzorja resolucija velikost slikovnega elementa  . [8] (3.3)
Spodaj sledi izračun potrebne goriščne razdalje glede na naše zgoraj definirane
lastnosti. Najprej izračunamo obe dimenziji senzorja:
_ 1280 3,75 4,8dolžina senzorja m mm   , (3.4)
_ 960 3,75 3,6širina senzorja m mm   . [8] (3.5)
S pomočjo izračunanih dimenzij senzorja lahko izračunamo obe goriščni razdalji
glede na obe velikosti senzorja oziroma obe dimenziji želenega vidnega polja. Dobimo
torej naslednji dve vrednosti:
4,8 300_ _ 16,9880 4,8
mm mmgoriščna razdalja x mmmm mm
   , (3.6)
3,6 300_ _ 16,9860 3,6
mm mmgoriščna razdalja y mmmm mm
   . [8] (3.7)
Iz rezultatov je razvidno, da sta goriščni razdalji za obe dimenziji vidnega polja
enaki. To je posledica vidnega polja v razmerju 4:3, kar je hkrati tudi razmerje senzorja
oz. njegove resolucije. V tem primeru bi izbrali objektiv z goriščno razdaljo 16 mm,
razliko pa bi po potrebi kompenzirali z manjšo spremembo oddaljenostjo od objekta.
V primeru, da naše vidno polje ne bi ustrezalo razmerju 4:3, pa bi morali izbrati
ustrezno vrednost glede na to, ali nam bolj ustreza, da je objektiv bližje objektu ali bolj
stran od njega.
Pri izbiri objektiva moramo biti pozorni tudi na to, da je izbrani objektiv
sposoben izostriti objekt na želeni delovni razdalji.
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4 Osvetlitev
Ključnega pomena pri strojnem vidu je tudi osvetlitev. Pravilna izbira nam lahko
močno olajša kasnejše programsko delo in pohitri delovanje sistema oziroma sploh
omogoči, da sistem deluje, zato več o njej v tem poglavju.
4.1 Vrste osvetlitve glede na učinek
Ker je vrst osvetlitev za področje strojnega vida veliko, se bomo osredotočili na
tiste najpogosteje uporabljene.
4.1.1 Osvetlitev iz ozadja
Pri osvetlitvi iz ozadja (slika 4.1) se svetlobno telo nahaja za predmetom in je
usmerjeno proti kameri. Prikaz postavitve je razviden na sliki 4.2. Običajno so v
uporabi LED, katerih svetlobo razprši mlečno steklo. Na ta način je zagotovljena
enakomerna osvetlitev, pri čemer posamezne LED kot močno točkasti vir svetlobe niso
več opazne. [9, stran 51] [10]
Slika 4.1:  Primer osvetlitve za uporabo iz ozadja [25]
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Slika 4.2:  Prikaz delovanja osvetlitve iz ozadja
Tovrstne osvetlitve se po navadi uporabljajo takrat, ko želimo izmeriti dimenzije
objekta ali nas zanima njegova oblika. Seveda pa nam mora konfiguracija objekta
dopuščati tovrstno osvetlitev. Slika, ki jo dobimo, prikazuje temen objekt na svetli
podlagi, posledično je kasnejša programska obdelava enostavnejša (slika 4.3).
[9, stran 51] [10]
Slika 4.3:  Slika, zajeta z osvetlitvijo iz ozadja
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4.1.2 Osvetlitev, ki ustvari temno polje
Osvetlitve z načinom temnega polja (slika 4.4) običajno uporabljamo, kadar gre
za objekte s sijajnimi površinami. Če pri le-teh uporabimo direktno osvetlitev,
običajno dobimo močan odsev svetlobe proti kameri, zaradi česar je slika lahko
neuporabna. Če pa predmet osvetlimo pod nizkim kotom, se večina svetlobe odbite od
refleksivne površine, odbije tako, da nikoli ne doseže kamere. Pri delih objekta, ki iz
površine izstopajo, pa se zgodi ravno obratno, kar se na sliki odraža kot belina.
Postavitev tovrstne osvetlitve glede na objekt in kamero je razvidna na sliki 4.5. Na
sliki 4.6 lahko vidimo statorski paket motorja z zasenčenimi poli, osvetljenega z LED
osvetlitvijo, nameščeno pod nizkim kotom. Kljub temu, da so lamele statorskega
paketa močno odbojne, je odboj od njih viden le na zaobljenih vogalih, pri čemer pa,
kot je željeno, kratkostična obročka močno izstopata. [9, stran 52] [11]
Slika 4.4:  Primer osvetlitve, ki povzroči temno polje [26]
Slika 4.5:  Prikaz delovanje osvetlitve, ki povzroči temno polje
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Slika 4.6:  Slika, zajeta z osvetlitvijo, ki povzroči temno polje
4.1.3 Osvetlitev, ki ustvari svetlo polje
Osvetlitve, ki ustvarijo tako imenovano svetlo polje (slika 4.7), so običajno
nameščene bolj pravokotno na objekt v primerjavi s tistimi za temno polje.
Najpogosteje so nameščene v bližini kamere oziroma kar okoli objektiva kamere
(slika 4.8). Na trgu je prisotnih več vrst svetil za tako osvetlitev. Kot svetlobe je pri
nekaterih možno spreminjati, pri drugih pa je tovarniško določen. Tovrstna osvetlitev
ob pravilni uporabi ustvari dober kontrast, a v primeru sijajnih površin običajno ni
uporabna. Na sliki 4.9 lahko vidimo primer uporabe tovrstne osvetlitve. Gre za
zaspajkan otoček na tiskanem vezju, kjer je jasno razviden slab spoj. [9, stran 52] [11]
Slika 4.7:  Primer direktne osvetlitve [27]
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Slika 4.8:  Prikaz delovanja osvetlitve, ki povzroči svetlo polje
Slika 4.9:  Slika, posneta z osvetlitvijo, ki povzroči svetlo polje
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4.2 Izbira valovne dolžine
Ker so v današnjem času zaradi cene, enostavnosti in življenjske dobe v ospredju
osvetlitve z LED tehnologijo, so se tudi valovne dolžine svetlobe osvetlitev močno
razširile. V osnovi se svetila za področje strojnega vida pojavljajo v rdeči, modri,
zeleni in bel barvi, pri čemer lahko izbiramo med različnimi valovnimi dolžinami
znotraj posameznega odtenka. Obstajajo pa tudi svetila, katerim lahko barvo svetlobe
nastavljamo. Pri določitvi valovne dolžine glede na izbrano barvo si lahko pomagamo
s sliko 4.10. [9, stran 95, 98]
Tudi v kamerah vgrajeni senzorji nimajo enakega izkoristka pri različnih
valovnih dolžinah, kar je razvidno na sliki 4.11.
Ko izbiramo barvo svetlobe, moramo upoštevati predvsem svetlobno
refleksivnost objekta (slika 4.12), barvo objekta in efekt, ki ga želimo doseči.
Najpogosteje se pri črno-belem strojnem vidu uporabljajo rdeče ali modre luči.
Slika 4.10:  Barvni spekter svetlobe [28]
Slika 4.11:  Graf izkoristka črno-belega senzorja MT9M021 [12]
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Slika 4.12:  Graf refleksivnosti nekaterih kovin glede na valovno dolžino svetlobe [29]
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5 Izvedba fizičnega dela projekta strojnega vida
Pri zasnovi in izvedbi samega projekta smo se zgledovali po v podjetju že
delujočih sistemih za isti namen, ki so jih izdelali zunanji izvajalci. Kot že napisano,
mora sistem razlikovati med dobrimi in slabimi zvari na kratkostičnih obročkih.
Primer, kjer se jasno vidi razlika med dobrim in slabim zvarom, je viden na spodnji
sliki 5.1.
Slika 5.1:  Primer slabega (A) in dobrega (B) zvara
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5.1 Opis mehanske zasnove sistema
Sistem je namenjen klasificiranju zvarov kratkostičnih obročkov na motorjih z
zasenčenimi poli. Po pregledu že delujočih sistemov je bilo ugotovljeno, da sta
običajno v uporabi dve kameri. Ena izmed kamer je nameščena vodoravno z optično
osjo približno na nivoju zgornjega roba statorskega paketa v y smeri in na sredini
razdalje med obema zvaroma po x smeri, kar je prikazano na sliki 5.2. Z nasprotne
strani statorskega paketa pa je uporabljena led osvetlitev, ki je usmerjena proti zvaru
oziroma proti kameri, kar na sliki rezultira v črni silhueti zvarov na beli podlagi, kar
je razvidno na sliki 5.3.
Slika 5.2:  Princip delovanja pri pogledu s strani
Slika 5.3:  Slika, zajeta s strani
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Druga kamera je nameščena nad paketom in zajema slike zvarov z zgornje strani
(slika 5.4). Uporabljena je osvetlitev pod nizkim kotom glede na lamele, s čimer je
dosežen močan kontrast med paketom in zvari, kar je prikazano na sliki 5.5.
Slika 5.4:  Princip delovanja pri pogledu z vrha
Slika 5.5:  Slika, zajeta z vrha
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5.2 Izbira kamere
Že delujoči sistemi v podjetju uporabljajo kamere proizvajalca The Imaging
Source. Ker so se do sedaj izkazale kot zelo zanesljive, saj z njimi ni bilo večjih težav,
smo se odločili, da kamere za namen tega projekta izberemo pri istem proizvajalcu.
Ker ni potrebe po barvni sliki, smo se odločili za model DMK 42AUC03 z naslednjimi
osnovnimi lastnostmi: [13]
 resolucija senzorja: 1280 × 960 slikovnih točk,
 velikost senzorja: 1/3'',
 vrsta senzorja: CMOS,
 vrsta sprožilca: globalni,
 število sličic/s pri najvišji resoluciji: 25,
 vrsta podatkovne povezave: USB (universal serial bus) 2.0,
 montaža objektiva: C ali CS.
Zaradi morebitne potrebe po uporabi kamere za drug namen smo namenoma
izbrali kamero z večjo resolucijo v primerjavi z že delujočimi sistemi. Zaradi ugodne
cene smo se odločili za kamero s CMOS senzorjem in USB 2.0 povezavo.
5.3 Izbira objektiva
Pri izbiri objektiva smo se pri oddaljenosti objektiva kamere od objekta
zgledovali po že delujočih sistemih. Poleg omenjene razdalje smo določili še obe
dimenziji vidnega polja. Izbrali smo objektiv s fiksno goriščno razdaljo, saj ni potrebe
po spreminjanju le-te.
Objektiv je moral zadostiti naslednjim pogojem:
 razdalja do objekta: cca. od 20 do 30 cm,
 velikost vidnega polja cca. 5 × 4 cm,
 kompatibilnost s kamero DMK 42AUC03.
Omenjene podatke smo posredovali dobavitelju, ki je glede na podatke in
kamero pripravil ponudbo za ustrezen objektiv. Ker sta kameri dve, smo potrebovali
tudi dva objektiva.
Objektiv pri pogledu z vrha je ustrezal tudi parametrom pogleda s strani, zato
smo na obeh kamerah uporabili enaka objektiva. Oddaljenost od objekta do objektiva
smo kasneje prilagodili tako, da smo dosegli ustrezno vidno polje.
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Končna razdalja pri izbranem objektivu z goriščno razdaljo 25 mm in pogledu z
vrha tako znaša približno 25 cm.
Lastnosti izbranih objektivov so torej sledeče:
 proizvajalec: Fujinon,
 tip montaže: C,
 goriščna razdalja 25 mm,
 zaslonka: f1,4–f16,
 območje ostrenja: ∞–0,15 m,
 navoj filtra: M25,5 × 0,5. [7]
Slika 5.6:  Dobavljena kamera z nameščenim objektivom
Zaradi C tipa montaže objektiva sta na kamerah uporabljena 5 mm distančna
obročka, kar je razvidno tudi na sliki 5.6.
5.4 Osvetlitev pri pogledu s strani
Osvetlitev pri pogledu s strani deluje po principu, opisanem v poglavju 4.1.1.
Ker je od drugega projekta v podjetju ostala primerna osvetlitev, smo uporabili kar to.
Gre za osvetlitev CA-DBB8 proizvajalca Keyence, ki je prikazana na sliki 5.7.
Osvetlitev sveti modro, deluje na napetosti 12 V in porabi 4,8 W. Sestavljena je iz
večjega števila modrih LED, ki svetijo skozi mlečno steklo, kar zagotovi enakomerno
porazdeljeno svetlobo. [14]
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Slika 5.7:  Osvetlitev Keyence CA-DBB8
5.5 Osvetlitev pri pogledu z vrha
Pri pogledu z vrha je bilo treba uporabiti povsem drugačen pristop. Treba je
zagotoviti nizek kot osvetlitve, ki prepreči odsev od paketa in poudari kontrast med
paketom in zvari. Gre za princip osvetlitve, ki ustvari temno polje in je opisan v
poglavju 4.1.2. Sprva smo uporabljali osvetlitveni obroč večjega premera, ga nato
zmanjšali in uporabljali tako, da je bil naenkrat osvetljen samo en zvar. To je sicer
prineslo dobre rezultate, vendar bi bila mehanska izvedba tovrstnega principa težavna,
ker bi bilo potrebno osvetlitev premikati po dveh oseh.
Statorski paket se na postaji strojnega vida nahaja na posebnem gnezdu. V to
gnezdo in iz njega pa ga položi transportni trak. Le-ta deluje tako, da se dvigne in s
tem dvigne tudi paket ter ga preloži na gnezdo naslednje delovne postaje. Zaradi
dvigovanja traku in položaja osvetlitve, ki je cca 1,5 cm nad nivojem paketa, je treba
zagotoviti hkratno dvigovanje osvetlitve in traku. Če bi k temu dodali še premikanje
vodoravne pozicije osvetlitve, bi to močno zapletlo mehansko izvedbo. Za lažjo
predstavo opisanega delovanja si lahko pomagamo s sliko 5.8.
Slika 5.8:  Poenostavljen prikaz delovanja transportnega traku
5.5  Osvetlitev pri pogledu z vrha 37
Po ponovnem pregledu enega izmed že delujočih sistemov je bilo ugotovljeno,
da le-ta uporablja obročasto osvetlitev z dvema nivojema LED, zato smo se odločili
za spremembo že izdelane osvetlitve.
Z izdelavo podobne osvetlitve oz. z združenjem dveh enakih obročev s po eno
vrsto LED smo dosegli zadovoljivo delovanje brez spreminjanja vodoravne pozicije
osvetlitve. Prav tako smo, tako kot na že delujočih sistemih, uporabili rdečo LED
osvetlitev, saj baker dobro odbija svetlobo te valovne dolžine.
5.5.1 Izdelava osvetlitve
Zaradi želenih dimenzij, kota in oblike smo se odločili, da osvetlitev izdelamo
sami. Uporabili smo rdeče visoko svetleče LED premera 5 mm. LED so zaspajkane na
po meri izdelano tiskano vezje. V bistvu je osvetlitev sestavljena iz dveh enakih
obročev s po 48 LED, ki sta s pomočjo vijakov, distančnikov in matic spojena v celoto
(slika 5.9). Obroča sta med seboj povezana z vodniki, zato je treba na napajalno
napetost priključiti samo enega izmed obročev. Posamezen obroč je namenjen
napajanju z enosmerno napetostjo 24 V, kar omogoča tudi samostojno uporabo
posameznega obroča. Pri načrtovanju vezave LED sem si pomagal s spletnim
kalkulatorjem. Vsak obroč sestoji iz štirih skupin po 12 LED, pri čemer ima vsaka
skupina ustrezen predupor, ki omeji tok skozi LED na ustrezen nivo.
Slika 5.9:  LED osvetlitev sestavljena iz dveh obročev
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5.6 Raspberry Pi 2
Programski del sistema deluje na mini računalniku Raspberry Pi 2 (slika 5.10),
ki ga predstavljamo v tem poglavju. Raspberry Pi je mini računalnik velikosti kreditne
kartice, razvit z namenom približevanja računalniškega sveta ljudem, ki se sicer s tem
profesionalno ne ukvarjajo.
Zelo popularen je predvsem zaradi svoje nizke cene, ki v Sloveniji znaša le nekaj
čez 40 €. Ima praktično vse in v nekaterih primerih celo več, kot imajo klasični osebni
računalniki, npr.: [30]
 več USB priključkov,
 Ethernet priključek,
 HDMI (high-definition multimedia interface) priključek,
 analogni izhod za zvok,
 splošno namenski vhodi in izhodi (GPIO – general-purpose
input/output).
Slika 5.10: Raspberry Pi 2
Kot glavni pomnilnik služi kar mikro SD (secure digital) kartica, najpogosteje
velikosti 8 Gb. Običajno na njem poganjamo operacijski sistem Raspbian, ki sicer
bazira na okolju Debian.  Ena izmed njegovih prednosti je tudi to, da ima že vgrajene
splošno namenske vhode in izhode.
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Posledično ne potrebujemo nekega posebnega modula za komunikacijo ali
aktivacijo aktivatorjev. Običajno potrebujemo le vezje za prilagoditev napetostnih
nivojev, ki ga priključimo na za to pripravljeno dvovrstično letvico, ki je že nameščena
na računalniku. V primeru uporabe v okoljih s prisotnimi visokimi napetostmi je
zaželena implementacija galvanske ločitve med računalnikom in ostalimi napravami.
[30]
Tehnične specifikacije tovrstnega računalnika so: [30]
 ARM 7 procesor s taktom 900 MHz,
 1 Gb delovni pomnilnik,
 40-kanalni vhodno izhodni priključek,
 4 × USB 2.0 na dvoje vrat,
 10/100 ethernet vrata,
 4 polni priključek za stereo zvok in kompozitni video,
 HDMI priključek,
 CSI (camera serial interface) priključek za kamero,
 DSI (display serial interface) priključek za zaslon,
 nosilec SD kartice,
 mikro USB konektor za napajanje.
5.6.1 Izvedba napajanja in način priklopa USB naprav
Rapsberry Pi potrebuje za svoje delovanje enosmerno napetost 5 V, za priklop
le-te pa ima na vezju nameščen mikro USB konektor, ki služi zgolj in samo napajanju
in ne prenosu podatkov. Ker je tokovna zmogljivost na USB izhodih Raspberryja
majhna, je za večje porabnike priporočljivo uporabiti USB razdelilnik z zunanjim
napajanjem. Pomembno je tudi, da je napajalni kabel za napajanje Raspberryja čim
krajši. Pri le 5 V napajalne napetosti lahko hitro pride do znatnega padca napetosti, kar
lahko rezultira v ponavljajočem se opozorilu za prenizko napajalno napetost oziroma
celo v nedelovanju.
Razdelilnik in Raspberry običajno povežemo na naslednji način:
 z zunanjim napajalnikom (običajno 5 V) napajamo razdelilnik preko
temu namenjene vtičnice,
 vhod v razdelilnik priključimo na USB priključek Raspberryja,
 iz enega izmed izhodov razdelilnika povežemo še kabel za napajanje
Raspberryja.
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S to vezavo računalnik popolnoma razbremenimo v zvezi s tokom za napajanje
USB naprav. Če je kljub omenjeni vezavi napajalna napetost zaradi padca na
razdelilniku ali kje drugje premajhna, lahko povečamo napetost napajalnika do te
mere, da je napajalna napetost računalnika še v dovoljenih mejah. USB naprave, ki jih
bomo uporabljali, priključimo na razdelilnik in ne na računalnik.
5.7 Načrtovanje in izdelava vmesnika
Raspberry mora poleg obdelave in zajema slik komunicirati s programirljivim
logičnim krmilnikom in vklapljati ter izklapljati osvetlitve. Ker so njegovi izhodi in
vhodi 3,3 V, je treba narediti vezje, ki bo zmožno te nivoje prilagoditi na 12 ter
24 V in dopuščati potreben električni tok. Gre torej za vmesnik, ki bo priključen na
GPIO priklop, s pomočjo le-tega pa bo Raspberry lahko zaznal, kdaj je aktiven kateri
izmed na vezje priključenih 24 V izhodov iz PLK-ja (programirljivi logični krmilnik)
oziroma aktiviral katerega izmed relejev ter tako vključil osvetlitev ali aktiviral signal
na PLK.
5.7.1 Princip delovanja vhodov
V industrijskem svetu pri programirljivih logičnih krmilnikih, se kot osnova
uporabljajo 24 V logični signali. Za razliko od le-teh pa Raspberry oziroma njegovo
integrirano vezje, kot že rečeno uporablja 3,3 V signale. Posledično je treba izvesti
tako imenovano prilagoditev napetostnih nivojev. Ker je industrijsko okolje običajno
polno motenj in se v izjemnih primerih lahko pojavijo tudi kakšne prenapetosti, smo
želeli računalnik popolnoma izolirati od ostalih proizvodnih naprav. Uporabili smo
galvansko ločitev z optosklopniki. Princip delovanja posameznega vhoda lahko
razložimo s pomočjo sheme na sliki 5.11.
Slika 5.11:  Shema vezave vhoda
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Ko se na izhodu krmilnika pojavi +24 V, steče preko upora R1 tok, ki aktivira
LED v optosklopniku, zaradi česar se njegov tranzistor odpre. Ko se tranzistor odpre,
se preko upora R2 poveže vhod v Raspberry na maso, kar rezultira v logični 0. V
nasprotnem primeru pa LED ne sveti, tranzistor je zaprt in vhod v Raspberry je na
visokem logičnem stanju zaradi v njegovem integriranem vezju vgrajenega upora.
5.7.2 Princip delovanja izhodov
Princip delovanja izhoda lahko razložimo s pomočjo sheme na sliki 5.12.
Slika 5.12:  Shema vezave izhoda
Integrirano vezje ULN2003A opravlja nalogo stikala. Sestoji iz 7 kanalov, ki so
sestavljeni iz več tranzistorjev. Ko se na vhodu pojavi dovolj velika napetost, se izhod
sklene na priključek GND. Stikalo torej deluje v negativni veji. Za primer preklapljanja
induktivnih bremen ima vgrajene zaščitne diode, ki jih aktiviramo z vezavo priključka
COM na + napajalne napetosti. Razlago vezja lahko razdelimo na dva dela, in sicer
glede na stanje izhoda Raspberryja.
Neaktivno stanje izhoda Raspberryja:
1. ker vhod v Q1 ni aktiven, je neaktiven tudi izhod Q1,
2. priključek 2 U1 je v zraku,
3. posledično U1 ni aktiviran,
4. vhod Q2 je preko upora R2 povezan na + 24 V,
5. izhod Q2 je posledično aktiven in rele napajan.
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Aktivno stanje izhoda Raspberryja:
1. ker je vhod Q1 aktiven, je aktiven tudi izhod iz le-tega,
2. katoda optosklopnika je sklenjena na maso,
3. potencial na vhodu Q2 znaša praktično 0 V,
4. izhod Q2 ni aktiven,
5. rele ni aktiviran.
Kakor je razvidno iz razlage, vezje zaradi svoje izvedbe ustvari negacijo, kar je
treba pri programskem upravljanju upoštevati.
Na tem mestu omenimo še diodo D1, ki služi dodatni zaščiti izhoda integriranega
vezja Q2. Q1 smo uporabili zaradi šibkih tokov na izhodih Raspberryja v primerjavi s
potrebnim tokom za krmiljenje optosklopnika oziroma več le-teh.
5.7.3 Izdelava vmesnika
Vmesnik (slika 5.13) smo izdelali glede na zgornje opise in sheme, le da smo
shemi razširili na 7 vhodov in 7 izhodov.
Slika 5.13:  Tiskano vezje vmesnika
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Sam sistem za delovanje sicer ne potrebuje tako velikega števila izhodov in
vhodov, vendar smo na ta način izkoristili vse kapacitete komponent, hkrati pa je
zasnova oziroma skonstruirano vezje vmesnika uporabno še za kakšno drugo
aplikacijo, kjer bo potreba po izhodih in vhodih večja. Samo tiskano vezje smo
skonstruirali tako, da je nanj možno pritrditi Raspberry s pomočjo njegovih montažnih
lukenj in vijakov. Pri razporeditvi elementov smo posebej pazili na potek kabla za
povezavo in na položaj vrstnih sponk za priključitev vhodov oziroma izhodov tako, da
je do večine mogoče dobro dostopati tudi pri sestavljenem sistemu.
5.8 Montaža sistema
Ker sistem strojnega vida predstavlja samostojno enoto na že delujočem stroju,
potrebuje svoje ohišje, ki je razvidno s slike 5.14.
Slika 5.14:  Sistem strojnega vida, montiran v ohišje
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Vse komponente razen kamer, osvetlitev, monitorja in tipkovnice so vgrajene v
kovinsko omarico. Na dno škatle je pritrjena montažna pločevina, ki omogoča
enostavno montažo vseh potrebnih elementov. Za lažje povezovanje in priključitev so
uporabljene vrstne sponke z montažo na DIN letev. Vse sponke in varovalke so
oštevilčene, za lažjo izvedbo morebitnih popravil in analizo napak je na vratih
nalepljena tudi legenda sponk ter varovalk. Za varovanje pred kratkim stikom je
poskrbljeno s talilnimi varovalkami, ki so dimenzionirane glede na porabo na
posamezni napajalni napetosti. Zaradi prisotnih motenj je v uporabi tudi omrežni filter.
Za hlajenje skrbita dva 50 mm ventilatorja, ki ju po potrebi vključuje mehanski
termostat.
Prisotna je tudi tipka za morebiten reset računalnika. Za komunikacijo med
krmilnikom in sistemom trojnega vida je uporabljen oklopljen kabel, katerega oklop
je ozemljen, prav tako pa je ozemljeno tudi celotno ohišje.
Sistem za zajem slik, ki je razviden na sliki 5.15, se nahaja v posebni komori
poleg že obstoječe komore za varjenje.  Na sliki zgoraj vidimo kamero za zajem slike
z vrha, na dnu slike pa je razviden del objektiva in luknja, skozi katero sliko zajema
stranska kamera. Na zelenem nosilcu zadaj je nameščena na sliki sicer zakrita stranska
osvetlitev. V sredini slike je razvidna obročasta osvetlitev, ki je pritrjena na
pnevmatski cilinder.
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Slika 5.15: Sistem za zajem slik
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6 Izvedba programskega dela sistema za kontrolo zvarov
Poleg pravilne fizične zasnove sistema strojnega vida je treba pozornost posvetiti
tudi programski zasnovi – opisujemo jo v tem poglavju.
6.1 Izbira programske opreme, programskega jezika in knjižnic
Preden se sploh lotimo ustvarjanja programske opreme oziroma programiranja,
moramo izbrati ustrezna orodja. Pri izbiri običajno pazimo na kompatibilnost, hitrost
razvijanja z izbranim jezikom in programsko opremo, hitrost izvajanja programa, nivo
našega znanja in še marsikaj. V tem poglavju bo torej govora o programskem jeziku,
programski opremi in nekaterih uporabljenih knjižnicah.
6.1.1 OpenCV
Za namen obdelave slik smo uporabili odprtokodno programsko knjižnico
OpenCV, katere logotip je viden na sliki 6.1. Knjižnica je namenjena uporabi pri
projektih strojnega vida in strojnega učenja. Ker bazira na licenci BSD, je njena raba
brezplačna tudi za komercialne namene. OpenCV ima vmesnike za različne
programske jezike, kot so: [31]
 C,
 C++,
 Python,
 Java.
Možno jo je uporabiti tudi v programskem okolju Matlab. Knjižnica je
večplatformna in med drugim deluje na naslednjih operacijskih sistemih: [31]
 Windows,
 Linux,
 Android,
 Mac OS.
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Slika 6.1:  Logotip OpenCV [31]
6.1.2 Python
Glede na moje predznanje programiranja in glede na programske jezike, ki se
sicer uporabljajo v podjetju, smo se odločili, da uporabimo Python (slika 6.2). V
podjetju večino programerskega dela opravijo v jeziku Delphi, ki ga starejše verzije
OpenCV sicer podpirajo, vendar je krajše testiranje pokazalo, da že zajem slike ter
pretvorba v ustrezno obliko ni najbolj enostavna in intuitivna. Dobrodošlo je tudi to,
da se na spletu ali v pisni literaturi najde veliko snovi in navodil tako za Python kot
tudi za Python v kombinaciji z OpenCV.
Slika 6.2:  Python logotip [32]
Danes se običajno uporabljata dve različici, in sicer Python 3 ter Python 2. Mi
smo uporabili slednjo. [32]
6.1.3 PyCharm
S programiranjem v programskem jeziku Python sem sprva začel kar v neke
vrste beležnici, ki se naloži skupaj s programskim jezikom. Kmalu pa sem opazil, da
je programiranje v tem okolju precej zamudno, saj so avtomatski predlogi precej slabo
izvedeni ali pa sploh ne delujejo. Tudi grafični vmesnik in splošne funkcije programa
so precej okrnjene.
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Zato sem posegel po programu PyCharm (slika 6.3), ki ima vse zgoraj omenjene
lastnosti in še veliko uporabnih dodatkov. Programiranje v njem je lažje, hitrejše in
bolj pregledno.
Slika 6.3:  Programska koda v Pycharmu
6.1.4 NumPy
NumPy je knjižnica, ki služi numeričnim operacijam in je namenjena
uporabnikom Pythona. Njen namen je uporabniku poenostaviti uporabo kompleksnih
matematičnih funkcij. Sam sem ga največkrat uporabil v povezavi z matrikami. Zelo
poenostavi iskanje maksimalnih in minimalnih vrednosti po različnih oseh znotraj
matrik, iskanje pozicij določenih vrednosti in še marsikaj, kar pride prav pri obdelavi
slik, ki so navsezadnje le matrike. [16, stran 3]
6.1.5 wxPython in wxFormBuilder
Vsak običajen program potrebuje nek uporabniški vmesnik, saj je komunikacija
med uporabnikom in programom zelo pomembna. Če uporabljamo programski jezik
Python, imamo kar precejšno izbiro različnih knjižnic za gradnjo uporabniškega
vmesnika. Sam sem izbral wxPython, ki podpira več različnih operacijskih sistemov,
tako sem lahko programski del sistema skoraj v celoti razvijal na zmogljivejšem
računalniku v meni bolj poznanem operacijskem sistemu Windows. [17, stran 6]
H gradnji grafičnega vmesnika lahko pristopimo na dva načina, in sicer:
 uporabniški vmesnik gradimo sami s pomočjo programske kode,
 uporabimo namenski program z grafičnim vmesnikom.
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Oba načina imata prednosti in slabosti. Sam sem se odločil za drugi način
oziroma za kombinacijo obeh. Program wxFormBuilder (slika 6.4) služi lažjemu
oziroma vizualnemu ustvarjanju uporabniškega vmesnika.
V programu vse elemente, kot so gumbi, vnosna polja, izbirna polja …, zložimo
na okno ali več oken, pri čemer za razvrščanje uporabljamo posebne tabele.
Definiramo lahko tudi dogodke, ki se bodo zgodili recimo ob pritisku nekega gumba,
uporabljamo časovnike ... Ko smo z narejenim zadovoljni nam program s pritiskom na
gumb generira kodo za izbrani programski jezik. To kodo potem uporabimo v našem
programu in tako dobimo delujoč grafični vmesnik. Ker nekatere stvari, ki jih
wxPython omogoča, niso podprte v programu wxFormBuilder, lahko le-te dodamo
naknadno z ročnim spreminjanjem generirane kode.
Slika 6.4:  Primer uporabniškega vmesnika v programu wxFormBuilder
6.1.6 GStreamer
GStreamer je odprtokodna knjižnica, ki se uporablja predvsem za obdelavo
oziroma zajem zvoka in slike. Sicer v osnovi ni namenjena uporabi znotraj
programskega jezika Python, vendar pa si za to lahko pomagamo s knjižnico PyGST.
Princip delovanja temelji na osnovi cevovoda in elementov. Elementi imajo
izvor in ponor. Ponor enega elementa se lahko poveže na izvor drugega. Na ta način
ustvarimo cevovod, po katerem se med elementi prenašajo podatki. Vsak element pa
ima svojo funkcionalnost, glede na katero obdela podatke. [34]
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6.2 Priprava Raspberryja
Če kupimo običajni Raspberry računalnik brez dodatne opreme in pomnilne
kartice s pred naloženim operacijskim sistemom, moramo za delovanje računalnika
najprej dokupiti mikro SD kartico. Najbolj običajna velikost za ta namen je 8Gb. Poleg
tega pa so potrebni še koraki, opisani v nadaljevanju.
6.2.1 Prenos operacijskega sistema na pomnilniško kartico
Preden lahko pričnemo s prvim zagonom in uporabo, moramo na mikro SD
kartico naložiti operacijski sistem. Najprej s spletne strani proizvajalca Raspberryja
prenesemo operacijski sistem Raspbian. V kolikor bomo prenos izvajali na
operacijskem sistemu Windows, si prenesemo tudi program Win32DiskImager ter ga
instaliramo. Po instalaciji vstavimo kartico v čitalec, zaženemo program, izberemo
.IMG datoteko in zaženemo nalaganje. Po končani operaciji je kartica pripravljena in
jo lahko vstavimo v Raspberry ter ga zaženemo. [35]
6.2.2 Prvi zagon
Po prvem zagonu se nam bo prikazalo okno z menijem za konfiguracijo. Meni
ima na voljo naslednje opcije: [35]
1. razširitev podatkovnega sistema na celotno pomnilniško kartico,
2. spreminjanje gesla,
3. izbira med terminalom ali grafičnim uporabniškim vmesnikom,
4. jezikovne in lokacijske možnosti,
5. aktivacija Raspberry kamere,
6. dodajanje na Rastrack zemljevide,
7. spreminjanje takta procesorja,
8. napredne opcije,
9. informacije o tem konfiguracijskem orodju.
Slika 6.5:  Konfiguracijski meni
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Videz menija je prikazan na sliki 6.5. Običajno je, da razširimo podatkovni
sistem čez celo kartico in omogočimo zagon v grafični vmesnik. Po želji lahko
spremenimo še razmerje velikosti pomnilnika za grafični in glavni procesor. [35]
Kasneje lahko po potrebi dodamo še avtomatsko prijavo, da ni potrebno ob
vsakem zagonu vpisovati uporabniškega imena in gesla.
6.2.3 Nastavitve v config.txt
Pri klasičnih osebnih računalnikih se ob zagonu iz temeljnega sistema preberejo
vsi potrebni parametri, ker pa Raspberry tega nima, je stvar izvedena nekoliko drugače.
Na SD kartici se nahaja datoteka config.txt, ki vsebuje vse za zagon pomembne
podatke. Pred zagonom operacijskega sistema se le-ti preberejo iz nje in upoštevajo
pri zagonu ter delovanju. Datoteka vsebuje parametre, kot so resolucija zaslona,
količina pomnilnika grafičnega procesorja, takt procesorja itd. V tem poglavju
opisujemo nekaj najpomembnejših oziroma tiste, ki so vsebovani v spremembah, ki
smo jih naredili. Pred vsako spremembo parametrov je seveda priporočljivo, da
naredimo varnostno kopijo. [35]
V mojem primeru sem naredil le dve spremembi, in sicer: [35]
 iz #hdmi_group=1 v hdmi_group=2,
 iz #hdmi_mode=1 v hdmi_mode=35.
Predhodno oba zgornja parametra nista bila aktivna, z odkomentiranjem oziroma
odstranitvijo znaka # pa ju omogočimo. S postavitvijo hdmi_group na vrednost 2 smo
HDMI izhod nastavili na DMT standard, ki je tipičen za računalniške monitorje. S
spremembo vrednosti hdmi_mode pa smo nastavili resolucijo na 1280 × 1024 in
frekvenco osveževanja na 60 Hz. Drugih parametrov nismo spreminjali, sicer pa je
zanimiv še parameter arm_freq, s pomočjo katerega lahko spremenimo frekvenco
delovanja procesorja in tako pospešimo izvajanje ukazov. [35]
6.2.4 Nastavitev sinhronizacije ure in datuma
Raspberry nima namenskega čipa in dodatne baterije za vzdrževanje ure ter
datuma, kar pomeni, da po ponovnem zagonu le-ti ostanejo od zadnje seje. Če želimo
ohraniti približno točen čas in nimamo dostopa do zunanjih že vnesenih časovnih
strežnikov, imamo na voljo dve možnosti: [36]
 na GPIO priključimo namensko rtc (real-time clock) vezje,
 nastavimo sinhronizacijo z lokalnim časovnim strežnikom.
6.2  Priprava Raspberryja 53
V mojem primeru sem zaradi enostavnosti in dobrih predhodnih izkušenj izbral
drugo opcijo. Nastavitve strežnikov so shranjene v datoteki ntp.conf, ki se nahaja v
mapi /etc/. Datoteko odpremo s polnimi pravicami, zakomentiramo vse že vpisane
strežnike in na konec seznama dodamo želenega. Datoteko shranimo in ponovno
zaženemo računalnik. S tem se bo čas nekaj minut po vsakem zagonu sinhroniziral s
časovnim strežnikom. [36]
Primer dela ntp.conf datoteke s popravljenimi strežniki: [36]
# pool.ntp.org maps to about 1000 low-stratum NTP servers.  Your server
will
# pick a different set every time it starts up.  Please consider joining
the
# pool: <http://www.pool.ntp.org/join.html>
#server 0.debian.pool.ntp.org iburst
#server 1.debian.pool.ntp.org iburst
#server 2.debian.pool.ntp.org iburst
#server 3.debian.pool.ntp.org iburst
server [nas_casovni_streznik]
6.2.5 Deinstalacija odvečnih programov
V operacijski sistem so običajno vključeni tudi programi oziroma kakšne
zabavne vsebine, ki jih za naš namen ne potrebujemo. Nekatere izvajajo svoje procese
ob zagonu, druge pa le zasedajo dragocen spominski prostor. Če želimo to preprečiti,
je najbolje, da jih odstranimo. To storimo po naslednjih korakih: [37]
1. s klikom na bližnjico v orodni vrstici poženemo terminal,
2. v terminal vpišemo sledeče: sudo apt-get –-purge remove
[ime_aplikacije],
3. in še: sudo apt-get autoremove –-purge.
6.2.6 Instalacija knjižnic
Če hočemo v svoji programski kodi uporabljati knjižnice in le-te niso bile
predhodno naložene, jih je treba naložiti. Pri nekaterih knjižnicah je postopek
razmeroma enostaven, v smislu izvedbe enega ukaza v terminalu, pri drugih pa bolj
kompliciran in vzame več časa. Na tem mestu se bom posvetil instalaciji knjižnice
OpenCV. Pri projektu sem sicer uporabil še mnogo drugih knjižnic, vendar je
instalacija le-teh razmeroma enostavna. Spodnji koraki vsebujejo ukaze, ki se izvedejo
s pomočjo že omenjenega terminala.
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Najprej poskrbimo, da je naša že nameščena programska oprema posodobljena: [38]
1. sudo apt-get update,
2. sudo apt-get upgrade,
3. sudo rpi-update.
Naložimo potrebna orodja: [38]
 sudo apt-get install build-essential cmake pkg-config.
Naložimo orodja, ki omogočajo branje različnih formatov slik: [38]
 sudo apt-get install libjpeg8-dev libtiff4-dev libjasper-dev
libpng12-dev.
Naložimo GTK knjižnico: [38]
 sudo apt-get install libgtk2.0-dev.
Naložimo orodja, ki omogočajo branje video posnetkov: [38]
 sudo apt-get install libavcodec-dev libavformat-dev libswscale-dev
libv4l-dev.
Sledi nalaganje knjižnic za optimizacijo delovanja OpenCV knjižnice: [38]
 sudo apt-get install libatlas-base-dev gfortran.
Naložimo pip, ki olajša nalaganje Python knjižnic: [38]
1. wget https://bootstrap.pypa.io/get-pip.py,
2. sudo python get-pip.py.
Pripravimo orodja za virtualno okolje: [38]
1. sudo pip install virtualenv virtualenvwrapper,
2. sudo rm -rf ~/.cache/pip.
Odpremo datoteko /home/pi/.profile in na konec dodamo: [38]
 # virtualenv and virtualenvwrapper,
 export WORKON_HOME=$HOME/.virtualenvs,
 source /usr/local/bin/virtualenvwrapper.sh.
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Ponovno naložimo .profile in ustvarimo virtualno okolje: [38]
1. source ~/.profile,
2. mkvirtualenv cv.
Naložimo razvojna orodja Python 2.7 in Numpy knjižnico, če tega nismo že
storili: [38]
1. sudo apt-get install python2.7-dev,
2. pip install numpy.
Prenesemo OpenCV in ga razširimo: [38]
1. wget -0 opencv-2.4.10.zip
http://sourceforge.net/projects/opencvlibrary/files/opencv-
unix/2.4.10/opencv-2.4.10.zip/download,
2. unzip opencv-2.4.10.zip,
3. cd opencv-2.4.10.
Pripravimo vse potrebno in generiramo OpenCV: [38]
1. mkdir build,
2. cd build,
3. cmake -D CMAKE_BUILD_TYPE=RELEASE -D
CMAKE_INSTALL_PREFIX=/usr/local -D BUILD_NEW_PYTHON_SUPPORT=ON -D
INSTALL_C_EXAMPLES=ON -D INSTALL_PYTHON_EXAMPLES=ON -D
BUILD_EXAMPLES=ON ..,
4. make.
Naložimo OpenCV: [38]
1. sudo make install,
2. sudo ldconfig.
Povežemo knjižnice: [38]
1. cd ~/.virtualenvs/cv/lib/python2.7/site-packages/,
2. ln -s /usr/local/lib/python2.7/site-packages/cv2.so cv2.so,
3. ln -s /usr/local/lib/python2.7/site-packages/cv.py cv.py.
Če so bili vsi koraki izvedeni brez napak, je bila instalacija uspešna.
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6.3 Komunikacija s kamero
Industrijske kamere za namene strojnega vida običajno pred pošiljanjem na sliki
ne izvajajo kompresije, ampak pošljejo surove podatke s senzorja. To običajno
pomeni, da se ne obnašajo kot spletne kamere, ki navadno delujejo že po priklopu na
računalnik in lahko sliko z le-teh pridobimo s pomočjo nekaj OpenCV ukazov. Za
operacijski sistem Windows proizvajalci kamer običajno ponujajo svojo brezplačno
programsko opremo oziroma knjižnice, pri Debian distribucijah pa je to nekoliko
drugače – za izbrano kamero opisujemo postopek v tem poglavju.
6.3.1 Sprememba programske opreme kamere
Za uporabo kamere DMK 42AUC03 na Debian distribucijah moramo pred
prenosom slik na kameri spremeniti programsko opremo. S tem omogočimo UVC
(USB video class) kompatibilnost. [39] Po priklopu kamere smo sledili naslednjim
korakom.
Naložimo potrebne dodatke za izvedbo postopka: [39]
 sudo apt-get install git build-essential pkg-config libglib2.0-dev
libusb-dev guvcview.
Z repozitorija prenesemo ustrezno programsko opremo: [39]
 git clone https://github.com/TheImagingSource/tiscamera.git.
Generiramo orodje: [39]
1. cd tiscamera/tools/euvccam-fw/,
2. make.
Preverimo, če sistem pravilno zazna kamero: [39]
 sudo ./euvccam-fw –p.
Glede na model kamere izberemo in naložimo novo programsko opremo, ki omogoča
UVC kompatibilnost: [39]
 sudo ./euvccam-fw -u ../../data/firmware/usb2/dmk42uc03_143.euvc.
Odklopimo in ponovno priklopimo kamero ter preverimo, ali je bila sprememba
programske opreme uspešna: [39]
 sudo ./euvccam-fw –p.
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Če smo zgornje korake uspešno izvedli, nam bo zadnji ukaz pod razdelkom
Flags vrnil vrednost 1. [39]
Z vsako spremembo programske opreme kamere se shrani varnostna kopija
prejšnje verzije. Če nismo spreminjali nobenih poti zgornjih korakov, potem se
varnostne kopije nahajajo v mapi /home/pi/tiscamera/tools/euvccam-fw/backups/.
Priporočeno je, da jih za vsak primer shranimo še na kakšen drug medij. [39]
6.3.2 Nalaganje in uporaba GStreamer elementov
Proizvajalec kamere je za uporabo na Linux distribucijah priskrbel GStreamer
elemente. Z naslednjimi koraki na računalnik naložimo GStreamer elemente, ki so
potrebni za delovanje kamere.
Ker smo repozitorij klonirali že v prejšnjem poglavju, lahko pričnemo z
nalaganjem potrebnih orodij. Pomembno je, da se postavimo v ustrezno mapo, v
kolikor smo to v prejšnjem poglavju spreminjali. Poženemo ukaz: [39]
 sudo apt-get install autoconf libglib2.0 libudev-dev
libgstreamer0.10 gstreamer0.10-plugins-base gstreamer0.10-plugins-
good gstreamer0.10-plugins-bad gstreamer0.10-tools gstreamer-
plugins-base0.10-dev.
Postavimo se v mapo /tiscamera/src in poženemo naslednje ukaze: [39]
1. ./bootstrap.sh,
2. ./configure,
3. make,
4. make install.
S pomočjo spodnjega ukaza, ki predstavlja več GStreamer elementov,
sestavljenih v cevovod, lahko preverimo prikaz slike s kamere: [39]
 gst-launch-0.10 v4l2src ! video/x-raw-
gray,width=1280,height=960,framerate=10/1 ! tisvideobufferfilter !
ffmpegcolorspace ! ximagesink.
Zgornji ukaz je prilagojen izbrani kameri, v primeru uporabe drugačne kamere
ga je treba prilagoditi, saj se resolucije in števila sličic na sekundo od kamere do
kamere razlikujejo. [39]
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6.3.3 Koristni v4l ukazi
Kakor je razvidno iz prejšnjega poglavja, je prvi element znotraj GStreamer
cevovoda v4l2. Gre za gonilnik, ki služi prenosu podatkov z video naprav, kot so
spletne kamere, TV pretvorniki … v4l2 je sicer kratica, ki v angleščini pomeni video
for Linux 2. Za naš namen ga poleg zajema slik lahko uporabimo tudi za spreminjanje
parametrov kamere. V nadaljevanju bom predstavil nekaj za naš namen uporabnih
ukazov ter njihovih rezultatov. [18]
Ukaz v4l2-ctl --list-devices nam vrne seznam vseh priključenih video
naprav, torej njihovo ime, oznako naprave in številko priključka, na katerega je
priključena. Dejanski rezultat v primeru dveh priključenih kamer lahko vidimo na sliki
6.6. Kot je razvidno s slike, sta bili v trenutku izvršitve ukaza priključeni dve kameri
z oznako DMK 42AUC03.
Slika 6.6:  Izvršitev ukaza v4l2-ctl --list-devices
Slika 6.7:  Izvršitev ukaza v4l2-ctl --all
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Ukaz v4l2-ctl –all nam vrne vse lastnosti naprave, če naprave ne definiramo
posebej bo izbrana naprava /dev/video0, kar je razvidno na sliki 6.7. V zadnjih vrsticah
lahko vidimo tudi glavne parametre, ki so povezani z zajemom slike, v našem primeru
torej ojačenje in čas izpostavitve.
Ukaz v4l2-ctl --list-formats-ext nam izpiše vse možne resolucije in z njimi
povezana števila sličic na sekundo glede na le-te (slika 6.8), namreč pri manjših
resolucijah je kot posledico manjšega obsega podatkov možno zajeti več slik na
časovno enoto in obratno.
Slika 6.8:  Izvršitev ukaza v4l2-ctl --list-formats-ext
6.3.4 Primer realizacije GStreamer cevovoda v programskem jeziku Python
Če hočemo obdelavo slike izvajati v programskem jeziku Python s podporo
knjižnice OpenCV, moramo slike s kamere pridobiti na način, ki omogoča, da sliko
pretvorimo v format, ki ustreza zgornji kombinaciji. Najbolje je, če sliko pridobimo
kar v programskem jeziku Python, seveda s pomočjo že omenjenih knjižnic.
S pomočjo knjižnice pygst, ki predstavlja vmesnik med knjižnico GStreamer in
programskim jezikom Python, lahko v Python kodi ustvarimo cevovod z želenimi
elementi. [34]
Ker je princip najlažje razložiti na primeru, predpostavimo, da želimo ustvariti
naslednji cevovod: gst-launch-0.10 videtestsrc ! ffmpegcolorspace ! ximagesink . Če
ta ukaz poženemo s pomočjo terminala, se nam bo odprlo okno s prikazom testnega
videa. Isti rezultat lahko dosežemo tudi s pomočjo kode, v programskem jeziku
Python, ki je prikazana na naslednjih dveh straneh. Na popolnoma enak način lahko
realiziramo cevovod, ki ga potrebujemo za zajem slike s kamere.
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Elementi cevovoda imajo tudi svoje parametre, ki jih lahko nastavljamo. O
nekaterih bo nekaj napisanega v enem izmed naslednjih poglavij, sicer pa več najdemo
v spletni dokumentaciji. [34]
# Uvozimo vse potrebne knjiznice.
import pygst
pygst.require("0.10")
import gobject
gobject.threads_init()
import gst
# Ustvarimo cevovod.
test_pipeline = gst.Pipeline("test_pipeline")
# Ustvarimo vse potrebne elemente.
videotestsrc = gst.element_factory_make("videotestsrc", "src")
ffmpegcolorspace = gst.element_factory_make("ffmpegcolorspace",
"colorspace")
ximagesink = gst.element_factory_make("ximagesink", "sink")
# Dodamo elemente v cevovod.
test_pipeline.add(videotestsrc)
test_pipeline.add(ffmpegcolorspace)
test_pipeline.add(ximagesink)
# Povezemo elemente med seboj.
videotestsrc.link(ffmpegcolorspace)
ffmpegcolorspace.link(ximagesink)
# Zazenemo cevovod.
test_pipeline.set_state(gst.STATE_PLAYING)
# Cakamo, da uporabnik pritisne katerokoli tipko.
raw_input()
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# Sprostimo cevovod.
test_pipeline.set_state(gst.STATE_PAUSED)
test_pipeline.set_state(gst.STATE_READY)
test_pipeline.set_state(gst.STATE_NULL)
[34]
6.3.5 Zajem podatkov zadnjega elementa in pretvorba v Numpy format
Če želimo zajeti slike s kamere, ustvarimo ustrezen že znan cevovod, pri čemer
moramo zadnji element, torej ximagesink zamenjati z elementom appsink. Element
appsink za razliko od elementa ximagesink podatke shranjuje v pomnilnik in jih ne
prikazuje. Za naš namen smo elementu nastavili naslednje lastnosti. [40]
# Nastavimo maksimalno stevilo predpomnilnikov.
appsink.set_property("max-buffers", 5)
# Omogocimo brisanje starih predpomnilnikov.
appsink.set_property("drop", 1)
# Omogocimo signal predpomnilnika.
appsink.set_property("emit-signals", 1)
[34] [40]
Paziti moramo, da branje iz predpomnilnika opravljamo takrat, ko se pisanje vanj
ne izvaja, v nasprotnem primeru lahko kot rezultat dobimo sliko, ki je sestavljena iz
dveh delov. En del sestavlja košček trenutno zajete slike, drug del pa košček stare slike,
ki še ni bila prepisana. Temu problemu se izognemo tako, da detektiramo končanje
pisanja v predpomnilnik s pomočjo naslednje rutine:
appsink.connect('new-buffer', on_new_buffer). [40]
Ker je predpomnilnikov več, imamo dovolj časa, da preberemo želeni
predpomnilnik, preden se le-ta začne prepisovati. Sliko preberemo in spremenimo v
Numpy format s pomočjo spodnje kode.
sample = appsink.get_property('last-buffer')
img_mat = numpy.ndarray(shape=(h, w, 1), dtype='uint8',
buffer=sample.data)
[41]
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6.3.6 Pošiljanje parametrov na kamero
Vsaka industrijska kamera ima svoje parametre, kot so resolucija, čas
izpostavitve, ojačenje… Število le-teh pa je različno od kamere do kamere. V poglavju
6.3.3 smo obravnavali nekatere v4l2 ukaze. V4l2 ukazi pa nam lahko služijo tudi za
spreminjanje parametrov zajema slike na kameri. V primeru uporabljene kamere lahko
nastavljamo:
 čas izpostavitve,
 ojačenje.
Predpostavimo, da želimo na kameri nastaviti naslednje vrednosti parametrov:
 čas izpostavitve: 150,
 ojačenje: 36.
Zgornje vrednosti lahko pošljemo na kamero v enem koraku s pomočjo
naslednjega ukaza:
v4l2-ctl --device=/dev/video0 -–set-ctrl=exposure_absolute=150,
gain=36.
6.4 Potek glavnega programa in opis delovanja
6.4.1 Prikaz osnovne delovanja
Osnovni potek oziroma osnovno delovanje programa za klasifikacijo zvarov je
prikazano na sliki 6.9.
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Slika 6.9:  Prikaz delovanja glavnega programa
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6.4.2 Ini datoteka
Vsi parametri programa so zaradi preglednosti in lažjega spreminjanja shranjeni
v datoteki s končnico ini (initialization). Ta datoteka vsebuje sekcije, v katerih so
parametri s posameznimi vrednostmi. Tak pristop omogoča spreminjanje parametrov
brez posega v programsko kodo. Ob zagonu programa se vsi parametri avtomatsko
preberejo, možno pa je tudi kasnejše ročno osveževanje nekaterih parametrov s
pritiskom na gumb, vendar le, ko je delovanje sistema izključeno.
6.4.3 Manipuliranje s signali
Za manipuliranje s signali je uporabljena knjižnica RPi.GPIO. Omogoča zelo
enostavno spreminjanje stanja izhodov in spremljanje stanja vhodov. Vključena je tudi
funkcija, ki izniči vpliv odskoka kontaktov. Spremembo stanja na vhodu je možno
vezati na dogodek, ki pokliče želeno funkcijo. Pri uporabi le-teh pa je treba biti pazljiv,
saj v primeru, ko na spremembo vhoda vezana funkcija vsebuje klic druge funkcije
znotraj istega wxPython razreda, le-ta ne bo izvedena. Rešitev je uporaba wxPython
dogodka, pri čemer funkcija, ki se kliče ob spremembi, sproži dogodek, le-ta pa potem
pokliče željeno funkcijo v našem programu.
Komunikacija s PLK deluje po že ustaljenem postopku za tovrstne sisteme.
Princip delovanja je razviden na sliki 6.10.
Slika 6.10:  Princip delovanja komunikacije
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6.4.4 Delovanje klasifikacije pri pogledu s strani
Glavni princip delovanja klasifikacije pri pogledu s strani si lahko ogledamo na
sliki 6.11, nekoliko več o posameznih elementih pa v nadaljevanju.
Slika 6.11:  Princip delovanja klasifikacije s strani
66 6  Izvedba programskega dela sistema za kontrolo zvarov
Po zajemu slike se na njej izvede operacija filtriranja, ki odstrani šum.
Natančneje gre za funkcijo medianBlur, ki je vsebovana v knjižnici OpenCV.
Delovanje funkcije oziroma filtra lahko vidimo na sliki 6.12.
Slika 6.12:  Prikaz delovanja filtra
Okno, katerega velikost in obliko lahko določimo, se pomika po sliki. Za vsak
položaj se izračuna mediana vrednosti vseh slikovnih elementov znotraj okna. Ta
vrednost se nato pripiše sredinskemu elementu glede na okno. [15, stran 31–32]
Pri upragovljanju gre za zelo enostaven postopek. Glede na mejo, ki je vnaprej
določena, se slikovnim elementom priredi nova vrednost. Vrednost je 0 v primeru, ko
je vrednost slikovnega elementa manjša od meje, in 255 v obratnem primeru. Rezultat
tega postopka je binarna slika.
Sledi iskanje pozicije zgornjega roba paketa. Ker je položaj paketa na sliki vedno
približno enak, se zgornji rob najde s pomočjo iskanja roba po sredini slike v smeri
navzdol. Pri tem se slikovni element sprejme kot rob, če je tudi n naslednjih slikovnih
elementov enake vrednosti, s čimer se zmanjša možnost napake zaradi kakšnih manjših
črnih lis, ki ne spadajo v območje paketa. Ker je paket vedno vzporeden s kamero,
tovrstni postopek zadostuje in korekcija rotacije ni potrebna.
Sledi iskanje levega in desnega roba obeh zvarov. To poteka podobno kot zgoraj,
vendar po horizontalni premici, in sicer od sredine slike navzven in od zunanjih robov
proti sredini slike. Nivo iskanja je določen relativno glede na nivo paketa. Po iskanju
robov se iz njih izračuna širina, izražena v številu slikovnih elementov, ta pa mora
ustrezati določenemu intervalu.
Oblika maske je vnaprej določena. Gre za lik, sestavljen iz ravnih črt. Njegova
oblika je definirana v ini datoteki, in sicer kot odmik prve točke od roba zvara in nivoja
paketa ter kot relativni premiki od točke do točke. S pomočjo teh podatkov se generira
pomožna binarna slika z masko, ki je enakih velikosti kot očrtan pravokotnik maske.
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S tem pristopom se močno zmanjša število iteracij po slikovnih elementih
originalne slike in pomožne slike z masko. Preverja se pokritost področja maske z
zvarom, ki na sliki predstavlja črno barvo. Pokritost je predstavljena v %.
Naslednja operacija je iskanje obrisov zvara, ki se izvaja na območju, ki je
določeno glede na že najdene robove.
S pomočjo dobljenih obrisov se izračuna površina zvara, pri čemer se bela
področja pod zvarom ne upoštevajo. Neupoštevanje le-teh je izvedeno s pomočjo že
implementirane hierarhije med obrisi v knjižnici OpenCV.
Ker so obrisi zapisani kot zaporedje točk, lahko razmeroma enostavno najdemo
tisto z najmanjšo vrednostjo po y smeri in tudi njeno x koordinato. Na ta način dobimo
vrh zvara, katerega pozicija mora biti znotraj določenih okvirov.
Glede na pozicijo vrha znotraj dovoljenega območja nahajanja se po potrebi
izračuna še sprememba višine glede na vrh za vnaprej določeno število slikovnih
elementov proti zunanjosti zvara.
Zgornji načini klasifikacije so bili izbrani glede na že delujoče sisteme ter
analizo in testiranja na testni bazi zvarov. Za lažjo predstavo si lahko pomagamo s
sliko 6.13, ki je rezultat klasifikacije v programu.
Slika 6.13:  Grafični rezultat obdelave pri pogledu s strani
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6.4.5 Delovanje klasifikacije pri pogledu z vrha
Princip delovanja klasifikacije pri pogledu z vrha si lahko ogledamo na sliki
6.14, posamezni elementi pa bodo opisani v nadaljevanju.
Slika 6.14:  Princip delovanja klasifikacije z vrha
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Glede na podatke v ini datoteki se najprej ustvarita dve pravokotni interesni
področji, ki sta fiksno izbrani glede na sliko, tako da zajemata zvar in dopuščata še
nekaj prostora zaradi morebitnega odstopanja pozicije. Na ta način pospešimo
delovanje, saj obdelujemo občutno manjšo sliko.
Sledi izvajanje filtriranja po enakem postopku kot zgoraj, le s to razliko, da se v
tem primeru ne izvaja na celi sliki, ampak le na interesnih področjih.
Naslednji korak je upragovljanje s fiksnim pragom po že opisanem postopku v
prejšnjem poglavju.
Sledi postopek erozije, ki odstrani nezaželene oblike, kot so štrclji širine nekaj
slikovnih elementov in podobno. Posledica je sicer nekolikšno stanjšanje zvarov in
obročkov, kar pa do sedaj ni predstavljalo težave, zato sem postopek dilatacije izpustil.
Tudi pri eroziji imamo okno, katerega velikost in obliko lahko izbiramo. Postopek
lahko enostavneje razložimo s pomočjo slike 6.15.
Slika 6.15:  Prikaz delovanja erozije
Postopek se običajno uporablja na binarnih slikah. Okno, katerega obliko in
dimenzije izberemo, se pomika po sliki, tako da zasede vsak položaj. V vsakem
položaju se v element slike, ki se prekriva s centralnim elementom, vpiše najmanjša
vrednost slikovnega elementa, ki ga zajema okno. Na ta način s pravilno izbiro oblike
in velikosti okna dosežemo želen učinek. [15, stran 62]
Iskanje obrisa je tako kot pri pogledu s strani izvedeno s pomočjo funkcij
knjižnice OpenCV. Iz pridobljenih točk obrisa se nato določijo še vsi ostali potrebni
parametri.
Poleg površine se merita dve širini na različnih višinah glede na oddaljenost od
najnižje oziroma najvišje točke obrisa. Želena oddaljenost je zapisana v ini datoteki.
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Na koncu se določi še oddaljenost od reference, ki je definirana kot razdalja med
x pozicijo zunanjega roba pri meritvi širine 2 in x pozicijo zunanjega roba na delu
kratkostičnega obročka, kjer zvar ni prisoten. Za lažjo predstavo si lahko pomagamo s
sliko 6.16.
Slika 6.16:  Grafični prikaz obdelave pri pogledu z vrha
6.4.6 Vmesnik in funkcije programa za klasifikacijo
Vmesnik programa za klasifikacijo je v osnovi sestavljen iz 4 delov (slika 6.17).
V zgornjem delu se nahajajo posamezne mejne in trenutne vrednosti za oba zvara tako
pri pogledu s strani kot z vrha. V primeru, ko je zvar razpoznan kot slab, se okence
problematičnega parametra obarva z rdečo barvo, v obratnem primeru pa z zeleno.
Levo spodaj se prikažeta trenutno aktualni sliki z vrisanimi parametri. V razdelku
Status se nahaja števec kosov, rezultat zadnje klasifikacije ter polje, ki sporoča trenuten
status programa. V njem se npr. v primeru slabega zvara izpiše vzrok tovrstne
klasifikacije. Zadnji del je Upravljanje sistema, preko katerega lahko omogočimo ali
onemogočimo delovanje sistema, omogočimo ali onemogočimo shranjevanje
rezultatov, osvežimo vrednosti parametrov, izberemo vrsto paketa, izključimo sistem
ali zapremo program. Zadnji izbran tip paketa se samodejno shrani in ostane do
spremembe enak.
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Program ob zagonu samodejno vzpostavi povezavo s kamerama, pri čemer se
sklicuje na serijske številke le-teh. Zaznane težave ali napake pri delovanju programa
se samodejno shranjujejo v za to namenjeno datoteko.
Slika 6.17:  Vmesnik programa za klasifikacijo
6.5 Urejevalnik parametrov
Ker spreminjanje parametrov znotraj okoli 100 vrstic dolge datoteke tipa ini ni
najbolj pregledno in vsi parametri ne smejo biti splošno dostopni, sem za ta namen
izdelal poseben urejevalnik (slika 6.18). Ob zagonu urejevalnik naloži podatke iz
datoteke tipa ini, katere lokacija je programsko določena. Prikažejo se trenutno
nastavljene minimalne in maksimalne vrednosti posameznega klasifikacijskega
parametra. Brez pravilnega vnosa gesla je spreminjanje parametrov onemogočeno, z
vnosom gesla in pritiskom tipke enter ali klikom gumba pa nam progam le-to omogoči.
Ko spremenimo želene parametre, jih lahko s klikom na gumb vpišemo v datoteko. V
ozadju se pri tem avtomatsko ustvari varnostna kopija. Če smo parametre vpisali
napačno, lahko vpis s klikom na gumb razveljavimo, vendar le za en vpis nazaj.
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Pred shranjevanjem program preveri pravilnost vnosa parametrov. Program ne
izvede shranjevanja in označi mesto napake v primeru, ko:
 so vnesene neštevilske vrednosti,
 je vnesena maksimalna vrednost enaka ali manjša od minimalne,
 je vnesena vrednost negativna, a bi morala biti pozitivna.
Slika 6.18: Vmesnik urejevalnika klasifikacijskih parametrov
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7 Preizkus sistema
Običajna praksa pri izdelavi sistemov, ki izvajajo klasifikacijo, je tudi preizkus
in ocena delovanja na podlagi testne baze, več o tem in delovanju sistema na stroju pa
v tem poglavju.
7.1 Opis testne baze
Testna baza vsebuje tako dobre kot tudi slabe kose. Vse kose smo najprej
pregledali sami za 100 % pravilno razvrstitev. Slabi kosi so bili izbrani iz izmeta
daljšega časovnega obdobja, dobri kosi pa neposredno na stroju z različnimi časovnimi
presledki med odvzemi. Slika vsakega izmed kosov je bila zajeta tako z vrha kot s
strani pri enakih nastavitvah kamer in osvetlitev. Pozicija se je med posameznimi kosi
malenkostno spreminjala zaradi zračnosti paketa v kovinskem gnezdu. Sestava baze je
vidna v tabeli 7.1.
Dobri kosi Slabi kosi Skupaj
162 161 323
Tabela 7.1:  Velikost baze
Ker baze slik ni bilo možno ustvarjati z začasno postavitvijo kamer in osvetlitev
na stroju, je bila baza ustvarjena na testni postavitvi v laboratoriju. Posledično je bilo
treba izbrati velikost baze, ki jo je mogoče še obvladovati. Ročno pozicioniranje kosov
zahteva veliko časa, poleg tega vsaka sprememba pozicije osvetlitve, kamer ali
nastavitve le-teh zahteva ponoven zajem slik. Za primerjavo: stroj v eni izmeni
proizvede približno 4000 kosov, pri čemer je ob pravilni nastavitvi stroja izmet
praktično ničen, zato je bila dosegljivost slabih kosov iz daljšega obdobja za zajem
baze ključnega pomena.
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7.2 Način testiranj na testni bazi
Testiranje klasifikacije se je izvajalo s prilagojenim programom, ki omogoča
avtomatsko nalaganje slik, obdelavo in shranjevanje rezultatov v datoteko tipa csv
(comma-separated values). Sam postopek obdelave in klasifikacije je bil popolnoma
enak kot pri programu za neposredno uporabo na stroju.
7.3 Rezultati testiranj na testni bazi
Rezultate klasifikacije baze lahko vidimo v tabeli 7.2, ostale preračunane
vrednosti za oceno delovanja pa v tabeli 7.3.
Število kosov Razpoznani kot dobri Razpoznani kot slabi
Dobri kosi 162 161 1
Slabi kosi 161 2 159
Tabela 7.2:  Številčni rezultati testiranj
Delež resničnih dobrih kosov (TPR) ~ 0,994
Delež resničnih slabih kosov (TNR) ~ 0,013
Natančnost ~ 0,988
Točnost ~ 0,991
Tabela 7.3: Faktorji za oceno delovanja sistema
Delež resnično dobrih kosov predstavlja razmerje med pravilno razpoznanimi
dobrimi kosi in številom vseh dobrih kosov, kar lahko zapišemo s pomočjo naslednje
enačbe:
TPTPR P . [19] (7.1)
Delež resnično slabih kosov predstavlja razmerje med pravilno razpoznanimi
slabimi kosi in številom vseh slabih kosov, kar lahko zapišemo s pomočjo naslednje
enačbe:
TNTNR N . [19] (7.2)
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Natančnost predstavlja razmerje med pravilno razpoznanimi dobrimi kosi ter
vsoto pravilno razpoznanih dobrih kosov in napačno razpoznanih slabih kosov, kar
lahko zapišemo z enačbo:
TPnatančnost TP FP  . [19] (7.3)
Točnost predstavlja razmerje med vsoto pravilno razpoznanih dobrih kosov in
pravilno razpoznanih slabih kosov ter vsoto vseh kosov v bazi, kar lahko zapišemo z
enačbo:
TP TNtočnost P N
  . [19] (7.4)
Glede na rezultate lahko sklepamo, da sistem zadovoljivo deluje. Z bolj natančno
nastavitvijo mejnih vrednosti bi se verjetno dalo izničiti prisoten napačno razpoznan
dober kos. Poleg tega glede na preizkušeno na samem sistemu, ki deluje v proizvodnji,
dosegamo boljšo segmentacijo zvara (domnevno zaradi še vročih zvarov), kar
vsekakor pripomore k bolj uspešni razpoznavi. Možno bi bilo tudi nekoliko izboljšati
sam način pridobivanja značilk. Kljub vsemu pa lahko človek pri pregledu vara
upošteva še mnoge druge faktorje, katerih z razmeroma enostavnim implementiranim
sistemom v omejenem časovnem intervalu ni možno pridobiti in pravilno obdelati.
7.4 Rezultati delovanja na stroju
Sistem ni bil uporabljen le laboratorijsko ampak je tudi nameščen na stroju v
proizvodnji, kjer deluje tako rekoč vsak dan. Po odpravljenih nekaj začetnih
programskih, elektronskih in mehanskih težavah sistem zadovoljivo deluje. Znotraj
testiranj ni bil noben slab kos napačno razpoznan, pri čemer je običajen delež resnično
slabih kosov na izhodu stroja majhen. Občasno se zgodi, da so kot slabi kosi
razpoznani izdelki, ki bi jih človek ocenil kot sprejemljive. Večja količina tovrstnih
izdelkov se običajno pojavi takrat, ko stroj ne deluje optimalno in je potrebna
nastavitev. Pri ocenjevanju moramo upoštevati tudi kompleksnost samega problema
in uporabljenega predznanja, zaradi česar sistem ne more nadomestiti vseh človekovih
sposobnosti, je pa lahko bolj konsistenten predvsem zaradi neutrudljivosti.
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8 Opis nekaterih težav in rešitev
8.1 Optimalna osvetlitev
Pri samem razvoju sistema se ja pojavilo kar nekaj vprašanj in težav v zvezi z
osvetlitvijo. Pri zajemu s strani ni bilo težav, so pa bile toliko večje pri zajemu z vrha.
Velika odbojnost površine paketa in različni odtenki zvarov so bili s stališča osvetlitve
zelo problematični. Zgledovali smo se po že delujočih sistemih in izdelali obročasto
osvetlitev, sestavljeno iz 5 mm LED. Izkazalo se je, da je bil izbran premer osvetlitve
pretiran, zadovoljiv učinek pa smo dosegli šele z uporabo dveh manjših obročev enega
nad drugim in nekaj stopinjsko ukrivitvijo diod navzdol.
8.2 Zajem slike s kamere
Eno izmed glavnih težav je predstavljal tudi zajem slike s kamere v
programskem jeziku Python in pretvorba slike v primerno obliko. Težava je bila
predvsem v pomanjkanju nazornih primerov za kreiranje Gstreamer cevovoda s
pomočjo knjižnice pygst oziroma v neuspešnem iskanju le-teh. Po uspešnem zajemu
slike so se pojavile težave s pravilnim branjem iz pomnilnika, kar smo uspešno rešili
s pomočjo tehnične podpore The Imaging Source.
8.3 Raspberry reset priključek
V želji, da bi bilo možno po potrebi Raspberry resetirati, smo na zato namenjen
priključek priključili cca. 15 cm dolge žice do sponk, na katere bi se nato priključilo
tipko. Pri testiranju se je izkazalo, da že najmanjši dotik katerega izmed
priključkov – pa ne ne nujno tistega za resetiranje – povzroči ponovni zagon
računalnika. Težavo smo precej časa iskali v morebitno napačnih izvedbah ozemljitev.
Kasneje smo ugotovili, da problem predstavlja že najmanjša žica na priključku za
resetiranje, ki se nahaja na tiskanem vezju računalnika.
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Pravzaprav je bil dovolj že samo dotik le-tega z izoliranim izvijačem brez
sklenitve na negativni pol napajanja. Težavo smo poizkušali rešiti z vezavo ustreznih
uporov in kondenzatorjev, ki bi zvišali mejo za prehod logičnega stanja, vendar nič od
tega ni rešilo težave. Ni nam preostalo drugega, kot da namestimo tipko s samodržnim
kontaktom, ki omogoča, da računalniku za trenutek odvzamemo napajanje in s tem
povzročimo njegovo resetiranje.
8.4 Motnje na stroju
Pred končno montažo v proizvodnji smo vzpostavili testni sistem v laboratoriju.
Vzpostavljen je bil celoten sistem, vključno s programirljivim logičnim krmilnikom,
ki je neprestano prožil sistem strojnega vida. Ko sistem tudi po več urah delovanja ni
kazal težav in stanje porabe pomnilnika ni naraščalo, smo s testiranji zaključili. V
upanju, da bo sistem v proizvodnji deloval brez težav, smo pričeli z montažo. Pri
testnem zagonu je bilo ugotovljeno, da prihaja do proženj sistema preko prožilnega
signala ob pričetku vsakega cikla varjenja. Sledilo je več dni analiziranja in reševanja
težave. Kljub nekaterim popravkom v vezavah, izboljšanju spojev žic varilnega
aparata, namestitvi EMI (electromagnetic interference) filtra, zamenjavi kabla z
oklopljeno različico in zamenjavi plastičnega ohišja za kovinskega je bila še vedno
potrebna programska rešitev.
Program smo nadgradili tako, da po vsakem negativnem prehodu prožilnega
signala počaka zelo kratek čas in ponovno preveri, če je še vedno prisotno logično
stanje 0.
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9 Zaključek
V tem diplomskem delu sem opisal izdelavo sistema strojnega vida za
klasifikacijo zvarov kratkostičnih obročkov na motorjih z zasenčenimi poli.
Glede na ugotovljeno lahko zaključim, da je bil razvoj sistema uspešen in da smo
zadane cilje skoraj v celoti izpolnili. Seveda nekaj prostora za izboljšave ostaja, a le-
te omejuje tudi naše poznavanje področja strojnega vida. Kljub vsemu tovrsten
razmeroma enostaven sistem ne more popolnoma nadomestiti človeških sposobnosti
pri klasificiranju zvarov. Vsekakor pa sistem lahko pripomore k razbremenitvi delavca
in s tem k večji kakovosti izdelkov.
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