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Abstract
Under the general condition of the initial data, we will derive the crucial estimates
which imply the diffusion phenomenon for the dissipative linear wave equations in
an exterior domain. In order to derive the diffusion phenomenon for dissipative wave
equations, the time integral method which was developed by Ikehata and
Matsuyama (Sci. Math. Japon. 55 (2002) 33) plays an effective role.
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1. Introduction
Let OCRN be an exterior domain with compact smooth boundary @O
with 0e %O or O ¼ RN : In this paper, we are concerned with the initial–
boundary value problem (or Cauchy problem):
uttðt; xÞ  Duðt; xÞ þ utðt; xÞ ¼ 0; ðt; xÞAð0;NÞ  O; ð1:1Þ
uð0; xÞ ¼ u0ðxÞ; utð0; xÞ ¼ u1ðxÞ; xAO; ð1:2Þ
uj@O ¼ 0; tAð0;NÞ ð1:3Þ
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and
vtðt; xÞ  Dvðt; xÞ ¼ 0; ðt; xÞAð0;NÞ  O; ð1:4Þ
vð0; xÞ ¼ u0ðxÞ þ u1ðxÞ; xAO; ð1:5Þ
vj@O ¼ 0; tAð0;NÞ: ð1:6Þ
In both cases when O ¼ RN ; we shall drop the boundary condition (1.3) and
(1.6). Furthermore, when N ¼ 1 and O ¼ exterior, then the problems are
reduced to the case O ¼ ð0;þNÞ or ðN; 0Þ:
First let us introduce some notations used throughout this paper. The
total energy EuðtÞ to Eq. (1.1) is deﬁned as follows:
EuðtÞ ¼ 12jjutðt; Þjj
2 þ 1
2
jjruðt; Þjj2;
where in this case, jj  jj denotes the usual L2ðOÞ-norm. jj  jjm and jj  jjHl
denote the LmðOÞ (1pmpN) and HlðOÞ-norms, respectively. Furthermore,
we use ðf ; gÞ ¼
R
O f ðxÞgðxÞ dx as the usual L
2ðOÞ-inner product,
X1ð0;NÞ ¼ Cð½0;þNÞ; H10 ðOÞÞ-C1ð½0;þNÞ; L2ðOÞÞ;
X2ð0;NÞ ¼Cð½0;þNÞ; H2ðOÞÞ-C1ð½0;þNÞ;
H10 ðOÞÞ-C2ð½0;þNÞ; L2ðOÞÞ;
Y0;T ð0;NÞ ¼ Cð½0;þNÞ; L2ðOÞÞ-L2ð0; T ; H10 ðOÞÞ
and
Y1ð0;NÞ ¼Cð½0;þNÞ; H10 ðOÞÞ-C1ðð0;þNÞ;
L2ðOÞÞ-Cðð0;þNÞ; H2ðOÞÞ:
In this paper, our purpose is to ﬁnd the ‘‘diffusion phenomenon’’ for the
‘‘exterior’’ mixed problem (1.1)–(1.3) by using the ‘‘time integral method’’
which is originally developed in [4]. Our main results read as follows.
Theorem 1.1. Let NX1 and ½u0; u1AH10 ðOÞ  L
2ðOÞ: Then for the solutions
uAX1ð0;NÞ of problem (1.1)–(1.3) and vAY0;T ð0;NÞ (for any T > 0) of
problem (1.4)–(1.6) we haveZ þN
0
jjuðt; Þ  vðt; Þjj2 dtp4
3
Euð0Þ:
As a consequence, we can derive the crucial decay estimate which implies
the diffusion phenomenon in the L2-framework.
Theorem 1.2. Let NX1 and ½u0; u1AðH2ðOÞ-H10 ðOÞÞ  H10 ðOÞ: Then for the
solutions uAX2ð0;NÞ of problem (1.1)–(1.3) and vAY1ð0;NÞ of problem
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(1.4)–(1.6) we have
jjuðt; Þ  vðt; Þjj2pCI20 ð1þ tÞ1ð1þ logð1þ tÞÞ2
with some constant C > 0; where
I0 ¼ jju0jjH2 þ jju1jjH1 :
In [6] Matsumura (see also [5]) have obtained the precise Lp  Lq-type
decay estimates for solutions uðt; xÞ of the Cauchy problem (1.1)–(1.3) in the
case when O ¼ RN : when ½u0; u1AðH1ðRN Þ-LmðRN ÞÞ  ðL2ðRNÞ-LmðRNÞÞ
with mA½1; 2; the solution uðt; xÞ to the Cauchy problem for (1.1)–(1.2)
satisﬁes
jjuðt; Þjj2pCI2mð1þ tÞNð1=m1=2Þ;
EuðtÞpCI2mð1þ tÞNð1=m1=2Þ1;
where
Im ¼ jju0jjH1 þ jju0jjm þ jju1jj þ jju1jjm:
Furthermore, it is well known (see e.g. [10] or [1, Proposition 3.5.7]) that the
following Lm  L2-type decay estimate also holds for solutions vðt; xÞ of the
Cauchy problem for (1.4)–(1.5) with O replaced by RN :
jjvðt; Þjj2pCjju0 þ u1jj2m tNð1=m1=2Þ:
If we take m ¼ 2 above (this is the assumption in our case for the initial
data!), we have only to get the boundedness of jjuðt; Þjj and jjvðt; Þjj: In spite
of these facts, we can have the integrability of jjuðt; Þ  vðt; Þjj2 on ½0;þNÞ in
Theorem 1.1 And also, even if we consider the so-called H2-solution of (1.1)
as in Theorem 1.2, the situation never change, that is, we can have only the
boundedness of the quantities jjuðt; Þjj and jjvðt; Þjj (for example, see [5,
Proposition 3.2(ii)]), thus from Theorem 1.2, we can say that the damped
wave uðt; xÞ is asymptotically equal to some solution vðt; xÞ of the heat
equation as t-þN even in the exterior domain case. These facts indicate
the so-called diffusion phenomenon of Eq. (1.1) which has already been
discussed in ﬁrst Nishihara [8] and after Han and Milani [2] (see also [7]) for
the Cauchy problem cases in R and RN ; respectively, that is, their argument
fully depend on the explicit formula of the very smooth solution of (1.4).
Thus, we cannot apply their method to the present initial–boundary value
problem directly, and the completely different idea is highly desirable in
order to ﬁnd the diffusion phenomenon of the (for example) exterior
problem of (1.1). Our results seem to be the ﬁrst one which derives the
diffusion process of (1.1) in the exterior domain case.
On the other hand, for the recent progress of the diffusion phenomenon
for the Cauchy problem of (1.1), Nishihara [9] is successful in deriving the
more precise asymptotic expansion of the solution uðt; xÞ of (1.1) in R3:
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Remark 1.1. From the view point of the works of Nishihara [8], in the
framework of L2  L2-initial data we conjecture that the optimal estimate
which implies the diffusion phenomenon for (1.1)–(1.3) is as follows:
jjuðt; Þ  vðt; ÞjjpCð1þ tÞ1:
2. Proof of Theorems 1.1 and 1.2
We shall prove Theorems 1.1 and 1.2 through the time integral method
[4]. In that occasion, we proceed our argument based on the following well-
posedness result (cf. [1,3]):
Proposition 2.1. Let NX1: For each ðu0; u1ÞAðH2ðOÞ-H10 ðOÞÞ  H10 ðOÞ
(resp. AH10 ðOÞ  L
2ðOÞ), there exists a unique solution uAX2ð0;NÞ (resp.
AX1ð0;NÞÞ to problem (1.1)–(1.3) satisfying
EuðtÞ þ
Z t
0
jjutðs; Þjj
2ds ¼ Euð0Þ: ð2:1Þ
Furthermore, for each v0 ¼ u0 þ u1AH10 ðOÞ (resp.AL
2ðOÞ), there exists a
unique solution vAY1ð0;NÞ (resp. AY0;T ð0;NÞ) to problem (1.4)–(1.6) (resp.
for any T > 0).
Now let us prove Theorem 1.1. First, we shall show Theorem 1.1 in the
case when ðu0; u1ÞAðH2ðOÞ-H10 ðOÞÞ  H10 ðOÞ: Set
wðt; Þ ¼ uðt; Þ  vðt; Þ:
Then w becomes a solution to the problem:
wtðt; xÞ  Dwðt; xÞ ¼ uttðt; xÞ; ðt; xÞAð0;NÞ  O; ð2:2Þ
wð0; xÞ ¼ u1ðxÞ; xAO;
wj@O ¼ 0; tAð0;NÞ:
Set furthermore
V ðt; xÞ ¼
Z t
0
wðs; xÞ ds:
Then V ¼ V ðt; xÞ satisﬁes
Vtðt; xÞ  DV ðt; xÞ ¼ utðt; xÞ; ðt; xÞAð0;NÞ  O; ð2:3Þ
V ð0; xÞ ¼ 0; xAO; ð2:4Þ
V j@O ¼ 0; tAð0;NÞ; ð2:5Þ
where we have used the special type (1.5) of the initial data.
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Taking the L2-inner product of both sides of (2.3) by Vt and integrating it
over ½0; t; we haveZ t
0
jjVtðs; Þjj2ds þ
1
2
jjrV ðt; Þjj2 ¼ 
Z t
0
ðutðs; Þ; Vtðs; ÞÞ ds: ð2:6Þ
By using the Schwarz inequality, we see

Z t
0
ðutðs; Þ; Vtðs; ÞÞ dsp
Z t
0
jjutðs; ÞjjjjVtðs; Þjj ds
p
Z t
0
jjutðs; Þjj2 ds þ
1
4
Z t
0
jjVtðs; Þjj2 ds: ð2:7Þ
Eqs. (2.6) and (2.7) imply
3
4
Z t
0
jjVtðs; Þjj
2 ds þ
1
2
jjrV ðt; Þjj2p
Z t
0
jjutðs; Þjj
2 ds: ð2:8Þ
On the other hand, by (2.1) we haveZ t
0
jjutðs; Þjj2 dspEuð0Þ: ð2:9Þ
Since Vt ¼ wðtÞ ¼ uðtÞ  vðtÞ; (2.8) and (2.9) imply the desired estimate.
Next, we will prove Theorem 1.1 in the case when ½u0; u1AH10 ðOÞ  L
2ðOÞ:
But, this part is standard by density argument because the weak solutions
uðt; xÞ and vðt; xÞ can be approximated by the smooth solutions unðt; xÞ and
vnðt; xÞ; respectively, that is, unðt; xÞ is a smooth solution to problem (1.1)–
(1.3) satisfying unðt; xÞj@O ¼ 0 with the initial data unð0; xÞ ¼ u0;nðxÞAC
N
0 ðOÞ
and @@tunð0; xÞ ¼ u1;nðxÞAC
N
0 ðOÞ; and vnðt; xÞ is also a smooth solution to
problem (1.4)–(1.6) satisfying vnðt; xÞj@O ¼ 0 with the initial data vnð0; xÞ ¼
u0;nðxÞ þ u1;nðxÞ: Furthermore, it holds that
u0;n-u0 in H
1
0 ðOÞ as n-þN;
u1;n-u1 in L
2ðOÞ as n-þN;
u0;n þ u1;n-u0 þ u1 in L2ðOÞ as n-þN;
un-u in Cð½0;þNÞ; H10 ðOÞÞ as n-þN;
@un
@t
-ut in Cð½0;þNÞ; L2ðOÞÞ as n-þN;
vn-v in Cð½0;þNÞ; L2ðOÞÞ as n-þN
and
vn-v in L
2ð0; T ; H10 ðOÞÞ as n-þN
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for any T > 0: Thus, since it follows from the argument of the former part
that Z t
0
jjunðs; Þ  vnðs; Þjj
2dsp4
3
Eun ð0Þ;
letting n-þN above, we have the desired estimate. &
Next we shall prove Theorem 1.2. To begin with, we prepare the following
basic estimates.
Lemma 2.1. Let uAX1ð0;NÞ be a weak solution to problem (1.1)–(1.3) and
vAY1ð0;NÞ be a solution to (1.4)–(1.6). Then we haveZ t
0
ð1þ tÞjjutðt; Þjj2 dtpCðjju0jj2H1 þ jju1jj2Þ; ð2:10Þ
ð1þ tÞEuðtÞpCðjju0jj2H1 þ jju1jj2Þ; ð2:11Þ
Z t
0
ð1þ tÞjjvtðt; Þjj
2 dtpCjjv0jj2H1 ð2:12Þ
with some constant C > 0; where v0 ¼ u0 þ u1:
Proof. First, we shall prove (2.10). It follows from Proposition 2.1 that
E0uðtÞ ¼ jjutðt; Þjj
2;
so thatZ t
0
ð1þ tÞjjutðt; Þjj
2 dt ¼ 
Z t
0
ð1þ tÞE0uðtÞ dt
¼  ð1þ tÞEuðtÞ þ Euð0Þ þ
Z t
0
EuðtÞ dt
pEuð0Þ þ
Z t
0
EuðtÞ dt: ð2:13Þ
On the other hand, taking the L2-inner product of both sides of (1.1) by
uðt; xÞ and integrating it over ½0; t we haveZ t
0
jjruðt; Þjj2 dt þ
1
2
jjuðt; Þjj2 ¼ðu1; u0Þ þ
1
2
jju0jj
2 þ
Z t
0
jjutðt; Þjj
2 dt
 ðutðt; Þ; uðt; ÞÞ: ð2:14Þ
Since
ðutðt; Þ; uðt; ÞÞp jjutðt; Þjj2 þ
1
4
jjuðt; Þjj2
p 2EuðtÞ þ
1
4
jjuðt; Þjj2;
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it follows from Proposition 2.1 and (2.14) thatZ t
0
jjruðt; Þjj2 dt þ
1
4
jjuðt; Þjj2p3Euð0Þ þ ðu1; u0Þ þ
1
2
jju0jj
2;
so that we haveZ t
0
EuðtÞ dtp4Euð0Þ þ ðu1; u0Þ þ
1
2
jju0jj2: ð2:15Þ
Eqs. (2.13) and (2.15) imply the desired (2.10). Once we have (2.15), the
proof of (2.11) is standard. In fact, since the function t/EuðtÞ is monotone
decreasing, we have
d
dt
ðð1þ tÞEuðtÞÞpEuðtÞ;
which implies
ð1þ tÞEuðtÞpEuð0Þ þ
Z t
0
EuðtÞ dt;
so that the desired estimate follows from (2.15).
Next, we shall prove (2.12). Indeed, taking the L2-inner product of both
sides of (1.4) by vtðt; xÞ and integrating it over ½0; t we have
jjvtðt; Þjj
2 ¼ 
1
2
d
dt
jjrvðt; Þjj2:
Thus, we see thatZ t
0
ð1þ tÞjjvtðt; Þjj2 dt ¼ 
1
2
Z t
0
ð1þ tÞ
d
dt
jjrvðt; Þjj2 dt
¼ 
1
2
ð1þ tÞjjrvðt; Þjj2 þ
1
2
jjrv0jj2
þ
1
2
Z t
0
jjrvðt; Þjj2 dt: ð2:16Þ
On the other hand, taking the L2-inner product of both sides of (1.4) by
vðt; xÞ and integrating it over ½0; t we see that
1
2
jjvðt; Þjj2 þ
Z t
0
jjrvðt; Þjj2 dt ¼
1
2
jjv0jj
2: ð2:17Þ
Therefore, (2.16) and (2.17) imply the desired estimate (2.12). &
Lemma 2.2. For the H2-solution uAX2ð0;NÞ to problem (1.1)–(1.3), we haveZ t
0
ð1þ tÞjjuttðt; Þjj
2 dtpCI20 ; ð2:18Þ
Z t
0
ð1þ tÞjjrutðt; Þjj2 dtpCI20 : ð2:19Þ
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Proof. For the H2-solution uAX2ð0;NÞ to problem (1.1)–(1.3), set aðtÞ ¼ ut:
Then, aAX1ð0;NÞ becomes the weak solution to
attðt; xÞ  Daðt; xÞ þ atðt; xÞ ¼ 0; ðt; xÞAð0;NÞ  O; ð2:20Þ
að0; xÞ ¼ u1ðxÞ; atð0; xÞ ¼ Du0ðxÞ  u1ðxÞ; xAO; ð2:21Þ
aj@O ¼ 0; tAð0;NÞ: ð2:22Þ
From the same derivation as in (2.10) of Lemma 2.1 we haveZ t
0
ð1þ tÞjjatðt; Þjj
2 dtpCðjju1jjH1 þ jju1  Du0jjÞ2;
which implies (2.18).
Next, let us prove (2.19). Indeed, taking the L2-inner product of both
sides of (2.20) by ð1þ tÞa and integrating it over ½0; t we haveZ t
0
ð1þ tÞ
d
dt
ðatðt; Þ; aðt; ÞÞ dt þ
Z t
0
1þ t
2
d
dt
jjaðt; Þjj2 dt
þ
Z t
0
ð1þ tÞjjraðt; Þjj2 dt ¼
Z t
0
ð1þ tÞjjatðt; Þjj2 dt:
From integration by parts, we seeZ t
0
ð1þ tÞjjraðt; Þjj2 dt þ
1þ t
2
jjaðt; Þjj2
¼
Z t
0
ð1þ tÞjjatðt; Þjj2 dt þ
1
2
Z t
0
jjaðt; Þjj2 dt þ
1
2
jju1jj2 þ ðDu0  u1; u1Þ
 ð1þ tÞðatðt; Þ; aðt; ÞÞ þ
1
2
jjaðt; Þjj2 
1
2
jju1jj2:
Because of ut ¼ a we seeZ t
0
ð1þ tÞjjraðt; Þjj2 dt þ
1þ t
2
jjaðt; Þjj2
p
Z t
0
ð1þ tÞjjatðt; Þjj
2 dt þ
1
2
Z t
0
jjutðt; Þjj
2 dt þ
1
2
jjutðt; Þjj
2 þ ðDu0  u1; u1Þ
þ
1þ t
4
jjaðt; Þjj2 þ ð1þ tÞjjatðt; Þjj
2;
which impliesZ t
0
ð1þ tÞjjraðt; Þjj2 dt þ
1þ t
4
jjaðt; Þjj2
p
Z t
0
ð1þ tÞjjuttðt; Þjj2 dt þ
1
2
Z t
0
jjutðt; Þjj2 dt
þ EuðtÞ þ 2ð1þ tÞEaðtÞ þ ðDu0  u1; u1Þ:
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Applying the same calculation as in (2.11) of Lemma 2.1 to problem
(2.20)–(2.22), we also have
ð1þ tÞEaðtÞpCðjju1jj2H1 þ jju1  Du0jj2Þ:
These relations, (2.1) and (2.18) imply the desired estimates. &
Lemma 2.3. Under the assumption as in Lemma 2.2, we haveZ t
0
ð1þ tÞ logð1þ tÞðjjuttðt; Þjj2 þ jjrutðt; Þjj2Þ dt
pC
Z t
0
logð1þ tÞðjjuttðt; Þjj2 þ jjutðt; Þjj2
þ jjrutðt; Þjj
2Þ dt þ CI20 ð2:23Þ
with some constant C > 0:
Proof. Set utðtÞ ¼ aðtÞ again. Then aAX1ð0;NÞ satisﬁes (2.20)–(2.22).
Taking the L2-inner product of both sides of (2.20) by at we have
1
2
d
dt
fjjatðt; Þjj
2 þ jjraðt; Þjj2g þ jjatðt; Þjj
2 ¼ 0: ð2:24Þ
Also, taking the L2-inner product of both sides of (2.20) by 1
2
a we have
1
2
d
dt
ðatðt; Þ; aðt; ÞÞ 
1
2
jjatðt; Þjj
2 þ
1
2
jjraðt; Þjj2
þ
1
4
d
dt
jjaðt; Þjj2 ¼ 0: ð2:25Þ
By adding (2.24) and (2.25), we get
d
dt
1
2
ðatðt; Þ; aðt; ÞÞ þ
1
4
jjaðt; Þjj2 þ
1
2
jjatðt; Þjj
2 þ
1
2
jjraðt; Þjj2
 
þ
1
2
fjjatðt; Þjj
2 þ jjraðt; Þjj2g ¼ 0: ð2:26Þ
Multiplying both sides of (2.26) by ð1þ tÞ logð1þ tÞ and integrating it over
½0; t we see
0 ¼
Z t
0
ð1þ tÞ logð1þ tÞJ 01ðtÞ dt þ
Z t
0
ð1þ tÞ logð1þ tÞEaðtÞ dt
¼ ð1þ tÞ logð1þ tÞJ1ðtÞ 
Z t
0
ð1þ logð1þ tÞÞJ1ðtÞ dt
þ
Z t
0
ð1þ tÞ logð1þ tÞEaðtÞ dt;
where
J1ðtÞ ¼ 12ðatðt; Þ; aðt; ÞÞ þ
1
4
jjaðt; Þjj2 þ 1
2
jjatðt; Þjj2 þ 12jjraðt; Þjj
2:
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Note that
J1ðtÞX14jjatðt; Þjj
2 þ 1
2
jjraðt; Þjj2X0:
This impliesZ t
0
ð1þ tÞ logð1þ tÞ2EaðtÞ dtp2
Z t
0
ð1þ logð1þ tÞÞJ1ðtÞ: ð2:27Þ
Since
J1ðtÞp34jjatðt; Þjj2 þ 12jjaðt; Þjj2 þ 12jjraðt; Þjj2
and aðtÞ ¼ utðtÞ; it follows from Lemmas 2.1 and 2.2 thatZ t
0
J1ðtÞ dtpC
Z t
0
ðjjuttðt; Þjj
2 þ jjutðt; Þjj
2 þ jjrutðt; Þjj
2Þ dt
pCI20 þ CEuð0ÞpCI20 ;
so that from (2.27) we obtain the desired estimate. &
Lemma 2.4. Under the assumption as in Lemma 2.2, we haveZ t
0
ð1þ tÞ2 logð1þ tÞjjuttðt; Þjj
2 dt
p
Z t
0
ð1þ tÞ logð1þ tÞðjjuttðt; Þjj
2 þ jjrutðt; Þjj
2Þ dt þ CI20 : ð2:28Þ
Proof. Multiplying both sides of (2.24) by ð1þ tÞ2 logð1þ tÞ; we getZ t
0
ð1þ tÞ2 logð1þ tÞ
d
dt
EaðtÞ þ
Z t
0
ð1þ tÞ2 logð1þ tÞjjatðt; Þjj
2 dt ¼ 0:
By integration by parts, we see
ð1þ tÞ2 logð1þ tÞEaðtÞ þ
Z t
0
ð1þ tÞ2 logð1þ tÞjjatðt; Þjj
2 dt
¼
Z t
0
f2ð1þ tÞ logð1þ tÞ þ ð1þ tÞgEaðtÞ dt
¼
Z t
0
ð1þ tÞ logð1þ tÞðjjuttðt; Þjj2 þ jjrutðt; Þjj2Þ dt
þ
1
2
Z t
0
ð1þ tÞðjjuttðt; Þjj2 þ jjrutðt; Þjj2Þ dt:
From (2.18) and (2.19), we have the desired estimate. &
Lemma 2.5. Under the assumption as in Lemma 2.2, we haveZ t
0
ð1þ tÞ2 logð1þ tÞjjuttðt; Þjj2 dtpCI20 :
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Proof. Since logð1þ tÞpð1þ tÞ; it follows from Lemma 2.3 thatZ t
0
ð1þ tÞ logð1þ tÞðjjuttðt; Þjj
2 þ jjrutðt; Þjj
2Þ dt
pC
Z t
0
ð1þ tÞðjjuttðt; Þjj2 þ jjutðt; Þjj2 þ jjrutðt; Þjj2Þ dt: ð2:29Þ
Thus, the desired estimate follows from (2.10), (2.18), (2.19) and Lemmas
2.3 and 2.4 together with (2.29). &
The following lemmas can be shown by the time integral method [4] as in
Theorem 1.1.
Lemma 2.6. Under the assumption as in Theorem 1.2, we haveZ t
0
logð1þ tÞjjVtðt; Þjj2 dtpCðjju0jj2H1 þ jju1jj2Þ þ
Z t
0
jjrV ðt; Þjj2
1þ t
dt;
where V ðt; xÞ is the function appearing in (2.3).
Proof. Taking the L2-inner product of both sides of (2.3) by Vt;
we have
jjVtðt; Þjj2 þ
1
2
d
dt
jjrV ðt; Þjj2 ¼ ðutðt; Þ; Vtðt; ÞÞ: ð2:30Þ
Multiplying both sides of (2.30) by logð1þ tÞ; we seeZ t
0
logð1þ tÞjjVtðt; Þjj2 dt þ
1
2
Z t
0
logð1þ tÞ
d
dt
jjrV ðt; Þjj2 dt
¼ 
Z t
0
logð1þ tÞðutðt; Þ; Vtðt; ÞÞ
p1
2
Z t
0
logð1þ tÞjjutðt; Þjj
2 dt þ
1
2
Z t
0
logð1þ tÞjjVtðt; Þjj
2 dt;
which implies
1
2
Z t
0
logð1þ tÞjjVtðt; Þjj2 dt þ
1
2
logð1þ tÞjjrV ðt; Þjj2
p1
2
Z t
0
ð1þ tÞ1jjrV ðt; Þjj2 þ C
Z t
0
ð1þ tÞjjutðt; Þjj2 dt:
Finally, the desired inequality follows from (2.10). &
Lemma 2.7. Under the assumption as in Theorem 1.2, we haveZ t
0
1
ð1þ tÞ2
jjV ðt; Þjj2 dt þ
Z t
0
jjrV ðt; Þjj2
1þ t
dtpCEuð0Þ:
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Proof. Taking the L2-inner product of both sides of (2.3) by ð1þ tÞ1V ðt; xÞ;
and integrating it over ½0; t; we have
1
2
Z t
0
1
1þ t
d
dt
jjV ðt; Þjj2 dt þ
Z t
0
1
1þ t
jjrV ðt; Þjj2 dt
¼ 
Z t
0
1
1þ t
ðutðt; Þ; V ðt; ÞÞ dt:
Integration by parts implies
1
2ð1þ tÞ
jjV ðt; Þjj2 þ
1
2
Z t
0
1
ð1þ tÞ2
jjV ðt; Þjj2 dt þ
Z t
0
1
ð1þ tÞ
jjrV ðt; Þjj2 dt
p
Z t
0
jjutðt; Þjj
2 dt þ
1
4
Z t
0
1
ð1þ tÞ2
jjV ðt; Þjj2 dt;
which implies
1
4
Z t
0
1
ð1þ tÞ2
jjV ðt; Þjj2 dt þ
Z t
0
1
ð1þ tÞ
jjrV ðt; Þjj2 dtp
Z t
0
jjutðt; Þjj2 dt:
The desired inequality follows from (2.1). &
From Lemmas 2.5–2.7, we have the following crucial estimate.
Lemma 2.8. Under the assumption as in Theorem 1.2, we haveZ t
0
logð1þ tÞjjwðt; Þjj2 dtpCI20 ;
where wðt; xÞ is the function appearing in (2.2).
Proof. This is a direct consequence of Lemmas 2.6 and 2.7 because of
Vt ¼ w ¼ u  v: &
Under these preparations, we can prove
Lemma 2.9. Under the assumptions as in Theorem 1.2, we have
jjuðt; Þ  vðt; Þjj2pCI20 ð1þ tÞ1ð1þ logð1þ tÞÞ1:
Proof. Set wðt; xÞ ¼ uðt; xÞ  vðt; xÞ again. First, note the following
identity:
d
dt
fð1þ tÞð1þ logð1þ tÞÞjjwðt; Þjj2g
¼ ð1þ logð1þ tÞÞjjwðt; Þjj2 þ jjwðt; Þjj2
þ ð1þ tÞð1þ logð1þ tÞÞ
d
dt
jjwðt; Þjj2: ð2:31Þ
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On the other hand, taking the L2-inner product of both sides of (2.2) by wðtÞ;
we have
1
2
d
dt
jjwðt; Þjj2 þ jjrwðt; Þjj2 ¼ ðuttðt; Þ; wðt; ÞÞ: ð2:32Þ
By (2.31) and (2.32) we see
ð1þ tÞð1þ logð1þ tÞÞjjwðt; Þjj2
¼
Z t
0
ð1þ logð1þ tÞÞjjwðt; Þjj2 dt þ
Z t
0
jjwðt; Þjj2 dt

Z t
0
ð1þ tÞð1þ logð1þ tÞÞf2ðuttðt; Þ; wðt; ÞÞ þ 2jjrwðt; Þjj
2g dt
p
Z t
0
ð1þ logð1þ tÞÞjjwðt; Þjj2 dt þ
Z t
0
jjwðt; Þjj2 dt
þ 2
Z t
0
ð1þ tÞð1þ logð1þ tÞÞjjuttðt; Þjjjjwðt; Þjjdt
p
Z t
0
ð1þ logð1þ tÞÞjjwðt; Þjj2 dt þ
Z t
0
jjwðt; Þjj2 dt
þ
Z t
0
ð1þ tÞ2ð1þ logð1þ tÞÞjjuttðt; Þjj2 dt
þ
Z t
0
ð1þ logð1þ tÞÞjjwðt; Þjj2 dt
¼ 2
Z t
0
ð1þ logð1þ tÞÞjjwðt; Þjj2 dt þ
Z t
0
jjwðt; Þjj2 dt
þ
Z t
0
ð1þ tÞ2ð1þ logð1þ tÞÞjjuttðt; Þjj
2 dt:
Furthermore, by the same calculations as in Lemma 2.4, because of (2.18)
and (2.19), we get
Z t
0
ð1þ tÞ2jjuttðt; Þjj
2 dtpCI20 :
Thus, the desired statement follows from Theorem 1.1, Lemmas 2.8 and
2.5. &
In order to prove Theorem 1.2, we must have more several informations.
Lemma 2.10. Under the assumptions as in Theorem 1.2, we have
1
2
Z t
0
ðlogð1þ tÞÞ2jjVtðt; Þjj2 dtp
1
2
Z t
0
ðlogð1þ tÞÞ2jjutðt; Þjj2 dt
þ
Z t
0
logð1þ tÞ
1þ t
jjrV ðt; Þjj2 dt:
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Proof. Taking the L2-inner product of both sides of (2.3) by ðlogð1þ
tÞÞ2VtðtÞ; we have
Z t
0
ðlogð1þ tÞÞ2jjVtðt; Þjj
2 dt þ
Z t
0
ðlogð1þ tÞÞ2
2
d
dt
jjrV ðt; Þjj2 dt
¼ 
Z t
0
ðlogð1þ tÞÞ2ðutðt; Þ; Vtðt; ÞÞ dt:
Integration by parts and the Schwarz inequality give
Z t
0
ðlogð1þ tÞÞ2jjVtðt; Þjj2 dt þ
ðlogð1þ tÞÞ2
2
jjrV ðt; Þjj2
p1
2
Z t
0
ðlogð1þ tÞÞ2jjVtðt; Þjj
2 dt
þ
Z t
0
ðlogð1þ tÞÞ
1þ t
jjrV ðt; Þjj2 dt
þ
1
2
Z t
0
ðlogð1þ tÞÞ2jjutðt; Þjj2 dt:
This implies
1
2
Z t
0
ðlogð1þ tÞÞ2jjVtðt; Þjj
2 dt þ
ðlogð1þ tÞÞ2
2
jjrV ðt; Þjj2
p1
2
Z t
0
ðlogð1þ tÞÞ2jjutðt; Þjj
2 dt þ
Z t
0
ðlogð1þ tÞÞ
1þ t
jjrV ðt; Þjj2 dt;
which means the desired estimate. &
Lemma 2.11. Under the same assumption as in Theorem 1.2, we have
Z t
0
logð1þ tÞ
ð1þ tÞ
jjrV ðt; Þjj2 dtpCI20 :
Proof. Taking the L2-inner product of both sides of (2.3) by logð1þtÞ
1þt V ðtÞ; we
have
1
2
Z t
0
logð1þ tÞ
1þ t
d
dt
jjV ðt; Þjj2 dt þ
Z t
0
logð1þ tÞ
1þ t
jjrV ðt; Þjj2 dt
¼ 
Z t
0
logð1þ tÞ
1þ t
ðutðt; Þ; V ðt; ÞÞ dt:
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By the Schwarz inequality and integration by parts we see
1
2
logð1þ tÞ
1þ t
jjV ðt; Þjj2 þ
1
2
Z t
0
logð1þ tÞ
ð1þ tÞ2
jjV ðt; Þjj2 dt
þ
Z t
0
logð1þ tÞ
ð1þ tÞ
jjrV ðt; Þjj2 dt
¼
1
2
Z t
0
1
ð1þ tÞ2
jjV ðt; Þjj2 dt 
Z t
0
logð1þ tÞ
1þ t
ðutðt; Þ; V ðt; ÞÞ dt
p1
2
Z t
0
1
ð1þ tÞ2
jjV ðt; Þjj2 dt þ
1
2
Z t
0
logð1þ tÞ
ð1þ tÞ2
jjV ðt; Þjj2 dt
þ
1
2
Z t
0
logð1þ tÞjjutðt; Þjj
2 dt:
Thus, the desired statement follows from Lemma 2.7 and (2.10). &
Lemma 2.12. Under the assumption as in Theorem 1.2, we haveZ t
0
ðlogð1þ tÞÞ2jjutðt; Þjj2 dtpCðjju0jj2H1 þ jju1jj2Þ:
Proof. Since E0uðtÞ ¼ jjutðt; Þjj
2; we see
Z t
0
ðlogð1þ tÞÞ2jjutðt; Þjj
2
¼ 
Z t
0
ðlogð1þ tÞÞ2E0uðtÞ dt
¼ ðlogð1þ tÞÞ2EuðtÞ þ 2
Z t
0
logð1þ tÞ
1þ t
EuðtÞ dt
p2
Z t
0
logð1þ tÞ
1þ t
EuðtÞ dt
p2
Z t
0
EuðtÞ dt;
so that the desired estimate follows from (2.15). &
Lemma 2.13. Under the assumption as in Theorem 1.2, we have
Z t
0
ð1þ tÞ2 logð1þ tÞ2jjuttðt; Þjj
2p
Z t
0
ð1þ tÞðlogð1þ tÞÞ2ðjjuttðt; Þjj
2
þ jjrutðt; Þjj2Þ dt þ CI20 :
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Proof. Multiplying both sides of (2.24) by ð1þ tÞ2ðlogð1þ tÞÞ2; integrating it
over ½0; t and by integration by parts, we have
ð1þ tÞ2ðlogð1þ tÞÞ2EaðtÞ þ
Z t
0
ð1þ tÞ2ðlogð1þ tÞÞ2jjatðt; Þjj
2 dt
¼ 2
Z t
0
ð1þ tÞðlogð1þ tÞÞ2EaðtÞ dt þ 2
Z t
0
ð1þ tÞ logð1þ tÞEaðtÞ dt:
Because of Lemmas 2.2 and 2.3 and (2.10), we see
ð1þ tÞ2ðlogð1þ tÞÞ2EaðtÞ þ
Z t
0
ð1þ tÞ2ðlogð1þ tÞÞ2jjatðt; Þjj2 dt
pCI20 þ 2
Z t
0
ð1þ tÞðlogð1þ tÞÞ2EaðtÞ dt;
which implies the desired estimate. &
Lemma 2.14. Under the assumption as in Theorem 1.2, we have
Z t
0
ð1þ tÞðlogð1þ tÞÞ2ðjjuttðt; Þjj
2 þ jjrutðt; Þjj
2Þ dtpCI20 :
Proof. Multiplying both sides of (2.26) by ð1þ tÞðlogð1þ tÞÞ2; we see
0 ¼
Z t
0
ð1þ tÞðlogð1þ tÞÞ2J 01ðtÞ dt þ
Z t
0
ð1þ tÞðlogð1þ tÞÞ2EaðtÞ dt
¼ ð1þ tÞðlogð1þ tÞÞ2J1ðtÞ 
Z t
0
fðlogð1þ tÞÞ2
þ 2 logð1þ tÞgJ1ðtÞ dt þ
Z t
0
ð1þ tÞðlogð1þ tÞÞ2EaðtÞ dt:
Note that
0pJ1ðtÞpCðjjaðt; Þjj2 þ EaðtÞÞ
with some C > 0: Thus, we have
Z t
0
ð1þ tÞðlogð1þ tÞÞ2EaðtÞ dt
p2
Z t
0
logð1þ tÞJ1ðtÞ dt þ
Z t
0
ðlogð1þ tÞÞ2J1ðtÞ dt
pC
Z t
0
ðlogð1þ tÞ þ ðlogð1þ tÞÞ2Þðjjuttðt; Þjj
2
þ jjutðt; Þjj2 þ jjrutðt; Þjj2Þ dt:
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Since ðlogð1þ tÞÞ2pCð1þ tÞ with some C > 0; we get
Z t
0
ð1þ tÞðlogð1þ tÞÞ2EaðtÞ dtpC
Z t
0
ð1þ tÞðjjuttðt; Þjj
2 þ jjutðt; Þjj
2
þ jjrutðt; Þjj2Þ dt:
From Lemma 2.2 and (2.10), we have the desired estimate. &
Under these preparations, we shall prove Theorem 1.2.
Proof of Theorem 1.2. We ﬁrst have the identity
d
dt
fð1þ tÞðlogð1þ tÞÞ2jjwðt; Þjj2g
¼ ðlogð1þ tÞÞ2jjwðt; Þjj2 þ 2 logð1þ tÞjjwðt; Þjj2
þ ð1þ tÞðlogð1þ tÞÞ2
d
dt
jjwðt; Þjj2:
By using (2.32) and the Schwarz inequality, and integrating it over ½0; t we
see
ð1þ tÞðlogð1þ tÞÞ2jjwðt; Þjj2
p
Z t
0
ðlogð1þ tÞÞ2jjwðt; Þjj2 dt þ 2
Z t
0
logð1þ tÞjjwðt; Þjj2 dt
þ
Z t
0
ð1þ tÞðlogð1þ tÞÞ2f2ðuttðt; Þ; wðt; ÞÞ  2jjrwðt; Þjj2g dt
p
Z t
0
ðlogð1þ tÞÞ2jjwðt; Þjj2 dt þ 2
Z t
0
logð1þ tÞjjwðt; Þjj2 dt
þ
Z t
0
ð1þ tÞ2ðlogð1þ tÞÞ2jjuttðt; Þjj
2 dt
þ
Z t
0
ðlogð1þ tÞÞ2jjwðt; Þjj2 dt: ð2:33Þ
On the other hand, multiplying both sides of (2.30) by ðlogð1þ tÞÞ2 and
integrating it over ½0; t; we see
Z t
0
ðlogð1þ tÞÞ2jjVtðt; Þjj2 dt þ
1
2
Z t
0
ðlogð1þ tÞÞ2
d
dt
jjrV ðt; Þjj2 dt
¼ 
Z t
0
ðlogð1þ tÞÞ2ðutðt; Þ; Vtðt; ÞÞ dt:
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Integration by parts implies
Z t
0
ðlogð1þ tÞÞ2jjVtðt; Þjj2 dt þ
1
2
ðlogð1þ tÞÞ2 jjrV ðt; Þjj2
p
Z t
0
logð1þ tÞ
1þ t
jjrV ðt; Þjj2 dt þ
1
2
Z t
0
ðlogð1þ tÞÞ2jjVtðt; Þjj2 dt
þ
1
2
Z t
0
ðlogð1þ tÞÞ2jjutðt; Þjj
2 dt:
This implies
1
2
Z t
0
ðlogð1þ tÞÞ2jjVtðt; Þjj2 dt
p
Z t
0
logð1þ tÞ
1þ t
jjrV ðt; Þjj2 dt þ
1
2
Z t
0
ðlogð1þ tÞÞ2jjutðt; Þjj
2 dt:
Since ðlogð1þ tÞÞ2pCð1þ tÞ with some constant C > 0; it follows from
Lemma 2.11, (2.10) and VtðtÞ ¼ wðtÞ that
Z t
0
ðlogð1þ tÞÞ2jjwðt; Þjj2 dtpCI20 : ð2:34Þ
Thus, the desired result follows from (2.33), (2.34), Lemmas 2.9, 2.13 and
2.14. &
Remark 2.1. It is easy to make sure that if
jjuðt; Þ  vðt; Þjj2pCI20 ð1þ tÞ1ð1þ logð1þ tÞÞ2;
then we have
Z N
0
jjuðt; Þ  vðt; Þjj2 dtpCI20 :
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