We present results of numerical simulations to estimate scaling exponents associated with driven surface growth in two spatial dimensions. We have simulated the restricted solid-on-solid growth model and used the time and system size dependent interface width, and the equal time height correlation function to determine the exponents. We also discuss the influence of various functional fitting ansatzes to the correlation function. 
conserved and diffusion rates are very slow compared to the driving force [2] .
In this case the relevant mapping of the problem in the continuum limit is given by the Kardar-Parisi-Zhang (KPZ) equation [3] :
where ν and λ are constants, and η is a random noise term with η( r, t)η( r ′ , t ′ ) = 2Dδ 2 ( r − r ′ )δ(t − t ′ ). The height variable h( r, t) describing the surface is a function of time and two-dimensional vector r, and the total dimensionality is denoted by d = 2 + 1.
Due to the scaling relation for the interface width [4] 
where L is the system size, and the scaling relation z+χ = 2, there is only one independent scaling exponent for the problem. It is usually determined either from w(t) ∼ t β , where β = χ/z or from the steady-state limit w(L) ∼ L χ .
The scaling exponents are exactly known only in d = 1 + 1 dimensions, where β = 1/3 [3] . A lot of analytic and numerical work has been carried out in order to establish general, dimension dependent values for the exponents [1] .
Monte Carlo simulations of discrete growth models have proven useful for this purpose. For example, extensive work [5] on the hypercubic stacking model has given β(3) = 0.240 (1) , and β(4) = 0.180 (5) . Ala-Nissila et al. [6] simulated the restricted solid-on-solid growth (GRSOS) model up to d = 7+
1. By concentrating on d ≥ 3 + 1, they obtained β(4) = 0.180 (2) in excellent agreement with Ref. [5] , but not with the conjecture β(d) = 1/(d + 1) [7] , and showed that there is no upper critical dimension up to d = 7 + 1. Their high accuracy data for d = 3 + 1 was based on a novel fitting ansatz for the equal time correlation function
First, we used the time dependent width w 2 (t) for several system sizes to determine β. The results of least-squares fitting are presented in Table 1 .
In Fig. 1 we show these values plotted against 1/L. Result for the largest system size studied L = 2000 comes already very close to 0.240 as obtained in
Ref. [5] , although statistical errors increase considerably for largest systems.
We note that analysis of the data in the form of log[w
as in Ref. [5] failed to produce any consistent results.
To corroborate these findings, we next calculated the saturated width
, 250, and 500. These data give w 2 = 5.15(2), 8.67 (2), and 15.1 (8) , where the errors have been estimated from fluctuations between consecutive runs. From a least squares fit we obtain χ(3) = 0.387 (2), which gives β(3) = 0.240 (2) , in complete accordance with the time dependent width.
As previously shown [6] , the fitting ansatz (4) can be used to obtain accurate estimates of β even for relatively small systems. In Ref. [6] , accurate results for β were obtained by using Eq. (4). It was also shown that the values ofχ 1 obtained were somewhat smaller than those corresponding to β (as extracted from a 1 (t)), except in d = 1 + 1 dimensions. In the previous work, x 1 was fixed to be x 1 = 1 (d = 1 + 1) or 1/2 (d ≥ 3 + 1). In this work, we let x 1 vary and also extend the original fitting ansatz to include the following new fitting functions:Ĝ
where a 2 (t), a 3 (t), b 2 (t), b 3 (t), γ 2 (t) ≡ 2χ 2 (t)/x 2 , and γ 3 (t) ≡ 2χ Ref. [6] ), and obtained z = 1.60(2), 1.62 (2), and 1.61(2) for fitting functions (4), (5), and (6), respectively. These values obey the scaling relationχ + z, giving 1.99(3), 2.01 (3), and 2.00 (3), respectively. This demonstrates that the quality of each fitting function is very good.
Next, we fixed x 2 as above and calculated a 2 (t) for the fitting funtion of Eq.
(5), which gave the smallest variation forχ. Results for the other functions are consistent. For L = 100 and 200, both the original correlation function and the fitting data are very smooth, and least squares fitting to a 2 (t) gives β = 0.242(2) and 0.240 (2), respectively. For L = 500, the data are not as good, but fitting to a relatively straight region of the log-log curve gives 0.238(1) (the error bars are purely statistical). These values are in excellent agreement with data obtained from the width for the largest systems in Table   1 .
As a final check, we calculated the scaling function of Eq. (2) as shown in Figs. 2(a) and (b) . For the range of system sizes studied in Table 1 , β = 0.24 in Fig. 2(a) gave clearly better scaling than β = 0.25 of Fig. 2(b) . In the inset of each figure, we also show the scaling functions for L = 1000 and 2000
only. For these two largest system sizes, the accuracy of the data does not allow us to distinguish between the two values of the exponent. (3) as obtained from least-squares fits to w 2 (t) (see Table 1 for details). 
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