In greater detail the contents of the paper are as follows: In § 1 we discuss, after some preliminary lemmas, C*(G 9 X) for X having a dense free orbit with complement a finite set of fixed points. (The possible structure of such transformation groups is closely related to the "end theory" of G.) Complete results are obtained when G is separable compactly generated abelian. As an application we compute the group C* -algebras of the "α# + 6" groups over all nondiscrete locally compact fields. (The real case was first treated by Z'ep [30] , the complex case by Rosenberg [22] , while the p-adic result was found independently by Rosenberg and myself. The methods here are considerably less computational than those of [22] and [30] , and in particular we avoid solving any integral equations.)
In § 2 we prove a result which permits us to reduce the study of C*(G, X) in certain cases to the study of algebras of simpler transformation groups. We then apply this to (G t X) for which (1) G is compactly generated, (2) the set Y of fixed points of X is totally disconnected, (3) the complement Z = X\Y of Y is a trivial G-principal fiber bundle [24] over ZjG, and (4) Z/G is compact, obtaining a complete description of C*(G 9 X) when G is in addition separable abelian. These results are applied to find the C*-algebras of some further locally compact groups, including a family of solvable Lie groups whose C*-algebras were first computed in [22] . 72 PHILIP GREEN (Again, our methods are simpler than those of [22] .)
In the final third section we discuss free actions, i.e., those for which the stabilizer of any point consists of the identity element alone. We show, for second countable G and X, that C*(G, X) is a continuous trace algebra if and only if compact subsets of X are "wandering," and that when this happens the corresponding element of H*(X/G, Z) is always 0. Under suitable smoothness hypotheses it follows that C*(G 9 X) is isomorphic to the algebra Coo(X/G f SΓ{L\G))) of continuous functions vanishing at infinity on X/G with values in the compact operators on L\G). We also give an example of a free action of R on a closed subset X of R 3 for which X/R is Hausdorff but C*(R, X) is not a continuous trace algebra.
We will use the notational conventions introduced above throughout the paper, so that in particular G will always denote a locally compact group, X a locally compact Hausdorff space on which G acts, and X/G the associated orbit space with the quotient topology. Except where noted we work with left Haar measure on G, and all actions are jointly continuous left actions. The following shorthand will be used: "group" means "locally compact group": "representation" means "strongly continuous unitary representation" when referring to G and "nondegenerate ^representation" when referring to a C*-algebra; "ideal" means "closed two-sided ideal." We use Z and R to denote the integers and real numbers, respectively.
The basic facts about C*-algebras, as covered in the first four chapters of [8] , will be used without special reference.
I would like to thank my adviser, Professor Marc Rieffel, for a number of helpful suggestions which eliminated obscurities from the exposition.
1Φ Transformation groups with finitely many orbits* We refer the reader to [13] or [10] for the definition of C*(β 9 1 *) for all x in X.) We will also need the fact, implicit in [10] , that there are natural homomorphisms (denoted φ G and φ x respectively) of C*(G) and Coo(X) into the multiplier algebra (cf. [1] ) of C*(G, X) such that for any representation L of C*(G, X), V L = Loφ G and M L = Loφ x (Here and in the following we use the same letter for the associated representations of a group and its C*-algebra and similarly for the associated representations of a C*-algebra and its multiplier algebra.) For any k in C*(G) and / in the product φ G (k)'<p x (f) is in C*(G, X); we will denote it by k-f (and similarly will let f-k denote φ x (f) φ Q (k)). The set of all such products generates C*(G, X) as a C*-algebra.
The first lemma below summarizes some basic facts about the ideal structure of C*(G, X). Before stating it we recall that if Z is an open subset of X> Coo(Z) can be identified with the ideal of Coo(X) consisting of functions which vanish off Z. We will frequently make this identification, but when it is necessary to distinguish between feCoo(Z) and the corresponding element of C^X) we will use f x for the latter. Part (i) of the following lemma will enable us to identify C*(G, Z) with an ideal of C*(G, X) when Z is a Ginvariant; again, this identification will frequently be made when no confusion is likely to result.
The map so induced from open G-invariant subsets of X to ideals of C*(G f X) is one-to-one and preserves finite intersections and
arbitrary unions (the 'union' of a collection of ideals being the ideal they generate).
( Z) ) by left or right multiplication by anything of the form 7(fc)or M(g) (with h in C*(G) and g in CΌo(X)), it is clear that the image of C*(G 9 Z) is an ideal of L(C*(G, X)). Taking a z = Zr^Lo, we see <x z (k-f) = k f x for k in C*(G) and / in Coo(Z). Furthermore a z must be injective since any representation K of C*(G, Z) "extends" to a representation H of C*(G, X) with V H equal V κ and M H equal to the canonical extension of M κ to Goo(X).
If L is now any representation of C*(G, X) then Ker L2C*(G, 29 and choose z in Z\Z % . Letting H be the stabilizer in G of z we may project a quasi-invariant measure on G/H to get a measure μ on the orbit i? = Gz 9 and then construct a representation L of C*(G, -X") on If(E, μ) in the obvious way-G acts by left translation (modified by Radon-Nikodym derivatives so as to give a unitary representation), while Coo(X) acts by multiplication of functions. Then L annihilates C*(G, Z 2 ) but not C*(G f Z λ ) 9 so the indicated map from invariant open sets to ideals is indeed one-to-one. The intersection of C*(G, Z x ) and C*(G, Z 2 ) clearly contains C*(G, Z t Π Z 2 ), for arbitrary open invariant Z 1 and Z 2 ; the reverse inclusion follows from the fact that for k t € C*(fi) and /< e G^Z^i = 1, 2) we have A^Λ Λ fc, 6 C*(G, Z, f] Z 2 ) (and the fact that the intersection of two ideals is equal to their product). For a family {Z 5 (Z jH) ) for some j(i) 9 we have that
At this point we have proved (i) and the first statement of (ii). The second statement of (ii) follows from the fact that the kernel of an irreducible representation of a C*-algebra is a prime ideal, so that if Ker L^C*(G, Z t ) for i = 1, 2 then Ker L£C*(G, Z,) n C*(G, Z) = C*(G, ^i Γl Z 2 ). To prove part (iii) observe that a representation K of C*(G 9 Y) defines a representation H of C*(G, X) (take M H to be the composition of M κ with the natural homomorphism of Coo(X) onto Cββ(3Γ)), and that by (ii) a representation of C*(G,X) factors through C*(G, Y) if and only if it annihilates C*(G 9 Z).
We will see later that for many interesting transformation groups (G 9 X) it is possible to find an open G-invariant subset Z such that C*(G, Z) and C*(G, Γ)(Γ = X\Z) are known; by the above lemma determination of C*(G 9 X) then reduces to describing how C*(G, Y) "extends" C*(G, Z). The general problem of computing the extensions of one C*-algebra by another is very difficult, but for certain algebras significant progress has been made in recent work of Brown, Douglas, and Fillmore ("BDF"). (See [2] , [3] .) In the following lemma we adapt their results slightly to provide a framework for describing the extensions encountered later in this section. (For unexplained terminology we refer the reader to [2] [4] , although he used a different definition of weak equivalence; we are using that of [2] .) When A has a unit and the homomorphisms are faithful and unit preserving their equivalence classes are parameterized by Ext (X); the general case follows from this since an arbitrary homomorphism determines a faithful unit preserving homomorphism of a quotient algebra of A~ (the algebra formed by adjoining a unit to A).
(ii) When there are only finitely many nonzero A t this is a consequence of [2, 4.8] . For infinitely many nonzero A if observe that X~ can be identified with the "strong wedge" of the Xr( [15] ). For any closed subset C of X~, either C contains the point at infinity, in which case C is the strong wedge of the sets G t -C Π X if or else d is empty for all but finitely many i. The desired result can now be easily deduced from [2, 8.2] .
We now proceed to show that certain transformation groups give rise to algebras describable by the BDF theory. The (wellknown) lemma below is a first step in that direction. Here ((?, G) is the transformation group obtained by letting G act on itself by left translation. Proof. See [25, Prop. 3.3] or (for a more elegant proof) [20] .
In the remainder of this section we consider (G, X) such that X contains an open invariant subset Z with (G, Z) isomorphic to (G, G) and with Y == X\# a finite collection of G-fixed points. Before proceeding further it is worth pointing out that there is a close connection, made precise in the following lemma (which will not actually be needed until the next section), between transformation groups of this type and the theory of ends of compactly generated groups. (For the definitions and basic facts of this theory used in the following, see [20, pp. 18-21] .) For any compactly generated group G the disjoint union E = G U £, where ζ is the set of ends of (?, carries a natural compact Hausdorff topology such that, with G acting on itself by left translation and fixing ξ-pointwise, (G, E) is a transformation group. With this notation we have: LEMMA 4. Let G be compactly generated, and suppose X is compact and contains a totally disconnected set Y of G-fixed points such that X\Y = G (as a transformation group) and is dense in X. Then there is a unique G-equivariant continuous map φ of E onto X preserving the subset G (of E and X).
Proof. As Y is compact (since, being the set of fixed points, it is closed in X) and totally disconnected, any y in Y has a basiŝ ς for its neighborhoods (in X) which consists of compact sets
Observe that each end ε of G contains ^C for some z in Y: Otherwise by compactness of Y we could find a finite family {QJ of subsets of X with union Q a neighborhood of Y, and with each Qi in Λϊ t for some y i9 but with Q t Π G not in ε. Now (in the terminology of [20, pp. 19-20] ) Q t f)G is "unbounded" in G (otherwise y t could not be in the closure of G); and given any "seed" U of (?, since Y is fixed by U we have (EΛ(P, n G)) n (tf (Q,.n G)) = UP, n EΓQ, where P t is the complement of Q t in X. Since UP t Π ί/Q* is relatively compact in G we see that Q t Π G is a "neighborhood of infinity" in G. Then from the maximality condition for ends [20, p. 20] , QΠG= U i(Qi Π G) cannot be in ε (otherwise one of the Qi Π G would have to be); but this contradicts the fact that Q f)G, as a set with bounded complement in G, must be contained in every end ( [20, p. 20] ).
Thus ε contains some ^£ z . As X is Hausdorff and any two <7*-ALGEBRAS OF TRANSFORMATION GROUPS 77 elements of ε must intersect (as subsets of G), ε can contain only one ^f z . Hence we get a natural map .£->Y, which extends (by leaving each s in G fixed) to a map φ from Έ to X. It is then easy to see (using the definition of the topology on E) that φ is continuous, and hence, by density of G in X and compactness of E, surjective; φ is G-equivariant by construction. Uniqueness follows from the density of G in E.
Given an X as in the lemma but not compact, X~(with the obvious G action) satisfies all the conditions of the lemma. Hence in either case the number of fixed points of X is less than or equal to the number of ends of G. It is known ( [20, 4.3] ) that a compactly generated group has either 0, 1, 2 or infinitely many ends. Seemingly the great majority of groups have exactly one end; the groups with two ends are precisely those having a discrete uniform subgroup isomorphic to Z, while the finitely generated discrete groups with infinitely many ends are, roughly speaking, always free products (see [6] for a more precise statement of this result, which is due to Stallings). Among connected groups only those of the from RxK with K compact have two ends (a result apparently due to Freudenthal-cf. [20, p. 10] ), all others having one end (except for the compact groups, which have no ends). A noncompact compactly generated abelian group always has one end unless it is of the form Z x K or R x K (in which case it has 2 ends).
We turn now to the task of describing the C*-algebras of transformation groups of the type just discussed. Let (G, X) be as in the preceding lemma, with the additional restriction that Y be finite, but with X not assumed to be compact. Since C*(G f point) = C*(G), we see easily from Lemma 1 that C*{G, Y) is a finite direct sum of copies of C*(G). When G is separable abelian we may, in view of Lemmas 1 and 3, describe C*(G, X) by producing a triple of the sort described in Lemma 2. Note that, since we are interested in describing only the isomorphism class of C*(G, X), there is some ambiguity in the choice of 7(cf. the discussion on pp. 120-121 of [2] ). In particular for the algebras arising in the next few lemmas the corresponding Ext group is a direct product of copies of Z, and it is easy to see that different 7's in this group will define the same algebra if the absolute values of their components agree; we choose 7's with nonnegative components, by convention. , A is a quotient algebra of C*(<?, point)", and so has spectrum isomorphic to a closed subset of T~= ΓU{0}, either A~ = T or 4 Λ = ΓU {0}; but the first possibility is ruled out by the fact that the operator U = V L {k^)M L {f) 9 being the direct sum of a unilateral shift and a zero operator, has essential spectrum T U {0}, which is not a continuous image of T. It is now clear that C*(G f Xj) has the invariants claimed in the lemma, since extensions with 7eExt(ΓU {0}) equal to 0, or with |7| ^ 2, can contain no operators with Fredholm index 1 (this may be seen from [2, Thm. 10.5] for example). The invariants for C*(G, X) now follow from the fact that they are determined by the values "at each piece" of the spectrum of C*(Z, {± oo}), as in Lemma 2. Proof. Since the argument is practically identical in form to that of the preceding lemma we concentrate on the main difference, which is the construction of an operator of Fredholm index 1. We regard L\R) as the direct sum of £έf^ = L 2 ((-<χ>, 0)) and Z, 2 ((0, .00)), and produce an operator which acts as the identity on <^gt, and on £ίf+ as a unilateral shift with respect to the orthonor- 
II V(k)M(f d -f)(h)\\> ^ lle-^c^/^HJ-

It follows that T is the norm limit of the operators V(k)M(f ά ), and is thus in L(C*(G, X λ )). The operator l L * lR) -T acts as
(1,1, . .), (1,1, •)) 6 (ILe** ^)x(IL«** Z) = Ext(S). Let X x = X\{-oo}; then C*(G, X,) has triple (T X J5T, S, (1,1, •)) where S = (Γ x K~)~. (ii) Lβέ G = K x R,
and let X be the two point compactification (K x JR) U {± oo} of G. (X is homeomorphic to the unreduced suspension of if.) Then with G acting on X as in
Proof. We prove (i) only, the argument for (ii) being virtually identical. As in the two preceding lemmas we represent
) is the C*-algebra direct sum of the subalgebras C*(Z) ~ CΌo(Γ x {χ})(χeK~), hence in view of Lemma 2(ii) we can describe the extension by decomposing it into a "direct sum" of extensions by the G\{Z). This is done as follows:
Using the Plancherel theorem for K we may write L\G) = @xeκ*l\(Z)> with Vλ 2 ) = ι \Z) for e^c h χ. Given a fixed χ x eK~ it is easily checked that G*£Z)~G*(Z) acts on /^(Z) as in the regular representation of Z, while it annihilates s£(Z) for %^%i. Furthermore, if we denote by A the subalgebra of Coo(-XΊ) consisting of functions whose restrictions to K x Z are constant on cosets of K, then any f in A acts on sf^Z) as multiplication by the bounded function /* on Z, where /*(r) = /(0, r) for each r in Z. It follows easily from Lemma 5 that the C*-algebra on 4\(Z) generated by (the restrictions of) F(C* x (Z))ikf(A) is an extension of J%^(^χ\(Z)) with triple (Γ, ΓU{0}, 1).
But now Coo(-Xi) is the linear span of A and the subalgebra B of functions which vanish at oo, so L(C*(G, XJ) is generated by the above algebras on the 4
(Z) together with V(C*(G))M(B). By Lemma 3 the latter algebra is just J%?~(L 2 (G)).
We can now readily deduce from the definition [2, 8.1] of "direct sum" extensions that C*(G 9 Xi) has the form claimed in the Proposition.
A similar argument gives the structure of C*(G, X).
From the above proposition we can easily deduce the structure of C*(H) for H the "ax + 6" group over an arbitrary nondiscrete locally compact field F. (For the facts about such fields used below, the reader may consult Chapter 2 of [5] .) This group is defined to be the semidirect product of the underlying additive group F + of F with the multiplicative group F* of nonzero elements of F, acting on F + by multiplication. It is well known (and is easy to deduce from the basic facts about transformation group algebras quoted at the beginning of this section) that the group C*-algebra of the semidirect product of a locally compact group G acting on an abelian locally compact group A is just C*(G, A"), where A" is given the dual action of G. In the case of the "ax + b" group, G = F* and the dual action on (F + y = F + is (isomorphic to) ordinary multiplication. We have F* = Z x K or F* = R x K according as F is non-archimedean or archimedean, where in each case K is the compact group of elements of absolute value 1, and the summand Z or R is a cross-section for the logarithm of the absolute value map. It is then easy to see that the corresponding transformation group (F*, (F + y) is isomorphic to (G, X λ ) of the preceding proposition (with G = F*; the isomorphism of (F + y with X t sends 0 to oo), and hence that C*(H) has the structure indicated in the proposition for C*(G, -Xi).
The transformation groups of Proposition 7 are rather special in that the groups G considered there all have two ends. For groups with one end, the only possible transformation groups of the sort we have been considering are (G, G) and (G, G~) (where G acts on G~ by fixing the point at infinity). In the last result of this section we partially characterize the corresponding C*-algebras. PROPOSITION 8. Let G be arbitrary, and let X = G~. Then C*(G, X) is a split extension o/(an algebra isomorphic to) 3ίf{L\G)) by (an algebra isomorphic to) C*(G). If G is amenable and noncompact the extension is essential (i.e., every nontrivial ideal of C^(G 9 X) contains C*(G, G)).
Proof. The mapfc~+& l from C^(G) to C*(G, X) is easily seen to define a splitting homomorphism for the extension. Therefore we need only check that for amenable noncompact G the extension is essential. Represent C^(G 9 X) on 2ίf -L\G) in the usual way (again calling the representation L) and observe that, since any sub-C*-algebra of JΓ(^) containing JT(^) has 3T(3if) as its unique minimal ideal, it is sufficient to verify that for G as above the representation is faithful. This in turn will follow if we can show that the induced homomorphism
C{G, x)/c*(G, G) -> ^(^r)/^r(^r)
is one-to-one, or equivalently that the representation of C*(G) obtained by composing the above splitting map with the representation L of C*(G, X) is faithful and has image intersecting the com-pact operators only in (0). Since this representation of C*(G) is just the left regular representation λ, faithfulness holds precisely when G is amenable. We conclude the proof by showing that for arbitrary noncompact G and arbitrary k in C*(G) the operator X(k) is not compact unless it is 0, We may assume ||λ(fc)|| = 1. Choose g, h in C C (G) so that ||λ(fc -h)\\ < 1/4, 11011, = 1, and \\Hk)(g)\\ 2 In particular when G is non-compact separable abelian, C*(G, G~) is an extension of 3T{L\G)) with triple ((Γ, {G~Y, 0) when G is not discrete, and (GΓ, (?", 0) when G is discrete (since in that case the associated homomorphism of C
*(G) into &(LKG))/3Γ(L\G))
is unit preserving). This, together with Proposition 7 and the earlier remarks on end theory, completely characterizes the C*-algebras of ((?, X) such that X has a dense free orbit with complement a totally disconnected set of fixed points and G is separable compactly generated abelian. We note that Voiculescu's recent generalization [29] of the Weyl-von Neumann theorem implies that C*(G, (r~) is determined (whenever G is separable, noncompact, and amenable) as the unique essential split extension of SΓ{L\G)) by C*(G). (Of course this really describes C*(G, G~) only when C*(G) is known.) 2* Transformation groups with two orbit types* In this section we consider certain actions with infinitely many orbits but only a small number of orbit types. Our first goal (Proposition 11) is to show that in certain cases we can reduce to the study of simpler transformation groups. We will use this lemma to identify C*(G, Y) with a subalgebra of C*(G, X) whenever there is no ambiguity in the choice of π.
REMARK. It can be shown that the last statement of the lemma is false when G is not assumed amenable. In fact, as was pointed out to me by Jonathan Rosenberg, we can take G -SL 2 
(R) and X -G/H where H is the subgroup of upper triangular matrices in G; the fact that not every representation of G is weakly contained in a representation induced from H implies that the natural homomorphism of C*(G, point) into C*(G f G/H) is not one-to-one.
The following lemma is a slight refinement of [8,11.5.3]. LEMMA 
Let Sί = (A(t), Θ) be a continuous field of C*-algebras on the locally compact Hausdorff space T, A the C*-algebra defined by Sί, and BQC two sub-C*-algebras of A. Suppose that for all t 19 1 2 6 T, ε > 0, and ceC there exists beB with \\b(t t ) -c(ί<)|| < ε
Proof. The result follows from an easy modification of the proof of [8, 11.5 .3] once we observe (using the Krein extension theorem and the weak compactness of the closure P(A)~ of the set of pure states of A) that any f o eP(C)~ extends to an feP(A)~, and hence "lives on" some A(t). (It can also be deduced from [11. Theorem 1.4].) PROPOSITION 
Let (G, W) and (G, Y) be transformation groups such that the action of G on Y is trivial. Give X= YxW the "diagonal" G-action: s-(y, w) = (y, s-w) for yeY, weW, and seG. ( i ) There is an isomorphism η of C*(G, X) onto A = Coo(F, C*(G, TF)) = Oo(Γ)(x)C*(G, W) such that η(Jc f)(y) = k f(y 9 -) for &eC*(G), /eCΌo(Γx W) (where f(y, •) denotes the function wv-+ f(y, w) in Coo(TF)). (ii) Assume in addition that G is amenable, and let π be a continuous proper G-equivariant map of an open G-invariant subset Z of X onto a locally compact Hausdorff G-space T. Then C*(G 9 T) is identified (via
(s)M(f)V(s~1) -M(sf) for all seG,feC^(W).
In
other words representations L of C*(G, X) correspond to pairs (L o , N) where L o is a representation of C*(G, W) and N is a representation of C^F) such that the images of L o and N commute; furthermore L(C*(G 9 X))
is generated by the images of L Q and N. It then follows from the discussion on pp. 158-159 of [16] that C*(G, X) is isomorphic to the "maximal tensor product" of C»(Y) and C*(G 9 W); since C^Y) is nuclear [16] , this is the same as the minimal tensor product, which is isomorphic to CJX 9 C*(G 9 W)) ([23, pp. 59-60]) (One can also see this directly from [28, Theorem 1] .) It may easily be checked that this isomorphism has the desired effect on elements of the form k f for k 6 C*(G) and /e C^X).
(ii) Recall that C*{G, T) is the sub-C*-algebra of C*(G 9 X) generated by elements of the form k>f where k is in C*(G), and / in CJ^Z) "factors through" Γ. Given such an element we have, for y 19 G, T) ).
This proposition can be used to derive a result of Rosenberg concerning the C*-algebras of a family of solvable Lie groups. Namely, let H be a semidirect product of R with R m such that the roots of the action of R on R m all have non-zero real parts of the same sign. Then as was observed in [22] We remark without giving details that a similar argument provides the structure of the C*-algebras of the complex and p-adic analogues of the above groups. The key feature of the semi-direct product groups treatable by this method is that, for the associated transformation group (G, X), X has a single fixed point whose complement is a trivial G-principal fiber bundle over its orbit space, with the latter being compact. We proceed now to investigate a slightly more general class of transformation groups to which the method can be applied. Namely, throughout the remainder of this section we assume the following conditions on (G, X):
, C*(H) is isomorphic to C*(G, T) where G = R acts on
(i) G is compactly generated (ii) the set Y of G-fixed points of X totally disconnected (iii) Z = X\Y is dense in X, and Z/G is compact Haus- dorff ( ) (iv)
there is a (^-isomorphism (Z/G) x G-+Z (where (Z/G) x G is given the "diagonal action" coming from the action by left translation on G and the trivial action on Z/G).
Our first goal is to show that it is possible to "build up" such a (G, X) from copies of a transformation group having a single dense orbit via the construction of Proposition 11.
As in Lemma 4 we will let E denote the compact space obtained by adjoining to G its set ζ of ends, φ will denote a G-isomorphism (Z/G) xG-+Z. PROPOSITION 
With (G, X) as above there is a continuous proper G-equivariant map π of an open subset *W~ of (Z/G) x E onto X such that W"^(Z/G) x G and π\ {z/G)xG -φ.
Proof. If X is not compact, note that X~(with the natural Gaction) satisfies the hypotheses (*). We shall prove that for (G, X) satisfying (*), and with X compact, we may find π as in the proposition and defined on all of (Z/G) x E; for non-compact X this result applied to X~ yields the proposition, since we can then take <&-= π~\X).
The construction of π goes as follows: given We Z/G, we identify G with W via φ w : s^φ ((W,s) ).
Then (G, W) satisfies the hypotheses of Lemma 4, hence there is a continuous proper map π w : E\-+X extending φ w . Now define π by π(W,t) = π w (t) for all
We Z/G, teE.
We prove π is continuous; the other properties claimed for it will then be obvious. Choose Qeε disjoint from C and "ET-connected." (See [20, pp. 19-21] for definitions and the proof that Q can be taken {/-connected.) Then, for each s in Q and t in U, V(s) = tV 2 (s) = V^s) (since 8$C), where V 2 = UV t . The [/-connectedness of Q together with the fact that tV 2 (s) = Vzit^s) now imply that F 2 (sJ = F 2 (s 2 ) for all s ly s 2 eQ. As V x is open so is V^s), and since π(T7, ε) = y and Qeε we must have We F^sXfrom the way π was defined). A simple argument now shows that V^s) x (Q U {ε' 6 ξ: Q e ε'}) is a neighborhood of (TΓ, ε) which is sent into V by π. Hence π is continuous at (TΓ, ε), as was to be proved. This result tells us that when we have (G, X) satisfying (*) we may apply Proposition 11 to the problem of computing C*(G, X). Of course, a satisfactory solution is possible only when C* ((?, E) is known. When G is separable compactly generated abelian we can use the results of § 1 to deduce the theorem below; the argument is similar to that given above in computing the structure of the C*-algebras of Rosenberg's Lie groups, and so is omitted. The notation is that of the preceding proposition. 
Here C*(G, E) is a split extension of C*(G, G) = JT(L 2 (G)) by C*(G).
(ii) If G has two ends, denoted oo^ and oo +1> let τ denote the automorphism of C*(G) induced by the automorphism (r, ί)h->(-r, ί) of G (recall G = Z x K or R x K), and let β t be the homomorphism of C*(G, E) onto C*(G) -C*(G, {ooj) /or i = ±1. Then C*(G, X) s {* e CUZ/G, C*(G, jg?)) I ACtW) = 0 if (z,°°< ), and for all 2J, ^, z 2 e Z/G and i = ±1}.
Here the structure of C*(G, E) is given in Proposition 7 (as ((?, J57)
is isomorphic to the ((?, X) of that proposition).
The reason for introducing the automorphism τ in part (ii) of the above proposition is that G acts "in opposite directions" near the two ends ©o ±1 . We can illustrate the significance of this by considering the example C*(R, R~). By Proposition 8 this algebra is a split extension of J?Γ(L 2 (R)), which would seem to contradict the fact that by the above proposition it sits as a sub-algebra of the non-split extension C*(R, [-oo, oo]); the point, however, is that the image of C*(R, Rr) in C*(R, {-oo, c*>}) ~ C*(B) x C*(R) (after dividing out by the ideal C*(R, R)) is the "skew diagonal" {(r(α), a) I a e C*(R)} rather than the diagonal, and it is precisely this skewness that "untwists" the extension so as to make it split.
3* Transformation groups with continuous trace C*-algebra» In this final section we consider free actions only. Our goal is to find a necessary and sufficient condition for the associated C*-algebra to be a continuous trace algebra, and, when it is, to investigate more carefully the structure of the algebra. Rather surprisingly, it turns out that the continuous trace algebras A which arise always have the property that, when it is defined, the associated element (cf. [9] ) of the Cech cohomology group H\A^, Z) is 0; intuitively, this means that (at least when G is not finite) C*(G, X) is never "twisted" over its spectrum, even when X is "twisted" over X/G.
We begin by generalizing slightly a concept familiar from the theory of dynamical systems (cf. [18, p. 22] .) DEFINITION. A subset U of X is wandering if {seG\sUp\ 0} is relatively compact in G.
The relevant condition on {G, X) for our purposes is then that every compact subset of X be wandering. (Note that this is always satisfied when X is a G-principal fiber bundle over X/G.) First we show what this condition implies for the structure of C*(G, X). THEOREM it is relatively compact. Hence since φ x takes compact sets homeomorphically onto their images, φ x \ Ψ 7\u) is a homeomorphism onto U Π Gx. It follows that the image of any neighborhood of the identity of G under the map φ x is a neighborhood of x in Gx. By homogeneity φ x is open onto its image, and hence a homeomorphism.
Assume that G acts freely on X and that compact sets in X are wandering. Then X/G is Hausdorff, and there is a continuous field ^f -((H(x)), Γ) of Hilbert spaces on X/G such that C*(G, X) is isomorphic to the C*-algebra defined by the continuous field of elementary
Next we show that XIG is Hausdorff: If it were not we could find a net (Wa) in X/G converging to two distinct points Y 1 and F 2 , and thus (by openness of the projection of X onto X/G) nets s a in G and x a in X with x a converging to y 1 and s a x a to y 2f where y γ e Y λ y 2 e Y 2 . Choose compact neighborhoods U 1 and U 2 of y 1 and y 2 ; the fact that U 1 U U 2 is wandering then implies that the s a lie in a compact subset of G for large a. Passing to a subnet we may assume the s a converge to some element s in G. We wish to show, more precisely, that C*(G, X) is isomorphic to A. Let, therefore, Γ δ for any 6eC*(G, X) denote the field (L w (b) Now observe that, for b = k f as above, 112/^(6)11 is zero outside the image in X\G of the compact set supporting /. This together with the preceding paragraph implies that bv-+ T h defines a homomorphism of C*(G, X) into the C*-algebra A defined by Sί; it remains to check that this homomorphism is injective and surjective.
We see from the fact that the "irreducible" closed G-invariant subsets are precisely the orbits, together with Lemma 1 (ii) and (iii) that any irreducible representation of C*(G, X) "factors through" C*(G, W) for some orbit W, and so (by Lemma 3 and [8, 4. That C*(G f X) is a continuous trace C*-algebra with spectrum X/G we may now deduce from [8, 10.7.7, 10.5.8, and 10.5.2]. COROLLARY 
Let (<?, X) be as in the theorem. Assume in addition that G is not finite, X/G is paracompact (this is always true of course if X is second countable), and that either (i) X/G has finite covering dimension and G is separable, or (ii) X is a principal G-fiber bundle over X/G. Then C*(G, X) is isomorphic to C^X/G,
Proof. If X is a G-fiber bundle over X/G it is clear that the continuous field of Hubert spaces constructed in Theorem 14 is locally trivial, while if X/G has finite dimension, continuous fields of separable infinite dimensional Hubert spaces over it are always locally trivial by [8,10.8.7] . In either case we conclude by [9] that the field is in fact trivial. (Nonfiniteness of G implies each L\W) is infinite dimensional.) The desired result now follows from the obvious fact that the continuous field of C*-algebras associated to a trivial field of Hubert spaces is itself trivial.
As a consequence of the above corollary we see that it is possible to have C*(G 9 X x ) = C*(G, X 2 ) when X 1 and X 2 are not homeomorphic (take G = Z, X 1 = R, X 2 -Z x T, with Z acting by translation in each case).
It is perhaps worth pointing out the consequences of the above corollary for actions of compact groups. Such actions always have the property that compact sets are wandering; hence if the action is free we know that the associated C*-algebra is a continuous trace algebra. Gleason has proved [12] that if G is a compact Lie group acting freely on a completely regular space X then X is a fiber bundle over X/G. Thus when X/G (or equivalently X) is paracompact we can conclude that (at least when G is not finite) the structure of C*(G, X) depends only on the topology of X/G.
We turn now to a converse of the above theorem in the case where G and X are second countable. We will need some facts about induced representations of C*(G, X), which may be found in [10] or [27] . Proof. By [14] every "quasi-orbit" (in the sense of [10] ) in X is an orbit, so ([10, 5.2]) the restriction of any irreducible represen-tation of A lives on an orbit. Thus by [27] any irreducible representation is equivalent to Ind (χj for some x. We can now deduce easily from [10, p. 68 ] that the indicated map from X to Rep A induces a homeomorphism of X/G with A".
The second claim follows from the preceding and the fact that an ideal I of A is uniquely determined by the set ^ of (equivalence classes of) irreducible representations which do not annihilate it.
It will be convenient in the proof of the next theorem to work with the following realization of Ind χ x on L\G)\ Let V x be the left regular representation λ of G, and let M x (f), for / in C O0 {X) 9 be the multiplication operator associated to the bounded continuous function foφ x on G (where φ x is as in the proof of Theorem 14) .
For the remainder of the paper we drop our convention that all ideals are to be closed. THEOREM 
Let G and X be second countable, with G acting freely on X. Then C*(G, X) is a continuous trace algebra if and only if every compact subset of X is wandering.
Proof. The "if" implication is a consequence of Theorem 14. Hence assume that A = C*(G, X) is a continuous trace algebra. Since A is then type / and A" is Hausdorff, the preceding lemma implies that XIG is Hausdorff. Suppose there exists a nonwandering compact subset K of X; then we can choose sequences (x t ) in K and (sj in G, with the 8 t not all contained in any compact subset of G, but with s^ in K for all i. Passing to subsequences we may assume α?< tends to a limit z in K, and s&t tends to yeK. By Hausdorffness of X/G, z and y must lie in the same G orbit; so, taking s in G such that z = sy, we have £*#* tending to z, where (ί,) = (88 t ) is an unbounded sequence in G. Our aim in the remainder of the proof will be to use this "double clustering" of the orbits GXi at z to produce a positive element c in the Pedersen ideal ( [19] ) of A for which the function π \-+ Tr (π(c)) is not continuous on A", thus contradicting our hypothesis that A is a continuous trace algebra (since the ideal of continuous trace elements in such an algebra is dense and hereditary, and so must contain the Pedersen ideal).
Let feC e (X) be nonnegative and real-valued with f(z) = 4 and let Q be a compact symmetric neighborhood of the identity of G. Then M z (f) is a positive operator of norm ^4 on L\G), so (since there is a bounded approximate identity for C*(G) consisting of functions in C C (G) whose supports shrink to the identity) we can find keC c (G) with support contained in Q such that ||fc|| σ * (σ , ^ 1 and
Let r be the real-valued function on [0, oo) such that r{t) = 0 for t <£ 1, r(t) = t for t ^ 2, and r is linear on the interval [1, 2] . For each a; in I let f x = f°φ x . Because orbits are closed, and <p x (by standard Baire category arguments, using separability of (?) is a homeomorphism, each f x has compact support in G; we let F denote the support of f z . Straightforward compactness arguments show that there is a neighborhood U 1 of z such that, for each x in This combined with the conclusion of the preceding paragraph yields )-Tr(r(Γ<:0 + Î t follows (from the freedom in our choice of the neighborhood U) that the function π t-» Tr (π(c)) on A" cannot be continuous at π=L z ; as was [observed earlier this contradicts our hypothesis that A is continuous trace, and so we conclude that no non-wandering compact set can exist in X. We apply this result to our algebra A, assuming first that π is an arbitrary element of έ? lA . Then Lemma 16 and Theorem 17 imply that any ideal /as above corresponds to an open G-invariant set Y in which every compact set is wandering. The fact that π does not annihilate J implies that the orbit corresponding to π lies in Y. If x denotes a point in this orbit, then x has a compact wandering neighborhood N; taking a closed neighborhood V of Gx in X/G = A~ with V contained in the image of JV, we see U = σ~\V) Π N (where σ: X ->X/G is the canonical projection) is a compact wandering neighborhood of x whose saturation under G is closed. It follows that the open set corresponding to I is contained in Z.
The reverse inclusion is proved by a similar argument.
Curiously enough, it is possible to deduce a nonobvious fact about transformation groups from the preceding theorem and standard results of C*-algebra theory.
