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Business Intelligence Success: An Empirical Evaluation of 
the Role of BI Capabilities and Organization’s Decision 
Environment 
Oyku Isik 




Although Business Intelligence (BI) has become the top priority for many organizations, not all BI initiatives have been 
successful. Research has examined reasons for BI failure extensively; however, a consistent picture about how to achieve 
success with BI has not yet emerged. The purpose of this research is to provide a better understanding of BI success by 
proposing a framework that examines the impact of BI capabilities on BI success, in the presence of different decision 
environments. Using a theoretical lens grounded in decision making and information processing, the primary research 
question that this research addresses is how BI capabilities influence BI success for different decision environments. This 
dissertation will help users and developers of BI understand how to better align their BI capabilities with their decision 
environments and provide a framework within which future research on the relationship between BI capabilities and BI 
success can be conducted. 
Keywords  
Business Intelligence, BI Success, BI Capabilities, Decision Types, Information Processing. 
INTRODUCTION 
Since the concept of Business Intelligence (BI) was introduced by Howard Dresner, a Gartner Research Group analyst 
(Buchanan and O’Connell, 2006), the Information Systems (IS) field has witnessed the rapid development of systems and 
software applications providing support for business decision making. Research shows that the right implementation and use 
of BI can bring benefits such as improved profitability (Eckerson, 2003), reduced costs (Pirttimaki, Lonnqvist and 
Karjaluoto, 2006), and improved efficiency (Wells, 2003). Although many organizations have implemented BI to improve 
performance and profits, not all BI initiatives have been successful. Both practitioners and academicians have discussed the 
reasons for success and failure extensively (Solomon, 2005; Watson, Chen, Preston and Thomas, 2004). Unfortunately, a 
consistent picture about how to achieve success with BI has not yet emerged.  
One primary criterion for attaining BI success is that the specific BI implemented must match the problem space within 
which it is used (Clark, Jones and Armstrong, 2007). Yet, there is evidence that many organizations do not fully understand 
the link between their BI and the problem space, or decision environment, for which they use it (Clark et al., 2007; 
Hostmann, Herschel and Rayner, 2007). Therefore, the motivation for this dissertation is to examine the relationship between 
an organization’s BI capabilities (what it is implemented to do) and the decision environment in which it is used. 
Specifically, this dissertation argues that BI capabilities must be consistent with the decision environment in order for the BI 
initiative to be successful. Although BI capabilities have been studied extensively (Eckerson, 2003; Manglik and Mehra, 
2005; Watson and Wixom, 2007), literature largely ignores the influence of the decision environment. Examining this 
relationship is appropriate because the primary purpose of BI is to support decision-making in organizations (Buchanan and 
O’Connell, 2006).  
The purpose of this dissertation is to help fill this gap in research and provide a better understanding of BI success by 
examining the impact of BI capabilities on BI success in the presence of different decision environments. The research 
question addressed is, what is the impact of organizational and technical BI capabilities on BI success in the presence of 
different decision environments?  
This study is relevant to both researchers and practitioners. A key contribution of this dissertation is that it proposes to extend 
current research in BI and provide a parsimonious and intuitive model for explaining the relationship between BI success and 
BI capabilities in the presence of different decision environments, based on theories from decision making and organizational 
information processing. This dissertation contributes to academic research by providing richer insight in the role of the 
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decision environment in BI success and providing a framework with which future research on the relationship between BI 
capabilities and BI success can be conducted. The practitioner oriented contribution of this study is that it helps users and 
developers of BI understand how to better align their BI capabilities with their decision environments and presents 
information for managers and users of BI to consider about their decision environment in assessing BI success. 
LITERATURE REVIEW  
To study the research question, this dissertation draws on Simon’s (1960) well-established framework of decision types, 
Anthony’s (1965) classic framework of management activities and Gorry and Scott Morton’s (1971) adaptation of these 
frameworks, as well as research that incorporates these frameworks. This section provides a summary of existing research on 
these frameworks and other constructs used in the research model. Please see Figure 1 for the research model. 
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BI and BI Success 
Since the introduction of the BI concept, various definitions of BI have emerged. Some broadly define BI as a holistic and 
sophisticated approach to cross-organizational decision support (Alter, 2004), while others approach BI from a more 
technical point of view (White, 2004). For the purpose of this dissertation a broad definition of BI is adopted: a system 
comprised of both technical and organizational elements that presents historical information to its users for analysis, to enable 
effective decision making and management support, for the overall purpose of increasing organizational performance 
(Eckerson, 2003; Watson et al., 2004).  
BI success is the positive value an organization obtains from its BI investment (Wells, 2003). The organizations that 
successfully use BI may also have a competitive advantage, but how an organization defines BI success depends on what 
benefits an organization needs from its BI initiative (Miller, 2007). BI success may represent attainment of benefits such as 
improved profitability (Eckerson, 2003), reduced costs (Pirttimaki et al., 2006), and improved efficiency (Wells, 2003). For 
the purpose of this dissertation, BI success is defined as the positive benefits organizations achieve through use of their BI.  
Research has identified some of the factors that influence BI success, such as usability (Chung, Chen and Nunamaker, 2005), 
infrastructure (Gessner and Volonino, 2005), and management support (Anderson-Lehman, Watson, Wixom and Hoffer, 
2004). Research, however, does consistently point to at least one high level commonality among successful BI 
implementations; aligning BI with business needs (Watson, Wixom, Hoffer, Anderson-Lehman and Reynolds, 2006). A lack 
of match between the organization and its BI capabilities is one of the reasons for lack of alignment, hence lack of BI success 
(Watson et al., 2006). Therefore, understanding how the decision environment affects the impact of BI capabilities is useful 
and important. 
BI Capabilities 
Adapting to today’s rapidly changing business environment requires agility from organizations and BI has an important role 
in providing this agility with the capabilities it provides (Watson and Wixom, 2007). BI capabilities are critical 
functionalities of BI that help an organization improve its adaptation to change as well as improve its performance (Watson 
and Wixom, 2007). With the right capabilities, BI can help an organization predict changes in product demand or detect an 
increase in a competitor’s market share and respond quickly (Watson and Wixom, 2007). Although BI capabilities have been 
examined by practitioner-oriented research, especially from the BI maturity model perspective (Eckerson, 2004), they have 
remained largely unexamined in academic IS research.  
BI capabilities can be examined from both organizational and technological perspectives (Watson and Wixom, 2007). 
Technological BI capabilities are sharable technical platforms and databases that ideally include a well-defined technology 
architecture and data standards (Ross, Beath and Goodhue, 1996). Organizational BI capabilities are assets for the effective 
application of IS in the organization, such as the shared risks and responsibilities as well as flexibility (Howson, 2004). 
Technological BI capabilities studied in this dissertation are data sources, data types, reliability of the data, interaction of BI 
with other systems used in the organization, and BI user access methods supported by the organization. Although these 
capabilities are present in every BI, their quality differs among organizations (Hostmann, Herschel and Rayner, 2007). 
Organizational BI capabilities studied in this dissertation are drawn from Hostmann et al. (2007) and include the level of 
intuition involved in analysis by the decision maker, flexibility of the system, and the level of risk that can be tolerated by the 
system. The levels of these capabilities change from organization to organization, depending on different business 
requirements and organizational structures. 
Technological BI Capabilities  
Data source is one of the technological BI capabilities. A data source can be defined as the place where the data that is used 
for analysis resides and is retrieved from (Hostmann et al., 2007). BI requires the collection of data from both internal and 
external sources (Harding, 2003; Kanzier, 2002). Internal data is generally integrated and managed within a traditional BI 
application information management infrastructure, such as a data warehouse (Hostmann et al., 2007). External data includes 
the data that organizations exchange with customers, suppliers and vendors (Kanzier, 2002). This is rarely inserted into a data 
warehouse. Often, external data is retrieved from web sites or spreadsheets (Kanzier, 2002). Organizations may use internal, 
external, or both types of data for BI analysis purposes.  
Data type is another technological BI capability, and it refers to the nature of the data; numerical or non-numerical. 
Numerical data is data that can be measured or identified on a numerical scale, and analyzed with statistical methods, such as 
measurements, percentages, and monetary values (Sukumaran and Sureka, 2006). If data is non-numerical, then it cannot be 
used for mathematical calculations. Non-numerical refers to data in text, image or sound format that needs to be interpreted 
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for analysis purposes. For example, financial data is categorized as numerical data, whereas data collected from online news 
agencies is categorized as non-numerical data.  
A third technological BI capability is data reliability, which refers to the accuracy of the data. There is evidence that 
organizations of all sizes are all negatively impacted by imperfection, duplication and inaccuracy of the data they use 
(Damianakis, 2008). Data reliability may be a problem for externally sourced data because there is no control mechanism 
validating and integrating it; for example, getting the data from web blogs or RSS feeds. Internal data is also prone to error. 
Poor data handling processes, poor data maintenance procedures, and errors in the migration process from one system to 
another can cause poor data reliability (Fisher, 2005).  
A fourth technological BI capability is user access methods in terms of authorization and/or authentication. Organizations 
may have different groups of users with different reporting and analysis needs as well as different information needs 
(Howson, 2004). Thus, they may need different BI tools with different capabilities, serving different purposes (Eckerson, 
2003). While some organizations limit user access through practicing authorization/authentication and access control, others 
prefer to allow full access to all types of users through a web-centric approach (Hostmann et al., 2007).  
Interaction with other systems is a fifth technological BI capability. Many organizations prefer having IS applications 
interacting at multiple levels so that enterprise business integration can occur (White, 2005). This integration can be at the 
data level, application level, business process level, or user level, yet these four levels are not isolated from each other 
(White, 2005). These integrations can significantly benefit BI users by, for example, providing unified view of business data, 
a single personalized interface to the user, or a unified view of organization’s business processes (White, 2005). 
Organizational BI Capabilities 
Flexibility, an organizational BI capability, can be defined as the capability of an IS to accommodate a certain amount of 
variation regarding the requirements of the supported business process (Gebauer and Schober, 2006, p. 123). Ideally, the 
system must be compatible with existing tools and applications to minimize cost and complexity to the organization (Dreyer, 
2006). The strictness of business process rules and regulations supported by the BI directly impacts the flexibility of BI. If 
there are strict sets of policies and rules embedded in the applications, then BI has relatively low flexibility, because as the 
regulations get stricter, dealing with exceptions and urgencies gets harder.  
The level of intuition involved in decision making is a second organizational BI capability. Although most of the applications 
using BI do not involve intuition at all in their analysis (Hostmann et al., 2007), using intuition has not been totally drawn out 
of the BI scene. Technology can monitor events, provide notifications and run predictive analysis, even automate a response 
in straightforward cases, but for the decisions requiring human thought intuition is still required (Bell, 2007).  
Acceptable risk level by the system is a third organizational BI capability. Risk and uncertainty exist in every business 
decision; some organizations use BI to minimize uncertainty and make better decisions. BI can help the organization manage 
risk by monitoring the financial and operational health of the organization and by regulating the operations of the 
organization through key performance indicators (KPIs), alerts and dashboards (Imhoff, 2005). 
The Decision Environment 
The decision environment can be defined as the totality of physical and social factors that are taken directly into 
consideration in the decision-making behavior of individuals in the organization (Duncan, 1974, p.314). This definition 
considers both internal and external factors. Internal factors include people, functional units and organization factors, and, 
external factors include customers, suppliers, competitors, sociopolitical issues and technological issues (Duncan, 1974; 
Power, 2002).  
Decision types are a part of the decision environment because the structure of the decisions within the decision environment 
influences the performance of the analytical methods used for decision making (Munro and Davis, 1977). The types of 
decisions supported by the decision environment should be considered in selecting techniques for determining information 
requirements for that decision (Munro and Davis, 1977). The information processing needs of the decision maker are also a 
part of the decision environment, provided that decision making involves processing and applying information gathered 
(Zack, 2007). Because appropriate information depends on the characteristics of the decision making context (Zack, 2007), it 
is hard to separate the information processing needs from decision making. 
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Information Processing Needs  
BI helps organizations meet their information processing needs by combining data collection, data storage and knowledge 
management with analytical tools so that decision makers can convert complex information into effective decisions (Negash, 
2004). Depending on their managerial level and responsibilities, different decision makers have different information needs 
(Keen and Scott Morton, 1978). Anthony (1965) developed a framework to categorize managerial activities according to their 
decision-making requirements. This framework associates decisions and information processing needs with organizational 
levels, and includes three categories; strategic planning, management control, and operational control. Table 1 gives more 




Definition Example People Involved 
Strategic Planning 
Involves decisions related to long term plans 








Includes both planning and control, involves 
making decisions about what to do in the future 








Involves decisions related to operational 
control, which is the process of assuring that 
specific tasks are carried out effectively and 
efficiently 




Table 1. Anthony (1965) framework 
 
There can be overlaps between the activities that fall into Anthony’s three categories of control, forming a continuum 
between highly complex activities and routine activities (Shim, Warkentin, Courtney, Power, Sharda and Carlsson, 2002). 
The information requirements of each category are quite different from one another because of the fundamental 
characteristics of the information needs at different managerial levels (Gorry and Scott Morton, 1989). Thus, Anthony’s 
(1965) framework represents different information processing needs of the decision makers at different management levels of 
an organization (Gorry and Scott Morton, 1989).  
Anthony’s framework is an appropriate lens for studying BI because BI supports decision making in different ways at 
different managerial levels of the organization (Burton and Hostmann, 2005; Eckerson, 2003). Understanding these 
differences helps us better understand the BI capabilities needed by the decision makers at different levels making different 
types of decisions. 
Decision Types  
Decisions types are different problems that are distinguished based on who needs to make the decision and the steps the 
decision maker needs to follow to solve the problem (Power, 2002). Problems can be classified as programmed or 
nonprogrammed (Simon, 1960). A decision is programmed if it is repetitive and routine, and it is nonprogrammed when there 
is no fixed method of handling it and the decision is consequential (Simon, 1960). In general, programmed and 
nonprogrammed decisions are referred to as ‘structured’ and ‘unstructured’ respectively, because these terms imply less 
dependence on the computer and relate more directly to the basic nature of the problem-solving activity in question (Keen 
and Scott Morton, 1978, p. 86). An example of a structured decision is a sales order or an airline reservation, whereas 
choosing a location for a new plant is an example of an unstructured decision. Any other type of decision that falls between 
these two types is referred to as semistructured decision (Keen and Scott Morton, 1978). These decisions cannot be solved by 
only autonomous decision making or only human judgment; they require both (Gorry and Scott Morton, 1971).  
Similar to Anthony’s (1965) classification, Simon’s (1965) classification of business decisions as structured and unstructured 
also forms a continuum between these two types of decisions. Simon (1960) classifies decisions based on the ways used to 
handle them, and Anthony’s (1965) categorization is based on the purpose and requirements of the managerial activity that 
involves the decision (Shim et al., 2002). Gorry and Scott Morton (1971) combine these two models and suggest a broader 
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framework for decision support for managerial activities (Refer to Figure 2 for more details). Because of practicality issues 
when it comes to collecting data involving semi-structured decisions and management control activities, in this dissertation 
we focus on structured operational control activities and unstructured strategic planning activities.  
RESEARCH MODEL 
Although BI success is widely addressed, there are still many inconsistencies in findings about achieving success with BI. 
This dissertation suggests that examining BI from a capabilities perspective, considering the presence of different decision 
environments, may provide better guidance on achieving BI success. This study suggests that organizations should be aware 
of their needs based on their decision environments and tailor BI solutions accordingly. Specifically, this dissertation argues 
that as long as BI capabilities that match the decision environment are in place, the BI initiative will be successful. Figure 1 
provides the research model and Table 2 summarizes the hypotheses. The specific relationships illustrated in Figure 1 are 
discussed below. 
 







Structured (1) (4) (7) 
Semistructured (2) (5) (8) 
Unstructured (3) (6) (9) 
 
 
Cells Definition Example 
1 
Decisions which can be done through a computer-based system 
without any judgment 
Inventory reordering 
2 




Decisions can be automated, but the analytic approach is to clarify 
rather than solving the problem 
Cash management 
4 
Decisions  may be facilitated linear programming or simulation 
models and judgment is not critical 
Budget analysis 
5 
Although decisions cannot be automated, they still have structured 
aspects  
Variance analysis 
6 Although the decision is structured, subjective judgment is necessary Hiring new managers 
7 
Although judgments is necessary, they are shaped by structured 
analysis and simulation models 
Warehouse location 
8 Decisions cannot be automated but they can be reliably extrapolated Mergers 
9 Unstructured decisions that cannot be automated R&D planning 
Figure 2. Gorry and Scott Morton (1971) framework 
 
BI Capabilities and BI Success  
Although BI success is influenced by multiple factors (Clark et al., 2007; Negash, 2004), research consistently points to at 
least one high level commonality among successful BI implementations; aligning BI with business needs (Watson and 
Donkin, 2005). A lack of match between the organization’s needs and its BI capabilities is one of the reasons for lack of 




Level of detail reduces 
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organization is having the right BI capabilities. For example, various BI capabilities are developed to help organizations 
decide on the best time to present offers to customers, and the effectiveness of BI is judged according to the effectiveness of 
these decisions (Gessner and Volonino, 2005).  
Although BI capabilities have been examined by practitioner-oriented research, especially from the BI maturity model 
perspective (Eckerson, 2004), they have remained largely unexamined within a theoretical framework. As organizations take 
advantage of these capabilities, their BI use increases, and so does the maturity level of BI (Watson and Wixom, 2007). 
Mature BI increases organizational responsiveness, which positively affects organizational performance. Thus, it is important 
to match BI capabilities (technological and organizational) to organizational needs (Ross et al., 1996).  
 
H1a: The better the quality of data sources in an organization, the greater its BI success.  
H1b: The better the quality of different types of data in an organization, the greater its BI success. 
H1c: The higher the data reliability in an organization, the greater its BI success. 
H1d: The higher the quality of interaction of BI with other systems in an organization, the greater its BI success. 
H1e: The higher the quality of user access methods to BI in an organization, the greater its BI success. 
H2a: The level of BI flexibility positively influences BI success.  
H2b: The level of intuition allowed in analysis by BI positively influences BI success. 
H2c: The level of risk supported by BI positively influences BI success. 
H3a: The influence of high quality internal data sources on BI success is moderated by the decision environment such 
that the effect is stronger for structured decision types and operational control activities. 
H3b: The influence of high quality external data sources on BI success is moderated by the decision environment such 
that the effect is stronger for unstructured decision types and strategic planning activities. 
H3c: The positive influence of high quality numerical/dimensional data on BI success is moderated by the decision 
environment such that the effect is stronger for structured decision types and operational control activities. 
H3d: The positive influence of high quality non-numerical/non-dimensional data on BI success is moderated by the 
decision environment such that the effect is stronger for unstructured decision types and strategic planning activities. 
H3e: The positive influence of high data reliability at the system level on BI success is moderated by the decision 
environment such that the effect is stronger for structured decision types and operational control activities. 
H3f: The positive influence of high data reliability at the individual level on BI success is moderated by the decision 
environment such that the effect is stronger for unstructured decision types and strategic planning activities. 
H3g: The positive influence of high quality interaction of BI with other systems in the organization on BI success is 
moderated by the decision environment, such that the effect is stronger for unstructured decision types and strategic 
planning activities. 
H3h: The positive influence of high quality shared user access methods to BI on BI success is moderated by the decision 
environment, such that the effect is stronger for structured decision types and operational control activities. 
H3i: The positive influence of high quality individual user access methods to BI on BI success is moderated by the 
decision environment, such that the effect is stronger for unstructured decision types and strategic planning activities. 
H4a: The influence of BI flexibility on BI success is moderated by the decision environment, such that the effect is 
stronger for unstructured decision types and strategic planning activities. 
H4b: The influence of the intuition allowed in analysis on BI success is moderated by the decision environment, such 
that the effect is stronger for unstructured decision types and strategic planning activities. 
H4c: The influence of tolerating risk on BI success is moderated by the decision environment, such that the effect is 
stronger for unstructured decision types and strategic planning activities. 
Table 2. Hypotheses 
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Technological BI Capabilities and BI Success 
The difference in the quality of technological BI capabilities is one of the factors that may explain why some organizations 
are successful with their BI initiative while some are not. For example, research shows that clean and relevant data is one of 
the most important BI success factors (Eckerson, 2003). It is evident in research that organizations which have earned awards 
due to successful BI initiatives, such as Allstate insurance company and 1-800-Contacts retailer, pay critical attention to the 
sources from which they obtain their data, the type of data they use, and the reliability of their data by acting early during 
their BI initiative and dedicating a working group to data related issues (Howson, 2006). The quality of interaction of BI with 
other systems in the organization is another critical factor for BI success (White, 2005). For organizations that use data from 
multiple sources and feed the data to multiple information systems, the quality of communication between these systems 
directly affects the overall performance (Swaminathan, 2006). Likewise, BI user access methods are critical for BI success. 
Because organizations have multiple purposes and user groups with BI, they may employ different BI applications with 
different access methods (Howson, 2004). Most of the web-centric applications are relatively easier to use, especially for 
non-technical users, whereas desktop applications are mostly dedicated to specific users and provide specialized 
functionalities for more effective analysis (Hostmann et al., 2007). Thus, the former may increase BI success with faster 
analysis, and the latter may increase it with more effective decision making. Hence, it is hypothesized that better the quality 
of technological BI capabilities, the greater the BI success in an organization (H1a-e). 
Organizational BI Capabilities and BI Success  
Regardless of their level in an organization, organizational BI capabilities significantly impact BI success (Watson and 
Wixom, 2007). For example, risk exists in every type of business, but there is evidence that entrepreneurial organizations are 
motivated by it and can handle it better (Busenitz, 1999). Thus, an entrepreneurial organization will have a more successful 
BI if it can tolerate high levels of risk as one of their organizational BI capabilities, compared to having a risk-averse system 
(Hostmann et al., 2007). On the other hand, organizations that have specific and well-defined problems to solve may have a 
low tolerance for risk and may have a more successful BI with a risk-averse system (Hostmann et al., 2007). Flexibility, 
another organizational BI capability, is similar to the risk level in the sense that innovative and dynamic organizations will 
have a more successful BI if the system provides high flexibility (Dreyer, 2006). For organizations that shape their business 
with strict rules and regulations, high flexibility may even become problematic by complicating business. Thus, a system 
with low flexibility will provide a more successful BI for these types of organizations (Hostmann et al., 2007). Thus, we 
hypothesize that the level of organizational BI capabilities positively impact BI success (H2a-c). 
Moderating Effect of the Decision Environment  
Information requirements differ among different types of decisions, and this implies differences in hardware and software 
requirements (Parikh and Haddad, 2001). For example, techniques used for operational control are rarely useful for strategic 
planning, and the records in the operational control database may be too detailed to be used for strategic decision making 
(Gorry and Scott Morton, 1971). This dissertation argues that BI should be employed in accordance with these differences 
and the required BI capabilities should be in line with the decision environment of the decision maker. In this dissertation, the 
Gorry and Scott Morton (1971) framework is used to represent the decision environment. Examining BI with this framework 
enables us to better understand various implications for both BI design and implementation in various decision environments 
(Shim et al., 2002).  
Technological BI Capabilities and the Decision Environment  
Different decision types have different technology requirements (Gorry and Scott Morton, 1971). Hence, employing the right 
technology to provide support for the decision making process is critical for organizational performance. For example, 
whether the data source used to retrieve information is internal or external influences BI success, depending on the decision 
environment. Because structured decisions and operational control activities are best handled with routine procedures and 
individual tasks or transactions, they all require detailed and current information; and this need is best addressed with internal 
data (Keen and Scott Morton, 1978). On the other hand, there are no set procedures for handling unstructured decisions and 
strategic planning activities because they are complex and require creativity. They need a wide scope of information, and 
external data sources are used to retrieve what is needed from web sites, spreadsheets, audio and video files (Hostmann et al., 
2007). Similarly, because operational control activities are carried out frequently and structured decisions require detailed and 
accurate information, the decisions made require data that is easily analyzable (Anthony, 1965; Keen and Scott Morton, 
1978). Thus, more quantitative and dimensional data is used (Hostmann et al., 2007). Because non-numerical and non-
dimensional data is generally not detailed and its accuracy is more open to discussion, it is not appropriate for structured 
decisions and operational activities. Rather, non-numerical and non-dimensional data is best used for unstructured decisions 
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because they are complex and include non-routine problems (Hostmann et al., 2007). Quantitative data is not enough for 
solving those problems. Based on this discussion, it is hypothesized that the impact of data types and data sources as 
technological BI capabilities are moderated by the decision environment (H3a-d).  
The impact of data reliability on BI success is also moderated by the decision environment (H3e-f). Operational control 
activities are related to basic operations that are critical for an organization’s survival, so the data being used should be 
consistent and accurate throughout the organization, requiring system-level reliability. Structured decisions also require 
system-level reliability because they require consistent and current information for routine processes (Keen and Scott 
Morton, 1978). On the other hand, strategic planning activities and unstructured decisions are complex, non-routine and 
mostly solved by individuals or a small group of people who use their subjective judgment and intuition (Keen and Scott 
Morton, 1978). This kind of information must be reliable at the individual level. The required information for these activities 
is generally obtained from external and multiple sources in addition to internal sources, which makes it harder to obtain 
system-level reliability.  
Many organizations implement multiple information systems or multiple applications for different purposes. These 
applications often need to interact at multiple levels in order for enterprise business integration and data integration to occur 
(White, 2005). This interaction of BI with other systems is especially critical to unstructured decision making and strategic 
planning activities, because these activities collect data from multiple data sources (Swaminathan, 2006). Thus, it is 
hypothesized that the impact of interaction with other systems as a technological BI capability on BI success is moderated by 
the decision environment (H3g).  
How users access and use BI is another factor that influences BI success. User access can be either shared, where large 
numbers of users access the same system through a web-based application, or individual, where the tools are used with 
desktop computers and dedicated to a specific user (Hostmann et al., 2007). For structured decisions and operational 
activities, shared user access methods will result in greater BI success. This is because decision makers need access to real-
time and transaction-level details to support their day-to-day work activities at these levels. A single integrated user interface 
to access the data eliminates the burden of accessing multiple BI applications and saves time for the decision maker, which is 
vital for operational activities (Manglik, 2006). The situation is different for unstructured decisions and strategic planning 
activities. These activities require cross-functional business views that span heterogeneous data sources and a more 
aggregated view (Fryman, 2007). Because these types of activities are not as frequently handled as operational activities and 
because users are executives, providing detailed information and computational complexity is rarely an issue. That is why a 
user-specific desktop application is better suited. Thus, it is hypothesized that the influence of user access methods as a 
technological BI capability on BI success is moderated by the decision environment (H3h-i). 
Organizational BI Capabilities and the Decision Environment  
Similar to the technological BI capabilities, we posit that the impact of organizational BI capabilities on BI success is 
moderated by the decision environment. Different types of decisions and management activities also require different 
organizational BI capabilities. For example, while structured decisions and operational control activities do not require 
intuition, decision makers involve their intuition while making unstructured decisions and strategic planning activities (Khatri 
and Ng, 2000; Kirs, Sanders, Cerveny and Robey, 1989). The latter need more than the available data, so BI is more 
successful if the decision maker uses intuition for decision making. For the former, the decision maker solely relies on data, 
logic and quantitative analysis for these problems. When subjective judgment is involved, it is very difficult to apply rational 
reasoning and doing so may even jeopardize the quality of the outcome (Hostmann et al., 2007). The level of risk taken by 
the decision maker may also differ for different decision types and different managerial activities. As organizations become 
more innovative, they also become more risk-tolerant and the decisions they make become more and more unstructured 
(Hostmann et al., 2007). On the other hand, organizations that generally make structured decisions tend to have routine and 
well-defined problems to solve, and they are more risk-averse (Hostmann et al., 2007). Information processing and decision 
making capabilities of an organization are directly related to the flexibility of the BI the organization is using (Hostmann et 
al., 2007). As the organization becomes more flexible, its information processing capacity increases (Tushman and Nadler, 
1978). Increased information processing capability is useful for strategic and unstructured decisions because they need a lot 
of information that is not always easy to process. On the other hand, too much flexibility may result in complexity and 
reduced usability (Gebauer and Schober, 2006). Thus, it is hypothesized that the influence of organizational BI capabilities 
on BI success is moderated by the decision environment (H4a-c). 
Isik  Business Intelligence Success 
Proceedings of the Fifteenth Americas Conference on Information Systems, San Francisco, California August 6th-9th 2009 10 
METHODOLOGY 
The research population for this dissertation consists of business managers who use BI for strategic, tactical and operational 
decision making across a range of organizations and industries. The research design used in this dissertation is a field study, 
and the research method is a formal survey. The data is collected through a web-based survey.  
We employ SEM to test the hypotheses. To test a model that includes a moderator variable, Structural Equation Modeling 
(SEM) is suggested (Baron and Kenny, 1986), especially if measurement error is expected in the moderating variable, which 
is often the case in psychological and behavioral variables. SEM is a covariance-based modeling technique is capable of 
dealing with the measurement error, in contrast to regression analysis (Hair, Anderson, Tatham, and Black, 1998).  
According to a priori power analysis with power= .80,  level= .05 and effect size= .2, a minimum sample size of 132 is 
needed. For Structural Equation Modeling (SEM), the sample size is estimated by following the method of MacCallum, 
Browne and Sugawara’s (1996) power test, and, for a power of .80, a sample size of 141 is required. Based on both power 
analyses, it is safe to target 141 as the required minimum sample size.  
In this study, the perception of the extent to which BI expectations have been achieved is considered a surrogate measure BI 
success along with user satisfaction. Because there is no specific questionnaire in the literature developed to measure BI 
perceptions, a questionnaire is developed based on Jones, Zmud and Clark’s (2008) survey on post-installation ERP 
perceptions along with Gartner Group’s BI Summit 2009 Questionnaire. Items measuring user satisfaction are selected from 
Hartono, Santhanam and Holsapple’s (2006) MSS success dimensions and Doll and Torkzadeh’s (1988) end-user satisfaction 

















Gorry and Scott Morton (1971),  
Kirs et al. (1989),  
Klein et al. (1997),  
Shim et al. (2002) 
10 No No Developed* 
BI success 
Hartono et al. (2006) 2 No No Adapted 
Doll and Torkzadeh (1988) 3 >.80 Yes Adapted 
Jones et al. (2008) 5 No No Adapted 
Organizational 
BI capabilities 
Hostmann et al. (2007), 
Imhoff (2005), 
Gonzales (2005) 
9 No No Developed* 
Technological 
BI capabilities 
Hostmann et al. (2007), 
White (2005), 
Eckerson (2003) 
15 No No Developed* 
* The research cited did not use survey items to measure Decision Environment and BI capabilities. The items used in this 
dissertation are developed based on their writings. 
Table 3. Operationalization of constructs 
 
CONCLUSION 
In conclusion, this dissertation aims to provide a better understanding of BI success by examining the impact of various BI 
capabilities on BI success, and how different decision environments impact their relationship. If the survey results provide 
support for H1 and H2, then we can conclude that the BI capabilities used in this dissertation are important functionalities 
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and organizations should be aware of them as they implement BI. Support for H3 and H4 will show that the decision 
environment impacts the success level of BI. In other words, the types of decisions made in an organization and how 
information to aid in making these decisions is processed are important factors to consider while assessing BI success. Based 
on this information, it can be suggested that organizations should choose the best BI application for their own decision 
environments and based on the capabilities the BI offers. 
If we cannot find support for H1 and H2, it could show that the specific BI capabilities studied in this dissertation are not 
significant factors impacting the BI success. One response would be to conduct further research to examine a different set of 
BI capabilities. It also could show that BI capabilities alone are not sufficient to impact BI success. Indeed H3 and H4 
suggest that their impact on BI success must be considered in light of the decision environment. If the hypotheses H3 and H4 
are not supported, then one possible explanation is that the decision environment does not impact BI success. This could 
indicate that the level of BI success is independent of the types of decisions made in the organization and information 
processing needs of the decision maker. It could also be because the match or fit between the decision environment and the 
decisions the BI supports is the moderator rather than the decision environment itself.  Although the literature is replete with 
work that examines fit, the theoretical bases for this research suggests that it is appropriate to examine the decision 
environment rather than the fit. Therefore, if H3 and H4 are not supported, future research could examine other 
organizational characteristics that could differentiate a successful BI implementation from an unsuccessful one. 
Future research may also expand the proposed research model to include other moderators, such as the amount of uncertainty 
and equivocality (Tushman and Nadler, 1978) in the environment of the decision maker. Organizational structure can also be 
examined as a potential moderator, to see how it interacts with BI capabilities and BI success. Another future research topic 
may focus on BI implementation success as a mediator between BI capabilities and overall BI success. 
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