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1. INTRODUCTION 
In this paper an abstract differential equation of hyperbolic type with a 
weak, nonlinear damping term is studied. The equation possesses a natural 
Liapunov functional, namely the energy functional for the associated 
undamped equation, but no a priori estimates for the energy decay are 
available. It turns out that for every solution of the equation the energy 
converges to zero as t 4 co, but the decay can be arbitrarily slow. 
The abovementioned equation arises from the study of stabilizability for 
the bilinear control problem 
ii+Au+p(t)Bu=O. WI 
Here A is a densely defined, positive, linear, selfadjoint operator on a 
separable Hilbert space H with scalar product ( , ) and B is a linear 
operator from D(A’L2) into H. We shall assume that A -’ is everywhere 
defined and compact and that BA - ‘j2: H-r H is bounded. Our aim is to 
choose p(t) in such a way that solutions of (1.1) converge to zero (in 
an appropriate sense) as t --+ co. An obvious choice is p(t) = (Bu( z), C(t)), 
since then, formally, the energy E(u(l))=5(11A1”~(f)1)‘+ ll~2(t)l1~) is non- 
increasing. We are therefore led to study the autonomous equation 
ii + Au + (Bu, ti)Bu = 0, WI 
which is the equation referred to above. 
The main result of this paper (Theorem 3.1) shows that, under certain 
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additional conditions on A and B, every solution u of (1.2) satisfies 
E(u(t)) -P 0 as t + co, or, equivalently, that {u(t), ti( t)) + (0, 0} (strongly) 
in D(A”*) x H, where D(A”*) is equipped with the norm llullA = lIA”*u(l. 
Specifically we shall require that the eigenvalues of A”* satisfy a separation 
condition and that the eigenvectors of A are simultaneously eigenvectors of 
B. The result applies in particular to the one-dimensional wave equation 
u,t - %x +p(t)u =o, x E (0, L), (1.3) 
u = 0, x=0, L, (1.4) 
and to the beam equation 
u,t + ~,,xx+P(t)~xx = 09 
with hinged boundary conditions 
x E (0, L), (1.5) 
U=U,,- - 0, x = 0, L. (1.6) 
The asymptotic behaviour of solutions of (1.1 ), (1.2) has been studied by 
Jurdjevic and Quinn [7] and Slemrod [ 131 if H is finite dimensional and 
by Ball and Slemrod [3, 41 for infinite dimensional H. The latter authors 
considered the o-limit set associated with (1.2) with respect to the weak 
topology of D(A’/*) x H, and by exploiting its invariance properties they 
showed that (u(t), C(t)} - {O,O} weakly in D(A”*)x H as t+ 00, 
provided certain nondegeneracy conditions are satisfied by the eigenvalues 
of A’/*. They raised the question whether or not strong convergence holds, 
and the present paper provides a partial answer, unfortunately under 
hypotheses much stronger than theirs. It would be interesting to have an 
example in which weak but not strong convergence holds but as yet none 
seems to be known. 
To illustrate the significance of the difference between weak and strong 
convergence let us choose a basis { @,} of H, consisting of eigenvectors of 
A li2 with corresponding eigenvalues II, and let us write u = C,, unan. The 
quantities Z,(t)= i(AfJu,(t)l’+ lzi,(t)l*) are constants for the unperturbed 
equation (i.e., B - 0) and may be regarded as the energies in the different 
oscillation modes. Weak convergence to zero of {u, ti} in D(A”*) x H is 
equivalent to the statement hat E(u(t)) =C, Z,(t) remains bounded and 
that Z,(t) + 0 for all n, whereas strong convergence holds if and only if 
E(u(t)) + 0. If weak but not strong convergence holds, energy therefore has 
to be transported into increasingly faster oscillations. It appears that the 
question as to whether or not such can occur should be of interest in situa- 
tions more general than the one considered here. 
It was pointed out in [4] that many of the usual techniques for studying 
asymptotic behaviour, such as the use of linearization, center manifolds 
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or contraction semigroups, are inapplicable to (1.2). Another method of 
establishing strong convergence is to prove that the total energy E = C, Z, 
satisfies an appropriate difference (or differential) inequality. Such an 
inequality can, however, not hold in general for solutions of (1.2) as it 
would imply a uniform decay rate for the energy, whereas Theorem 4.1 
asserts that the decay can be arbitrarily slow. The main idea of our proof 
is to derive a difference inequality, and subsequently a decay estimate, for 
each individual I,,. To do so, we study the infinite system of ordinary dif- 
ferential equations for the coefficients U, (or rather z, = ;I,,u, + iti,) which 
is equivalent to (1.2). We use a result from the theory of nonharmonic 
Fourier series, due to Ingham [6] (see Russell [lo, 123 for applications of 
that theory to linear control problems). 
The paper is divided into live sections. In Section 2 the system of 
ordinary differential equations for the coefficients z, is derived. The main 
result, Theorem 3.1, is stated and proved in Section 3. In Section 4 we 
show that in general energy may decay arbitrarily slowly whereas for 
sufficiently smooth initial data algebraic decay holds. The last section is 
devoted to applications to partial differential equations. 
2. ABSTRACT HYPERBOLIC EQUATIONS 
Let A be a densely defined positive selfadjoint operator on a separable 
Hilbert space H. Assume that A -’ is everywhere defined and compact. Let 
H, = D(A’/*). H, becomes a Hilbert space under the inner product 
(x, Y)~ = (A1j2x, A’/*y). Furthermore let B: H, -+ H be a bounded linear 
operator. Consider the equation 
ii+Au+p(t)Bu=O, (2.1) 
where p(t) is a control function. The problem is to determine p(t) in such 
a way that all solutions of (2.1) decay to zero (in an appropriate sense) as 
t + co. An obvious choice is 
At) = W(t)> a(t)) (2.2) 
since then, formally, 
E(u(t)) - E(u(0)) = j; - (Bu(s), Ii(s))* ds do, (2.3) 
where E(u) = i(Ilull: + Illill’) is the natural energy associated with the 
unperturbed equation ii + Au = 0. 
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In fact, the initial value problem 
ii+Au+(Bu,ti)Bu=O (2.4) 
40) = uo, $0) = 241, (2.5) 
where uo~l)(Ail’), u1 EH, has a unique global (weak) solution and (2.3) 
holds, The proof can be found in [3, 41. 
To proceed, we rewrite (2.4) (2.5) as a first order complex evolution 
equation, following [2]. Let X = HO iH be the complexified Hilbert space 
with inner product deiined by 
for x1, x2, yr, y2 E H. The map $: D(A ‘I’) x H + X defined by 
J/(241) u2) = A”*ul + iu2 
is an isometry. Let z = A’j2u + it& then (2.4), (2.5) become 
i = dz + f(z), (2.6) 
zfO)=z,, (2.7) 
where z,, = A ii%, + &i, where & = - iA’/’ (regarded as a complex linear 
operator) and where f(z) = - i&4 -I’* Re z (BA A’/2 Re z, Im z). The 
abovementioned existence result yields the existence of a weak solution of 
(2.6), (2.7) or, equivalently (cf. Cl]), the existence of a function 
z E C”[ [0, co), .X] which satisfies the variation of constants formula 
5 
f 
z(t) = edtic + edf e--“‘“f(z(s)) ds, (2.8) 
0 
where e&’ denotes the semigroup of isometries generated by d. To 
eliminate the un~rturbed solution edrzg we define y by 
y(t)=e--3(f) (2.9) 
and (2.8) becomes 
y(t) = y(0) + J: eed”f(e”“y(.s)) ds. (2.10) 
Note that y E C’[[O, co), &?I, since the integrand is continuous. 
Since A-l is compact, A has a countable set of (real) orthonormal eigen- 
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functions {b,,} which forms a basis of H and hence of SF = H @ iH. We will 
always assume that 
all eigenvalues II: of A are simple, WI 
B is diagonal with respect to A, i.e., Bq5, = b,b,,, U32) 
b, # 0 for all n. (H3) 
Let iv,} be the (complex) coefficients of y with respect to the basis {d,}, 
i.e., 
Y’C YA. 
The map 2 + I,, y H { y, > is an isometry and thus 
W)=;(llAL’242+ lM2)=; ll~ilia=f~ b,12. (2.11) 
n 
We have 
(2.12) 
where 
f(e.“‘y(t)),=p(t) 2 Re e-““y,(t), 
n 
p(t) = (Bu, ti) = (BA-“’ Re e”‘y(t), Im e”“y(t)) 
=i I-..& (e-2”mtyK(f) - $“m’y~(t)). 
m m 
(2.13) 
If we differentiate (2.10) it follows that 
or, in full, 
bn 
3, = K P(t)(Y” + e2’““5-), (2.14) 
pn=i+h, 
2 m 2iA, 2ill, (e-2iim’yK - e 
‘I”mfj7)( y, + e2’9-). (2.15) 
Equation (2.3) which describes the energy dissipation becomes 
1 Iv&)12-~ Ivn(OM2= -+*(W. 
n n 
(2.16) 
Observe that all terms on the right hand side of (2.15) carry an oscillating 
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coefficient, except for the term - $$;*[y,J* y,. Keeping only this term we 
are lead to a system of decoupfed ordinary differential equations whose 
solutions decay monotonically to zero. The results of this paper are in fact 
based on the idea that the solution of the full system (2.15) is close to the 
solution of the decoupled one. 
3. AN ABSTRACT STRONG CONVERGENCE THEOREM 
Consider the feedback-control equation 
ii+Au+(Bu,ti)Bu=O, (3.1) 
40) = uo, C(O) = 241) (3.2) 
where (u,, u1 } E D(A I’*) x H and where A and B satisfy the assumptions 
stated in the previous section. In particular, let (Hl t(H3) hold. The main 
result of this section is 
THEOREM 3.1. Let A,, > 0 be the eigenvalues of A’j2, and let I, < A,,+ 1. 
Assume that inf, I,, 1 - 1, > 0. Then (3.1) (3.2) possess a unique weak 
solution and 
(4th W) + p&o> (strongly) in D(A”*) x H. 
If, furthermore, {uo, u,} E D(A’+l’*) x D(A’), r > 0, then strong convergence 
holds in D(A’+“*) x D(A’), where D(A’) is endowed with the norm 
ll4r = IlA’~ll. 
Theorem 3.1 is a direct consequence of the following decay estimate. 
LEMMA 3.2. Let the assumptions of Theorem 3.1 hold. Then we have, 
with the notation of the previous section, 
Ivn(t)12 GCl~n(O)l* (1 + ~~,*~~ly,(0)1* t)-‘3 (3.3) 
for all t 20, where 6 > 0 and C depend only on the gap 
d= min(inf, A,, 1 - ;I,, 212,) between the eigenvalues and on the initial 
energy Eo= ~(lIA1’*u0112 + lIu1112) = i C,, I y,(O)l*. If, furthermore, E, is 
sufficiently small we have 
lyn(t)l*~CIy,(O)l* (1 +~~;*b;lyJO)l* t)-‘. (3.4) 
Remark. The quantities I,, introduced in the Introduction as the 
energy in the nth oscillation mode, are given by In(t) = 41 y,( t)l 2 (cf. (2.11)). 
56 STEFAN Mi.iLLER 
Proof of Theorem 3.1. Existence follows from [3, 41 as mentioned in 
Section 2. By (2.11) and Lemma 3.2 we have 
lIA”*4~)/1*+ IMt)ll’= 1 IY”(~)l*+ 1 IVn(t)l’ 
” s no ” > ng 
=s c I.JL(~)l*+C c I.Yn(0)12. 
n < no n > ng 
Furthermore Lemma 3.2 implies y,(t) -+ 0 as t --P co for every n, and hence 
lim sup IIA’/*u(~)I(* + Ilti(t)ll* d C 1 Iy,(0)j2. 
r-a n > “0 
The result for r = 0 follows by letting n, -+ 00. For general Y > 0 observe 
that 
Il4N~+ l/2 + IIw)lrf=~mJL12. (3.5) 
n 
To see this let U”=A’u, Z=A’/*ii+ib, j=e-““5=x, T,q5,. As in (2.11) we 
have 
ll4,2+ I,2 + lltill,2= lJA”*i-i(12+ IlBll = (lq*= llpll*=C 1j,/*, 
n 
but jJ = A’y, and hence 7, = nry,, which gives (3.5). Now we use Lemma 
3.2 as above to obtain 
ll4~)119+ ,,2 + IIWIIS < 1 AtI y,(t)12 + c c A:ly,(o)l*. 
n c no n > ng 
Letting first t + cc and then n, + co we see that the left hand side 
converges to zero as t + co whenever C, ~4’l~,(O)l* = Il~(O)ll~+ 1,2+ 
Il4wl,2 < co. 
Proof of Lemma 3.2. The strategy of the proof is to derive suitable 
difference inequalities for I y,(t)/* (see (3.18), (3.19) and (3.23), (3.24)) from 
which the desired conclusion follows by an easy algebraic calculation (see 
Lemma 3.4). To derive these inequalities we exploit the fact, mentioned 
at the end of Section 2, that the infinite system of ordinary differential 
equations for the y, can be written as a diagonal (i.e., decoupled) system 
plus terms with oscillating coefficients. Integrating the equations over a 
sufhciently long interval (t, t + T) will allow us to control the nondiagonal 
contributions. 
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First step (difference inequalities). Fix a time t>O and let T>O be a 
constant, to be specified later, such that 
s oT Ip(t+s)l dsdC,=max{2(7&‘+ 1)1/2EA’2, l}, (3.6) 
where E, denotes the initial energy and d is the gap between the eigen- 
values of A “‘, d = min(inf,, I, + , -I,, 22,). From (2.14) we obtain 
f ly,l*=2 Re y,i% 
= -2p(t)Re $(ly,12+e-2”nr~~) (3.7) 
n 
or 
= Re( T, + T,). (3.8) 
Note that 
b I I -I! <c &I (3.9) 
since by assumption B: D(A’12) + H is bounded. Therefore (3.7) implies 
that (d/dt)l Y,J 2 d Clp(t)j I y,( 2. In view of (3.6) we obtain by Gronwall’s 
inequality that I y,( t + s)l* 6 C( y,( t)l 2, provided 0 < s < T. Running (3.7) 
backward in time it also follows that I yn(t)12 < Cl y,(t + s)\’ and hence 
sup lYn(t+J)l =&fT, Iy,(t+s)l 
SE[O, T] 
(3.10) 
which in particular implies 
c-‘ly,(t)l G ly,(f+s)l bCmin(ly,(t)l, ly,(t+ T)l) 
for all SE [0, T]. 
(3.11) 
Here and in the following we denote by C all positive constants which 
depend only on the gap d and the initial energy E,. Integration of (3.8) 
yields 
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and using integration by parts we obtain 
1 I’ 
0 
rb b +- -El!? 1 
40 m A., A., 2i(l” - A,) 
e2i(i,-i-,)(r+s) 
d-2 xds(~,(t+s)4’~(r$s))ds=T~+T~+T~. (3.13) 
Here x’ denotes that the term with WI = n is not included in the sum. Note 
that termwise integration by parts is justified since all sums converge 
absolutely and uniformty for s E [O; T] (for T, cf. below). From (3.13) and 
(3.11) it follows that 
b, 2 -CT h /Yn(t+T)/4<Re T,G -Cm’T i I lu,(~)l”. (3.14) ?I 
Furthermore we have CL (A., - A,)-* < C, since A,?, 1 - A, 3 d. Thus 
(3.15) 
and hence, applying (3.91, { 3.1 1x (3.13), (3.15), 
From Eq. (2.14) for 3, we see that 
(3.16) 
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and in view of (3.9), (3.15), (3.1 l), and (3.6) we conclude that 
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(3.17) 
Similar reasoning applies to I[,’ T,(t+s) &I and combining (3.12), (3.13), 
(3.14), (3.16), and (3.17) we obtain 
and 
l.Yn(t+ m2- lY,W12>, 
(3.18) 
(3.19) 
These inequalities hold whenever t, T satisfy (3.6). We would like to iterate 
them for successive time intervals. To this end we need an estimate on the 
last member in (3.18), (3.19). 
Second srep (estimate for C,,, lb,j2 I&,,[ -2 Iv,l”). We use the following 
lemma which will be proved at the end of this section. Tt essentially relies 
on the gap condition for the ;I, and on a result for nonharmonic Fourier 
series. Recall that d= min(inf, &+ I - A,, 22,). 
LEMMA 3.3. For all T 2 nd- ’ + 1 and all t 3 0 we have 
!y,~t~+s)14d~~C~=pZ(t+S)d~. (3.20) 
0 
We now make a particular choice for T in (3.18) and (3.19). Choose T 
such that 
where C o = max( 1,2(xd-’ + 1)1’2 E$“iZf. Such a choice for T is always 
possible, since otherwise l? Ip(l + s)l ds < Co/2 and (3.18) would hold for 
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all T> 0, a contradiction. Note that the last term in (3.18) is finite since 
C, lv,(t)l”<(& [~~(t)(*)~<Ei. We have, by the identity (2.16) for the 
energy dissipation, 
112 
Ip(r+s)l ds< T”* < T’/*E;l*. (3.22) 
hence T> nd-’ + 1 so that Lemma 3.3 applies. Combining (3.11) with 
that (3.20) we see I 
where we used (3.22) in the last step. From (3.18), (3.19) we obtain 
ly,(t+ T)l*- ly,(f)126 -~~,2~,*W&)14 
+c JoTP2(fiW 
I 1 
IY,(~)l’ (3.23) 
and 
ly,(r+ T)l*- Iyn(r)12> -8bb,*A,*Tly,(t+ T)14 
-c JoTP’(r+sw~ 
1 1 
lvn(t)12. (3.24) 
Third step (iteration). We now iterate (3.23), (3.24) on successive time 
intervals. Fix T 2 0. Assume first that si [p(s)1 ds > Co and choose r,, 
0 = to < r, < . . . < rj = r, such that 
s 
fr+ 1
co/2 d IP( ds 6 Co. 
1, 
Then (3.23), (3.24) hold with r = ri, T= T,= ri+ 1 - ri. If we set 
4= bnk)12~ s 
I, + 1 
ri = P*(S) 4 
1, 
ENERGY DECAY IN BILINEAR CONTROL PROBLEMS 61 
it follows that 
ai+1 - ai$ - 6bz1;2Tiaf + Cr,a, 
ai+1 - a, 2 - 8b,2J.n-ZTia~, 1 - Criai, 
and C{;d 0, < C J; p2(s) ds = GE,. From Lemma 3.4 below we see that, 
after a possible adjustment of 6 and 8, 
C-‘a,(l+~bf~;~2~)-1 <aj<Ca,(l +6bz1;2a,z)-‘, (3.25) 
where the lower bound holds if CE, < $, Lemma 3.2 follows (with t 
replaced by 7) under the additional assumption J;t Ip( ds> C,. 
If j;, Ip(s)l ds Q co, (3.18), (3.19) hold with t=O, T=z. Setting 
ao= ly,(0)12, a, = IyAz)12, ho= C(E, b2,d,21y(0)14)1’2~CE0, and 
applying Lemma 3.4 with j= 1 we see that (3.25) holds again, with j = 1. 
This finishes the proof of Lemma 3.2. 
LEMMA 3.4. Let jfz N and let ai, Ti, i = 0, 1, . . . . j, be positive numbers 
such that for i < j - 1 
Uj+ 1 - ai G - yITiaj! + hjai, (3.26) 
where q > 0. Let H= c{:d /hJ. Then 
aj<eeHao(l+g,aotj)-i, (3.27) 
where tj=x{z,’ Ti, ~l=(l+h)-‘~, h==max(Ihil, O<i,<j-1). If, instead 
of (3.26), we have 
ait - ai >, - qTiaf+, - hiai, (3.28) 
and ~~fur~bermore h d $ then 
aj2 eszHao( 1 + qa,ti)-l. 
Remark. Similar difference inequalities have been considered in [ 11, 91. 
Proof: Let a, = Aj nil\ (1 + ih,J). From (3.26) we see that 
and hence 
O<A i+I< -g,T&+Aj, 
A,~‘,-A;l~AA;‘(l-~,T~Ai)-‘-A;‘~Z~Ti. 
62 STEFAN MijLLER 
If we sum the last inequality over i we see that A, < a,( 1 + n, aOti)-r, and 
(3.27) follows since ln(ni:,’ (1 + l/z,/)) <C’,-’ Ihi/ = H. 
The proof of the lower bound is similar. Letting ai = Ai nip;=“, (1 - /hkl) 
we obtain Aj+ I & -qT,Af+, +A,, and thus 
A,‘>(1 +~T,A,+,)-‘A[& 
and finally 
since by assumption ai> 0 and hence Ai> 0. The lower bound now follows 
in the same way as the upper bound if we take into account that 
ln(l-x)2 -2x, for O<x<$ 
Proof of Lemma 3.3. We first prove the assertion under the additional 
hypothesis T< 2(71&l + 1). Let 
Po(l,s)=;c& 
{e-2i~,(r+s)y~(f)__e2’“m(‘+s)~(t)}, 
m m 
The function p0 may be regarded as (BE(S), C(s)), where u is the solution of 
the un~rturbed equation ii + Au = 0 with initial data A”*u(O) + it;(O) = 
z(t) = e”‘y(t). Let us write ~,,(t, s) = C,,, a,e2’““” + aPme2i’-ns, where 
A-,,= -,I,,, and where a,=~=((6,/4M,)ezUmy?;l. Since T>ndpl.+ 1, 
we have by a result of Ingham on nonharmonic Fourier series [6, 
Theorem 11, 
a:e (3.29) 
where we used (3.11) in the last step. From (2.13), (2.14), and (3.9) we see 
that, for s < T, 
dC I oTl~(r+~)l dt 
112 
GC p2( d + T) dz 
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The last constant still depends only on d and the initial energy E0 since we 
have assumed T < 2 (7cd- ’ + 1). 
Integration of the inequality pi d 2p2 f 2(p -pO)* yields 
STp~(t,s)dsCC!TTp?(t+s)dr, 
0 0 
and the assertion follows under the additional restriction T< 2(7cd-’ + 1). 
For a general T write T=c Ti, with nd-‘+ 1 Q T,<~(T&’ + l), set 
to=4 ti+1 = ti+ Ti, apply (3.20) for tj and T,, and sum the resulting 
inequalities. The assertion follows. 
4. DECAY ESTIMATES 
Recalling that the energy E(u(t)) is given by ~(ljA1’*~(t)lj2-t- /ti(t)]12)= 
4 z:, /y,(t)12 we see from Lemma 3.2 that Emus can decay at most 
algebraically as t + co. Even worse, it turns out that E(u(t)) may decay 
arbitrarily slow; i.e., for any given positive and continuous function g there 
exist initial data such that E(u(t)) does not decay faster than g. If the initial 
data are bounded in higher norms we obtain algebraic decay, at least if 
ib,A; ’ 1 is bounded from below. The decay exponent obtained is optimal 
provided I, -n”. The results can be summarized as follows. 
THEOREM 4.1. Let the assumptions of Theorem 3.1 be satisfied. Then the 
following holds: 
(i) Let g: [IO; co] + (0, co) be continuous with g(t) --+O us t-+ a3. 
Then there exists a solution u of (3.1):. (3.2) such that E(u( t)) 2 Cg( t) for all 
s~ffi~~entIy large t. 
(ii) Assume that I, 3 cny, c > 0, y & 1 and that Ib,A; ‘1 2 c > 0, for all 
n~fV. Zf ~~A’“+“‘*u(O)~~*+ llA”‘2ti(0)j(2 ’ IS *finite for some M > 0 then every 
solution of (3.1), (3.2) satisfies E( u( t)) 6 Ct -“/(l+ “I, where CI’ = 2q. 
(iii ) If An d Cn’, y > 1, for ali n E N then for any j? > CI’ = 2ay there 
exists a so~uiion u of (3.1), (3.2) such that ~~A(~+i)‘zu(t)~~2+ jlA”‘21;r(t)~~2 is 
bounded for t = 0 (and hence uniformly for all t) and E(u( t)) > Ct -fi/(’ + 8). 
Remark. The assumption Ib,i; ’ I 2 c > 0 can be weakened, see 
Corollary 4.3. 
The proof of part (if relies on the following lemma which will be proved 
at the end of this section. 
LEMMA 4.2. Let g: [O; a) -+ (0, 00) be a continuous, strictly decreasing 
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function with lim, _ oc g(t) = 0. Assume that g(t) 2 (1 + t)-’ and that the 
inverse function g -’ is locally lipschitz. Then the dtfferential equation 
d’(t)= - _ 
1 
g ‘(4t))’ 
t>o, O<R(O)<sup g(o),; ) 
i > 
(4.1) 
has a global positive solution, decreasing to zero as t + co. Furthermore 
A(t + 1) > e-*&(t), and -R’(t) is a decreasing function. 
Let a, = -A’(n). Then C,, a,, ,< R(0) and C, a,(1 + a,t)-’ 2 Cg(t), for all 
sufficiently large t. 
Proof of Theorem 4.1. In virtue of Lemma 3.2 it is clear that it suffices 
to prove the estimate for f(t) = C, a,(1 + a, t)-’ instead of E(u(t)), where 
4 = I Y,(O)1 *. 
Assertion (i) is a direct consequence of the previous proposition if g 
satisfies the assumptions there stated (h(0) being chosen sufficiently small 
so that (3.4) of Lemma 3.2 applies). Otherwise replace g first by g, where 
g(t)=max(g(t), (1 + t)-‘). Define g(t)=@(t) sup,>, g(r). Here 4 is a 
smooth function, 1 d $ d 2, 4’ < 0. Clearly g is decreasing to zero. 
Furthermore we have, for tl < t2 G T Nl) -S2) 2 MtJ - 4(f2)) 
sup(g(z)l r > t2} 2 C(t,, t,)lt, - t,l, hence the inverse function gP’ is 
locally lipschitz, and g satisfies the assumptions in Lemma 4.2. Since g 2 g, 
(i) follows for general g. 
For the proof of (ii) first recall from (3.5) that ~JA’“+“‘*u(0)~J2+ 
lIA”‘*li(0))l*=CnlZ~ly,(O)l*~CCn=’a,. Define the function a by a(x) = a, 
if n<x<n+ 1. We have 
~a,(l+a,t)-‘=~I?$x)(l+a(x)t)-ldx. 
n 
Let p=(l +a’))‘, z=t-@x. Then 
f 
tP 
a(~)(1 +a(x)t)-1 dx 
1 
f 
I 
= a(t@z)(l +a(Yz)t)-‘t@dz 
r-p 
1 
<p-l 
s ta(Pz)(l + ta(Pz))-‘dz< to-‘, 0 
and 
f 
m 
a(x) dx d 
rp f 
m 
xa’xa’a(x) dxd t-=‘” 1 (n + l)*’ a, 
P n 
< Ct ~ a’p. 
NOW a’~ = 1 - ,U = a’/( 1 + cr’) and (ii) follows. 
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To prove (iii) set a, = En --.(l+@), fi>ct’, E>O. Then 
Ca,(l+a,t)-l=:C(&-lnl+B+t)-l 
?2 n 
Here p = (1 -i-/S)-’ and we used the substitution z= I-%. Now 
/A (a+ 1)‘2u(o)112 + llA”‘2ti(0)(12 = c, &a, < co and, furthermore, E(0) = 
C,, a,, G CE, hence Lemma 3.2 applies for sufficiently small E. Assertion (iii) 
follows. 
Proof of Lemma 4.2. It is well known that (4.1) has a solution on a 
maximal time interval (0, T). Assume T< co. Then we must have R(t) -+ 0 
as t P T. By assumption, g(t)>, (1 + I)-‘, and hence g-‘(z)> z-’ - 1 and 
- {g-‘(z)} -.‘I 2 -z/( 1 -2). Therefore h’(t) & -2/z(t), for t < T, since 
Is(t) < S%(O) < $ and it follows that R(t) 2 em2’R(0) b ee2’&(0), for t < T, a 
contradiction. By the same argument, A s 0, and A is obviously decreasing. 
Since g is decreasing, so is z -+ - {g-‘(z)) --I, hence 1’ is increasing. if 
&=lim,,, R(t) was strictly positive, R’ would be bounded from above by 
a negative number, a contradiction, since A > 0. We have C, a, g 
1; - tF( t) dt = A(O), since -4’ is decreasing. To prove the lower bound for 
x:,a,(l +a,t)-’ fix t>af’. Let v be the largest integer such that 
-~“(v)=a,~ t-‘. Then by (4.1), gg’(A(v))< r, hence A(v)&g(t). We have 
Ca,(lfa.l)-‘%i 
rl 
c an>:/” -R’(z)dt 
n>v+l v+l 
1 A(v-b 1) 
+s+ I)>-- 
2 4v) 
For the one-dimensional wave equation (1.3), (1.4) the assumption 
16,1;‘la c ~0 is not satisfied. We have only b$ly2> cnm2 (see next 
section). In this case the following generalization of Theorem 4.1 applies. 
tk3RoLlARY 4.3. Let the assumptions of Theorem 3.1 hold. Assume 
fhat A, 2 UP, y&l, c>O, and that bi1r2>c/, 620, c>O, If 
~~A(a+‘~‘2~(0)~~z+ ~~A~~‘~(O)~~’ is finite for some CL > 0 then E(u(t)) 4 
Ct pa’/(l + OL’ +‘1, where a’ =L: 2~. 
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The proof is similar to the one for Theorem 4.l(ii) if we use the substitu- 
tion z = t-“x, p = (1 + a’ + 6)-r. If A,, < Cn’ the decay exponent is optimal 
as can be seen from the example a, = nPcl +8), /I > a’. 
5. APPLICATIONS 
EXAMPLE 5.1. Wave equation. Let Q = (0, L) and consider the equation 
UIf - uxx +p(t)u=O, XEQ, (5.1) 
u( t, 0) = u( t, L) = 0. (5.2) 
THEOREM 5.2. Let p(t) = J,$ uu, dx. Then for all initial data 
{u(O), u,(O)} E X= HA(Q) x L2(Q), (5.1), (5.2) possess a unique weak 
solution and {u, ti > + { 0, 0} in X. 
Proof Set A = - d2/dx2, B = Id, H= L2(Q), D(A) = HA(Q) n H2(Q), 
D(A”2)= HA(Q). The eigenvalues Ai of A are given by AZ =z~L-~~~. 
Furthermore b, E 1, hence Theorem 3.1 applies. 
Remark. Theorem 5.2 holds also if we replace X by D(A”+ ‘12) x D(A”), 
s > 0. D(A”) turns out to be a Sobolev space of fractional order (cf. [8]). 
Specifically we have (cf. [S, Ch. 1, Def. 2.1; 5, Theorem 8.11) D(A”)-= H2” 
if O<s<$ D(A”)= ( u~H’~lu=O on XJ} if a<s< 1. 
EXAMPLE 5.3. Beam equation with hinged boundary conditions. 
Consider the equation 
urt + ~x.rx.r + P(f)UXX = 09 XEQ (5.3) 
4L x) = %Jt, xl = 0, x=0, L. (5.4) 
THEOREM 5.4. Let p(t) = jt u,,u, dx. Then, for all initial data 
{u(O), C(O)} E X= H’(Q) n H;(Q) x L’(Q), (5.3), (5.4) possess a unique 
weak solution and {u, zi} + (0, O> in X. 
Proof Set A = d4/dx4, B = d2/dx2, H= L’(Q), D(A) = {u E H4(Q), u, 
u,, E HA(Q)}, D(A’j2) = HA(Q) n H2(Q). We have 4, = C,,L sin(nnL-lx), 
Ai = 7t4Le4n4, b, = z2Le2n2. Hence Theorem 3.1 applies. 
Remark. If {uO, u,} E D(A r + I/‘) x D(A’), r > 0, we obtain convergence 
in higher Sobolev norms. In particular, by setting r = f, we see that strong 
solutions of (5.3) (5.4) converge to zero in the norm of H4(Q) x H’(Q). 
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