We first consider a single-server queue that serves a tagged MMPP-2 stream and a background MMPP-2 stream in a FIFO manner. The service time is exponentially distributed. For this queueing system, we obtain the CDF of the tagged inter-departure time, from which we can calculate the jitter, defined as a percentile of the inter-departure time. The formulation is exact, but the solution is obtained numerically, which introduces an error that has been found to be negligible. Subsequently, we consider a tandem queueing network consisting of N which is traversed by the MMPP-2 tagged stream, and where each queue also serves a local MMPP-2 background stream.For this queueing network, we obtain an upper bound of the CDF of the inter-departure time from the N th queue using a heavy traffic approximation and verify it by simulation.
Introduction
Jitter is a well understood concept, but there is no agreed upon statistic for measuring it. Jitter is typically expressed using either the one-way end-to-end delay of successive packets, or the inter-arrival times of successive packets at the destination. In this paper, we use the latter definition. Specifically, we define jitter as a percentile, such as the 95th percentile, of the inter-arrival time of packets belonging to the same stream at the destination.
We first analyze a single server queue with two different arrival streams, a tagged arrival stream and a background arrival stream. Both streams follow a two-state Markov Modulated Poisson Process (MMPP-2) with different parameters. The service time is exponentially distributed and customers are served in a FIFO manner. For this queueing system, we obtain the cumulative distribution function (CDF) of the inter-departure time of the tagged process. For this, we use a series of absorbing Markov processes which are solved numerically. The formulation of the solution is exact, but the numerical results have a precision error since we truncate the Markov processes. However, we show that this error is negligible.
Subsequently, we consider a tandem queueing network consisting of N singleserver queues linked in tandem. The tagged arrival process to the first queue traverses the tandem queueing network and eventually departs from the N th queue. In addition to the tagged stream, each queue serves an independent MMPP-2 background stream, which leaves the queueing network upon departure from the queue. For this queueing network, we obtain a heavy traffic approximation of the CDF of the tagged inter-departure time from the N th queue. Through extensive simulations we show that this approximation is an upper bound with some exceptions.
The problem of characterizing the departure process of a single class of customers in a multi-class queue arises in the analysis of non product-form queueing networks and more recently in the characterization of the jitter of a traffic flow. The exact Laplace transform of the class-dependent inter-departure time distribution in a multi-class queue, where each arrival process is Poisson and the service time has a class-dependent general distribution was obtained by Stanford and Fischer (1989) . Dasu (1998) considered a two-class single server queueing system where the tagged arrival process is a generalized phase process Bitran and Dasu (1993) , the background arrival process is Poisson, and the service time follows a phase-type distribution. For this model, he obtained a closed-form expression of the Laplace transform of the inter-departure time of the tagged traffic. This is a very complex expression even in the case where the tagged inter-arrival time follows an Erlang distribution and the service time is exponentially distributed. For this case, he obtained the second moment by numerical differentiation of the Laplace transform. Several approximations have also been reported under a variety of assumptions. Whitt (1983) developed two moment approximations of the departure process of a single class of customers in a multi-class GI/G/m queue. In Kumaran et al. (2005) , the tagged and the background arrival processes were assumed to be matrix exponential (ME), and the service time distribution was also an ME. The authors obtained an approximation for the tagged departure process. In Mitchell et al. (2000) , an approximation of the tagged departure process was also obtained for heavy and light traffic under similar assumptions as the previous paper. The above references are for continuous-time models. In addition, the problem of determining the jitter has been also considered in the discrete-time domain for ATM networks, see for instance Sohraby and Privalov (1999) .
The solution obtained in this paper can be trivially extended to MMPP-k arrival processes, allowing the model to approximate a wide range of traffic types. Also, to the best of our knowledge, the PDF of the inter-departure time of a tagged arrival stream from a tandem queueing network has not been obtained yet. A possible way to calculate this pdf approximately is by decomposition. That is, the departure process of the tagged stream from the first queue is approximated by an MMPP-2 by matching the first three moments and the lag-1 autocorrelation of the inter-departure time, so that the second queue can also be analyzed as an {MMPP-2, MMPP-2}/M/1 queue. This is repeated until all queues have been analyzed. However, this approach leads to inaccurate results as reported in Anjum et al. (2011) . The paper is organized as follows. In the next section we present the analysis of the {MMPP-2, MMPP-2}/M/1 queue. In Section 3, we present the heavy traffic approximation for a tandem queueing network, and the conclusions are given in Section 4.
The {MMPP-2,MMPP-2}/M/1 Queue
In this section, we study an infinite single-server queue serving two classes of customers in FIFO order. Customers belonging to each class arrive in accordance with an MMPP-2 process. The two processes producing customers of the two classes are independent from each other and together they form the arrival process into the queue. The service times are independent and identically distributed following an exponential distribution with a rate θ, which is the same for both classes.
Let us assume that the tagged MMPP-2 arrival process produces customers at rate λ 1 when in state 1, at rate λ 2 when in state 2; let σ 1 be the rate of transition from state 1 to state 2 and σ 2 vice-versa. Let the background MMPP-2 process have an arrival rate of µ 1 in state 1, µ 2 in state 2; let the rate of transition be τ 1 from state 1 to state 2, and τ 2 in the opposite direction. Figure 1 shows the two possible sequences of the significant queueing events involving the successive arrival of two tagged customers into the queue. Let a i and a i+1 represent the instant of arrival of the first and the second tagged customer during the observed period, respectively. Let the respective queue lengths at these two instants be denoted by N i and N i+1 . Let A i stand for the inter-arrival time, K i the number of background arrivals between these two tagged arrivals, and K i,1 the number of background arrivals between the arrival of the first tagged customer and its respective departure. Let W i be the time from the departure of the first tagged customer until the arrival of the second tagged customer (only relevant if positive). Let D i be the amount of time it takes to serve all the customers that are already in the queue at the moment of arrival of the first tagged customer at a i , and S i the service time of the first tagged customer itself. In a somewhat analogous fashion, let D i+1 stand for a major constituent of the inter-departure time between the (b) Case 2: The second observed tagged arrival (a i+1 ) occurs after the customer that arrived at a i has departed. That is, A i > D i + S i . Note that during the interval marked by W i between the two tagged arrivals, the server may not be operating continuously.
The CDF of the tagged inter-departure time
Figure 1: Order of events with respect to successive arrivals of two tagged customers. Queueing events are shown on three simultaneous timescales marked by capital letters on the left. T marks the timescale belonging to the tagged arrival process, B the timescale of the background arrival process, and S the timescale of the service process. two tagged customers, whose interpretation depends on the circumstances. In case 1 (figure 1a), let D i+1 represent the amount of time it takes to serve all the background customers that have arrived between the two tagged arrivals. Obviously, this is the service time of K i background customers. In case 2 (figure 1b), D i+1 is the time it takes to serve all the background customers that are in the queue at the moment just before the second tagged arrival at a i+1 . Note that at this instant, there can be no tagged customers in the queue, since the last one has already been served at time a i + D i + S i and the next one is just about to arrive. Let S i+1 be the service time of the second tagged arrival at time a i+1 . Finally, let P i be the time that passes between the departure of the two tagged customers arriving at a i and a i+1 . This is the inter-departure time, whose PDF we compute in this work. The computation of P i is broken down into a series of absorbing Markovian processes that are solved sequentially (see figures 2a and 2b for the major computational steps). Our approach to obtaining the PDF of an arbitrary tagged inter-departure time is to take an arbitrary tagged arrival, a i , and observe how long it takes for it to receive service and depart (D i + S i ). Then we observe a second tagged arrival, a i+1 , following the first one, compute the time it takes for it to get served and then derive the PDF of the time between the departure of these two tagged customers. For this, we first need to obtain the queue length distribution (denoted by N i ) as seen by an arbitrary tagged arrival; this is done in section 2.2. We use this queue length distribution in section 2.3 to compute the probability that case 2 occurs, that is, the second tagged customer arrives after the departure of the first one (figure 1b).
Having obtained these two quantities, we proceed to calculate the interdeparture time P i = W i + D i+1 + S i+1 for case 2 (steps of computation shown in figure 2b ), which follows a phase-type distribution, in section 2.7. The cumulative distribution function (CDF) of this phase-type distribution is obtained by analyzing the absorption time of an absorbing Markov process with a single absorbing state. The initial probability distribution of this Markov process is determined by the joint probability distribution of the queue length and the state of the tagged arrival MMPP-2 at the instant of departure, a i + D i + S i , of the first tagged customer. We obtain this in section 2.6.
In case 1, the second tagged customer arrives before the first one departs (steps of computation shown in figure 2a ). In this case, the inter-departure time
, where S i+1 is the service time of the second tagged customer, and D i+1 is the service time of K i background customers that arrived between the tagged arrivals (figure 1a). The distribution of K i is obtained in section 2.4 by modeling the evolution of the system between the two tagged arrivals. From this distribution, we obtain the CDF of the case 1 inter-departure time in section 2.5. We combine the distributions of the case 1 and the case 2 tagged inter-departure times to form the probability distribution of the tagged interdeparture time in section 2.8. Finally, we present a simplified model to represent the behavior of the queue under very high utilizations in section 2.9.
The queue length distribution at a tagged arrival
In our analysis, first, we would like to know the queue length distribution in the queueing system under study, at the moment of a tagged arrival, i.e. an arrival from the tagged MMPP-2 stream. The distribution of the queue length is also influenced by the background process, whose customers are served by the same server as those of the tagged process. Let Σ T and Λ T denote, respectively, the infinitesimal generator matrix and the rate matrix of the tagged process; similarly, let Σ B and Λ B denote, respectively, the infinitesimal generator matrix and the rate matrix of the background process. The matrices are as follows:
The superposition of two MMPP-2 processes is an MMPP-4. Upon merging the two processes presented above, the resulting 4-state process may be described using the following Σ infinitesimal generator matrix and Λ rate matrix Fischer and Meier-Hellstern (1993) :
where ⊕ denotes the Kronecker sum. We will refer to the merger of the tagged and the background MMPP-2 arrival processes as the "combined MMPP-4 arrival process" in the remainder of this work. The queue length distribution at the instant of a tagged arrival was obtained by analyzing the queueing system as an MMPP-4/M/1 queue, using Neuts' matrix geometric method (Stewart, 2009, section 10.6 ). The infinitesimal generator matrix of the whole system is
where Θ = θI 4 is the service rate matrix; I n is the nxn identity matrix. Neuts' matrix geometric method directly computes the time average probabilities of the system being in each of its possible states (see figure 3) ; let π k,m denote the steady-state time average probability that the system is in state (k, m), where k is the number of customers in the system, and m is the state of the combined MMPP-4 arrival process. Let π k = (π k,1 , π k,2 , π k,3 , π k,4 ). Clearly, the time average probability of the queue length being equal to k is q k = π k 1 4 , where 1 i is the i-dimensional column vector of ones. The steady-state vector of the modulating Markov process of the tagged arrival process, see Fischer and Meier-Hellstern (1993) , is
and the corresponding steady-state vector of the background process is
Now, the steady-state vector of the modulating Markov process of the combined 4-state arrival process is
where ⊗ denotes the Kronecker product. Let
be the vector of tagged arrival rates in each state of the combined arrival process, with a superscript T denoting the transpose of a matrix. The probability distribution of the state of the MMPP-4/M/1 queue at the instant of a tagged arrival is
where • denotes the entrywise (Hadamard) product (Golub and Van Loan, 1996 , section 1.1.4). Note that π (a)
k is a 4-dimensional row vector, whose π (a) k,m element gives the probability that a tagged arrival sees k customers in the queue (ahead of itself, including the one being served), and finds the combined MMPP-4 arrival process in state m.
2.3. The probability of two subsequent tagged arrivals conforming to the case 1 (A i < D i + S i ) and the case 2 (A i > D i + S i ) conditions In order to determine the probability of having a case 1 or case 2 tagged arrival on condition that the system was in state (k, m) at the previous tagged arrival, one needs to obtain the absorption probabilities of the absorbing continuoustime Markov process shown in figure 4 . The said Markov process models the evolution of the queue from one tagged arrival until the next, except that it does not take into account background arrivals. This is because in this case, we are only interested in the fate of the customers that are already in the queue at the instant of the first tagged arrival. The process consists of transient states la- beled (k, m), where k is the number of customers in the queue ahead of the first tagged customer, and m is the state of the combined MMPP-4 arrival process. The intial probability distribution is equal to the probability distribution of the state of the system at an arbitrary tagged arrival. We have already computed this in section 2.2. In addition to the transient states, there are two sets of absorbing states as well: {C 1. The customer at the head of the queue finishes service and departs. If k > 0, the departing customer was already in the queue when the first tagged customer arrived, and a transition to state (k − 1, m) occurs. However, if k = 0, then this event marks the departure of the first tagged customer. Since the departure occurred before the arrival of the second tagged customer, the process gets absorbed in C m 2 . 2. The combined MMPP-4 arrival process changes state. From state (k, 1), transitions are possible to states (k, 2) and (k, 3), with rates σ 1 and τ 1 , respectively. From (k, 2), a transition may occur to (k, 1) with rate σ 2 , or to (k, 4) with rate τ 1 . From (k, 3), the process may move to (k, 1) or (k, 4), with rates τ 2 and σ 1 , respectively. Finally, from (k, 4), state changes are possible to (k, 2) with rate τ 2 , and (k, 3) with rate σ 2 . 3. A tagged arrival occurs. This results to an immediate absorption in C m 1 , since it means that the second tagged customer has arrived before the departure of the first.
Let us now enumerate the states of the absorbing Markov process so that the transient states precede the absorbing states. The transition probability matrix of the embedded discrete-time Markov chain may now be written as
whereQ = I + Q∆t is a square matrix andṘ = R∆t is a rectangular matrix. Note that P is the result of discretizing (Stewart, 2009 , section 10.1.1) the infinitesimal generator matrix of the process, whose nonzero submatrices are the Q and R given below:
The columns and rows of the matrix Q, as well as the rows of R correspond to the transient states in the following order: (0, 1), (0, 2), (0, 3), (0, 4), (1, 1), (1, 2), (1, 3), (1, 4), . . ., (k, 1), (k, 2), (k, 3), (k, 4), . . ., ad infinitum. Similarly, the eight columns of the matrix R correspond to the absorbing states in the order C 1 . The off-diagonal elements of Q contain the transition rates between transient states; R contains the rates from transient to absorbing states. Transitions from absorbing states to transient states can not occur, therefore the lower left rectangles of P and the infinitesimal generator matrix are both zero. Also, the system may not leave an absorbing state, so the lower right square of P is equal to the identity matrix I whose order is the number of absorbing states, which is 8 in this particular case. The lower right square of the infinitesimal generator matrix is zero as well. Ω = Θ+Λ * T −Σ, Σ and Θ are the same as in equation 3, and Λ * T = diag(λ * T ), with λ * T being the same as in equation 7. For this particular process, we are seeking to compute the absorption probabilities. For a discrete-time Markov chain, the absorption probability matrix B = [b ij ], where b ij is the probability of getting absorbed in absorbing state j on condition that the process was started in transient state i, is given by B = (I −Q) −1Ṙ (Stewart, 2009, section 9.6) , from which one may easily derive the absorption probabilities in a continuous-time Markov process:
B has the same dimensions as R; the correspondence between its elements and the states of the Markov process is analogous to the correspondence between the elements of R and the states. For the Q and R given in equation 10, B may be expressed in analytical form as
Proof.
Let P (C 1 ) be the probability that a tagged arrival occurs under the case 1 condition (A i < D i + S i ), and P (C 2 ) the probability of it occurring under the case 2 condition (A i > D i + S i ), where P (C 1 ) + P (C 2 ) = 1. The probabilities in question may be expressed as follows in terms of the state of the system at an arbitrary tagged arrival, π 
The probability distribution of the state of the system at the arrival of a tagged customer 1. that departs only after the subsequent arrival of at least one other tagged customer (case 1):
2. that departs before the arrival of the next tagged customer (case 2):
Both formulas give the probability that the system has k customers in it and the combined MMPP-4 arrival process is in state m at the arrival of a tagged customer, whose respective departure conforms to the specified condition. B k,n (m, : ) refers to the mth row of the matrix B k,n , using the well known "colon notation" (Golub and Van Loan, 1996 , section 1.1.8). Figure 5: Markov process used to compute the probability distribution of the number of background arrivals between two successive tagged arrivals in case 1. In order to reduce clutter, transitions between subsets of states {(i, j, 1), (i, j, 2), (i, j, 3), (i, j, 4)}, absorbing states (j, 1), (j, 2), (j, 3), (j, 4) and transitions into them have been omitted from figure 5a and are shown separately in figure 5b.
assumption. The state diagram of the absorbing Markov process by means of which this task may be accomplished is shown in figure 5 . The threedimensional set of transient states consists of states labeled (i, j, k), i ≥ 1, j ≥ 0, and k ∈ {1, 2, 3, 4}. In addition, there are absorbing states labeled as X 1 , X 2 , X 3 , X 4 , (j, 1), (j, 2), (j, 3) and (j, 4), j ≥ 0. i is the number of customers in the queue who have arrived before the first tagged arrival plus one, to include the first tagged arrival itself as well. Therefore, i does not increase during the evolution of the process. The group of customers represented by i is the first to receive service, therefore, each service completion decreases i by one. If and when the last customer belonging to this group (that is, the first tagged customer) receives service, the process gets absorbed in state X k , where k is the state of the combined arrival MMPP-4 at the instant of absorption. In this case, the first tagged customer has received service before the arrival of the second, and the original assumption of A i < D i + S i is not fulfilled; further evolution of the queue is of no interest to us from the perspective of the current computational goal. A customer (tagged or background) may arrive in any transient state; the number of background customers that have arrived since the arrival of the first tagged customer are represented by j. The arrival of a tagged customer will result in immediate absorption from transient state (i, j, k) in absorbing state (j, k).
More formally, from any state (i, j, k), i > 1, j ≥ 0, k ∈ {1, 2, 3, 4}, a transition to state (i − 1, j, k) with rate θ is possible, representing the service completion of a customer. From all states (1, j, k), a transition to state X k with the same rate is possible, representing the service completion of the first tagged customer, which results in absorption. Similarly, from any state (i, j, k), i ≥ 1, j ≥ 0, k ∈ {1, 2, 3, 4}, a transition with rate µ to state (i, j + 1, k) is possible, representing the arrival of a background customer.
As long as the absorbing Markov process is in any of its transient states, the arrival processes may change state or a background customer may arrive. These transitions are shown in figure 5b. From any state (i, j, 1), transitions to transient state (i, j, 2) with rate σ 1 , to transient state (i, j, 3) with rate τ 1 , and to absorbing state (j, 1), with rate λ 1 are possible. From any state (i, j, 2), a transition may occur to state (i, j, 1) with rate σ 2 , to state (i, j, 4) with rate τ 1 , and to state (j, 2) with rate λ 2 . Similarly, from any state (i, j, 3), transitions to (i, j, 1) with rate τ 2 , to (i, j, 4), with rate σ 1 , and to (j, 3), with rate λ 1 are possible; from any state (i, j, 4), a transition to (i, j, 2) with rate τ 2 , to (i, j, 3) with rate σ 2 , and to (j, 4) with rate λ 2 is possible.
The process may be described in the same way as in section 2.3 (see equation 9), except that the Q and R submatrices are as defined below. Let Σ and Θ be the same as in equation 3 and Λ * T the same as in equation 10. Furthermore, let
, and
The components of the infinitesimal generator matrix:
The absorption probability matrix is given by
and, for k > 1,
14 Proof. The block structure of Q and B gives
For any k ≥ 1,
Therefore,
Also,
Finally, for all 0 < n < k,
Since we are seeking to model the behavior of the queue starting from the moment immediately after the first tagged arrival, the initial distribution on the states of this absorbing Markov process is nonzero only for the states (i, 0, k), i ≥ 1, k ∈ {1, 2, 3, 4}. We have given this initial distribution in equation 11. As such, only the first block row of B, which is equal to (B 0 , B 1 , B 2 , B 3 , . . . , B k , . . .), is of practical interest. Let
be the column vector of absorption probabilities in any member of the {X 1 , X 2 , X 3 , X 4 } set of absorbing states. Let U 0,n denote the nth (scalar) element of U 0 . Quite clearly, the (
, gives the probability of getting absorbed in any of the four absorbing states mentioned above, on condition that the process was started in transient state (i, 0, k).
Let us now construct matrix U , which gives the probability distribution of the number of background arrivals before the second tagged arrival if the system is in a certain transient state immediately before the first tagged arrival:
Finally, we have
where κ i is the probability that there are i background arrivals before the second tagged arrival, on condition that the state of the system immediately before the first tagged arrival is the one described by the matrix S C1 is conditioned on the fact that the tagged arrival will not leave the system until at least one other tagged customer arrives.
The tagged inter-departure time under the case 1 (A
Under the case 1 condition (see figure 1a) , the departure of the first tagged customer is followed by the back-to-back service completions of the background customers and finally of the second tagged customer. Since there are no idle periods during this interval, the tagged inter-departure time, P
(1) i , follows a (k + 1, θ)-parametric Erlang distribution, where k is the number of background customers that arrived between the two tagged arrivals, and θ is the service rate. We have computed the probability distribution of k in section 2.4.
Let us denote the cumulative distribution function (CDF) of the (n, α)-parametric Erlang distribution with F E(n,α) (t). If κ i is the probability that there are i background arrivals between two tagged arrivals, then the CDF of the respective tagged inter-departure time is
2.6. The state of the system at a case 2 tagged departure Given the state of the system at the instant a tagged customer A arrives, we can compute the probability distribution of the state of the system immediately after A's departure, assuming that it leaves the system before the next tagged customer arrives, by modeling the behavior of the queue from the instant of A's arrival until the instant of its departure. The number of customers in the queue immediately after the moment of A's departure is equal to the number of background arrivals that occurred between the arrival and departure time instants of A (denoted by K i,1 on figure 1b). It is computed using the absorbing Markov process shown in figure 6. Transient state (i, j, k), i ≥ 1, j ≥ 0, k ∈ {1, 2, 3, 4} represents the condition that there are (i − 1) customers in the queue ahead of the tagged customer A, j background customers have arrived since its arrival, and the combined MMPP-4 arrival process is in state k. Possible transitions include the arrival of a background customer, which results in moving to state (i, j + 1, k) with a rate µ (k+1)/2 , and state changes of the arrival processes as shown in figure 6b. A service completion results in a transition to state (i − 1, j, k), if i > 1, or absorption in state (j, k) if i = 1. The arrival of the second tagged customer means that the original condition, which states that the second tagged customer arrives after the departure of the first, did not hold; this causes absorption in X k (see the λ 1 and λ 2 transitions in figure 6b ).
The process is defined by the following matrices, with Q and R constituting the upper-left and upper-right corner components of the infinitesimal generator matrix, respectively, as in equation 10 (Λ * T , Θ, M , and Ω are the same as in 
Proof. The block structure of Q and B gives
we used this identity in the computation of Z k,0,m . We now have
In analogy to the model that was described in section 2.4, the initial probability distribution is nonzero only for the states (i, 0, k), i ≥ 1, k ∈ {1, 2, 3, 4}. Also, we are only interested in the first block row of B, namely, (B 0 , B 1 , B 2 , B 3 , . . . , B k , . . .).
be the column vector of absorption probabilities in any member of the {X 1 , X 2 , X 3 , X 4 } set. If V 0,n is the nth element of V 0 , V 0,4(i−1)+k gives the probability of getting absorbed in one of the members of this set on condition that the process was started from state (i, 0, k). Let us form matrix V :
, where
Assuming that the state of the system immediately before the arrival of the tagged customer is described by S
C2 (see equation 12), the probability that there will be k customers in the system and the combined arrival MMPP-4 will be in state m right after the moment of departure of the tagged customer, is equal to α k,m , which is an element of the vector α = (α 0 , α 1 , α 2 , . . .) = = S If the second tagged customer arrives after the departure of the first one, then the queue during these two events behaves as a single class queue, where only customers belonging to the background class may arrive or receive service (see figure 1b) . Note that during this interval, there can be no tagged customers in the queue, however, the queue may be empty, resulting in idle periods. Since we need to know the probability distribution of the number of customers in the queue at the moment of arrival of the second customer, the behavior during this interval needs to be accurately represented.
The inter-departure time is the sum of two random variables: 1) the length of the interval between the departure of the first tagged customer and the arrival of the second, and, 2) the time it takes to serve all customers that are in the system right after the instant of arrival of the second tagged customer. Note that the second random variable is dependent on the first. This inter-departure time may be represented by the phase-type distribution defined by the absorbing Markov process shown in figure 7 . The process consists of a set of transient states marked by (i, j), where i ≥ 0 is the number of (background) customers in the queue, and j ∈ {1, 2, 3, 4} is the state of the combined MMPP-4 arrival process, a set of transient states marked by (k), where k ≥ 0 stands for the number of background customers in the system, and a single absorbing state marked by an asterisk. Note that the set of transient states marked by (k) and the absorbing state constitute a closed set of states; only members of the set are reachable from the set. Between the departure of the first tagged customer and the arrival of the second, the process is in one of the (i, j) states. A background arrival may occur, moving the system to state (i + 1, j), or, if i > 0, a customer may get served, resulting in a transition to (i − 1, j). The combined MMPP-4 arrival process may change state according to the transitions shown in figure  7b . As long as the process is in any of the (i, j) transient states, a tagged arrival may occur, representing the arrival of the second tagged customer. This shifts the process into state (i); after this point, it ceases to keep track of further arrivals and only models the service of the customers that are already in the queue. As long as i > 0, each service event shifts the process from state (i) to state (i − 1), until there are no more background customers ahead of the second tagged customer. When the second tagged customer reaches the head of the queue, the system is in state (0); the departure of this customer results in absorption.
The process is started with an initial probability distribution that is nonzero only for the (i, j) states that represent the state of the system at the departure of the first tagged customer. This has been computed in section 2.6. Relying on the notation from earlier sections, the Q submatrix of the infinitesimal generator of this absorbing Markov process is
with Σ as defined in equation 1, and λ * T as in equation 7. Note that since there is only one absorbing state, the single-column R submatrix is uniquely determined by Q and is not of interest to us in this work.
The case 2 tagged inter-departure time is equal to the time to absorption of this Markov process, whose CDF is given by (see also (Stewart, 2009 , section 7.6.6))
where α is the initial probability distribution of the Markov process from equation 15 and e x is the matrix exponential. Note that Q is a sparse matrix; for the computation of e Qt v, a particularly efficient method is given in Sidje (1998).
The CDF of the tagged inter-departure time
Using the cumulative distribution function of the tagged inter-departure time in case 1, F P (1) i (t), and in case 2, F P (2) i (t), computed in sections 2.5 and 2.7, respectively, and the respective probabilities of the two cases, P (C 1 ) and P (C 2 ), computed in section 2.3, the CDF of the tagged inter-departure time may be stated as follows:
The tagged inter-departure time when the queue is saturated
In this section, we obtain the inter-departure time distribution of the tagged stream assuming that the queue is saturated. In this case, the number of customers in the queue at any tagged arrival is so high, that it is very improbable that they will all be served before the next tagged customer arrives. In view of this, we assume that for any consecutive pair of tagged customers, the second one arrives before the first one departs, or, using the notation introduced in figure 1, A i < D i + S i . This means that the probability that case 2 (figure 1b) occurs is negligible, and the inter-departure time between any two successive tagged arrivals follows a hyperexponential distribution with an infinite number of stages, where the kth stage is an Erlang-k with θ as the service rate at each phase. For brevity, we shall refer to this distribution as the infinite hyperexponential distibution. Let p k be the probability that k background customers arrive between two successive tagged customers. Then, the vector (p 0 , p 1 , p 2 , . . .) and the rate θ completely characterize this distribution. (We recall that if p k is geometrically distributed, then the infinite hyperexponential distribution becomes the exponential distribution.)
The probability distribution of k may be obtained by computing the absorption probabilities of the absorbing Markov process shown in figure 8. As before, we have: (1, 4) , . . ., (k, 1), (k, 2), (k, 3), (k, 4), . . ., ad infinitum. The columns of the matrix R correspond to the absorbing states in the order: (0
The initial distribution is mainly determined by the fact that the process models the evolution of the queue from right after the instant of a tagged arrival, when the number of background customers that have arrived since then is, by definition, zero. As such, the initial probability of being in state (k, m) is zero for all k > 0, m ∈ {1, 2, 3, 4}. For states (0, 1), (0, 2), (0, 3), and (0, 4), the initial distribution is equal to the stationary probability of a tagged arrival finding the composite Markov process in states 1, 2, 3, and 4, respectively. If p m is the initial probability of being in state (0, m), then, using π and λ * T as defined in equations 6 and 7, respectively, we have
The absorption probability matrix for the Q and R given in equation 17 is 29 the following:
, with
Multiplying the vector (p 1 , p 2 , p 3 , p 4 ) from the right by the first block row of the absorption probability matrix, (B 0 , B 1 , B 2 , B 3 , . . .), gives the vector (p 0,1 ,
, where p k,m is the probability that at the second tagged arrival, the composite arrival process is in state m and there have been k background arrivals since the previous tagged arrival. To compute the probability of having k background arrivals between two tagged arrivals, one simply needs to add p k,1 , p k,2 , p k,3 , and p k,4 . We have verified the accuracy of this heavy traffic approximation by comparing it to simulation results obtained at 95% utilization. Consequently, this solution can be seen as the limiting case of the inter-departure distribution of the tagged traffic obtained in the previous subsections.
Numerical results
In this section, we present numerical results obtained for various sets of the input parameters. The parameters of the MMPP-2 tagged and background arrival processes were computed using given values for the mean arrival rate, squared coefficient of variation and lag-1 autocorrelation, and assuming that the rate of transition from state 1 to state 2 is the same as the rate of transition from state 2 to state 1. In all experiments, the mean arrival rate of the tagged process is equal to 0.1, while the mean arrival rate of the background process was varied by increments of 0.05 as follows: {0.05, 0.1, 0.15, . . . , 0.80, 0.85}. The idea behind this is that the tagged traffic in an output queue of a router, such as a DiffServ queue, is typically very small compared to the service capacity of the queue. In addition, using the heavy traffic model described in section 2.9 we computed results for the case where the system is fully utilized, realized by assuming a tagged mean arrival rate of 0.1, and a background mean arrival rate of 0.9. The squared coefficient of variation C 2 of each traffic stream was allowed to take the values 5, 10, and 20, while the lag-1 autocorrelation was either 0 (uncorrelated) or 0.3 (correlated -note that this value is close to the highest possible autocorrelation of an MMPP-2 process, given the above C 2 values). Figures 9, 10 and 11 show the 95th percentile and the C 2 of the tagged inter-departure time as function of the background arrival rate for three different C 2 values of the tagged stream (5, 10, and 20) and for C 2 =5 for the background traffic. The set of values given here is restricted to the case where the background traffic has a low C 2 value since it is typically a superposition of many background streams. We note that extensive results can be found in Geleji (2011) .
In each figure, there are 4 curves, each labeled t0.0-b0.0, t0.0-b0.3, t0.3-b0.0, or t0.3-b0.3. These labels represent the lag-1 autocorrelation of the tagged and the background streams. t0.0 means that the tagged arrival stream is uncorrelated, whereas t0.3 means that its lag-1 autocorrelation is 0.3. Similarly, b0.0 means that the background arrival stream is uncorrelated, b0.3 means that its lag-1 autocorrelation is 0.3.
The general trend in these figures and also in the extensive results reported in Geleji (2011) , is that as the rate of background traffic increases, the 95th percentile of the tagged inter-departure time increases as well, with the excepton of figure 9a. If the tagged traffic stream is uncorrelated and its C 2 is relatively low, then the opposite trend may be observed: increasing the background traffic rate decreases the 95th percentile of the tagged inter-departure time. Note that the tagged inter-departure rate is equal to the tagged inter-arrival rate, set to 0.1 in all cases. Therefore, the mean tagged inter-departure time is always 10. In figures 9a and 9b, where the C 2 of both the tagged and background streams is 5, which is on the low side, there are four observable combinations of trends with respect to the increasing rate of background traffic. If both the tagged and background streams are uncorrelated, the 95th percentile and C 2 decrease simultaneously. Introducing correlation into the background stream results in only very small changes to the 95th percentile, yet completely reverses the trend seen in the C 2 value of the departing stream: after an initial dip, it begins to increase around the background traffic rate of 0.55. If the tagged arrival stream is correlated, however, the 95th percentile does not decrease significantly; a slight drop may be observed if the background stream is uncorrelated, but if both streams are correlated, the 95th percentile shows a small increase. If the tagged stream is correlated, but the background stream is not, the C 2 decreases as the background rate grows higher, and if both streams are correlated, the C 2 value increases slightly. In conclusion, correlation in the background stream seems to have little effect on the 95th percentile, but has a significant impact on the C 2 of the departing traffic stream. Conversely, correlation in the tagged arrival process does not change the trend observable in the C 2 values, but it significantly changes the 95th percentile.
In the rest of the cases (see Figures 10 and 11) , the 95th percentile and the C 2 of the tagged traffic markedly increases as the arrival rate of the background traffic gets higher.
In general, we note that both the 95th percentile and the C 2 of the tagged inter-departure time are nearly constant under all conditions investigated if the background arrival rate is less than 0.3 (this corresponds to a total utilization of 0.4). Also, as the background traffic rate is being varied, both the 95th percentile and squared coefficient of variation remain within finite bounds. These bounds are defined by the results obtained for very low utilization values or using the heavy traffic model presented in section 2.9. Table 1 : Accuracy and execution times of the numerical algorithm and equivalent simulation runs for a queue serving an uncorrelated tagged process with C 2 = 10 and a background process with C 2 = 10.
(a) Uncorrelated tagged process, uncorrelated background process 
Computational complexity
The costliest operation of the entire computation process is the calculation of the absorption probability matrices B given in sections 2.4 and 2.6. Let us denote both the maximum queue length and the maximum number of background arrivals between two successive tagged arrivals by L. In section 2.4 we have to compute a matrix of L block rows and L + 1 block columns. The computation of each block requires some matrix multiplications on 4x4 matrices; the number of these multiplications is bounded by a constant. The same applies to the B matrix presented in section 2.6. Therefore, both computations require O(L 2 ) steps. The remainder of the computations do not increase significantly the overall complexity. Although Sidje (1998) does not give the computation complexity of his method, used to compute equation 16, we have found it to be relatively small compared to the complexity of the above calculations. Note that we have used his Krylov subspace approximation method with a 30-dimensional Krylov space. In tables 1 and 2, we give timing values of our algorithm along with the time required to obtain equivalent results by simulation.
Results are given for 16 different combinations of input parameters: 4 cases where both the tagged and background processes are uncorrelated (table 1a) ; 4 cases where the tagged process is uncorrelated, but the background process has a lag-1 autocorrelation of 0.3 (table 1b) ; 4 cases where the tagged process is correlated with a lag-1 autocorrelation of 0.3, and the background process is uncorrelated (table 2a) ; and, finally, 4 cases where both the tagged and the background processes are correlated with a lag-1 autocorrelation of 0.3 (table  2b) . In all four groups, there are 4 different background arrival rates: 0.05, 0.30, 0.55 and 0.80. The squared coefficient of variation is 10 for both processes in all of these configurations. Results obtained through computation and simulation are grouped into two sets of rows, as indicated by the label in the leftmost column. Table 2 : Accuracy and execution time of the numerical algorithm as well as their equivalent simulation runs for a queue serving a correlated tagged process with C 2 = 10 and lag-1 autocorrelation of 0.3, and a background process with C 2 = 10. For the results obtained using our numerical algorithm, we give the size of the state space that we used (L) as well as the probability of overflow, that is, the probability that the queue length exceeds the state space (P (k ≥ L)). This value is less than 10 −6 for all results presented herein. The row labeled by P 95 gives the value we obtained for the 95th percentile of the probability distribution of the tagged inter-departure time. This value is obtained by solving the F (t) = 0.95 equation using the bisection method, where F is the cumulative distribution function of the tagged inter-departure time. Each time, we iterated until the difference between the higher and upper limit of the result became smaller than p = 10 −4 (note that the time complexity of this operation is O(log p)). For the simulation results, we give the value obtained for the 95th percentile of the tagged inter-departure time and the radius of the corresponding 95% confidence interval. Finally, for both the computed and the simulated results, we give the total CPU time in seconds (rows labeled CPU) it took to obtain them. When the utilization of the queue is very high, the computation is about 40 times faster than the simulation. However, for small utilization, this ratio can be as high as 1400.
Analysis of a Tandem Queueing Network Using a Heavy Traffic Approximation
In this section, we consider a tandem queueing network consisting of N single-server queues linked in tandem, as shown in figure 12 . The tagged arrival process into the first queue traverses the entire tandem queueing network and eventually departs from the N th queue. In addition to the tagged stream, each queue serves an independent MMPP-2 background stream whose customers depart from the queueing network upon service completion at the queue. The service time at each queue is exponentially distributed with the same rate θ for both tagged and background streams. We assume that all queues in the system are saturated. Note that since there is only one tagged stream, from which customers are never lost, the tagged stream has a same arrival rate at each queue of the tandem queueing network. In view of this, in order to achieve saturation at each queue, the arrival rates of all the background processes must have the same rate.
For the sake of simplicity, we assume that the parameters of the MMPP-2 background streams are the same for all queues. However, in the algorithm presented below, the parameters of the MMPP-2 background traffic and the service rate may be queue-dependent; the only restriction is that the mean background arrival rates must be equal for each queue. The service discipline in each queue is FIFO.
For this queueing network, we obtain a heavy traffic approximation of the CDF of the tagged inter-departure time from each queue, based on the approach presented in section 2.9, assuming that all queues are saturated. As shown in that section, the inter-departure time of the tagged stream leaving the first queue follows an infinite hyperexponential distribution, where the ith phase is an Erlang-i distribution with rate θ, which is independent of the phase. This distribution is fully defined by the branching probabilities (p 0 , p 1 , p 2 , . . .), and the service rate θ. This infinite hyperexponential distribution is used to construct a renewal process representing the tagged arrival process to queue 2. Note that this is only an approximation, as the successive inter-departure times from queue 1 are in fact correlated, because the number of background arrivals between two successive pairs of tagged customers is also correlated. However, comparisons with simulation results showed that the effect of the autocorrelation on the 95th percentile is negligible. Representing the tagged arrival process into each queue, except the first one, with an infinite hyperexponential renewal process gives a reasonably accurate approximation. The probability distribution of the number of background arrivals into queue 2 occurring between two successive tagged arrivals into the same queue is computed using the absorbing Markov process shown in figure 13 . The process has a three-dimensional state space, and its purpose is to count the number of MMPP-2 background arrivals to queue 2 during an interval of random length following an Erlang-n distribution, where n corresponds to the number of customers served during a tagged inter-departure period in the previous queue. Note that this is the service time of (n − 1) background customers plus one tagged customer. On the state diagram, transient states are labeled by triplets. At any given instant, the probability of being in state (i, j, k) is equal to the probability that 1. There are i ≥ 1 service intervals remaining until the departure of the next tagged customer scheduled to receive service (note that this includes the service time of the next tagged customer as well), 2. j ≥ 0 background customers have arrived since the arrival of the last tagged customer, and 3. The background MMPP-2 process is in state k ∈ {1, 2}.
In any state (i, j, k), i ≥ 1, j ≥ 0, and k ∈ {1, 2}, a background arrival may occur, which is represented by a transition of the process to state (i, j + 1, k). Departures may occur in any state (i, j, k), i ≥ 1, j ≥ 0, and k ∈ {1, 2}. If i > 1, then a departure shifts the process to state (i − 1, j, k). If i = 1, the next customer to receive service is the tagged customer at whose instant of departure is when we would like to observe the state of the system. The departure of this customer results in absorption in absorbing state (j, k). Absorbing states are labeled (j, k), j ≥ 0, k ∈ {1, 2}, with j representing the number of background customers that were in the queue at the moment of absorption, and k the state of the background MMPP-2 stream at the same instant.
The Markov process in question is started with an initial distribution such that the probability of starting from state (i, 0, k) is equal to the probability that right after the instant that a tagged customer arrived at queue 2, there are i customers left behind in queue 1, up to and including the next tagged customer, and the background MMPP-2 process of queue 2 is in state k. The initial probability of being in any state (i, j, k), j > 0 is zero. Under these conditions, the probability of getting absorbed in state (u, v) is equal to the probability that u background customers arrived at queue 2 between the two tagged arrivals, and that the background MMPP-2 process of queue 2 was in state v at the instant of arrival of the next tagged customer.
The components of the infinitesimal generator matrix (see equation 9) are 38 as follows:
Furthermore, for all 0 < n < k,
Let us now construct a matrix C as follows:
and π B is taken from equation 5. Let the tagged inter-departure time distribution from the first queue be defined by the vector A = (p
1 , p
2 , . . . , p
k , . . .). The tagged inter-departure time distribution from the second queue may now be obtained by multiplying the vector A from the right by the matrix C. Note that in order to obtain A, the departure process of the first queue needs to be computed using the method presented in section 2.9. Following this scheme, we can compute the tagged inter-departure distribution of each queue in the tandem queueing-network, including that of the N th queue. The initial distribution p(i, 0, k), i=0,1,2,. . . , k=1,2, required for the Markov process is obtained by assuming independence between the tagged inter-departure times given by the vector A and the state of the background MMPP-2 given by π B .
Numerical Results
In this section we give simulation results for the 95th percentile of the interdeparture time of the tagged process in order to establish the accuracy of the bound obtained using the above heavy traffic approximation. For this, we simulated the tandem queueing network under study with 10 queues and with a service rate equal to 1 (for all queues). The tagged and background arrival processes are MMPP-2. In order to reduce the input parameter space of the simulation experiments, we assumed that the background arrival process has the same parameters for all queues. We, also assume that the service rate in all queues is the same equal to θ. This implies that an operator allocates the same bandwidth for a DiffServ queue that carries the tagged and background traffic on all routers in its domain. Additional numerical results can be found in Geleji (2011) .
Figures 14, 15, and 16 present simulation results for the 10-queue tandem network, where the rate of background traffic is varied from 0.05 to 0.85 in increments of 0.05, and the rate of tagged traffic is fixed to 0.1. The results shown for the case where the background traffic rate is 0.9, i.e., a total utilization of 1, were computed using the heavy-traffic approximation described above. As in the results for the single-server queue in Section 2.10, the C 2 of the background traffic was fixed to 5, and the C 2 of the tagged traffic was set to 5 in figure 14, 10 in figure 15 , and 20 in figure 16 .
The 95th percentile of the tagged inter-departure time is calculated for each queue traversed by the tagged traffic stream for each value of the background traffic rate. The computed 95th percentile of the tagged inter-arrival time of the process entering the first queue is also included, marked on the graphs as the departure process of a fictitious 0 queue. Each of the figures listed above consists of four graphs, one for each combination of correlated and uncorrelated tagged and background traffic. All simulation results have been obtained so that the 95% confidence interval of the 95th percentile estimate had an error of less than 0.005% of the estimated mean. The confidence intervals have not been plotted because they are not discernible.
We note that in figures 15 and 16, the 95th percentile of the tagged interdeparture time remains constant for all queues and for background traffic rates of up to around 0.3, i.e., 0.4 total utilization. Above this rate, the 95th percentile increases as the background traffic rate increases, and we go deeper into the queueing network. The maximum is observed when the utilization of each queue reaches 1, and it occurs at the last queue of the queueing network.
In figure 14 when the tagged stream is uncorrelated, the 95th percentile slightly drops as the background traffic rate is increased. For the 10th queue, after an initial drop, the percentile starts increasing again when the background traffic rate surpasses 0.45. When the tagged stream is correlated, however, the 95th percentile increases as the background traffic rate is increased, and it also increases with increasing the queue number. We note that in the case where the tagged and background arrival process are uncorrelated, the maximum 95th percentile of the tagged inter-departure time is that of the offered MMPP-2 to queue 1. The heavy traffic approximation model described in this section for the calculation of any percentile under full utilization is very easy to compute in comparison to having to carry out full simulation. In light of the above numerical results, an upper bound can be obtained by comparing the 95th percentile of the inter-departure time at the end of the tandem queueing network to that of the arrival process, and choosing whichever is larger.
Conclusion
We considered a single-server queue with two classes of customers, tagged and background. The arrival process of both classes of customers was assumed to be an MMPP-2, and the service times was exponentially distributed with the same mean for both classes. FIFO scheduling was assumed. For this queueing model, we obtained the CDF of the tagged inter-departure time, from which any percentile can be calculated. The formulation of the solution is exact, but its implementation requires the truncation of several absorbing Markov processes. We show numerically that the truncation error is negligible. We also obtained a simplified solution for the case where the queue is saturated using a heavy-traffic approximation.
The 95th percentile of the tagged inter-departure time appears to be constant if the background rate is below a certain threshold. Above this threshold, the percentile enters a linearly increasing/decreasing phase, the tangent of which appears to be a function of the squared coefficient of variation and autocorrelation of both the tagged and background streams. The 95th percentile of the tagged inter-departure time may be bounded using simple computational models. However, it appears to be in no simple relation to the squared coefficient of variation of the tagged inter-departure time. We have seen that introducing correlation (within the bounds of what is representable using an MMPP-2 process) into the background traffic has only a small impact on the 95th percentile, even though it may significantly affect the squared coefficient of variation of the departing tagged stream.
The heavy-traffic approximation solution obtained for the single-server queue was used to obtain an upper bound of the CDF of the tagged inter-departure time from a tandem queueing network, consisting of N queues. The tagged arrival process into the first queue traverses the entire tandem queueing network and eventually departs from the N th queue. In addition, each queue serves a local MMPP-2 background stream. The symmetric case of this queueing network where the service time at each queue is exponentially distributed with the same rate θ for both tagged and background streams, and the parameters of the MMPP-2 background stream are the same for all queues, was analyzed extensively in order to validate this upper bound. We have found that the proposed heavy traffic model constitutes a good upper bound for the 95th percentile.
