Health care claims data refer to information generated from interactions within health systems. They have been used in health services research for decades to assess effectiveness of interventions, determine the quality of medical care, predict disease prognosis, and monitor population health. While claims data are relatively cheap and ubiquitous, they are high-dimensional, sparse, and noisy, typically requiring dimension reduction. In health services research, the most common data reduction strategy involves use of a comorbidity index -a single number summary reflecting overall patient health. We discuss Bayesian regularization strategies and a novel hierarchical prior distribution as better options for dimension reduction in claims data. The specifications are designed to work with a large number of codes while controlling variance by shrinking coefficients towards zero or towards a group-level mean. A comparison of drug-eluting to bare-metal coronary stents illustrates approaches. In our application, regularization and a hierarchical prior improved over comorbidity scores in terms of prediction and causal inference, as evidenced by out-of-sample fit and the ability to meet falsifiability endpoints.
Introduction
Health services researchers focus on assessing the effectiveness of treatments and policy interventions, characterizing the quality of medical care delivered to specific populations, and developing payment systems, with the goal of improving health outcomes. A fundamental data source used in health services research is administrative billing claims data. Claims data refer to a wide range of administrative databases capturing health care utilization information for reimbursement purposes and are generated by routine interactions between patients, the health system, and insurance providers [12] . This type of data stands in contrast to other formats, like clinical registry data, which are prospectively collected for the explicit purpose of later analysis and are of considerably higher quality [6] [27] [12] . However claims data have many desirable features: they are generated during the normal work flow and thus avoid additional effort and expense; they provide an accounting of denominator populations to ensure rates are well-defined; and they have standard definitions to help with consistency of the information collected across the nation and around the world.
In this article, we focus on claims data comprised of alpha-numeric codes for conditions from the International Classification of Diseases (9th Clinical Modification, ) system [9] . The structure of ICD-9 codes is a tree-like hierarchy with each code constructed as a binary variable. The codes contain 3-5 alpha-numeric strings where the first 3 characters define a group of diagnoses (or procedures) and the additional two characters provide further specificity. The ICD-9 codes include approximately 17,000 distinct codes at level 5, many of which represent rare conditions that are unlikely to be observed in any finite population. Coding practices can also vary across health delivery settings such that codes are noisy representations of true conditions. A revision of ICD-9 codes (ICD-10) took effect in October 2015 in the United States, and contains approximately 68,000 codes having a similar hierarchical structure to the ICD-9 system. Thus, while claims data are relatively cheap and ubiquitous, they are high-dimensional, sparse, and noisy. Consequently, some form of dimension reduction for inference is required.
Researchers have proposed a variety of dimension reduction approaches when using claims data. The most common strategies either use clinical expertise to select a small set of codes and include separate binary indicators for each discrete diagnosis or procedure, or implement standard variable selection approaches such as step-wise regression. Because these approaches may omit important variables, inclusion of a summary measure, called a comorbidity index or score, helps with adjusting for other health features [29] . Two of the most frequently used comorbidity indices include the Charlson and the Elixhauser [7] [8] . These indices were constructed by selecting and validating ICD-9 codes based on a combination of clinical expertise and statistical analysis. The Elixhauser index has been shown to predict long-term clinical outcomes better than the Charlson index [29] . Both indices may be implemented as a set of dummy variables indicating the presence of groups of conditions (e.g. hypertension, diabetes, etc) if feasible or as a single continuous variable constructed from a weighted sum of the individual condition groups [7] [39]. A recent paper by Gilbert et al argued that using a comorbidity index with fixed historical weights is as good as including individual claims coefficients in causal survival analysis [11] . However the assumptions associated with the strategy are rather strong, inferences may be compromised by ignoring uncertainty from the estimation of the weights, and the findings do not translate to other approaches like propensity score analyses or logistic regression for mortality prediction.
Our point of departure from typical approaches is to consider the dimension reduction task as one of regularization. Fundamentally some outside information, typically an assumption that some of the conditions have little or no effect on the outcome of interest, must be incorporated when the number of variables available exceeds the capacity of the data for appropriately precise estimation.
We note that other sophisticated methods have been developed to use high-dimensional claims data for various analysis goals. Syed et al proposed using a support vector machine to enhance risk prediction using current procedural terminology codes [36] . Perotte et al proposed exploiting the hierarchical nature of ICD-9 codes using a support vector machine for diagnosis code assignment [20] . Singh used the group lasso to improve outcome prediction by accounting for the ICD-9 hierarchy in a frequentist setting [30] . In the causal inference domain, Schneeweiss et al developed a frequentist algorithm to select claims confounders based on their prevalence and univariate associations with both treatment and outcome [28] .
Our work is motivated by determining the comparative effectiveness of coronary stents once released into the U.S. market. Stents are small scaffolds placed into the heart via a percutaneous coronary intervention (PCI) in order to treat arteries blocked by plaque and keep them clear and open. Drug-eluting stents (DESs) are coated in a drug designed to keep plaque from re-forming, while bare-metal stents (BMSs) have no such coating. Clinical trials have consistently shown that DESs are efficacious as they reduce the need for target vessel revascularization (TVR), i.e. follow-up procedures in the same artery, but have no benefit on survival [2] [34] . However, DESs necessitate adherence to prolonged dual-antiplatelet therapies to prevent rare but fatal stent thrombosis. Several patient characteristics such as age, comorbidity, and socio-economic factors may impact adherence to dual-antiplatelet therapy, and thus such patients are likely to be implanted with BMSs [33] . Because these characteristics also tend to increase the risk of adverse outcomes, observed differences in average outcomes between BMS and DES treated patient groups are heavily confounded. Even after statistical adjustments various observational analyses have generally found that DES provides a survival benefit in usual care populations [14] [37] . Although there has historically been speculation that this benefit was real but not observed in randomized trial populations, a recent quasi-randomization analysis and the results of a large pragmatic clinical trial make a strong case that any observed survival benefit is due to residual confounding [42] [2] . As a result, it remains an open challenge for observational causal inference to accurately estimate the effects of DES versus BMS using observational data. It may be possible to achieve better results by including claims data in some form.
While we utilize a Bayesian propensity score framework, the ideas apply to other techniques such as frequentist propensity scores or Bayesian outcome modeling. A Bayesian approach is particularly well aligned with high-dimensional inference with claims data, as it provides a number of intuitive tools for model building and incorporates all major sources of uncertainty, which may ultimately lead to better inferential performance [31] . Our focus is on improving over a typical analysis using comorbidity indices and to this end we make three interdependent arguments: (1) administrative claims data can help analysts meet the ignorability assumption in observational studies, but standard comorbidity indices may be insufficient; (2) using a considerably larger and more granular set of claims data may lead to better results compared with a comorbidity index; and (3) regularization techniques are very useful for controlling variance when using a high-dimensional set of claims data. Combining these principles, we find that employing high-dimensional claims data with Bayesian regularization techniques leads to significant improvement over a comorbidity index in terms of treatment model fit and causal inference.
In section 2 we briefly remind the reader the necessary assumptions for causal inference with observational data and review propensity score approaches. Our proposed methods are presented in detail in section 3. Section 4 illustrates various strategies for dimension reduction by revisiting the DES vs BMS problem. We conclude with a discussion of the advantages of regularization over comorbidity indices for causal inference, as well as potential improvements and modifications for future research.
Causal Inference and Propensity Scores

Causal Inference
Causal inference involves various assumptions, three of which include stable unit treatment value assumption (SUTVA), positivity, and treatment assignment ignorability. We focus on binary treatments where a new treatment is compared to a standard treatment. In this setting, SUTVA implies that treatment does not vary within treatment groups and that the treatment received by one subject does not affect the outcomes of another. Positivity requires that every subject has a chance of receiving the new treatment and we assume that this probability is bounded away from 0 and 1. Positivity can be empirically tested in that blatant violations are apparent by examination or modeling of the data. Propensity scores help facilitate assessing the positivity assumption [21] . Finally, ignorability assumes that potential outcomes are independent of treatment assignment [24] . In observational designs, investigators must adjust for confounders, variables that affect both treatment assignment and outcome, to uncover the causal effect of a particular treatment. This task is among the most challenging in observational causal inference and has inspired many attempts to define methods, either statistical or expertise driven, to select confounders for adjustment [3] [28] [31] . High-dimensional datasets may provide important variables that help investigators meet the ignorability assumption. In particular, health care claims data provide an exciting source of potential confounders, presenting a host of opportunities as well as challenges for researchers.
Propensity Scores
Propensity scores are the probabilities of receiving the new treatment relative to the standard treatment. They are a commonly used tool for observational causal inference. One particularly important feature involves facilitating an outcome free analysis in that they separate outcome modeling from treatment modeling which can help to maintain objectivity [25] . This feature is often a requirement by regulators, such as the U.S. Food and Drug Administration, who place a premium on objective findings [13] . Propensity scores can be particularly useful in high-dimensional settings when event rates are low or when the number of confounders is large relative to number of events. As a result, many investigators interested in observational causal inference with high-dimensional data have focused on how to build propensity score models. Variable selection is the standard response to dealing with high-dimensional data, and researchers have historically focused on selecting important confounders based on subject matter expertise and rules of thumb [3] [35] . More algorithmic variable selection techniques have also been explored, including the high-dimensional propensity score algorithm of Schneeweiss et al, but this uses outcome information to select variables [28] . Other approaches have proposed more technical variance reduction strategies through machine learning methods, such as elastic net regularization, tree-based algorithms, and learning ensembles [32] [15] [38]. Each of these methods has shown promise in estimating causal effects from large databases. We use a Bayesian framework because it propagates uncertainty from the propensity score model and provides intuitive and sophisticated variance reduction strategies via prior distributions, an advantage that we leverage through a hierarchical prior specification.
Bayesian Propensity Scores
We adopt a Bayesian treatment model and maintain an outcome free analysis, although jointly modeling the propensity score and outcomes has been proposed [16] [26] . The particular algorithm we use resembles frequentist propensity score weighting [31] . The algorithm uses a conjugate prior-likelihood pair in the form of a beta-binomial: if Y represents the total number of subjects having an event out of n subjects, e.g., Y iid ∼ Bin(n, p), then assuming p arises from Beta(a, b) a-priori, yields a-posteriori p | Y ∼ Beta(a + Y, b + n − Y ). We use this fact to integrate over draws from the propensity score model while conditionally drawing from the outcome model, so that uncertainty is incorporated from both the propensity score model and the outcome model.
Briefly, let Y i denote binary outcome for subject i, X i binary treatment, and π i the propensity score, P(X i = 1). The parameter π is the vector of propensity scores for all subjects, X is the vector of treatment indicators, Y the vector of outcomes, and D = {X, Y } their concatenation into an n × 2 matrix. Together, π and D are sufficient to estimate an unbiased treatment effect under an ignorable treatment assignment mechanism. Let p 1 and p 0 be the marginal probability of the event in treatment group 1 and 0 respectively. These can be estimated in an unbiased fashion by weighting the original populations according to the inverse of their propensity scores.
We let Y (1) denote the total number of potential events in treatment group 1 (all subjects for which X i = 1), and Y (0) the number of events in treatment group 0. By assuming a binomial likelihood for Y (1) and Y (0), and selecting flat priors p 0 and p 1 ∼ Beta(1, 1), we can take advantage of conjugacy to get closed form solutions for the posterior distributions for p 0 and p 1 . The priors are augmented by weighted counts of successes and failures in each treatment group to generate beta posteriors , p g | D, π ∼ Beta a * g , b * g for g = 0, 1 where
and a * g (b * g ) describes the weighted number of events (non-events) in treatment group g. The quantity γ g is used to normalize the weighted population to its original size and is defined as
. The causal parameter, such as the average treatment effect, can be calculated as simple functions of draws from the respective posteriors of p 0 and p 1 -for example the average treatment effect defined by the posterior risk difference, ∆ = p 1 − p 0 . Estimates can be obtained using Markov Chain Monte Carlo simulation and incorporate the uncertainty from both the propensity score and outcome models (see in Spertus et al [31] ).
Proposed Risk Adjustment Approaches
We now consider estimating propensity scores π i = P(X i |B i , C i ), where B i is a vector of baseline confounders, for example demographic or clinical covariates from a clinical registry, and C i is a vector of 4-digit ICD-9 diagnosis codes. We use 4-digit rather than 5-digit codes for simplicity and without loss of generality. We define the propensity score model as
The intercept β 0 and coefficients associated with the baseline confounders β B are standard logistic regression parameters. We set a non-informative prior for the intercept as β 0 ∼ N (0, 10). The 95% interval for β 0 is about [-20,20] , which on the logit scale encompasses the vast majority of possible values for the marginal treatment rate. We assume that each component of β B is distributed a priori as t 5 (0, 2.5) and components are mutually independent. This prior is referred to as "weakly informative" in the Bayesian data analysis literature [10] . It places the majority of prior mass within [-5,5 ] though heavy tails allow larger estimates if the data warrants. Weakly informative priors help produce a well-defined posterior but otherwise do little shrinkage compared to a maximum likelihood estimate. Having specified priors for the intercept and baseline variables, we turn to various approaches to handling the claims variables C i using regularization.
Regularization via Prior Distributions
Weakly Informative Prior Distributions
A natural choice for the prior distribution of β C is weakly informative such that β C ∼ t 5 (0, 2.5). These priors could be applied to groups of codes at the 3-digit level, or to more granular 4-digit codes. The latter is likely to have higher variance but less bias, and we explore both possibilities in our application. However, alternatives may be required because it is likely that the majority of the ICD-9 codes are rare and have no relationship with the treatment assignment, so they will introduce considerable variance.
Sparsity-Inducing Prior Distributions
An alternative sparsity-inducing prior is the horseshoe prior where for the jth component of β C . We assume the associated coefficient is
2 ); where λ j ∼ Cauchy + (0, 1) and τ ∼ Cauchy
The notation Cauchy + (0, 1) denotes a half-Cauchy distribution defined over the positive real line. The horseshoe performs global shrinkage through τ and local shrinkage through λ j , allowing signals to remain near their maximum likelihood estimates, while shrinking noise variables aggressively towards zero. It has shown impressive predictive properties in simulations and applied problems [5] [19] . For easier sampling, we replace the priors for λ j with t + 3 (0, 1) priors which users find have little effect on coefficient estimates in practice [22] .
Under this specification, 50% of the prior mass on β Cj is placed between -.4 and .4, which is quite close to zero. However the 95% prior interval is about (-11,11) , reflecting the fact that the horseshoe places a lot of prior weight near zero but also has "fat tails" in order to avoid shrinking signals.
Hierarchical Prior Distributions
As an alternative to standard weakly informative or sparsity-inducing priors, we propose a hierarchical prior on β C that takes advantage of the natural tree-like hierarchy in ICD-9 codes. Assuming p elements for C i , each element falls into one of L 3-digit categories, where category l is associated with p l ≥ 1 codes. The codes in category l are denoted by C il . The vector of coefficients for C i has a special structure. It is partitioned into
..β C L } where β C l is the vector of coefficients for the grouped variables C il . To emphasize the grouped structure in the regression, we rewrite equation 1 as:
Capitalizing on the hierarchical structure, we define a hierarchical prior distribution as
The t 5 (0, 2.5) priors on µ l are again weakly informative. The 4-digit ICD-9 code coefficients are shrunk to the 3-digit (group) mean µ l according to a Laplace distribution with a relatively tight scale. For example, a priori each 4-digit code has a probability of 0.86 of being within 1 of the group mean coefficient µ l . The choice of the Laplace distribution over the Normal distribution forces noisier 4-digit codes to be shrunk more aggressively to the 3-digit group mean, while fatter tails permits less shrinking of signals [10] . If there is only one 4-digit code in a 3-digit category, then we just assume β C l = µ l and specify the weakly informative prior β C l ∼ t 5 (0, 2.5).
To fix ideas, imagine the group of ICD-9 codes corresponds to the category "hypertensive heart disease" and that it has an overall effect of µ l = 2 ( Figure 1 ). The 4-digit codes for this category include benign, unspecified, and malignant hypertensive heart disease. We might expect the benign condition to in fact have a small effect on stent selection such that β C l 1 = 0; the malignant form of the condition may have a larger effect than the group mean, so β C l 3 = 3; and the unspecified condition is more ambiguous and receives an estimate equal to the group mean, β C l 2 = 2. The fundamental advantage is that some information is shared among similar conditions, while different forms and severities are able to receive larger or smaller effect estimates as the data warrant.
Regularization via Comorbidity Scoring
Comorbidity indices are the results of a dimension reduction strategy that have the related advantages of low variance and parsimonious interpretation [11] . In typical usage, comorbidity indices compress hundreds or thousands of binary-valued ICD-9 codes into a smaller set of indicator variables or into a scalar summary, either of which can then be used for prediction or risk adjustment. Either way, the resulting claims data set is much smaller, with many of the original diagnosis data discarded or aggregated. The Elixhauser comorbidity index, for example, reduces all ICD-9 codes into 30 indicators, which can then be combined further into a scalar score using fixed severity weights [8] [39]. The severity weights are obtained from a regression model and are available in programs distributed by the developer of the index. In our setting of causal inference, the association of the Figure 1 : Hierarchical prior on ICD-9 regression coefficients. t 5 (0, 2.5) prior distribution for µ l (on top) is weakly informative for the group-level mean. β C l , the coefficients for granular codes, are shrunk towards µ l by a Laplace distribution.
Elixhauser comorbidities are nuisance parameters -their use is in meeting the ignorability of the treatment assignment assumption.
Application
We implement a variety of methods to model propensity scores for DES vs BMS using the Bayesian propensity score approach to compare inferences using a variety of regularization strategies. We utilize ICD-9 diagnosis codes that are present-on-admission for a cohort of adults undergoing coronary stenting in hospitals.
Claims Data and the Mass-DAC Registry
We used claims data from the Massachusetts Center for Health Information and Analysis (CHIA). The CHIA data included 15 free-response fields with Present On Admission (POA) ICD-9 codes. Because POA codes describe patients at hospital arrival, they are not impacted by treatment decisions. To set a lower bound on sparsity we considered all 4-digit POA ICD-9 for which 10 or more patients were coded as having the condition.
The claims data were supplemented with baseline demographic and clinical variables from the Mass-DAC registry, a state mandated database harvesting clinical information for all percutaneous coronary interventions (PCIs) performed in adults (age ≥ 18 years) in all non-Federal Massachusetts' hospitals annually. We identified 131 potential confounders in the Mass-DAC registry, including variables capturing demographic characteristics (e.g. age, race), pre-existing conditions (e.g. heart disease, diabetes), or procedure information (e.g. treated vessel, heart attack severity, hospital). The registry data are prospectively collected by hospital personnel who use the National Cardiovascular Data Registy instrument from the American College of Cardiology. A very small number of cells were missing data, and we imputed a single dataset for analysis.
We compared a number of outcomes between subjects implanted with a drug elusting stent (DES) and subjects implanted with bare metal stents (BMS) using Bayesian propensity score methods: 2-day mortality, 30-day mortality, 1-year mortality, and target vessel revascularization (TVR). Two-day and 30-day mortality are designed to serve as "falsifiability endpoints." Because any difference in the stent performance would not manifest after such a short period, if we observe a difference on one of these outcomes it is almost certain it is due to residual confounding. We also generally expect no difference, or a very small difference, on 1-year mortality based on previous findings from RCTs and instrumental variable analyses [2] [42]. We do expect a significant benefit to DES on TVR rates.
Applied Methods
In all methods, the Mass-DAC variables were included and their coefficients, β B , were specified with weakly informative t 5 (0, 2.5) priors. Therefore only the modeling of claims data varied.
As baseline analyses, we fit two different Bayesian propensity score models to the logodds of DES based on the Elixhauser index. We first grouped variables using the mapping of Quan et al from ICD-9 codes to the 30 original Elixhauser categories [8] [23] . This mapping was accomplished in R using the package medicalrisk [17] . We then implemented a model with indicator variables for each category and used a weakly informative t 5 (0, 2.5) prior. We refer to this model as "Elixhauser indicator." Second, we replaced the 30 binary indicators with a comorbidity score created by summing the product of each indicator with its fixed severity weight.
[39] We refer to this model as the "Elixhauser continuous."
We used the full claims set (defined as all 4-digit POA ICD-9 for which 10 or more patients were coded as having the condition) with weakly informative, sparsity-inducing, and hierarchical priors to estimate the propensity score. As standard approaches a logistic regression using 3-digit codes and t 5 (0, 2.5) priors and a logistic regression using 4-digit ICD-9 codes and t 5 (0, 2.5) priors were fit [18] . Using 3-digit rather than 4-digit codes is a typical dimension reduction technique. We have found t 5 (0, 2.5) priors to behave similarly to non-informative priors (analagous to maximum likelihood estimation) in this setting, but have slightly more posterior stability and easier sampling [10] . As an alternative, we used horseshoe priors for strong regularization on the full 4-digit ICD-9 code set. Finally, we place a hierarchical prior on the coefficients so that coefficients associated with 4-digit codes are shrunk together towards the coefficients of the 3-digit codes.
The propensity score models were fit using Stan for Hamiltonian Monte Carlo sampling from each posterior [4] . The convergence of the samplers was assessed by examining trace plots and by the Gelman-Rubin "r-hat" statistic, where a value less than 1.1 indicated sufficient convergence [10] . To assess the out-of-sample fit of different models, we calculated the leave-one-out information criterion (LOO-IC). LOO-IC is an approximation to leaveone-out cross validation that can be computed from a point-wise log-likelihood matrix To assess adjustment for measured confounders, we calculated how well the propensity scores balanced the observed covariates by calculating standardized differences, defined as the difference in means between the weighted BMS and DES populations over their pooled standard deviation. Because we have a different weighted population for each propensity score draw, this quantity is calculated once for each draw, giving a standardized difference distribution for each variable [1] . We assess the overall balance by determining the percentage of covariates with posterior mean standardized difference falling within (-10,10) [1] . Ideally, the 95% intervals for standardized differences will also be contained within (-10,10) for most variables.
We assessed how well each method met our falsifiability endpoints and their causal effect estimates for 2-day, 30-day, and 1-year TVR. We were particularly interested in the coverage and width of the 95% posterior intervals and whether they included zero.
Results
After eliminating diagnoses with fewer than 10 observed occurrences, we were left with a total of 334 4-digit ICD-9 confounders. There were fewer than 10 patients with individual codes in the "psychoses" Elixhauser category, so the Elixhauser indicator sets included 29 diagnoses rather than 30.
Grouping by the first 3-digits of the ICD-9 codes resulted in 69 groups containing at least 2 4-digit codes and 117 single 4-digit codes with no higher level group. The condition with the largest number of 4-digit codes in our sample was acute myocardial infarctions, i.e. heart attacks, and contained 10 4-digit codes. Thirty-seven of the 69 groups had only 2 4-digit codes. The complete list of all outcomes and confounders along with their prevalences (or means and standard deviations) appears in our appendix below. Table 1 displays characteristics of the propensity score models including number of claims variables used, LOO-IC, and summaries of covariate balance. In terms of fit, Horseshoe regularization achieved the lowest LOO-IC score, indicating it had the best predictive accuracy. The Elixhauser indicator also had good LOO-IC, achieved through a considerable reduction in the dimension of the regression, though further reduction into a score degraded the quality of the fit considerably as indicated by a higher LOO-IC for Elixhauser continuous. The hierarchical prior provided lower LOO-IC than either the 4-digit or 3-digit t 5 (0, 2.5) prior approaches.
In terms of balance, the Elixhauser methods and 3-digit codes with weakly informative priors failed to bring posterior mean standardized difference for all variables to within (-10,10). Regressions using the full claims set with weakly informative or hierarchical priors had many confounders for which the upper (or lower) 95% posterior interval limit is beyond 10% (or smaller than -10%) after weighting. In contrast, the confounder balance when using a horseshoe prior results in only 6 variables with standardized difference posterior intervals outside the 10% window. Figure 2 illustrates the behavior of the different approaches to regularization when using the full claims set for two groups (e.g., two 3-digit diagnosis codes): cardiac dysrhythmias and drug/alcohol abuse. For cardiac dysrhythmias, the group mean for the hierarchical prior coefficients is very close to zero because the associations of the individual codes have opposite signs on the logit of the probability of receiving a DES. The hierarchical prior coef- Table 1 : Characteristics of propensity score models. Number of claims derived variables used in model, leave-one-out information criterion, and summaries of covariate balance for unadjusted analysis and each propensity score analysis. Column "Means / ∈ (-10,10)" tabulates the number of variables with posterior mean standardized differences outside the interval -10 to 10, which is typically considered good balance. Column "CIs / ∈ (-10, 10)" tabulates number of variables where some part of the 95% posterior interval lies outside (-10,10). LOO-IC = leave-one-out information criterion; SE = standard error. * : This is a model with an intercept only for the purpose of calculating LOO-IC and standardized differences reflect covariates in unweighted population.
ficients are slightly pooled towards their group mean, while coefficients under the horseshoe are pulled towards zero, in some cases quite sharply. The weakly informative coefficients are universally larger in magnitude than the others. A similar pattern emerges for drug/alcohol abuse coefficients. The group overall is associated with a lower probability of receiving a DES, with some granular codes exhibiting much smaller or larger effects. For both coefficient groups, a weakly informative prior using a single indicator for the 3-digit code category fails to capture the nuances apparent at lower levels. Table 2 presents posterior summaries of causal effects in the Mass-DAC data under each method. The unadjusted difference in means between the two stent groups exhibits considerable confounding of both 30-day and 1-year mortality with large risk reductions for DES of 3.4% and 6.9% respectively. The Elixhauser approaches were the only models unable to adjust away the difference in 2-day mortality, though margins were slim. For 30-day mortality, only the full claims sets with t 5 (0, 2.5) or hierarchical priors estimated no significant effect. In contrast, aggressively regularizing using horseshoe priors yielded a 30-day mortality benefit to DES that is indicative of residual confounding. On one-year mortality, the model utilizing the hierarchical prior distribution for the ICD-9 coefficients achieved a considerable reduction from the large unadjusted difference, and improved over the comparably large effect estimates generated from the Elixhauser and horseshoe prior approaches. However no method included zero in its 95% credible interval, conflicting with findings from randomized trials. As expected, all methods produced a larger benefit to TVR than indicated by the unadjusted difference.
The Elixhauser indicator, Elixhauser continuous, and horseshoe approaches had the lowest uncertainty with posterior interval widths of 1.9, 1.8, and 2.0 respectively. The weakly informative 3-digit approach had an average width of 2.3, while the weakly informative 4-digit approach had an average of width of 3.0. The hierarchical prior approach had an average credible interval width of 2.5, about 20% tighter than the 4-digit approach. The weakly informative and hierarchical specifications thus incur more variance than the smaller or more regularized Elixhauser and horseshoe approaches, which is ultimately reflected in Table 2 : Casual effect estimates for selected outcomes. Risk differences for various methods applied to the coronary stent study. Risk differences (95% Credible Intervals) estimated from the Mass-DAC data show benefit of DES compared to BMS in terms of reduced percent chance of given outcome (∆ = p DES − p BMS ). TVR = target vessel revascularization.
Discussion
In this paper, we proposed the use of regularizing prior distributions rather than comorbidity indices for data reduction strategies in high-dimensional causal inference problems in health care. We found that Bayesian priors improved inferences over comorbidity indices both in terms of out-of-sample fit or the ability to meet falsifiability endpoints. These prior distributions are able to work with a large number of claims variables while controlling variance.
To compare multiple methods with and without hierarchical modeling of ICD-9 codes, we estimated causal effects of DES compared to BMS on a number of outcomes. Specifically, we were looking for our methods to adjust away any difference in 30-day mortality and, ideally, 1-year mortality as well. RCTs have consistently shown no survival benefit to DES, but this has proved to be very difficult to replicate in observational analyses [2] [42] [34] [14] . By using claims data and either a hierarchical ICD-9 or flat weakly informative propensity score model, we succeeded in removing the specious benefit shown to 2-day and 30-day mortality, which were very likely to be caused by residual confounding. In contrast, models using Elixhauser comorbidity indicators, a continuous Elixhauser score, or sparsity-inducing horseshoe priors on the full claims set did not manage to adjust away confounding on 30-day mortality. The fact that these dimension reducing approaches generated the best out-ofsample fit in terms of LOO-IC indicates the importance of using additional checks like falsifiability endpoints in causal inference problems, rather than relying solely on scores of predictive ability.
Unfortunately no method succeeded in removing all confounding of 1-year mortality, but the hierarchical and weakly informative prior distributions had comparably more success, estimating small effect sizes and 95% credible intervals close to 0. Residual confounding has plagued past observational studies of DES and BMS and it appears that, while claims data are able to account for important confounders not found in registries, we are still lacking the necessary variables to completely remove confounding [14] . Likely unmeasured confounders include socio-economic variables, which past studies have shown affect adherence to dualantiplatelet therapy and ultimately a doctor's decision to use a DES versus a BMS in usual care settings [33] .
While generating similar posterior means, the hierarchical prior approach had considerably smaller variance than the unregularized approach, with about 20% tighter credible intervals on average. All methods showed, as expected, a considerable benefit to DES on the TVR outcome.
We restricted our attention to Bayesian propensity scores throughout, only changing the variable selection or regularization strategy for comparability. However, hierarchical ICD-9 code modeling is not limited to Bayesian propensity scores and could easily be adapted to Bayesian outcome modeling or frequentist techniques. Whatever the specifics, our work demonstrates that investigators performing causal inference in non-randomized settings could benefit by ignoring comorbidity indices and using more claims variables in their analyses. Comorbidity indices will continue to have utility for risk stratification and parsimonious assessments in clinical practice, but as we have shown, there are better alternatives for confounder adjustment.
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