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Abstract
A search for long transient gravitational waves associated with neutron stars
is presented. The estimated length of these sources is from hours to weeks.
Two types of astrophysical sources are considered: pulsar timing glitches as-
sociated with r-modes oscillations in the interior of isolated neutron stars,
and Type I X-Ray bursts in neutron stars from binary systems. These signals
follow the model of an e-folding sinusoid signal with a duration dependant on
dissipation processes in the interior of the neutron stars and the gravitational
radiation reaction. Estimations of the timescales of gravitational wave signals
emitted by stable stars are presented. From this study, it is concluded that
detecting signals from faster spinning neutron stars is more feasible than from
slower neutron stars.
The study of this type of transient gravitational wave signals is explored for
the first time using an adaptation of the F -statistic gravitational wave search
method used regularly in continuous gravitational wave searches. This adap-
tation, proposed by Prix et al, is a search methodology in which the duration
of a signal plays a significant role in its detection. This code is part of the
LAL/LAL-apps data analysis algorithm libraries of the LIGO and VIRGO sci-
entific collaborations (LVC). The use of this method in the gravitational wave
search presented in this thesis was implemented in two different environments:
gaussian noise data and data in gravitational wave detector-like noise. For the
latter, injections of long transient signals with durations ∼ 104 s on the LVC
i
Engineering Run 3 were done.
A comparison between the results obtained in these two studies is presented.
It shows that, by having a good characterisation of unwanted noise lines, it
is possible to distinguish the frequency of the injected signal within a small
search band of only a few frequency bins. On the other hand, the recovery
of the duration of the signal would require a broad search band over time.
This estimation is set to be approximately ±τ , where τ is the damping time
of the injected signal, in order to construct a complete τ distribution. For
example, for a signal that last ∼ 3.5 days, an total τ interval of ∼ 6.5− 7 days
is required.
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Preface
Understanding the where and when of the human existence in the Universe is
one of the most ancient questions, and probably will always be present. This
question has led to the development of several interpretations of the Universe.
Throughout the centuries, technology has been the cornerstone to help na-
ture’s observers to answer these and many other queries. In this context, the
initial questions of the ‘where’ and ‘when’ have been relatively satisfied, giving
rise to more complicated questions like ‘why’ or ‘how’.
A set of ideas that are just a small sample of the great creativity that scientists
have had is included in the following pages. These fantastic ideas have set
all the elements to write these lines that are about violent phenomena that
happened far away and, in consequence, correspond to a past in which none
of us were alive.
Firstly, in chapter 1 the fundamental ideas of modern gravitation are pre-
sented. Particularly, a general description of the Theory of General Relativity
proposed by Albert Einstein is given. Also, the concept of a gravitational
wave is discussed. Then, the generalities of the past, current and future
gravitational wave detectors are discussed, as well as the main gravitational
wave sources in which the gravitational wave spectrum is classified. A grav-
itational wave classification that distinguishes transient from non-transient
gravitational waves is also presented in this chapter. All these concepts set
the basis of this study and are essential for the validation of some equations
1
2throughout the text.
Then, in chapter 2 a description of the neutron star model that is considered in
this thesis is presented. Neutron stars transients like pulsar glitches and Type
I X-ray bursts are described. Finally, a discussion of quasinormal modes of
oscillation in neutron stars, considering the Chandrasekhar-Friedman-Schutz
mechanism and the r-mode mechanism, is presented.
Chapter 3 gives a description of the gravitational wave signals used in this
work. In this chapter, the Levin & Ushomirsky model for the timescale of
a gravitational wave associated with pulsar glitches is described. A discus-
sion about the amount of energy that is transfered from the glitch to the
gravitational wave is presented through the definition of a parameter β. In
the context of the Type I X-Ray bursts, a reinterpretation of the Levin &
Ushomirsky model in which the fastest pulsars are stabilised is presented.
Finally, some numerical estimates using all the equations discussed in this
chapter are given.
Chapters 4 and 5 present the results of a detection analysis of long transient
gravitational waves in white noise and in coloured noise, respectively. These
analyses follow the methodology developed by Prix et al [1] in which an adap-
tation of the F -statistic search for transient gravitational waves is proposed.
These two final chapters contain results that have to be contrasted with each
other in order to validate a search over real data of these kinds of signals.
Chapter 1
Gravitation
This is an introductory chapter to the science behind gravitational waves.
Firstly, a review of the development of this science from a historical per-
spective is discussed culminating with a description of the General Theory of
Relativity. Secondly, the essential elements of General Relativity such as the
Einstein field equations are presented. In this section, the analysis of these
field equations is discussed from both a geometric and an energy-momentum
perspective. With these elements, gravitational waves are defined as a solution
of the field equations. Then, a review of gravitational wave detectors from the
resonant bars to the current laser interferometers, including a brief description
of the future detectors, is discussed. Finally, a classification of gravitational
waves based on their duration is presented. In this classification, a distinction
between transient and non-transient gravitational waves is discussed and from
this main classification a sub-classification based on the astrophysical sources
is presented.
3
1.1. Historical Review 4
1.1 Historical Review
Gravitation is an interpretation of the Universe, of how it behaves and how it
looks like. The word comes from the latin etymology gravita¯s that refers to
weight or heaviness. So, in principle, any event in the Universe that involves
an object with weight can be interpreted as a gravitational event. Since the
time of the Greeks it was known that there is no motion without a cause and
the interpretation of the Universe was based on answering questions like why
the Universe behaves in such a way rather than how things work. A series
of refinements trying to answer this question have taken place throughout
time. It was after the great contributions of Nicolas Copernicus (1473-1543)
and Galileo Galilei (1564-1642), that Sir Isaac Newton (1642-1727) proposed
a geometrical description of why the Universe behaves like it does. He found
the link between the trajectory of a free-falling object on Earth and the orbits
of the planets around the Sun. This was an amazing achievement, but the
question of how this happened was only partially solved. This idea assumed
that gravitational events have causes that “transmit” instantaneously their
effects. This implies that these effects have an infinite nature. A medium in
which objects move had to be considered ‘infinitely’ rigid, allowing ‘infinite’
speeds. After them, Albert Einstein (1879-1955) made public a revolutionary
concept of the understanding of the Universe. Since then, people started to
refer to Gravitation as Relativity, although the concept of relativity was pre-
viously used by Galileo. In 1905 Einstein published three papers in which he
described the brownian motion, the photoelectric effect (for which he received
the Nobel prize in 1921 1) and a special case of the Theory of Relativity. The
1Actually, the Nobel committee awarded the prize “for his services to Theoretical
Physics, and especially for his discovery of the law of the photoelectric effect” [2].
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latter has two fundamental postulates, which state that,
1. The rules in which nature behaves are invariant with respect to an in-
ertial observer.
2. The speed of light c is constant irrespective of whether it is an inertial
or non-inertial reference frame in which it is measured.
These postulates set down the rules for the ‘generalisation’ of the theory which
was published years later (1914-16) as the General Theory of Relativity (GR).
The generalisation of this theory with respect to the special one is based
on its capability to describe physical events from the point of view of both
accelerated observers, subject to a gravitational field, and inertial observers,
who do not feel a gravitational field. Special relativity, in contrast, allows for
inertial observer descriptions only. A fact that made GR a novel theory is the
proposal of a joint space-time that is susceptible of being measured. Newton’s
theory cannot be qualified as erroneous because, under certain non-relativistic
circumstances, describes gravitational events correctly.
1.2 General Relativity
The concept of GR is described by the Einstein Field Equations (EFE). This
field is composed of 10 equations that, broadly speaking, contain information
of two sorts:
• Geometrical, which models the way in which space-time is modified in
the presence of mass.
• Energy and momentum, which describes the amount of momentum that
a mass carries as well as the stress that can be applied to the medium.
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1.2.1 Geometrical description
General Relativity considers the Universe as a medium with some stiffness
in which everything coexists. With this interpretation of the Universe as a
more ‘flexible’ medium, some geometrical considerations have to be taken into
account because, in the presence of massive objects, space-time tends to curve.
With the intention of measuring this flexibility, having a manifold, which is a
geometrical object that generalises the intuitive concept of the curvature of a
medium, is essential. Furthermore, the concept of curvature can be explained
by a parallel transport of a vector around a surface that eventually reaches
its initial position. If after the transportation the direction of the vector has
changed, the angular difference is a measure of the curvature.
As a first step, with the use of well-known references such as the cartesian
spatial plane, with x, y, z as the spatial coordinates, in combination with a
4th dimension t, the temporal coordinate, a measuring system called metric
can be defined. This metric is useful to understand how a manifold is modified.
The most simple metric is a flat metric with coordinates
(dxµ, dxν) = (−ct, x, y, z) (1.1)
in which µ and ν take the values of [0, 1, 2, 3] corresponding to the coordinates
[t, x, y, z], respectively. This metric can also be written as
ηµν =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
, (1.2)
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which is known as the Minkowski metric. With the help of these elements, it
is possible to measure distances over the manifold as
ds2 = gµνdx
µdxν , (1.3)
that is reminiscent of the traditional pythagorean way to measure distances
in flat space except for the gµν term, that is called the metric tensor and that
sets a correction to flat space when in a curved space-time. The standard way
to understand the curvature of manifolds is through the Riemann-Christoffel
curvature tensor, given by
Rαµβν = ∂βΓ
α
µν − ∂νΓαµβ + ΓδµνΓαδβ − ΓδµβΓαδν , (1.4)
in which the Γ terms are called the Christoffel symbols, that compensate
the fact that the derivatives of tensors do not transform between frames of
reference. For a vector V in the frame of reference x, a Christoffel symbol is
defined as
Γrmn =
∂
∂yn
∂xr
∂ym
V (x). (1.5)
A contraction of equation 1.4, is set as:
Rµν ≡ Rαµαν = ∂αΓαµν − ∂νΓαµα + ΓδµνΓαδα − ΓδµαΓαδν (1.6)
and a further contraction to represent the trace of the Ricci curvature is
R = gµνRµν . (1.7)
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Equations 1.6 and 1.7 are respectively, the Ricci tensor and the Ricci scalar.
Then, with all this in mind, a more general view of how a curved space-time
is deformed is expressed with the Einstein tensor Gµν
Gµν = Rµν − 1
2
gµνR . (1.8)
1.2.2 Energy-momentum description
The deformation of space-time is an effect of the interaction of any mass
distribution with it. This means that the energy and the momentum of these
mass distributions are the energy source of the gravitational field in GR. These
interactions have to be represented in an invariant way, and are described by
a tensor T µν called the stress-energy momentum tensor. Following [3] and [4],
this tensor, in terms of its components at some arbitrary frame of reference,
is:
T(∇xµ,∇xν) = T µν ≡

flux of the µ component
of 4-momentum across a
surface of constant xν
 , (1.9)
in which the µ component of the 4-momentum2 is
pµ ≡ 〈∇xµ, ~p〉 , (1.10)
and ∇xµ is the gradient of xµ. Thus, the change, ∆pµ, in the µ component of
the 4-momentum due to the flux through a surface element, ∆Sν , at constant
xν , is given by
∆pµ = T µν∆Sν . (1.11)
2The 4-momentum of a particle is a vector whose components in some reference frame
give the particle’s energy and momentum relative to that frame.
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The tensor T µν encodes all the possible interactions that the mass has with
a medium: the component T 00 represents the mass-energy density ρE, the
components T 0i represent the energy flux across the xi surface, the components
T i0 represent the momentum density, and finally, the components T ij (i, j 6= 0)
represent the flux of the i momentum across the j surface. Depending on the
situation, one or another of the components leads to an approximation of T µν .
For example, for slow motions, the velocity-dependent components are much
smaller than the mass-energy ones, making T 00 a good approximation of T µν .
1.2.3 Summary
Given the description of the geometry of space-time as well as the gravitational
interactions that lead to its deformation , the relation of these two concepts,
encapsulated in the EFE, is given by
Gµν ≡ Rµν − 1
2
gµνR = kT
µν , (1.12)
in which the coupling constant k is assumed to have geometric units of G =
c = 1. In a way, the left-hand side of equation 1.12 represents a strain
produced by a stress described by the right-hand side of the equation.
1.3 Gravitational waves
Riemannian spaces, of which space-time is an example, are locally flat. This
means that in a local inertial frame the direction of a vector that is parallel
transported around the frame will not change. If a small perturbation hµν
affects a flat metric, like ηµν , the metric will take the form
gµν = ηµν + hµν with |hµν |  1. (1.13)
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This approximation, called weak-field approximation, also assumes that T µν = 0,
since the flat space-time is considered to be in vacuum or in the absence of
energy or mass. Following now [5] the solution to EFE is a wave equation of
the form (
− 1
c2
∂2
∂t2
+∇2
)
hµν = 0 , (1.14)
which means that, in this approximation, the metric perturbation has the
same mathematical shape of a wave, traveling at the speed of light. The term
hµν in equation 1.14 can be thought as the gravitational wave (GW) field
which, according to GR, is transverse and traceless. Transverse waves contain
vibrations perpendicular to their propagation direction. This nature implies
that, if the propagation direction is z, the z-components of the wave are 0.
The traceless condition implies that hxx = −hyy and hxy = hyx. In order to
make the metric perturbation only spatial, the Lorentz gauge can be chosen
[6], so htt = hti = 0, and with all these, the perturbation takes the form:
hµν =

0 0 0 0
0 hxx hxy 0
0 hxy −hxx 0
0 0 0 0
 (1.15)
which leads to only two independent polarisation states of the gravitational
wave denoted as h+ and h×. Simple solutions of equation 1.14 will be then
h+ = hxx = −hyy = Re{A+e−iω(t−z/c)} and (1.16)
h× = hxy = −hyx = Re{A×e−iω(t−z/c)} , (1.17)
each one corresponding to each polarisation of the wave, and A{+,×} being the
amplitude of each polarisation. Derivations of all the equations in this section
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Figure 1.1: GW polarisations and their effect on gravitational wave detectors
over time. This figure shows the effect of each gravitational wave polarisations over (a)
a resonant mass gravitational wave detector and (b) a laser interferometer detector. This
figure is partially inspired by figure 1 in [8].
can be found in [3, 4, 6, 7].
If these waves pass near a mass distribution, they will ‘squeeze’ and ‘stretch’
this distribution in the direction of the wave’s polarisations. Particularly, if
this mass distribution is set as a gravitational wave detector, as described in
section 1.4, it will be modified according to the wave’s polarisation as shown
in figure 1.1.
1.4 Gravitational wave detectors
After theoretical estimations of the origin of gravitational waves , it was clear
by the 1980’s, that gravitational waves could only be detected if the source
was extraterrestrial. This gave the character of astronomical to these kind of
searches. Until that time, astronomy was limited to electromagnetic searches
and the astronomical detectors were built according to this kind of source.
With gravitational wave astronomy, something similar has to be done. For
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the construction of gravitational wave detectors, two main properties are con-
sidered: their capability to have mechanical displacements and the way this
can happen through the wave polarisation. The search for gravitational waves
has brought an amazing era of creativity that has led to the most accurate way
to measuring distances smaller than the size of the nucleus of an atom. The
technology involved in gravitational wave detection has improved faster in the
recent times and now a ‘first steps era’ can be distinguished from a ‘modern
era’. These eras are represented by two different types of gravitational wave
detectors, respectively: resonant bars and laser interferometers.
In addition to these ‘eras’, the future detectors also play a fundamental role.
These future detectors are under planning and construction and with them
the first detection of gravitational waves seems to be imminent.
1.4.1 The first approach
Without any doubt, the credit of the first experimental design of a gravi-
tational wave detector has to be given to Joseph Weber (1919 - 2000), who,
during the 1960’s, was the pioneer in the development of instrumentation for
the direct detection of gravitational radiation using isolated resonant-mass
antennas at the University of Maryland, in the USA. A good review of Joseph
Weber’s publications and experiments can be found in [9] and the references
therein. After his experiments, a number of other scientists designed and
built gravitational wave detectors which were improved versions of Weber’s
first designs.
The main aim of these devices is to measure resonances in masses as a con-
sequence of the passing by of a gravitational wave. Each of these devices is a
huge aluminium alloy cylindrical mass (& 1 ton) hung with vibration isolators
and cooled at a cryogenic level. These devices are equipped with a series of
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sensors connected to electronics that act as strain detectors of the normal
oscillating modes of the mass. The data collection is based on readings re-
lated to the amplitude of the resonance of these masses, through transduction
principles. In addition to this, in order to have more reliable readings, the
results obtained in one of these antennas has to be confirmed by another mea-
surement in a similar device separated by reasonable distance. This helps to
get rid of false detection local perturbations, such as earthquakes. Despite
the lack of trustable results, the science around these oscillating bar antennas
was not unsuccessful. Maryland’s and many other research groups around
the globe (Rochester, Glasgow, Munich-Frascati, Moscow, Tokyo) set the first
standards of experimental considerations and characterisation of gravitational
wave data. After them, advances in several areas such as cryogenic principles,
computer processing techniques, electronic devices, material properties, ther-
mal noise research and some other areas in physics, have contributed to the
field of gravitational wave searches.
Table 1.1: The modern resonant-bars gravitational wave detectors [10]
Detector Weight (kg) Location Temp (K)
EXPLORER 2270 CERN, Geneva, CH 2.6
ALLEGRO 2296 Lousiana, USA 4.3
NIOBE 1500 Perth, Australia 5
NAUTILUS 2260 Rome, Italy 0.13
AURIGA 2230 Padova, Italy 0.2
The science of a resonant-mass antenna has been continuously improving and,
as a result, a network that pursuits the first detection of gravitational waves is
currently in operation. By 1997 there were 5 resonant-bars active in the net-
work (ALLEGRO, EXPLORER, AURIGA, NAUTILUS and NIOBE). Today,
there are only three detectors in operation (EXPLORER, NAUTILUS, and
AURIGA). Table 1.1 shows an overview of some of their features. Since their
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maximum strain sensitivity is in the order of 10−21 Hz −1/2 an improvement
in sensitivity is needed. Interferometry-based detectors started to become the
way forward.
1.4.2 Laser interferometry and PTA
Parallel to the development of resonant-bar technology, some other ideas have
been implemented as gravitational wave detection devices like laser interfer-
ometer antennas and the Pulsar Timing Array project (PTA). In the following
a brief description of them is presented.
The operational principle of interferometers is comparable to the functional-
ity of a microphone rather than that of an optical telescopes. In some sense,
the search for gravitational waves is understood as ‘listening’ the universe in-
stead of ‘observing’ it as in electromagnetic astronomy. The tuning of this
’microphone’ will define the astrophysical source that it is intended to hear.
Given the effect that gravitational wave polarisations have, as seen in figure
1.1, the ‘L’-like shape of a Michelson interferometer makes these devices a
sensible tool to be used in the detection of gravitational waves. In principle,
while the two reflective mirrors used as test masses are equidistant from the
beamsplitter, the arms of the interferometer will have the exact same size and
a destructive interference with two superimposed laser beams will happen. As
a consequence, no signal will be detected by the sensors set at the recombina-
tion point of the interferometer. This principle is shown in a simplified way
in figure 1.2(a). On the other hand, if the arms’ length changes even by a
very small fraction, a constructive interference takes place and a signal will be
recorded. A sketch of this effect is shown in figure 1.2(b). The resulting signal
will have similar properties to the gravitational wave signal that induced the
mirror displacement in the first place. The amplitude of the signal is generally
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denoted as h and quantified as:
h
2
∼ ∆l
l
, (1.18)
in which l is the arm length of the interferometer and ∆l is the variation of
this length as a consequence of the gravitational wave passing by.
Many considerations have to be taken into account to guarantee the reliability
in the measurement of a displacement due to a gravitational wave in this kind
of detectors: a stable laser beam, novel optical laser cleaning devices, ultra
reflective mirror coatings applied to the test masses, and extremely sensitive
suspensions to isolate these masses from Earth-originated vibrations and grav-
ity gradient noises. Also in order to avoid light scattering inside the vacuum
chambers where the laser beams are propagating, cryogenic temperatures to
control as much as possible thermal noise from the test masses and their sus-
pensions are fundamental. The different quantum noise contributions, such
as the loss in photon numbers as a function of the position of the sensor in
the interference fringe point, called the photoelectron shot noise, and the ra-
diation pressure due to the light scattering produced by the beamsplitter, are
very important issues to be taken into account. More details about all these
kind of noise sources can be found in [8, 11, 12]. The effect of these noise
sources on the sensitivity of a gravitational wave detector is shown in figure
1.3(a). In the same way as with the resonant bars, it is fundamental to have
simultaneous gravitational wave detections from different sites to validate a
direct detection. Currently there are several gravitational wave detectors all
around the world. The Laser Interferometer Gravitational-wave Observatory,
or LIGO detectors, are a series of three detectors in the U.S.A. in two dif-
ferent sites: (1) two detectors at a northwest site in Hanford, Washington: a
4 km-arm length (H1) and a 2 km-arm length (H2), and (2) one detector at a
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Figure 1.2: Principles of a laser-based gravitational wave detector. In this figure
a sketch to represent destructive and constructive interferometry with the laser beams of a
simplified gravitational wave detector is shown. Real gravitational wave detectors include
many other optical devices.
southeast site in Livingston, Lousiana with a 4 km-arm length detector (L1).
The global network consists of a detector in northern Italy called VIRGO,
which is an Italian-French consortium with a 3 km-arm length, a 300 m-arm
length detector outside Tokyo, Japan called TAMA and the German-British
project GEO600, which has a 600 m-arm length interferometer in Hannover,
Germany. The design sensitivity curves of these detectors, as well as future
projects which will be discussed in the next section, are provided in figure
1.3(b).
Briefly after starting operation, LIGO and GEO600 agreed to collaborate,
since for strong sources, the German-British detector will help to provide
more accuracy on the direction and polarisation of such signals. Also LIGO
and VIRGO more recently have started to share the analysis effort. They
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Beyond the Second Generation of Laser-Interferometric Gravitational Wave Observatories3
role for the advanced LIGO baseline design.
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Figure 2. LEFT: Noise budget of Advanced LIGO. This plot was produced using
the GWINC [24] and represents the Advanced LIGO broadband configuration
described in [23]. RIGHT: Illustrative examples of potential sensitivity limits
for Advanced LIGO upgrades. The upper boundary of the orange area is given
by seismic, gravity gradient and residual gas noise equal to the Advanced LIGO
baseline design and coating and suspension thermal noise being improved by a
factor 2 each. In contrast the lower boundary is calculated assuming a coating
noise improvement of a factor 4, a suspension thermal noise reduction of a factor
5, a gravity gradient subtraction of a factor 10 and a seismic noise level reduced
by a factor 100. Please note that quantum noise is not included in the orange
region.
In general, for each fundamental noise source there are several ways to further
reduce it and by that improve the sensitivity beyond the advanced LIGO target
sensitivity. These potential improvements vary extremely in terms of implementation
cost and required hardware effort.
• Quantum noise: There are various ways to decrease the quantum noise, at least
in a specific frequency region. Increasing the light power inside the interferometer
arms reduces the shot noise level, but at the same time increases the radiation
pressure noise. Signal recycling [33] allows the quantum noise contribution to be
shaped to optimise the overall detector response. The signal recycling bandwidth
and the signal recycling tuning (i.e. the frequency of maximum sensitivity)
can be adjusted by means of the reflectivity and microscopic position of the
signal recycling mirror [34]. Moreover, the injection of squeezed light states [36]
allows us to further manipulate the quantum noise level [35] (see left plot of
Figure 3). The techniques mentioned so far require only rather small hardware
changes. Other more hardware intensive ways to further reduce quantum noise
include the application of heavier test masses, yielding a reduced susceptibility to
quantum radiation pressure noise, the injection of frequency dependent squeezed
light [37] and a multitude of other quantum-non-demolition techniques, such as
optical bar [38, 39, 40] and speed-meter [41] configurations. Please note that
the latter techniques might require a close-to-complete reorganisation of the
interferometer configuration inside the vacuum facilities (see Figure 4). It is also
worth mentioning that most of these techniques are not mutually exclusive, but
any GW detector beyond the second generation is likely to employ a ‘cocktail’ of
the above mentioned techniques
(a)
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Figure 1. Sensitivity curves for past, present and future GW observatories. The
first generation of GW detectors is shown in blueish colours, second generation
in reddish colours and third generation in green. All traces originate from [20],
apart from the traces labeled ALIGO-upgrade (which is the potential sensitivity
of an Advanced LIGO upgrade) [21] and the Einstein Telescope [73].
addition some experimental challenges, especially associated with the fundamental
noise limitations, are discussed.
2. P ths for the reduction of fundamental noise sources
In order to understand how we can proceed beyond the second generation of laser-
interferometric gravitational wave (GW) detectors, we have to understand by which
noise sources instruments like Advanced LIGO will be limited. The left plot of
Figure 2 shows the contributions of fundamental noise sources (coloured traces) to
the advanced LIGO sensitivity (black trace) [23, 24]. Here the term fundamental
noise source refers to instrument-inherent noise sources, characterised by the actual
technical implementation of the GW detector (such as the thermal noise of the mirror
coatings or the seismic noise on the test masses). In contrast to fundamental noise
sources, the term technical noise source is applied to noise sources, such as beam
jitter or laser frequency noise, which can in principle be reduced by implementing an
improved performance of the corresponding subsystem. The advanced LIGO design
sensitivity is limited over nearly the entire detection band, i.e., for all frequencies above
12Hz, by quantum noise [25] which consists of photon shot noise at high frequencies
and photon radiation pressure n ise at low frequenci s. In the range from about 50–
100Hz coating Brownian noise [26] is close to limiting the Advanced LIGO sensitivity,
while at the low-frequency end of the detection band the limit is a mixture of thermal
noise in the fused silica suspension fibres [30], gravity g adien noise [27, 28, 29] and
seismic noise. The remaining three noise traces included in the left hand plot of Figure
2, Brownian thermal noise of the mirror substrates, coating thermo-optic noise [31] and
excess nois from residual gas i side the vacuum syste s [32] only play a secondary
(b)
Figure 1.3: Advanced LIGO sensitivity curves and design sensitivity curves of
current and future gravitational wave detectors. In panel (a) the noise contributions
for the Advanced LIGO detector are show . I panel (b) the sensitivity curves of current
and future detectors are shown. In addition, the sensitiv ty of a reso ant bar is shown for
comparison. These figures are extracted from [12].
have agreed that all data collections will be analysed and published as a joint
collaboration. These detectors hav a similar sensitivity above ∼ 1 kHz. Until
now, there have been six scientific runs with the LIGO detectors which are
named “Sn”, where n is the run number. These runs differ from each other
on the improved sensitivity reached by the detectors, as shown in figure 1.4.
The success of a sc e ce run depends on the ngineering impr veme ts on
different aspects of the detectors and on the correct implementation of the
software infrastructure. Between S6 and S7, a major improvement that will
lead to the new generation of gravitational wave detectors will happen. This
new ge eration of interferometers are called advanced detectors.
Advanced LIGO and A vanced VIRGO
Currently, the LIGO and VIRGO detectors are undergoing an engineering
upgrade that will lead to ten times better sensitivity than originally designed,
as seen in figure 1.3(b). These projects, called Advanced LIGO and Advanced
VIRGO, are the next generation of gravitational wave detectors. Some of the
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technological improvements for the LIGO detectors are listed below [13]:
• At the most sensitive frequency band, a strain noise of 3 × 10−24 Hz−1/2
will be achieved. This means that ∼ 1000 times more volume of space
will be reachable by the detectors.
• The inclusion of a 3rd 4 km-arm length detector in the Hanford site, as an
extension to the current 2 km one, is proposed. Signal recycling cavities
will also be adapted to allow tuning of the quantum noise contribution
improving the sensitivity at some frequencies at the expense of others.
• An increment in the laser power from 10 W to 180 W.
• Better seismic isolation through an innovative quadrupole suspension
test mass chain, supported by fused silica fibres.
• Heavier, larger and thicker test masses in order to reduce radiation pres-
sure noise. Innovative coatings that reduce light absorption will be ap-
plied to these mirrors.
Figure 1.4: LIGO Science Runs S1 − S5. This figure, extracted from [14], shows the
evolution of the sensitivity of the LIGO detectors in the first five scientific runs. Here LHO
stands for LIGO Hanford and LLO for LIGO Livingston.
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Pulsar timing array (PTA)
PTA is a project that aims to detect low-frequency gravitational waves in the
range of 10−9 − 10−8 Hz. This project is based on a method that uses a set
of millisecond pulsars which are known to have the most accurate pulsation
timing ever recorded. The precision in the time of arrival (TOA) that has
been achieved is ∼ 30 ns for PSR J0437−4715. In principle, the computation
of the residuals of the TOA does not consider deviations in the trajectory
of the light caused by gravitational waves that add timing residuals. As a
consequence, this effect will lead to a variation in the predicted residuals
from pulsar observations. This can be translated as a direct observation of
gravitational waves. It is believed that a gravitational wave that passes close
to a pulsar, the Earth or through the interstellar medium between them,
may contribute to a delay in the order of 10−9 s in the arrival time of these
pulsations. Further details on this project can be found at [15].
1.4.3 The future
There is a linear correlation between the arm length of the interferometers
and their sensitivity to detect gravitational waves. With the use of equation
1.18, and considering a gravitational wave with h∼ 10−23 m, a ∆l∼ 10−20 m
in a 4 km interferometer is expected. On Earth there is a limitation of space
to build larger interferometers due to the planet’s curvature, the cost of large
vacuum chambers, etc. These limitations, as well the interest in exploring the
low frequency gravitational wave band, are the reasons why an initiative to
build a new generation of gravitational wave detectors is now under research
and development.
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ET
To achieve the goal of improving the sensitivity by ∼ one order of magnitude
with respect to the advanced detectors, the Einstein Telescope (ET) will be
built underground at a depth between 100 m - 200 m. This will mainly con-
tribute to the reduction of the residual seismic motion and the spatial rate of
change of gravitational acceleration, named gravity gradient noise. The ET
configuration consists of three detectors, each one with a pair of interferom-
eters, in a configuration called xylophone configuration. In each detector one
interferometer will be tuned for low-frequency signals (ET-LF) while the other
one will specialise in high-frequency gravitational wave signals (ET-HF).
In ET-LF, by operating at a cryogenic temperature, noise sources like thermal
and seismic will be suppressed. On the other hand, in ET-HF the high fre-
quency sensitivity region will be improved by high laser light power and the
inclusion of frequency dependant squeezed light technologies. The planned
sensitivity curve for this detector is shown in figure 1.3(b). A detailed de-
scription of the instrumentation and the astrophysical goals can be found in
[16].
eLISA/NGO
The evolve Laser Interferometer Space Antenna/New Gravitational Wave
Observatory is the latest and most revolutionary gravitational wave detector
ever devised. Space-based gravitational wave detectors are designed for low-
frequency gravitational waves, and particularly NGO will be tuned to a broad
frequency band from ∼ 0.1 mHz to 1 Hz [17]. The detector consists of three
spacecrafts referred to as constellation, that will be ‘optically connected’ via
powerful lasers that will measure the distances between them, which are ex-
pected to be ∼ 106 km. The constellation will have a “V” shape with a space-
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craft on each of the vertices. The central spacecraft will carry two free-falling
masses, and each of these will be linked to the masses inside the spacecrafts
at both ends of the baseline. Amongst the sources that a space-based gravi-
tational wave detector could focus on are unresolved compact binaries, Type
I supernovae (SNIa), ultra-compact X-ray binaries and black holes (isolated
and binary). There are many challenges to build this detector, for example
such a long baseline requires powerful lasers. A full description of the project
is in [18].
1.5 Gravitational wave classification
Any massive object that has a non-spherical motion will produce gravitational
waves. This statement opens up the options to a variety of sources that could
or could not be detected with the gravitational wave detector infrastructure.
This means that any gravitational wave classification will not necessarily be
complete because of the unknown sources. Man-made gravitational waves are
in principle plausible to be produced but in fact they are undetectable. In [19],
Schutz and Sathyaprakash did a theoretical exercise of this possibility and got
an estimate of the gravitational wave amplitude of h ∼ 10−43 m. They did a
thought experiment by rotating in a central pivot a 10 m long beam which
has at its edges two 10 kg masses. With these estimates, this possibility is
excluded and leaves as an only option sources of astrophysical origin.
Based on the range of frequencies and on the detection methods, Thorne in
[20] proposed a classification as follows: high-frequency waves (HF) in the
range of 1 Hz − 104 Hz detectable by ground-based detectors, low-frequency
waves (LF) in the range of 10−4 Hz− 1 Hz detectable by space-based detectors,
very-low-frequency waves (VLF) in the range of 10−7 Hz − 10−9 Hz detectable
by millisecond-pulsars timing and extremely-low-frequency waves (ELF) in the
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range of 10−15 Hz − 10−18 Hz detectable by the analysis of the anisotropy of
microwave background. The most investigated frequency ranges nowadays are
HF and LF because they are the most sensitive frequencies for current and
future detectors. The upper limit for the frequency in which a gravitational
wave can be detected is ruled by the mass of the source and cannot have
a period larger than 4piGM/c3 (the time it takes light to travel around the
gravitational radius, given by 2GM/c2) [20]:
f . 1
4piGM/c3
∼ 104 Hz M
M
. (1.19)
From an astrophysical point of view, gravitational waves can be separated as
bursts, inspirals, continuous and stochastic waves. This classification is highly
linked to the data analysis techniques involved in their detection. Further-
more, if their duration is considered, gravitational waves can be classified in
two big groups: transient gravitational waves and non-transient gravitational
waves. In this work, this latter classification will be the primary reference.
In the following, a more detailed description of transient gravitational wave
sources is provided, compared with the other sources, since they are the main
focus of this study.
1.5.1 Transient gravitational waves
Transient gravitational wave signals are associated to gravitational events that
could be completely detected. In other words, because of its transitory na-
ture, it could be possible to ‘record’ these kind of signals from when they
are produced by associating them to some electromagnetic emission until the
event ends. The hypothetical recording is based on the fact that a detec-
tor is permanently collecting data. They can be subdivided into two classes:
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short-duration transients and long-duration transients.
Short-duration transients
The distinctive feature of these signals is their small duration, in a range from
milliseconds to minutes. Their frequency range varies depending on the source
which could be burst-type, inspiral or merging-type signals.
Bursts
There are many plausible sources of this type of gravitational waves, such as
core-collapse of massive stars in supernovae explosions (CC SN), coincident
emission of gravitational waves with γ-ray bursts (GRB) due to catastrophic
energy release in stellar massive objects, anomalous X-ray pulsars (AXPs) or
soft γ-ray repeaters (SGR) that are thought to be highly magnetised neutron
stars called ‘magnetars’ in which when crustal fractures or non-radial exci-
tation modes are present, gravitational radiation is released. Burst sources
tend to have poorly known or unknown signal-phase evolution. On the one
hand, this gives the data analysis another uncertainty to be taken into ac-
count when modelling signal sources, but on the other hand, because of their
short duration, a phase evolution of a signal is not a main contributing factor
and in consequence the data analysis techniques are not too sensitive to this
feature. In [19], an estimate for the gravitational wave amplitude, assuming
prior knowledge of the emitted energy and the duration of the collapse event,
leads to
h ∼ 6× 10−21
(
E
10−7M
)1/2(
1 ms
T
)1/2(
1 kHz
f
)(
10 kpc
r
)
, (1.20)
which in principle could be detected by current gravitational wave detectors.
Unfortunately, a problem with these sources is that they do not occur often
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and there has not been an event of this kind in the time when gravitational
wave detectors have been in operation. For example, Type II supernovae are
believed to happen in a rate of 0.1 to 0.01 a year in Milky Way-type galaxies.
Magnetised neutron stars are sources of short-duration gravitational waves.
These are associated to sudden energy releases from magnetic fields of around
1015 − 1016 gauss. It is thought that SGRs and AXPs could be different ob-
servational interpretations of this same event.
Compact binary coalescence
A compact binary coalescence or CBC are inspiral events of the merging pro-
cess that involves two massive and compact objects such as black holes or
neutron stars. They could be pairs of neutrons stars (NS-NS), or black holes
(BH-BH) or a combination of them (NS-BH). The distinction of these binary
systems is that, due to the massive stars that form them, they can undergo a
collapse to a more compact object without destroying one of the components
of the binary system. The event rate estimations, frequencies and durations
depend on the masses of the inspirals and their distances. For example, it
is predicted that Advanced LIGO will be able to detect NS-NS inspirals at
∼ 445 Mpc, NS - BH at 927 Mpc, and BH-BH out to 2187 Mpc assuming a
MNS = 1.4M and a MBH = 10M [21].
Long-duration transients
This kind of gravitational wave rises as an intermediate classification between
burst-type signals and continuous wave signals. The representative astrophys-
ical events associated with this type of signals are instabilities in differential
rotation of a collapsing star or at the internal fluid layers of neutron stars.
Particularly for the latter, an extensive discussion is provided in chapter 2. In
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the last three decades, these astrophysical events associated with currents in
the internal fluid component of a neutron star, have raised the interest of sci-
entists since they are susceptible of being associated to transient anomalies in
the rotation of these stars and gravitational wave emissions. As they are one
of the main subjects of analysis in this thesis, they will be the representative
source of emission of this kind of sources within this classification. Particu-
larly, the r-modes oscillations within the fluid component of the neutron star
are a good example of this kind of gravitational wave source and will be also
described in detail in chapter 2.
1.5.2 Non-transient gravitational waves
This classification stems from two facts: that indeed the nature of the sources
is not transitory, that is, their timescale is much longer than the human
timescale, or that the observational methods do not allow to record the events
for their full duration.
Continuous Waves
These kind of gravitational waves are associated to long-lasting and nearly
monochromatic signals. This monochromaticity refers to a small but measur-
able change in the phase of the signal. The common astrophysical sources are
galactic and non-axisymmetric neutron stars, either isolated or part of binary
systems. The lack of symmetry in these stars is related to a mass distribution
that alters the roundness of the star and that is the cause of the gravitational
wave emission. The roundness of the star can be measured in terms of the
eccentricity as
 ≡ Ixx − Iyy
Izz
, (1.21)
in which Ixx, Iyy and Izz correspond to the moment of inertia in the X-X, Y-Y
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and Z-Z axes, respectively. With this in mind, the expected strain amplitude
at the gravitational wave detector is given by [22]:
h =
4pi2GIzzf
2
GW
c4r
 = 1.1× 10−24
(
Izz
I0
)(
fGW
1 kHz
)2(
1 kpc
r
)(

10−6
)
, (1.22)
where I0=10
45 g cm3, the gravitational wave frequency is twice the spin fre-
quency of the star, and r is the distance to the source. The detection of
gravitational waves of this kind could provide information about the evolu-
tion of neutron stars as well as a better understanding of the dynamics in the
interior of these stars.
Stochastic waves
These are the gravitational waves of cosmological type. They are a super-
position of incoherent sources that includes background gravitational wave
radiation from the Big Bang, as well as isotropic emissions from distant su-
permassive black holes or merging neutron stars. The resulting spectrum
of this type of source is commonly described by the gravitational wave en-
ergy density per unit frequency normalised by the critical energy density,
ρcrit = 3H
2
0c
2/8piG of the Universe (where H0 is Hubble’s constant):
Ωgw(f) =
f
ρcrit
dρ(f)
dln(f)
. (1.23)
1.5.3 Summary
Table 1.2 summarises the classification presented in previous sections and gives
an overview to make it easier for the reader to get a notion of the variety of
gravitational wave sources.
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Chapter 2
Neutron stars
This chapter introduces the basic concepts that lay the foundations for later
chapters. After a brief historical review, the structure, classification and ba-
sic characteristics of pulsars are discussed. In order to add further details
about the astrophysical sources that are considered in this work, namely pul-
sar glitches and Type I X-Ray bursts, the lighthouse beacon model for pulsars
first proposed by Gold [24] is discussed. Using a database constructed from
[25], [26], [27] and [28], an analysis of the frequent glitching pulsars is pre-
sented. Then, a description of quasi-normal modes focused particularly on
r-modes, which are the gravitational wave emission modes studied in this the-
sis, is presented. Finally, the description of the r-mode instability is presented
together with a detailed explanation of the CFS (Chandrasekhar-Friedman-
Schutz) instability, since the latter is a good reference for the description of
the former.
28
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2.1 Historical review
Neutron stars (NS) are fascinating stars. They are amongst the densest ob-
jects known and represent a natural laboratory to test extreme conditions
of roundness, compactness, spin frequency, density, pressure, and magnetic
fields. Their existence was first proposed in 1934 by Baade and Zwicky [29],
who argued that the correlation between the amount of cosmic-ray radiation
detected on Earth and supernovae observations leads to the idea that the lat-
ter are a transition phase from ‘regular’ stars to neutron stars.
Today, the most accepted description of the formation of a NS starts with a
∼10M star that uses up its nuclear fuel. After these massive stars undergo
a supernova, around 10% of the stellar matter is left. For the most massive
remnants, gravity dominates and keeps matter collapsing until it turns into a
black hole. If the remnant is ∼ M, the Pauli exclusion principle of degener-
ate matter keeps neutrons and protons apart and the NS becomes stable [30].
The discovery of radio astronomy along with the development of new the-
oretical models that predicted the existence of these stars, were the key to
the first detection. In 1968, during an experiment which aimed to measure
interplanetary scintillation, the observation of periodical pulsations led to the
association of these pulsations with NS oscillations. Based on parallax mea-
surements, Antony Hewish, Jocelyn Bell and collaborators, concluded that
these pulsations, now known as PSR B1919+21 were coming from outside the
Solar System but within the Galaxy. They proposed that these pulsations
were originated either by a white dwarf or a NS [31]. The acronym PSR
stands for Pulsating Source of Radio. The subsequent numbers indicate the
source’s location in right ascension and declination coordinates. Letters pre-
ceding coordinates refer to the epoch: B for epoch 1950 and J for epoch 2000.
Appended letters distinguish close pulsars.
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Figure 2.1: Neutron star lighthouse beacon model and structure. Panel (a) shows
the lighthouse beacon model in which the light beam precesses around the rotational axis
because of the non-axisymmetric nature. In panel (b) a representation of the NS layers is
presented as follows: 1. the core, 2. the region of neutron superfluid, 3. the solid region
with free electrons, 4. the crystalline crust and 5. the surface.
A few months before the discovery of the pulsating sources, Pacini [32] brought
up the idea that after the collapse of a supernovae, a strong magnetic field
present in the remnant star could act as a dipole. He suggested that the angle
between this dipole and the angular momentum vector of the star would be
arbitrary since the explosion is unlikely to be symmetric. According to this
rotation model, this configuration would lead to electromagnetic energy emis-
sion from the NS.
Almost in parallel, Gold [24] published a similar solution to the nature of
pulsars. Here, the link between the pulsations and the rotational frequency
was described a priori to the first observation, setting relativistic effects of
a co-rotating magnetosphere as the energy source of the emissions. The link
between the pulsations and an actual physical characteristic of the star was
also predicted by Gold: “If the rotation period dictates the repetition rate, the
fine structure of the observed pulses would represent directional beam rotating
like a lighthouse beacon.” [24]. During the time when Gold published his
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paper, pulsating NS were starting to be called pulsars based on the lighthouse
beacon model whose schematic representation is shown in figure 2.1(a). Later
on, Gold, as well as Pacini, predicted a slowing down of such pulsations that
was observed not long after in the Crab Pulsar. Other predictions like the
presence of pulsars in supernovae remnants were confirmed by observation of
the Crab Pulsar and the Vela Pulsar.
Nowadays, the interest in studying these stars lays on the understanding of
the physics inside them and the origin and evolution of their pulses in either of
the electromagnetic wavelengths like radio, X-ray or γ-ray. The combination
of gravitational wave astronomy and electromagnetic astronomy, the so-called
multi-messenger astronomy, is expected to provide answers to these questions.
2.2 Neutron star structure
The structure of a NS is described in this section, as well as the link between
these stars and pulsars. Since the scope of this work does not include an
extensive analysis of the physics inside NS, only a simple description of their
structure is given to provide the reader with a general understanding to follow
the research presented in the next chapters. From the innermost layer to the
outside, the neutron star’s internal structure is composed by [33] :
• A (possibly solid) core with a mean density of 1015 g cm−3.
• A main region of neutron superfluid, with no viscosity, that maintains
an equilibrium between neutron decay and proton-electron association.
This region might rotate independently of the crust and this decoupling
could then lead to an explanation for the irregularities on pulsar timing
(see section 2.4.1).
• A solid region with a lower density that does not allow electrons to
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penetrate the nucleus and combine with protons.
• Above the neutron ‘drip point’ 1 (ρdp ∼ 4 × 1011 g cm−3), a solid and
crystalline crust approximately 1 km thick made by heavy nucleii, such
as iron, covers the rest of the star.
In figure 2.1(b), a graphical representation of these layers is shown. The most
accepted models which depend on the equation of state (EoS), a relation
between the mean density ρ and the thermal pressure, set a NS radius in the
range of 10.5 km to 11.2 km for masses between 0.5 to 2M and a maximum
possible mass of 3M [33].
Considering that NS are directly associated to pulsars, information from the
latter can be used to study the structure and main characteristics of the
former. This is based on two principles:
1. The equation of state. The understanding of the internal structure of
the NS as described by the EoS will lead to a global understanding of
the NS. This EoS can also be translated into a mass-radius relation. For
example, as ρ approaches ρs = 2.7× 1014 g cm−3, the density of nuclear
matter, the NS radius is mainly determined by the thermal pressure.
A much more detailed analysis of this principle and a comparison of
different EoS can be found at [35].
2. The relation between the centrifugal forces and the gravitational accel-
erations in terms of the rotational periodicity P . This rotational peri-
odicity is known from the pulses and a relation between this periodicity
1This is a critical value of ρ in which the neutron chemical potential becomes positive
[34].
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and the lower limit for ρ of the NS can be set [36]:
P (ρ) >
(
3pi
Gρ
)1/2
, (2.1)
as well as upper limits to physical parameters like the radius of the star
R =
(
GM
4pi2
)1/3
P 2/3. (2.2)
With these equations, and given the periodicity of the fastest known
pulsar PSR J1748−2446ad of 1.40 ms [33], a mean density of around
7.2 ×1016 g cm−3 and assuming M =M, an upper limit to the radius
of 20.7 km is obtained. Also, equation 2.1 leads to ρs, a conservative
lower limit of ρ, because as a consequence of an oblateness due to fast
spinning, the gravitational acceleration at its equator will decrease and
the centrifugal acceleration will increase.
2.3 Pulsars
There are two main categories of pulsars: young pulsars and old or recycled
pulsars. The recycling process from which the latter take their name will be
described later in this section.
Pulsars have been observed as isolated objects or as components of binary
systems, as shown in table 2.1. These binary systems can be either a combi-
nation of two NS, a white dwarf and a NS, or a main-sequence star and a NS.
Depending on the arrangements, a specific kind of electromagnetic radiation
will be expected.
Based on the two most simple characteristics that can be obtained from pulsar
observations, namely the rotational period P and the variation of the rota-
2.3. Pulsars 34
tional period over time P˙ , pulsars can be classified using a quantity named
the characteristic age τp, given by [36]
τp ≡ P
2P˙
(2.3)
This is the result of integrating the product PP˙ over time assuming that the
pulsar is slowing down, that is P0  P , where P0 is the pulsating rate when
the pulsar is born.
Table 2.1: Pulsar classification: P(ρ) and P˙ are based on equations 2.1 and 2.3, respectively.
Feature Young Millisecond (MSP) (recycled)
Period of rotation
(P)
10 ms . P < P(ρ) . 10 ms
Spin down rate
(P˙ )
High (P˙ ∼ 10−15 s s−1) Low (P˙ ∼ 10−20 s s−1)
Magnetic field
(B)
1012 − 1015 gauss 108 − 109 gauss
Stellar
arrangement
Typically isolated NS
Typically binary systems
with at least one
component a NS
Location
within the Galaxy
Most of them
in the galactic plane
Less in the galactic plane,
many in globular clusters
This spin evolution principle, shown in the diagram of figure 2.2, classifies old
millisecond pulsars (MSP) in a cluster at the bottom left, young pulsars in the
big cluster in the middle, and small groupings of other types. The grey area is
a region in which theoretical models do not expect to find pulsars. Also there
are reference lines of constant characteristic age τp, magnetic field strength B
and spin-down luminosity E˙. The single hatched and double hatched areas are
‘Vela-like’ with τp ∼ 10−100 kyr, and ‘Crab-like’ with τp < 10 kyr, respectively.
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Figure 2.2: Pulsar characteristic age (PP˙ diagram). In this diagram, from [36], four
main groups of pulsars can be distinguished: the central cluster of young pulsars, mainly in
solid dot markers (isolated NS), the bottom left (less populated) MSP pulsar cluster, mainly
circled-dot markers (binary systems), the SGR/AXP (soft-gamma repeaters/anomalous X-
ray pulsars) empty triangle markers at the top left side and “radio-quiet” pulsars in filled
triangle markers.
2.4 Neutron star transients
A very intriguing feature of pulsars is that their time of arrival (TOA), is
nominally regular. As it was described in section 1.4.2, the accuracy on the
arrival times of the pulses in radio pulsar observations could lead to the de-
tection of gravitational radiation as in the case of PTA. From time to time,
this TOA is not regular and opens up other ways to search for gravitational
wave signals. These irregularities are separated into two main groups: timing
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noise and pulsar glitches, and could be associated with gravitational waves
emission from NS. Another transient events produced by NS and that might
trigger gravitational radiation are the Type I X-ray bursts from NS in accret-
ing binary systems.
This research covers an analysis over two kinds of events, each one associated
to each class of pulsars, that are considered triggers of gravitational wave
emissions. These events are pulsar glitches, from young pulsars in radio ob-
servations, and Type I X-Ray bursts from old recycled pulsars, like MSP. A
detailed description of them is provided in the sections below, but not for
timing noise. Good references for timing noise are [37] and chapter 7 in [33].
2.4.1 Glitches in radio pulsar observations
Pulsar glitches represent a dramatic change in the periodicity of a pulsar that,
with their relatively constant shape, have been of interest to theoretical as-
trophysicists, radio astronomers, particle physicists and gravitational waves
scientists. A pulsar glitch can be divided in two stages. The first stage is a
sudden increment in the frequency of the observed pulses. This translates into
a sudden increment on the pulsar rotation rate Ω, if the lighthouse beacon
model is considered. The second stage is a steady exponential recovery to-
wards the pre-glitch pulsating rate. A simplified diagram of these two stages
is shown in figure 2.3. In radio observations, radio astronomers measure the
difference between Ω, the rotation rate at the beginning of the glitch, and Ωf ,
the rotation rate just before the exponential recovery starts. This difference is
more commonly referred to as ∆Ω. The standard notation for the magnitude
of a glitch is defined by the ratio of the variation of the rotation rate during
the glitch and the pre-glitch rotation rate, ∆Ω/Ω.
The importance of knowing the physics behind the glitches falls into the un-
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Figure 2.3: Representation of a pulsar timing glitch. This simple sketch represents
how a pulsar glitch is seen in radio pulsar observations. The dashed line following the pre-
glitch decay line shows that after the glitch, the exponential recovery brings the pulsation
frequency to the pre-glitch rate. The light and dark sections separate the two main stages
of the glitch.
derstanding of the internal structure of the NS, particularly the dynamics of
the fluid component [38] and its interaction with the crust. There are many
models that explain these interactions, such as ‘star quakes’ [39] or a pinning-
unpinning process between a superfluid component and the crust [40]. In all
of these models there is an agreement that a glitch is a consequence of the
conservation of the angular momentum of the NS which, after the occurrence
of the event that triggers the anomaly, tends to increase the spin frequency
and produce the timing glitch. The variation of the spin frequency caused by
a pulsar glitch is not easy to measure because they are very small, they do
not occur often and also because each pulsar has different recurrent intervals.
In a database created with data from [25], [26], [27] and [28], and included
here in appendix A, a total of 352 glitches from 114 pulsars were analysed.
From these pulsars, 12 have presented more than 5 glitches and are classified
as frequent glitching pulsars.
In figure 2.4 it can be seen that these glitches occur within an interval of
∼ 3 years in the case of the Vela pulsar, PSR J0835−4510, or the Crab pulsar,
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Figure 2.4: Frequent glitching pulsars. From a database of 114 pulsars, 12 pulsars that
have produced in their observational history more than 5 glitches were selected. This plot
covers a time interval of ∼ 40 yr. Each horizontal set of points (each point representing a
glitch) corresponds to the pulsar labeled on the left vertical axis (PSR nomenclature). The
horizontal axis is time in Modified Julian Days (MJD), in which the time between each
minor tick is 500 days. In the case of the Vela Pulsar (PSR J0835−4510), approximately 1
or 2 glitches can be counted every 3 years.
PSR J0534+2200, which are references for the most representative glitching
pulsars. Also, in figure 2.4 the strength of the variation of these glitches is
presented, with green being the weakest and red the strongest. This picture
shows that some pulsars glitch ‘regularly’ during the timespan shown, like
the Vela pulsar, and some others produce glitches of similar intensity dur-
ing a period of time and then stop, like PSR J0537−6910. From data in
appendix A, the left panel of figure 2.5 shows that for most of the glitches
∆Ω/Ω . 5 × 10−6, although a glitch with a value 20 times larger has been
registered. The glitches considered in this database were produced by pulsars
within a distance of ∼ 50 kpc, as shown on the right panel of figure 2.5. This
plot does not necessarily mean that glitches only happen in nearby pulsars
but rather that there is a limit on the reach of observations.
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Figure 2.5: Glitches vs distance and ∆Ω/Ω. The left panel shows the ∆Ω/Ω variation
of the glitches from appendix A. The most energetic glitch considered in this study is
∼ 20 times the average (∼ 10−6). The right panel shows the relation between the NS spin
frequency and the distance to the pulsar that has produced glitches. The star markers
represents the millisecond pulsar [41], [42].
Glitches from millisecond pulsars
As mentioned before, most glitches are observed in young pulsars. Neverthe-
less, a ‘microglitch’ in the MSP pulsar PSR B1821−24 in the globular cluster
M28 was observed [41]. The glitch had a ∆Ω/Ω ∼ 10−11. It is interesting
to mention that, given that most pulsar timing glitches happen in young pul-
sars, this MSP is the youngest amongst the host globular cluster, with a τp of
3× 107 yr, and also one of the youngest amongst the Galactic field MSP. This
rare glitch is the only one from a millisecond pulsar registered in the pulsar
timing glitches catalogues.
During an X-ray observation of HETE J1900.1−2455, an accreting millisec-
ond pulsar with a 0.016 − 0.07 M brown dwarf companion, a small jump
in the spin frequency of the star was observed: “... detection of a dramatic
brightening of the source on MJD 53,559, accompanied by a shift in the pulse
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frequency with ∆Ω/Ω ∼ 6 × 10−7 , and then the suppression of pulsations
in subsequent observations” [42]. Despite this description, the event was not
catalogued as a glitch, which leaves PSR B1821−24 as the only glitching mil-
lisecond pulsar on the catalogues. On the right hand side panel of figure 2.5
these two objects are marked as red stars. Although it is known that there is
no correlation between the spin frequency of a NS and its distance to Earth,
this plot is interesting since it illustrates how the millisecond pulsars compare
to the slower rotating NS.
2.4.2 Type I X-ray bursts
Type I X-ray bursts are explosive events that occur in binary systems in which
one of the components is a NS. As shown in figure 2.2, most of the MSP
are in binary systems, shown in circled -dot markers, that have a different
evolutive course than the ‘regular’2 one of isolated pulsars. Due to their
proximity, material containing H and He is transferred from the less massive
companion to the most gravitationally strong one, that generally is a NS. As
a consequence of this matter transfer, the angular momentum of the accreting
star increases. If these pulsars were isolated, it is believed that they would have
a regular evolution, decaying in luminosity until they become unobservable,
but the spinning up due to the accretion makes them radio emitters. This
is where the nickname ‘recycled’ comes from. The material accretion also
provides thermal energy to these stars making them X-ray sources, and are
therefore called Low Mass X-ray Binaries (LMXBs).
During this process, the accreted material forms a very compressed and thick
envelope in the surface of the NS crust, due to the strong gravitational at-
2This is: from its birth in a supernova until the final second, after the slowing down of
the rotational period, in which radiation ceases.
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Table 2.2: Type I X-ray burst classification (after Keek & In t Zand, 2008 [43]).
Burst Normal Intermediate Super
Duration 10 − 100 s 15 − 40 min 1 day
Energy 1039 ergs 1040 − 1041 ergs 1042 ergs
Recurrence time hours − days tens of days years
Number observed > 103 ∼ 20 15
Number of sources ∼ 90 8 10
traction of the star. In a few hours, thermal conditions for the fusion of H
and He are reached due to the high densities. If the thermonuclear reaction
is unstable, a fast ignition is produced burning most of the envelope at once
and leading to a thermal decay of the crust [43]. This burst observed in X-
ray frequencies is called Type I X-ray burst and could be used to probe the
thermal properties of the crust. In table 2.2, extracted from [43], the three
main types of these bursts can be seen. The selection criteria of these sources
is described in chapter 3.
2.4.3 Summary
With these two kinds of transient events produced by NS, the study of one
emission per group of pulsars is considered. That is, the pulsar glitches mainly
associated with young pulsars, and Type I X-ray bursts associated with accret-
ing and old NS in binary systems. The analyses of these sources are discussed
in chapters 3, 4 and 5.
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2.5 Quasi-normal mode oscillations in neutron
stars
In compact stellar objects, such as a NS, General Relativity plays a role in
the interpretation of oscillations within these objects. Perturbations caused by
these objects (either electromagnetic or gravitational) are called quasi-normal
modes (QNM) [44] and can be associated with gravitational wave emissions.
They differ from the classical normal modes in their complex nature, in which
the real part carries information about the oscillation frequency and the imag-
inary component contains the damping part. There are many kinds of QNM
depending on the interaction that participates in their damping [44] :
• g-modes, which are restored by the buoyancy within the fluid interior of
the NS in which the gradient of pressure is very small.
• f-modes or fundamental modes are non-radial oscillations only that tend
to grow towards the surface of the NS. Their frequency is proportional
to the mean density of the star.
• p-modes, in which pressure participates in the restoring mechanism in
both radial and non-radial directions. The frequencies depend on the
travel time of an acoustic wave across the star, typically higher than
4− 7 kHz.
• w-modes, of which the standard version called “curvature modes” are the
ones related with the space-time curvature and exist for all relativistic
stars. The damping time is inversely proportional to the compactness
of the star and the frequencies are of the order of 5 − 12 kHz.
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• r-modes3, or rotational modes, are purely axial inertial modes which
restoring force is the Coriolis force. See section 2.6.2.
As was said, the interest in understanding these modes is based on the fact
that they could be associated with gravitational radiation, and from them
learn about the physical mechanisms that happen in relativistic stars. Unfor-
tunately, some of them like g-modes, once they emit gravitational radiation,
stop oscillating and no further analysis can be done.
In this thesis, NS are considered as spheres that can be described by the
Laplace equation in spherical coordinates (r, θ, ψ). The angular dependant
solution of this equation is given by
Y ml (θ, ψ) = N
m
l P
m
l (cos θ)e
imψ, (2.4)
in which θ and ψ describe the latitude and longitude coordinates of the NS,
respectively; Y ml are called the spherical harmonics of degree l and order m,
Pml is the associated Legendre polynomial and N
m
l is a normalisation constant
given by
Nml =
√
(2l + 1)
4pi
(l −m!)
(l +m!)
. (2.5)
To get a better idea of what the spherical harmonics mean it is worth re-
membering that the Laplace equation is a harmonic function which describes
potentials. So, in the context of QNM in which the restoring mechanisms are
related to gravitational interactions, like r-modes, these harmonics describe
how the gravitational potential behaves, and within the NS, the indices (l,m)
define the boundaries of gravitational potential differentiation in the star.
3The name comes from their similarity to Rossby waves in the Earth’s oceans. The
motion of these waves is also ruled by the Coriolis force. They are responsible of climate
exchange between latitudes due to current oscillations such as the Gulf stream.
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2.6 Neutron star instabilities
Until now, a description of the structure of the NS as well as the physics
behind some events observed in these stars that could be associated with
gravitational radiation, has been made. In order to link all these descriptions
with the analysis presented in this thesis, it is important to define the relation
between these events and gravitational wave emission.
This link is strongly related with instabilities that happen in the inner lay-
ers of the NS that are associated with QNM. Some of these instabilities are
driven by gravitational radiation. In 1970, Chandrasekhar [45] noted that
the emission of gravitational radiation causes the amplitude of some QNM
to grow. This mechanism, further studied by Friedman and Schutz [46] and
called the CFS mechanism, is useful to describe other instabilities directly as-
sociated with QNM, such as the r-mode instability. As an important reference
to understanding these instabilities, the description of the CFS mechanism is
presented followed by the description of the r-mode instability, which is the
main NS instability considered in this work.
2.6.1 Chandrasekhar-Friedman-Schutz mechanism
The space-time is used as a medium in which gravitational radiation propa-
gates once it has been triggered by some of the mechanisms in, for example,
an oscillating star. One of the mechanisms that explains the instabilities in
rotating stars is the Chandrasekhar-Friedman-Schutz (CFS) mechanism, de-
scribed first by Chandrasekhar and generalised by Friedman and Schutz.
To get a preliminary idea of the problem it is worth understanding it first
from the perspective of a non-rotating star of angular momentum Js = 0,
with fluid internal layers just like a NS. A QNM oscillation in this star would
generate certain patterns of motion, or perturbations, with some magnitude
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Mp+ which move at some characteristic angular velocity ωp+. The ‘+’ sign
refers to a ‘positive’ direction, which for convenience will be anti-clockwise.
This perturbation will increase the angular momentum of the entire star mak-
ing Jp+ > 0. Then, due to the perturbation triggered by the oscillation mode,
there is an emission of gravitational radiation that carries some angular mo-
mentum of the star, decreasing Jp+ and in consequence decreasing Mp+. By
symmetry, there must exist a perturbation identical to the first one but mov-
ing in a ‘negative’ direction, clockwise following the convention, with Jp− < 0.
This will be affected by the emission of gravitational waves carrying negative
angular momentum and decreasing its magnitude. In this non-rotating con-
text, no instability seems to be present in the system.
In the case of a rotating star the sign of the angular momentum carried by
gravitational radiation will be related only with the sign of the total star’s
angular momentum Js, which following the convention will be set as ‘positive’
and anti-clockwise. From the point of view of an observer outside the star,
while the spinning frequency of the star fstar increases, the angular momentum
Js will increase and so will the angular momentum Jp+ of the perturbation
moving in the same direction. At the same time, the opposite and ‘negative’
perturbation with angular momentum Jp−, instead of increasing will reduce
its magnitude until, if the star rotates fast enough, it will become static. If
the star rotates even faster, Jp− will become ‘positive’ and radiate positive
angular momentum J ′p+. This J
′
p+ will be subtracted from Jp−, and hence will
increase Jp+ and so Mp+.
When the perturbation is sufficiently large, it will radiate angular momentum
and the mode will grow. In other words, if the star is sufficiently fast, so that
Jp+ increases, it will be unstable due to a gravitational radiation reaction
(GRR). However, in a more real context, due to the viscosity of the interior
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layers of the NS, some dissipation processes will take place there, and a balance
between these processes and the GRR will rule the emission of gravitational
waves.
2.6.2 r-modes in neutron stars
As mentioned above, some mechanisms that are useful to explain astrophys-
ical events like pulsar glitches [47] lead to gravitational radiation from the
NS and are related with QNM [48]. In 1998 Andersson [49] demonstrated
that r-modes can be unstable due to the emission of gravitational waves even
from the slowest relativistic rotating stars. Andersson also showed that this
instability is well explained by the CFS mechanism. If an oscillation mode σr
exists in a non-rotating star, an oscillation mode −σ¯r will exist, where the bar
means the complex conjugate. For this non-rotating star a symmetry between
these perturbations exists. When the star rotates, this symmetry is broken
which has some repercussions on the damping rates of the mode. For retro-
grade modes, the rotation decreases the damping rate to a more stable mode,
while for prograde modes this rate increases which refers to a more unstable
state. Each mode σr will be split in 2l+ 1 modes, each corresponding to a
value of m, where l and m refer to the spherical harmonics’ degree and order,
respectively, as discussed in section 2.5.
The gravitational radiation associated with the r-modes instability is related
to current quadrupoles rather than mass quadrupoles (a more detailed expla-
nation of this is provided in section 3.2.1). The current quadrupole l = 2 has
a stronger contribution to gravitational wave emission than the higher current
multipoles l > 2 by factors of the order of the rotation frequency of the star
fstar [44]. For a given l, the strongest contribution to the mode function has
l = m.
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The relation of these harmonics with the amplitude and the frequency of a
gravitational wave emission will be described in detail while describing the
waveform associated with r-modes in sections 3.2.1 and 3.2.2.
Chapter 3
Gravitational wave emission
and signal attributes
In this chapter, the mechanism by which a NS transient can lead to gravita-
tional wave emission is presented. Firstly, the effects of the orientation of a
pulsar with respect to the Earth are described. This is followed by a discussion
of the gravitational wave signal parameters. Particularly, for the construction
of the characteristic time of the signal which is ruled by the balance between
the gravitational radiation reaction (GRR) and energy dissipation, a model
proposed by Levin & Ushomirsky [50] is considered. This model assumes the
existence of a viscous boundary layer in the crust-core interface of the NS.
Then, the relation between the energy and the amplitude of the gravitational
wave is calculated in two ways: assuming the Levin & Ushomirsky model, and
with the introduction of a parameter β that modulates the energy transferred
from the glitch to the gravitational wave. A detectability parameter hrss is
defined together with a series of numerical estimates for it. After this, a rein-
terpretation of the Levin & Ushomirsky model that focuses on Type I X-Ray
Bursts is presented. The reason for this reinterpretation is that implementing
the original Levin & Ushomirsky model to these type of emissions resulted in
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some of the sources being in an unstable regime. This new approach addresses
this issue. Finally, numerical estimates for both pulsar glitches and Type I
X-Ray Bursts are presented considering both the unmodified and modified
Levin & Ushomirsky models.
In this chapter it is shown that it is unlikely that the energy released by
glitches or Type I X-Ray Bursts can reach the sensitivity of current gravi-
tational wave detectors. As a result, the feasibility of detection is oriented
to future detectors like Advanced LIGO and Advanced VIRGO or ET. Part
of this detectability study has been published in [51]. The theoretical cal-
culations were done in collaboration with Dr. D. Ian Jones and the other
co-authors of the publication. The remainder of this chapter was done by the
author based on this theoretical work.
3.1 Pulsar beam orientation
As in many magnetised and rotating objects in the universe, including the Sun
and the Earth, the NS rotation axis ~Ω and the corresponding magnetic field
axis are not always aligned. The detectability of a pulsar’s electromagnetic
emission is strongly related to the orientation of these axes. The amount of
electromagnetic energy that is received from the star depends on the mag-
netic inclination angle αp, between the pulsar beam (that coincides with the
magnetic dipole) and the line of sight from the Earth, as illustrated in figure
3.1. Particularly, the dipole’s radiation power E˙dipole in terms of αp [36] is
expressed as
E˙dipole =
2
3c3
|m|2Ω4sin2αp (3.1)
where m is the magnetic dipole’s moment, Ω is the rotation rate of the NS,
and c is the speed of light. The magnetic inclination angle αp is also related to
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the inclination angle ι because the latter is parallel to the rotational axis ~Ω.
Then, if the light-house beacon model is considered, the angle ι is enough to
describe these orientations, as shown in figure 3.1. The angle ι also changes
the amplitude of the gravitational wave observed at the gravitational wave
detector. This is because the gravitational wave amplitude is changed by a
factor of cos(ι).
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Figure 3.1: Graphical representation of the inclination angle ι and the polarisa-
tion angle ψ of a NS. Four different combinations of these angles are shown: (a) ι= 0◦,
ψ = 0◦; (b) ι= 90◦, ψ = 90◦; (c) ι= 90◦, ψ = 45◦ and (d) ι= 45◦, ψ = 45◦.
Another orientation parameter that is considered in gravitational wave detec-
tion from pulsars is the polarisation angle ψ. This is the angle of the projection
of ~Ω over the sky plane with respect to the same observer frame as determined
by the orientation of the gravitational wave detector. In figure 3.1 a graphical
representation of different configurations of these two orientation parameters
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with respect to the NS and a gravitational wave detector, is presented. For
instance, panel 3.1(a), shows the maximum contribution value of the angle ι
because it is parallel to the line of sight. This corresponds to a value for ψ of
zero degrees. Panel 3.1(b), shows the case for a rotation axis perpendicular
to the line of sight where ψ= 90◦.
3.2 The r-modes waveform
Assuming an excited NS that oscillates with a particular period, this study
considers that the r-mode gravitational wave signal takes the form of a sine
wave with an exponential envelope, also known as ringdown. The decay of
this periodical function is ruled by a factor τ , which is defined as the time that
is needed for the amplitude of the signal to be half of the initial amplitude.
In the context of the r-mode emissions, the waveform frequency would be the
same as the mode frequency in the rotational frame fmoderot and the value of
τ would depend on the gravitational radiation reaction GRR and dissipation
processes. In this section, a description of the amplitude, the frequency and
the characteristic time of the exponential decay is presented.
3.2.1 Amplitude of the waveform
Following [52], assuming that the gravitational wave emission is caused by
the mass quadrupole motion in a slowly-rotating NS, with a Newtonian fluid
interior and with spherical harmonics l = m = 2, the corresponding waveform
equations for the two gravitational wave polarisations are
h22+ = h22A
22
+ sin(ωt)e
−t/τ , (3.2)
h22× = h22A
22
× cos(ωt)e
−t/τ , (3.3)
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in which A22× = 1 + cos
2 ι and A22+ = 2 cos ι, with ω the mode frequency.
As described in section 2.6.2, the r-modes oscillations are dominated by the
current quadrupole emission. According to [53], the difference in the radiation
patterns between the mass quadrupole and the current quadrupole is the
transformation of the polarisation angle ψ → ψ + pi/4 which is equivalent,
in terms of gravitational wave amplitudes, to h+ → −h× and h× → h+,
respectively, for each polarisation.
This relation leads to the r-modes waveform equations
h22+ = −h22A22× sin(ωt)e−t/τ , (3.4)
h22× = h22A
22
+ cos(ωt)e
−t/τ . (3.5)
3.2.2 Frequency of the waveform
According to simple models of the theory of rotating fluids, the frequency of
inertial modes, of which the r-modes are a subclass, lies in an interval up
to four times the rotational frequency of the star [54]. These frequencies are
also proportional to the angular velocity of the star because they appear as
co-rotating with the star to a distant inertial observer. The r-modes in a
rotating star have a frequency in the rotating frame of [44]
fmoderot =
2mfstar
l(l + 1)
, (3.6)
which, for the inertial observer will be
fmodeinertial = f
mode
rot −mfstar. (3.7)
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For a ‘perfect fluid star’ in the inertial frame and setting l=m=2 in equation
3.7, the mode frequency is
|fmodeinertial| =
4
3
fstar, (3.8)
and the r-mode frequency ω, in a slowly-rotating Newtonian perfect fluid star,
is defined as
ω = 2pifmodeinertial. (3.9)
The relation between the fstar and the f
mode
inertial in equation 3.7 is subject to many
corrections such as relativistic effects [55], which modify it by a fractional
amount proportional to the stiffness of the star, or rotation [56], with an
effect proportional to Ω2/piGρavg, with ρavg the average density in the fluid
component of the NS. Because of such factors, it is believed that the actual
frequency of the mode is known to an accuracy of around 20% [57]. The
uncertainty on the relation of the r-mode frequency and the spin frequency
of the star becomes important when a gravitational wave target search is
performed since they will define the length of the frequency search band.
The length of this frequency band has implications on the computation time
required to perform the analysis.
3.2.3 Characteristic time
The characteristic time of the waveform is of particular importance in this
study since it is the component that gives the signal its long-transient nature.
Since in this analysis an integration over time of the signal amplitude is done,
the length of the signal will be useful to enhance its detectability.
The timescale in which the r-mode oscillation evolves is given by a balance
of driving effects and damping effects [58], as mentioned at the end of section
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2.6.1. The main driving effect is due to the GRR, while damping processes
are mainly due to the internal viscosity of the NS. In general, this timescale
can be expressed as in [59] as
1
τ
=
1
τGRR
+
1
τdissipation
. (3.10)
Here, the gravitational radiation reaction timescale τGRR is given as a function
of the mode frequency ω [58],
1
τGRR
= −32pi
152
G
c7
ω6J˜MR4, (3.11)
in which the mode oscillation amplitude tends to grow. Also, M and R are
the mass and the radius of the NS respectively, G the gravitational constant, c
the speed of light and J˜ is a dimensionless number depending on the stiffness
of the star defined in [60] as
J˜ =
1
MR4
∫ R
0
ρavgr
6dr. (3.12)
For values of M = 1.4M and R = 12.5 km, J˜ is of the order of ∼ 10−2.
To have an estimate of the value of τGRR, equation 3.11 is expressed in terms
of fstar = 100 Hz, which gives
τGRR = −2.47× 107s
(
100Hz
fstar
)6
1
M1.4R411.7
. (3.13)
The timescale associated with dissipation processes, τdissipation, is a sum of
many contributions such as NS internal viscous layers, bulk viscosity, magnetic
boundary layers and mutual friction. A model that might give an explanation
for this timescale is the one proposed by Levin and Ushomirsky [50] in 2001.
They proposed that the energy dissipation is due to the existence of a viscous
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boundary layer between the crust and the core in a NS. This effect has a
characteristic damping time τvbl given by
1
τvbl
' 0.01s−1R
2
6F
1/2
M1.4T8
ρb
ρ
(
fstar
kHz
)1/2(
δu
u
)2
. (3.14)
Equation 3.14, considers an internal temperature of 108 K in a NS with a ra-
dius R6 = 11.7 × 106 cm, a mass M1.4 of 1.4M, a density ρ at the crust-core
interface, an estimate of this density ρb = 1.5 × 1014 g cm−3 at the base of
the crust and a NS spin frequency fstar in units of kHz. Also, there are two
parameters that need to be described in detail. The first parameter is F , a fit-
ting parameter for the shear viscosity that takes different values depending on
the superfluidity of the layer. If the viscosity is mediated by neutron-neutron
scattering, F = (ρ/ρb)
5/4; if it is mediated by electron-proton scattering,
F = 1/15 and if the predominant scatters are electrons, F =5(ρ/ρb) [61]. The
other parameter is δu/u, which is the fractional velocity mismatch between
the crust and the core. For slow rotating NS, that rotate at frequencies much
less than the Keplerian frequency Ωk
1, δu/u takes the value of unity, taking a
not relevant role in the timescale. With rapid rotating stars where Ω > 0.1Ωk,
this slippage parameter could take values within an interval of [∼ 0.06 - 1], as
shown in figure 3.2. This assumption considers a thin-crust model in which
rc/R = 0.9 where rc and R are the thickness of the NS crust and the NS
radius, respectively, as shown in figure 3.2.
The value of δu/u that depends on the fstar is also strongly related to the spin
frequency at which a star will be stable. This stability is ruled by the duration
of the total timescale τ of the mode in equation 3.10, that has to be > 0 in
1Keplerian rotational frequency is the condition of balance between a centrifugal force
and the Newtonian gravity; the maximum (cyclic) frequency at which the star can rotate
without breaking up. Its value lies in the range of 2pi(1000− 2000) Hz.
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Figure 1. Top left: Mode angular frequency ω (in the rotating frame) as a function of the angular spin frequency Ω for the five lowest-
frequency modes of the thin crust model. The dashed line shows the “classical” r-mode dispersion relation, ω = 2Ω/3, and the dots mark
the mode closest to this relation, which has the smallest slippage. Bottom left: absolute value of the slippage of the mode marked with
thick dots in the top panel (i.e., the minimum slippage) as a function of Ω. Right: same as top left, but for the thick crust model.
us. This mode is denoted by thick dots in Figure 1. When
ω is much different from 2Ω/3, the displacements in the
crust are much bigger than the displacements in the core,
resulting in large slippage, and, hence, large damping. In
essence, unless the mode frequency is close to the r-mode
value, the elasticity of the crust plays the dominant role in
determining the mode properties, and the mode is a crustal
mode, rather than a core r-mode.
Consider the low spin frequency (Ω ! (µ/ρR2)1/2 ≈
0.05Ωk) limit of our results. In this case, the mode with
the lowest frequency in Figure 1 is the “classical” l = m
r-mode, which has the transverse displacement w2 ∝ r2 in
the core and negligible displacements in the crust. This be-
havior (liquid in a bucket) is the approximation used by BU.
The modes at higher frequencies are torsional crustal oscil-
lations, which have appreciable displacements in the crust,
and negligible displacements in the core. The fundamental
(nodeless) torsional mode has ω = 0.03Ωk for both models.
The lack of sensitivity of the frequency of this mode to the
thickness of the crust was first noted by Hansen & Cioffi
(1980). The modes at higher frequencies are overtones, and
we note that the mode spectrum for the thick crust model is
denser than that of the thin crust model. Qualitatively, the
mode frequency is determined by fitting a certain number
of nodes of the eigenfunction between the boundaries of the
crust, and hence a thicker crust supports more modes.
As the spin frequency is increased beyond Ω ≈
(µ/ρR2)1/2, the behavior of the modes changes. The fre-
quency of the core r-modes rises to meet with the frequencies
of the modes which originally resided in the crust, resulting
in avoided crossings. At the first avoided crossing, the core
r-mode is coupled with the lowest-order torsional mode of
the crust; at this avoided crossing the core r-mode strongly
penetrates the crust. As the spin frequency increases beyond
the first crossing, the crust-core slippage decreases along the
branch closest to the “classical” r-mode frequency, ω = 2Ω/3
(marked by a dashed line in Figure 1). Since the boundary
layer damping rate is proportional to (δu/u)2, this branch is
most interesting for us as it corresponds to the r-mode with
the lowest damping, and, hence, the most unstable.
The relative slippage as a function of the spin frequency
is plotted in the bottom panels of Figure 1. We always plot
slippage of the r-mode from the branch with the lowest
damping, marked by thick dots in Figure 1 (i.e., the most
unstable r-mode). As the spin frequency increases beyond
the first crossing, the slippage decreases to ≈ 0.1. How-
ever, the thick crust model has another avoided crossing
at Ω ≈ 0.25Ωk, and the slippage rises at this frequency be-
cause the core r-mode couples resonantly with a higher-order
torsional crustal mode. In the thick crust model, the “val-
ley” in which the second mode dominates only extends to
Ω ≈ 0.25Ωk. After the avoided crossing, the third mode
has the smallest slip, 4 × 10−2 ∼< δu/u ∼< 1. Note that the
slip value is ≈ 1 near the avoided crossing and is ∼> 0.1
for 0.25Ωk ∼< Ω ∼< 0.3Ωk, or for spin frequencies between∼ 500 and 600 Hz. In this regime, the viscous boundary
layer damping rate approaches the high BU value, and so
the critical spin frequency for the r-mode instability is high
c© 0000 RAS, MNRAS 000, 000–000
Figur 3.2: Core-Crust mismatch velocity parameter δu/u according to Levin nd
Ushomirsky. This plot, extracted from figure 1 in [50], shows the variation of the slippage
parameter δu/u of equation 3.14 for a thin crust model of ∼ 10% of the NS radius. For
slow rotating stars this mismatch has practically no contribution to the damping timescale,
as opp sed to fast r spinning stars n whic the t mescale tends to increase.
order for the mode to be stable. This means that the contribution of the dissi-
pation processes to the total timescale will be smaller than the contribution of
the GRR timescale. The critical spin frequency in which the star is balanced
between the GRR driven growth timescale and the timescales due to dissi-
pation processes is denoted as fcritical. This frequency is a function of many
factors such as δu/u and temperature, and hence fcritical = fcritical(T, δu/u...).
This means that the optimal value of the frequency can be chosen based on
these para e ers (tuning). Firstly, the tuning with respect to the δu/u pa-
rameter is presented, and later a tuning of the critical spin frequency based
on temperature will be discussed.
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fcritical tuning with respect to δu/u
The tuning of this frequency based on δu/u is plausible with the Levin &
Ushomirsky model dissipation timescale shown in equation 3.14. This fre-
quency also leads to a relation between the dissipation timescale and the
GRR timescale given by
τ(fcritical) = 0⇒ τdissipation(fcritical) = |τGRR(fcritical)| (3.15)
In this context, three different regimes can be distinguished:
1. For slowly spinning stars, so that fstar is significantly less than fcritical,
τdissipation  |τGRR| ⇒ τ ≈ τdissipation (3.16)
All of the young glitching pulsars and some MSP are in this regime.
This region corresponds to the left non-shaded region in figure 3.3.
2. For more rapidly spinning stars with spin frequencies just below fcritical,
there will be a near cancellation between τdissipation and |τGRR|, leaving a
long (positive) decay time τ . This has the nice feature that it can lead
to significant GW emissions that decay on longer timescales. This possi-
bility, shown as the red-shaded region in figure 3.3, could be considered
for the glitching millisecond pulsar (section 2.4.1).
3. For stars with fstar > fcritical, τ < 0, (right dark-shaded region in figure
3.3) the mode is CFS unstable and grows in time. No NS has been
observed to be CFS-unstable, so this last scenario is not under consid-
eration.
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In the regime when τdissipation  |τGRR| ⇒ τ ≈ τdissipation, one can approximate
τdissipation= τvbl and get:
τvbl
τGRR
≈ k T8
F 1/2
f
11/2
star
(
δu
u
)−2
M21.4R
2
11.7, (3.17)
Note the very steep scaling of fstar.
The balance between τdissipation and τGRR, in the second regime, is modulated
by δu/u. The interval from which fcritical takes values depends on the δu/u
interval, leading to fcritical between 300 Hz and 820 Hz, as shown in figure 3.3.
These values are useful to associate a timescale due to dissipation to a specific
value of fstar. An example of this approximation is provided below:
Consider the fastest spinning pulsar observed, PSR J1748−2446ad, that has a
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Figure 3.3: r-mode timescales. The relation between growing timescales and damping
timescales for the mode is shown. The dissipation timescale τLUdissipation was calculated
assuming the viscous boundary layer model (solid line in the plot), in equation 3.14. In this
case, a ‘slippage’ parameter δu/u takes a value of 1 for fstar < 100 Hz and 0.06 otherwise.
This explains the step in the solid line in this plot. This also sets an interval in which the
slippage parameter could take its values, as well as an interval of fstar in which fcritical can
be set. Within this interval, the fastest spinning pulsar observed, PSR J1748−2446ad, with
a fstar = 716 Hz is shown as a reference. In the dark shaded frequency range, no pulsar
has been observed.
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fstar = 716 Hz. According to the Levin and Ushomirsky model, this frequency
lies in the allowed interval for fcritical. An estimation of τ
LU
dissipation using 10
different values of δu/u within an interval of [0.1 - 1] with a step of 0.1 is
shown in figure 3.4. These estimations are shown in comparison with the
τGRR curve. The intersection of each of these estimations with the τGRR curve
defines the fcritical associated to that particular value of δu/u. In the case of
PSR J1748−2446ad, the value of δu/u that is associated with the case where
fstar = fcritical lies between [0.6 - 0.7]. A fine tuning of the δu/u parameter
is shown in figure 3.5 with the interval of δu/u = [0.681 - 0.69], revealing a
more precise value of δu/u ∼ 0.685 for an fcritical = 716 Hz. The value of the
timescale due to viscosity dissipation associated with this fcritical assuming
the Levin and Ushomirsky model τ
δu/u
LU ≈ 184 s. In order for the star to be
stable, the total timescale τ < τ
δu/u
LU as described above in the second timescale
regime, and in consequence a δu/u > 0.685 has to be considered.
3.3 Gravitational wave energy and detection
statistic
As described in section 1.4, in order to detect gravitational waves, a mechani-
cal displacement between the test masses at the detectors has to be registered.
These displacements are proportional to the amount of energy that a gravi-
tational wave signal carries and also depend on the features of the detected
signal. In this section, the description of the equations that model the grav-
itational wave energy carried by the r-mode signal are presented. Also, the
equation used to measure the gravitational wave energy and the correspond-
ing displacements at the interferometer is derived.
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Figure 3.4: δu/u tuning with respect to fstar. In this figure, a series of estimations
of τ
δu/u
LU are presented, in comparison to the estimation of τGRR. A first approximation
shows that, for the case of the fastest spinning pulsar, PSR J1748−2446ad, the fcritical is
associated with a δu/u ∼ 0.7.
The total emission of the signal, considering the two gravitational wave po-
larisations shown in equations 3.4 and 3.5, is given in [62] as
h0 :=
√
1
τ
∫ ∞
−∞
(
h2+(t) + h
2×(t)
)
dt. (3.18)
The gravitational wave luminosity is related to the waveform amplitude in
equation 3.18 and, by integrating the gravitational wave flux over a sphere of
radius r, with r the distance from the source to the Earth,
dEGW
dt
=
c3
G
1
10
r2ω2(h0e
−t/τ )2, (3.19)
which, as well as the waveform, will decay with time. Also, the total energy
emitted can be obtained by the integration of equation 3.19 over a time interval
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Figure 3.5: Zoom in to δu/u tuning with respect to fstar. A more detailed approxi-
mation to figure 3.4 shows that the fcritical for this pulsar is associated to a δu/u ∼ 0.685,
which corresponds to a τ
δu/u
LU ≈ 184 s.
0 < t <∞, giving
∆EGW =
c3
G
1
20
r2ω2h20τ. (3.20)
In 1998, Lindblom et al [60] introduced an arbitrary constant α to parametrise
the amplitude of the r-modes. With this parametrisation, the relation between
the amplitude and energy of the mode in terms of α are
h0(α) =
√
8pi
5
G
c5
αω3MR3J˜ (3.21)
and
Emode =
1
2
α2Ω2MR2J˜ . (3.22)
A useful parameter for an arbitrary waveform that involves the total initial
amplitude of an emission and its duration is the hrss, root sum square [63],
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inferred from equation 3.18 as
hrss = h0
√
τ . (3.23)
With equations 3.20 and 3.23, the detectability estimate at the gravitational
wave detector of the waveform is defined as
hrss =
1
r
[
20G
c3
∆EGW
ω2
]1/2
(3.24)
which is valid for any damped oscillation mode at its corresponding frequency.
Particularly, for the r-modes, where ω = 4/3 Ω, equation 3.24 takes the form
hrss =
1
r
[
45G
4c3
∆EGW
Ω2
]1/2
(3.25)
This is the relation between the detectability parameter hrss at the detector
and the total energy carried by a gravitational wave. This equation is useful
to associate the theoretical models from which the r-mode signal is based on
to a gravitational wave signal detection.
3.4 Gravitational wave energy modulation
A convenient way to understand the astrophysics of the events that trigger
the gravitational wave emissions is through the association of the gravitational
wave energy to the energy released during the event. If equations 3.11, 3.20,
3.21 and 3.22 are combined, the relation of the total gravitational wave energy
radiated ∆EGW and the energy of the mode Emode will take the form
∆EGW =
τ
|τGRR|Emode, (3.26)
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that in combination with equation 3.25 gives,
hrss =
1
r
[
45G
4c3
τ
|τGRR|
Emode
Ω2
]1/2
. (3.27)
This equation, in contrast with equation 3.25 which is in terms of the gravita-
tional wave energy, is a relation between the detectability parameter hrss and
the energy released by the mode oscillation.
The ratio between the total timescale of the waveform and the timescale due to
the GRR in equation 3.26 means that the amount of energy transferred from
the mode to the gravitational wave is modulated by this ratio of timescales.
Moreover, if the total timescale τ is mainly dominated by the dissipation pro-
cesses in the inner layers of the NS, such as in the Levin and Ushomirsky
model, and if this timescale is much smaller than the |τGRR|, equation 3.26
means that only a small fraction of the energy released by the mode oscil-
lation will be transferred to the gravitational wave. This also means that
∆EGWEmode and that the remaining energy will be dissipated.
3.4.1 The β parametrisation
In order to make a model-independent estimate of the amount of energy trans-
ferred to the gravitational wave, this energy could be parametrised by a pa-
rameter β given by
β ≡ ∆EGW
Emode
, (3.28)
which sets the relation between the timescales τ and −τGRR
τ = β(−τGRR). (3.29)
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Assuming that the timescale is dominated by dissipation processes τdissipation,
the β-parametrised equation that relates this timescale and −τGRR, using
equation 3.10, is:
τdissipation =
β
β + 1
(−τGRR). (3.30)
In figure 3.6, the result of a calculation of the timescale τ as a function of
β, with respect to the fstar of the pulsars in appendix A, is presented. These
timescales were constructed with values of β ∈ [10−10, 10−1] with a step of
10−1. This interval is selected in order to cover a broad range while maintain-
ing the values of β in a realistic physical scenario. For most of the timescale
values obtained, the plausibility to be considered in this study is null, either
because they are out of the spin frequency range that this work is focused on
(100 Hz - 1kHz), or because some of these timescales have durations compa-
rable to the age of the Universe (∼1016 s) which are not physically possible.
Then, from figure 3.6, it can be concluded that the values of τ(β) to be con-
sidered in this thesis should be τ(β) < 105 s. This is due to the fact that the
goal of this study is to search for long-transient gravitational wave signals with
durations up to one week. Also, faster spinning stars lead to more feasible
values of the waveform timescale.
Now, using the β-parametrisation, the detectability parameter hrss in terms
of the energy of the mode, using equation 3.27, is:
hrss =
1
r
[
45G
4c3
β
Emode
Ω2
]1/2
. (3.31)
Considering the first scenario of the waveform timescales as a function of fstar
discussed in section 3.2.3, where τdissipation  |τGRR|, the parameter β should
be β  1. In the second scenario, in which τdissipation → |τGRR|, a very large
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Figure 3.6: The damping time τ as a function of the frequency ω for different
values of β. This plot is presented to show the viability of the use of the β parameter to
construct the duration of a waveform. This plot considers data from young pulsars only,
so no data for the millisecond pulsars are included. The values of β considered in this
plot go from 10−10 to 10−1 in steps of 10−1, so ten values of β per pulsar are shown. The
non-plausible region, separated by a dot-dashed line, is where the timescales are out of
the scope of this work or physically not viable. This leaves τ(β)≤ 105 s for fast spinning
frequency pulsars as the only plausible sources to be considered in the present analysis.
amount of gravitational wave energy emitted is implied which translates into
values of β ≈ 1.
3.5 Neutron star transients detection
In the previous section, a series of calculations led to general equations for the
EGW and hrss considering r-mode gravitational wave emissions, but not for a
particular transient event. The values of the detection parameters associated
with these events rely on how the released energy is measured and how much
of this energy is considered to be deposited into the gravitational wave energy.
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3.5.1 Pulsar glitch detection
As was mentioned in chapter 2, pulsar glitches are associated with a transfer
of angular momentum L = IΩ within the NS. The principle of the angular
momentum conservation implies that small changes in Ω will be reflected in
changes of the moment of inertia I, so ∆Ω ∝ ∆I. In order to determine the
energy emitted during a pulsar glitch, the assumption of a spherical NS with
a moment of inertia I is considered, where I is defined as I = I˜MR2. From
[60], I˜ is defined as
I˜ =
8pi
3MR2
∫ R
0
ρr4dr. (3.32)
Some models predict the value of I˜ between 0.30 and 0.45 for stiffness values
of the NS (M/R) between 0.1 and 0.2 [36]. For example, I = 1045 g cm2
corresponds to values of I˜ = 0.4, M = 1.4M and R=10 km.
The energy released during the glitch, is a relation between the moment of
inertia and the magnitude of the glitch
Eglitch = IΩ∆Ω = IΩ
2 ∆Ω
Ω
. (3.33)
Switching Emode = Eglitch, equation 3.31 takes the form
hrss =
1
r
[
45G
4c3
β
Eglitch
Ω2
]1/2
(3.34)
and in terms of ∆Ω/Ω,
hrss =
1
r
[
45G
4c3
βI
∆Ω
Ω
]1/2
. (3.35)
Note that these equations consider the optimistic assumption that the Eglitch
and the Emode are the same. The importance of these equations is that they
show the detectability parameter at the gravitational wave detector taken as
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function of observed parameters of the star. Also, in this case, the modulation
of the energy transferred to the gravitational wave is given by β. However, an
equation with the timescales ratio modulation can be obtained from equation
3.31.
With the optimistic assumption described by equations 3.34 and 3.35, and us-
ing equations 3.22 and 3.33, an expression for the mode amplitude parameter
α is given by,
α =
(
I˜
J˜
)1/2(
∆Ω
Ω
)1/2
. (3.36)
This shows that for small glitches, ∆Ω/Ω ∼ 10−6, the mode amplitude gives
small values, α < 1. To estimate the gravitational wave amplitude, α can
conveniently be inserted into equation 3.21 leading to
h0 =
G
c5
√
2pi
c5
(
4
3
)3
1
r
Ω3MR3(I˜ J˜)1/2
(
∆Ω
Ω
)1/2
(3.37)
that in terms of the glitch energy:
h0 =
G
c5
√
2pi
c5
(
4
3
)3
1
r
Ω2M1/2R2(J˜)1/2E
1/2
glitch. (3.38)
Finally, the hrss detectability parameter in terms of the glitch energy, using
equation 3.27 and setting Eglitch = Emode is
hrss =
1
r
[
45G
4c3
τ
|τGRR|
Eglitch
Ω2
]1/2
. (3.39)
A correlation between this detection parameter hrss and fstar is presented on
the left panel of figure 3.7. Also in this figure the distinction between pulsars
with Nglitches < 5 and Nglitches > 5 is shown in both panels. On the right-hand
side panel the relation of the detection parameter and the source’s distance is
shown.
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Figure 3.7: Detection parameter hrss for pulsar glitches. This plot shows in green
markers all the glitches considered in this study from appendix A, and in black markers
glitches from the frequent glitching pulsars (> 5). The left hand side panel shows a big
dependence of the parameter hrss on the fstar. The starred markers denote the glitches
from the millisecond pulsars, the top star corresponding to HETE J1900.1−2455 and the
bottom star to PSR J1824−2452. The difference in the detectability parameter for these
last two pulsars is due to the Levin and Ushomirsky model that considers rubbing effects
in the crust core interface for rapid rotating stars.
3.5.2 Type I X-ray burst transients detection
In table 2.2, extracted from [43],the three main types of Type I X-ray bursts
can be seen. In the context of this study, transient events associated with
super-bursts will be the ones of interest because of three of their features:
1. The amount of energy released during these events. In super-bursts the
EM energy released is ∼ 1041 - 1042 ergs.
2. A fast and well known fstar of the NS component of the binary system
that could be between 300-620 Hz. In particular, this feature is of major
importance in the context of this study if the Levin & Ushomirsky dissi-
pation model is considered. This feature is sometimes measured during
a burst.
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3. Their duration, which gives the long transient nature, which could be up
to the order of days. The duration depends on how deep inside the NS
the nuclear burning takes place, which in turn depends on the cooling
timescale of the burning layer.
Another important and useful feature of these sources that is of interest for
this study is that these sources have estimated distances of a few kpc.
There is a description in [43] of these different types of Type I X-ray bursts
as well as the observed energy released by these bursts from ten sources.
For this case, an assumption in terms of the energy has to be done, this is
that
Emode = Eburst. (3.40)
This optimistic assumption means that the total EM energy detected during
a burst goes into the r-mode. With this in mind, and with equation 3.22, an
equation for the mode amplitude α can be set as
α =
(
Eburst
Ω2MR2J˜
)1/2
(3.41)
In combination with equation 3.21, the initial amplitude of the gravitational
wave can be expressed as
h0 =
[
8pi
5
G
c5
EburstMJ˜
r2
ω4R4
]1/2
. (3.42)
And also, an expression for the detectability statistic hrss, using equation 3.42
hrss =
1
r
[
45G
4c3
τ
|τGRR|
Eburst
Ω2
]1/2
. (3.43)
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3.5.3 Refinement of the Levin & Ushomirsky model
In their figure 2, Ho et al [64] did a similar Ω-T plot to figure 2 in the Levin &
Ushomirsky [50] paper, but with the actual locations of the Low Mass X-ray
Binaries (LMXBs) marked. This plot reveals that there might be problems
for this type of objects with the Levin & Ushomirsky model because it leaves
many LMXBs in an unstable regime due to the value of δu/u ≈ 0.1. In ad-
dition, it shows that a value of δu/u ≈ 1 would bring these sources back to
a stable regime. Particularly, the problem in setting the value of the slippage
parameter to 1, is that the NS crust is assumed to be rigid, which is not a
completely accepted model. Ho et al, suggest some reasons why δu/u should
be close to unity, amongst which are the existence of resonances that could
produce ‘spikes of stability’ in the Ω-T plane, or the bulk viscosity due to
hyperons, or superfluids mutual friction.
As a first approach, one could ask how far from the spinning frequency of a
star an fcritical can be in order for the star to be stable. According to Haskell
et al [65], the fastest LMXBs, PSR 4U 1608−522, has a fstar = 620 Hz and
a core temperature estimation of 4.55 × 108 K. This study listed 22 sources
within a fstar interval from 174 to 620 Hz. This means that, on average, these
sources are spread on steps of ∼ 20 Hz, which leads to a maximum value for
fcritical of 640 Hz. This will be the first criterium used in this work to estimate
the value of fcritical.
Another argument is supported by Chakrabarty et al [66], in which they per-
formed a statistical analysis of the distribution of the LMXB in order to get
an upper limit to a cutoff frequency. They found that this frequency lies at
730 Hz with 95% of confidence. Later, Patruno [67] confirmed these findings
incrementing the confidence level to 99%. This is in agreement with the fastest
pulsar known with an fstar = 716 Hz mentioned before.
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Exploring the timescale equations with these ideas in mind, the balance be-
tween τvbl and τGRR is done by setting −τGRR = τvbl using equations 3.11 and
3.14. From this, an equation for fcritical can be written as
fcritical,kHz = 0.821F
1/11
(
δu
u
)4/11
1
T
2/11
8 M
4/11
1.4 R
4/11
11.7
(3.44)
where M1.4 and R11.7 are the mass of 1.4 M and the radius of 11.7 km,
respectively. Solving this equation for the combination of F and δu/u and
assuming that there is an estimation of the Tcore,
F 1/2
(
δu
u
)2
=
(
fstar,critical
fstar
)11/2
M2starR
2
star (3.45)
where Mstar and Rstar are the mass and the radius of the star from which the
fstar,critical is considered, and fstar,critical > fstar. Also, Tcore is the temperature
estimation of the source at the core. This assumption can be used for all the
LMXB and with the help of equation 3.45, the Levin & Ushomirsky damping
time could be written in terms of fcritical as
1
τvbl
=
f
1/2
KHz
T8
R211.7
M1.4
(
fstar,critical
fstar
)11/2
M2starR
2
star (3.46)
and equation 3.44 would take the form
fcritical,Khz =
1
T
2/11
8 M
4/11
1.4 R
4/11
11.7
(
fstar,critical
fstar
)
M
4/11
star R
4/11
star (3.47)
These equations consider that Mstar and Rstar are unknown and they will be
the starting point for the numerical estimates for these kind of stars.
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3.6 Numerical estimates
With the calculations in the previous section, the evaluation of them with NS
observed parameters and the corresponding comparisons with gravitational
wave detector sensitivities has been done.
In figure 3.8, the estimated value of the detection parameter hrss, calculated
with the β parameter and with the Levin & Ushomirsky model for timing
glitches from young pulsars and for Type I X-Ray bursts from LMXBs, is
presented. A value of β= 10−5, has been used for this calculation. This first
set of calculations was done considering the Levin & Ushomirsky model before
the reinterpretation of the fcritical for the case of the LMXB.
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Figure 3.8: hrss of glitches and Type I X-Ray bursts and gravitational wave de-
tectors sensitivity curves. This plot compares the estimation of the detection parameter
hrss calculated with the assumption of the Levin & Ushomirsky model (green markers) and
using the β parametrisation with β = 10−5 (black markers), with the current and future
gravitational wave detectors. Current detectors, LIGO in grey and VIRGO in brown are
shown, as well as estimated sensitivity lines for ALIGO and ET. Triangle markers corre-
spond to glitches produced by young pulsars and circles represent Type I X-Ray bursts
from accreting millisecond pulsars.
From figure 3.8 the contrasting effects in the value of hrss when the timescale
of the signal is calculated with the Levin & Ushomirsky model in mind and
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with the β parametrisation, can be seen. In this figure, the calculations for
glitches that happened during the Science Run 5 of the LIGO detectors are
shown in triangles and the Type I X-ray bursts, with no restrictions in their
selection, in circles. The detectability parameter hrss is presented in compar-
ison with the noise curves of current gravitational wave detectors, LIGO H1
and VIRGO, and with the sensitivity curves of future detectors, like ALIGO
and ET. With the β parametrisation hrss tends to increase proportionally to
the fstar, while on the other hand using the Levin & Ushomirsky model the
relation is inversely proportional. This suggests that for young pulsars the
β parametrisation gives more plausible numbers for a detection. For faster
rotators the Levin & Ushomirsky model gives better estimates of hrss, which
is in agreement with the value of the slippage parameter δu/u in this model
which, for faster spinning stars with fstar ≥ 100 Hz, plays a significant role in
the calculation of the timescale.
For the millisecond pulsars that have presented a glitch, described in sec-
tion 2.4.1, a calculation of hrss with the β parametrisation and the Levin &
Ushomirsky model is presented in figure 3.9. In this figure, the equivalence for
the β parametrisation of the amount of energy transferred from the glitch to
the mode using the Levin & Ushomirsky model is presented. This equivalence
leads to a value of β ∼ 1, which means that almost all the energy released by
the glitch is transferred to the gravitational wave.
With the information obtained from figures 3.8 and 3.9, an initial selection of
sources that can be used in this work is presented, with their main character-
istics, in table 3.1.
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Figure 3.9: hrss of glitches from MSP. This plot shows the comparison of noise curves
of current gravitational wave detectors and sensitivity curves of future gravitational wave
detectors with the estimated hrss of the two millisecond pulsars that have presented a timing
glitch (see section 2.4.1). In this plot the sensitivity curve of the Pre S5 run performed by the
GEO-600 detector is included. This corresponds to the day in which the HETE 1900−2555
event happened (MJD 53,559). This plot is important to illustrate that the comparison
between the β parametrisation method and the Levin & Ushomirsky model leads to the
interpretation that Eglitch = EGW .
Table 3.1: Representative sources for the analysis. This table shows the main char-
acteristics of the sources that are considered in the analysis, based on the criteria shown
in this chapter with the Levin & Ushomirsky timescale model before the reinterpretation
based on fcritical. The observational parameters were collected from [25], [41], [42], [68] and
[69]. Pulsar *, is the only millisecond pulsar that has produced a µ glitch, and pulsar **
had a fstar spin up event but was not considered as a glitch by the observers.
Source r (kpc) fstar (Hz) α τLU (s) E
glitch/
burst ergs h
LU
rss (10
−25)
PSR J0835−4510 0.3 11.19 3.98×10−3 690.6 4.94×1042 0.421
PSR J0537−6910 48 62.02 2.82×10−3 293.4 7.6×1043 0.206
PSR J1824−2452∗ 5.6 327.40 1.23×10−5 20456 4.02×1040 9.669
HETE J1900.1−2455∗∗ 4.7 377.26 3.10×10−3 8687 3.37×1045 2662
4U 1608 -522 (burst) 3.2 620 3.1×10−5 402.7 4×1041 26.33
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For example, the estimated Eglitch of the Vela pulsar, PSR J0835−4510, the
most prolific amongst timing glitch-producers, is set using equation 3.33 as
Eglitch ∼ 4.95× 1042ergs
(
fstar
11.2 Hz
)2(
∆Ω/Ω
10−6
)
, (3.48)
and for the fastest spinning young NS in the database in appendix A, PSR
J0537−6910,
Eglitch ∼ 7.59× 1043ergs
(
fstar
62 Hz
)2(
∆Ω/Ω
5× 10−7
)
. (3.49)
Also, for these two same stars, the values of the amplitude of the mode α,
following [60] and using I˜ = 0.261 and J˜ = 1.64×10−2 are, respectively
α = 3.99× 10−3
(
∆Ω/Ω
10−6
)
α = 2.82× 10−3
(
∆Ω/Ω
5× 10−7
)
(3.50)
and for a hypothetical Type I X-Ray burst, from equation 3.22
α = 6.7× 10−5
(
Eburst
1042ergs
)1/2(
300Hz
fspin
)
. (3.51)
To get an estimate of the gravitational wave amplitude, the use of equation
3.37 for the Vela pulsar gives
h0 = 1.68× 10−27
(
287 pc
r
)(
fstar
11.2 Hz
)3(
∆Ω/Ω
10−6
)1/2
(3.52)
and for PSR J0537−6910
h0 = 1.20× 10−27
(
48.1 kpc
r
)(
fstar
62 Hz
)3(
∆Ω/Ω
5× 10−7
)1/2
. (3.53)
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Figure 3.10: hrss for selected sources with gravitational wave detector sensitivity
curves. In this plot the sources from table 3.1 with respect to the current gravitational
wave detectors noise and future gravitational wave sensitivity curves, are shown. For each
source the estimated detection parameter hrss is plotted with the assumption of the Levin &
Ushomirsky model (green markers) and using the β parametrisation with β = 10−6 (black
markers). This value of β was used to show that a millionth of the energy of the glitch/burst
is transferred to the gravitational wave . In the case of PSR J0537−6910, the two statistics
coincide. Also in this plot, the sensitivity curve of GEO 600 during the Pre-S5 run, is
included . This is because during this period (MJD 53,559), the spin up event in HETE
J1900.1−2455 happened.
In the context of the timescales, the dissipation model by Levin & Ushomirsky
in equation 3.14 gives for PSR J0537−6910 pulsar
τvbl = τ
LU
dissipation = 293.4 s
T8
F 1/2
(
62 Hz
fstar
)1/2(
δu
u
)−2
(3.54)
where T8, F and δu/u are factors of order unity. Combining this equation
with equation 3.11, the regime where τdissipation  |τGRR| can be seen and so
can be approximated to τ ≈ τdissipation = τLUdissipation as
τLU
τGRR
≈ ∆EGW
Eglitch
= 6.76× 10−7 T8
F 1/2
(
fstar
62 Hz
)11/2(
δu
u
)−2
(3.55)
From this equation a very steep scaling with fstar is noticeable. Also, for the
3.6. Numerical estimates 77
PSR J0537−6910, only ∼ one-millionth of the glitch energy (β ∼ 10−6) is
transferred to gravitational waves, as seen in figure 3.10. If this scheme is
considered, equation (3.43) becomes
hLUrss =
1
r
[
45G
4c3
Eglitch
Ω2
τLU
τGRR
]1/2
(3.56)
and from equations (3.55) and (3.56)
hLUrss = 2.06×10−26
(
48.1 kpc
r
)[
T8
F 1/2
(
δu
u
)−2(
fspin
62 Hz
)7/2(
Eglitch
7.6× 1043 erg
)]1/2
,
(3.57)
that in terms of the amplitude of the glitch
hLUrss = 2.06×10−26
(
48.1 kpc
r
)[
T8
F 1/2
(
δu
u
)−2(
fspin
62 Hz
)11/2(
∆Ω/Ω
5× 10−7
)]1/2
.
(3.58)
If the β parametrisation is considered in the regime where τviscosity  |τGRR|,
then in the context of young pulsars, β  1. Given that τGRR is a known
function of frequency, this also gives the time on which the mode decays, and
with equation (3.29)
τ = β|τGRR| = 4.34× 106 s
(
β
10−2
)(
62 Hz
fspin
)6
(3.59)
that leads, for the PSR J0537−6910, to
hrss(β) = 2.51× 10−24
(
48.1 kpc
r
)(
62 Hz
fspin
)(
β
10−2
)1/2(
Eglitch
7.6× 1043 erg
)1/2
(3.60)
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and from equation 3.35
hrss(β) = 2.51× 10−24
(
48.1 kpc
r
)(
β
10−2
)1/2(
∆Ω/Ω
5× 10−7
)1/2
(3.61)
3.6.1 Stabilised LMXBs
The reinterpretation of the Levin & Ushomirsky dissipation model in terms
of the fcritical, discussed in section 3.5.3, leads to the construction of an insta-
bility curve. Lets consider, for example, the source PSR 4U1608−522 with
fstar = 620 Hz and T = 4.55 ×108 K reported in [65]. With these data, equa-
tions 3.45, 3.46 and 3.47 will take the form
F 1/2
(
δu
u
)2
= 0.968
(
fcritical,4U1608
fstar
)11/2
M24U1608R
2
4U1608 (3.62)
τvbl = 0.0133s
−1f
1/2
KHz
T8
R211.7
M1.4
(
fcritical,4U1608
fstar
)11/2
M24U1608R
2
4U1608 (3.63)
and equation 3.44 could take the form
fcritical,kHz = 0.817
1
T
2/11
8 M
4/11
1.4 R
4/11
11.7
(
fcritical,4U1608
fstar
)11/2
M24U1608R
2
4U1608 (3.64)
In order to get a gravitational wave detectability statistic hrss of these sources
using equations 3.23 and 3.42, the energy released by Type I X-ray bursts,
the fstar, their distance to the solar system baricentre and the estimation of
the internal temperature are needed.
Table 3.2 shows these observed parameters and the calculations of the de-
tectability statistic hrss and the duration of the signals. Figure 3.11, is the
corresponding plot of these calculations with respect to the sensitivity curves.
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Table 3.2: Type I X-Ray sources tested for detectability. These calculations are
based on an fcritical = 640 Hz and fcritical = 730 Hz.
name Dist Energy fstar T
* h0 τ hrss τ hrss
PSR [Kpc] ×1041 [Hz] [108K] ×10−25 [s] ×10−25 [s] ×10−25
[erg] † ** fcritical = 640 Hz fcritical = 730 Hz
4U 1608−522 3.2 4.0 620.0 4.55 ‡ 1.968 2309 94.60 300.7 34.13
4U 0614+091 3.2 0.66 415.0 1.00 0.227 100.6 2.28 48.3 1.58
KS 1731−260 5.6 10 526.3 1.00 0.854 94.6 8.31 44.1 5.67
4U 1636−536 6.0 6.5 582.0 1.00 0.786 95.7 7.69 43.1 5.16
4U 1820−303 6.4 14 275.5 1.00 0.242 121.3 2.67 58.8 1.86
4U 1735−44 6.5 5.0 249.0 1.00 0.116 127.4 1.31 61.8 0.91
GX 17+2 9.8 3.0 272.0 1.00 0.071 122.0 0.78 59.1 0.55
† Keek et al 2008 [43]
‡ Haskell et al 2012 [65]
* All the sources of which an estimate of Tcore is not available were set to 10
8 K
** Strohmayer et al 2008 [70], Strohmayer et al 2002 [71], Smale et al 1997 [72],
Wijnands et al 1998 [73], Migliari et al 2011 [74].
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Figure 3.11: hrss of LMXBs in the stable regime and gravitational wave detectors
sensitivity curves. The position of the detectability statistic hrss with respect to the
current detectors shows that it is not possible to detect gravitational waves with these
detectors. Nevertheless, the detection with future detectors of 2nd and 3rd generations is
more plausible.
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3.6.2 Summary
From the numerical estimations done in this chapter, as well as the expected
values of the parameter hrss, the potential detection by future gravitational
wave detectors of a gravitational wave emitted during a glitch produced by a
millisecond pulsar or during a Type I X-ray burst, is considered.
For the case of the detection of gravitational waves from pulsar glitches, most
of the sources have detectability estimations even below the third generation
curves. In this case the β parametrisation gives more optimistic results. On
the other hand, Type I X-Ray bursts from LMXBs have better detectability
estimations with respect to future gravitational wave detectors, if the Levin
& Ushomirsky parametrisation is considered. These sources are going to be
of special interest in the next chapter.
Chapter 4
Search for long transient
gravitational waves from
r-modes
In this chapter, a detailed description of the method used for the search for
long transient gravitational wave signals associated with transient events in
NS is presented, as well as the application of this method to long transient
signals injected in white simulated noise. Firstly, a description of several tools
to be used in the analysis, such as the signal-to-noise ratio SNR, is given.
Also, a detailed description of heterodyning, a method that is used to make
long signals easier to compute, is shown. Then, a matched filtering method
called F -statistic, proposed by Jaranowski, Kro´lak and Schutz in 1998 [75]
and originally used for the search of continuous gravitational wave signals,
is described. Following this, a method proposed by Prix, Giampanis and
Messenger [1] which is an adaptation of the F -statistic search for transient
gravitational waves is described. Then, for the first time, this method is put
into practice by injecting transient signals in white noise of gravitational wave
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data at the sensitivity level of the ET. Finally, the results obtained from these
searches are shown.
4.1 Gravitational wave data
The data recorded by the gravitational wave detectors are stored as time-series
data. They are the primary component of the Data Frame Format files which
are the standard way the LIGO and Virgo Scientific Collaboration (LVC)
stores data. The timing of the data is based on the GPS time which has a res-
olution of 10−9 s. With this timing, the uniqueness of data is guaranteed, for
either real or simulated data. The amplitude, frequency and phase of the data
are some of the key elements for the association of gravitational wave signals
with astrophysical events. A convention for the analysis of these data in the
frequency domain has been adopted without ruling out any important infor-
mation that can be obtained from the time-series, such as the variation over
time of the frequency. In order to achieve this goal, the original gravitational
wave data are transformed using the so-called Short-time Fourier Transform
(SFT) which, in a very simplified way, can be understood as ‘snap-shots’ of
the data during a specific time. This SFT is defined as:
SFT{x(t)} ≡ X(τωs , ωs) =
∫ ∞
∞
x(t)ωs(t− τωs)e−jωstdt (4.1)
where ωs is a window function that is non-zero for a period of time defined
by the time-range τωs . With these SFTs, the main challenge to deal with is
obtaining a signal that could be associated with gravitational radiation. In
other words, a detection is associated with the possibility of distinguishing
a signal ‘buried’ in noisy data. This detectable signal will be the one that
exceeds a certain threshold that depends on the properties of the noise in
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which the signal is buried and also on some prior knowledge of the signal.
4.2 Matched Filtering
Matched filtering is a technique in data analysis that looks for correlations
between a template generated with features of a particular signal and patterns
in noisy data in order to detect the presence of such a signal that fits the
template. To construct an accurate template, prior knowledge of the signal
is essential. In the context of gravitational wave detection, this knowledge
involves not only intrinsic features of a signal, but also characteristics of this
signal that depend on the detectors, such as the position on the Earth where
the detection is done, called the antenna patterns, and the sky position of the
sources. In this study, the template is constructed using the signal criteria
shown in chapters 2 and 3, and the selection of an appropriate correlation
between the template and a signal.
4.2.1 Signal-to-noise ratio of transient signals
In the frequency domain, a threshold that is useful to validate the detectability
of a signal is related to the ratio between the signal amplitude and the noise
amplitude at the signal frequency. This threshold parameter is called the
signal-to-noise ratio (SNR) and is defined as the ratio of the signal power
to the noise power. This principle is often used in the frequency domain in
order to visualise the power of a signal through its power spectral density
(PSD), which describes how the power in the time-series is distributed along
the frequency range. This relationship is also the starting point of many of the
tools that are commonly used to validate the recovery of a signal. A typical
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way to estimate the SNR is through the so-called optimal SNR, ρopt, given by
ρ2opt = 4
∫ ∞
0
|h˜(f)|2
Sh(f)
df, (4.2)
where h˜(f) is the Fourier transform of the signal h(t), and Sh(f) is the single-
sided PSD of some noise Sh(t). With the use of the equations in chapter 3,
the necessary parameters to model h(t) can be calculated. The estimate of Sh
depends on either the noise floor of current detectors at a specific frequency
or on the estimate of the sensitivity curves for future detectors like ET (figure
1.3(b)).
4.2.2 F-statistic in long transient gravitational wave
searches
In [75], Jaranowski, Kro´lak and Schutz proposed the use of a parameter called
the F -statistic that uses the principle of maximum likelihood probability to
reach the detection goal, through the knowing of the parameters of the data.
This method, originally conceived for the search of continuous gravitational
waves, uses the matched filtering technique to estimate this probability taking
into account several variables of which a gravitational wave signal depends on.
Amongst these variables two kinds can be distinguished. First, the position
of the detectors on the Earth and their relative positions to a source in the
sky, called the doppler parameters and denoted in this work with λ. These
parameters determine the time evolution of the gravitational wave phase and
are expressed as λ ≡ {nˆ, f (s)(τref )}, where nˆ is the source sky position and
f (s)(τref ) is the evolution of the signal frequency with time with respect to
a reference time τref , where
(s) denotes the time derivatives. Second, the
intrinsic characteristics of the gravitational wave signal such as the polarisa-
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tion, the frequency and the amplitude, called the amplitude parameters and
denoted as Aµ ≡ {h0, cos(ι), ψ, φ0} (µ = 1, ...4), where h0, ι, and ψ0 are the
initial amplitude of the signal, the inclination angle and the polarisation angle,
respectively, which were discussed in detail in chapter 3, and φ0 is the initial
phase of the gravitational wave signal. In [1], Prix, Giampanis and Messenger
extended the use of the F -statistic by proposing a method for transient sig-
nals. The parameters for these type of signals, called the transient parameters
and denoted with T , are related to the duration of the signal and the way
the signal evolves with time. Thus, the transient parameters are expressed
as T ≡ {ω¯, τ, t0}. Together, these three new parameters model a window
function in which ω¯ rules how the signal decays with time, τ is the damping
time of the signal and t0 is the initial time.
In summary, the transient gravitational wave signal is expressed as
hX(t;A, λ, T ) = gω¯(t; t0, τ)AµhXµ (t;λ) (4.3)
which is based on the form of a CW, but with the extra transient parame-
ters included. Here, the summation over the four amplitudes is implicit and
µ= 1,...4, X is an index over the different gravitational wave detectors and gω¯
is the transient window function. Also, the set of parameters that model the
signal can be expressed as θ ≡{A, λ, T }.
Under the data analysis algorithm library tools of the LVC, there is a set
of codes called the LAL/LALApps. Amongst these codes, there are some
that calculate the F -statistic, each one focused on different types of gravi-
tational wave sources and detection methods. One of the versions of these
codes, lalapps ComputeFStatistic v2 (CFSv2), differs from other versions
in mainly two aspects: the possibility of making an analysis considering more
than one gravitational wave detector and the inclusion of the transient pa-
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rameters. The description of the code in this thesis is focused on the second
aspect, and the searches are performed considering only one detector. The
code follows the same logic as the method proposed by Prix et al, in which
the already existing analysis for CW signals is restricted in time by the in-
clusion of a transient window. A more detailed explanation of how transient
gravitational wave signals are simulated and analysed is presented in this
chapter in section 4.4.
4.3 Heterodyning
Long transient signals might carry some difficulties to be computed due to the
amount of data needed to model them accurately. Heterodyning is a method
to reduce the amount of data needed to model a long signal without compro-
mising its accuracy. The name comes from the greek hethero (different) and
dyn (power). In general terms, it is the generation of new signals by com-
bining two oscillating wave forms. Nowadays it has many applications. For
example, an electromagnetic wave that carries information of a signal (ampli-
tude, frequency and phase) can transfer this signal, with all its information,
to a new carrier by mixing the original signal with a sinusoidal wave at a
different frequency (the heterodyne signal). This resultant signal will have
a new frequency called ‘beat frequency’ 1 that is the result of the difference
between the original signal frequency and the sinusoidal one.
In the context of this work, heterodyning is used to simplify the computation
of long duration transient gravitational wave signals. These simplifications
can be seen as a reduction of the signal frequency and, according to the
1This name is given because of the similarity with the acoustic phenomenon of the same
name in which an interference between two sounds of different frequencies causes a variation
in volume.
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Nyquist theorem, a reduction in the sampling frequency. This new signal will
still carry all the information of the non-heterodyned signal and will need less
computing power to be created or analysed. On the other hand, from the
perspective of the frequency domain this process allows to focus an analysis
of this new signal to a narrow frequency band around the beat frequency,
reducing computing costs as well.
Generally, the steps to follow in an heterodyning process of a signal are:
• Get a simulated or real signal (figure 4.1 a).
• ‘Mix’ this signal with the heterodyne signal (figure 4.1 b, c).
• Filter the mixed signal and resample (figure 4.1 d).
Simulation of the signal
There are many ways to simulate a signal. The main elements that are needed
to construct a signal are the frequency and the duration. When a long signal
is considered, in addition to the heterodyning process, a segmentation of this
signal is advised in order to make the process more efficient. The challenge
that comes with this segmentation is that, after an heterodyning process, these
pieces must be attached back to the original signal without loosing informa-
tion. Also, when these pieces are put back together an overlapping must take
place in order to avoid border effects due to filtering implementations.
Mixing
The mixing is done by multiplying, in the time domain, the function that
defines the signal with an oscillating signal with heterodyning frequency ωh.
The exponential representation of the heterodyning function can be written
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Figure 4.1: Heterodyning process in the time domain. This figure shows a comparison
of the steps during a heterodyning process applied to a ring down simulated signal with an
initial amplitude h0 = 1, a damping time τ = 50 s and a signal frequency ω = 1Hz. a) is
the original signal, b) and c) are the real and imaginary parts of the signal after the mixing
process, and d) is the resulting signal after a low pass filter is applied and a resampling
takes place.
as
xre =
eiωh − e−iωh
2
, xim =
eiωh − e−iωh
2i
(4.4)
where xre and xim are the real (figure 4.1 b) and imaginary (figure 4.1 c) parts,
respectively. It is important to use this function with these two parts separated
because the result of this heterodyning process is a complex function. Then,
as described above, the resulting frequency of the mixed signal ωmix is the
difference between the signal frequency ω and ωh. This new signal, xmix, has
to be completely equivalent to the original signal. An aspect shown with these
multiplications is that the resulting functions have an attenuation of half the
original amplitude and the real part is out of phase by pi/2.
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These functions are expressed as:
xmix =
A
2
x cos[t(ωh−ω+pi/2)] e−t/τ , xmix = A
2
x cos[t(ωh−ω)] e−t/τ (4.5)
The attenuation is more evident after the filter implementation.
Filtering and Resampling
The mixed signal xmix has implicit two frequencies, ω and ωh. The first one
is always greater than the second one. The filter commonly used is a low pass
filter (LPF) with an appropriate cutoff frequency. For example, in figure 4.1 a
Butterworth filter was applied. The main issue to consider when designing a
filter is to select an adequate cutoff frequency. This is the frequency at which
the magnitude of the response of the filter is
√
1/2. In other words, this cutoff
frequency has to be the one that lets through only the information to build
the signal without aliasing it and is constructed as
fcutoff =
f 0s
0.5× rs (4.6)
where f 0s is the original sampling frequency and the resampling factor rs is the
number of samples in the original sampling frequency which are discarded.
After the implementation of the filter, and before the resampling, the real
and imaginary parts have to be joined. After the resampling the overlapping
sections (if the signal was fragmented in pieces) have to be eliminated.
Frequency domain
So far, the heterodyning process has been described as it is in the time domain.
Gravitational wave data are generally analysed in the frequency domain, and
so it is more convenient to show the output of this technique in the same
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form. In order to verify that no aliasing happened during the process, the
heterodyned signal needs to be compared to a template which is obtained by
applying a transformation to the time domain function. This transformation
is the Fast Fourier Transform (FFT) and it is applied to the heterodyned
data. An example of a template, taken from [76], is of the form:
s =
A2τ 2
1 + (∆ω − ω0)2τ 2 (4.7)
where ∆ω is the frequency range of the data in which the signal is going
to be searched for and ω0 is the central frequency of the signal. Once this
template fits with the final product of the heterodyning process, a signal
can be validated (figure 4.2). In the context of the frequency domain, the
most important consequence of applying an heterodyning process is that the
parameter space in which a match filtering (or match template) search is
performed is significantly reduced. This is because this parameter space is a
function of the sampling frequency of the signal which is reduced.
4.4 Search for long transient gravitational waves
in simulated data
Two steps can be distinguished in the search for long transient gravitational
waves. The generation of data, that could be either simulated or real, and
the analysis of these data in which the aim is to obtain information buried
in noise. In this section, the generation of gaussian noise and the strategy
followed to do the analysis centred on long transient gravitational waves is
presented. Posterior to this, what was learnt with this method is applied to
non-gaussian simulated data. This second analysis is presented in chapter 5.
4.4. Search for long transient gravitational waves in simulated data 91
ï0.5 ï0.4 ï0.3 ï0.2 ï0.1 0 0.1 0.2 0.3 0.4 0.510
ï2
10ï1
100
101
102
103
104
Frequency [Hz]
LO
G 
Po
we
r
 
 
Heterodyned data
Template 1
ï0.01 ï0.008ï0.006ï0.004ï0.002 0 0.002 0.004 0.006 0.008 0.01
102
103
 
 
Figure 4.2: Heterodyning result in the frequency domain. This plot shows how
heterodyned data should fit a template, in order to be reliable in an analysis.
4.4.1 Data generation and signal injections
In data analysis, the simulation of data is the act of joining together signals
and noises. A strategy to solve the problem of recovering a signal buried in
noise using a specific tool is to know well, prior to the analysis, both the noise
and the signal in order to obtain the expected results. The most used type of
noise, due to its simplicity, is the Gaussian noise which has a mean µ = 0 and
variance σ2 = 1. The probability density function (PDF) of this distribution
is given by
PDF =
1
σ
√
2pi
e−
(x−µ)2
2σ2 (4.8)
in which µ is the mean of the distribution, σ is the standard deviation and x
are the data.
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Signal injections
The first part of the analysis was done with simulated data generated using
existing tools in the LAL/LALApps algorithm libraries.
lalapps Makefakedata v4 (Mfdv4) is a code that was originially created for
continuous waves analyses of gravitational wave signals from pulsars. In table
4.1, the commands used to do the injections, as well as their description, are
shown. This information could be useful for the reproduction of the data and
results presented in this thesis. For example, the startTime of the signal,
which sets the beginning of the data, and the refTime, which is the starting
point of the analysis, were selected to be the same and were set up based on
the antenna patterns of the detector. The intention is to match the largest
value of h0 to the GPS time that attenuates it the least.
The main difference with respect to previous versions of this code is the addi-
tion of T parameters such as transientWindowType, transientStartTime,
and transientTauDays, which refer, respectively, to the type of window gω¯,
the initial GPS time of the window and the duration τ of the window. Cur-
rently there are three options defined to select the window type: none, rect
and exp. The trivial option none, avoids the inclusion of a window gω¯ in the
data generation process. The other options are modelled as
gr(t; t0, τ) ≡

1, if t ∈ [t0, t0 + τ ].
0, otherwise.
(4.9)
if the rectangular window (rect) is considered, and
ge(t; t0, τ) ≡

e−(t−t0)/τ , if t ∈ [t0, t0 + 3τ ].
0, otherwise.
(4.10)
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which models the exponential decay window (exp). The arbitrary truncation
of the duration of gω¯ is set at a point in which the attenuation of the initial am-
plitude h0 due to the exponential function is around 5% and, in consequence,
does not contribute to a loss of the SNR. A comparison of these windows is
shown in figure 4.3.
 
 
Continous signal (none)
Sinusoidal signal (rect)
Ringdown (exp)
3x
Figure 4.3: Transient windows with Mfdv4. The three different window options provided
by the Mfdv4 code to construct a transient signal are shown in this figure. The trivial option
none is shown in dashed lines in comparison with the rect window (black) that does not
depend on τ and the exp window (red) which is truncated at 3τ .
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Table 4.1: Commands of the lalapps Makefakedata v4 code used in this work. The
usage of Tsft is very important to model an appropriate transient signal to be analysed
correctly. The discussion about this command is presented in this section. *Refer to figure
3.1(a).
Mfdv4 command Description
IFO GW Detector
ephemDir
Utililities to set up the ephemerides to be used
ephemYear
startTime
Signal’s start time in GPS time.
Selected to maximise h0 with respect
to antenna patterns.
duration
Duration of the signal in seconds.
This should not be confused with
transientTauDays
fmin
SFT’s lowest frequency
(= heterodyning frequency)
Band
SFT’s Bandwidth
(half the sampling frequency)
Tsft SFT’s time baseline
refTime
This time should be within the interval of the
signal. For simplicity, in this work, it has been
set to be the same as the startTime
Alpha Right Ascension of the star (radians)
Delta Declination of the star (radians)
h0 Signal’s initial amplitude
cosi
cos of inclination angle ι
(Set to zero to maximise h0)*
psi
polarisation angle ψ
(Set to zero to maximise h0)*
f1dot
Time derivatives of the frequency.f2dot
f3dot Not used in this work due to unavailability of data
orbit
Parameters used for long
duration signals in binary systems
noiseSqrtSh square root of (Sh) (noise level)
transient
Parameters that refer to the transient
window, duration and initial time
generationMode
To generate separate SFT
files or all in one
randSeed
To generate seeded noise
that could be reproduced
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As mentioned earlier, Mfdv4 is an adaptation from other codes to inject con-
tinuous gravitational wave signals (CW). In those codes, a decay in the ampli-
tude of the signal was not considered and the analysis done by the F -statistic
estimator codes assumed that the initial amplitude h0 is constant (see section
4.4.2). Since this is not the case for ring down signals, an adaptation to the
CW analysis of these signals when transientWindowType = exp has to be
done. If small enough pieces of a ring down signal are analysed separately,
a good approximation of this analysis to a CW analysis can be done. This
approximation is shown in figure 4.4. In terms of the Mfdv4 code there is a
command, Tsft, that sets the length of data in time used when the SFTs are
performed. In other words, the time-range defined by the τω in equation 4.1 is
set as small as it is convenient. The integration of the output of the analysis
all over the signal, in the time domain, is done by integrating the combining
all SFTs which are function of time.
 
 
Continous signal (none)
Ringdown signal (exp)
time of 
minimum 
variation
Difference
within
a few
seconds
Tsft
Figure 4.4: Transient signal adaptation of the CW analysis. In order to use the
infrastructure developed for the analysis of CW, the command Tsft is used to split the
signal data in small pieces so they can be analysed separately as CW signals. This separation
is done by simulating many short SFTs of a specific time Tsft.
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In addition to the T parameters, Mfdv4 also takes into account λ and Aµ
parameters. In the context of this work, the λ parameters are known from
electromagnetic observations of pulsars. The time evolution of the frequency,
when known, is very small and could cause a change in the modelling of the
signal. When a long duration signal is injected, the orbital parameters of the
star have to be considered if the duration of the signal is comparatively large
with respect to the orbital period in a binary system.
On the other hand, the amplitude parameters Aµ have a more significant ef-
fect on the signal, particularly the orientation angles ι and ψ, described in
chapter 3, and the phase φ. Depending on the values of these angles, the time
evolution of the signal changes. A study to show this variation was done using
different values of these angles in long duration transient signals that decay
exponentially. As a reference, the parameters of the Vela Pulsar ι ≈ 63.60◦
and ψ ≈ 130.63◦ were used [25].
As shown in figure 4.5, the evolution of the signal in the time domain over 30
days varies differently when the angle ι is fixed than when the angle ψ is fixed.
From this study, the fact that the variation in the polarisation angle ψ is less
significant to the variation of the amplitude of the signal than the variation
of the inclination angle ι, was learnt. And also, the effect of the variation of ι
is more significant at the beginning of the exponentially decaying signal than
at the end.
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Figure 4.5: The effect of the polarisation angle ψ and the inclination angle ι on a
signal simulated with Mfdv4. As a reference, the values of the Vela Pulsar of these two
angles are presented. (a) The variation of ψ with ι fixed and φ = 0. (b) The variation of ι
with ψ fixed and φ = 0. In this case φ = 0 means that there is no variation on the phase
of the signal frequency.
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4.4.2 Gravitational wave search methodology
Following the methodology proposed by Prix et al in [1], a detection of a long
transient signal in some noisy data can be expressed mathematically as the
ratio of two likelihoods. The first likelihood refers to some hypothesis HG in
which the data contains only (gaussian) noise and the second likelihood HS of
some data composed of noise and an injected signal. The likelihood for some
data x in the noise only case is written as
P (x|HG) = κe−(1/2)(x|x) (4.11)
with a normalisation constant κ and where
(x|x) ≡ 2
∑
X
S−1X (f)
∫
xX(t)xX(t)dt (4.12)
in which SX(f) is a stationary single-sided noise PSD in a particular detector
X. Now, if a signal h(t;θ) is injected, the likelihood is written as
P (x|HS, θ) = κe−(1/2)(x−h(θ)|x−h(θ)) (4.13)
given the fact that the noise can be expressed as n = x − h(θ). Then, the
likelihood ratio of these is
L(x; θ) ≡ P (x|HS, θ)
P (x|HG) = e
(x|h(θ))−(1/2)(h(θ)|h(θ)) (4.14)
After inserting the transient gravitational wave signal model in equation 4.3,
it takes the form of
logL(x, θ) = Aµx′µ − 1
2
AµM′µνAν (4.15)
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where
x′µ(λ, T ) ≡ (x|h′µ) (4.16)
and
M′µν(λ, T ) ≡ (h′µ|h′ν), (4.17)
define the template to be used in the search. If a maximisation over the
likelihood ratio is done, the maximum likelihood statistic could be expressed
as
lnLML(x) = maxλ,TF(x;λ, T ) (4.18)
where F is the F -statistic. The long transient F -statistic then is expressed
explicitly as
2F(x;λ, T ) ≡ x′µM′µνx′ν (4.19)
This 2F follows a χ2 distribution with four degrees of freedom and non-
centrality parameter ρ2opt, i.e.,
E[2F ] = 4 + ρ2opt (4.20)
4.4.3 Performing a search for long transient gravita-
tional waves
Once the signal is modelled and injected in noise, the analysis is performed. In
the first part of this work, Mfdv4 is used to inject long transient signals in white
gaussian noise. As for the injection code, lalapps ComputeFStatistic v2
(CFSv2) is an adaptation from previous versions for long transient gravita-
tional wave signal analyses which is based on the methodology described on
section 4.4.2. A description of the commands of this code used in this work is
presented in table 4.2. An important aspect of performing gravitational wave
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searches using CFSv2 is that the parameters used in the command line should
be consistent between both the injection and the analysis code. This consis-
tency is not only important in terms of the location or physical parameters of
the source, but also in the search bands in which the analyses are performed.
They should be set up within the region where a signal is available in the data.
Also, when these search bands are performed, it is important to consider that
they are related to the uncertainty in finding the parameter under study. If
during an analysis, a search band, either in frequency or in time, is not defined
in the command line of the CFSv2 code but the initial value of this parameter
is, the analysis is performed only for that individual value.
The adaptations of CFSv2 are focused on the transient parameters T . Par-
ticularly, the command transient WindowType is set to let CFSv2 know the
type of window used to construct the signal, using Mfdv4 for example, and
in consequence the type of window that has to be used to create the tem-
plate. Prix et al showed in [1] that the variation in the output of the code,
using either a rect or an exp window, is small. On the other hand, the
computing efficiency is better if a rect window is used in the analysis re-
gardless if the evolution of the signal is rectangular or decays exponentially.
This is consistent with the discussion of Tsft given in section 4.4.1, be-
cause the analysis could be performed in small pieces of data in the same
way as in a CW analysis. The other commands related with the T parame-
ters in CFSv2 are transient t0Days, the initial time of the transient signal,
transient t0DaysBand, that sets a search interval based on the uncertainty
of the transient initial time, transient tauDays, the smallest value of the
search band of the transient signal duration, and transient tauDaysBand,
which sets the length of the search interval around τ and, in consequence, the
uncertainty in finding this number.
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Table 4.2: Commands of the lalapps ComputeFStatistic v2 code used in this work.
CFSv2 command Description
Alpha Right Ascension of the star (radians)
Delta Declination of the star (radians)
AlphaBand Band in Alpha (radians)
DeltaBand Band in Delta (radians)
Freq Starting search frequency in Hz.
FreqBand Frequency search band Hz.
f1dot
Time derivatives of the frequency.f2dot
f3dot Not used in this work due to unavailability of data
f1dotBand
Band in time derivatives of the frequency.f2dotBand
f3dotBand Not used in this work due to unavailability of data
orbit
Parameters used for long
duration signals in binary systems
IFO GW Detector
ephemDir
Utililities to set up the ephemerides to be used
ephemYear
TwoFthreshold
Threshold to calculate 2F
Useful to optimise time of analyses
refTime
This time should be within the interval of the
signal. For simplicity, in this work, it has been
set to be the same as the startTime
minStartTime Earliest SFT time to include in the search.
maxEndTime Latest SFT time to include in the search.
transient WindowType
Type of transient
signal window to use.
transient t0Days
Start-time for transient window
search, as offset in days from dataStartGPS
transient t0DaysBand
Range of GPS start-times
to search in transient search, in days
transient dt0
Step-size for search/marginalization
over transient-window start-time, in seconds
[Default:Tsft]
transient tauDays
Shortest transient-window
timescale, in days
transient tauDaysBand
Range of transient-window
timescales to search, in days
transient dtau
Step-size for search/marginalization
over transient-window timescale, in seconds
[Default:Tsft]
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The outputs of CFSv2 in which this work is focused on, are the F -statistic,
which is calculated per frequency bin and that is called 2F , and the maximum
value of the calculation of the F -statistic over a τ search band per frequency
bin, which is called max2F . In other words, the inclusion of the duration of
the signal gives a new element to maximise, within the search interval in time,
the F -statistic. To illustrate this search method, a schematic representation
of the functionalities of the code are shown in figure 4.6.
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Figure 4.6: Search method of CFSv2. This figure illustrates the difference between the
calculation of 2F and max2F . When calculating 2F , the search method is done only over
a frequency search band which is defined from the command line. On the other hand, for
max2F the code performs a search over a time interval around the estimated duration of
the signal in each frequency bin on the frequency search band. When each time-related
search is done at a specific frequency bin, the maximum value of this search is selected as
the best estimate of 2F of the frequency bin in question.
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4.4.4 Results
With all this prior knowledge of the signal detection statistics which are the
output of CFSv4, a series of experiments to characterise this output were
done. A first experiment had the aim of comparing 2F with max2F given
different search bandwidths of τ and in frequency. The resulting plots of
this experiment are shown in figure 4.7. From there, the increment on the
amplitude of the statistic at the signal frequency when max2F is used, is
shown.
Figure 4.7: Comparison of CFSv2 output 2F and max2F in a frequency band of
0.1 Hz (top) and 1Hz (bottom).This is a zoom in an image into the CFSv2 spectrum
around the injected signal frequency.
Also, despite the fact that the bottom panel is the result of a 10 times longer
frequency search band than the top panel, it is important to notice that the
statistic is almost identical. This suggests that, in terms of recovering the
injected signal frequency, this method is efficient. The parameters of the signal
used in this experiment were initial estimates for the source PSR 4U1608−522,
where an unmodified τvbl was considered. This is, using similar equations to
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the ones described in section 3.5.1 assuming that the energy transferred to the
gravitational waves came from Type I X-Ray Bursts. These estimates give
values for τvbl of 9.27 ×103 s, an h0 = 1.31 ×10−25 from equation 3.37, and a
frequency of 826.6 Hz calculated with equation 3.8. In order to get an entire
signal for the analysis, the total length of the data processed was 28,800 s
getting a signal a few seconds larger than 3 × τ . Finally, the noise floor of
5.65 ×10−25 Hz−1/2 was estimated using the predicted sensitivity of ET at the
mentioned frequency.
As a second experiment, and in order to model the output of the signal detec-
tion, the distribution of the signal detection of several injections at different
white noise realisations has to be done. The parameters of the signal used in
this experiment are the ones associated with the source AMP 4U1608 -522 in
table 3.2 of chapter 3. They are shown in table 4.3:
Table 4.3: Parameters of the source used in the analysis.
name Dist Energy fstar T h0 τ hrss τ hrss
PSR [Kpc] ×1041 [Hz] [108K] ×10−25 [s] ×10−25 [s] ×10−25
[erg] fcritical = 640 Hz fcritical = 730 Hz
4U 1608−522 3.2 4.0 620.0 4.55 1.968 2309 94.60 300.7 34.13
In addition to the parameters shown in table 4.3, it is important to mention
that the total duration of the signals is 3× τ and the signal frequency is esti-
mated with equation 3.8. Also, these tests are done with a noise floor of 5.65
×10−25 Hz−1/2 which is estimated with the predicted sensitivity curve of ET
at the signal frequency. These injections are done with the two fcritical criteria
described in detail in section 3.5.3. In consequence, two different analyses for
each criterium are presented, one for an fcritical = 640 Hz, in which signals with
ρfcrit=640opt ≈ 11.6 are injected, and another one for an fcritical = 730 Hz that is
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done with signals with a ρfcrit=730opt ≈ 4.2. There are some aspects to highlight
from the results of the analyses of these 500 injections, which are shown in
figures 4.8 and 4.9:
• The frequency search band can be reduced to just a few frequency bins.
• The τ search band has a very large dispersion and is inverse to the SNR.
• The distribution of the max2F is of the form of a non-central χ2 distri-
bution with 4 degrees of freedom and non-centrality parameter ρfcritopt .
• The construction of the distribution of max2F seems to be more difficult
for small SNRs, as can be seen on figure 4.9.
• If the SNR is smaller, a broader frequency search band and τ search
band are needed.
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Figure 4.8: Output distributions of τ and fsignal associated with max2F for signals
of ρfcrit=640opt ≈ 11.6. This figure shows the distributions of the signal duration associated
with the maximum value of max2F(top panel), the signal frequency associated with the
maximum value of max2F(middle panel) and the distribution of the statistic max2F in 500
injections.
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Figure 4.9: Output distributions of τ and fsignal associated with max2F for signals
of ρfcrit=730opt ≈ 4.2. This figure shows the distributions of the signal duration associated
with the maximum value of max2F(top panel), the signal frequency associated with the
maximum value of max2F(middle panel) and the distribution of the statistic max2F in 500
injections.
In order to test these aspects, other sets of 500 injections for each of the fcritical
criterium were done, keeping all the parameters but the initial amplitude fixed.
With this variation, the SNR of the signal is modified and the distributions
are expected to change as well. The increment selection was set to be 5× h0.
Figures 4.10 and 4.11 show the results of these signal injections with a 5×
larger h0 and in consequence a 5× larger SNR. This brings to new values
for the non-centrality parameter of 5× ρfcrit=640opt ≈ 56.5 and 5× ρfcrit=730opt ≈ 21,
respectively. The results of these additional analyses, shown in figures 4.10 and
4.11, have to be compared with the results in figures 4.8 and 4.9, respectively.
This comparison shows how the distributions change with the increment of
the initial amplitude h0. It is particularly interesting to see that when a
larger SNR is considered, the recovery of the signal frequency is limited to
one frequency bin.
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Figure 4.10: Output distributions of τ and fsignal associated with max2F for signals
with 5× ρfcrit=640opt ≈ 56.5. As in figure 4.8, this figure shows the distributions of the signal
duration and the signal frequency associated with the maximum value of max2F at the top
panel and middle panel, respectively, and the distribution of the statistic max2F in 500
injections.
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Figure 4.11: Output distributions of τ and fsignal associated with max2F for
signals with 5× ρfcrit=730opt ≈ 21. As in figure 4.9, this figure shows the distributions of the
signal duration and the signal frequency associated with the maximum value of max2F at
the top panel and middle panel, respectively, and the distribution of the statistic max2F
in 500 injections.
4.4. Search for long transient gravitational waves in simulated data 108
This is, in the context of these 500 injections, all the maximum values of
max2F are at the frequency of the injected signal.
4.4.5 Signal duration uncertainty
The importance of knowing how the duration of the signal associated with
the detection statistic max2F is distributed, can be explained from the Levin
& Ushomirsky model equation described in section 3.2.3:
1
τvbl
' 0.01s−1R
2
6F
1/2
M1.4T8
ρb
ρ
(
fstar
kHz
)1/2(
δu
u
)2
. (4.21)
In this model the parameters (δu/u)2 and F 1/2 are the most interesting be-
cause they are associated with rubbing effects in the crust-core interface and
particle scattering in the interior of the NS, respectively, that could be related
to the transfer of angular momentum from the fluid component to the crust.
In addition, a relation of the uncertainty of the duration of the signal and
the uncertainty on the physics inside the NS, assuming this model, can be
obtained. Pulsar timing glitches can be related to this process.
Setting the rest of the components to be constants, the uncertainty on the
product of these two parameters is related to the uncertainty on the duration
of the signal. With these assumptions, this uncertainty is given by:
d
(
F 1/2
(
δu
u
)2)
= Kdτ
τ 2
(4.22)
with K the set of all the parameters in the Levin & Ushomirsky model
timescale equation but (δu/u)2 and F 1/2. The complete derivation of equation
4.22 is included in this work in appendix B.2.
The uncertainty on the duration of the signal dτ for each set of injections is
shown in table 4.4. This uncertainty is related with the uncertainty of the
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F 1/2 and (δu/u)2 parameters. Also, the uncertainty of these parameters is
related with the uncertainty of physical parameters of the star like the ra-
dius or the mass of the NS, since the combination F 1/2(δu/u)2 is in units of
1.4M, R11.7Km and 108K. For the purposes of this work, this uncertainty was
calculated with a 90% confidence level. The methodology used for these cal-
culations is detailed in appendix B.1. Also, the uncertainty on F 1/2(δu/u)2,
considering the value of F 1/2(δu/u)2 = 0.968 calculated in equation 3.62, was
calculated using equation B.5.
Table 4.4: Uncertainties on dτ90% and F
1/2(δu/u)2. In this table the uncertainties on
τ have units of seconds. The uncertainties on the combination of F 1/2 and (δu/u)2 are in
units of 1.4M, R11.7Km and 108K.
ρfcritopt τ
+dτ
−dτ [s] +d(F
1/2(δu/u)2) −d(F 1/2(δu/u)2)
4.2 300.7+369.8−120.1 0.0293 0.0095
11.6 2309.0+2100.3−789.7 0.1661 0.0624
21.0 300.7+270.4−80.3 0.0213 0.0063
56.5 2309.0+710.2−220.3 0.0562 0.0174
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4.4.6 Summary
In this chapter, an analysis with the aim of recovering long-transient signals
injected in white noise is presented. This analysis is performed with a code
that is based on a detection method called the F -statistic. This code was
originally designed to detect CW gravitational wave signals and was adapted
by Prix et al in [1] to be used in transient signal searches. This type of search
is done and reported in this work for the first time. A description of how the
code performs the analysis as well as a detailed interpretation of the output
are presented. A lesson learnt from this analysis was the need to perform
long time-span searches in order to recover the total duration of the signal.
Specifically, to model a complete signal distribution of a large set of injections
(500) the time search band has to be of the order of ±τ , the duration of
the signal. On the other hand, the frequency band needed to recover the
signal frequency could be of only a few frequency bins. The latter is useful to
optimise the length of a search.
Chapter 5
Search for long transient
gravitational waves in the
Engineering run 3 analysis
In this chapter a detailed description of the analysis of long transient signal
injections in coloured noise data is presented. Firstly, a brief overview of
the motivation for doing this analysis is presented, as well as the description
of the ER3 experiment in which long transient signal injections were done.
Then, the description of these injections, providing details of their duration,
their GPS times, and the availability of “science data” for these signals, is
presented. The generation of the injected signals as well as the methodologies
followed for their validation are described in detail. Then, the characterisation
of the coloured noise data in which the signals were injected is discussed. This
includes the methodology used to eliminate the unwanted noise lines that were
removed in order to build the noise distributions. The resultant distributions,
as well as a comparison of the expected SNRs with the obtained values, are
shown. Finally, a posterior analysis of re-injections of signals that couldn’t
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be recovered is presented. This new injections were done with signals with
a larger initial amplitude. Also, the distribution of a set of 20 injections is
presented. A discussion about the plausibility of recovering the parameters of
these signals, like the duration or the frequency, is presented.
5.1 Data Generation: Engineering Run 3
Once the analysis of long transient gravitational waves in white noise is un-
derstood, the application of the method on data similar to what is expected
to come from the detectors is necessary in order to compare the results ob-
tained in these two analyses. For this, one can inject signals either in real
noise produced by the detectors or in artificial noise generated based on the
experience acquired when the characterisation of these noises was done.
Parallel to the upgrade of the gravitational wave detectors towards the new
generation, engineering runs (ER) are carried out to test updates in data anal-
ysis and computing infrastructure. These runs are used by data analysts to
test and develop techniques and novel detection tools such as noise charac-
terisations, detectability methods, signal injection techniques and many other
applications. The main aim of the ER is be ready to process the data from
the new detectors from the start of their operation. These runs are meant
to mimic the operation of the detectors during a science run. The success in
the correct simulation of these exercises is related to the good performance of
studies involving real data coming from the gravitational wave detectors.
An interesting feature of this ER is that each piece of data is unique, just
as the data generated by the detectors, in the sense that they are associated
with the real time at which they are created. In addition to the uniqueness
of the data, these timing labels make these data more similar to the detector
data because they are labeled with the same time resolution. According to
5.1. Data Generation: Engineering Run 3 113
[77], the main aims of the first ER (ER1) were:
• to test important software/computing infrastructure
• to establish run procedures for the advanced detectors era
• to test detector characterisation using real subsystem data
• to measure progress on software for key science goals.
The dates in which these ER happened are shown in table 5.1. At the time of
writing this work there have been five ER, and further engineering runs are
planned in the future.
Table 5.1: Engineering Runs dates. The dates in which the ER happened are presented
in this table. * refers to the transition of the beginning date due to a soft start in ER3
which is the ER of main interest in this work.
ER Initial date End date
1 January 18, 2012 February 15, 2012
2 July 11, 2012 August 8, 2012
3 January 23, 2013* February 25, 2013
4 July 15, 2013 August 30, 2013
5 January 15, 2014 February 28, 2014
ER3 is the main interest of this work because it was selected to be used for
the injections of long transient gravitational wave signals. The main reason
for this selection is the convenient timescale of this ER with respect to this
study. According to the web page containing the main information of this run
[78], ER3 main features were:
• The intention to add as few as possible new features to the existing
infrastructure from ER2.
• Keep the emphasis on detector characterisations.
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• The availability and usage for characterisation and data analysis of the
pre-stabilized laser (PSL) subsystem at both LIGO sites. This PSL will
provide the final level of power stability that the interferometer requires.
In addition, and given that ER3 was based on the goals set for ER2, some of
the goals in both ER were [79]:
• They involve data generated for both Hanford and Livingston LIGO sites
as well as Virgo. All of them in their “advanced era” configurations.
• The major improvement in ER2 with respect to ER1 is the inclusion of
instrumental influences in the simulated data.
• Data quality information was written directly on the frame files.
On the first days of ER3, less reliable data than expected were obtained. This
is called a soft starting. As a consequence of this, ER3 had a transition of the
official starting date from this soft start to February 5th, 2013.
5.1.1 Coloured noise data analysis
As mentioned before, the main characteristic of a more realistic analysis is the
injection of signals in noise that has features similar to what is expected from
gravitational wave detectors. Particularly, in the case of ER3 these features
correspond to the ones expected when Advance LIGO and Advance VIRGO
begin operations. These data has been called then, coloured noise data to
distinguish them from the gaussian ‘white noise data’, and the addition of
simulated features that mimic either environmental noise or detector noise
is called colouring noise data. With this technique, features such as voltage
harmonics and detector glitches are included in the noise. This colouring
could be done in noise without any of the features mentioned before or in
5.1. Data Generation: Engineering Run 3 115
noise that already has some of these spurious noise lines. The latter case is
called recolouring.
ER3 data are recoloured data in which online detector characterisation chan-
nels (ODC) and a gstlal based calibration pipeline where use for this pur-
pose. The latter produces a channel called FAKE-STRAIN, that recolours
and down-samples to 16 kHz an existing 32 kHz channel named PSL-ISS PDB
OUT DQ. It is on this channel FAKE-STRAIN were all the injections of this
work were performed. ER3 science mode is determined by the segments gen-
erated in the data monitoring tool (DMT), which is a computational and
human-based project that aims to produce reliable data.
The first element to be considered for these data is their reliability to be used
as gravitational wave data. The principle is based on the operation of the de-
tectors. As mentioned in section 1.4.2, the operation of the gravitational wave
detectors is based on the interference principle of superimposed laser beams.
When all the degrees of freedom of the interferometer are under control, set-
ting the Michelson interferometer to be on a dark fringe, the interferometer is
said to be “in lock”. Once the detector is in this stage, it is necessary to let
the detector damp down any mechanical resonances in the mirror suspensions
that might be triggered during the lock acquisition process. After this, the
detector is said to be in “science mode” and the data collected while in this
mode are science data to be used in gravitational wave searches.
It is on these data that injections and reliable gravitational wave analysis can
be performed. Commonly in these data, noise artefacts appear and the data
have to be cleaned. In a similar manner as in data coming from gravitational
wave detectors, a noise cleaning of spurious data lines can lead to the loss of
reliable data, and so it is of great importance to characterise with precision
these unwanted lines. Data with spurious noise is available from the ER. In
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order to perform injections into these data, firstly the signals to be injected
have to be simulated separately in a noise-free environment and added later.
The planned strategy of the ER considers these injections, but it could be
the case that these injections are not performed as expected. If this happens,
injections can be done manually posterior to the date in which the ER data
are generated, since the data are available on line. In this work the signals
were injected manually into the ER3 noise.
5.2 Transient Signal Injections
To do injections in data with spurious noise, firstly one has to select appro-
priate data segments for these injections. If the injection to be performed has
a long duration, as in the long transient signals case, an initial criterium is
to select science data segments separated enough between each other in order
to avoid overlapping and, in so far as possible, with the appropriate length to
contain the entire signal. The signals injected in this work have the parame-
ters shown in table 5.2.
Table 5.2: Parameters of the signals injected in ER3 noise.
Type I X-ray burst from PSR 4U 1608−522
Parameter Initial date
RA (J2000) 16:12:43.0
DEC (J2000) -52:25:23
h0 1.31× 10−24
fspin [Hz] 620
fsignal [Hz] 826.6
τ [s] 9.27 ×103
Some of these parameters come from astrophysical observations such as right
ascension (RA), declination (DEC) and fspin. The others were calculated as
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follows: h0 using equation 3.38 and considering that the energy is equivalent
to the total energy emitted by the burst (∼ 4 × 1041 erg) reported in [43].
The duration of the signal τ was calculated with the ratio of equations 3.11,
the τGRR and equation 3.14, associated with τvbl. Finally the signal frequency
is the r-mode frequency of equation 3.8. The ER3 data segments chosen to
perform the injections are shown in table 5.3.
Table 5.3: ER3 science segments for long transient signal injections. This table
presents the scientific data available that contains the long transient signal injections in
ER3.
GPS time of injection Detector Initial GPS time Final GPS time Duration
1043712016-1043739920
H1
1043712016 1043713355 2886
1043713365 1043714469 1104
L1
1043714479 1043717605 3126
1043717094 1043718778 1684
1043719222 1043719622 400
1043720062 1043720569 507
1043726794 1043727009 215
1043737401 1043757713 20312
V1
1043714625 1043728625 14000
1043731171 1043741378 10207
1043884816-1043912720
H1 No science data available
L1
1043873161 1043891220 18059
1043893998 1043894025 27
1043895569 1043895592 23
1043896217 1043896617 400
1043897013 1043897305 292
1043897633 1043897636 3
1043897965 1043898284 319
1043898609 1043899549 940
1043901053 1044023321 122268
V1
1043714625 1043728625 14000
1043870193 1043902821 32628
1043902981 1043929677 26696
1044057616-1044085520
H1 No science data available
L1
1044057297 1044076853 19556
1044077285 1044093552 16267
V1
1044026978 1044079408 52430
1044079478 1044116501 37023
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Three signals were injected in each of the detectors: LIGO Hanford (H1),
LIGO Livinsgston (L1) and Virgo (V1). The starting times of these signals are
separated by two days: 1043712016 or the 1st of February 2013, 1043884816
or the 3rd of February 2013 and 1044057616 or the 5th of February 2013,
respectively. The GPS times for the second and third signals on H1 were not
available as science data.
Injections in real data, either if the data are produced artificially for ER pur-
poses or come from gravitational wave detectors, have to be done by summing
noise free time series signals with the time series data contained in frame files.
These format files have been adopted by the LIGO collaboration as an ini-
tiative of the VIRGO collaboration in order to homogenise the gravitational
wave data storage. These files contain a lot of information about the data
production such as the available channels, the sampling frequency, etc, as well
as the time series of the data. Using these files, the injections in this work
were done following the method shown in figure 5.1.
Signal files
generation
Signal 
frame files 
generation
ER3 data with no long 
transient signals injected
+ ER3 with transient signal 
injected frame file
Extraction 
of 
timeseries
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of SFTs from 
frame files
FFT of 
timeseries
Validation of 
signals injected 
by comparison 
of FFT vs SFT
Average per 
frequency bin of the 
SFT and FFT in each 
segment
Figure 5.1: Injection methodology and validation. This methodology could be divided
in three stages: (1) the generation of the frame files, (2) the comparison of the SFTs to be
used in the analysis and the FFT of the time series, and (3) the validation of the data by
comparing the SFT with the FFT.
As a first step, long transient signals were produced using the same tool
(Mfdv4) as in the white noise analysis. Then, the time series files were trans-
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formed to the frame format and were added to the frame files time series of the
ER3 coloured noise data. With the new frame files containing the injections
in coloured noise data, the SFT files useful for the analysis were generated.
Also, the extraction of the time series from the frame files and their transfor-
mation to the frequency domain with a simple Fast Fourier Transform were
done. Then, in order to compare the data, an average per frequency bin in
all the segments was done and finally the validation by comparing the aver-
ages of the SFT and the FFT was performed. In principle, both sets of data
should match. In a similar way, the validation of the only coloured noise data
frame files was done following the method shown in figure 5.2. The difference
between this method and the previous methodology description is that, once
the SFTs are validated, the main aim is to use them to estimate the noise
floor to be used for the optimal SNR calculation of the signal. This is the
Sh(f) in equation 4.2. Resulting plots of these methodologies are shown in
figures 5.3 and 5.4.
ER3 data with no long 
transient signals injected
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of 
timeseries
Generation 
of SFTs from 
frame files
FFT of 
timeseries
Validation of 
signals injected 
by comparison 
of FFT vs SFT
Estimation 
of noise 
floor
Average per 
frequency bin of the 
SFT and FFT in each 
segment
Figure 5.2: Noise floor methodology and validation. In this methodology a compari-
son of the SFTs generated from frame files with the FFTs created from the time series data
in the frame files is done. Some resulting plots of this methodology are figures 5.3 and 5.4.
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Figure 5.3: Noise floor for injection 1 in L1. In this comparison, a difference between
the two distributions at frequencies ∼ 100 Hz can be seen. The fact that the signal injections
are near 800 Hz, makes this discrepancy not significant.
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Figure 5.4: Noise floor for injection 2 in V1 . As in the case of figure 5.3, the variation
between the SFTs and the FFTs at lower frequencies is not relevant to the signal injection
in the region of ∼ 800 Hz. It is of more significance the several noise lines in the region of
the injection.
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In figures 5.3 and 5.4, the similarities between the average per frequency bin of
the SFTs and the FFTs of the science segments of two signals at two different
detectors are presented. In figure 5.3 the injection of a signal in L1 data
is presented, while figure 5.4 shows how a similar signal injection in the V1
noise realisation would look like. There are some small discrepancies at small
frequencies in these plots. Since the frequencies of the injections lie above 800
Hz, the variations at lower frequencies do not represent a problem.
As a further check on the procedure to do the injections, a comparison of the
same time span frame files between noise only ER3 data and data contain-
ing the injected signal was done. If the signal is strong enough, a very small
variation at the signal frequency bin could appear. This is the case shown in
figure 5.5, where a small bump represents this feature.
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Figure 5.5: Only noise frame file vs Signal + noise frame file. The agreement
between the noise only data and the signal+noise data is proof that the injection is done
correctly. If the signal is strong enough with respect to the noise floor, a small bump can
be seen at the signal frequency bin. Particularly, this plot shows a bump of a signal that
has an overall SNR ∼ 13.
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5.3 Science data
In order to get an estimate of the detectability, the availability of science
data in which the signals were injected has to be known. This is particularly
important with ring down signals because, for the same amount of non-reliable
data, there will be a different loss in the SNR depending on the section of the
signal affected. In other words, if there is a loss of data in the first seconds of
the signal where the amplitude is largest, the SNR will decrease more than if a
similar loss of data is located at the end of the same signal where the amplitude
is much smaller. To have this information available, the initial time and the
duration of the signals have to be known and have to be truncated accordingly
with gaps in the available science data. Based on this, a better estimate of the
SNR can be obtained, and in consequence the results will be more reliable.
From the science data segments provided in table 5.3, table 5.4 is constructed
taking into account the percentage of the signal that is useful for analysis
regardless of whether the unavailable data is at the beginning or at the end
of the signal.
In figure 5.6, a graphical representation of the science segments of each of
the injected signals, described in table 5.4, is presented. In these plots a
contrasting difference between the useful data in red and the entire signal
in blue is shown. These figures are presented to show that the effect of not
having data at the beginning of the signal is different to the effect of not
having data at the end of the signal, because of the exponential decay. As
mentioned before, each of these injections is separated by two days in each
detector. With the only useful signal for H1 an estimation of the signal SNR
just considering the initial part is possible.
Injections 1 in all three detectors have less useful data than the other injec-
tions, probably due to the soft start of the ER3 run. There is also a variation
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Table 5.4: ER3 science segments of transient signals. This table shows the science
data used in these analyses that contains the transient signals injected in the ER3 data.
The last column is of particular importance because it shows the percentage of the signal
contained in science data. The first injections have less reliable data and the last injections
are almost completely injected in reliable data.
GPS time
of injection
IFO Ini GPS time Fin GPS time Dur
Useful
data[s]
total /
useful [%]
1043712016-1043739920
H1
1043710469 1043713355 1339
5569 20.01043713365 1043714469 1104
L1
1043714479 1043717605 3126
4956 17.8
1043717120 1043718776 1656
1043719224 1043719620 396
1043720064 1043720568 504
1043737520 1043739920 2400
V1
1043714625 1043728625 14000
22749 81.5
1043731171 1043739920 8749
1043884816-1043912720
H1 No science data available
L1
1043884816 1043891220 6404
20048 71.8
1043894000 1043894024 24
1043895572 1043895592 20
1043896220 1043896616 396
1043897016 1043897304 288
1043897968 1043898284 316
1043898612 1043899548 936
1043901056 1043912720 11664
V1
1043884816 1043902820 18004
27740 99.4
1043902984 1043912720 9736
1044057616-1044085520
H1 No science data available
L1
1044057616 1044076852 19236
27468 98.4
1044077288 1044085520 8232
V1
1044057616 1044079408 21792
27832 99.7
1044079480 1044085520 6040
of the initial amplitude of the signals of the H1 and L1 detectors with the V1
detector, probably due to the orientation of the detector. Fortunately, injec-
tions 2 and 3 in the V1 detector and injection 3 in L1 have most of the signal
in science data. In consequence, the estimate of the SNR of these signals is
expected to be similar to an ideal case in which neither gaps nor unwanted
noise lines are present.
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(a) Injection 1 in H1
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(c) Injection 1 in V1
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(g) Injection 3 in V1
Complete signal
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Figure 5.6: Long transient signal injections in ER3. This figure shows the long
transient signals injected in ER3. The available science data at the time of the injections
are plotted in red and they are contrasted with an ideal signal in blue. There was one signal
within science data for the H1 detector, and three for L1 and V1, respectively.
5.3. Science data 125
As mentioned earlier in this chapter, the motivation for the ER is to com-
pare the results of the analyses done in coloured noise data with the ones in
white noise data. A comparison of the estimation of the expected SNR of
the signals, calculated with equation 4.2 and assuming that there is no loss of
data, with the SNR in the ER3 noise is presented in table 5.5. In addition,
a comparison of the calculation of the expectation value following equation
4.20 of 2F for the complete signal and for the signal in the ER3 noise is shown.
Table 5.5: Parameters of the signals injected in ER3 noise. This table shows a
comparison of the expectation values E[2F ], calculated with equation 4.20, and the SNRs
of the signals injected in science data including gaps on them, and ‘ideal’ signals. These
‘ideal’ cases are defined with hypothetical SNRs and E[2F ] for signals without any gaps on
it.
Injection
SNR E[2F ] SNR E[2F ]
ideal ideal science data science data
Inj1H1 16.5 277.6 13.5 185.2
Inj1L1 12.9 170.2 4.9 27.8
Inj1V1 2.0 8.2 1.3 5.7
Inj2L1 12.9 169.9 11.6 137.9
Inj2V1 2.0 7.9 2.0 7.9
Inj3L1 13.2 178.5 13.2 178.5
Inj3V1 1.9 7.7 1.9 7.7
Table 5.5 shows a comparison of the SNR and E[2F ] of the signals injected in
the science data with gaps, according to figure 5.6, with similar hypothetical
signals without any gaps on them. This comparison is useful to estimate the
loss of signal due to the discontinuous nature of the data. For the case of the
injections in the V1 detector, even the signals without gaps have small SNRs.
This is in agreement to what figures 5.3 and 5.4 show. The noise floor for V1
is higher than for the LIGO detectors. The expected values and SNR values in
this table have to be tested against the numbers obtained in the analysis. In
principle they should be similar, just as in the case of the white noise analysis.
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5.4 Noise characterisation
When the corresponding tests show that the injections were done appropri-
ately, the analysis process with the aim of recovering the signals takes place.
In order to make a comparison with the white noise analysis, the coloured
noise data analysis has to be done taking into account the same considera-
tions described in sections 4.4.2 and 4.4.3. From the 2F/max2F spectrum
it is possible to recover not only an injected signal but also some other noise
artefacts. These 2F/max2F estimations of unwanted noise lines can be elimi-
nated if they are unequivocally identified as detector artefacts or characterised
environmental noise, otherwise they have to be kept.
Some examples of how these results look like are shown in figures 5.7 and
5.8. In these figures, the spectrum of the resulting statistics of CFSv2 for
the L1 detector coloured noise data are presented. Noise lines that could
be interpreted as gravitational wave signals are pointed with red arrows. In
addition, in figure 5.8 the signal injected at 826.6 Hz is shown. There are no
particular features in these noise lines that would help to distinguish them
from an injection. The frequency at which they appear is the element to look
at to select the unwanted noise lines. The CFSv2 analysis showed that the
frequency of the signal can be recovered within a few frequency bins. In the
first approach to the coloured noise data analysis shown in figures 5.7 and 5.8,
a wider frequency search band has been used, ± 20% the signal frequency, in
order to have a better understanding of the unwanted noise lines.
An investigation of the origin of the noise lines at the L1 detector shown in
figures 5.7 and 5.8 was done. They are located at the frequencies 666.6 Hz,
736.34 Hz and 771.12 Hz. No identification of the origin of these lines was
found. They were declared as noise lines for the purposes of this work, since
they were not expected to be found.
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Figure 5.7: CFSv2 spectrum in coloured noise data. The difference between a white
noise analysis and a coloured noise data analysis is the presence of noise lines that could be
confused with signals injected in the noise. In this figure a spectrum of the 2F statistic in
the top panel and max2F in the bottom panel of a coloured noise data of the L1 detector
is shown. With the exception of the lines pointed to by red arrows, the spectrum has a
similar shape to the white noise analysis.
5.4.1 Unwanted noise lines
The characterisation of identified unwanted noise lines in the ER is based
on the association of these artefacts to either environmental aspects around
the detector, nearby injections or some other artefacts that have not been
classified yet. A common set of unwanted noise lines are those associated with
the voltage harmonics, which are the result of non-linear electric loads and
affect the laser-based gravitational wave detectors. These harmonics appear
in the noise as multiples of 60 Hz in the LIGO detectors and as multiples of
50 Hz in the VIRGO detector. In figure 5.9 a 2F/max2F spectrum shows
the presence of these harmonics with an injected signal between them. If the
unwanted noise lines are present, the noise distribution of cannot be compared
with a white noise distribution, so they have to be removed from the spectrum.
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Figure 5.8: CFSv2 spectrum in coloured noise data with signal injected. In this
figure, the spectrum of 2F and max2F of the coloured noise data from the L1 detector
containing an injection is shown.
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Figure 5.9: CFSv2 spectrum of voltage harmonics and injected signal.
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In order to be removed, these noise lines have to be inspected in detailed in
order to characterise them. Figure 5.10 shows a closer look at the CFSv2 out-
put spectrum to a voltage harmonic near the injected signal. The harmonics
are wide noise glitches that can be easily distinguished from the long transient
signal injections which are thin peaks on the data.
Knowing this, the removal of the voltage harmonics is done assuming an av-
erage width of ± 1 Hz. In the context of a broad frequency search band, the
data loss will not affect significantly the results. Figure 5.11 is presented as
an example of the result of the removal of these harmonics on the 2F/max2F
spectrum. The logic consequence of this data removal is the appearance of
gaps in the data.
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Figure 5.10: Voltage harmonics data glitches and injected signal peak. This figure
shows how a voltage harmonic could be distinguished from a signal injection by its width.
The 2F/max2F spectra takes white noise-like spectra containing small gaps
as shown in figure 5.12. A comparison between the distributions of the spectra
shown in figures 5.9 and 5.12 has to be done. When a noise line is identified,
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the same removal process is done. For example, in figure 5.13, unwanted noise
lines from different sources can be seen in the 2F/max2F spectra of the sec-
ond injection in VIRGO ER3 noise.
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Figure 5.11: Voltage harmonic removal.
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Figure 5.12: CFSv2 spectrum with removed voltage harmonics and injected signal.
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Figure 5.13: CFSv2 spectra of the VIRGO gravitational wave detector around the
injected signal frequency of 826.6 Hz. This figure is presented as an example of the
variety of unwanted noise lines that could appear when a broad frequency search band is
used for an analysis.
Firstly, the voltage harmonics associated with the VIRGO detector at 700 Hz,
750 Hz, 800 Hz, 850, 900 Hz and 950 Hz are identified. Then, after being in
communication with the VIRGO site scientists, the lines around 610 Hz were
identified as cooling fans at the harmonic corrector unit [80]. The “forest”
observed around 900 Hz corresponds to the suspension violin modes. This
“forest” is the main cause of data loss (∼20%) shown in table 5.6. There
was no identification of the noise lines around 786 Hz. The resultant noise
distributions after the removal of the unwanted noise lines are shown in section
5.5.
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Table 5.6: Data loss after unwanted noise lines removal. The percentage of data
lost as a consequence of the unwanted noise lines removal is presented in this table. The
analysis of injections 1 in the H1 detector as well as injections 1, 2 and 3 in detector L1
are presented in this thesis in section 5.5. Further injections were done in the V1 coloured
noise data. These later injection analyses are presented in section 5.5.1.
Injection % of loss
Inj1H1 2.42
Inj1L1 0.60
Inj2L1 0.60
Inj3L1 0.45
re-Inj2V110× 23.63
re-Inj3V15× 22.12
5.5 Results
As a consequence of removing data containing the unwanted noise lines, the
distribution of the results changes. This is exemplified in figure 5.14.
Contrasting figure 5.14(a) and figure 5.14(b) the difference of a noise + signal
distribution before and after removing unwanted lines is presented. The latter
distribution fits a χ2 distribution with four degrees of freedom as expected. It
is important to notice that the vertical axis in figure 5.14(a) is presented in a
logarithmic scale in order to show the unwanted lines bins in the distribution.
The tail of an unmodified distribution is dominated by noise lines and extends
to larger values of the statistic. When these noise lines are removed, the tail
distribution is expected to be shorter than the unmodified one. This effect
can be seen by contrasting figures 5.14(a) and 5.14(b) in which the largest
value of the statistic is associated to a higher statistic 2F and max2F .
In table 5.7, the results of the CFSv2 analysis of long transient gravitational
wave signals injected in ER3 are presented. From this table, it is important
to highlight a failure in the recovery of the signals injected in V1 noise. In
the case of the injections 2 and 3, the high noise floor in the vicinity of the
signal led to small values of 2F . The case of injection 1 is probably due to
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corrupted data. The action taken in all of these cases is described in section
5.5.1.
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Figure 5.14: Noise + signal distributions of Injection 1 in H1 before and after the
unwanted noise lines removal. In figure (a) a logarithmic scale is used in order to show
the effect on the distribution of the presence of the unwanted noise lines. (b) As a result of
removing these unwanted noise lines the tail of the distribution gets shorter, having as the
maximum value the statistic associated with the injected signal.
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Table 5.7: 2F/max2F values of long transient signals injected in ER3. In this
table, the results of the CFSv2 analysis are presented. It is relevant to mention that all the
three analyses in V1 data were not successful, because either the data was corrupted or the
signals were too small. Further injections were done and are presented in section 5.5.1.
Injection
2F @ SNR2F @ max2F @ SNRmax2F @
826.6 Hz 826.6 Hz 826.6 Hz 826.6 Hz
Inj1H1 236.5 15.2 237.7 15.3
Inj1L1 65.1 7.8 69.4 8.1
Inj1V1 21230.0 145.7 21420.0 146.3
Inj2L1 118.8 10.7 139.3 11.6
Inj2V1 10.6 2.6 11.1 2.7
Inj3L1 189.2 13.6 233.7 15.2
Inj3V1 12.1 2.8 15.9 3.4
On the other hand, the recovery of Injection 1 in H1, and all three injections
in L1 were successful. In these cases, there is a less precise calculation of
the SNR in the first injections, probably due to the soft start of ER3. In
figures 5.15 and 5.16, the distributions of the noise + injected signal of these
last cases are presented. In these figures, the fitting function for the noise is
included as a reference. If the plot of the complete data including the signal
were shown the distribution of the noise would be less clear. In principle, in
data containing noise and signal, the highest value of the distribution is 2F
and max2F is associated with the signal and corresponds to the E[2F ] value
of the signal. Apart from some variations, the distributions seem to fit the
central χ2 distribution with 4 degrees of freedom.
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(a) Injection 1 in H1
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(b) Injection 1 in L1
Figure 5.15: ER3 noise distributions with long transient gravitational wave in-
jections. Recovered injections 1 in H1 and L1.
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(a) Injection 2 in L1
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(b) Injection 3 in L1
Figure 5.16: ER3 noise distributions with long transient gravitational wave in-
jections. Injections 2 and 3 in L1.
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5.5.1 V1 Reinjections
The unsuccessful recovery of injections 2 and 3 in V1 ER3 data brought the
opportunity to test the feasibility of recovering larger signals and the capabil-
ity of predicting the expectation value E[2F ], as well as their SNR. In order
to make two different tests, a signal 10× larger than the original injection
was made in the Injection 2 V1 data. Another 5× larger injection than the
original was done in the Injection 3 V1 data. The noise floor of both sets of
data is fairly similar so a comparison between these new injections can take
place. In table 5.8 the results of these injections as well as the comparison
with the predicted values of E[2F ] and the SNRs are presented.
Table 5.8: Reinjections in V1 ER3 data.
Injection
2F @ SNR2F @ max2F @ SNRmax2F @
826.6 Hz 826.6 Hz 826.6 Hz 826.6 Hz
re-Inj2V110× 403.7 20.0 483.2 21.9
re-Inj3V15× 116.2 10.6 143.3 11.8
From these results, a similarity with the predictions can be seen. These in-
jections were done in three steps:
1. The original injected signal was removed by subtracting the frame files
containing only the signal from the ER3 data.
2. Then, a contrasting process of these new data with the original ER3 V1
is done, in order to guarantee that there would be no overlap between
injected signals.
3. Finally, a new injection and validation is done following the methodology
described in figure 5.1.
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Figure 5.17: Reinjection methodology and validation. This methodology could be
divided in two stages: (1) The subtraction of the original signal and validation of the data
and (2) the injection of the new signal following the methodology in figure 5.1.
This methodology is presented in the form of a diagram in figure 5.17.
Figures 5.18 and 5.19 are presented so that they can be compared with figure
5.13. The difference between the formers and the latter is the new peaks that
correspond to the new injections. The origin of the noise lines was discussed
previously in section 5.4.1. And the corresponding noise distributions of the
CFSv2 analysis done with the reinjections, containing the signal bin at the
maximum value of the statistic 2F/max2F are presented in figures 5.20 and
5.21.
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Figure 5.18: Spectrum of the reinjected 10× the original signal in V1 data.
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Figure 5.19: Spectrum of the reinjected 5× the original signal in V1 data.
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Figure 5.20: Noise distribution of the reinjected 10× the original signal in V1
data.
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Figure 5.21: Noise distribution of the reinjected 5× the original signal in V1 data.
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5.5.2 Signal distribution in ER3 data
As in the white noise analysis, knowing the distribution of the analysis output,
max2F , of several identical injections over different noise realisations will help
to associate theoretical predictions to the observations. The challenge here is
slightly different than in the white noise case because, in data with spurious
noise, it is important to get gap-free data to be able to compare the results
with the white noise analysis. Since in this study the injected signals are long
transient signals, a very large time span is needed in order to do as many
injections as possible. On the other hand, doing injections using the methods
described earlier have a high computational cost. This is the reason why a
total of 20 injections were done that, in comparison with the 500 injections
in the white noise analysis, are too few but it is believed that they sill give
enough information for the purposes of this study. The expected value for 2F
of these signals was ∼ 93.8.
The timespan chosen was the last 540,662 seconds of the ER3 run at the
L1 detector. The GPS time goes from 1045244956 to 1045785616 with an
estimated Sh ∼ 8.5×10−24 Hz−1/2. The signal used for the injections was the
same as in Injection 3 in L1 (see table 5.7), since it was the best estimate in
the first coloured noise data injections trial. The analysis of these injections is
shown in figure 5.22. In this figure, as well as in the white noise analysis, the
recovery of the signal frequency is very efficient, so all the maximum values
of max2F of the 20 noise realisations, lies at that frequency. Despite the fact
that the τ interval is too small to model the distribution completely, a small
amount of data seems to accumulate at the signal frequency as the middle
panel shows. Unfortunately, the small amount of injections are not enough
to build the distribution of the maximum value of max2F , but the data are
around the expectation value E[2F ].
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Figure 5.22: CFSv2 distributions of 20 injections in ER3 data] This figure shows in
the bottom panel the distribution of the maximum value of max2F of 20 injections in ER3-
L1 data at different GPS times. Also, the distribution of the maximum likelihood of the
duration of the signal and the signal frequency associated with maximum value of max2F
are presented in the top and middle panels, respectively.
5.5.3 Summary
In this chapter an analysis performed on signals injected in gravitational wave
detector-like data is presented. The aim of this study is to compare the
results obtained in chapter 4 with the ones obtained here. In order to make
these results comparable, a characterisation of the detector artefacts and some
other causes of non-gaussianity in the data were identified, and when possible
removed. As in the Gaussian data analysis, a large time search band in order
to model a distribution of the signal duration is needed. Also, just as in
chapter 4, the signal frequency can be recovered using a narrow frequency
search band. The need to perform an analysis with more than 20 injections
is identified.
Chapter 6
Conclusions
In this thesis the plausibility of detecting long transient gravitational wave sig-
nals by second or third generation gravitational wave detectors was presented.
This is of high importance at this time given that the first direct detection
of gravitational waves seems to be imminent in the next few years with the
construction of the Advanced LIGO and Advanced VIRGO detectors.
One of the contributions of this work lies on the analysis of signals with du-
rations from 102 to 104 s that could be associated with gravitational wave
emissions. Also, the frequency of these signals are associated with r-mode
oscillations in the fluid interior of neutron stars. From these stars, two kinds
of sources were considered in this analysis: pulsar timing glitches and Type
I X-Ray bursts. The former from isolated neutron stars and the latter from
binary systems in which one of the components is a neutron star.
As for the first one, from a database of 114 pulsars, the feasibility of detection
was constrained to the fastest rotators, above fstar ≥ 100 Hz. Unfortunately,
only one timing pulsar glitch from a millisecond pulsar has been registered,
with a relatively small released energy. The observation of more glitches from
millisecond pulsars will change the panorama of gravitational wave detection
associated with pulsar timing glitches, because the equations that describe
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these gravitational wave emissions are strongly dependent on the fstar. Type
I X-Ray bursts, in the context of long transient gravitational wave emissions,
are more plausible sources to achieve a detectability.
To reach this goal, it is important to be sure that the models considered de-
scribe stars under a stable regime. The re-interpretation of a model to assure
the stability of the star is presented in this work, and the detection feasibility
with future detectors is based on it.
The use of the F -statistic based method for long transient gravitational wave
analyses, in which the duration of a signal is used to maximise the detectabil-
ity, is a good methodology to search for these kind of signals. In this work
it is shown that there is an improvement on the gravitational wave signals
detectability using this method with respect to the traditional F -statistic
analysis used in previous studies.
In the context of a gaussian white noise environment, simulated gravitational
wave signals can be recovered as the method predicts with a relative efficiency.
In order to recover the duration of the injected signal, a broad search band
that depends on the length of the signals has to be performed. But the recov-
ery of the signal frequency requires a small frequency search range of a few
frequency bins. This leaves the uncertainty of the r-mode frequency as the
main consideration to perform a signal frequency search in real data coming
from gravitational wave detectors. With an appropriate search methodology
that involves parallel computing techniques, the analysis of long signals of
104 s is possible. In a similar way as in the white noise analysis, the search
for these kind of signals in a less ideal case, such as data with spurious noise
using this long transient gravitational wave search technique, is plausible to
be used. For this, an appropriate characterisation of the data has to be done.
The recovery of the signal frequency, as well as in the white noise analysis
145
case, requires a narrower search band than the one required for the signal
duration, provided the above mentioned data characterisation. It is impor-
tant to mention that in a real search, there is a big limitation in the amount
of continuous data that might exist, given that the signals considered in this
work are of the order of some hours.
All the searches of long transient gravitational wave signals using the max-
imisation of the F -statistic reported in this work are searches targeted to a
specific pre-known signal. A future implementation of this methodology to
an all-sky search would be useful to observe neutron stars that are not visible
through electromagnetic observations.
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Appendix A
Pulsar glitches database
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Table A.1: Pulsar glitch data base used in this analysis.
PSR
fstar
[Hz]
Dist
[kpc]
Ngli
∆Ω/Ω
(×109)
epoch
[MJD]
Ref.
J0146+6145 0.12 3.6 1 650.00 51141 [25]
J0147+5922 5.09 1.91 1 0.06 53682 [28]
J0157+6212 0.43 1.61 1 2.46 48512 [25]
J0205+6449 15.22 3.2 2 340.00 52555 [25]
3800.00 52920 [25]
J0358+5413 6.39 1.1 6 5.56 46079 [25]
4376.00 46469 [25]
0.04 51673 [25]
0.03 51965 [25]
0.04 52941 [25]
0.10 53216 [25]
J0406+6138 1.68 3.05 1 0.62 53041 [28]
J0502+4654 1.57 1.78 1 0.33 52616 [25, 26]
J0528+2200 0.27 2.28 3 1.30 42057 [27]
1.46 52289 [27]
0.17 53379 [27]
J0534+2200 30.23 2 26 4.00 40493.4 [25]
2.20 41163 [27]
2.00 41250 [27]
44.00 42448 [25]
1.10 43023 [27]
2.80 43768 [27]
4.10 46664.42 [25]
85.00 47768.4 [27]
4.50 48945.5 [25]
2.70 50020.6 [25]
22.00 50259.93 [25]
7.67 50459.1 [25]
6.67 50489 [25]
8.67 50812.9 [25]
9.67 51452.3 [25]
24.00 51741 [25]
3.30 51805.03 [27]
23.60 52083.969 [27]
8.00 52146.757 [27]
2.60 52498.22 [27]
1.10 52587.84 [27]
210.00 53067.059 [27]
4.84 53254.039 [27]
2.80 53331 [26]
21.80 53463.72 [26]
4.70 53476.7 [26]
J0537-6910 62.03 48.1 23 681.00 51285 [27]
449.00 51568 [27]
315.00 51711 [27]
140.00 51826 [27]
141.00 51880 [27]
456.00 51959 [27]
185.00 52171 [27]
427.00 52242 [27]
168.00 52386 [27]
217.00 52453 [27]
421.00 52546 [27]
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Table A.1 continued ...
PSR
fstar
[Hz]
Dist
[kpc]
Ngli
∆Ω/Ω
(×109)
epoch
[MJD]
Ref.
144.00 52740 [27]
256.00 52819 [27]
234.00 52887 [27]
338.00 53014 [27]
18.00 53125 [27]
392.00 53145 [27]
395.00 53288 [27]
259.00 53446 [27]
322.00 53551 [27]
402.00 53699 [27]
236.00 53860 [27]
18.00 53951 [27]
J0540-6919 19.80 48.1 1 1.90 51325 [27]
J0601-0527 2.53 7.54 1 0.19 51662 [27]
J0631+1036 3.47 6.54 12 5.10 50185.711 [27]
3.70 50479.74 [27]
57.90 50608.246 [27]
1662.80 50730 [27]
1.33 51911.133 [27]
17.40 52852.586 [28]
1.90 53228.387 [28]
6.60 54129 [28]
44.00 54632.41 [28]
1.90 53366 [25, 26]
1.10 53622.6 [25, 26]
1.60 54170.4 [25, 26]
J0633+1746 4.22 0.16 1 0.62 50382 [25]
J0659+1414 2.60 0.29 2 0.60 50197 [26]
1.30 51017 [26]
J0729-1448 3.97 4.37 5 24.80 52010 [26]
23.00 54317.7 [26]
13.00 54483.6 [26]
12.00 54592 [26]
6676.00 54687 [26]
J0729-1836 1.96 3.25 2 1.00 51421.9 [25, 26]
4.00 52150 [25, 26]
J0742-2822 6.00 1.89 7 1.20 47625 [26]
1.20 48331.7 [26]
1.00 51770 [27]
2.10 52027 [27]
2.90 53090.2 [27]
1.10 53469.7 [27]
92.00 55020.469 [26]
J0758-1528 1.47 3.72 1 0.13 49948 [27]
J0835-4510 11.19 0.29 17 2340.00 40280 [27]
2050.00 41192 [27]
12.00 41312 [27]
1990.00 42683 [27]
3060.00 43693 [27]
1145.00 44888.0707 [27]
2050.00 45192 [27]
1601.00 46257.2284 [27]
1807.10 47519.803 [27]
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Table A.1 continued ...
PSR
fstar
[Hz]
Dist
[kpc]
Ngli
∆Ω/Ω
(×109)
epoch
[MJD]
Ref.
2715.00 48457.382 [27]
5.60 48550 [27]
835.00 49559.057 [27]
199.00 49591.158 [27]
2110.00 50369.345 [27]
3120.00 51559.345 [27]
2100.00 53195.09 [27]
2620.00 53959.93 [27]
J1048-5832 8.09 2.98 3 19.00 48944 [27]
3000.00 49034 [27]
769.00 50788 [27]
J1048-5937 0.15 9 2 2910.00 52386 [25]
16300.00 54185.91 [25]
J1105-6107 15.82 7.07 2 279.70 50417 [27]
2.10 50610 [27]
J1119-6127 2.45 8.4 2 4.40 51398 [27]
100.00 53300 [27]
J1123-6259 3.68 7.54 1 749.31 49705.87 [27]
J1141-3322 3.43 3.84 1 0.70 50551 [27]
J1141-6545 2.54 3.2 1 589.00 54277 [25]
J1302-6350 20.94 4.6 1 3.20 50690.7 [27]
J1328-4357 1.88 2.29 1 1.16 43590 [27]
J1341-6220 5.17 8.55 12 1507.00 47989 [27]
24.20 48453 [27]
990.00 48645 [27]
10.00 49134 [27]
142.00 49363 [27]
33.00 49523 [27]
11.00 49766 [27]
16.00 49904 [27]
1636.00 50008 [27]
27.00 50321.7 [27]
20.00 50528.9 [27]
703.00 50683 [27]
J1357-6429 6.02 4.09 1 2425.00 52021 [27]
J1401-6357 1.19 2.6 1 2.49 48305 [27]
J1509+5531 1.35 2.13 1 0.22 41732 [27]
J1532+2745 0.89 0.98 1 0.29 49732 [26]
J1539-5626 4.11 4.01 1 2790.80 48165 [27]
J1614-5048 4.32 7.24 1 6460.00 49803 [27]
J1617-5055 14.42 6.46 1 600.00 49960 [27]
J1644-4559 2.20 5.3 3 191.00 43390 [27]
803.60 46453 [27]
1.61 47589 [27]
J1645-0317 2.58 2.91 7 0.89 40920 [25]
1.47 41806 [25]
1.98 43388 [25]
2.60 45489 [25]
2.25 48021 [25]
1.43 50147 [25]
2.64 51595 [25]
J1705-1906 3.34 1.18 1 0.44 48888 [27]
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PSR
fstar
[Hz]
Dist
[kpc]
Ngli
∆Ω/Ω
(×109)
epoch
[MJD]
Ref.
J1705-3423 3.92 3.75 2 0.59 51956 [26]
0.57 54408 [26]
J1708-4009 0.09 3.8 6 561.00 51445 [26]
4202.00 52016 [26]
308.00 52990 [26]
572.00 53366 [26]
2707.00 53549 [26]
737.00 53636 [26]
J1709-4429 9.76 1.82 1 2050.00 48780 [27]
J1720-1633 0.64 1.76 1 1.50 51169 [26]
J1721-3532 3.57 6.36 1 8.00 49969.7 [27]
J1730-3350 7.17 4.25 2 3080.00 47990 [27]
3190.00 52139 [27]
J1731-4744 1.21 4.98 3 139.20 49397.3 [27]
3.10 50703 [27]
126.40 52472.7 [26]
J1737-3137 2.22 5.88 3 4.00 51553 [27]
236.00 53052.8 [27]
1342.40 54348 [26]
J1739-2903 3.10 3.19 1 3.09 46956 [27]
J1740-3015 1.65 3.28 34 420.00 47003 [27]
33.00 47281 [27]
7.00 47332 [27]
30.00 47458 [27]
600.90 47670.2 [27]
4.00 48149 [27]
642.00 48186 [27]
48.00 48218 [27]
15.70 48431 [27]
9.10 49046 [27]
169.70 49239 [27]
9.50 49451.7 [27]
3.00 49543.9 [27]
439.30 50574.5497 [27]
1443.00 50941.6182 [27]
1.10 51334 [27]
0.70 51685 [27]
0.80 51822 [27]
0.70 52007 [27]
42.10 52235 [27]
5.00 52240.2 [27]
14.30 52266.8 [27]
444.00 52271 [27]
220.60 52344 [27]
1.50 52603 [27]
1.60 52759 [27]
17.60 52859 [27]
22.10 52943.5 [27]
1850.00 53023.512 [27]
0.80 53473 [26]
42.00 54447.41 [28]
2.20 54694 [28]
5.20 54810.9 [26]
2.30 54928.6 [26]
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PSR
fstar
[Hz]
Dist
[kpc]
Ngli
∆Ω/Ω
(×109)
epoch
[MJD]
Ref.
J1740+1000 6.49 1.36 1 1.20 54747.6 [26]
J1743-3150 0.41 3.65 1 1.60 49553 [27]
J1751-3323 1.82 9.27 2 2.30 53004 [28]
3.00 54435 [28]
J1759-2205 2.17 3.54 1 28.00 51800 [27]
J1801-0357 1.09 7.13 1 2.90 48016 [27]
J1801-2304 2.40 13.49 9 200.00 46907 [27]
231.20 47855 [27]
347.68 48454 [27]
64.00 49709 [27]
22.60 50055 [27]
80.60 50363.414 [27]
4.00 50938 [27]
651.00 52126 [27]
499.00 53356 [27]
J1801-2451 8.00 4.61 5 1988.00 49476 [27]
1247.00 50651 [27]
3755.80 52054 [26]
3101.00 54661 [26]
16.10 53030.51 [27]
J1803-2137 7.48 3.94 4 4075.00 48245 [27]
5.30 50269.4 [27]
3185.00 50765 [27]
3943.00 53429 [27]
J1806-2125 2.08 10.02 1 15615.00 51063 [27]
J1809-1917 12.09 3.71 1 1629.10 53250 [27]
J1812-1718 0.83 4.2 3 1.60 49926 [27]
14.70 53105.68 [27]
1.40 54365.8 [26]
J1809-2004 2.30 10.91 1 2.00 54196 [26]
J1814-1744 0.25 9.76 5 9.00 51384 [27]
5.00 51700 [27]
27.00 52094.96 [27]
3.00 52241 [26]
11.00 53756 [26]
J1818-1422 3.43 8.1 1 0.54 52057 [25]
J1819-1458 0.23 3.81 2 588.30 53924.79 [25]
96.40 54168 [25]
J1824-1118 2.29 8.03 1 2877.00 54306 [26]
J1824-2452 327.41 4.9 1 0.01 51980 [27]
J1825-0935 1.30 1 10 0.20 49615 [27]
12.60 49857 [27]
5.21 49940 [27]
12.60 50557 [27]
20.00 51060 [27]
31.40 51879 [27]
29.00 52058 [27]
1.80 52802.6 [27]
7.20 53805 [28]
122.00 54115.78 [28]
J1826-1334 9.85 4.12 4 2718.00 46507 [25]
3049.00 49014 [25]
3.40 53238.2 [25]
2416.00 53734 [25]
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PSR
fstar
[Hz]
Dist
[kpc]
Ngli
∆Ω/Ω
(×109)
epoch
[MJD]
Ref.
J1830-1135 0.16 4.36 1 2.10 52367 [26]
J1833-0827 11.73 5.67 2 0.90 47541.3 [26]
1864.80 48041 [27]
J1834-0731 1.95 4.85 1 4.40 53479 [26]
J1835-1106 6.03 3.08 1 27.00 52265 [27]
J1837-0559 4.97 5.01 1 3.20 53150 [26]
J1838-0453 2.63 8.28 2 26.00 52162 [26]
9.00 54140 [26]
J1841-0425 5.37 5.17 1 578.50 53356 [27]
J1841-0524 2.24 4.86 3 29.00 53562 [26]
25.00 54012.88 [26]
1032.00 54503 [26]
J1841-0456 0.08 7.5 3 15170.00 52464 [26]
2450.00 52997.05 [26]
1390.00 53823.97 [26]
J1844+00 2.17 6.65 2 0.30 51435 [26]
5.20 51722.5 [26]
J1844-0538 3.91 6.18 2 0.80 47438 [27]
0.50 47955 [27]
J1845-0316 4.82 6.53 2 30.00 52128 [26]
71.90 54170 [26]
J1846-0258 3.07 5.1 2 2.50 52210 [26]
6200.00 53883 [26]
J1847-0130 0.15 7.74 2 15.00 53426 [26]
80.00 54784.449 [26]
J1851-0029 1.93 6.86 1 0.90 54493 [26]
J1853+0545 7.91 4.77 1 1.49 53450 [28]
J1856+0113 3.74 3.3 1 11569.00 54123 [26]
J1901+0156 3.47 2.96 1 42.40 51318 [26]
J1901+0716 1.55 5.49 1 30.00 46859 [27]
J1902+0615 1.48 9.63 5 0.45 48645.11 [27]
0.23 49441 [27]
0.31 50311 [27]
0.47 51165.9 [27]
0.33 54248 [28]
J1908+0909 2.97 8.81 2 11.80 52240 [27]
1.70 53340 [27]
J1909+0007 0.98 3.26 3 0.72 49491.9 [27]
0.20 51224 [26]
0.50 53546 [26]
J1909+1102 3.53 4.31 2 0.27 52700 [28]
1.52 54050 [28]
J1910-0309 1.98 10.25 3 0.60 48241 [27]
1.84 49219.85 [27]
2.66 53232.75 [27]
J1910+0358 0.43 2.95 1 1.40 52331 [27]
J1913+0446 0.62 3.41 1 6.50 53499.7 [26]
J1913+0832 7.44 7.76 1 38.00 54653.908 [26]
J1913+1011 27.85 4.48 1 0.20 54431 [26]
J1915+1009 2.47 5.32 1 2.55 54162 [28]
J1918+1444 0.85 1.41 1 2.20 52285 [27]
J1919+0021 0.79 3.32 1 1.29 50174 [27]
J1926+0431 0.93 3.95 1 0.08 51495 [26]
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PSR
fstar
[Hz]
Dist
[kpc]
Ngli
∆Ω/Ω
(×109)
epoch
[MJD]
Ref.
J1932+2220 6.92 9.8 5 4450.00 46900 [27]
629.00 45989 [26]
4457.00 50264 [27]
12.00 52210 [27]
12.00 52394 [27]
J1937+2544 4.98 2.76 1 0.03 52032 [26]
J1946+2611 2.30 7.78 1 70.00 53326 [27]
J1952+3252 25.30 2.5 5 5.20 54103.44 [26]
2.25 51967 [27]
0.72 52385 [27]
1.29 52912 [27]
0.51 53305 [27]
J1955+5059 1.93 1.8 2 0.04 46964 [26]
0.02 49038 [26]
J1957+2831 3.25 6.98 3 0.26 52485 [26]
0.13 52912 [26]
5.80 54692 [26]
J2021+3651 9.64 18.88 2 2587.00 52630.07 [27]
745.00 54177 [26]
J2116+1414 2.27 4.43 3 0.20 47972 [27]
0.07 49950 [27]
0.11 51357 [27]
J2225+6535 1.47 2 5 1707.00 43072 [27]
0.14 51900 [27]
0.08 52950 [27]
0.19 53434 [27]
0.36 54266 [28]
J2229+6114 19.37 2.55 3 1133.00 53064 [27]
327.00 54110 [26]
4.50 54781.54 [26]
J2257+5909 2.72 6.4 1 0.92 49463.2 [27]
J2301+5852 0.14 7 1 4100.00 52443.9 [27]
J2337+6151 2.02 2.47 1 20000.00 53639 [27]
Appendix B
Uncertainties
B.1 Uncertainties on dτ
Once a distribution of the timescales associated with the detection statistic
like maxtwoF is available, the uncertainty of the estimation of τ can be per-
formed. In order to get this estimation first the median of the distribution
was calculated and then the 90% confidence level interval around the median.
An example of the calculation of this interval is shown in figure B.1
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Figure B.1: 90% confidence interval calculation. This plot shows the calculation of
the confidence level using the timescale distribution in figure 4.8.
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The timescale equation of Levin & Ushomisky can be written as
F 1/2
(
δu
u
)2
=
K
τvbl
(B.1)
where
K = 73 · M1.4T8
R211.7
ρ
ρb
(
kHz
fstar
)1/2
,
If the right hand side of equation B.1 is called z, the uncertainty of it, dz, can
be expressed as
dz
z
=
((
dK
K
)2
+
(
dτvbl
τvbl
)2)1/2
(B.2)
that, assuming K a constant, using equation B.1 and replacing z leads to
dz = Kdτvbl
τ 2vbl
(B.3)
When K is replaced in equation B.3
d
(
F 1/2
(
δu
u
)2)
=
73 · M1.4T8
R211.7
ρ
ρb
(
kHz
fstar
)1/2
τ 2vbl
dτvbl (B.4)
Finally, given that the total duration of the signal τ is a function of τvbl and
τGRR, the uncertainty of the duration of the signal has to be a function of
these timescales. The equation that models τGRR described by equation 3.11
of chapter 3, shows that this timescale is a function of physical parameters
of the star, that in this context are set as constants, and so τGRR will not
contribute to the measure of the uncertainty of the total duration of the
B.2. Uncertainties on F 1/2
(
δu
u
)2
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signal. With this in mind, equation B.4 can be written as:
d
(
F 1/2
(
δu
u
)2)
=
73 · M1.4T8
R211.7
ρ
ρb
(
kHz
fstar
)1/2
τ 2
dτ (B.5)
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