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Abstract
En esta tesis, se modelo´ matema´ticamente una aeronave de despegue vertical poco
convencional que tiene una dina´mica y aerodina´mica compleja como lo es el Cua-
trirrotor. Partiendo de un modelo no lineal se hacen simplificaciones, suposiciones
y finalmente linealizaciones que facilitan el disen˜o de controladores de estabilizacio´n
que permitieron hacer identificacio´n de modelos lineales en diferentes puntos de op-
eracio´n.
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Cap´ıtulo 1
Modelo dina´mico Teo´rico del
Cuatrirrotor
En el presente cap´ıtulo se concibe un modelo dina´mico de un veh´ıculo ae´reo de des-
pegue vertical comu´nmente conocido como Cuatrirrotor, el cual consta de cuatro
propulsores dispuestos al final de los cuatro extremos de una estructura en cruz
y perpendiculares a cada uno de sus largueros, Para el estudio dina´mico de esta
aeronave es necesario incluir conceptos de meca´nica de cuerpos r´ıgidos, dina´mica de
vuelo, aerodina´mica, sistemas dina´micos y control entre los mas representativos. En
el presente cap´ıtulo se mostrara´ el procedimiento y ana´lisis el cual hace posible el
modelamiento en general para las aeronaves como cuerpos r´ıgidos y espec´ıficamente
para el Cuatrirrotor de acuerdo a su principio de funcionamiento, similar al de los
propulsores de un helico´ptero convencional especialmente su aerodina´mica.
1.1 Cantidad de movimiento lineal y angular de
un cuerpo r´ıgido
La cantidad de movimiento lineal para un cuerpo r´ıgido se define como el vector
resultante del producto de la masa por la velocidad instanta´nea del centro de masa
con que dicha masa se desplaza, as´ı:
~p = m~vcg
Donde ~p es el vector de cantidad de movimiento lineal cuya unidad en el sistema
internacional de unidades es el Kg ·m/s.
De la misma manera la cantidad de movimiento angular para un solido r´ıgido se
define como el producto de la matriz de inercias con respecto al centro de giro y que
pasa por el centro de gravedad y la velocidad angular, as´ı:
~H = Icg ~w
Donde ~H es la cantidad de movimiento angular y en el sistema internacional tiene
unidades de Kg ·m2/s o N ·m · s.
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1.2 Segunda ley de movimiento de Newton para la
traslacio´n y la rotacio´n
Al derivar las cantidades de movimiento de traslacio´n y rotacio´n con respecto al
tiempo y suponiendo una masa constante, se obtiene la segunda ley de movimiento
para la traslacio´n y la rotacio´n, as´ı:
i∑
i=0
~Fi = ~˙p = m
d~vcg
dt
= mcgacg
i∑
i=0
~τcg = ~˙H = Icg
d~ω
dt
+ ~ω × Icgd~ω
para i = 1, 2, 3, ...n y las cuales se enuncian respectivamente como:“La sumatoria
de fuerzas externas que actu´an en un cuerpo r´ıgido producen en el, una aceleracio´n
proporcional a su valor e inversamente a su masa” y “La sumatoria de momentos
externos que actu´an en un cuerpo r´ıgido producen en el, una aceleracio´n angular
proporcional a su valor e inversamente proporcional a su momento de inercia”
1.3 Dina´mica ba´sica de una aeronave
La dina´mica de un cuerpo r´ıgido queda completamente definida por las siguientes
ecuaciones de acuerdo a las secciones anteriores:
~F = E ~˙pcg
y
~τcg =
E ~˙Hcg
Donde el super´ındice E indica que estas ecuaciones son referidas a un marco de
referencia inercial (E).
Ahora supongase dos marcos de referencia como se muestra en la figura 1-1 un
primer marco fijo a un marco de referencia inercial (E) y un segundo marco (B) fijo
al centro de gravedad de la aeronave, Luego las ecuaciones de movimiento quedan
definidas de la siguiente forma:
i∑
i=0
~Fi =
B ~˙pE +
B~ωE × B~ωE × ~p
i∑
i=0
~Fi︸︷︷︸
Fexternas
= mB~˙vE︸ ︷︷ ︸
Ftangencial
+mB~ωE × B~vE︸ ︷︷ ︸
Fnormal
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Figura 1-1: Aeronave y marcos de referencia en E Y B
y
i∑
i=0
~τi =
B ~˙HE +
B~ωE × B~ωE × ~H
i∑
i=0
~τi︸︷︷︸
Mexternos
= Icg
B ~˙ωE︸ ︷︷ ︸
MAceang
+ B~ωE × IcgB~ωE︸ ︷︷ ︸
MAce∆direccion
para i = 1, 2, 3, ...n
Luego tenemos el siguiente sistema de ecuaciones el cual se conoce con el nombre
de ecuacio´n de Newton-Euler:
[ ∑i
i=0
~Fi∑i
i=0~τi
]
=
[
mI3×3 0
0 Icg
] [
B~˙vE
B ~˙ωE
]
+
[
B~ωE ×mB~vE
B~ωE × IcgB~ωE
]
(1.1)
La ecuacio´n de Newton-Euler (ecuacio´n 1.1) es no lineal y de mucha complicacio´n, se
llega a simplificar asumiendo que el marco de referencia (B) es solidario al marco de
referencia (I) tal que los movimientos de traslacio´n de B con respecto a E sean nulos,
pero con los tres grados de libertad en la rotacio´n, como se muestra en la figura 1-2
y adema´s suponer que el desplazamiento que puede ocurrir es dado por el marco de
referencia (E) Lo que significa que:
B~vE = 0
y por consiguiente el termino :
B~ωE × B~vE = 0
De esta manera se puede representar la dina´mica del sistema con la siguiente ecuacio´n: ∑ii=0 ~Fxi∑i
i=0
~Fyi∑i
i=0
~Fzi
 =
 mx¨my¨
mz¨
 (1.2)
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Figura 1-2: Marcos de referencia en el Cuatrirrotor
 ∑ii=0τxi∑i
i=0τyi∑i
i=0τzi
 =
 Ixxφ¨Iyyθ¨
Izzψ¨
+
 0 −ψ˙ θ˙ψ˙ 0 −φ˙
−θ˙ φ˙ 0
 Ixx 0 00 Iyy 0
0 0 Izz
 φ˙θ˙
ψ˙
 (1.3)
Donde ~ω por definicio´n se puede escribir en la forma de matriz antisime´trica, la
cual se define como una matriz cuadrada que satisface la igualdad A = −AT donde
A es la matriz transpuesta y sus principales propiedades son: Todos los elementos
de la diagonal principal de una matriz antisime´trica deben ser cero, por lo tanto su
traza es cero, y el determinante de A esta dado por det(A) = det(AT ) = det(−A) =
(−1)ndet(A) donde el det(A) = 0 si n es impar. (ver [7],[21],[25])as´ı:
~ω =
 φ˙θ˙
ψ˙
 =
 0 −ψ˙ θ˙ψ˙ 0 −φ˙
−θ˙ φ˙ 0

Por la propiedad de una matriz antisime´trica:
a× b = S(a)b
donde:
S(a) =
 0 −az ayaz 0 −ax
−ay ax 0

y se llega a:  ∑ii=0τxi∑i
i=0τyi∑i
i=0τzi
 =
 Ixxφ¨Iyyθ¨
Izzψ¨
+
 θ˙ψ˙(Izz − Iyy)φ˙ψ˙(Ixx − Izz)
φ˙θ˙(Iyy − Ixx)
 (1.4)
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donde el segundo termino de la derecha (ecuacio´n 1.4) es el efecto girosco´pico de la
aeronave para este caso el Cuatrirrotor en te´rminos de las ratas de giro de los a´ngulos
de Euler(Balanceo, Cabeceo y rotacio´n de ahora en adelante llamados en el docu-
mento Roll, Pitch y Yaw por su uso general en la aerona´utica mundial) que se definen
como rotaciones de un marco de referencia x, y y z alrededor de Z, alrededor de y
′
y
alrededor de x
′′
en las cantidades ψ, θ y φ respectivamente Yaw, Pitch y Roll como
se observa en la figura 1.3.
En las anteriores ecuaciones quedo´ planteado el sistema de ecuaciones para el Cua-
Figura 1-3: Definicio´n de Roll, Pitch y Yaw
trirrotor independientemente del tipo de feno´meno externo que modifique su estado
de reposo o movimiento uniforme. A continuacio´n se presentan los feno´menos mas
representativos las cuales se reflejan en fuerzas y momentos que cambian la dina´mica
del sistema dependiendo de las velocidades de las he´lices y las condiciones del en-
torno. Dichas fuerzas y momentos que componen el conjunto de fuerzas y momentos
externos se estudian a continuacio´n.
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
∑i
i=0
~Fxi∑i
i=0
~Fyi∑i
i=0
~Fzi∑i
i=0τxi∑i
i=0τyi∑i
i=0τzi

=

(senφsenψ + cosψsenθcosφ)
∑4
i=1 Ti −
∑4
i=1Hxi − Cx 12Acρx˙|x˙|
(−cosψsenφ+ senψcosφsenθ)∑4i=1 Ti −∑4i=1Hyi − Cy 12Acρy˙|y˙|
mg − cosφcosψ∑4i=1 Ti − Cz 12Acρz˙|z˙|
l1(T4 − T2) + (−1)i+1
∑4
i=1Rmxi − l2(
∑4
i=1Hyi) + Jrθ˙Ωr
l1(T1 − T3) + (−1)i+1
∑4
i=1Rmyi + l2(
∑4
i=1Hxi)− Jrφ˙Ωr
l1[(Hx2 −Hx4) + (Hy3 −Hy1)] + (−1)i
∑4
i=1Qi + JrΩ˙r

(1.5)
donde i = 1, 2, 3, 4. A continuacio´n se explicaron los te´rminos presentes en la ecuacio´n
1.5:
• (senφsenψ + cosψsenθcosφ)∑4i=1 Ti, (−cosψsenφ + senψcosφsenθ)∑4i=1 Ti y
cosφcosψ
∑4
i=1 Ti: Los empujes Ti de los cuatro propulsores siempre son parale-
los al eje de Yaw, por ende giran su posicio´n con respecto a los ejes X, Y y Z
en los cuales se estudia el movimiento de traslacio´n del cuatrirrotor, por lo que
se tiene la transformacio´n en te´rminos de los a´ngulos de Roll, Pitch y Yaw. Los
empujes Ti son las fuerzas perpendiculares al plano de cada una de las he´lices
que en forma general para un ala rotatoria viene dada por ([1] y [5]) :
T = CTρA(ΩR)
2
donde:ρ es la densidad del aire, A es el a´rea barrida por la he´lice, Ω es la veloci-
dad angular de la he´lice, R es el radio de la he´lice y CT es un coeficiente (factor
de correccio´n debido a la he´lice) hallado de manera experimental o teo´rica me-
diante:
CT = σa[(
1
6
+
1
4
µ2)θ0 − (1− µ2)θtw
4
− 1
4
λ]
en la cual σ es la relacio´n de solidez,(relacio´n entre el a´rea de las he´lices y el
a´rea del disco que las contiene) a es la pendiente de sustentacio´n (que indica
el cambio en el a´ngulo de ataque a lo largo de la he´lice) µ es la relacio´n de
avance del rotor, (relacio´n entre la velocidad horizontal del centro de gravedad
del Cuatrirrotor y la velocidad horizontal al extremo de la he´lice debido a la
rotacio´n de la he´lice) θ0 es el a´ngulo de incidencia del perfil en la ra´ız de la
he´lice y θtw es el a´ngulo en el que cambia el a´ngulo de incidencia del perfil al
final de la he´lice
• Hxi y Hyi: Las fuerzas Hi son la resultante de fuerzas distribuidas a lo largo de
la he´lice en la direccio´n y sentido opuesto del vuelo.
Aparece como consecuencia del desbalanceo de velocidades a lado y lado de la
he´lice debido a la traslacio´n del Cuatrirrotor que se refleja en una fuerza de
arrastre mayor en la semihe´lice de mayor velocidad como se muestra en la 1.3.
Esta fuerza H esta dada en cada he´lice por:
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Figura 1-4: Fuerzas Hi
H = CHρA(ΩR
2
rad)
donde:
CH = σ(
1
4
µ2C¯d +
1
4
λµ(θ0 − θtw
2
)
ver [1] y [5].
• Cx 12Acρx˙|x˙| y Cy 12Acρy˙|y˙| y Cz 12Acρz˙|z˙| Estos te´rminos son las fuerzas de friccio´n
que aparecen en todo cuerpo que se traslada en presencia de algu´n fluido, en
este caso el aire se opone al movimiento del Cuatrirrotor. Donde Cx, Cy y Cz
son coeficientes experimentales y/o teo´ricos que depende de la forma del cuerpo
y Ac es el a´rea del centro del Cuatrirrotor y ρ es la densidad del aire.
• l1(T4 − T2): Debido a una diferencia en velocidad y/o aceleracio´n entre los
propulsores 4 y 2, se genera un momento con respecto al eje de roll de esta
magnitud, debido a los empujes en las he´lices 4 y 2, en la cual l1 es la distancia
perpendicular que existe entre el eje de giro de las he´lices y el centro de gravedad
del Cuatrirrotor. ve´ase la figura 1.3.
• l1(T3 − T1): Debido a una diferencia en velocidad y/o aceleracio´n entre los
propulsores 1 y 3, se genera un momento con respecto al eje de pitch de esta
magnitud como se explico´ en el anterior ı´tem. ve´ase la figura 1.3.
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(a) Momentos l1(T4 − T2) y l1(T3 − T1) (b) debido al desbalanceo de empujes
Figura 1-5: Momentos
• (−1)i+1∑4i=1Rmxi: Este termino aparece como una consecuencia del movimiento
de traslacio´n en x del Cuatrirrotor, obse´rvese de la figura 1.3. que cada he´lice
esta sometida a una velocidad de entrada ωR pero en direcciones contrar´ıas a
las cuales se le suma la velocidad de traslacio´n de su centro de gravedad V y
como es de esperarse una semihe´lice tiene ma´s sustentacio´n que la opuesta de-
bido a una mayor velocidad de entrada, generando de esta manera el momento
Rmxi. (momento con respecto al eje x de la he´lice i)
Figura 1-6: Momento con respecto a x debido a la traslacio´n en x de un par de he´lices
Este momento para un par de semihe´lices esta dado por la siguiente ecuacio´n:
Rm = CRmρA(ΩR)
2R
donde:
CRm = −µσa(
1
6
θ0 − 1
8
θtw − 1
8
λ)
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• (−1)i+1∑4i=1Rmyi: Es un momento similar al anterior, la diferencia es que el
movimiento esta referido al eje y. tanto en el movimiento de traslacio´n como
en el de rotacio´n.
• l2(
∑4
i=1Hyi): As´ı como en los dos items anteriores se generaba un empuje extra
por la traslacio´n en x debido a velocidades diferentes en las dos he´lices tambie´n
se genera una fuerza debida a estas velocidades pero por las perdidas en las
he´lices y que tambie´n son diferentes debido a la traslacio´n en el eje y. Esta
fuerza genera un momento alrededor de x al existir una distancia l2 como se
observa en la siguiente figura
Figura 1-7: Momento con respecto a x debido a la traslacio´n en y de un par he´lices
• l2(
∑4
i=1Hxi): Es un momento igual al anterior producido por H pero con re-
specto al eje y cuando el cuerpo se traslada en x
• Jrθ˙Ωr: Este momento se genera debido al giro de las he´lices con velocidad
angular relativa Ωr respecto a otro marco de referencia con velocidad angular θ˙
y se conoce como el efecto girosco´pico del propulsor con respecto al eje x.
• Jrφ˙Ωr: Este momento se genera debido al giro de las he´lices con velocidad
angular relativa Ωr respecto a otro marco de referencia con velocidad angular
φ˙ y se conoce como el efecto girosco´pico del propulsor con respecto al eje y.
• (−1)i∑4i=1Qi: Sucede cuando hay desbalance en los movimientos de las he´lices
que giran a derechas con los que giran a izquierdas. Donde:
Q = CQρA(ΩR)
2R
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donde:
CQ =
σ
8
(1 + µ2)C¯d + λ(
1
6
θ0 − 1
8
θtw − 1
4
λ)
(a) Velocidades en los motores (b) Momentos de arrastre
Figura 1-8: Desplazamientos
• l1[(Hx2−Hx4)+(Hy3−Hy1)] Este momento lo producen las fuerzas de desbalance
de friccio´n H causadas por la traslacio´n en x o y
• JrΩr:Efecto girosco´pico de la he´lice con respecto al eje z
[ ∑i
i=0
~Fxi
∑i
i=0
~Fyi
∑i
i=0
~Fzi
∑i
i=0τxi
∑i
i=0τyi
∑i
i=0τzi
]T
=

(senφsenψ + cosψsenθcosφ)
∑4
i=1 Ti −
∑4
i=1Hxi − Cx 12Acρx˙|x˙|
(−cosψsenφ+ senψcosφsenθ)∑4i=1 Ti −∑4i=1Hyi − Cy 12Acρy˙|y˙|
mg − cosφcosψ∑4i=1 Ti − Cz 12Acρz˙|z˙|
l1(T4 − T2) + (−1)i+1
∑4
i=1Rmxi − l2(
∑4
i=1Hyi) + Jrθ˙Ωr
l1(T1 − T3) + (−1)i+1
∑4
i=1Rmyi + l2(
∑4
i=1Hxi)− Jrφ˙Ωr
l1[(Hx2 −Hx4) + (Hy3 −Hy1)] + (−1)i
∑4
i=1Qi + JrΩ˙r

(1.6)
Por lo tanto:
[
mx¨ my¨ mz¨ Ixxφ¨+ θ˙ψ˙(Izz − Iyy) Iyyθ¨ + φ˙ψ˙(Ixx − Izz) Izzψ¨ + φ˙θ˙(Iyy − Ixx)
]T
=

(senφsenψ + cosψsenθcosφ)
∑4
i=1 Ti −
∑4
i=1Hxi − Cx 12Acρx˙|x˙|
(−cosψsenφ+ senψcosφsenθ)∑4i=1 Ti −∑4i=1Hyi − Cy 12Acρy˙|y˙|
mg − cosφcosψ∑4i=1 Ti − Cz 12Acρz˙|z˙|
l1(T4 − T2) + (−1)i+1
∑4
i=1Rmxi − l2(
∑4
i=1Hyi) + Jrθ˙Ωr
l1(T1 − T3) + (−1)i+1
∑4
i=1Rmyi + l2(
∑4
i=1Hxi)− Jrφ˙Ωr
l1[(Hx2 −Hx4) + (Hy3 −Hy1)] + (−1)i
∑4
i=1Qi + JrΩ˙r

(1.7)
Ahora al reacomodar el sistema de ecuaciones, queda:
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[
x¨ y¨ z¨ φ¨ θ¨ ψ¨
]T
=
[
v˙x v˙y v˙z ω˙φ ω˙θ ω˙ψ
]T
=

1
m
[
(senφsenψ + cosψsenθcosφ)
∑4
i=1 Ti −
∑4
i=1Hxi − Cx 12Acρx˙|x˙|
]
1
m
[
(−cosψsenφ+ senψcosφsenθ)∑4i=1 Ti −∑4i=1Hyi − Cy 12Acρy˙|y˙|]
1
m
[
mg − cosφcosψ∑4i=1 Ti − Cz 12Acρz˙|z˙|]
1
Ixx
[
θ˙ψ˙(Iyy − Izz) + l1(T4 − T2) + (−1)i+1
∑4
i=1Rmxi − l2(
∑4
i=1Hyi) + Jrθ˙Ωr
]
1
Iyy
[
φ˙ψ˙(Izz − Ixx) + l1(T1 − T3) + (−1)i+1
∑4
i=1Rmyi + l2(
∑4
i=1Hxi)− Jrφ˙Ωr
]
1
Izz
[
φ˙θ˙(Ixx − Iyy) + l1[(Hx2 −Hx4) + (Hy3 −Hy1)] + (−1)i
∑4
i=1Qi + JrΩ˙r
]

(1.8)
En el control de sistemas es de vital importancia obtener un modelo sencillo que
contenga la informacio´n mas preponderante para facilitar el disen˜o de un contro-
lador. A continuacio´n se presentara´ un modelo dina´mico simplificado esperando que
la dina´mica no sea afectada de manera ostensible, segu´n [15] la afectacio´n se puede
despreciar sin cambios importantes. Siendo vx = x˙, x, vy = y˙, y, vz = z˙, z, ωφ = φ˙,
φ, ωθ = ψ˙, θ, ωψ = ψ˙ y ψ las variables de estado que conforman el vector de estado
del sistema se tiene que:

v˙x
x˙
v˙y
y˙
v˙z
z˙
ω˙φ
φ˙
ω˙θ
θ˙
ω˙ψ
ψ˙

=

1
m
[(senφsenψ + cosψsenθcosφ)CtaU(1) + CHxaU(1)− Cxbvx|vx|]
vx
1
m
[(−cosψsenφ+ senψcosφsenθ)CtaU(1)− CHyaU(1)− Cybvy|vy|]
vy
1
m
[mg − (cosφcosψ)CtaU(1)− Czbvz|vz|]
vz
1
Ixx
[ωθωψ(Iyy − Izz) + CtlaU(3)− CHyhaU(1) + CRxaRU(2) + JrωθU(5)]
ωφ
1
Iyy
[ωφωψ(Izz − Ixx) + CtlaU(4) + CHxhaU(1) + CRxRaU(2)− JrωφU(3)]
ωθ
1
Izz
[
ωφωθ(Ixx − Iyy) + CqaRU(2) + CHxlaU(3) + CHylaU(4) + JrU˙(5)
]
ωψ

(1.9)
Con:
a = ρAR2
b = 1
2
Acρ
U(1) = (Ω1
2 + Ω2
2 + Ω3
2 + Ω4
2)
U(2) = (Ω1
2 + Ω3
2 − (Ω22 + Ω42))
U(3) = (Ω4
2 − Ω22)
U(4) = (Ω1
2 − Ω32)
U(5) = (Ω1 + Ω3 − (Ω2 + Ω4))
ωi = Velocidades angulares
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Como se ve en los planteamientos anteriores el modelo es no lineal y complejo para
efectos de control, se hara´n entonces dos suposiciones que se presumen no cambian
mucho el modelo pero si lo simplifican de manera considerable.
Las fuerzas debidas a la friccio´n con el aire se pueden plantear como perturbaciones
conocidas tanto en el modelo no lineal como en el lineal. Para el caso especifico en
que las velocidades y desplazamientos lineales y angulares son pequen˜os se tiene que
los coeficientes: CHx, CHy, CRx, CRy tienen valores muy cercanos a 0. Ve´ase entonces
el modelo simplificado:
v˙x
x˙
v˙y
y˙
v˙z
z˙
ω˙φ
φ˙
ω˙θ
θ˙
ω˙ψ
ψ˙

=

1
m
[(senφsenψ + cosψsenθcosφ)CtaU(1)]
vx
1
m
[(−cosψsenφ+ senψcosφsenθ)CtaU(1)]
vy
1
m
[mg − (cosφcosψ)CtaU(1)]
vz
1
Ixx
[ωθωψ(Iyy − Izz) + CtlaU(3) + JrωθU(5)]
ωφ
1
Iyy
[ωφωψ(Izz − Ixx) + CtlaU(4)− JrωφU(3)]
ωθ
1
Izz
[
ωφωθ(Ixx − Iyy) + CqaRU(2) + JrU˙(5)
]
ωψ

(1.10)
Si se analiza el sistema anterior se encuentra que existen dos sistemas, el sistema que
describe la traslacio´n de la aeronave y el otro que describe la rotacio´n con respecto
a su centro de gravedad(de ahora en adelante actitud de la aeronave). Obse´rvese
que las segundas seis ecuaciones son dependientes de los tres estado referentes a las
velocidades angulares φ˙, θ˙ y ψ˙ y de las entradas U(2), U(3), U(4) y U(5), y es
independiente de las posiciones y velocidades de traslacio´n de la aeronave y de la
entrada U(1), pero las seis primeras ecuaciones dependen de φ, θ y ψ y de la entrada
U(1). La cual se puede poner en diagramas de bloque como:
Figura 1-9: Divisio´n del sistema en traslacio´n y rotacio´n
Y en ecuaciones de variables de estado as´ı:
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
v˙x
x˙
v˙y
y˙
v˙z
z˙
 =

1
m
[(senφseaψ + cosψsenθcosφ)CtaU(1)]
vx
1
m
[(−cosψsenφ+ senψcosφsenθ)CtaU(1)]
vy
1
m
[mg − (cosφcosψ)CtaU(1)]
vz
 (1.11)

ω˙φ
φ˙
ω˙θ
θ˙
ω˙ψ
ψ˙
 =

1
Ixx
[ωθωψ(Iyy − Izz) + CtlaU(3) + JrωθU(5)]
ωφ
1
Iyy
[ωφωψ(Izz − Ixx) + CtlaU(4)− JrωφU(3)]
ωθ
1
Izz
[
ωφωθ(Ixx − Iyy) + CqaRU(2) + JrU˙(5)
]
ωψ

(1.12)
Luego se puede pensar que para controlar la traslacio´n de la aeronave, se debe contro-
lar primero la actitud de la aeronave. Luego se realizara´ la linealizacio´n de la actitud
en los puntos de equilibrio. Entonces al igualar este sistema a cero se obtienen los
puntos de equilibrio, as´ı:

0
0
0
0
0
0
 =

1
Ixx
[ωθωψ(Iyy − Izz) + CtlaU(3) + JrωθU(5)]
ωφ
1
Iyy
[ωφωψ(Izz − Ixx) + CtlaU(4)− JrωφU(3)]
ωθ
1
Izz
[
ωφωθ(Ixx − Iyy) + CqaRU(2) + JrU˙(5)
]
ωψ

(1.13)
De el sistema anterior se deduce que los puntos de equilibrio para la actitud son inde-
pendientes de los a´ngulos de rotacio´n de euler φ, θ y ψ y se observa tambie´n que para
que esta igualdad se cumpla las velocidades angulares y las entradas deben ser cero
lo que indica que las velocidades de rotacio´n de las he´lices deben ser todas iguales.
Del sistema de traslacio´n:

0
0
0
0
0
0
 =

1
m
[(senφsenψ + cosψsenθcosφ)CtaU(1)]
vx
1
m
[(−cosψsenφ+ senψcosφsenθ)CtaU(1)]
vy
1
m
[mg − (cosφcosψ)CtaU(1)]
vz
 (1.14)
se observa que vx, vy y vz deben ser cero y para que esto se pueda cumplir se deben
tener que los a´ngulos de roll y de pitch sean cero y que la fuerza de sustentacio´n de
la aeronave sea de la misma magnitud de la misma direccio´n y de sentido opuesto al
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peso del cuatrirrotor. Luego se puede deducir que los mu´ltiples puntos de equilibrio
de todo el sistema esta´n dados por:
X0 =
[
0 x 0 y 0 z 0 0 0 0 0 ψ
]T
(1.15)
Cualquier punto de equilibrio significar´ıa hover. Al linealizar el sistema en el punto
de equilibrio se obtiene con ayuda de Matlab simbo´lico:

v˙x
x˙
v˙y
y˙
v˙z
z˙
ω˙φ
φ˙
ω˙θ
θ˙
ω˙ψ
ψ˙

=

1
m
CtaU(1) ∗ θ
vx
− 1
m
CtaU(1) ∗ φ
vy
− 1
m
CtaU(1)
vz
1
Ixx
CtlaU(3)
ωφ
1
Iyy
CtlaU(4)
ωθ
1
Izz
CqaRU(2) + JrU˙(5)
ωψ

(1.16)
En el siguiente capitulo se disen˜aran varios tipos de control para la estabilizacio´n
de la actitud de la aeronave en un punto de equilibrio. Para ver otros modelos ver
[20],[10],[11],[13],[12], [14],[22], [19],[18], [16] y [3]
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Cap´ıtulo 2
Control del Cuatrirrotor
El presente cap´ıtulo documenta el disen˜o en ambiente de simulacio´n del control de la
actitud y la altura de la aeronave a partir de dos tipos de control: LQR y LQR con
efecto integral.
Se eligio´ trabajar con control del tipo realimentacio´n de estados LQR, por que al
tener el estado del sistema se tiene informacio´n de toda la dina´mica, lo que permite
el disen˜o de controladores en los cuales se puede establecer el desempen˜o del sistema
otorgando mayor peso a las variables de estado de intere´s y se puede tener en cuenta
los limites de las sen˜ales de control.ver [2],[6],[8]
El control de realimentacio´n de estado genera estabilizacio´n al sistema; y al sumar
una accio´n integral se logra controlar el sistema.
2.1 Control LQR(Linear Quadratic Regulator)
El me´todo de control LQR es la solucio´n optima a un problema de minimizacio´n
con lo cual asegura la estabilidad del sistema en lazo cerrado, adema´s su computo es
fa´cil. Se puede comenzar por definir el problema mas general que da solucio´n a este
problema:Dado el sistema dina´mico:
x˙(t) = Ax(t) +Bu(t); x(t0) = x0
con x(t) ∈ Rn y u(t) ∈ Rm.
z(t) = Cx(t)
con z(t) ∈ Rp. Se define una funcio´n de costo cuadra´tica
J =
1
2
∫ tf
t0
[
zT (t)Rzzz(t) + u
T (t)Ruuu(t)
]
dt+
1
2
xT (tf )Ptfx(tf )
con Rzz > 0, Ruu > 0, Ptf ≥ 0, A(t) es una funcio´n continua del tiempo y B(t),
C(t), Rzz y Ruu son funciones continuas en el tiempo y acotadas constituyendo as´ı
un sistema LTV(Linear Time Variant).
Entonces el problema general del LQR es encontrar una entrada u(t) optima en un
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lapso de tiempo. Dicha entrada esta dada por la expresio´n:
uop(t) = −R−1uuBTP (t)x(t) = −K(t)x(t)
Donde P (t) es la solucio´n a la ecuacio´n diferencial de Ricatti:
−P˙ (t) = AP (t) + P (t)A+ CTRzzC − P (t)BR−1uuBTP (t)
Pero en la mayor´ıa de los casos la solucio´n que se busca es para sistemas lineales
invariantes en el tiempo(LTI), entonces la ecuacio´n diferencial de Ricatti alcanza un
valor en estado estable. Es decir P˙ (t) = 0. En este caso la solucio´n al problema LQR
esta dada por:
ATP + PA+Rxx − PBR−1BTP = 0 (2.1)
donde Rxx = C
TRzzC.
Denominada la ecuacio´n algebraica de Ricatti para el control(CARE por sus siglas
en ingle´s: Control Algebraic Ricatti Equation) encuentra el valor o´ptimo de P y la
entrada o´ptima:
u(t) = −Kssx(t) (2.2)
y se puede encontrar desde MATLAB encontrandoKss con la sintaxis: Kss = lqr(A,B,C
TRzzC,Ruu)
Figura 2-1: Control estabilizante LQR
Tambie´n se puede hacer que este tipo de control siga una referencia con un
tratamiento matema´tico adicional: siendo y(t) = Cx(t) las salidas relevantes del
sistema y r(t) la referencia que adiciona nuevos estados xI(t) y consigo las nuevas
ecuaciones de estado x˙I(t) y desde luego habra´ que incluir tambie´n su penalizacio´n
en la funcio´n de costo. El nuevo sistema se representa en vectores de estado de la
siguiente manera:
[
x˙(t)
x˙I(t)
]
=
[
A 0
−C 0
] [
x(t)
xI(t)
]
+
[
B
0
]
u(t) +
[
0
I
]
r(t) (2.3)
25
Si se define entonces x(t) = [x(t) xI(t)]
T la nueva funcio´n de costo se define como:
J =
∫ ∞
0
[
xT (t)Rzzx(t) + u
T (t)Ruuu(t)
]
dt (2.4)
con lo que:
u(t) = − [ K KI ] [ x(t)xI(t)
]
= −Kx(t) (2.5)
una vez disen˜ado el control se ajusta en una arquitectura de lazo cerrado como en el
de la figura 2-2:
Figura 2-2: Control LQR siguiendo la referencia
2.2 Disen˜o de control LQR y simulacio´n
En esta seccio´n se reemplazaron los para´metros hallados a partir del cuatrirrotor
real y del virtual bajo el software Solidedge en el modelo linealizado de la forma
X˙(t) = ALNX(t) +BLNU(t) con:
Y (t) = CLNX(t)+DLNU(t) y aclarando que de aqu´ı en adelante Q = Rxx y R = Ruu
por unificacio´n en la notacio´n que Matlab usa, como se vera´ a continuacio´n:
ALN =

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0

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BLN =

0 127.4725 0 0
0 0 127.4725 0
0 0 0 278.0868
−7.5188 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

CLN =

0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

DLN =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

(2.6)
Q =

10 0 0 0 0 0 0 0
0 10 0 0 0 0 0 0
0 0 10 0 0 0 0 0
0 0 0 10 0 0 0 0
0 0 0 0 10 0 0 0
0 0 0 0 0 10 0 0
0 0 0 0 0 0 10 0
0 0 0 0 0 0 0 10

(2.7)
R =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 (2.8)
Con las matrices ALN , BLN y las matrices de peso Q (Valorando la importancia de los
estados) y R (Valorando la amplitud de las sen˜ales de control) se puede solucionar el
problema LQR LTI computacionalmente con ayuda del Matlab mediante el comando
lqr, obteniendo de esta manera la Matriz constante del control:
K =

0.0000 −0.0000 0.0000 −3.2926 0.0000 0.0000 0.0000 −3.1623
3.1701 −0.0000 −0.0000 −0.0000 3.1623 −0.0000 0.0000 −0.0000
−0.0000 3.1701 −0.0000 0.0000 −0.0000 3.1623 −0.0000 0.0000
−0.0000 −0.0000 3.1659 −0.0000 0.0000 −0.0000 3.1623 −0.0000
(2.9)
27
Para el sistema linealizado se tiene como premisa que el sistema es o´ptimo para dichos
valores de Q y R, entonces los objetivos de desempen˜o del sistema se logran modi-
ficando estas matrices de peso verificando que las sen˜ales de control no saturen los
actuadores, en este caso los cuatro motores que hacen parte del sistema y se vuelve a
hallar la salida o´ptima con el comando lqr. El sistema linealizado no tiene restriccio´n
alguna ya que se ha obviado la dina´mica de los actuadores lo cual no ocurre en el sis-
tema no lineal que aparte de tener en cuenta las no linealidades del sistema modelado,
tambie´n se ha incluido la dina´mica de los motores para identificar que controlador es
el apropiado para no saturarlos, lo cual se logra observando los voltajes de entrada al
circuito de potencia de los motores. Una caracter´ıstica importante del modelamiento
como se observo´ en el cap´ıtulo 1 es que las entradas del sistema son funciones del
cuadrado de las velocidades de los motores que para disen˜o del control en simulacio´n
no es necesario conocer, pero si se trata de incluir la dina´mica de los motores o
ejercer una sen˜al de control real dada en voltios, es necesario conocer las velocidades
de los motores que satisfacen un sistema de ecuaciones que a continuacio´n se describe:

U1
U2
U3
U4
 =

1 1 1 1
0 −1 0 1
1 0 −1 0
−1 1 −1 1


Ω21
Ω22
Ω23
Ω24

Luego se puede escribir:
Ω2 = A−1U
y obtener el valor de las velocidades angulares de las he´lices de los motores asumiendo
claro esta que siempre son positivas por lo que las he´lices siempre giran en un mismo
sentido(el de disen˜o).

Ω21
Ω22
Ω23
Ω24
 =

1
4
0 1
2
−1
4
1
4
−1
2
0 1
4
1
4
0 −1
2
−1
4
1
4
1
2
0 1
4


U1
U2
U3
U4

Lo siguiente es comparar el funcionamiento en ambos sistemas observando sus re-
spuestas ante las mismas condiciones iniciales.
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(a) Sistema lineal (b) Sistema no lineal
Figura 2-3: Respuesta a la condicio´n inicial
Cuando se hace la linealizacio´n de un sistema los puntos de equilibrio se trasladan
a cero.
El control LQR sin efecto integral genera estabilizacio´n,es decir, las variables de es-
tado tienden al punto de equilibrio en el sistema lineal. En el sistema no lineal los
puntos de equilibrio de las variables de estado Roll, Pitch y Yaw son cero y para la
altura es diferente de cero, por esto la figura 2-3 existe diferencia en el valor de estado
estacionario de la altura entre el sistema lineal y el sistema no lineal.
Ahora se concluye de la figura 2-3 que aunque el tiempo de estabilizacio´n se puede
hacer mas pequen˜o en ambos sistemas, resulta mas conveniente dejarlo en este tiempo
por que si se observa la figura 2-4 se alcanzan los limites de saturacio´n de los actu-
adores aunque solo sea en periodos muy cortos de tiempo, aclarando que los actu-
adores tienen ganancia de 13 y la sen˜al de control maxima es 9 Voltios.
(a) Velocidades angulares (b) Voltajes
Figura 2-4: Sen˜ales de control para los actuadores
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2.3 Control LQR con efecto integral
Con las premisas sobre este tipo de control antes mencionadas se encuentran las
ganancias proporcional e integral del lazo de control.
k =

0.0000 −0.0000 0.0000 −10.2295 0.0000 −0.0000 0.0000 −17.4525
10.0136 0.0000 0.0000 −0.0000 17.3283 −0.0000 0.0000 −0.0000
0.0000 10.0136 0.0000 0.0000 0.0000 17.3283 0.0000 −0.0000
0.0000 0.0000 10.0062 −0.0000 0.0000 −0.0000 17.3241 −0.0000

ki =

0.0000 0.0000 0.0000 −10.0000
10.0000 −0.0000 −0.0000 −0.0000
0.0000 10.0000 0.0000 0.0000
0.0000 −0.0000 10.0000 −0.0000

A continuacio´n se toman gra´ficas del comportamiento de los sistemas lineal y no lineal
con el objetivo de validar el control para el sistema no lineal a partir del diagrama de
bloques mostrado en la figura 2-5:
Figura 2-5: Diagrama de bloques del control LQR con efecto integral
Las figuras 2-6 y 2-7 no reflejan diferencias considerables en cuanto a la respuesta
del sistema a escalones en la referencia y aunque se puede mejorar el tiempo de re-
spuesta el objetivo que se persigue no es un un tiempo de establecimiento ra´pido, en
cambio se quiere que el control no oculte la dina´mica de la planta.
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Figura 2-6: Respuestas a escalones de 15 10 y 5 grados de roll, pitch y yaw y 1 m de
altura respectivamente del sistema linealizado
Figura 2-7: Respuestas a escalones de 15 10 y 5 grados de roll, pitch y yaw y 1 m de
altura respectivamente del sistema no lineal
En la figura 2-8 se observa las diferencias en las sen˜ales de control entre el sistema
lineal y no lineal. La respuesta dina´mica es diferente por que en el sistema no lineal
se incluye la dinamica de los actuadores; El valor en estado estacionario es diferente
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por que en el sistema lineal los puntos de equilibrio de las sen˜ales de control son cero.
(a) Sistema lineal (b) Sistema no lineal
Figura 2-8: Sen˜al de control (Empujes y momentos)
Mientras la figura 2-9 permite asegurar la idoneidad del control en cuanto al
cumplimiento de las restricciones de los actuadores por alcanzar velocidades y voltajes
alcanzables en la realidad.
(a) Velocidad angular de las helices (b) Voltaje al circuito de potencia
Figura 2-9: Sen˜al de control para los actuadores
2.4 Controlador basado en observador
El control LQR con efecto integral no permite despejar la planta a partir de la iden-
tificacio´n del sistema en lazo cerrado, entonces debe disen˜arse un controlador LQR
con efecto integral basado en observador el cual se puede ver como un controlador
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de dos para´metros cuyo sistema en lazo cerrado permite el despeje algebraico de la
planta del sistema como se menciona pro´ximamente.
Con base en el controlador LQR con efecto integral disen˜ado en el apartado anterior
se crea un observador con el objetivo de leer los estados del sistema.
Figura 2-10: Diagrama de bloques de controlador basado en observador
La figura 2-10 se puede describir en forma matema´tica de la siguiente manera:
X˙i = IR− IY
˙ˆ
X = AXˆ +BU + L(Y − CXˆ) ; U = −KXˆ +KiXi
Donde I es la matriz identidad y L es el vector de ganancias del observador que per-
mite ubicar sus polos. Estos polos normalmente se ubican por lo menos 6 veces mas
lejos hacia la izquierda de los polos dominantes en lazo cerrado. Para el disen˜o de este
caso en particular se ubicaron en −100,−101,−102,−103,−104,−105,−106,−107 de
tal forma que la dina´mica del observador sea despreciable y el sistema en lazo cerrado
se aproxime a orden 12 (8 estados y 4 integradores de error).
Reemplazando:
˙ˆ
X = AXˆ +B(−KXˆ +KiXi) + L(Y − CXˆ)
˙ˆ
X = (A−BK − LC)Xˆ +BKiXi + LY
En forma matricial:[
X˙
X˙i
]
=
[
A−BK − LC BKi
0 0
]
+
[
0 L
I −I
] [
R
Y
]
U =
[ −K Ki ] [ Xˆ
Xi
]
+
[
0 0
] [ R
Y
]
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El controlador se puede ver como un controlador de dos para´metros:
Figura 2-11: Diagrama de bloques de controlador basado en observador visto como
controlador de dos para´metros

U1
U2
U3
U4
 =

GC11 GC12 GC13 GC14 GC15 GC16 GC17 GC18
GC21 GC22 GC23 GC24 GC25 GC26 GC27 GC28
GC31 GC32 GC33 GC34 GC35 GC36 GC37 GC38
GC41 GC42 GC43 GC44 GC45 GC46 GC47 GC48


R1
R2
R3
R4
Y1
Y2
Y3
Y4

C1 C2
R =

R1
R2
R3
R4
 =

φr
θr
ψr
Zr
 Y =

Y1
Y2
Y3
Y4
 =

φ
θ
ψ
Z
 U =

U1
U2
U3
U4

el sistema puesto como un controlador de 2 para´metros en forma general es:
U = C1R + C2Y (2.10)
con: (2.11)
Y = GU
Entonces:
Y = G(C1R + C2Y )
Y = GC1R +GC2Y
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Entonces:
Y −GC2Y = GC1R
[I −GC2]Y = GC1R
Y = [I −GC2]−1GC1R
Entonces la funcio´n de transferencia en lazo cerrado es:
T = [I −GC2]−1GC1 (2.12)
A partir de la cual se despeja la funcio´n de transferencia de la planta G, as´ı:
[I −GC2]T = GC1
IT −GC2T = GC1
IT = G [C1 + C2T ]
G = T [C1 + C2T ]
−1 (2.13)
En el caso del sistema LQR con efecto integral con observador para el Cuatrirrotor
se parte de los 8 estados ya mencionados de la actitud y control de altura y un ob-
servador, como se muestra en la figura 2-12:
Figura 2-12: Diagrama de bloques para control de 2 para´metros
Continuando con el disen˜o del controlador se observa en las respuestas del sistema
ante el escalo´n que con respecto al control LQR con efecto integral los tiempos de
respuesta del sistema no se diferencian de una manera apreciable, se mantiene la sen-
cillez en el controlador y ahora su planta es fa´cilmente despejada.
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Figura 2-13: Respuestas a escalones de 15 10 y 5 grados de roll, pitch y yaw y 1 m
de altura respectivamente del sistema
De igual manera las entradas al sistema (Empuje y momentos) son muy sim-
ilares a las expuestas en el control LQR con efecto Integral y tampoco sobrepasan
las condiciones de saturacio´n de los actuadores, tal y como se observa en la figura 2-14:
(a) Empuje generado por las helices (b) Momentos en el sistema
Figura 2-14: Sen˜al de control para los actuadores
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(a) Velocidad angular de las helices (b) Voltaje al circuito de potencia
Figura 2-15: Sen˜al de control para los actuadores
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Cap´ıtulo 3
Fundamentos de Identificacio´n de
sistemas
Este cap´ıtulo pretende conceptualizar y de cierta manera clasificar el proceso de iden-
tificacio´n logrando as´ı entendimiento de dicho proceso de manera muy general, y poder
aplicar con propiedad este conocimiento en las simulaciones y experimentaciones de
los cap´ıtulos siguientes.
3.1 Introduccio´n
La mayor´ıa de los sistemas en Ingenier´ıa no son tan fa´cilmente reconocibles o tratables
matema´ticamente, ello radica en que sus modelos tienen para´metros y variables que
no son fa´cilmente reconocibles y/o su comportamiento es no lineal las cuales dificultan
el hallazgo de un modelo acertado del sistema. El ana´lisis de sus entradas y salidas
son estudiadas en la identificacio´n de sistemas ba´sicamente con te´cnicas estad´ısticas
de regresio´n lineal y no lineal
3.2 Concepto de identificacio´n de sistemas
La identificacio´n de sistemas, el autor la define como el a´rea del modelamiento de sis-
temas dina´micos que obtiene un modelo matema´tico a partir de experimentacio´n con
el sistema mismo. Esta experimentacio´n consiste de proveer al sistema con diversas
entradas conocidas para observar y analizar sus salidas mediante me´todos conocidos
o en estudio para la deduccio´n del modelo.
3.3 Ventajas y desventajas de la identificacio´n de
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sistemas
• Ventajas:
Sin importar la complejidad del sistema se puede obtener un modelo matema´tico
bien sea para un caso restringido a un punto de operacio´n o para dominios mas
amplios.
• Desventajas:
Es deseable obtener un modelo identificado directamente de la planta.
3.4 Proceso de identificacio´n
La identificacio´n de sistemas es un proceso iterativo con unos pasos ba´sicos que a
continuacio´n se observa en la Figura 3-1:
Figura 3-1: Proceso de identificacio´n de sistemas
Veamos cada uno de los recuadros que aparecen en la figura 3-1 (Ver [4], [17]):
Conocimiento del sistema
En la medida de lo posible, es deseable para la identificacio´n de sistemas tener un
modelo teo´rico cuyos para´metros sean los que se identifiquen. Esto puede hacer que
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el modelo sea valido para rangos amplios y de buena precisio´n.
Disen˜o del experimento
En el disen˜o de experimentos se deben tener en cuenta el tipo de entrada, las per-
turbaciones y la forma de la salida, las entradas del sistema deben ser tal que excite
todos los modos del sistema. So´lo pueden identificarse los modos que son observables
desde las salidas y son suficientemente excitados desde las entradas (i.e., la parte con-
trolable y observable del sistema), algunas de estas entradas son: Random Binary,
Pseudo-Random Binary (PRBS), Escalones, Pulsos Mu´ltiples, Sinusoidales, etc. Es-
tas sen˜ales tienen algunos para´metros que deben identificarse como son: nu´mero de
registros en una PRBS, tiempo de conmutacio´n, magnitud y duracio´n de la sen˜al.
Tratamiento de los datos
El tratamiento de los datos tiene que ver con el tipo de salida que se obtiene del
sistema, para eso se seleccionan las variables a medir para seguir un proceso donde
se obtiene una sen˜al o´ptima, lo que se hace es eliminar los datos extremos y las ten-
dencias, luego se elimina el ruido y finalmente se limita el ancho de banda entre otros
tratamientos.
Eleccio´n de la estructura del modelo
La eleccio´n de la estructura depende de dos cosas, la primera es saber que tanto se
conoce del sistema y la segunda es el tipo de datos que se van a obtener, teniendo en
cuenta las dos situaciones anteriores se tiene tres enfoques que son:
• Modelo de caja transparente: la estructura de modelo se obtiene a partir de
leyes fundamentales y los para´metros tienen una interpretacio´n f´ısica.
• Modelo de caja negra:Un modelo basado en leyes fundamentales es complicado o
se desconoce, por lo que los para´metros del modelo no tienen una interpretacio´n
f´ısica.
• Modelo de caja gris: En este enfoque algunas partes del sistema son modeladas
basa´ndose en principios fundamentales y otras como una caja negra por lo que
algunos de los para´metros del modelo pueden tener una interpretacio´n f´ısica.
Es importante definir el tipo de modelo en caso en que el enfoque sea de caja trans-
parente o de caja gris, por lo que se tienen modelos lineales o no lineales, en tiempo
discreto o continuo, los de tiempo discreto pueden estar dados en ecuaciones de difer-
encia, funciones de transferencia en el dominio Z, modelos en espacio de estados,
modelos auto regresivos y los modelos en tiempo continuo pueden estar dados en
ecuaciones diferenciales, funciones de transferencia en el dominio de S y modelos en
espacio de estados.
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Seleccio´n del modelo o´ptimo
La seleccio´n de un modelo o´ptimo implica: Seleccionar un criterio o funcio´n de costo
a minimizar y la determinacio´n del vector de para´metros que minimiza el criterio.
Validacio´n del modelo
Significa obtener una medida de confiabilidad del modelo, esto es:Decidir si el modelo
es lo suficientemente bueno para la aplicacio´n para la cual fue derivado (capacidad
de prediccio´n), determinar cuan lejos del sistema real esta el modelo (medida de
la incertidumbre del modelo), determinar si el modelo y los datos son consistentes
con las hipo´tesis sobre la estructura de modelo.La validacio´n requiere normalmente
la realizacio´n de nuevos experimentos, modificando posiblemente la estructura de
modelo, o las sen˜ales de excitacio´n, el criterio, etc.
3.5 Fuentes de error en un proceso de identifi-
cacio´n
Las fuentes de error en el proceso de identificacion son debidos basicamente a: BIAS
y Varianza, descritas a continuacion:
BIAS
Son errores sistema´ticos causados por: Caracter´ısticas de la sen˜al de entrada, eleccio´n
de la estructura de modelo (complejidad de la representacio´n), modo de operacio´n
(lazo cerrado vs. lazo abierto).
Varianza
Son errores aleatorios introducidos por la presencia de ruido en los datos que impiden
que el modelo reproduzca exactamente la salida de la planta. Esto afectado por los
siguientes factores: ne´umero de para´metros del modelo, duracio´n del experimento de
identificacio´n y la relacio´n sen˜al-ruido.
3.6 Identificacio´n de sistemas lineales
En la identificacio´n de sistemas lineales se reconocen varios tipos de modelos que se
pueden describir brevemente como:
Modelos de entrada salida
Un modelo de entrada salida como su nombre lo indica es predecible en sus salidas si
se conocen sus entradas y salidas pasadas.
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Modelos para´metricos lineales
Los modelos para´metricos son descritos con una estructura y un nu´mero finito de
para´metros que relacionan las sen˜ales de intere´s del sistema(entradas, salida y per-
turbaciones). Adema´s por la naturaleza de la adquisicio´n de los datos se encuentran
en el dominio discreto la cual es fa´cilmente transferible al dominio continuo. Estos
modelos derivan su razo´n de ser de la teor´ıa cla´sica de regresiones y su entendimiento
aplicado a la identificacio´n de sistemas, es una potencial herramienta que todav´ıa no
es muy explorada y en las cuales cabe destacar los siguientes tipos de regresio´n:
Regresio´n lineal:Una estructura tiene regresio´n lineal cuando la salida del sis-
tema se puede expresar en la forma:
ye(t, θ) = ϕ
T (t)θ
donde ye es la salida estimada del sistema,ϕ es un vector de entradas y salidas
pasadas o vector de regresio´n y θ el vector de para´metros del sistema.
El modelo para´metrico mas general es aquel que retorna la salida medible a partir
de las componentes debido a las entradas y a las perturbaciones, as´ı:
YMedida(t) = Yentrada(t) + YPerturbacion(t) (3.1)
A la vez estos te´rminos se pueden llevar a la forma:
Yentrada(t) = YE(R
−1, θ) · u(t)
YPerturbacion(t) = YP (R
−1, θ) · p(t)
YMedida(t) = YM(R
−1, θ) · Y (t)
Donde R−1 es el operador de retardo, θ es un vector de para´metros t u(t), p(t) y
Y (t) son la entrada al sistema, el ruido y la salida de intere´s del sistema. A la vez
YE(R
−1, θ) y YP (R−1, θ) se pueden representar como cocientes de polinomios en la
forma de funcio´n de transferencia, as´ı:
YE(R
−1, θ) =
YED(R
−1)
YEN (R−1)
=
ed1 ·R−nk + ed2 ·R−nk−1 + · · ·+ edned ·R−nk−ned+1
1 + en1 ·R−1 + · · ·+ ennen ·R−nen
YP (R
−1, θ) =
YPD(R
−1)
YPN (R−1)
=
1 + pd1 ·R−1 + · · ·+ pdnpd ·R−npd
1 + pn1 ·R−1 + · · ·+ pnnpn ·R−npn
y YM(R
−1, θ) como un polinomio del tipo:
YM(R
−1, θ) = 1 +m1 ·R−1 + · · ·+mnm ·R−nm
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Modelo Condicio´n Diagrama de bloque Ecuacio´n
OE (Output
Error)
YPD(R
−1) =
YPN (R
−1) =
...YM (R
−1) = 1
Y (t) =
YEN (R
−1)
YED(R
−1) · u(t) + p(t)
ARX (Auto-
Regressive with
eXogenous
inputs)
YED(R
−1) =
YPD(R
−1) =
YPN (R
−1) = 1
YM (R
−1, θ) · Y (t) =
YEN (R
−1) · u(t) + p(t)
ARMAX (Auto-
Regressive
Moving Average
with eXogenous
inputs)
YED(R
−1) =
YPD(R
−1) = 1
YM (R
−1, θ) ·Y (t) = YEN (R−1) ·
u(t) + YPN (R
−1) · p(t)
Modelo BJ (Box
Jenkins)
YM (R
−1) = 1
Y Y (t)
YEN (R
−1)
YED(R
−1) · u(t) +
YPN (R
−1)
YEN (R
−1) · p(t)
Tabla 3.1: Identificacio´n de modelos lineales en caja negra [23]
Donde el vector de para´metros θ esta compuesto de los coeficientes edi, eni, pdi, pni,mi
y la estructura general del modelo queda definida de la siguiente manera:
YM (R
−1, θ) · Y (t) = YE(R−1, θ) · u(t) + YP (R−1, θ) · p(t) = YED(R
−1)
YEN (R−1)
· u(t) + YPD(R
−1)
YPN (R−1)
· p(t)(3.2)
La seleccio´n del tipo de modelo depende del orden de cada uno de los polinomios
YED, YEN , YPD, YPN y YM y el retardo entre la entrada y la salida nk. Con los valores
anteriores, se determina el vector de coeficientes θ ed, en, pd, pn y m que ajustan al
modelo a los datos de entrada y salida del sistema real.
A partir del modelo general de la ecuacio´n 3.2 se desprenden modelos dependiendo
de los valores que tomen los polinomios YED, YEN , YPD, YPN y YM . Esos modelos son
los que se muestran en la tabla 3.1:
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3.7 Identificacio´n de sistemas no lineales
La identificacio´n de sistemas no lineales se considera un problema estad´ıstico dif´ıcil,
en el cual se busca encontrar una funcio´n estimada ĝN(x) con x valores(estimadores)
que junto con la sen˜nal de ruido se aproxime a la salida no lineal del sistema real de
un conjunto de valores ZN .
y(x) = ĝN (xk) + e(k)
ZN = {y(x1), x1, y(x2), x2, ..., y(xN ), xN} (3.3)
Para sistemas dina´micos el sub´ındice k es un sub´ındice de tiempo y las observaciones
son entradas u(t) y salidas y(t).
ZNyu = {y(1), u(1), y(2), u(2), ..., y(N), u(N)} (3.4)
entonces la funcio´n que predice salidas futuras de entradas pasadas es:
ŷ(t|t− 1) = g(ZNyu, t)
(3.5)
y el estimador:
xt = ϕ(t) = ϕ(Z
N
yu) = [y(t− 1), y(t− na), ..., u(t− 1), u(t− nb)T (3.6)
Hay mu´ltiples formas de clasificar los me´todos de estimacio´n de modelos y a contin-
uacio´n se mencionan algunos:
3.7.1 Me´todos para´metricos y no para´metricos
Los me´todos para´metricos son de la forma:
G = g(x, θ) (3.7)
donde θ es un vector de para´metros y lo que hay que buscar es una ĝ(x, θ) bajo
algu´n criterio de optimizacio´n que estime θ para obtener una funcio´n ĝ(x, θ̂). En un
me´todo no para´metrico se desea buscar una funcio´n ĝ(x) a partir del promedio de
alguna clase de medicio´n de las salidas del sistema.
me´todos globales y locales
Un me´todo global usa todos los datos dados por ZN para estimar ĝ(x) con cualquier
x, mientras que en los me´todos locales solo se utilizan los datos {yk, xk} con xk en un
vecindario de x
Me´todos de clasificacio´n y regresio´n
Mientras que las regresiones buscan la estimacio´n de una funcio´n como ya se ha
mencionado, la clasificacio´n busca organizar los datos en dos a mas clases que ayuden
al reconocimiento de patrones.
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Me´todos de caja negra y de caja gris
Un me´todo de caja negra estima una funcio´n sin que a este le importe algu´n conocimiento
acerca del origen de los datos mientras que en los me´todos de caja gris se tiene una
funcio´n previa de la dina´mica la cual se debe ajustar con colaboracio´n de algu´n me´todo
de estimacio´n.
Me´todos recursivos y en batch
Mientras los me´todos en batch usan todos los datos de ZN los me´todos recursivos
van afinando ZN de uno en uno hasta alcanzar una funcio´n estimada ĝN(x).
A partir de las anteriores clasificaciones se tiene un panorama de me´todos que
consiguen hacer la identificacio´n de modelos de sistemas dina´micos y cada uno de ellos
tiene sus ventajas y desventajas segu´n el modelo a identificar. A continuacio´n se dan
los conceptos de varios de estos me´todos para clarificar la situacio´n mas conveniente
en la identificacio´n del Cuatrirotor([])
3.7.2 Aproximacio´n de funciones no para´metricas
Se trata de promediar los valores de y(k) para obtener un estimado de la funcio´n en
x: algunos de los me´todos son:
Me´todos Kernel
En este me´todo la funcio´n estimada es el resultado de una funcio´n de peso wk que se
le asigne al dato observado k. Luego la forma de la funcio´n estimada es:
ĝN(x) =
N∑
k=1
wky(k)
donde wk se describe de la forma de funcio´n de densidad (k) con un para´metro de
escala que ajusta la dimensio´n y la forma de wk cerca a x. A esta funcio´n K se le
conoce con el nombre de Kernel. De acuerdo a la necesidad se pueden implementar
diversos Kernel(Nadaraya, Rosenblatt, Gauss, Epanechnikov, etc.)
Me´todo polinomial local
En este me´todo a diferencia del me´todo de kernel utiliza un polinomio en lugar del
Kernel, por lo que hace al me´todo mas sofisticado, los coeficientes son una aproxi-
macio´n en mı´nimos cuadrados que dan mas peso a las observaciones con valor objetivo
cercano a x.
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3.7.3 Me´todos parame´tricos de caja negra
En estos me´todos la idea es para´metrizar la funcio´n ĝ(x, θ) tal que aproxime de manera
viable la funcio´n real g(x), entonces:
ĝN(x, θ) =
N∑
k=1
αkgk(x)
N∑
k=1
wk
donde gk es una funcio´n base que puede ser representada como:
.
• ANN
• Ma´quina de vectores soportada en mı´nimos cuadrados
• wavelet
• Neuro-Fuzzy
• Regresiones lineales
3.7.4 Me´todos parame´tricos con conocimiento f´ısico
Los modelos en caja gris son el resultado de un gran ana´lisis y modelamiento el cual
arroja una estructura fija pero desconoce con exactitud el valor de algunos para´metros.
Modelamiento f´ısico (DAE:Differential Algebraic Equation)
Despue´es del estudio se tiene una coleccio´n de ecuaciones diferenciales as´ı:
Fk(ζ,
.
ζ, z(t), w(t).θ)
,k=1,2,3,...,K Donde ζ son las variables internas. ζ son las entradas y salidas medi-
das, w son las sen˜ales de ruido modeladas como un proceso estoca´stico y θ son los
para´metros desconocidos. El problema de la identificacio´n[ no lineal es hallar θ a
partir de ζ(t).
Me´todos en espacio de estados
Si la ecuacio´n del modelo puede ser transformada a una ecuacio´n de espacio estado:
.
x (t) = f(x(t).u(t), θ)
y(t) = h(x(t).u(t), θ) + w(t)
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donde w(t) es una sen˜al de ruido. Entonces para cada para´metro θ se estima una
funcio´n de prediccio´n:
ŷ(t|θ = g(Zt−1yu , θ))
A partir de algu´n criterio de minimizacio´n, con los inconvenientes de la posible exis-
tencia de mu´ltiples mı´nimos locales.
3.7.5 Me´todos con algo de sentido f´ısico
Despue´es de un estudio f´ısico menos profundo que para la seccio´n anterior (Caja gris
mas oscura) se podr´ıan analizar los siguientes modelos:
Modelamiento semi f´ısico
Se entiende por esta clase de modelo aquellos que se parte de una premisa f´ısica obvia
y se quiere llegar a una transformacio´n no lineal de los datos medidos que hagan un
cambio al sistema de ,manera que este pueda ser descrito por una relacio´n lineal.
Modelamiento basado en bloques
La idea de esta clase de modelamiento es construir una estructura del modelo basada
en bloques con alguna certeza del sentido f´ısico de cada bloque(e.g. Modelos de
Wiener, Hammerstein, Wiener-Hammerstein etc.)
Modelos compuestos localmente
La idea de esta clase de modelado es construir un modelo global compuesto de mul-
tiples modelos linealizados en diferentes vecindades(Tambie´n llamado modelos lineal-
izados localmente)
Como se observo´ en este cap´ıtulo los modelos obtenidos de los me´todos de es-
timacio´n pueden ser de diversa indole y su seleccio´n depende basicamente de las
necesidades de la aplicacio´n asi como del me´todo de estimacio´n escogido de acuerdo
a la naturaleza del sistema y los datos de entrada y salida.
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Cap´ıtulo 4
Identificacio´n de modelos lineales
en diferentes posiciones
En la identificacio´n de sistemas no lineales e inestables es indispensable contar con
algu´n conocimiento del sistema f´ısico por que al introducir sen˜ales de prueba, su com-
portamiento se hace impredecible. Se hace necesario estabilizar la planta, lo cual se
debe hacer con ayuda de un control en lazo cerrado que permita la identificacio´n del
sistema.
Una de las partes mas importantes en el proceso de identificacio´n es tener idea del
ancho de banda del sistema en lazo abierto a partir de un modelo matema´tico aprox-
imado. Este ancho de banda nos indica las frecuencias con las que se debe excitar
el sistema y de no tenerlas el proceso de identificacio´n se hace mas complejo y de
tipo ensayo y error, situacio´n en la cual los modelos resultantes podr´ıan simplemente
no predecir la dina´mica del sistema o predecirlo parcialmente en ciertos rangos de
frecuencias.
No cualquier controlador es el correcto para hacer posible la identificacio´n, hay que
lograr que este control no borre la dina´mica de la planta que se quiere identificar y si
este es sencillo mas fa´cil sera´ despejar la matema´tica que modela la planta.
En este cap´ıtulo se considero´ el ejercicio de identificar un motor dc a partir de sim-
ulaciones con valores de para´metros reales, y en el siguiente cap´ıtulo se hace con
datos reales. En la segunda parte se incluye el modelo identificado a partir de datos
de entrada-salida reales de los actuadores y de esta manera se afina un poco mas el
modelo no lineal del cuatrirrotor del cual se hallaron diferentes modelos linealizados
en varios puntos de operacio´n.
4.1 Motor dc del cuatrirrotor
Este sistema visto como un modelo matema´tico es un sistema de ecuaciones difer-
enciales cuyas variables dependientes son la velocidad angular del motor (ω), y la
corriente de armadura (I); la variable independiente es el voltaje suministrado al mo-
tor (e); y los para´metros son: Resistencia elo´ctrica (R), Inductancia(L), la constante
del motor (µ), la inercia del rotor y de la carga (Jm), y el coeficiente de friccio´n (B).
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(Si el eje del motor estuviese conectado a la carga mediante un acople ela´stico seria
necesario modelar este).
di
dt
=
e−Ri− µω
L
dω
dt
=
µi−Bω − τload
J
Las ecuaciones vistas en ecuaciones de variables de estado son:
[
di
dt
dω
dt
]
=
[ −R
L
−µ
L
µ
J
−B
J
] [
i
ω
]
+
[
1
L
0
0 − 1
J
] [
e
τload
]
Entonces usando el anterior sistema lineal, con algunos para´metros conocidos del
motor real como la resistencia de armadura del motor, la inductancia y una constante
µ estimada de la relacio´n voltaje-velocidad angular se modelo el sistema como en la
figura 4-1
Figura 4-1: Diagrama de bloques para motor con carga aerodinamica con helice
Como sen˜al de entrada al sistema se uso una entrada chirp con frecuencia inicial
de 0.1 rad/s y frecuencia final 0.1 rad/s tomando como referencia aproximada el
ancho de banda del sistema lineal sin carga hallado mediante su diagrama de bode
en lazo abierto.
Con los datos arrojados por esta simulacio´n y los datos de entrada se hallaron mod-
elos lineales a partir de las te´cnicas mas comunes de la identificacion como son:pem,
ARX, ARMAX, OE Y BJ ya mencionadas y brevemente explicadas en el capitulo
anterior.(ver [9])
Se obtuvieron los siguientes resultados:
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Figura 4-2: comparacio´n de modelos identificados
Figura 4-3: comparacio´n de modelos identificados en el dominio frecuencial
>> zpk(Modelopem)
Zero/pole/gain:
10118.4816 (s-0.064)
---------------------
(s+34.87) (s-0.04135)
>> zpk(mARX)
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Zero/pole/gain:
9786.9219 (s-0.0537)
---------------------
(s+31.78) (s-0.03666)
>> zpk(mARMAX)
Zero/pole/gain:
10130.6927 (s+0.07125)
----------------------
(s+34.39) (s+0.04606)
>> zpk(mOE)
Zero/pole/gain:
10118.7063 (s-0.06523)
----------------------
(s+34.87) (s-0.04166)
>> zpk(mBJ)
Zero/pole/gain:
10134.2631 (s+0.1446)
---------------------
(s+35.13) (s+0.09189)
De los resultados anteriores se puede observar que los me´todos de identificacio´n llegan
pra´cticamente al mismo modelo matema´tico.
4.2 Cuatrirrotor
A partir del modelo no lineal de la planta se linealiza alrededor de un punto de equi-
librio y a partir de su diagrama de Bode se halla la frecuencia de cruce de ganancia del
sistema en lazo abierto y luego se disen˜a un controlador de tal forma que la frecuencia
de corte de ganancia del sistema en lazo cerrado sea menor o igual que la frecuencia
de cruce de ganancia en lazo abierto para no perder la dina´mica de la planta debido
a que el objetivo principal del control es hacer insensible la dina´mica entrada-salida
del sistema en lazo cerrado a variaciones parame´tricas de la planta.
Lo anterior se puede observar en el teorema de Black escrito para sistemas MIMO
con L, F , S(funcio´n de sensibilidad) y T (funcio´n de sensibilidad complementaria)
51
L = GK
F = I +GK
S = (I +GK)−1
T = PK(I +GK)−1
que afirma que: La influencia de las perturbaciones se ve muy atenuada en un sistema
en lazo cerrado si:
|L|  1, |F |  1
y
S ≈ 0
Tambie´n dicho de otra forma como: Los cambios del sistema G en lazo abierto sera´n
poco perceptibles en los cambios del sistema en lazo cerrado T .
4.2.1 Identificacio´n usando control LQR con efecto integral
Las primeras identificaciones del sistema en lazo cerrado se lograron hacer con este
tipo de control sin prever el como se iba a obtener el modelo de la planta, y se encon-
traron resultados muy aceptables, en la figura 4-4 se observan como los porcentajes
de semejanza entre los datos de validacio´n y los modelos obtenidos de las diferentes
te´cnicas de identificacio´n alcanzan casi el 100 %.
Como la planta en lazo cerrado queda inobservable por tener una realizacio´n en otro
espacio dado que el resultado de la identificacio´n en caja negra produce generalmente
una matriz C en la que las salidas son una combinacio´n lineal de variables de estado
sin un sentido f´ısico asociado a la planta.
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(a) Roll (b) Pitch
(c) Yaw (d) Altura
Figura 4-4: Fitness de los modelos identificados usando: PEM, ARX y NLARX
Los buenos resultados anteriores motivaron al estudio de un controlador igual-
mente sencillo pero de fa´cil despeje matema´tico en cuanto a la planta se refiere, el
control LQR con efecto integral no permite este despeje, entonces debio´ disen˜arse
un controlador LQR con efecto integral con observador la cual se puede ver como
un controlador de dos para´metros cuyo sistema en lazo cerrado permite el despeje
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algebraico de la planta del sistema como se discutio´ en el cap´ıtulo anterior.
4.2.2 Identificacio´n usando controlador basado en observador
Como el sistema real es un sistema no lineal, se espera que no exista un modelo lineal
u´nico que lo describa. Como era de esperarse los resultados obtenidos con este tipo
de control son similares a los obtenidos con el controlador anterior, la diferencia aqu´ı
radica en que el controlador es un sistema LTI deducido del sistema linealizado y las
contantes de proporcionalidad e integral del control LQR integral, pero ahora sencillo
de aislar.
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(a) Roll (b) Pitch
(c) Yaw (d) Altura
Figura 4-5: Fitness de los modelos identificados
De la figura 4-5 se observa que cualquiera de los modelos identificados por cualquiera
de los tres me´todos validos en MATLAB para sistemas MIMO(pem, ARX y NLARX)
predice con exactitud el comportamiento del sistema control-planta en lazo cerrado.
luego se puede despejar la dina´mica de la planta de la siguiente Ecuacio´n deducida
en el cap´ıtulo anterior:
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G = T [C1 + C2T ]
−1 (4.1)
De los modelos m0 y m1 (obtenidos mediante pem y ARX respectivamente) se ob-
tienen sistemas en ecuaciones de variables de estado de mas de 50 estados las cuales
es indispensable reducir sin una perdida de informacio´n considerable en el rango fre-
cuencial donde se tiene la dina´mica predominante; los modelos se redujeron usando
valores singulares de Hankel con el comando reduce de MATLAB y posteriormente
corroborando la validez e estos modelos compara´ndolos con el sistema no lineal en
cuanto se refiere respuesta en el dominio del tiempo. Las diferencias entre los mod-
elos se logra observar en la figura 4-6 con ayuda de ampliaciones, de lo contrario no
se notar´ıan. Esto asegura que cualquiera de estos dos modelos de planta describir´ıa
correctamente la dina´mica de la aeronave, por lo menos en el dominio del tiempo.
(a) Roll (b) Pitch
(c) Yaw (d) Altura
Figura 4-6: Comparacio´n entre las respuestas a una sen˜al PRBS del modelo lineal-
izado, modelo con planta identificada y modelo con planta identificada reducida.
Si ahora se observa en la figura 4-7 la respuesta en frecuencia del sistema lineal-
izado comparada con los dos modelos obtenidos mediante identificacio´n usando los
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algoritmos PEM Y ARX de orden alto y los modelos PEM y ARX de orden reducido,
se puede determinar que son bastante aproximados en el rango de 100 a 102 donde se
tiene la dina´mica predominante del sistema
.
(a) Roll (b) Pitch
(c) Yaw (d) Altura
Figura 4-7: Comparacio´n entre las respuestas en frecuencia del modelo linealizado,
modelo con planta identificada y modelo con planta identificada reducida
Al analizar y comprobar la validez de estos modelos se puede tener certeza que
son u´tiles en la descripcio´n de la planta bien sea para el control y ana´lisis del sistema
dina´mico o para una posterior investigacio´n del disen˜o mejorado y/o ampliado de
un Cuatrirrotor. A continuacio´n los modelos obtenido en ecuaciones matriciales de
variables de estado A, B, C y D son:
• Mediante pem:
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A =

0.2637 1.0586 −0.3342 −0.1575 0.6655 0.0348 −0.2680 0.1413 −0.3825 −0.3454 0.0653 −0.2367
−0.4457 0.2637 −0.2009 0.0546 0.1302 0.1937 −0.1699 −0.0747 0.5154 −0.0232 0.4290 −0.0911
0 0 0.0361 0.2128 0.1827 0.0861 −0.3836 −0.1581 1.007 −0.8310 −0.1996 0.0127
0 0 −0.7769 0.0361 −0.0772 0.0236 0.1997 −0.7080 −0.3976 −0.4468 −0.4220 −0.1062
0 0 0 0 0.1244 −0.1970 0.0590 −0.3013 −0.2680 −0.5757 −0.7762 −0.0149
0 0 0 0 0.8348 0.1244 −0.5981 −0.2426 0.6952 −0.1227 0.0669 −0.4762
0 0 0 0 0 0 0.1032 −0.3212 −0.6088 0.1833 −0.2289 0.0358
0 0 0 0 0 0 0.2524 0.1032 −0.6433 0.07414 −0.4093 0.3831
0 0 0 0 0 0 0 0 0 −0.0795 0.1357 0.1084
0 0 0 0 0 0 0 0 0 0.0051 0.0557 −0.0340
0 0 0 0 0 0 0 0 0 0 0.0441 0.0186
0 0 0 0 0 0 0 0 0 0 0 0.2831

B =

−0.0437 0.2541 1.2324 −14.0937
−0.0372 −3.4209 0.5442 −17.9142
0.0023 0.3407 −0.0617 7.9305
−0.0842 −0.8811 −0.8173 2.4644
−0.0355 3.4869 0.0815 −1.4586
0.0430 −1.1115 −0.8651 1.0147
−0.0299 −0.7688 −0.6186 −13.28
−0.0279 −2.2966 −0.5460 −4.7082
−0.2091 −0.2156 −0.2683 −4.6788
−0.0212 −2.4429 5.4089 −1.2185
−0.0189 −2.4560 2.9797 −1.1907
0.0367 −5.9319 −5.3715 −1.1438

C =

0.5452 −0.1174 −1.3459 1.1945 2.1627 2.65373 −0.9076 −0.1814 −0.1845 1.1370 −0.3952 0.607
−0.2423 −0.2435 −2.4417 0.8565 −1.4513 1.1402 0.3083 −2.3451 0.4517 −0.5037 0.4335 −0.3355
−2.7313 0.6462 −0.4365 −0.0985 0.538351 0.2496 0.4213 −0.1691 −0.2003 0.3096 0.1068 −0.1659
0.1619 1.4412 3.7846 0.6537 −2.5137 −0.9570 −0.9621 −3.5122 −0.8971 −1.1906 0.8778 0.0702

D =

0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 (4.2)
(4.3)
• mediante ARX:
A =

0.2641 −0.0029 0.0252 0.1032 −0.0334 0.0072 0.0163 −0.0002 −0.0133 0 0
0 0.2335 −0.0275 0.0278 −0.0416 −0.0369 −0.1223 −0.0009 −0.0386 0 0
0 0 0.1728 −0.1261 −0.0249 −0.0325 −0.1933 −0.0014 −0.1227 0 0
0 0 0.0077 0.1728 0.0562 0.0088 0.0556 0.0003 0.032 0 0
0 0 0 0 0.0123 0.1331 −0.0226 −0.0001 0.0239 0 0
0 0 0 0 −0.0645 0.0123 0.02839 −0.0014 0.0462 0 0
0 0 0 0 0 0 0.0766 0.0017 0.0698 0 0
0 0 0 0 0 0 0 0.0004 0.0003 0 0
0 0 0 0 0 0 0 0 0.0178 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0

B =

−0.0238 −1.1252 −2.2711 −1.1874
−0.0145 −0.1988 −1.3954 −2.1847
−0.011 −0.7832 −1.5937 2.8985
0.0376 2.4383 3.6876 1.4517
−0.2119 −4.5776 −12.9529 −4.8601
−0.0392 8.8598 8.1991 15.5721
0.0191 −3.4195 −1.2743 2.4756
0.0098 −0.5580 −1.9202 5.1017
−0.0123 −0.4817 1.0373 −4.7028
0 −0.0003 0 0
0 0 0 0

C =

46.9524 24.5117 20.5899 57.3568 2.612 −1.4582 −2.36 0.0553 3.0659 −2.9902 −1.4249
−7.1196 4.79125 −22.2775 12.3057 4.3985 5.1929 19.3723 0.1937 11.1632 0 0
70.91 −23.0524 15.5193 35.1418 −0.4498 2.4971 8.5678 −0.0989 −5.4883 0 0
−187.984 −18.9753 −19.987 −51.8359 34.6681 −6.5514 6.5932 0.1945 11.1559 0 0

D =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 (4.4)
(4.5)
58
Aunque el rango en el cual el modelo linealizado es suficiente para ejercer control sobre
la aeronave, se estudian otras posiciones angulares que puede tomar el cuatrirrotor
para viajar a velocidades mayores en el plano horizontal, sabiendo que a a´ngulos de
Roll y de Pitch mayores, se obtienen mayores velocidades en Y y X respectivamente.
Con el control sobre estos dos a´ngulos y Yaw fijo ya se podr´ıa tener pleno control de
la aeronave, sin embargo tambie´n se considero´ la posicio´n de Yaw por que en trabajos
futuros se pretende hacer uso de la orientacio´n puede ser en otras tareas, y se tuvo
en cuenta la altura por que esta se ve afectada por los cambios de posicio´n de Roll y
de Pitch al aumentar o disminuir el empuje en la misma direccio´n del peso del Cua-
trirrotor. Manteniendo la sen˜al de excitacio´n en la referencia de altura y cambiando
las sen˜ales de excitacio´n en las referencias de Roll, Pitch y Yaw en las mismas canti-
dades se obtuvieron modelos linealizados cuyos resultados satisfactorios se muestran
a continuacio´n:
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4.2.3 Modelos linealizados en el rango de 5 a 15 grados en
Roll, Pitch y Yaw
(a) Roll (b) Pitch
(c) Yaw (d) Altura
Figura 4-8: Fitness de los modelos identificados usando: PEM, ARX y NLARX
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Comparacio´n:
(a) Roll (b) Pitch
(c) Yaw (d) Altura
Figura 4-9: Comparacio´n entre las respuestas a una sen˜al PRBS del modelo lineal-
izado, modelo con planta identificada y modelo con planta identificada reducida
Bodes:
61
(a) Roll (b) Pitch
(c) Yaw (d) Altura
Figura 4-10: Comparacio´n entre las respuestas en frecuencia del modelo linealizado,
modelo con planta identificada y modelo con planta identificada reducida
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4.2.4 Modelos linealizados en el rango de 15 a 25 grados en
Roll, Pitch y Yaw
(a) Roll (b) Pitch
(c) Yaw (d) Altura
Figura 4-11: Fitness de los modelos identificados usando: PEM, ARX y NLARX
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Comparacio´n:
(a) Roll (b) Pitch
(c) Yaw (d) Altura
Figura 4-12: Comparacio´n entre las respuestas a una sen˜al PRBS del modelo lineal-
izado, modelo con planta identificada y modelo con planta identificada reducida
Bodes:
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(a) Roll (b) Pitch
(c) Yaw (d) Altura
Figura 4-13: Comparacio´n entre las respuestas en frecuencia del modelo linealizado,
modelo con planta identificada y modelo con planta identificada reducida
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4.2.5 Modelos linealizados en el rango de 25 a 35 grados en
Roll, Pitch y Yaw
(a) Roll (b) Pitch
(c) Yaw (d) Altura
Figura 4-14: Fitness de los modelos identificados usando: PEM, ARX y NLARX
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Comparacio´n:
(a) Roll (b) Pitch
(c) Yaw (d) Altura
Figura 4-15: Comparacio´n entre las respuestas a una sen˜al PRBS del modelo lineal-
izado, modelo con planta identificada y modelo con planta identificada reducida
Bodes:
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(a) Roll (b) Pitch
(c) Yaw (d) Altura
Figura 4-16: Comparacio´n entre las respuestas en frecuencia del modelo linealizado,
modelo con planta identificada y modelo con planta identificada reducida
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4.2.6 Modelos linealizados en el rango de 35 a 45 grados en
Roll, Pitch y Yaw
(a) Roll (b) Pitch
(c) Yaw (d) Altura
Figura 4-17: Fitness de los modelos identificados usando: PEM, ARX y NLARX
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Comparacio´n:
(a) Roll (b) Pitch
(c) Yaw (d) Altura
Figura 4-18: Comparacio´n entre las respuestas a una sen˜al PRBS del modelo lineal-
izado, modelo con planta identificada y modelo con planta identificada reducida
Bodes:
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(a) Roll (b) Pitch
(c) Yaw (d) Altura
Figura 4-19: Comparacio´n entre las respuestas en frecuencia del modelo linealizado,
modelo con planta identificada y modelo con planta identificada reducida
Bode de comparacio´n entre modelos reducidos:
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(a) pem (b) ARX
Figura 4-20: Comparacio´n entre las respuestas en frecuencia de los modelos reducidos
en Roll
(a) pem (b) ARX
Figura 4-21: Comparacio´n entre las respuestas en frecuencia de los modelos reducidos
en Pitch
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(a) pem (b) ARX
Figura 4-22: Comparacio´n entre las respuestas en frecuencia de los modelos reducidos
en Yaw
(a) pem (b) ARX
Figura 4-23: Comparacio´n entre las respuestas en frecuencia de los modelos reducidos
en Altura
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Cap´ıtulo 5
Identificacio´n del Actuador a
partir de experimentos
De la planta adquirida (ver [24])se logro separar un subensamble propulsor al cual se
le midieron sus para´metros ele´ctricos y se aproximaros sus para´metros meca´nicos a
partir de geometr´ıas y materiales y con los modelos obtenidos del cap´ıtulo anterior se
calculo´ un ancho de banda aproximado del sistema en el cual esta planta se desempen˜a.
5.1 Motor dc del cuatrirrotor
Como se planteo´ en el cap´ıtulo de simulacio´n, el sistema real se excita con una sen˜al
de prueba Chirp en frecuencias de 0.15 (rad/s) a 15 (rad/s) y voltajes de 1.6 a
4.8 V oltios mediante la interfaz ejecutada en Simulink de Matlab en tiempo real
mostrada en la figura 5-1.
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Figura 5-1: Diagrama de bloques para adquisicio´n de datos en tiempo real desde
Matlab
Mediante la cual se obtuvieron las sen˜ales reales de entrada(Voltajes) y sal-
ida(Velocidad angular) como se observa la figura 5-2.
(a) Voltaje de entrada (b) Velocidad angular
Figura 5-2: Sen˜ales adquiridas para la identificacio´n
Al identificar con los anteriores datos reales se obtuvieron los siguientes modelos
las cuales presentan fitness muy aceptables.
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Figura 5-3: Comparacio´n de modelos identificados
Figura 5-4: comparacio´n de modelos identificados en el dominio frecuencial
>> zpk(Gc0)
Zero/pole/gain from input "u1" to output "y1":
-8422798275.7856 (s+27.28) (s-0.4192) (s^2 + 484s + 1.787e005)
(s^2 - 209.4s + 3.64e005)
---------------------------------------------------------------
(s+26.68) (s^2 + 333.6s + 2.08e005) (s^2 + 701.5s + 1.741e006)
(s^2 + 387.5s + 2.067e006)
Zero/pole/gain from input "v@y1" to output "y1":
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0.023567 (s+1853) (s^2 + 192.6s + 2.558e005) (s^2 + 236s + 1.938e006)
(s^2 + 1206s + 4.246e006)
----------------------------------------------------------------------
(s+26.68) (s^2 + 333.6s + 2.08e005) (s^2 + 701.5s + 1.741e006)
(s^2 + 387.5s + 2.067e006)
Input groups:
Name Channels
Measured 1
Noise 2
>> zpk(Gc1)
Zero/pole/gain:
-8278.0374 (s-153.4)
--------------------
(s+171.1) (s+23.61)
>> zpk(Gc2)
Zero/pole/gain:
-3254.7069 (s-257.9)
--------------------
(s+93.33) (s+28.57)
>> zpk(Gc3)
Zero/pole/gain:
-35436.0695 (s-101.6)
---------------------
(s+583.9) (s+19.59)
>> zpk(Gc4)
Zero/pole/gain:
-3709.227 (s-236.2)
-------------------
(s+99.92) (s+27.88)
>> dcgain(Gc0)
ans =
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310.1943
>> dcgain(Gc1)
ans =
314.4260
>> dcgain(Gc2)
ans =
314.7034
>> dcgain(Gc3)
ans =
314.8487
>> dcgain(Gc4)
ans =
314.3994
Como esta identificacio´n se lograron hacer mas identificaciones en otros rangos de
voltajes diferentes del mostrado anteriormente y se llego´ ba´sicamente a los mismos
modelos ya mostrados a pesar que la carga producida por la he´lice es no lineal. Por
consiguiente podemos seleccionar el mejor modelo de los anteriores y acogerlo como
el modelo del motor.
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Cap´ıtulo 6
Conclusiones
6.1 Modelamiento
El modelamiento de toda aeronave puede acercarse a un modelo Newton-Euler basado
en un marco de referencia inercial, uno en traslacio´n con la aeronave y uno que de-
scribe la rotacio´n de la misma, referida al marco mo´vil anterior; suposiciones que
logran disminuir la complejidad del modelo y ayudan a aumentar el entendimiento
del comportamiento del objeto en vuelo, las fuerzas y momentos externos dependen
de cada aeronave y de multiples variables tanto de la aeronave misma como del medio
ambiente, Sin embargo existen feno´menos que afectan mas que otros en determinadas
condiciones y en este caso los empujes(sustentacio´n) y momentos(arrastre) generados
por las helices son los mas preponderantes porque se asumen condiciones muy cer-
canas a hover(flotacio´n). Se pensaba que la dina´mica de los motores influenciar´ıa la
dina´mica de la planta de manera notoria,sin embargo se encontro´ que es mucho mas
ra´pida que la dina´mica de la aeronave por lo que la dina´mica mas ra´pida se puede
asumir despreciable.
6.2 Control
Para el proceso de identificacio´n, los controladores necesitados no esta´n pensados en
caracter´ısticas de desempen˜o pensando en mejores velocidades de respuesta, sino que
a partir del sistema en lazo cerrado sea posible extraer la dina´mica de la planta,
esto ultimo quiere decir que la respuesta dina´mica del controlador no debe ocultar
la dina´mica de la planta como si lo har´ıa un controlador ideal y que el modelo de
planta sea despejable del modelo completo resultante en lazo cerrado . Una vez se
tiene un modelo de la planta y se conocen los l´ımites de operacio´n de los actuadores,
se pueden disen˜ar estrategias de control que permitan obtener un desempen˜o o´ptimo
y robustez del sistema.
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6.3 Identificacio´n
El proceso de identificacio´n es bastante singular para el cuatrirrotor, este es una planta
no lineal e inestable, por lo que se hace imposible su identificacio´n en lazo abierto. Es
necesario en primer lugar estabilizar la planta con cierto tipo de control en lazo cer-
rado que no oculte la planta y adema´s deje al sistema observable para poder conseguir
el modelo de la planta. Tener idea del ancho de banda del sistema es muy importante
para poder excitar e identificar el sistema usando sen˜ales de prueba, hubiese sido
mas tedioso hacerlo por me´todos de ensayo y error lo que podr´ıa ocasionar que los
modelos resultantes simplemente no sean capaces de predecir la dina´mica del sistema
o predecirlo parcialmente en ciertos rangos de frecuencias. Esto se logra estudiando
un modelo matema´tico con sentido f´ısico de la planta que puede que no contenga
la totalidad de variables y para´metros que describan perfectamente la planta pero si
que contenga el feno´meno o feno´menos mas dicentes sobre su dina´mica. Este sistema
tanto en su linealizacio´n en el primer capitulo y en el hallazgo de modelos linealiza-
dos mediante identificacio´n de sistemas demostro´ ser un sistema desacoplado(que la
entrada un afecta solo a la salida xn)e independiente de posiciones angulares por lo
menos a lo que actitud de la aeronave se refiere, situacio´n la cual colaboro´ a que las
identificaciones obtenidas fueran tan ideales.
6.4 Electro´nica
Aunque el dispositivo ya conten´ıa la electro´nica, esta no funcionaba, hab´ıa algo en
el circuito que no servia y fue imposible encontrar el problema, por lo que se decidio´
empezar a probar sistema por sistema, proceso en el cual se dan˜aron el giro´scopo
meca´nico y la comunicacio´n inala´mbrica con el control remoto. Por esta razo´n se
comenzo´ un trabajo de implementacio´n electro´nica del giro´scopo pero con mejor tec-
nolog´ıa y un sistema de potencia compuesto ba´sicamente de transistores BJT para
pruebas sin traslacio´n en el estante y un sistema de potencia mas eficiente basado en
Transistores MOSFET para pruebas en vuelo. Se construyo´ un driver de potencia y
una tarjeta con encoder y taco´metro con lo cual se logro´ identificar los motores y se
comprobo´ que su dina´mica es muy ra´pida comparada con las dina´mica del Cuatrirro-
tor. Para desarrollar el hardware electro´nico que permita leer giro´scopos electro´nicos,
y disen˜ar los drivers de los motores basados en transistores MOSFET y con te´cnicas
PWM (Modulacio´n de Ancho de Pulso) es necesario tener mucho conocimiento de
Electro´nica; razo´n por la cual no fue´ posible hacer pruebas en el sistema real en el
tiempo estipulado. Todas las pruebas de identificacio´n se realizaron basa´ndose en un
modelo de cuatrirrotor simulado.
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Ape´ndice A
Hardware desarrollado
A.1 Motor dc del cuatrirrotor
El componente electro´nico y de adquisicio´n de datos usado en la identificacio´n del
motor dc del cuatrirrotor se puede describir en la figura A-1:
Figura A-1: Esquema del sistema de adquisicio´n de datos en tiempo real
A.1.1 Encoder
El circuito disen˜ado como encoder se visualiza en la figura A-2:
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Figura A-2: Circuito Encoder
Se usa el convertidor Frecuencia-Voltaje fabricado por la National Semiconductor.
Su referencia es LM2907.
VOut = VccfinC1R1
fmax =
I2
C1Vcc
I2 = 170µA con:Vcc = 9V Se obtiene de la hoja de datos del LM2907
La frecuencia ma´xima se determino´ al alimentar el motor con 9 voltios y mirar
la onda cuadrada que generaba el optoacoplador que era alrededor de 6Khz. Si
fmax = 6KHz entonces:
C1 =
170µA
6KHz9V
= 3.15nF ≈ 3.3nF
Se necesita que la caracter´ıstica del sensor sea como el de la figura ??:
Figura A-3: Caracteristicasensor
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R1 =
VOut
VccfinC1
=
5V
9V 6KHz3.3nF
= 28KΩ
El filtro pasabajos del convertidor frecuencia a voltaje debe tener una dina´mica mu-
cho ma´s ra´pida a la dina´mica del motor para despreciar la dina´mica del sensor:
R1C2 ≤ τmotor
10
;Generalmente τmotor ≈ 20ms
R1C2 ≈ 2ms
C2 =
2ms
28Kω
= 71nF ≈ 68nF
A.1.2 Potencia del motor
Figura A-4: Circuito de potencia implementado
La salida ana´loga de la tarjeta PCI6024E se configura para un valor ma´ximo de 5
voltios, y el ma´ximo voltaje que soporta el motor son 9 voltios, entonces se disen˜a el
driver de tal forma que:
Vi = 5V VO = 9V (A.1)
Av =
VO
Vi
= 1.8
Av =
100Kω
125Kω
+ 1 = 1.8
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A.2 Cuatrirrotor
En una primera opcio´n se compraron 3 giro´scopos ADIS16100 del tipo MEM la cual
se ve en la figura A-5:
Figura A-5: Giro´scopo tipo MEM
La cual se implemento como parte de tesis de pregrado en ingenier´ıa Mecatro´nica
del ingeniero Nelson Gabriel Dı´az siguiendo la estructura de la figura A-6:
Figura A-6: Sistema de adqusicion de datos
En esta etapa del proyecto se dispone de los giro´scopos puestos en los tres ejes
Roll, Pitch y Yaw para leer directamente las velocidades angulares del cuatrirrotor
en estos ejes. Estos son fabricados por Analog Devices con tecnolog´ıa MEMS, siglas
en ingle´s de Sistema Electromeca´nico a escala Microme´trica.
Las caracter´ısticas generales de los giro´scopos ele´ctricos son:
• Mide velocidad angular, en el eje perpendicular a la superficie del sensor.
• Rango de velocidad de ±300◦/s.
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• Interface de comunicacio´n digital SPI.
• Alto rechazo a la vibracio´n en una amplia gama de frecuencias.
• Soporta choques de hasta 2000 g.
• Autocomposicio´n por sen˜al externa.
• Sensor de temperatura interna, accesible para lectura.
• 2 entradas auxiliares para conversor ana´logo/digital, ADC.
• Rata de salida absoluta para aplicaciones de precision.
• Voltaje de alimentacio´n de 5V.
• Empaquetado de 8.2mm × 8.2mm × 5.2mm, 16 terminales LGA (Land Grid
Array).
• Resolucio´n del ADC de 12 bits.
• Resolucio´n de 0.243902439◦/s/bit.
El nu´cleo para el procesamiento y gestio´n de datos y sen˜ales en la adquisicio´n es el
microcontrolador con arquitectura de 8 bits, MC908GP32CPE, el cual se ha config-
urado para que funcione con un reloj de bus de 7.3728MHz, valor muy cercano al
ma´ximo, el cual es de 8MHz, con esta velocidad se puede asegurar realizar ma´s de 24
mil instrucciones en el tiempo muerto del sensor.
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Figura A-7: Comunicacion de los sensores con Microcontrolador
Este tipo de comunicacio´n es s´ıncrona, el dispositivo que genera la sen˜al de reloj,
llamada SPCLK o SCLK, es el maestro (Master) y el que la recibe es el esclavo
(Slave), en este caso el microcontrolador es el maestro y los giro´scopos electro´nicos
son los esclavos, otra caracter´ıstica importante es que este protocolo es full du´plex, lo
que significa que todos los dispositivos involucrados emiten y reciben datos al mismo
tiempo.
Las funciones ba´sicas del microcontrolador en la tarjeta de adquisio´n son: Configu-
rar el modo de funcionamiento de los giro´scopos electro´nicos por medio del mo´dulo
SPI, obtener las mediciones de los giro´scopos electro´nicos por medio del mo´dulo SPI,
aplicar me´todo estad´ıstico, mediana, para eliminar ruido blanco de las mediciones y
realizar transmisio´n de las mediciones al PC, por medio del mo´dulo SCI (serial). El
microcontrolador configura todos los sensores al tiempo, sin embargo selecciona una
medicio´n a la vez para adquirir con ayuda del multiplexor 74ls153.
El tercer y u´ltimo circuito integrado que tiene la tarjeta de adquisicio´n de datos es el
encargado de convertir niveles de voltaje TTL a RS232 y viceversa es el MAX 232.
Este esta´ndar de comunicacio´n serial se utiliza para transmitir los datos adquiridos
de los giro´scopos, desde el microcontrolador hacia el PC. El RS232 es un protocolo
de comunicacio´n cableado, para distancias promedio de 15 metros, sin utilizar apan-
tallamiento ni cables especiales. Se puede configurar de forma s´ıncrona o as´ıncrona,
respecto al canal, soporta simplex, u´nicamente recibe o env´ıa, halfduplex, permite
comunicacio´n bidireccional pero no simulta´neamente, y full du´plex, permite comuni-
cacio´n bidireccional simulta´nea.
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