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Abstract
The Kneser graph K(n, k) is the graph whose vertices are the k-element subsets of an n
elements set, with two vertices adjacent if they are disjoint. The square G2 of a graph G is
the graph defined on V (G) such that two vertices u and v are adjacent in G2 if the distance
between u and v in G is at most 2. Determining the chromatic number of the square of
the Kneser graph K(n, k) is an interesting graph coloring problem, and is also related with
intersecting family problem. The square of K(2k, k) is a perfect matching and the square of
K(n, k) is the complete graph when n ≥ 3k− 1. Hence coloring of the square of K(2k+1, k)
has been studied as the first nontrivial case. In this paper, we focus on the question of
determining χ(K2(2k + r, k)) for r ≥ 2.
Recently, Kim and Park [8] showed that χ(K2(2k + 1, k)) ≤ 2k + 2 if 2k + 1 = 2t − 1
for some positive integer t. In this paper, we generalize the result by showing that for any
integer r with 1 ≤ r ≤ k − 2,
(a) χ(K2(2k + r, k)) ≤ (2k + r)r, if 2k + r = 2t for some integer t, and
(b) χ(K2(2k + r, k)) ≤ (2k + r + 1)r, if 2k + r = 2t − 1 for some integer t.
On the other hand, it was showed in [8] that χ(K2(2k + r, k)) ≤ (r + 2)(3k + 3r+32 )r for
2 ≤ r ≤ k−2. We improve these bounds by showing that for any integer r with 2 ≤ r ≤ k−2,
we have χ(K2(2k + r, k)) ≤ 2
(
9
4k +
9(r+3)
8
)r
. Our approach is also related with injective
coloring and coloring of Johnson graph.
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1 Introduction and Main result
For a finite set X, let
(
X
k
)
be the set of all k-element subsets of X. For n ≥ 2k, for a finite set X
with n elements, the Kneser graphK(n, k) is the graph whose vertex set is
(
X
k
)
and two vertices A
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and B are adjacent if and only if A∩B = ∅. Kneser graphs have many interesting properties and
have been the subject of many researches. The problem of computing the chromatic number of a
Kneser graph was conjectured by Kneser and proved by Lova´sz [9] that χ(K(n, k)) = n−2k+2.
For a simple graph G, the square G2 of G is defined such that V (G2) = V (G) and two vertices
x and y are adjacent in G2 if and only if the distance between x and y in G is at most 2. We
denote the square of the Kneser graph K(n, k) by K2(n, k) . Note that A and B are adjacent in
K2(n, k) if and only if A∩B = ∅ or |A∩B| ≥ 3k−n. Therefore, K2(n, k) is a complete graph if
n ≥ 3k−1, and K2(n, k) is a perfect matching if n = 2k. But for 2k+1 ≤ n ≤ 3k−2, the exact
value of χ(K2(n, k)) is not known. Thus coloring of the square of K(2k+1, k) has been studied
as the first nontrivial case. Kim and Nakprasit [6] showed that χ(K2(2k + 1, k)) ≤ 4k + 2 for
k ≥ 2. Later, Chen, Lih, and Wu [2] improved the bound as χ(K2(2k+1, k)) ≤ 3k+2 for k ≥ 3.
Recently, Kim and Park [8] showed that χ(K2(2k + 1, k)) ≤ 83k + 203 for k ≥ 2.
In this paper, we focus on the question of determining χ(K2(2k+ r, k)) for r ≥ 2. Note that
K2(2k + r, k) is a
(k+r
r
)2
-regular graph. Hence we have the trivial upper bounds, χ(K2(2k +
r, k)) ≤ (k+rr )2 for k ≥ 3. On the other hand, we can show that (k+2rr ) ≤ ω(K2(2k + r, k)). In
fact, let S be the set of all k-subsets of {1, 2, . . . , 2k + r} which contains {1, 2, . . . , k − r}, and
then |A ∩ B| ≥ k − r for all A,B in S. Thus the subgraph of K2(2k + r, k) induced by S is a
clique of size
(k+2r
r
)
. Hence
(k+2r
r
) ≤ χ(K2(2k+ r, k)). Thus trivial bounds on χ(K2(2k+ r, k))
are
(k+2r
r
) ≤ χ(K2(2k+ r, k)) ≤ (k+rr )2. Note that finding the exact value of ω(K2(2k+ r, k)) is
related with very difficut intersecting family problems. Hence it would be an interesting problem
to decide the exact value of ω(K2(2k + r, k)).
It is a well-known that
(
m
t
)t ≤ (mt ) ≤ (m·et )t for 1 ≤ t ≤ m. Thus for 2 ≤ r ≤ k − 2, the
trivial bounds on χ(K2(2k + r, k)) can be stated as ark
r ≤ χ(K2(2k + r, k)) ≤ brk2r for some
constant ar and br. Recently, Kim and Park [8] showed that crk
r ≤ χ(K2(2k+ r, k)) ≤ drkr for
some constants cr and dr for 2 ≤ r ≤ k−2. More precisely, they showed that χ(K2(2k+r, k)) ≤
(r + 2)(3k + 3r+32 )
r for 1 ≤ r ≤ k − 2. In this paper, we improve these bounds as follows.
Theorem 1.1. For any integer r with 1 ≤ r ≤ k − 2,
χ(K2(2k + r, k)) ≤ 2
(
9
4
k +
9(r + 3)
8
)r
.
For special case, better upper bounds were known. Kim and Park [8] showed that χ(K2(2k+
1, k)) ≤ 2k + 2 if 2k + 1 = 2t − 1 for some integer t. In this paper, we generalize this result as
follows.
Theorem 1.2. For any integer r with 1 ≤ r ≤ k − 2, we have
(a) χ(K2(2k + r, k)) ≤ (2k + r)r, if 2k + r = 2t for some integer t,
(b) χ(K2(2k + r, k)) ≤ (2k + r + 1)r, if 2k + r = 2t − 1 for some integer t.
An injective k-coloring of a graph is a k-coloring so that two vertices sharing a neighbor must
have different colors. The injective chromatic number χi(G) of a graph G is the smallest integer
k such that G admits an injective k-coloring. (See [1] for a survey). The coloring of G2 is related
with injective coloring of G. In general, for each graph G, we have ∆(G) ≤ χi(G) ≤ χ(G2). Our
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approach also gives an upper bound on the injective coloring of K2(2k + r, k). In Theorem 2.4,
we show that χi(K(2k + r, k)) ≤
(
9
4k +
9(r+3)
8
)r
for any integer r with 1 ≤ r ≤ k − 2.
Johnson graph J(n, k) is the graph whose vertex set consists of all k-subsets of a fixed n-set,
and two k-sets A and B are adjacent if and only if |A ∩ B| = k − 1. Let Jm(2k + r, k) be
the mth power of Johnson graph J(2k + r, k), defined by the graph with the same vertex set
with two vertices adjacent if they are in distance at most m in J(2k + r, k). Then A and B
are adjacent in Jm(2k + r, k) if and only if k −m ≤ |A ∩ B| ≤ k − 1. Thus the coloring of rth
power of the Johnson graph J(2k + r, k) is the same as the injective coloring of K(2k + r, k).
In general, in Corollary 2.5 we show that χ(Jm(2k + r, k)) ≤
(
9
4k +
9(r+3)
8
)m
for any integer m
with 2 ≤ m ≤ r.
On the other hand, Kim and Park [8] showed the for any real number ǫ > 0,
lim sup
k→∞
χ(K2(2k + 1, k))
k
≤ 2 + ǫ.
In this paper, we give a similar result for r ≥ 2, that is, for any real number ǫ > 0, and for any
integer r ≥ 2,
lim sup
k→∞
χ(K2(2k + r, k))
kr
≤ 2 · 2r + ǫ.
The rest of the paper is organized as follows. In Sections 2 and 3, we will give proofs of
Theorems 1.1 and 1.2, respectively. In Section 4, we will discuss asymptotic results.
2 Proof of Theorem 1.1
Throughout this section, fix positive integers k and r such that 1 ≤ r ≤ k− 2. Let F be a finite
field, and let 0F and 1F be the identity under addition and multiplication, respectively, in F .
For any nonnegative integer i and for Z ⊂ F , let ei(Z) be the sum of all distinct products of i
distinct elements in Z. That is, when Z = {z1, . . . , zn},
ei(Z) =
∑
1≤t1<t2<···<ti≤n
zt1zt2 · · · zti .
Define e0(Z) = 1F and ei(Z) = 0F if i > |Z|. For example, when Z = {x1, x2, x3, x4}, e1(Z) =
x1 + x2 + x3 + x4, e2(Z) = x1x2 + x1x3 + x1x4 + x2x3 + x2x4 + x3x4, and e5(Z) = 0.
The following is an easy observation, but it is useful.
Lemma 2.1. For two disjoint sets X and Y ,
ei(X ∪ Y ) =
i∑
s=0
es(X)ei−s(Y ).
Let
(
F
k
)
denote the set of k-subsets of F . Define the function f :
(
F
k
)→ F r by
f(A) = (e1(A), e2(A), . . . , er(A)). (1)
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Lemma 2.2. Let F be a finite field. If A and B are subsets of F such that |A| = |B| = k and
k − r ≤ |A ∩B| ≤ k − 1, then f(A) 6= f(B) where f is the function defined in (1).
Proof. We will prove the lemma by contradiction. Suppose that f(A) = f(B). It implies that
ei(A) = ei(B) for all i ∈ {1, 2, . . . , r}. Note that |A ∩B| = k − q for some q ∈ {1, 2, . . . , r}. Let
A′ = A \B = {a1, a2, . . . , aq} and B′ = B \ A = {b1, b2, . . . , bq}.
We will show that ei(A
′) = ei(B
′) for all i ∈ {1, 2, . . . , q} by the induction on i. Since A′
and A ∩B are disjoint and B′ and A ∩B are disjoint, we have
e1(A) = e1(A
′) + e1(A ∩B) = e1(B′) + e1(A ∩B) = e1(B).
Thus e1(A
′) = e1(B
′). Therefore the basis step holds.
Now for some i ∈ {1, 2, . . . , q}, assume that es(A′) = es(B′) for all s ≤ i. We will show that
ei+1(A
′) = ei+1(B
′). On the other hand, by Lemma 2.1, we have
ei+1(A) = ei+1(A
′) +
i∑
s=0
es(A
′)ei+1−s(A ∩B),
ei+1(B) = ei+1(B
′) +
i∑
s=0
es(B
′)ei+1−s(A ∩B).
Note that i+ 1 ≤ r. Thus from the condition ei+1(A) = ei+1(B),
ei+1(A
′) +
i∑
s=0
es(A
′)ei+1−s(A ∩B) = ei+1(B′) +
i∑
s=0
es(B
′)ei+1−s(A ∩B). (2)
Since es(A
′) = es(B
′) for all 0 ≤ s ≤ i by the induction hypothesis, from (2) we have
ei+1(A
′) = ei+1(B
′).
Thus by the induction, we have ei(A
′) = ei(B
′) for all i ∈ {1, 2, . . . , q}.
Note that
(b1 − a1)(b1 − a2) · · · (b1 − aq) = bq1 − e1(A′)bq−11 + · · ·+ eq(A′)
= bq1 − e1(B′)bq−11 + · · ·+ eq(B′)
= (b1 − b1)(b2 − b1) · · · (bq − b1) = 0F .
Hence (b1 − a1)(b1 − a2) · · · (b1 − aq) = 0F . Thus there is an element in ai ∈ A′ such that
b1 − ai = 0F , since F is a field. Then b1 = ai, which is a contradiction to the fact that A′ and
B′ are disjoint.
The following is a recent result on the existence of a prime number in a certain interval.
Theorem 2.3. [4] For any integer n ≥ 2, there is a prime number p such that n ≤ p ≤ 9(n+3)8 .
Note that the function f in (1) admits an injective coloring of the Kneser graph K(2k+ r, k)
by Lemma 2.2. Thus, from Lemma 2.2 and Theorem 2.3, we have the following result.
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Theorem 2.4. For any integer 1 ≤ r ≤ k − 2, we have χi(K(2k + r, k)) ≤
(
9
4k +
9(r+3)
8
)r
.
Proof. Let k and r be positive integers with 1 ≤ r ≤ k − 2. From Theorem 2.3, there is a
prime p such that 2k + r ≤ p ≤ 9(2k+r+3)8 = 94k + 9(r+3)8 . Let F = Zp be a finite field with
2k + r ≤ |F | ≤ 94k + 9(r+3)8 .
Now we take X ⊂ F such that |X| = 2k + r. We define the Kneser graph K(2k + r, k) on
the ground set X. Note that two vertices A and B have a common neighbor in K(2k + r, k) if
and only if k − r ≤ |A ∩B| ≤ k − 1. And note that f(A) 6= f(B) when k − r ≤ |A ∩B| ≤ k − 1
by Lemma 2.2. Thus f gives an injective coloring of G. This implies that χi(K(2k + r, k)) ≤
|F |r ≤
(
9
4k +
9(r+3)
8
)r
.
Now, we will complete the proof of Theorem 1.1.
Proof of Theorem 1.1. Kim and Oum [7] showed that χ(G2) ≤ 2χi(G) for any graph G. Thus
χ(K2(2k + r, k)) ≤ 2 · χi(K(2k + r, k)) = 2
(
9
4
k +
9(r + 3)
8
)r
.
This completes the proof of Theorem 1.1.
Then from Lemma 2.2 and Theorem 2.4, we have the following corollary about Johnson
graph.
Corollary 2.5. For 2 ≤ m ≤ r, we have χ(Jm(2k + r, k)) ≤
(
9
4k +
9(r+3)
8
)m
.
Proof. Let F be the finite field with |F | = p for some prime p such that 2k+r ≤ p ≤ 94k+ 9(r+3)8 ,
and X ⊂ F such that |X| = 2k + r. We define the Johnson graph J(2k + r, k) on the ground
set X. Then two vertices A and B in Jm(2k + r, k) are adjacent if and only if |A ∩ B| = k − q
for some q ∈ {1, 2, . . . ,m}. Then the function f : (Fk)→ Fm defined by
f(A) = (e1(A), e2(A), . . . , em(A)),
gives a proper coloring of χ(Jm(2k + r, k)) by the same argument of Lemma 2.2. Thus
χ(Jm(2k + r, k)) ≤ |F |m ≤
(
9
4
k +
9(r + 3)
8
)m
.
3 Proof of Theorem 1.2
In Theorem 2.4, we showed that the function f defined in (1) gives an injective coloring of
K(2k + r, k). In this section, we will show that when 2k + r = 2t or 2t − 1 for some integer t,
the function f also gives a proper coloring of the square of the Kneser graph K(2k + r, k).
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Lemma 3.1. Let r ≥ 2. Let F be a finite field of characteristic 2 and let X be a subset of F
with |X| = 2k + r such that e2m+1(X) = 0F for any nonnegative integer m with 2m + 1 ≤ r.
If A and B are two disjoint subsets in X with |A| = |B| = k, then f(A) 6= (B) where f is the
function defined in (1).
Proof. Suppose that f(A) = f(B). Then by the definition of f ,
ei(A) = ei(B) for all 1 ≤ i ≤ r. (3)
Claim 3.2. For any nonnegative integer m with 2m+1 ≤ r, we have e2m+1(X \ (A∪B)) = 0F .
Proof. Let S = X \ (A∪B). We will prove the claim by the induction on m. Since e1(X) = 0F ,
we have
0F = e1(X) = e1(S) + e1(A) + e1(B).
By (3),
0F = e1(X) = e1(S) + 2e1(A) = e1(S).
Therefore e1(S) = 0F , so the claim is true when m = 0.
Now suppose that e2i+1(S) = 0F for all i such that 1 ≤ 2i+1 < 2m+1. Next, we will show
that e2m+1(S) = 0F . Note that
0F = e2m+1(X) = e2m+1(S) +
2m+1∑
s=1
es(A ∪B)e2m+1−s(S).
By the induction hypothesis that e2i+1(S) = 0F for all i with 1 ≤ 2i+1 < 2m+1, it is simplified
into
0F = e2m+1(S) +
m+1∑
s=1
e2s−1(A ∪B)e2m+1−(2s−1)(S). (4)
Now, for any positive integer s such that 2s − 1 ≤ r, we have
e2s−1(A ∪B) =
2s−1∑
i=0
ei(A)e2s−1−i(B)
=
2s−1∑
i=0
ei(A)e2s−1−i(A)
=
s−1∑
i=0
(ei(A)e2s−1−i(A) + e2s−1−i(A)ei(A))
=
s−1∑
i=0
2ei(A)e2s−1−i(A) = 0F ,
where the second equality is from (3), and the last equality is from the fact that the characteristic
of F is 2. Thus from (4), we have e2m+1(S) = 0F . This completes the proof of Claim 3.2.
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Now for S = X \ (A ∪B), we consider a polynomial g(x) = Πa∈S(x− a) in F [x]. Note that
|S| = r, since |X| = 2k + r and A ∩B = ∅. Then
g(x) = xr − e1(S)xr−1 + e2(S)xr−2 + · · ·+ (−1)iei(S)xr−i + · · ·+ (−1)rer(S).
Note that S is the set of all the zeros of the polynomial g(x). By Claim 3.2, ei(S) = 0F for any
positive odd integer i with i ≤ r. Thus if r is even, then
g(x) = xr + e2(S)x
r−2 + e4(S)x
r−4 + · · ·+ er(S).
On the other hand, if r is odd, then
g(x) = x
(
xr−1 + e2(S)x
r−3 + e4(S)x
r−5 + · · ·+ er−1(S)
)
.
Case 1: when r is even
Define
h(y) = y
r
2 + e2(S)y
r−2
2 + e4(S)y
r−4
2 + · · ·+ er(S).
Then by substituting x2 = y, we have h(y) = g(x). Note that for any a ∈ S, b = a2 is a root
of h(y), but the polynomial h(y) has at most r2 roots. Since r ≥ 2, it holds that |S| = r > r2 .
Thus there are distinct elements p and q in S such that p2 = q2 . Then p2 + q2 = 0F since the
characteristic of F is 2. Since (p+ q)2 = p2+ q2, (p+ q)2 = 0F . Therefore p+ q = 0F . It implies
that p = q, which is a contradiction to the fact that p and q are distinct.
Case 2: when r is odd
Then g(x) = xφ(x2) where
φ(y) = y
r−1
2 + e2(S)y
r−3
2 + e4(S)y
r−5
2 + · · ·+ er−1(S).
Note that for any a ∈ S, b = a2 is a root of φ(y), but g(x) has at most r−12 + 1 roots. Since
r ≥ 2, it holds that |S| = r > r−12 + 1. It follows that p2 = q2 for some two distinct elements
p, q ∈ S. Then p2+ q2 = 0F , which is a contradiction to the fact that p and q are distinct. This
completes the proof of Lemma 3.1.
The following is the main result of this section.
Theorem 3.3. Let F be a finite field of characteristic 2. For 2 ≤ r ≤ k − 1, if there is a
subset X of F such that |X| = 2k + r and e2m+1(X) = 0F for all nonnegative integer m with
2m+ 1 ≤ r, then χ(K2(2k + r, k)) ≤ |F |r.
Proof. Let F be a finite field such that |F | = 2t, and X be a subset of F such that |X| = 2k+ r
and e2m+1(X) = 0F for all integers m such that 2m + 1 ≤ r. We define the Kneser graph
K(2k + r, k) on the ground set X, and denote G = K(2k + r, k). Let f be the function defined
in (1). Let AB be an edge in G2 for some two vertices A, B of G2. If A ∩ B 6= ∅, then
k− r ≤ |A∩B| < k−1, and so f(A) 6= f(B) by Lemma 2.2. If A∩B = ∅, then f(A) 6= f(B) by
Lemma 3.1. Hence f gives a proper coloring of G2, and χ(G2) is at most the size of the range
of f .
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Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. The case where r = 1 is shown in [8]. We suppose that r ≥ 2. Let F be a
field with |F | = 2t. Since F is the splitting field of the polynomial x2t − x in Z2[x], e2m+1(F ) is
the coefficient of the term x2
t−(2m+1) in the polynomial x2
t − x. Note that if 2m+ 1 ≤ r, then
2m+ 1 ≤ r = 2t − 2k ≤ 2t − 3 for k ≥ 2. Thus
e2m+1(F ) = 0F for any nonnegative integer m such that 2m+ 1 ≤ r. (5)
Now, put X = F , then (a) holds by Theorem 3.3.
On the other hand, from (5), we have
e2m+1(F \ {0F }) = 0F for any nonnegative integer m such that 2m+ 1 ≤ r.
Put X = F \{0F }, then (b) holds by Theorem 3.3. This completes the proof of Theorem 1.2.
Furthermore, we have the following corollary.
Corollary 3.4. Let k and r be integers such that k ≥ 2 and 1 ≤ r ≤ k − 2. Then the following
holds.
(i) if 2k + r = 2t − 2t′ for some integers t ≥ t′ ≥ log2(r + 2), then χ(K2(2k + r, k)) ≤
(2k + r + 2t
′
)r.
(ii) if 2k + r = 2t − 2t′ + 1 for some integers t ≥ t′ ≥ log2(r + 2), then χ(K2(2k + r, k)) ≤
(2k + r + 2t
′
)r.
Proof. Let F be a field with |F | = 2t.
Claim 3.5. Let X and Y be subsets of F such that e2m+1(X) = e2m+1(Y ) = 0F for all integers
m satisfying 1 ≤ 2m + 1 ≤ r. If X ⊂ Y then for any integer m satisfying 1 ≤ 2m+ 1 ≤ r, we
have e2m+1(Y \X) = 0F .
Proof. We will prove by the induction on m. By Lemma 2.1, by the assumption that e1(X) =
e1(Y ) = 0F , we have
0F = e1(Y ) = e1(X) + e1(Y \X) = e1(Y \X),
and so the basis step holds.
Suppose that e2q+1(Y \X) = 0F for all integers q such that 0 ≤ q < m for some m ≥ 1. By
Lemma 2.1, we have
0F = e2m+1(Y ) =
2m+1∑
i=0
ei(X)e2m+1−i(Y \X)
=
m∑
i=0
e2i(X)e2m+1−2i(Y \X)
= e2m+1(Y \X).
Note that the third equality is from the assumption that e2q+1(X) = 0F for all 2q + 1 ≤ r, and
the last equality is from the induction hypothesis. This completes the proof of Claim 3.5.
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Since F is a splitting field of the polynomial x2
t − x in Z2[x], e2m+1(F ) = 0F for any
nonnegative integer m such that 2m+1 ≤ r as it is the coefficient of the term x2t−(2m+1) in the
polynomial x2
t − x. Let t and t′ be integers with t ≥ t′ ≥ log2(r+ 2). Let F ′ be a subfield of F
with |F ′| = 2t′ . Since F ′ is the splitting field of x2t′ − x and 2t′ − 2 ≥ r, we have
e2m+1(F
′) = 0F for any nonnegative integer m such that 2m+ 1 ≤ r. (6)
When 2k + r = 2t − 2t′ , put X = F \ F ′. Then |X| = 2k + r and e2m+1(X) = 0F by Claim 3.5,
(5), and (6). Thus (i) holds by Theorem 3.3.
When 2k+ r = 2t−2t′ +1, put X = (F \F ′)∪{0F }. Then |X| = 2k+ r and e2m+1(X) = 0F
by Claim 3.5, (5) and (6). Thus (ii) holds by Theorem 3.3.
4 Further Discussion
Kim and Park [8] show that for integers k and n, if 2k + 1 = (2n − 1)p + r where p ≥ 1, n ≥ 2,
and 0 ≤ r ≤ 2n − 2,
χ(K2(2k + 1, k)) ≤ 2
n+1
2n − 1k +
2n(2n+1 − 3)
2n − 1 . (7)
From (7), the following corollary was obtained.
Corollary 4.1 ([8], Corollary 2.8). For any fixed real number ǫ > 0, there exists a positive
integer k0 depending on ǫ such that
χ(K2(2k + 1, k)) ≤ (2 + ǫ)(k +√2k + 1),
for any positive integer k ≥ k0. Thus for any fixed real number ǫ > 0,
lim sup
k→∞
χ(K2(2k + 1, k))
k
≤ 2 + ǫ.
From the previous results of χ(K2(2k+1, k)) in [2, 6, 8], we have χ(K2(2k+1, k)) ≤ αk+β
for some constant real numbers α and β. We would like to find the optimal value of α for some
constant β. The equality (7) and Corollary 4.1 imply that the leading coefficient α in αk+β can
be decreased as we increase k. It was showed in [8] that χ(K2(2k + 1, k)) ≤ 83k + 203 for k ≥ 3.
However, we have understood that better upper bounds on χ(K2(2k+1, k)) can be obtained by
increasing k slightly. If k ≥ 7, we can assume that n ≥ 4 and p = 1 in 2k + 1 = (2n − 1)p + r.
Thus we have the following better upper bounds.
Corollary 4.2. For k ≥ 7, we have
χ(K2(2k + 1, k)) ≤ 32
15
k + 32.
Now we discuss a similar asymptotic result for χ(K2(2k + r, k)) where 2 ≤ r ≤ k − 1. We
start from the following theorem in [5].
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Theorem 4.3. [5] For any integer n ≥ 3275, there is a prime p such that n ≤ p ≤
(
1 + 1
2 ln2 n
)
n.
Theorem 4.4. For any positive real number ǫ,
lim sup
k→∞
χi(K(2k + r, k))
kr
≤ 2r + ǫ.
Proof. For any fixed real number ǫ > 0, let
δ =
(2r + ǫ)1/r − 2
2
.
Then clearly, δ > 0, and so there exists an integer n0 such that
1
2(lnn0)2
< δ. Let n0 be a fixed
integer with n0 ≥ 3275 and satisfying 12(lnn0)2 < δ. Then for any integer n with n ≥ n0, we have
1
2(lnn)2 < δ. By Theorem 4.3, for any integer n with n ≥ n0, there exists a prime pn such that
n ≤ pn ≤
(
1 +
1
2(ln n)2
)
n < n+ δn. (8)
Let k be a sufficiently large integer such that 2k + r ≥ n0. Then for n = 2k + r, there exists
a prime p2k+r such that p2k+r < (2k + r) + δ(2k + r) from (8). Let F be a finite field with
|F | = p2k+r. Let G be the Kneser graph K(2k + r, k) on the ground set X where X is a subset
of F . Then
χi(G) ≤ |F |r = pr2k+r <
(
(2k + r) + δ(2k + 1)
)r
=
(
(2 + 2δ)k + r(1 + δ)
)r
.
Since
2 + 2δ = 2 + (2r + ǫ)1/r − 2 = (2r + ǫ)1/r,
we have
lim sup
k→∞
χi(K(2k + r, k))
kr
≤ 2r + ǫ.
From the fact that χ(G2) ≤ 2χi(G) for any graph G, by the same argument in Theorem 4.4,
we have the following corollary.
Corollary 4.5. For any real number ǫ > 0, and for any integer r ≥ 2, we have
lim sup
k→∞
χ(K2(2k + r, k))
kr
≤ 2 · 2r + ǫ.
Remark 4.6. Note that the result χ(K2(2k + r, k)) ≤ (r + 2)(3k + 3r+32 )r in [8] implies that
lim sup
k→∞
χ(K2(2k + r, k))
kr
≤ (r + 2) · 3r + ǫ.
Hence Corollary 4.5 implies that the leading term of the upper bound on lim supk→∞
χ(K2(2k+r,k))
kr
is reduced from (r + 2) · 3r to 2 · 2r.
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