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Abstract
Distributions in superspace constitute a very useful tool for establishing an integration
theory. In particular, distributions have been used to obtain a suitable extension of the
Cauchy formula to superspace and to define integration over the superball and the super-
sphere through the Heaviside and Dirac distributions, respectively. In this paper, we extend
the distributional approach to integration over more general domains and surfaces in super-
space. The notions of domain and surface in superspace are defined by smooth bosonic phase
functions g. This allows to define domain integrals and oriented (as well as non-oriented)
surface integrals in terms of the Heaviside and Dirac distributions of the superfunction g. It
will be shown that the presented definition for the integrals does not depend on the choice
of the phase function g defining the corresponding domain or surface. In addition, some
examples of integration over a super-paraboloid and a super-hyperboloid will be presented.
Finally, a new distributional Cauchy-Pompeiu formula will be obtained, which generalizes
and unifies the previously known approaches.
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1 Introduction
Supermanifolds and in particular superspaces play an important rôle in contemporary theoretical physics,
e.g. in the particle theory of supersymmetry, supergravity or superstring theories, etc. Superspaces are
equipped with both a set of commuting co-ordinates and a set of anti-commuting co-ordinates. From
the mathematical point of view, they have been studied using algebraic and geometrical methods (see
e.g. [3, 15, 17]). More recently, harmonic and Clifford analysis have been extended to superspace by
introducing some important differential operators (such as Dirac and Laplace operators) and by studying
special functions and orthogonal polynomials related to these operators, see e.g. [4, 8, 9, 10, 11, 13].
Integration on superspace is based on the notion of the Berezin integral given by
∫
B
= pi−n ∂x`2n · · · ∂x`1 ,
see [3]. This functional plays the same rôle in the Grassmann algebra generated by the anti-commuting
variables x`1, . . . , x`2n as the general real integral
∫
Rm dVx in classical analysis. Traditionally, the Berezin
integral is combined with the classical real integration in order to integrate superfunctions over real
domains, i.e. the integral of a superfunction F over Ω ⊂ Rm is given by∫
Ω
∫
B
F (x, x`) dVx. (1)
Some important classical results, such as a Stokes and a Cauchy-Pompeiu formula have been established
for the super Dirac operator, see [13]. Yet these extensions have important limitations since they only
consist of real integration combined with the Berezin integral, insted of considering general integration
over domains and surfaces defined in terms of both commuting and anti-commuting co-ordinates in
superspace.
The study of spherical harmonics (and monogenics) has lead to an important development of inte-
gration theory in superspace. For example, in [4, 11] the Berezin integral was related to more familiar
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types of integration like Pizzetti’s formula, see [18]. In this way, the integral of a polynomial P over the
supersphere was introduced as:∫
SS
P =
∞∑
j=0
(−1)j 2pi
M/2
22j j! Γ(j +M/2)
(∆jP )(0), (2)
where ∆ is the super Laplace operator and M the corresponding superdimension. In the later work [7],
formula (2) was extended to more general superfunctions on the supersphere by considering the integral∫
SS
F = 2
∫
Rm
∫
B
δ(x2 + 1)F dVx, (3)
where δ(x2 + 1) denotes the Dirac distribution on the unit supersphere. Following this last distributional
approach, some important problems were solved. In particular, closed formulas for the Pizzetti integral,
the Funk-Hecke theorem and a Cauchy-Pompeiu formula for the supersphere were obtained, see [7, 8].
Nevertheless, the approaches given in (1) and (3) are still limited. They only refer to the particular
cases of integration of superfunctions over real domains or over the supersphere. The main goal of this
paper is to extend and unify both approaches by defining integration over general domains and surfaces in
superspace. The idea of this extension is inspired by Hörmander’s formulas, which provide a distributional
approach to classical real integration, see [16, Theorem 6.1.5]. Indeed, suppose that Ω ⊂ Rm is a domain
(m dimensional manifold) determined by some inequality g0(x1, . . . , xm) < 0 and let ∂Ω be its boundary
(m− 1 dimensional manifold in Rm) determined by the equation g0(x1, . . . , xm) = 0. Then the integrals
over Ω and ∂Ω can be rewritten as∫
Ω
(·) dVx =
∫
Rm
H(−g0(x))(·) dVx, and
∫
∂Ω
(·) dSw =
∫
Rm
δ(g0(x)) |∂x[g0](x)| (·) dVx, (4)
respectively; with x = (x1, . . . , xm), H the Heaviside distribution and δ the Dirac distribution. In this
way, one may see the integrals
∫
Ω
and
∫
∂Ω
not as functionals depending on geometrical sets of points Ω
and ∂Ω; but as functionals depending on the action of the Heaviside or Dirac distributions on a fixed
phase function g0.
As will be shown in this paper, this last approach is the more suitable one to extend domain and
surface integrals to superspace. In particular, we will illustrate it by integrating over a super-paraboloid
and super-hyperboloid. Moreover, this approach will be used to obtain a Cauchy-Pompeiu formula, valid
not only for real domains and for the superball, but for every domain with smooth boundary in superspace.
This allows to follow a completely analytical method which uses the Cauchy kernel as a true distribution
rather than as a smooth function with a singularity at the origin. This distributional Cauchy-Pompeiu
formula will play an essential rôle in obtaining a Bochner-Martinelli formula for holomorphic functions
in superspace. That will be the topic of future work.
The paper is organized as follows. In section 2, we provide some basics on harmonic and Clifford
analysis in superspace. In section 3, we give a brief overview on the general theory of distributions in
superspace. We pay particular attention to the Dirac and Heaviside distributions of bosonic smooth phase
functions. In section 4, the definition of domain and surface integrals in superspace are formally given
following the above mentioned distributional approach. We prove that these definitions do not depend
on the chosen superfunction defining the corresponding domain or surface. Section 5 is devoted to some
examples of integration over a super-paraboloid and a super-hyperboloid of revolution. In particular we
compute the volumes and surface areas produced by these objects when considering a positive height
h > 0. This leads to very interesting extensions of the classical formulas in 2 and 3 real dimensions, in
terms of hypergeometric functions depending on the superdimensionM . Finally, in section 6 we prove the
distributional Cauchy-Pompeiu formula which extends and unifies the already known results in [7, 13].
2 Preliminaries
Superanlaysis or analysis on superspace considers not only commuting (bosonic) but also anticommuting
(fermionic) variables. In this paper we follow the extension of harmonic and Clifford analysis to superspace
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(see [4, 9, 10, 11]). This approach considers m commuting variables x1, . . . , xm and 2n anti-commuting
variables x`1, . . . , x`2n in a purely symbolic way, i.e.
xjxk = xkxj , x`j x`k = −x`kx`j , xj x`k = x`kxj .
This means that x1, . . . , xm are interpreted as generators of the polynomial algebra R[x1, . . . , xm] while
x`1, . . . , x`2n generate a Grassmann algebra G2n. We will denote by G
(ev)
2n and G
(odd)
2n the subalgebras of
even and odd elements of G2n respectively. The algebra of super-polynomials, i.e. polynomials in the
variables x1, . . . , xm, x`1, . . . , x`2n with coefficients in R, is defined by
P := AlgR(x1, . . . , xm, x`1, . . . , x`2n) = R[x1, . . . , xm]⊗G2n.
The bosonic and fermionic partial derivatives ∂xj , ∂x`j are defined purely symbolically as endomor-
phisms on P by the relations
∂xj [1] = 0,
∂xjxk − xk∂xj = δj,k,
∂xj x`k = x`k∂xj ,

∂x`j [1] = 0,
∂x`j x`k + x`k∂x`j = δj,k
∂x`jxk = xk∂x`j ,
that can be applied recursively. From this definition it immediately follows that ∂xj∂xk = ∂xk∂xj ,
∂x`j∂x`k = −∂x`k∂x`j and ∂xj∂x`k = ∂x`k∂xj .
Clifford algebras in superspace are introduced by m orthogonal Clifford generators e1, . . . , em and 2n
symplectic Clifford generators e`1, . . . , e`2n which are subjected to the multiplication relations
ejek + ekej = −2δj,k, ej e`k + e`kej = 0, e`j e`k − e`ke`j = gj,k,
where gj,k is a symplectic form defined by
g2j,2k = g2j−1,2k−1 = 0, g2j−1,2k = −g2k,2j−1 = δj,k, j, k = 1, . . . , n.
These generators are combined with the algebra of super-polynomials P giving rise to the algebra of
Clifford valued super-polynomials
P ⊗ Cm,2n = AlgR(x1, . . . , xm, x`1, . . . , x`2n, e1, . . . , em, e`1, . . . , e`2n)
where elements in Cm,2n = AlgR(e1, . . . , em, e`1, . . . , e`2n) commute with elements in P. Also the partial
derivatives ∂xj , ∂x`j commute with the elements in the algebra Cm,2n. The most important element of the
algebra P ⊗ Cm,2n is the supervector variable
x = x+ x` =
m∑
j=1
xjej +
2n∑
j=1
x`j e`j .
Analysis in superspace studies functions of a supervector variable x = x+ x` of the form
F (x) = F (x, x`) =
∑
A⊂{1,...,2n}
FA(x) x`A, (5)
where x`A is defined as x`j1 . . . x`jk with A = {j1, . . . , jk} (1 ≤ j1 < . . . < jk ≤ 2n), and FA(x) is a
function depending only on the bosonic variables x1, . . . , xm. The most basic set of superfunctions is the
super-polynomial algebra P. We can consider more general function spaces based on the properties of the
functions FA. Indeed, given a bosonic function space F = Ck(Rm), L2(Ω), . . ., we obtain a corresponding
space of superfunctions F ⊗G2n.
The bosonic and fermionic Dirac operators are defined by
∂x =
m∑
j=1
ej∂xj , ∂x` = 2
n∑
j=1
(
e`2j∂x`2j−1 − e`2j−1∂x`2j
)
,
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which lead to the left and right super Dirac operators (super-gradient) ∂x· = ∂x`·−∂x· and ·∂x = −·∂x`−·∂x,
respectively. As in the classical Clifford setting, the action of ∂x on the vector variable x results in the
superdimension M = m− 2n. In this paper we work with general superdimensions M (but m 6= 0).
Associated to the usual gradation of the Grassmann algebra G2n, we consider for every F of the form
(5) the superfunction F ∗(x) =
∑
A⊂{1,...,2n}(−1)|A|FA(x)x`A. It can be easily proved that
(F ∗)∗ = F, ∂x`j [F ] = −[F ∗]∂x`j , ∂x`j [FG] = ∂x`j [F ]G+ F ∗∂x`j [G]. (6)
Following the classical approach, the (real) support supp F of a superfunction F ∈ C∞(Rm) ⊗ G2n
is defined as the closure of the set of all points in Rm for which the function F (·, x`) : Rm → G2n is not
zero, see (5). From this definition, it immediately follows that supp F =
⋃
A⊂{1,...,2n} supp FA.
Every superfunction can be written as the sum F (x) = F0(x)+F(x, x`) where the real valued function
F0(x) = F∅(x) is called the body F , and F =
∑
|A|≥1 FA(x) x`A is the nilpotent part of F . Indeed, it is
clearly seen that F2n+1 = 0.
It is possible to produce interesting even superfunctions out of known functions from real analysis.
Indeed, consider a smooth function F ∈ C∞(R) and an even superfunction a = a0 +a ∈ C∞(Rm)⊗G(ev)2n
where a0 and a are the body and nilpotent part of a, respectively. Then the superfunction F (a(x)) ∈
C∞(Rm)⊗G(ev)2n is defined, through the Taylor expansion of F , as
F (a) = F (a0 + a) =
n∑
j=0
aj
j!
F (j)(a0). (7)
Straightforward calculations show that the above expression is independent of the splitting of the even
superfunction a if the function F is analytic in R.
Proposition 1. Let a, b ∈ C∞(Rm) ⊗ G(ev)2n be such that a = a0 + a, b = b0 + b, where a0, b0 are the
bodies of a, b respectively and a, b are the corresponding nilpotent projections. Then, for every analytic
function F ∈ C∞(R) the following statements hold.
i) F (a+ b) =
∑n
j=0
bj
j! F
(j)(a+ b0),
ii) F (a+ b) =
∑∞
j=0
bj0
j! F
(j)(a+ b),
iii) F (a+ b) =
∑∞
j=0
bj
j! F
(j)(a).
The easiest application of the extension (7) is obtained when defining arbitrary real powers of even
superfunctions. Let p ∈ R and a = a0 + a ∈ C∞(Rm)⊗G(ev)2n , then for a0 > 0 we define
ap =
n∑
j=0
aj
j!
(−1)j (−p)j ap−j0 , where (q)j =
{
1, j = 0,
q(q + 1) · · · (q + j − 1), j > 0,
is the rising Pochhammer symbol. Observe that if the numbers q and q+j are in the set R\{0,−1,−2, . . .}
we can write (q)j =
Γ(q + j)
Γ(q)
. Making use of this definition of power function in superspace, we can easily
prove that its basic properties still hold in this setting.
Lemma 1. Let a = a0 + a and b = b0 + b be elements in C∞(Rm) ⊗G(ev)2n such that a0, b0 > 0. Then,
for every pair p, q ∈ R we have
i) apaq = ap+q, ii) (ab)p = apbp, iii) (ap)q = apq.
Proof. For a0, b0 > 0, the equalities
(a0+X)
p(a0+X)
q = (a0+X)
p+q, [(a0 +X)(b0 + Y )]
p
= (a0+X)
p(b0+Y )
p, ((a0 +X)
p)
q
= (a0+X)
pq,
are identities in formal power series in the indeterminates X and Y . Then, making the substitutions
X = a and Y = b we obtain i), ii) and iii). Observe that the nilpotency of a and b avoids every possible
convergence issue. 
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The absolute value function can be defined over C∞(Rm)⊗G(ev)2n by
|a| = (a2)1/2 =
{
a if a0 ≥ 0,
−a if a0 < 0.
As in the classical case, the absolute value function can be extended to the supervector variable x, since
its square is an even super-polynomial, i.e.
x2 = −
m∑
j=1
x2j +
n∑
j=1
x`2j−1x`2j ∈ C∞(Rm)⊗G(ev)2n .
It is clear that −x2 has non-negative body. Hence, the element (−x2)1/2 is well defined. In this way, we
define the absolute value of a supervector by
|x| = (−x2)1/2 = (|x|2 − x`2)1/2 = n∑
j=0
(−1)j x` 2j
j!
Γ( 32 )
Γ( 32 − j)
|x|1−2j , where |x| =
 m∑
j=1
x2j
 12 .
Proposition 2. Let x,y be supervector variables and a ∈ C∞(Rm)⊗G(ev)2n . Then,
i) |ax| = |a||x|,
ii) |x+ ay| = |x|+ aF (x,y, a) where F (x,y, a) is a superfunction depending on x,y and a.
Proof.
i) By Lemma 1 we get |ax| = (−(ax)2) 12 = (a2(−x2)) 12 = (a2) 12 (−x2) 12 = |a||x|.
ii) We first write (x + ay)2 = x2 + a{x,y} + a2y2 = x2 − av, where v = −{x,y} − ay2 is an even
element. Then, using Proposition 1 iii), we get
|x+ ay| = (−(x+ ay)2) 12 = (−x2 + av) 12 = ∞∑
j=0
(av)j
j!
Γ( 32 )
Γ( 32 − j)
(−x2) 12−j = |x|+ aF (x,y, a),
where F (x,y, a) =
∑∞
j=1
aj−1vj
j!
Γ( 32 )
Γ( 32−j)
(−x2) 12−j . 
3 Distributions in superspace
In this section we introduce the notion of distribution in superspace. In particular, we will study the
extensions of the Heaviside and Dirac distributions to superspace. They play an important rôle in the
definition of domain and surface integrals in superanalysis, as it will be shown in the next section.
3.1 Superdistributions
Let D′ be the space of Schwartz distributions, i.e. the space of generalized functions on the space C∞0 (Rm)
of real valued C∞-functions with compact support. As usual, the notation∫
Rm
αf dVx = 〈α, f〉, (8)
where dVx = dx1 · · · dxm is the classical m-volume element, is used for the evaluation of the distribution
α ∈ D′ on the test function f ∈ C∞0 (Rm).
Let E ′ be the space of generalized functions on the space C∞(Rm) of C∞-functions in Rm (with
arbitrary support). We recall that E ′ is exactly the subspace of all compactly supported distributions in
D′. Indeed, every distribution in E ′ ⊂ D′ has compact support and viceversa, every distribution in D′
with compact support can be uniquely extended to a distribution in E ′, see [5] for more details. This
means that, for every α ∈ E ′, evaluations of the form (8) extend to C∞(Rm) (instead of C∞0 (Rm)).
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The space of superdistributions D′ ⊗G2n then is defined by all elements of the form
α =
∑
A⊂{1,...,2n}
αAx`A, with αA ∈ D′. (9)
Similarly, the subspace E ′ ⊗G2n is composed by all elements of the form (9) but with αA ∈ E ′.
The analogue of the integral
∫
Rm dVx in superspace is given by∫
Rm|2n
=
∫
Rm
dVx
∫
B
=
∫
B
∫
Rm
dVx,
where the bosonic integration is the usual real integration and the integral over fermionic variables is
given by the so-called Berezin integral (see [3]), defined by∫
B
= pi−n ∂x`2n · · · ∂x`1 =
(−1)npi−n
4nn!
∂2nx` .
This enables us to define the action of a superdistribution α ∈ D′ ⊗G2n (resp. α ∈ E ′ ⊗G2n) on a test
superfunction F ∈ C∞0 (Rm)⊗G2n (resp. F ∈ C∞(Rm)⊗G2n) by∫
Rm|2n
αF :=
∑
A,B⊂{1,...,2n}
〈αA, fB〉
∫
B
x`A x`B .
As in the classical case, we say that the superdistribution α ∈ D′ ⊗ G2n vanishes in the open set
Ω ⊂ Rm if ∫Rm|2n αF = 0 for every F ∈ C∞0 (Rm) ⊗ G2n whose real support is contained in Ω. In the
same way, the support supp α of α ∈ D′⊗G2n is defined as the complement of the largest open subset of
Rm on which α vanishes. Hence, it can be easily seen that supp α =
⋃
A⊂{1,...,2n} supp αA. This means
that E ′ ⊗G2n is the subspace of all compactly supported superdistributions in D′ ⊗G2n.
3.2 Properties of the δ-distribution in real calculus.
We now list some important properties of the δ-distribution in real calculus. This is necessary to introduce
and study the main properties of the Heaviside distribution and all its derivatives in superspace.
Proposition 3. Let j, k ∈ N ∪ {0}. Then δ(j)(x) xk =
{
0, j < k,
(−1)k k! (jk) δ(j−k)(x), k ≤ j.
The proof of the above result is omitted since it runs along straightforward computations. In order
to study the composition of the real δ-distribution with real valued functions in Rm, we first need the
following result.
Proposition 4. Let g0 ∈ C∞(Rm) such that ∂x[g0] 6= 0 on the surface g−10 (0) := {w ∈ Rm : g0(w) = 0}.
Then for every j ∈ N ∪ {0}, it holds that
∂x
[
δ(j)(g0(x))
]
= ∂x[g0](x) δ
(j+1)(g0(x)).
Proof. From the chain rule for partial derivatives acting on the composition δ(j)(g0(x)) it immediately
follows that
∂xj [δ(g
(j)
0 (x))] = δ
(j+1)(g0(x))∂xj [g0](x), (10)
see (6.1.2) in [16, p. 135]. 
Proposition 5. Let g0, h0 ∈ C∞(Rm) be functions such that h0 > 0 and ∂x[g0] 6= 0 on the surface
g−10 (0). Then, for j ∈ N ∪ {0} it holds that
δ(j) (h0(x)g0(x)) =
δ(j)(g0(x))
h0(x)j+1
. (11)
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Proof. We proceed by induction on j ∈ N∪{0}. In order to prove the statement for j = 0 we first observe
that the following simple layer integral identity holds (see Theorem 6.1.5 in [16]):∫
Rm
δ(g0(x))f(x) dVx =
∫
g−10 (0)
f(w)
|∂x[g0](w)| dSw, (12)
where dVx = dx1 · · · dxm is the classical m-dimensional volume element and dSw is the Lebesgue surface
measure on the surface g−10 (0). We also have ∂x[h0g0] = ∂x[h0]g0 +h0∂x[g0], which implies ∂x[h0g0](w) =
h0(w)∂x[g0](w) if g0(w) = 0. Thus applying (12) to g0h0, instead of g0, we get∫
Rm
δ(h0(x)g0(x))f(x) dVx =
∫
g−10 (0)
f(w)
h0(w) |∂x[g0](w)| dSw =
∫
Rm
δ(g0(x))
h0(x)
f(x) dVx,
for every real valued test function f . Hence, δ(h0(x)g0(x)) =
δ(g0(x))
h0(x)
.
Now assume (11) to be true for j ≥ 1. We then prove it for j + 1. Letting ∂x act on both sides of (11)
we get
∂x[h0]g0 δ
(j+1)(h0g0) + h0∂x[g0] δ
(j+1)(h0g0) =
∂x[g0] δ
(j+1)(g0)
hj+10
− j + 1
hj+20
∂x[h0] δ
(j)(g0). (13)
By Proposition 3 and the induction hypothesis we get
h0g0 δ
(j+1)(h0g0) = −(j + 1)δ(j)(h0g0) = −(j + 1)δ
(j)(g0)
hj+10
,
implying
g0 δ
(j+1)(h0g0) = −(j + 1)δ
(j)(g0)
hj+20
.
Substituting this in (13) we easily obtain
h0∂x[g0] δ
(j+1)(h0g0) =
∂x[g0] δ
(j+1)(g0)
hj+10
which is equivalent to δ(j+1)(h0g0) =
δ(j+1)(g0)
hj+20
.
Observe that the factor ∂x[g0] can be cancelled since ∂x[g0] 6= 0 in g−10 (0). 
3.3 δ-Distribution in superspace
In this section we introduce the δ-distribution in superspace together with all its derivatives. As usual, the
Heaviside distribution will be introduced as the corresponding anti-derivative of the Dirac distribution.
In [7], these distributions were introduced for some particular cases corresponding to the supersphere.
From now on, we use the notation pN + q := {pk + q : k ∈ N} where p, q ∈ Z and N := {1, 2, . . .} is
the set of natural numbers.
Consider an even superfunction g = g0 + g ∈ C∞(Rm) ⊗ G(ev)2n such that ∂x[g0] 6= 0 on the surface
g−10 (0). The distribution δ
(k)(g) is defined as the Taylor series
δ(k)(g) =
n∑
j=0
gj
j!
δ(k+j)(g0), k ∈ N− 2 := {−1, 0, 1, 2 . . .}.
The particular case k = −1 provides the expression for the antiderivative of δ, i.e. the Heaviside distri-
bution H = δ(−1) given by
H(g) = H(g0) +
n∑
j=1
gj
j!
δ(j−1)(g0), where H(g0) =
{
1, g0 ≥ 0,
0, g0 < 0.
(14)
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These are suitable extensions of the considered distributions to superspace, as we will show throughout
this paper. It is easy to check that a property similar to Proposition 1 i) holds for the above definitions.
i.e.
δ(k)(a+ b) =
n∑
j=0
bj
j!
δ(k+j)(a+ b0), k ∈ N− 2, (15)
where a = a0 + a, b = b0 + b are elements in C∞(Rm)⊗G(ev)2n .
Let us prove now some important properties of the δ-distribution in superspace.
Proposition 6. Let g = g0 + g ∈ C∞(Rm) ⊗ G(ev)2n be such that ∂x[g0] 6= 0 on g−10 (0). Then, for
j ∈ N ∪ {0} it holds that
i) gjδ(j)(g) = (−1)jj! δ(g),
ii) gj+1δ(j)(g) = 0.
Proof. Using Proposition 3 we get,
gjδ(j)(g) = (g0 + g)
j δ(j)(g0 + g) =
[
j∑
k=0
(
j
k
)
gj−k0 g
k
][
n∑
`=0
g`
`!
δ(j+`)(g0)
]
=
n∑
p=0
min(j,p)∑
k=0
(
j
k
)
gp
(p− k)! g
j−k
0 δ
(j+p−k)(g0)
=
n∑
p=0
gp
min(j,p)∑
k=0
(−1)j−k
(
j
k
)
(j − k)!
(p− k)!
(
j + p− k
j − k
)
δ(p)(g0)
= (−1)j
n∑
p=0
gp
p!
δ(p)(g0)
min(j,p)∑
k=0
(−1)k
(
j
k
)
(j + p− k)!
(p− k)!
 .
Writing (j + p− k)! = (−1)k (j+p)!(−j−p)k and (p− k)! = (−1)k
(p)!
(−p)k we get
min(j,p)∑
k=0
(−1)k
(
j
k
)
(j + p− k)!
(p− k)! =
(j + p)!
p!
min(j,p)∑
k=0
(−1)k
(
j
k
)
(−p)k
(−j − p)k =
(j + p)!
p!
2F1(−j,−p,−p− j, 1),
where 2F1(a, b, c, z) denotes the hypergeometric function with parameters a, b, c in the variable z, see [1,
p. 64]. Using the Chu-Vandermonde identity (see [1, p. 67]) we obtain 2F1(−j,−p,−p − j, 1) = j!p!(j+p)! .
Whence,
∑min(j,p)
k=0 (−1)k
(
j
k
) (j+p−k)!
(p−k)! = j!, and as a consequence,
gjδ(j)(g) = (−1)jj!
n∑
p=0
gp
p!
δ(p)(g0) = (−1)jj! δ(g).
For the proof of ii) it follows from Proposition 3 that
gδ(g) =
n∑
j=0
gj
j!
g0δ
(j)(g0) +
n−1∑
j=0
gj+1
j!
δ(j)(g0) = −
n∑
j=1
gj
(j − 1)!δ
(j−1)(g0) +
n−1∑
j=0
gj+1
j!
δ(j)(g0) = 0.
Hence, using i) we have that gj+1δ(j)(g) = (−1)jj! gδ(g) = 0. 
Proposition 7. Let g = g0 + g and h = h0 + h be elements in C∞(Rm) ⊗ G(ev)2n where g0 and h0 are
their real valued bodies and g resp. h their nilpotent parts. Let us assume that ∂x[g0] 6= 0 on g−10 (0) and
h0 > 0 in Rm. Then,
δ(hg) =
δ(g)
h
.
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Proof. We first prove the result for every real valued function h0 > 0. From Proposition 5 we obtain
δ(h0g) = δ(h0g0 + h0g) =
n∑
j=0
hj0g
j
j!
δ(j)(h0g0) =
n∑
j=0
gj
j!
δ(j)(g0)
h0
=
δ(g)
h0
.
Writing hh0 = L, we get for h = h0 + h that δ(hg) = δ (h0(g + Lg)) =
δ((g+Lg))
h0
. It thus suffices to prove
that for L nilpotent the equality δ ((g + Lg)) =
δ(g)
1 + L
holds. Finally using (15) and Proposition 6 i) we
get
δ(g + Lg) =
n∑
j=0
Ljgj
j!
δ(j)(g) =
 n∑
j=0
(−1)jj!L
j
j!
 δ(g) = δ(g) n∑
j=0
(−1)jLj = δ(g)
1 + L
.

Proposition 8. Let g = g0 + g ∈ C∞(Rm)⊗G(ev)2n be such that ∂x[g0] 6= 0 on g−10 (0). Hence δ(j)(−g) =
(−1)jδ(j)(g) for every j ∈ N ∪ {0}.
Proof. This directly follows from the corresponding property in real analysis; δ(j)(−x) = (−1)jδ(j)(x).
Indeed,
δ(j)(−g) =
n∑
k=0
(−g)k
k!
δ(j+k)(−g0) = (−1)j
n∑
k=0
(g)k
k!
δ(j+k)(g0) = (−1)jδ(j)(g).

4 Integration in superspace
In this section we define general domain and surface integration in superspace using the above definitions
for the Heaviside and Dirac distributions. This form of integration turns out to be an easy and powerful
formalism which has as natural antecedent in the real case.
Indeed, let Ω ⊂ Rm be a domain defined by means of a function g0 ∈ C(Rm) as Ω = {x ∈ Rm :
g0(x) < 0}. The characteristic function of Ω is given by H(−g0); this easily leads to the following
expression for the integration over Ω∫
Ω
f(x) dVx =
∫
Rm
H(−g0(x))f(x) dVx. (16)
The function g0 is called the defining phase function of the domain Ω.
Let us now consider g0 ∈ C∞(Rm) such that ∂x[g0] 6= 0 on the (m − 1)-surface Γ := g−10 (0) = {w ∈
Rm : g0(w) = 0}. Then the non-oriented integral of a function f over Γ can be written as the simple
layer integral∫
Rm
δ(g0(x)) |∂x[g0](x)| f(x) dVx =
∫
R
δ(t)
(∫
g−10 (t)
f(w) dSw
)
dt =
∫
Γ
f(w) dSw, (17)
where dSw is the corresponding Lebesgue measure; see Theorem 6.1.5 [16, p. 136]. Observe also that the
exterior normal vector to Γ in a point w ∈ Γ is given by n(w) = ∂x[g0](w)|∂x[g0](w)| . This leads to the following
formula for the oriented surface integral∫
Γ
n(w)f(w) dSw =
∫
Rm
δ(g0(x)) ∂x[g0](x) f(x) dVx. (18)
Formulas (16), (17) and (18) share a very important characteristic: they describe integrals over specific
domains and surfaces as integrals over the whole space Rm depending only on the defining function g0.
In other words, they show the transition of the concept of integral as a functional depending on a set of
points of Rm to a functional depending on a fixed phase function g0.
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This last approach will be used to define domain and surface integration in superspace using formulas
which are similar to (16),(17),(18). Given an analytic even superfunction g ∈ C∞(Rm)⊗G(ev)2n , one may
consider the superdistributions H(−g) and δ(g) as the formal "characteristic functions" for the domain
and surface associated to g respectively. As in the classical case, the superfunction g defining a domain
in superspace is called a phase function.
Example 1. The supersphere RS2m−1|2n and the corresponding superball RB2m|2n of radius R > 0 are
associated to the superfunction
−g(x) = x2 +R2 = R2 − |x|2 + x`2 = R2 −
m∑
j=1
x2j +
2n∑
j=1
x`2j−1x`2j .
The Dirac distribution corresponding to the superspshere RS2m−1|2n is
δ(x2 +R2) =
n∑
j=0
x` 2j
j!
δ(j)(R2 − |x|2).
The Heaviside distribution corresponding to the superball RB2m|2n is
H(x2 +R2) = H(R2 − |x|2) +
n∑
j=1
x` 2j
j!
δ(j−1)(R2 − |x|2).
4.1 Domain integrals in superspace
As mentioned before, our approach considers domains in superspace Ωm|2n given by characteristic func-
tions of the form H(−g) where g(x) = g0(x) + g(x, x`) ∈ C∞(Rm) ⊗ G(ev)2n . In this sense, Ωm|2n plays
the same rôle in superanalysis as its associated real domain Ωm|0 := {x ∈ Rm : g0(x) < 0} in classical
analysis.
Definition 1. Let Ωm|2n be a domain in superspace (defined as before) satisfying the following two
conditions:
• the associated real domain Ωm|0 has compact closure;
• the body g0 of the defining superfunction g is such that ∂x[g0] 6= 0 on g−10 (0).
The integral over Ωm|2n then is defined as the functional
∫
Ωm|2n
: Cn−1
(
Ωm|0
)⊗G2n → R given by∫
Ωm|2n
F =
∫
Rm|2n
H(−g)F, F ∈ Cn−1 (Ωm|0)⊗G2n. (19)
The evaluation of the expression (19) requires the integration of smooth functions on the real domain
Ωm|0 to be possible. This is guaranteed by the first condition imposed on the super-domain Ωm|2n. On
the other hand, if g is not identically zero, the above definition also involves the action of the Dirac
distribution on g0, see (14). For that reason, we restrict our analysis to the case where ∂x[g0] 6= 0 on
g−10 (0), in order to ensure that this action is well defined.
The most simple examples for illustrating the use of Definition 1 correspond to the cases g = g0 ∈
C∞(Rm) or g = −x2 − R2; i.e. integration over real domains or over the superball respectively. The
integral (19) then is given by∫
Ω
∫
B
FdVx, and
∫
Rm|2n
H(x2 +R2)F,
respectively. These are the two particular cases that have been treated in the literature, see [7, 13].
The superball (and the supersphere) will also be used in this manuscript as an illustrative example. In
the next sections we work with integrals over other super-domains such a as a super-paraboloid and a
super-hyperboloid.
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Proposition 9. The volume of the superball RBm|2n of radius R > 0 is given by
vol(RBm|2n) =

piM/2
Γ(M2 + 1)
RM , M /∈ −2N,
0, M ∈ −2N,
where M = m− 2n (m 6= 0) is the corresponding superdimension.
Proof. The volume of the RBm|2n is obtained by integrating the function F ≡ 1 over RBm|2n following
Definition 1; i.e.
vol(RBm|2n) =
∫
R Bm|2n
1 =
∫
Rm
∫
B
H(R2 − |x|2 + x`2) dVx,
where H(R2−|x|2 + x`2) = H(R2−|x|2)+∑nj=1 x` 2jj! δ(j−1)(R2−|x|2). Since x` 2n = n!x`1 · · · x`2n, we obtain∫
B
H(R2 − |x|2 + x`2) = pi−n δ(n−1)(R2 − |x|2) and in consequently,
vol(RBm|2n) = pi−n
∫
Rm
δ(n−1)(R2 − |x|2) dVx. (20)
Effectuating the change of variables x = rw, where 0 < r < ∞ and w ∈ Sm−1 := {x ∈ Rm : x2 = −1},
we get dVx = rm−1dr dSw. Hence,
vol(RBm|2n) = pi−n
∫
Sm−1
(∫ ∞
0
δ(n−1)(R2 − r2) rm−1 dr
)
dSw = pi
−nAm
∫ ∞
0
δ(n−1)(R2 − r2) rm−1 dr,
where Am =
∫
Sm−1 dSw =
2pim/2
Γ(m2 )
is the area of the unit sphere Sm−1 in Rm. Changing variables again,
now through t = R2 − r2, we obtain r = (R2 − t)1/2 and dr = − 12 (R2 − t)−1/2 dt. Then, it holds that
vol(RBm|2n) =
pi−nAm
2
∫ R2
−∞
δ(n−1)(t)
(
R2 − t)m2 −1 dt
= (−1)n−1pi
−nAm
2
dn−1
dtn−1
[(
R2 − t)m2 −1] ∣∣∣∣∣
t=0
=
pi−nAm
2
n−1∏
j=1
(m
2
− j
)
Rm−2n, (21)
where for the special cases n = 0, 1 we are considering
∏−1
j=1
(
m
2 − j
)
:= 2m and
∏0
j=1
(
m
2 − j
)
:= 1. Since
we consider m 6= 0, it is easily seen that
n−1∏
j=1
(m
2
− j
)
=
{
Γ(m2 )
Γ(m2 −n+1)
M
2 /∈ −N,
0 M2 ∈ −N
whence substitution in (21) completes the proof. 
Remark 4.1. Proposition 9 provides a suitable extension to superspace for the volume of the ball RBm :=
{x ∈ Rm : |x| < R} (R > 0). We recall that in the case n = 0 the volume of RBm equals pim/2Γ(m2 +1)R
m.
In real analysis the choice of the function g0 defining a certain domain Ωm|0 ⊂ Rm is not unique.
Indeed, for every function h0 ∈ C(Rm) with h0 > 0, the function h0g0 defines the same domain as g0, i.e.
Ωm|0 = {x ∈ Rm : g0(x) < 0} = {x ∈ Rm : h0(x)g0(x) < 0}.
A simple example is the unitary ball B ⊂ Rm which can be described by
|x| − 1 < 0, or − x2 − 1 < 0, since, − x2 − 1 = (|x|+ 1)(|x| − 1).
However, integration over Ωm|0 remains independent of the choice of the function g0 that defines Ωm|0.
Indeed, in real analysis it is easily seen that H(−g0) = H(−h0g0) for h0 > 0. This property remains
valid in superspace.
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Proposition 10. Let g = g0 + g and h = h0 + h be elements in C∞(Rm) ⊗ G(ev)2n where g0 and h0 are
their real valued bodies and g resp. h their nilpotent parts. Let us assume that ∂x[g0] 6= 0 on g−10 (0) and
h0 > 0 in Rm. Then H(hg) = H(g).
Proof. We first prove that H(h0g) = H(g). By Proposition 5 we obtain (h0g)jδ(j−1)(h0g0) = gjδ(j−1)(g0)
for j ∈ N. Hence,
H(h0g) = H(h0g0) +
n∑
j=1
(h0g)
j
j!
δ(j−1)(h0g0) = H(g0) +
n∑
j=1
gj
j!
δ(j−1)(g0) = H(g).
If we write L = hh0 , we get for h = h0 + h that H(hg) = H(h0g + hg) = H(g +Lg), whence it suffices to
prove that H(g + Lg) = H(g). Using (15) and Proposition 6 ii) we obtain
H(g + Lg) = H(g) +
n∑
j=1
Lj
j!
gjδ(j−1)(g) = H(g).

This allows us to define the notion of a pair of superfunctions that define the same domain (or surface).
Definition 2. Let g, ϕ ∈ C∞(Rm) ⊗ G(ev)2n be two superfunctions such that ∂x[g0] 6= 0 on g−10 (0) and
∂x[ϕ0] 6= 0 on ϕ−10 (0). They are said to define the same domain (or surface) in superspace if there exists
a function h ∈ C∞(Rm)⊗G(ev)2n with h0 > 0 in Rm such that ϕ = hg.
Remark 4.2. Proposition 10 shows that the integral over Ωm|2n defined in (19) does not depend on the
choice of the superfunction g defining Ωm|2n. The example of the superball RBm|2n of radius R > 0
illustrates very well this property. Indeed, the domain RBm|2n can be defined by means of any of the two
superfunctions |x| − R or −x2 − R2. Both definitions for RBm|2n can be used in (19) without changing
the result of the integration since −x2 −R2 = (|x|+R)(|x| −R) where
h(x) = |x|+R = R+
n∑
j=0
(−1)j x` 2j
j!
Γ( 32 )
Γ( 32 − j)
|x|1−2j , and h0(x) = R+ |x| > 0.
4.2 Surface integrals in superspace
Similarly to the case of super domains, we define a surface Γm−1|2n in superspace by means of δ(g) where
g(x) = g0(x) + g(x, x`) ∈ C∞(Rm)⊗G(ev)2n . If Ωm|2n is the super domain associated to g as in Definition
1, then we say that Γm−1|2n is the boundary of Ωm|2n and denote it by Γm−1|2n := ∂Ωm|2n. This way,
Γm−1|2n plays the same rôle in superspace as its real surface Γm−1|0 := ∂Ωm|0 = {x ∈ Rm : g0(x) = 0} in
classical analysis.
Based on the formulae (17) and (18) concerning the real case we now define the non-oriented and
oriented surface integrals in superspace.
Definition 3. Let Γm−1|2n be a surface in superspace (defined as before) satisfying the following two
conditions:
• the associated real surface Γm−1|0 ⊂ Rm is a comapact set;
• the body g0 of the defining superfunction g is such that ∂x[g0] 6= 0 on g−10 (0).
The non-oriented and oriented surface integrals over Γm−1|2n then are defined as the following functionals
on Cn
(
Γm−1|0
)⊗G2n∫
Γm−1|2n
F =
∫
Rm|2n
δ(g)
∣∣∂x[g]∣∣F, ∫
Γm−1|2n
σx F = −
∫
Rm|2n
δ(g) ∂x[g]F, (22)
respectively.
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Remark 4.3. Proposition 8 assures that the sign of the superfunction g does not play a rôle in the
non-oriented case.
When g = g0, the integrals (22) reduce to the product of the classical real surface integration and
the Berezin integral, i.e.,∫
Γm−1|0
∫
B
F (w, x`) dSw,
∫
Γm−1|0
∫
B
n(w)F (w, x`) dSw, (23)
see formulae (17)-(18). We will now verify that, when restricted to the supersphere RS2m−1|2n, the
definition of the non-oriented surface integral still coincides with the one given in [7].
Proposition 11. The non-oriented integral over the supersphere RS2m−1|2n (R > 0) can be written as∫
RSm−1,2n
F = 2
∫
Rm
∫
B
δ(R2 + x2) |x|F (x) dVx = 2R
∫
Rm
∫
B
δ(x2 +R2)F (x) dVx. (24)
Proof. We first observe that ∂x[R2 + x2] = 2x. Following (22), the non-oriented surface integral of F
over the supersphere RSm−1,2n is given by∫
RSm−1,2n
F = 2
∫
Rm
∫
B
δ(R2 + x2) |x|F (x) dVx.
Let us prove now that, as in the classical case, one can substitute |x| = R in the above expression.
Consider the real distribution G(t) = δ(R2 − t)t 12 , t ≥ 0. Then, we can write in superspace
δ(R2 + x2) |x| = δ(R2 + x2) (−x2) 12 = G(−x2) = G(|x|2 − x` 2) =
n∑
j=0
(−x` 2)j
j!
G(j)(|x|2).
However, in the distributional sense, it is easily seen that G(t) = δ(R2 − t)t 12 = Rδ(t−R2), whence also
G(j)(t) = Rδ(j)(t−R2), j = 0, . . . , n. Substituting this in the above formula we obtain,
δ(R2 + x2) |x| = R
n∑
j=0
(−x` 2)j
j!
δ(j)(|x|2 −R2) = Rδ(R2 + x2),
which completes the proof. 
The non-oriented integration over the supersphere (24), and the integration of superfunctions over
real surfaces (23), have been studied in the literature, see e.g. [7, 13]. In particular, (24) was proven
to be an extension of the Pizzetti formula for polynomials. The simplest example for application of the
Pizzetti formulas is obtained when integrating the function F ≡ 1; which leads to the surface area of
the supersphere RSm−1,2n. Such an area will be computed next in order to show the simplest example
for this kind of integration. As mentioned before, new examples regarding to a super-paraboloid and a
super-hyperboloid will be treated in the next section.
Proposition 12. The surface area of the supersphere RSm−1,2n of radius R > 0 is given by
area(R Sm−1|2n) =

2piM/2
Γ(M2 )
RM−1, M /∈ −2N+ 2,
0 M ∈ −2N+ 2,
where M = m− 2n (m 6= 0) is the corresponding superdimension.
Proof. Using (24), the area of the surface RSm−1,2n is given by
area(RSm−1,2n) =
∫
RSm−1,2n
1 = 2R
∫
Rm
∫
B
δ(x2 +R2) dVx,
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where δ(x2 + R2) =
∑n
j=0
x` 2j
j! δ
(j)(R2 − |x|2) implies ∫
B
δ(x2 + R2) = pi−n δ(n)(R2 − |x|2). By the
co-ordinate changes x = rw, w ∈ Sm−1 and r = t 12 we get
area(RSm−1,2n) = 2Rpi−n
∫
Rm
δ(n)(R2 − |x|2) dVx
= 2Rpi−n
∫
Sm−1
(∫ ∞
0
δ(n)(R2 − r2) rm−1 dr
)
dSw
= pi−nAmR
∫ ∞
0
δ(n)(R2 − t)tm2 −1 dt
= pi−nAmR
dn
dtn
[
t
m
2 −1
] ∣∣∣∣
t=R2
= pi−nAm
n∏
j=1
(m
2
− j
)
Rm−2n−1, (25)
where for the special case n = 0 we put by convention
∏0
j=1
(
m
2 − j
)
:= 1. Since we consider m 6= 0, it
is easily seen that
n∏
j=1
(m
2
− j
)
=
{
Γ(m2 )
Γ(m2 −n)
M
2 /∈ −N+ 1,
0 M2 ∈ −N+ 1
whence substitution in (21) completes the proof. 
As for domain integrals, we can prove that Definition 3 does not depend on the choice of the defining
superfunction g for the surface Γm−1|2n.
Proposition 13. Let g = g0 + g and h = h0 + h be elements in C∞(Rm) ⊗ G(ev)2n having g0 and h0 as
their real valued bodies and g resp. h their nilpotent parts. Let us assume that ∂x[g0] 6= 0 on g−10 (0) and
h0 > 0 in Rm. Then,
i) δ(hg)∂x[hg] = δ(g)∂x[g], ii) δ(hg)|∂x[hg]| = δ(g)|∂x[g]|.
Proof. Using Propositions 6 and 7 we get δ(hg)∂x[hg] =
δ(g)
h (∂x[h]g + h∂x[g]) = δ(g)∂x[g], which proves
i). In addition, by Propositions 2 and 7 we get
δ(hg)|∂x[hg]| = δ(hg)
∣∣∂x[h]g + h∂x[g]∣∣ = δ(g)
h
[
h|∂x[g]|+ gF
(
h∂x[g], ∂x[h], g
)]
= δ(g)|∂x[g]|,
which proves ii). 
5 Other examples and applications
In this section we study some more examples of integration in superspace over domains and surfaces. To
that end, let us observe first that, as in the classical case, it is possible to define intersections amongst
domains as well as between a surface and domains in superspace.
Indeed, let Ωj (j = 1, . . . , k) be domains in superspace defined by the characteristic functions H(−gj)
with gj(x) = gj,0(x) +gj(x, x`) ∈ C∞(Rm)⊗G(ev)2n . The intersection Ωm|2n = ∩kj=1Ωk is naturally defined
as the domain with characteristic function H(−g1) . . . H(−gk). If we also consider a surface Γm−1|2n
defined by δ(g) with g(x) = g0(x) + g(x, x`) ∈ C∞(Rm) ⊗ G(ev)2n , the intersection Γm−1|2n ∩ Ωm|2n is
defined by the characteristic function δ(g)H(−g1) . . . H(−gk). The domain Ωm|2n = ∩kj=1Ωk plays the
same rôle in superspace as its associated region Ωm|0 :=
⋂k
j=1 {x ∈ Rm : gj,0(x) < 0} in Rm. In the same
way, Γm−1|2n ∩ Ωm|2n is the super-analogue of the intersection of the (m − 1)-surface Γm−1|0 = g−10 (0)
with the region Ωm|0.
Now assume that Ωm|0 has a compact closure and the body functions g0, g1,0, . . . , gk,0 have non
vanishing gradients on the respective surfaces g−10 (0), g
−1
1,0(0), . . . , g
−1
k,0(0). Hence, Definitions 1 and 3
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extend to Ωm|2n = ∩kj=1Ωk and Γm−1|2n ∩ Ωm|2n respectively by putting∫
Ωm|2n
F =
∫
Rm|2n
H(−g1) . . . H(−gk)F,∫
Γm−1|2n∩Ωm|2n
F =
∫
Rm|2n
δ(g)
∣∣∂x[g]∣∣H(−g1) . . . H(−gk)F,∫
Γm−1|2n∩Ωm|2n
σx F = −
∫
Rm|2n
δ(g) ∂x[g]H(−g1) . . . H(−gk)F.
5.1 Super-paraboloid of revolution
Let us consider the paraboloid of revolution in 3 real dimensions defined by
x3 = x
2
1 + x
2
2 = −xˆ2 where xˆ = x1e1 + x2e2.
We define its extension to superspace by means of the superfunction
g(x) = −xˆ2 − xm =
m−1∑
j=1
x2j −
n∑
j=1
x`2j−1x`2j − xm = |xˆ|2 − xm − x` 2 (m ≥ 2),
where, in this case, xˆ = x− xmem and xˆ = xˆ+ x` = x− xmem.
The set {x ∈ Rm : |xˆ|2 − xm ≤ 0} clearly is non compact. However, its intersection with the region
{x ∈ Rm : xm ∈ [0, h]} (h > 0) gives a compact subset composed by the interior and boundary of the
paraboloid xm = |xˆ|2 with height h > 0. This means that we can integrate over the domain (and surface)
defined by the superfunction g in superspace with the restriction xm < h. This object will be called the
super-paraboloid of revolution of height h > 0 and is denoted by SPm|2nh . More precisely, the domain and
surface associated to SPm|2nh are given by the characteristic functions
H(−g)H(h− xm), and δ(g)H(h− xm),
respectively.
Proposition 14. The volume of SPm|2nh is given by
vol(SP
m|2n
h ) =

pi
M−1
2
Γ(M+32 )
h
M+1
2 , M /∈ −2N+ 1,
0 M ∈ −2N+ 1.
(26)
Proof. Observe that
vol(SP
m|2n
h ) =
∫
Rm|2n
H(−g)H(h− xm) =
∫ h
0
(∫
Rm−1
∫
B
H(−g) dVxˆ
)
dxm.
Because H(−g) = H(xm−|xˆ|2 + x` 2) =
∑n
j=0
x` 2j
j! δ
(j−1)(xm−|xˆ|2) we have
∫
B
H(−g) = pi−n δ(n−1)(xm−
|xˆ|2). Hence, by formula (20) we get∫
Rm−1
∫
B
H(−g) dVxˆ = pi−n
∫
Rm−1
δ(n−1)(xm − |xˆ|2) dVxˆ = vol
(
x
1
2
m Bm−1|2n
)
,
which leads to ∫
Rm−1
∫
B
H(−g) dVxˆ =

pi
M−1
2
Γ(M+12 )
x
M−1
2
m , M /∈ −2N+ 1,
0 M ∈ −2N+ 1,
whence for M /∈ −2N+ 1 we obtain
vol(SP
m|2n
h ) =
pi
M−1
2
Γ(M+12 )
∫ h
0
x
M−1
2
m dxm =
pi
M−1
2
Γ(M+12 )
h
M+1
2
M+1
2
=
pi
M−1
2
Γ(M+32 )
h
M+1
2 ;
and vol(SPm|2nh ) = 0 for M ∈ −2N+ 1. 
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Remark 5.1. The above result is an extension of the volume formulae for the corresponding paraboloids
in the known classical cases m = 2, n = 0 and m = 3, n = 0.
• In the case m = 2, n = 0, the parabola SP 2|0h = {(x1, x2) ∈ R2 : x21 ≤ x2 ≤ h} is known to have
the volume (i.e. area in R2)
2h3/2 −
∫ h 12
−h 12
x21 dx1 =
4
3
h
3
2 .
This is exactly the result obtained when substituting M = 2 in (26).
• In the case m = 3, n = 0, SP 3|0h = {(x1, x2, x3) ∈ R3 : x21 + x22 ≤ x3 ≤ h} is the body generated
by the rotation of the curve x3 = x21 around the x3-axis from x1 = 0 to x1 = h
1
2 . The volume of
SP
3|0
h is known to be
2pi
∫ h 12
0
x1(h− x21) dx1 =
pi
2
h2,
coinciding with the result obtained when evaluating (26) for M = 3.
Proposition 15. The surface area of SPm|2nh for M > 1 is given by
area(SP
m|2n
h ) =
pi
M−1
2
Γ
(
M+1
2
)hM−12 2F1(−1
2
,
M − 1
2
;
M + 1
2
;−4h
)
, (27)
where 2F1(a, b; c; z) denotes the hypergeometric function, see [1, p. 64].
Proof. In this case,
area(SP
m|2n
h ) =
∫
Rm|2n
δ(g)
∣∣∂x[g]∣∣H(h− xm) = ∫ h
0
(∫
Rm−1
∫
B
δ(g)
∣∣∂x[g]∣∣ dVxˆ) dxm.
We recall that ∂x = ∂xˆ − ∂xmem. Then ∂x[g] = (∂xˆ − ∂xmem)(−xˆ2 − xm) = −∂xˆ[xˆ2] + ∂xm [xm]em =
−2xˆ+ em, which leads to
∣∣∂x[g]∣∣ = (−4xˆ2 + 1) 12 .
Let us now consider the distribution D(t) = δ(t − xm)(4t + 1) 12 , (t > 0). The evaluation of D in
−xˆ2 = |xˆ|2 − x` 2 equals δ(g) ∣∣∂x[g]∣∣ and is given by
D(−xˆ2) =
n∑
j=0
(−1)j x` 2j
j!
D(j)
(|xˆ|2) , implying ∫
B
D(−xˆ2) = (−1)npi−nD(n) (|xˆ|2) .
Then,
area(SP
m|2n
h ) = (−1)npi−n
∫ h
0
(∫
Rm−1
D(n)
(|xˆ|2) dVxˆ) dxm.
By the change of variables xˆ = rw, r > 0, w ∈ Sm−2 we get dVxˆ = rm−2dr dSw and
(−1)npi−n
∫
Rm−1
D(n)
(|xˆ|2) dVxˆ = (−1)npi−n ∫
Sm−2
(∫ +∞
0
D(n)
(
r2
)
rm−2 dr
)
dSw
=
(−1)npi−nAm−1
2
∫ +∞
0
D(n) (t) t
m−3
2 dt
=
pi−nAm−1
2
∫ +∞
0
D (t)
dn
dtn
[
t
m−3
2
]
dt
=
pi−nAm−1
2
Γ
(
m−1
2
)
Γ
(
m−1
2 − n
) ∫ +∞
0
δ (t− xm) (4t+ 1) 12 t
m−3
2 −n dt
=
pi
M−1
2
Γ
(
M−1
2
) (4xm + 1) 12 xM−32m ,
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whence,
area(SP
m|2n
h ) =
pi
M−1
2
Γ
(
M−1
2
) ∫ h
0
(4xm + 1)
1
2 x
M−3
2
m dxm =
pi
M−1
2
Γ
(
M−1
2
)hM−12 ∫ 1
0
(4th+ 1)
1
2 (t)
M−3
2 dt,
where the last equality has been obtained from the change of variable xm = ht.
Let us now compute the last integral which only converges when M > 1. To that end, we first recall
Euler’s integral representation formula for hypergeometric functions, see Theorem 2.2.1 [1, p. 65]. For
a, b, c ∈ R such that c > b > 0 , the hypergeometric function 2F1(a, b; c; z) can be written as
2F1(a, b; c; z) =
Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
(1− zt)−a tb−1 (1− t)c−b−1 dt. (28)
Writing a = − 12 , b = M−12 , c = b+ 1 = M+12 and z = −4h we obtain for M > 1 that∫ 1
0
(4th+ 1)
1
2 (t)
M−3
2 dt =
2
M − 1 2F1
(
−1
2
,
M − 1
2
;
M + 1
2
;−4h
)
,
from which the result follows. 
Remark 5.2. Similar to the volume (see Remark 5.1), by (27) we obtain an extension of the surface
area of the corresponding paraboloids for the known cases m = 2, n = 0 and m = 3, n = 0.
• In the case m = 2, n = 0, SP 2|0h is known to have the surface area (i.e. length in this case)∫ h 12
−h 12
(
1 + 4x21
) 1
2 dx1 = h
1
2 (1 + 4h)
1
2 +
sinh−1(2h
1
2 )
2
.
Substituting M = 2 in (27) we get the same result:
area(SP
2|0
h ) = 2h
1
2 2F1
(
−1
2
,
1
2
;
3
2
;−4h
)
= h
1
2 (1 + 4h)
1
2 +
sinh−1(2h
1
2 )
2
.
• In the case m = 3, n = 0, the paraboloid SP 3|0h is known to have the surface area
2pi
∫ h
0
x
1
2
3
(
1 +
1
4x3
) 1
2
dx3 =
pi
6
[
(4h+ 1)
3
2 − 1
]
.
Substituting M = 3 in (27) we again get the same result:
area(SP
3|0
h ) = pih 2F1
(
−1
2
, 1; 2;−4h
)
=
pi
6
[
(4h+ 1)
3
2 − 1
]
.
5.2 Super-hyperboloid of revolution
In 3 real dimensions, we consider the one-sheeted hyperboloid of revolution obtained by rotating the
hyperbola x21 − x23 = 1 around the x3-axis. The Cartesian equation of this hyperboloid is
x21 + x
2
2 − x23 = 1.
We define its extension to superspace by means of the superfunction
g(x) =
m−1∑
j=1
x2j − x2m −
n∑
j=1
x`2j−1x`2j − 1 = −xˆ2 − 1− x2m. (m ≥ 2).
Observe that the set {x ∈ Rm : |xˆ|2 − x2m − 1 ≤ 0} is non compact. However, its intersection with the
region {x ∈ Rm : xm ∈ [−h, h]} (h > 0) gives a compact set (symmetric with respect to the plane xm = 0)
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that is composed of the interior and the boundary of the hyperboloid |xˆ|2 − x2m = 1 in Rm with half
height h. This means that we can integrate over the domain (and surface) defined by the superfunction g
with the restrictions −h ≤ xm ≤ h. This object will be called the super-hyperboloid of revolution of half
height h > 0 and is denoted by SHm|2nh . The domain and surface associated to SH
m|2n
h are given by the
characteristic functions
H(−g)H(h− xm)H(h+ xm), and δ(g)H(h− xm)H(h+ xm),
respectively.
Proposition 16. The volume of SHm|2nh is given by
vol(SH
m|2n
h ) =
 2hpi
M−1
2
Γ(M+12 )
2F1
(
1−M
2 ,
1
2 ;
3
2 ;−h2
)
, M /∈ −2N+ 1,
0, M ∈ −2N+ 1.
(29)
Proof. Observe that
vol(SH
m|2n
h ) =
∫
Rm|2n
H(−g)H(h− xm)H(h+ xm) =
∫ h
−h
(∫
Rm−1
∫
B
H(xˆ2 + x2m + 1) dVxˆ
)
dxm,
where∫
B
H(xˆ2+x2m+1) =
∫
B
H(x2m+1−|xˆ|2+x`2) =
n∑
j=0
∫
B
x` 2j
j!
δ(j−1)(x2m+1−|xˆ|2) = pi−n δ(n−1)(x2m+1−|xˆ|2).
Using (20) we obtain,∫
Rm−1
∫
B
H(xˆ2 + x2m + 1) dVxˆ = pi
−n
∫
Rm−1
δ(n−1)(x2m + 1− |xˆ|2) dVxˆ = vol
(
(x2m + 1)
1
2Bm−1|2n
)
.
Hence,
∫
Rm−1
∫
B
H(xˆ2 + x2m + 1) dVxˆ =
 pi
M−1
2
Γ(M+12 )
(x2m + 1)
M−1
2 , M /∈ −2N+ 1,
0, M ∈ −2N+ 1.
This implies, for M ∈
−2N+ 1, that vol(SHm|2nh ) = 0. But for M /∈ −2N+ 1 we have
vol(SH
m|2n
h ) =
2pi
M−1
2
Γ
(
M+1
2
) ∫ h
0
(x2m + 1)
M−1
2 dxm =
hpi
M−1
2
Γ
(
M+1
2
) ∫ 1
0
(1 + h2t)
M−1
2 t−
1
2 dt,
where the last integral has been obtained from the change of variable t = x
2
m
h2 . Using Euler’s integral
representation formula (28) for hypergeometric functions we get for a = 1−M2 , b =
1
2 , c = b+ 1 =
3
2 and
z = −h2 that
1
2
∫ 1
0
(1 + h2t)
M−1
2 t−
1
2 dt = 2F1
(
1−M
2
,
1
2
;
3
2
;−h2
)
,
which completes the proof. 
Remark 5.3. Formula (29) constitutes an extension of the volume formulas for the corresponding hy-
perboloids in the classical cases m = 2, n = 0 and m = 3, n = 0.
• In the case m = 2, n = 0, the hyperbola SH2|0h = {(x1, x2) ∈ R2 : x21 − x22 ≤ 1, −h ≤ x2 ≤ h} is
known to have the volume (i.e. area in R2)
2
∫ h
−h
(1 + x22)
1
2 dx2 = 2
[
h(h2 + 1)
1
2 + sinh−1(h)
]
,
while evaluating (29) for M = 2 gives
vol(SH
2|0
h ) = 4h 2F1
(−1
2
,
1
2
;
3
2
;−h2
)
= 2
[
h(h2 + 1)
1
2 + sinh−1(h)
]
.
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• In the case m = 3, n = 0, SH3|0h = {(x1, x2, x3) ∈ R3 : x21 + x22 − x3 ≤ 1, −h ≤ x3 ≤ h} is known
to have the volume
pi
∫ h
−h
(x23 + 1) dx3 = 2pih
(
1 +
h2
3
)
,
while substituting M = 3 in (29) yields
vol(SH
3|0
h ) = 2hpi 2F1
(
−1, 1
2
;
3
2
;−h2
)
= 2pih
(
1 +
h2
3
)
.
Proposition 17. The surface area of SHm|2nh is given by
area(SH
m|2n
h ) =

4hpi
M−1
2
Γ
(
M−1
2
) F1(1
2
;−1
2
,
3−M
2
;
3
2
;−2h2,−h2
)
, M /∈ −2N+ 3,
0, M ∈ −2N+ 3,
(30)
where F1(a; b1, b2; c; z1, z2) denotes Appell’s hypergeometric function, see [2, p. 73].
Proof. Observe that
area(SH
m|2n
h ) =
∫
Rm|2n
δ(g) |∂x[g]|H(h− xm)H(h+ xm) =
∫ h
−h
(∫
Rm−1
∫
B
δ(g) |∂x[g]| dVxˆ
)
dxm,
where ∂x[g] = −(∂xˆ − ∂xmem)(xˆ2 + x2m + 1) = −∂xˆ[xˆ2] + ∂xm [x2m]em = −2xˆ + 2xmem. Then, |∂x[g]| =
2|xˆ− xmem| = 2
(−xˆ2 + x2m) 12 . Using Proposition 8, we write
δ(g) |∂x[g]| = 2δ
(
xˆ2 + x2m + 1
) (−xˆ2 + x2m) 12 = K(−xˆ2),
where K denotes the distribution K(t) = 2δ
(
x2m + 1− t
) (
t+ x2m
) 1
2 . Moreover
K(−xˆ2) = K(|xˆ|2 − x` 2) =
n∑
j=0
(−1)nx` 2j
j!
K(j)(|xˆ|2),
whence ∫
B
δ(g) |∂x[g]| =
∫
B
K(−xˆ2) = (−1)npi−nK(n)(|xˆ|2),
and finally
area(SH
m|2n
h ) =
∫ h
−h
(∫
Rm−1
(−1)npi−nK(n)(|xˆ|2) dVxˆ
)
dxm.
Direct computations yield
(−1)npi−n
∫
Rm−1
K(n)(|xˆ|2) dVxˆ = (−1)npi−n
∫
Sm−2
(∫ ∞
0
K(n)(r2)rm−2 dr
)
dSw
=
(−1)npi−nAm−1
2
∫ ∞
0
K(n)(t)t
m−3
2 dt
=
pi−nAm−1
2
∫ ∞
0
K(t)
dn
dtn
[
t
m−3
2
]
dt
=
pi−nAm−1
2
n∏
j=1
(
m− 1
2
− j
)∫ ∞
0
K(t)t
M−3
2 dt,
where for the special case n = 0 we put by convention
∏0
j=1
(
m−1
2 − j
)
:= 1. For M−32 ∈ −N, it
immediately follows that
∏n
j=1
(
m−1
2 − j
)
= 0 and in consequence area(SHm|2nh ) = 0. But for
M−3
2 /∈ −N
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we have,
(−1)npi−n
∫
Rm−1
K(n)(|xˆ|2) dVxˆ = pi
−nAm−1
2
Γ
(
m−1
2
)
Γ
(
m−1
2 − n
) ∫ ∞
0
2δ
(
x2m + 1− t
) (
t+ x2m
) 1
2 t
M−3
2 dt
=
2pi
M−1
2
Γ
(
M−1
2
) (2x2m + 1) 12 (x2m + 1)M−32 .
Thus,
area(SH
m|2n
h ) =
4pi
M−1
2
Γ
(
M−1
2
) ∫ h
0
(
2x2m + 1
) 1
2 (x2m + 1)
M−3
2 dxm
=
2hpi
M−1
2
Γ
(
M−1
2
) ∫ 1
0
(2h2t+ 1)
1
2 (h2t+ 1)
M−3
2 t−
1
2 dt, (31)
where the last equality has been obtained by the change of variable t = x
2
m
h2 . The last integral can be
written in terms of the so-called Appell’s hypergeometric function of the first kind. Such a function
constitutes an extension of the hypergeometric function of two variables and it is defined by
F1(a; b1, b2; c; z1, z2) =
∞∑
j,k=0
(a)j+k (b1)j (b2)k
(c)j+k j! k!
zj1z
k
2 ,
see [2, Chapter IX] for more details. We now recall the integral representation of F1(a, b1, b2; c; z1, z2),
see [2, p. 77]:
F1(a; b1, b2; c; z1, z2) =
Γ(c)
Γ(a)Γ(c− a)
∫ 1
0
ta−1(1− t)c−a−1(1− z1t)−b1(1− z2t)−b2 dt, (c > a > 0).
Taking a = 12 , b1 = − 12 , b2 = 3−M2 , c = a+ 1 = 32 , z1 = −2h2 and z2 = −h2 we obtain,∫ 1
0
(2h2t+ 1)
1
2 (h2t+ 1)
M−3
2 t−
1
2 dt = 2F1
(
1
2
;−1
2
,
3−M
2
;
3
2
;−2h2,−h2
)
. (32)
Finally, substitution of (32) into (31) yields (30). 
Remark 5.4. Similarly to the previous results, (30) extends the known formulae for the surface area of
the corresponding hyperboloids in the classical cases m = 2, n = 0 and m = 3, n = 0.
• The hyperbola SH2|0h (see Remark 5.3) is known to have the surface area (i.e. length in this case)
S = 4
∫ (1+h2) 12
1
(2x21 − 1)
1
2 (x21 − 1)−
1
2 dx1 = 2h
∫ 1
0
(2h2t+ 1)
1
2 t−
1
2 (h2t+ 1)−
1
2 dt,
where we have used the change of variable x1 = (th2 + 1)
1
2 , 0 ≤ t ≤ 1. Then (32) immediately
shows that S = 4hF1
(
1
2 ,− 12 , 12 ; 32 ;−2h2,−h2
)
which is the same result obtained when substituting
M = 2 in (30).
• The hyperboloid SH3|0h is known to have the surface area
2pi
∫ h
−h
(2x23 + 1)
1
2 dx3 = pi
[
2h(2h2 + 1)
1
2 + 2
1
2 sinh−1(2
1
2h)
]
.
On the other hand, substituting M = 3 in (30) we obtain
area(SH
3|0
h ) = 4hpi F1
(
1
2
;−1
2
, 0;
3
2
;−2h2,−h2
)
= pi
[
2h(2h2 + 1)
1
2 + 2
1
2 sinh−1(2
1
2h)
]
.
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6 Distributional Cauchy-Pompeiu formula in superspace
The integration over general domains and surfaces in superspace introduced in section 4 allows to extend
and unify the respective known versions of the Cauchy-Pompeiu formulae in superspace. In [7, 13], the
following Cauchy-Pompeiu formula was proven for bounded domains Ω ⊂ Rm:∫
∂Ω
∫
B
ν
m|2n
1 (x− y)n(x)G(x) dSx +
∫
Ω
∫
B
ν
m|2n
1 (x− y) (∂xG(x)) dVx =
{
−G(y), y ∈ Ω,
0, y /∈ Ω, (33)
where νm|2n1 is the fundamental solution of the super Dirac operator ∂x, see [12]. The proof of this
formula runs along similar lines as the traditional approach (see e.g. [14, p. 147]). It does not require the
use of distributions since it only considers integration over real sets composed with the Berezin integral.
In [7], another version of the Cauchy-Pompeiu formula was obtained for the unit supersphere Sm−1,2n.
Its proof is based on (33) and uses the distributional approach on the supersphere described in Example
1:∫
Rm|2n
ν
m|2n
1 (x−y)2xδ(x2+1)G(x)+
∫
Rm|2n
ν
m|2n
1 (x−y)H(x2+1) (∂xG(x)) =
{
−G(y), y ∈ Bm,
0, y /∈ Bm. (34)
Both formulae generalize, in a certain way, the classical Cauchy-Pompeiu theorem in Rm; see e.g. [14,
p. 147]. Yet this extension is not complete. Indeed, formulas (33) and (34) only allow for integration
over real domains (and surfaces) and the superball (and supersphere) respectively. In this section we
show how our general integration approach allows to obtain a distributional Cauchy-Pompeiu formula in
superspace for which (33)-(34) are obtained as particular cases.
We start with the following Stokes theorem in superspace.
Theorem 1 (Distributional Stokes Theorem, [7]). Let F,G ∈ C∞(Ω) ⊗ G2n ⊗ Cm,2n and α ∈
E ′ ⊗G(ev)2n a distribution with compact support such that suppα ⊂ Ω ⊂ Rm. Then,∫
Rm|2n
(F∂x)αG+ Fα (∂xG) = −
∫
Rm|2n
F (∂xα)G. (35)
Proof. The proof is based in two fundamental observations: the support of α is compact and the operator∫
B
∂x`j is identically zero. Hence, for F,G ∈ C∞(Ω)⊗G2n we have∫
Rm
∂xj [FαG] = 0,
∫
B
∂x`j [FαG] = 0.
But ∂x[FαG] = (∂xF )αG+ Fα(∂xG) + F (∂xα)G, and by (6) we get
∂x`[F
∗αG] = (∂x`F ∗)αG+ F (∂x` αG) = −(F∂x`)αG+ Fα(∂x`G) + F (∂x` α)G,
whence, ∫
Rm|2n
(∂xF )αG+ Fα(∂xG) = −
∫
Rm|2n
F (∂xα)G, (36)∫
Rm|2n
−(F∂x`)αG+ Fα(∂x`G) = −
∫
Rm|2n
F (∂x` α)G. (37)
Subtracting (36) from (37) we get (35) for F,G ∈ C∞(Ω) ⊗ G2n. The extension to Clifford valued
functions in C∞(Ω)⊗G2n⊗Cm,2n is easily done by multiplying from the left and from the right with the
corresponding Clifford generators ej , ej` . 
In particular, if we take α = H(−g) with g ∈ C∞(Rm) ⊗ G(ev)2n such that {g0 ≤ 0} is compact, we
obtain a Stokes formula in superspace compatible with the notions of domain and surface integrals that
we have introduced in section 4.
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Corollary 1. Let g = g0 +g ∈ C∞(Rm)⊗G(ev)2n such that {g0 ≤ 0} is compact and ∂x[g0] 6= 0 on g−10 (0).
Then, for F,G ∈ C∞(Ω)⊗G2n ⊗ Cm,2n such that {g0 ≤ 0} ⊂ Ω one has∫
Rm|2n
H(−g) [(F∂x)G+ F (∂xG)] =
∫
Rm|2n
Fδ(g)∂x[g]G. (38)
Proof. The support of H(−g) clearly is {g0 ≤ 0}, which is compact. Then (38) is the result of substituting
α = H(−g) in (35) and proving that ∂x[H(−g)] = −∂x[g]δ(g). Indeed, by (10) we get
∂xk [H(−g)] = ∂xk [H(−g0)] +
n∑
j=1
∂xk
[
(−g)j
j!
δ(j−1)(−g0)
]
= −δ(g0)∂xk [g0] +
n∑
j=1
(−1)j
(
(g)j−1
(j − 1)!∂xk [g]δ
(j−1)(−g0)− (g)
j
j!
δ(j)(−g0)∂xk [g0]
)
= −∂xk [g0]
n∑
j=0
(−g)j
j!
δ(j)(−g0)− ∂xk [g]
n−1∑
j=0
(−g)j
j!
δ(j)(−g0)
= −∂xk [g0]δ(g)− ∂xk [g]
(
δ(g)− g
n
n!
δ(n)(g0)
)
= −∂xk [g]δ(g),
the last equality being obtained on account of the nilpotency of the element ∂xk [g] which implies
∂xk [g]g
n = 0.
Using formula (6) we easily get by induction that ∂x`k [gj ] = jgj−1∂x`k [g]. Then,
∂x`k [H(−g)] =
n∑
j=1
∂x`k
[
(−g)j
j!
δ(j−1)(−g0)
]
= −
n∑
j=1
(−g)j−1
(j − 1)! ∂x`k [g]δ
(j−1)(−g0)
= −∂x`k [g]
(
δ(g)− g
n
n!
δ(n)(g0)
)
= −∂x`k [g]δ(g).
Now, one easily concludes that ∂x[H(−g)] = −∂x[g]δ(g). 
In order to prove the distributional Cauchy-Pompeiu formula, we must observe first that we can
substitute F in the Stokes formula (35) by any distribution with singular support disjoint from the
singular support of α. Let us make this more precise. We first recall that the singular support sing suppα
of the distribution α ∈ D′ is defined by the statement that x /∈ sing suppα if and only if there exists
a neighborhood Ux of x ∈ Rm such that the restriction of α to Ux is a smooth function. Given two
distributions α, β ∈ D′ such that sing suppα ∩ sing supp β = ∅, the product of distributions αβ is well
defined by the formula
〈αβ, φ〉 = 〈α, βχφ〉+ 〈β, α(1− χ)φ〉, φ ∈ C∞(Rm), (39)
where χ ∈ C∞(Rm) is equal to zero in a neighborhood of sing supp β and equal to one in a neighborhood
of sing suppα. It is easily seen that if α, β ∈ D′ vanish in Ω ⊂ Rm then the product αβ vanishes in Ω
as well. Hence suppαβ ⊂ suppα ∪ supp β. As a consequence, if α and β have compact supports (i.e.
α, β ∈ E ′) then αβ also has compact support (i.e. αβ ∈ E ′). The product (39) is associative, commutative
and satisfies the Leibniz rule. More information about multiplication of distributions can be found in
[6, 16].
The notion of singular support can be extended to distributions α ∈ D′ ⊗G2n by the statement that
x /∈ sing suppα if and only if there exists a neighborhood Ux of x ∈ Rm such that the restriction of α to
Ux belongs to C∞(Ux)⊗G2n. In this way we obtain for every α ∈ D′ ⊗G2n of the form (9) that
sing suppα =
⋃
A⊂{1,...,n}
sing suppαA.
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In the same way, we define the product of superdistributions α, β ∈ D′ ⊗ G2n with sing suppα ∩
sing supp β = ∅ by
αβ =
∑
A,B⊂{1,...,n}
αAβB x`A x`B , (40)
where the distribution αAβB is to be understood in the sense of (39).
Going back to the proof of the Stokes formula (35), we have that∫
Rm
∂xj [βαG] dVx = 0, and
∫
B
∂x`j [βαG] = 0.
where α ∈ E ′⊗G(ev)2n and β ∈ E ′⊗G2n are such that sing suppα∩sing supp β = ∅. Hence, we can repeat
the proof of Theorem 1 to obtain (35) but with F ∈ E ′⊗G2n⊗Cm,2n with sing suppα∩sing suppF = ∅.
Applying this reasoning to (38), for which we are considering α = H(−g), we immediately obtain the
following consequence.
Corollary 2. Let g = g0 + g ∈ C∞(Rm) ⊗ G(ev)2n such that {g0 ≤ 0} is compact and ∂x[g0] 6= 0 on
g−10 (0). Moreover let β ∈ E ′ ⊗ G2n ⊗ Cm,2n such that sing supp β ∩ g−1(0) = ∅. Then, for every
G ∈ C∞(Ω)⊗G2n ⊗ Cm,2n such that {g0 ≤ 0} ⊂ Ω one has∫
Rm|2n
H(−g) [(β∂x)G+ β (∂xG)] =
∫
Rm|2n
βδ(g)∂x[g]G, (41)
where the distributional products H(−g)(β∂x), H(−g)β, βδ(g) are understood in the sense of (40)-(39).
Proof. It suffices to note that sing suppH(−g) = g−10 (0). 
In [12], the fundamental solution of the super Dirac operator ∂x was calculated to be,
ν
m|2n
1 = pi
n
n−1∑
k=0
22k+1k!
(n− k − 1)! ϕ
m|0
2k+2x`
2n−2k−1 − pin
n∑
k=0
22kk!
(n− k)! ϕ
m|0
2k+1x`
2n−2k,
where ϕm|0j is the fundamental solution of ∂
j
x. Observe that ν
m|0
1 = −ϕm|01 . The superdistribution νm|2n1
satisfies
∂xν
m|2n
1 (x) = δ(x)
pin
n!
x` 2n = δ(x) = ν
m|2n
1 (x)∂x,
where δ(x) = δ(x)pi
n
n! x`
2n defines the Dirac distribution on the supervector variable x and δ(x) =
δ(x1) · · · δ(xm) is the m-dimensional real Dirac distribution. It is easily seen that
〈δ(x− y), G(x)〉 =
∫
Rm|2n
δ(x− y)G(x) = G(y) or equivalently,

∫
Rm
δ(x− y)GA(x) dVx = GA(y),
pin
n!
∫
B
(x`− y`)2n x`A = y`A,
(42)
where y = y + y` and G ∈ C∞(Uy)⊗G2n with Uy ⊂ Rm being a neigborhood of y.
In (41) we can effectuate the substitution β = νm|2n1 (x − y) with y = y + y` such that g0(y) 6= 0.
Indeed, it is easily seen that sing supp νm|2n1 (x− y) = {y}. In this way we get∫
Rm|2n
δ(x− y)H(−g(x))G(x)
=
∫
Rm|2n
ν
m|2n
1 (x− y) δ(g(x)) (∂xg(x))G(x)−
∫
Rm|2n
ν
m|2n
1 (x− y)H(−g(x)) (∂xG(x)) . (43)
Let us now examine the distributional product
δ(x− y)H(−g(x)) = pi
n
n!
(x`− y`)2n
n∑
j=0
(−g(x))j
j!
δ(x− y)δ(j−1)(−g0(x)).
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It is clearly seen that sing supp δ(x − y) = {y} and sing supp δ(j−1)(−g0(x)) = g−10 (0) whence (39)
immediately shows for g0(y) 6= 0 that
δ(x− y)δ(j−1)(−g0(x)) = 0, j = 1, . . . , n.
Thus δ(x− y)H(−g(x)) = δ(x− y)H(−g0(x)) and then, (42) yields∫
Rm|2n
δ(x− y)H(−g(x))G(x) =
∫
Rm|2n
δ(x− y)H(−g0(x))G(x) = H(−g0(y))G(y). (44)
Substituting (44) into (43) we obtain the following distributional Cauchy-Pompeiu formula in superspace.
Theorem 2. Let g = g0 +g ∈ C∞(Rm)⊗G(ev)2n such that {g0 ≤ 0} is compact and ∂x[g0] 6= 0 on g−10 (0).
Then, for G ∈ C∞(Ω)⊗G2n ⊗ Cm,2n such that {g0 ≤ 0} ⊂ Ω one has∫
Rm|2n
ν
m|2n
1 (x−y) δ(g(x)) (∂xg(x))G(x)−
∫
Rm|2n
ν
m|2n
1 (x−y)H(−g(x)) (∂xG(x)) =
{
G(y), g0(y) < 0,
0, g0(y) > 0.
(45)
As mentioned before, Theorem 2 extends and unifies the known Cauchy-Pompeiu formulae (33) and
(34) (see Theorems 7 and 11 in [7]). Indeed, in the particular case g = g0, formula (33) immediately
follows from (45). On the other hand, for g(x) = −x2 − 1, formula (45) yields the supersphere case (34).
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