Introduction
Classically, visual servoing systems are divided in two categories [8, 41, position-based and image-based, which differ in the nature of the inputs used in their respective control schemes: Cartesian frames and image features respectively.
However, neither of them is completely satisfactory. As explained in [l] , in the position-based scheme it is impossible to ensure that the object will always remain in the camera field of view during the servoing task.
On the other hand, image-based control may imply unpredictable inadequate camera motion, leading to possible local minima and the nearing of task singularities.
The motivation of our work is the development of a new visual servoing method with the advantages of both schemes: Guarantee that the object remains in the field of view of the camera, Prediction of the motion of the camera, and Inexistence of local minima or singularities.
Our approach is based on the extraction of the object pose from the image.
Thus, the main P. Martinet Since our model is pose-based, it is free of local minima or singularities at control level, such difficulties being reported on the pose estimation algorithm. Additionally, the input is the pose of the object, resulting in an zndzrect image control. As we will demonstrate, the object will remain in the camera field of view, in the absence of calibration errors. The trajectory of the object in the camera frame can be easily determined, which in turn allows the off-line computation of the trajectory of the camera, as long as that the object remains static.
The difference between the presented approach <and other pose-based schemes [9, 61 is the coordinate frame with respect to which the task is defined. The proposed frame will allow an easier computation of the trajectories, as shown in Section 2.
The following development is founded on the task functzon approach, which was applied to visual servoing in [3] . For extensive information about this approach, the interested reader may refer to [7] .
In the following, the reader is assumed to be familiar with coordinate frames and transformations. A brief overview of these concepts in the context of visual servoing is given in [4] . Since our notation slightly differs from the one proposed in the mentioned paper, the main concepts are remarked below.
Notation
A frame a is represented by 3a and the transformation between frames a and b is aTb, which also specifies the pose, i.e. the position and orientation, of frame b with respect to frame a.
Therefore, a transformation consists of a rotation component "Rt, which denotes the orientation between In the development, we parametrize a rotation by the product u8 of the corresponding axis and angle. Sometimes, we need to come back to a rotation matrix which will be represented as R(u8).
A velocity screw in frame a consists of a translational and an angular velocity in the referred frame, and it is represented by Finally, cross products are represented in matrix form, Let Fo be the coordinate frame attached to the observed object, 3" and 3 d the coordinate frames associated to the current and desired camera poses, as depicted in Figure 1 . Let "To and dTo be the transformations between the camera and object frames, for the current and desired camera poses respectively. Let us define a new frame 3p, rigidly attached to the current camera frame, as:
that is, the transformation between the current camera frame and the defined one is the same as that of the desired camera frame and the object frame. The key is to define the error vector in the new frame, instead of defining it in the camera frame as usual. The pose of the object is then: which can be calculated since dTo is given, and "To is reconstructed from the current image and the model of the object. If an exponential decoupled convergence of the task function is imposed then e = -Xe (8) which is a vectorial differential equation whose solution is e ( t ) = e(0)e-xt (9) and, following the definition of the error, Pto(t) = Pto(0)e-xt U q t ) = u q O ) e -X t (10) where (11) and where uO(0) are the axis and the angle which correspond to the rotation matrix:
The trajectory of the object in the camera frame
2.1
The trajectory of the object in the camera frame "to(t) is very important, since such trajectory determines whether the object remains within the vision field of the camera or not. Thus, "to(t) = "F$,Pt,(t) + "tP = CRpPt,(0)e-Xt + "t, (13) where it should be noted that both 'Rp and "t, are constant since the frame 3, is rigidly attached to the camera frame.
When t = 0,
Then,
which is simply a straight line trajectory from the initial position "to(0) to the desired one dto, the exponential factor only affecting the velocity along such line. The orientation of the object with respect to the camera frame can also be obtained. From Equation 10,
and by changing the coordinate frame,
which is a composition of the constant rotation dR, and the variable rotation around the constant axis U , as given in Equation 12. In all of the above development, no calibration errors have been taken into account.
Image point trajectories
In the proposed framework, image features (points) are not directly controlled. However, since the trajectory of the object in the camera frame is known, it is possible to calculate the trajectory of each point in the camera frame and even its trajectory in the image plane.
If the angle of rotation 6' between the current and desired poses of the object with respect to the camera is small, then we will demonstrate that each object point follows a straight line trajectory in 3D space from its initial to its final position. Thus, the projection of each point describes a straight line from its initial to its final position in the image plane too.
The trajectory of a point i, which is rigidly attached to the object, is " t i ( t ) = "R,(t)"ti + "to(t) (18) where "ti is the position of such point in the object frame. Since the point is rigidly attached, this position is constant.
From Equations 15 and 17 "ti(t) = dR,R(~6'(0)e-Xt)oti
A rotation matrix with axis U and angle 6 ' can be expressed as (20) which, if 6' is small, leads to, Thus, the trajectory of the object point is
which is effectively a straight line from its initial to its final position in the camera frame. Consequently, its projection is a straight line joining its initial and final position in the image plane. From the point of view of the image, such behavior is the same as the one produced by classic imagebased visual servoing, where the task error is defined in terms of image points. In this last approach, image points are constrained to follow straight lines even in the pressence of high orientation variations, thus frequently causing inadequate camera motions [I].
Advantages of the proposed coordinate frame
The key advantage of the proposed framework is that the trajectory of the object in the camera frame is known, and the object is likely to remain within the camera field (in the absence of high calibration and/or model errors).
However, one might wonder about the need of introducing a new coordinate frame 3, instead of using directly the current camera frame Fc.
Effectively, if the error vector is defined in 3c, then the trajectory of the object is exactly the same as given in Equation 15.
The difference between choosing either of the two frames concerns only the orientation of the object. If the error vector is defined in the camera frame, then s* is no longer null, and:
where ucec and u d e d are respectively the axes and angles which correspond to the rotation matrices "R,(O) and dR,.
Solving the differential equation leads to:
The problem now is that, in the general case, the orientation of the axis of rotation changes, since it is a linear combination of the two not-necessarily-parallel vectors U, and u d . Only if these vectors are parallel or any of them is null, then the axis of rotation is constant. This is clearly a disadvantage of the camera frame, which motivates the introduction of frame T P . A constant rotation axis not only produces simpler trajectories, but it also allows the determination of the trajectories of object points, as described before, and an easier calculation of the velocity screw, as shown in next section. 
Control law
Let us calculate the control law which achieves the desired exponential decoupled convergence, as imposed in Equation 8. Using the task function approach [7] , the velocity screw is,
where L, is the interaction matrix which relates the derivatives of the feature vector and the velocity screw:
The interaction matrix for the defined feature vector is.
where L, is the submatrix which relates the rotational components:
One should note that the precedent simplification cannot be applied in the camera frame The computation of the control law consists of three steps:
1. Obtain "to and "R, from the current image and the model of the observed object with a reconstructmion algorithm (e.g. a fast algorithm is proposed in [a] ).
2.
Calculate u0 as shown in Equation 38.
3.
Compute the velocity screw in the camera frame 'V as given by Equation 37. This screw can be readily transformed to the end-effector or base frame and, via the Jacobian of the robot, to joint velocities.
As explained in the literature which allows to calculate the trajectory of the camera in terms of the trajectory of the object in the camera frame and the pose of the object on the absolute frame. Since the trajectory of the object in the camera frame is described by Equations 15 and 17, the trajectory of the camera can be completely expressed in terms of the task parameters ("T,(O), dTo, To):
where u0 are the axis and the angle which correspond to the rotation matrix (cRo(0))-'dR,.
Experimental results
The control law has been implemented on a robotic platform with 6 degrees of freedom and an eye-in-hand configuration. The target object is composed of four points which define a tetrahedron. The pose of the Table 1 .
The proposed control law has been experimented together with position-based and image-based ones. However, the classic approaches do not converge and simulated results are provided. The position-based approach failed due to the object going out of the camera field of view (see Figure 2 ) . On the other hand, in both image-based visual servoing and our approach, the object remained always in the camera field of view (see Figures 3 and 4 ) . But image-based visual servoing failed due to the imposed camera trajectory, which pushed the robot farther from its physical joint limits. Figure 5 depicts the trajectory of the camera in an absolute frame. In position-based visual servoing, the trajectory is ideally a straight line, but convergence is not achieved, as explained before. In the image-based approach, the trajectory goes farther from the joint limits, thus it fails too. Finally, with the proposed model the trajectory is near to the straight path, and convergence to the desired pose is achieved. The differences between real and simulated trajectories are due to the calibration errors of the real platform which cannot be completely captured in the simulations.
Summary and Conclusions
A new visual servoing model has been presented, which inherits the advantages from position-based and image-based approaches, namely the camera trajectory is predictable and the image features remain in the camera field of view. In addition, convergence is achieved for any configuration of the camera and object provided that the pose can be correctly reconstructed from the object image and model.
The existence of a model of the object is the most constraining requirement, and the influence of the accuracy of such model in the task has to be studied, as well as the influence of calibration errors.
Experimental results on a robotic platform show the feasibility of the proposed scheme in a real-world environment.
An open issue is the study of its robustness and efficiency-stability and convergence-with respect to control, model and calibration errors.
