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STATISTICS 
Some aspects of ties in Wilcoxon signed ranks 
KATHLEEN M. KEENAN* 
ABSTRACT - Assuming basic principles of statistical inference, the signed rank and rank sum 
hypothesis testing procedures of Wilcoxon ore reviewed briefly and illustrated. Some recent litera-
ture of interest is cited. The problem of ranking tied data is considered, and the effect of ties on 
the distribution of the signed rank statistic is examined. 
Ranking methods were proposed as rapid approximate 
statistical tests for differences between two experimental 
treatments by Wilcoxon (1945, 194 7). His works in-
cluded the preparation of tables of probabilities for de-
termining the significance of observed differences be-
tween treatments. Subsequently, the Wilcoxon signed 
rank test and the Wilcoxon-Mann-Whitney rank sum 
test have come into common use as nonparametric or 
distribution-free analogs of the classical one-sample ( or 
paired observations) and two-sample t-tests, respectively 
(Dixon and Massey, 1957; Mann and Whitney, 1947; 
Siegel, 1956; Snedecor and Cochran, 1967). 
It should be noted, however, that the Wilcoxon and 
Mann-Whitney versions of the two-sample test, although 
equivalent, are on different scales. Extensive tables of 
critical (rejection) values for the statistics associated 
with these procedures have been prepared, and large-
sample approximations have been proposed and evalu-
ated. Among such contributions are those of Buckle, et 
al. (1969), Jacobson (1963), Mccornack (1965) and 
Milton ( 1964). Recent texts, such as those of Bradley 
(1968), Gibbons (1971), Kraft and van Eeden (1968) 
and Noether (1967), provide unified expositions of the 
usefulness, validity and efficiency of such distribution-
free statistical techniques, and also of their underlying 
bases in probability theory. Kruskal (1957) presents in-
teresting historical notes on the early evolution of rank 
sum statistics. 
Table 1 illustrates the signed rank procedure for data 
from a field trial in which seeds treated by two methods 
were compared as to stands of wheat produced on eight 
pairs of plots (Wilcoxon, 1945). Under the usual as-
sumption of random sampling from a symmetrical pop-
ulation of difference scores, the test shown is of the null 
hypothesis of no treatment effect in the sense of zero me-
dian difference versus a two-sided alternative. Table 2 
presents an application of the rank sum test to data 
adapted from Wilcoxon ( 1945). These data arose in a 
study in which two fly spray preparations were com-
pared with regard to percentage mortality. Assuming in-
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dependent random samples and a null hypothesis of 
identical distributions, this procedure is sensitive to dif-
ferences between locations (averages, e.g., medians) of 
the distributions of percentage mortality for the two 
treatment groups. Tabular probabilities for the null dis-
tributions of the signed rank and rank sum statistics as 
shown can be found in many of the references cited 
above or obtained directly by enumeration of possible 
sample arrays ( Kraft and van Eeden, 1968). 
Further consideration of the examples in Tables 1 and 
2 reveals an obvious property of such procedures. Since 
observed values are replaced by their ranks, there is no 
requirement of actual numerical data at the outset; in-
stead, ranks suffice. Thus, the need for treating subjec-
tive variables such as preference ratings of judges as 
strictly quantitative is obviated, along with assumptions 
of underlying or asymptotic (large sample) normal dis-
tributions and equal variances where required. Also 
demonstrated in Table 2 is a common method of han-
dling the problem of ranking identical observations, two 
values of 68 being tied for ranks of 8 and 9, and each 
assigned their midrank of 8.5. Alternative solutions and 
further discussion of the difficulties associated with rank-
ing tied scores and zero differences can be found in the 
works of Bradley (1968), Gibbons (1971), Pratt 
( 19 59) and Putter ( 19 5 5). Exact probabilities for spe-
cific examples with tied ranks are reported by Klotz 
(1966), Lehman (1961) and Pratt (1959), Klotz also 
presenting a flow chart of an algorithm for generating 
admissible sample arrays for the rank sum test, and Leh-
man also corroborating a working guide of Kruskal and 
Wallis (19 5 2) as to the adequacy of the usual normal 
approximation for the two-sided rank sum procedure 
with ten or fewer observations and not more than one-
fourth of these involved in ties. 
The present study, motivated by tied data of Michael-
sen, et al. ( 1972), examines exact distributions for the 
signed rank statistic for various tied situations in small 
samples. 
Signed ranks and ties 
Table 3 presents modifications of the Wilcoxon differ-
ence data of Table 1, with slight alterations introduced 
to produce examples with ties among the "observed" dif-
ferences and midranks assigned to the tied values. Also 
shown there are tabulations for the corresponding null 
distributions of the signed rank statistic, conditional on 
each specific pattern of ties. In 3.b., for example, the 
sum of the positive signed ranks can take on the value 
of zero if no signed ranks are positive, two if any one of 
the two's is the sole positive, and four if any two of the 
The Minnesota Academy of Science 
two's or if the four alone is positive, for a cumulative 
probability of 
(1 + 3 + 3 + 1)/l8 = .031 
associated with a sum of four for positive ranks, and 
similarly for a sum of minus four for negative ranks. It 
should be noted that not only the probabilities but also 
the values actually obtainable by the signed rank statistic 
depend upon the particular array of ties involved. 
Table 3 also compares P-values (2-sided) from the 
distributions tabulated therein with those (P'-values) 
that would be obtained if the W-statistic were referred 
to the distribution in Table 1, with P' 'in example 3.a. 
calculated by averaging adjacent values as suggested by 
Kraft and van Eeden (1968) for situations with "rela-
tively few small ties" and non-integral sums of signed 
ranks. In example 3.a. the data and corresponding distri-
bution are such that P and P' are the same, so that using 
P' in place of P has no effect on the conclusion to accept 
or reject a null hypothesis of zero median difference. 
(E.g., accept at the 2.5 percent significance level; reject 
at the 5.0 percent level.) In example 3.b., however, the 
number and position of ties are sufficient to produce con-
flicting values of P and P', and thus possibly in the con-
clusion drawn from the data. (E.g., accept at the 2.5 
percent level with P, reject with P'; reject at the 5.0 per-
cent level with either P or P'.) 
To examine in greater generality the behavior of the 
Wilcoxon signed rank statistic for tied data and mid-
ranks assigned to ties, lower tails of its distribution were 
examined for various possible sets of ties for samples of 
size six through ten. Results of this investigation are 
summarized in Table 4. The extent of tying in a set of 
data has been quantified here according to the number 
of distinct values ranked, called d. Thus for the untied 
situation, as the example in Table 1, d is equal to the 
total sample size of eight, whereas d is seven in example 
3.a. and five in example 3.b. The W-values included in 
Table 4 are critical values for the untied situation and for 
one-tailed significance levels of common interest either 
for one-sided tests per se or for doubling for two-sided 
tests, their actual probabilities differing from popular sig-
nificance levels because of the discrete (discontinuous) 
nature of the signed rank statistic. (Rejection values 
here were selected so as to assure actual probabilities no 
greater than nominal significance levels for untied data. 
Some tables allow probabilities somewhat greater than 
nominal levels and list, for example, W ::::;: 6 with P = 
.055 rather than W = 5 and P = .039 for a one-sided 
test at about the 5 .0 percent level for samples of size 
eight. Bradley ( 1968) refers to such values as quasi-
critical values.) 
Considering the results illustrated in Table 4, it is ap-
parent that ties have no effect on the null probability of a 
signed rank statistic of zero, as this is simply the proba-
bility that all ranked values of like sign ( cf., all like signs 
in the ordinary sign test). It is also noted that ties do not 
increase the actual cumulative probability, under the null 
hypothesis, for a signed rank statistic of one, or for any 
(integral) critical value if the number of distinct values 
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TABLE 1. Example of Signed Rank Test1 
Treatment Difference Rank of 
Plot Pair A B A-B A-B Signed Rank 
I 209 151 58 8 8 
2 200 168 32 7 7 
3 177 147 30 6 6 
4 169 164 5 I I 
5 159 166 -7 3 -3 
6 169 163 6 2 2 
7 187 176 11 5 5 
8 198 188 IO 4 4 
W' =33 W"=-3 w 3 p = .039 
Table for n = 8: 
w 0 I 2 3 4 5 6 
P( I-sided) ... . .. .004 .008 .012 .020 .027 .039 .055 
P (2-sided) ...... .008 .016 .023 .039 .055 .078 .109 
1 Data from Wilcoxon ( 1945) with permission of the Editor of 
Biometrics. 
Notation: n = number of values (differences) ranked 
W' = sum of positive signed ranks 
W" = sum of negative signed ranks 
W = W' or -W" for a I-sided test 
W = smaller of W' and -W" for a 2-sided test 
P = probability for observed W-value 
TABLE 2. Example of Rank Sum Test1 
Treatment A Treatment B 
Value Rank Value Rank 
68 8.5 60 2 
68 8.5 67 7 
72 11 61 3 
64 6 62 4 
70 10 63 5 
58 I 
W' =44 w = 16 
W" = 5(12)-44 = 16 p = .009 
Table for n, = 5, n, = 6: 
w 15 16 17 18 19 20 
P(l-sided) . ..... .002 .004 .009 .015 .026 .041 




1 Data from Wilcoxon (1945) with permission of the Editor of 
Biometrics. 
Notation: n; = size of smaller sample 
ns = size of larger sample 
W' = sum of ranks of smaller sample 
W" = n,(n,+n2+l )-W' 
W = W' or W" for a I-sided test 
W = smaller of W' or W" for a 2-sided test 
P = probability for observed W-value 
ranked is only one less than sample size. Otherwise the 
range of probabilities for given critical value and sample 
size varies with the extent and pattern of ties, seldom ap-
preciably exceeding that for the untied situation for mod-
erate degrees of tying. For the cases considered in Table 
4, for example, with sample sizes ranging from six to 
ten, the actual probabilities vary from 50 to 110 and 
from 33 to 133 percent of those for the untied situation 
if the number of distinct ranked values is greater than 
three-fourths or one-half, respectively, of the sample size. 
Thus greater specificity can be lent to recommendations 
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TABLE 3. Examples of Signed Rank Tests with Ties1 
Differences A-B Signed Ranks 
3.a. 3.b. 3.a. 3.b. 
58 58 8 8 
32 31 7 6.5 
30 31 6 6.5 
5 6 1 2 
-6 -6 -2.5 -2 
6 6 2.5 2 
11 11 5 5 
10 10 4 4 
W' = 33.5 34 
W"= -2.5 -2 
W= 2.5 2 
Tables for n = 8, with observed ties: 
3.a. 
w 0 2.5 3.5 4 5 6 
P( I-sided) . . .... .004 .008 .016 .023 .027 .039 .051 
P(2-sided) .. . . . . .008 .016 .031 .047 .055 .078 .102 
P = .031 P' = (.5)(.023+.039) = .031 
3.b. 
w 0 2 4 5 6 
P(l-sided) ... .. . .004 .016 .031 .035 .051 
P ( 2-sided) . ... . . .008 .031 .063 . 070 .102 
P = .031 P' = .023 
'Notation: n, W', W", Was in table 1 
P = probability for observed W-value from table 
3.a., or 3.b. respectively 
P' = probability for observed W-value from table 1 
TABLE 4. Probabilities (I-sided) for the Signed Rank Statistic 
for Selected Significance Levels, Sample Sizes and Numbers of 
Distinct Rank Values' 
. 05 
W=2 
n = 6 d = 6 .047 
5 .031 - .047 
4 .031- .063 
W=3 
n = 7 d = 7 .039 
6 .031 - .039 
4 .016- .039 
W=5 
n=8d=8 .039 
7 .035- .039 
5 .027 - .047 
W=8 
n=9 d=9 .049 
7 .041 - .051 
5 .037 - .055 
W= 10 
n = 10 d = 10 .042 
8 .037- .042 
6 .033 - .045 
















.016 - .021 
.014 - .023 
W=8 
.024 






























. 002- .006 
d = number of distinct rank values (see text) 
W-values in a column chosen such that the probability for a 
W is no greater than the column heading if n = d (i.e., if no 
ties). 
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such as that of Gibbons (1971) that the effect of replac-
ing tied ranks with midranks in the Wilcoxon signed 
rank procedure is "generaJly slight." 
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