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Abstract
The ocean is filled with microscopic microalgae called phytoplankton, which together are
responsible for as much photosynthesis as all plants on land combined. Our ability to predict
their response to the warming ocean relies on understanding how the dynamics of phytoplankton
populations is influenced by changes in environmental conditions. One powerful technique to
study the dynamics of phytoplankton is flow cytometry, which measures the optical properties
of thousands of individual cells per second. Today, oceanographers are able to collect flow cy-
tometry data in real-time onboard a moving ship, providing them with fine-scale resolution of
the distribution of phytoplankton across thousands of kilometers. One of the current challenges
is to understand how these small and large scale variations relate to environmental conditions,
such as nutrient availability, temperature, light and ocean currents. In this paper, we propose a
novel sparse mixture of multivariate regressions model to estimate the time-varying phytoplank-
ton subpopulations while simultaneously identifying the specific environmental covariates that
are predictive of the observed changes to these subpopulations. We demonstrate the usefulness
and interpretability of the approach using both synthetic data and real observations collected
on an oceanographic cruise conducted in the north-east Pacific in the spring of 2017.
Keywords: Mixture of regressions, Expectation-maximization, Flow cytometry, Sparse re-
gression, Ocean, Microbiome, Phytoplankton, Clustering, Gating, Alternating direction method
of multipliers
1 Introduction
Marine phytoplankton are responsible for as much photosynthesis as all plants on land combined,
making them a crucial part of the earth’s biogeochemical cycle and climate (Field et al. 1998). A
better understanding of the ecology of marine phytoplankton species and their relationship with the
ocean environment is therefore important both to basic biology and to shedding light on their role
in carbon dioxide uptake. In order to study these single cell organisms in the ocean, flow cytometry
has been instrumental for the past three decades (Sosik et al. 2010).
Flow cytometry measures light scatter and fluorescence emission of individual cells at rates of
up to thousands of cells per second. Light scattering is proportional to cell size, and fluorescence is
unique to the emission spectra of pigments; these parameters can be used to identify populations
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Figure 1: A schematic showing the data setup. (Top) This figure shows the trajectory of the Gradients
2 cruise, which moves North and then South along a trajectory starting at Hawaii. (Middle) The
individual 3-dimensional particles are measured rapidly and continuously. From this, we form T
cytograms yptq, t “ 1, ¨ ¨ ¨ , T at an hourly time resolution. At each time t “ 1, ¨ ¨ ¨ , T , environmental
covariates Xptq P Rp are also available through remote sensing and on-board measurements. In the
bottom panel, only a few of the 30+ normalized covariates are highlighted. Our proposed model
identifies subpopulations by modeling them as Gaussian clusters whose means and probabilities are
driven by environmental covariates.
of phytoplankton with similar optical properties. Over the two decades, automated environmental
flow cytometers such as CytoBuoy (Dubelaar et al. 1999), FlowCytoBot (Olson et al. 2003), and
SeaFlow (Swalwell et al. 2011) have provided an unprecedented view of dynamics of phytoplankton
across large temporal and spatial scales.
Automated in-situ flow cytometry data can be represented as a scatterplot-valued time series,
yp1q, . . . , ypT q, where an nt by d matrix yptq whose rows are vectors typtqi P Rd : i “ 1, ¨ ¨ ¨ , ntu is called
a cytogram and can be thought of as a d-dimensional scatterplot representing nt particles observed
during time interval t. The d dimensions of the scatterplot represent d optical properties that are
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useful in distinguishing different cell types from each other. Figure 1 shows an example of three
cytograms collected by SeaFlow in June 2017 during a two-week cruise conducted in the Northeast
Pacific. With SeaFlow, cytograms are of dimension d “ 3.
As apparent in the figure, the points within the cytograms display clear clustering structure.
These different clusters correspond to cell populations of different types of phytoplankton. As the
environmental conditions change, the populations change over time. In particular, in optical space,
two noticeable phenomena over time are:
1. The number of cells in a given population can increase or decrease, with populations sometimes
even appearing or disappearing entirely.
2. The centers of the cell populations are not fixed, but rather move over time.
Using expert knowledge and close manual inspection, oceanographers have been able to explain
how some of these phenomena can be attributed to specific changes in environmental factors (e.g.,
oscillations in cell size due to sunlight and cell division) (Vaulot & Marie 1999, Sosik et al. 2003,
Ribalet et al. 2015).
Our goal is to develop a statistical approach for identifying how environmental factors can be
predictive of changes to the cytograms. The promise of such a tool would be to discover new
relationships between cell populations and environmental factors beyond those that may be known,
or visible to the human eye.
Based on these observations and with this goal in mind, our statistical model for time-varying
cytograms postulates a finite mixture model in which both the cluster probabilities and centers
are allowed to vary over time. Changes to the cluster probabilities over time can capture the
growing/shrinking and appearing/disappearing described above, while changes to the centers over
time can capture the drifting/oscillating.
In our model, these cluster probabilities and centers are controlled by p time-varying covariates
Xptq P Rp. While our model can accommodate features that are purely functions of time (e.g., sin t,
t2, spline basis functions, etc.), our focus here is on environmental covariates. Our analysis uses bio-
logical, physical, and chemical variables, shown in the bottom panel of Figure 1, that were retrieved
from the Simons Collaborative Marine Atlas Project (CMAP) database (https://simonscmap.com),
which is a public database compiling various oceanographic data over space and time.
One key strength of our method is the variable selection property, allowing the analyst to identify
the subset of covariates that are the strongest predictor of each cluster’s mean and probability
movement over time. For instance, in Figure 2, the estimated coefficients reveal that higher sea
surface temperature and lower phosphate can predict a decrease in probability of cluster E located
in the lower-left corner, and time-lagged sunlight and nitrate well predict the horizontal and vertical
movement of cluster E’s center.
Our framework represents a substantial improvement in the detail and richness of how this data
can be modeled and analyzed. Flow cytometry data are traditionally analyzed by a technique called
gating, which counts the number of cells falling into certain fixed, expert-drawn polygonal regions
of Rd corresponding to each cell population (Verschoor et al. 2015), reducing each scatterplot into
several counts (giving the number of cells in each gated region) (Hyrkas et al. 2015). Subjectivity in
manual gating has been shown to be an obstacle to reproducibility (Hahne et al. 2009). Furthermore,
the presence of overlapping cell communities suggests that hard assignments to fixed disjoint regions
may not be advisable. These and other shortcomings have led multiple authors to develop mixture
model based approaches, as discussed in Aghaeepour et al. (2013). While such models are an
improvement over traditional gating, they do not naturally extend to oceanography in which we
have a time series of cytograms. Naively, one might think one could get away with fitting a separate
mixture model to each individual cytogram. However, doing so leaves one with the problem of
matching clusters from distinct clusterings, a task made particularly challenging since these clusters
can move, change in size, and appear/disappear. Our approach fits a single mixture model jointly
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Figure 2: Our method produces estimates of cluster centers (shown as disks) and cluster probabilities
(represented by the size of the disk) for every time point. The covariance of each mixture component
(represented by an ellipse) is assumed to be constant over time. Blue and red show parameter
estimates at time points. The particles from one time point are shown in dark (partially transparent)
blue with the size of a point proportional to the particle’s biomass. The right figure takes a closer look
at a subregion of the cytogram shown in the lower left corner of the left figure, focusing on cluster
E which is a Prochlorococcus population. The change in the probability of cluster E is well predicted
by sea surface temperature and phosphate, and the horizontal and vertical movement of cluster E’s
center are each predicted by time-lagged sunlight and nitrate. Note, we are showing only five of the
ten clusters used for estimation.
across the entire time series while integrating information from the covariates. By using all data
sources in a single mixture model, our method is able to estimate the distinct components, even in
cases where two populations’ centers may be nearby or a cluster may sometimes vanish.
In the statistics literature, the term finite mixture of regressions is used to refer to mixture
models in which (univariate) means are modeled as functions of covariates (see, e.g., McLachlan
& Peel 2006). Early works such as Wang et al. (1996) use information criteria and exhaustive
search while more modern approaches have used penalized sparse models (Khalili & Chen 2007,
Sta¨dler et al. 2010). Our methodology differs from these methods in three respects: first, our means
are multivariate (d-dimensional); second, the mixture weights are also modeled as functions of the
covariates; third, the model coefficients are penalized. Of these, the first two aspects are shared by
Gru¨n & Leisch (2008), but without penalization. The idea of allowing the mixture weights to be
functions of the features is more common in the machine learning literature, where such models are
called mixtures of experts (Jordan & Jacobs 1993).
To the best of our knowledge, this is the first attempt to extend mixture modeling of flow
cytometry data by directly linking mixture model parameters with environmental covariates via
sparse multivariate regression models. In Section 2, we describe our proposed model in detail. In
section 3, we use our proposed model to draw rich new insights from a marine data source. We
also conduct two realistic numerical simulations based on some pseudo-real ocean flow cytometry
data. We provide an R package called flowmix that can be run both on a single machine, and also
on remote high performance servers that use a parallel computing environment. While our focus
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is on time-varying flow cytometry in the ocean, our method can be applied more broadly to any
collection of cytograms with associated covariates. For example, in biomedical applications each
cytogram could correspond to a blood sample from a different person, and person-specific covariates
could model the variability in cytograms.
2 Methodology
2.1 Likelihood function of cytogram
We model the nt particles typtqi unti“1 measured at time t as i.i.d. draws from a probabilistic mixture
of K different d-variate Gaussian distributions, conditional on the covariate vector Xptq P Rp. The
latent variable Z
ptq
i determines the cluster membership,
P pZptqi “ k|Xptqq “ pikt, k “ 1, ¨ ¨ ¨ ,K, (1)
and the data is drawn from the k’th Gaussian distribution,
y
ptq
i |Xptq, Zptqi “ k „ Nd pµkt,Σkq ,
where the cluster center µkt P Rd and cluster probability pikt at time t are modeled as functions of
Xptq:
µktpβq “ β0k ` βTk Xptq
piktpαq “ exppα0k `X
ptqTαkqřK
l“1 exppα0l `XptqTαlq
for regression coefficients β0k P Rd, βk P Rpˆd, αk P Rp, and α0k P R; throughout, we use α, β, and Σ
to denote the collection of coefficients tα0k, αkuKk“1, tβ0k, βkuKk“1, and tΣkuKk“1 for brevity. Since all
random variables are conditional on the covariates X
ptq
i , we will omit it hereon for brevity. Denoting
the density of the k’th Gaussian component of data at time t as φp¨;µkt,Σpkqq, the log-likelihood
function is
logLpα, β,Σ; typtqi ui,tq “
Tÿ
t“1
ntÿ
i“1
log
˜
Kÿ
k“1
piktpαq ¨ φ
´
y
ptq
i ;µktpβq,Σk
¯¸
. (2)
By modeling the Gaussian means tµktuk,t and mixture probabilities tpiktuk,t as regression functions
of Xptq at each time point t “ 1, ¨ ¨ ¨ , T , our model directly allows environmental covariates to predict
the two main kinds of cell population changes over time – movement in optical space, and change
in relative population abundance. Furthermore, the signs and sizes of entries of α and β directly
quantify the contribution of environment covariates to each population’s abundance and direction
of movement in cytogram space.
2.2 Penalties and constraints
In practice, there are a large number of environmental covariates that may in principle be predictive
of a cytogram. Also, the number of regression parameters is pp ` 1qpd ` 1qK, which can be large
relative to the number of cytograms T . Furthermore, we would prefer models in which only a small
number of parameters is nonzero. Therefore, we penalize the log-likelihood with lasso penalties
(Tibshirani 1996) on α and β.
In our application, each cell population has a limited range in optical properties, due to biological
constraints. We incorporate this domain knowledge into the model by constraining the range of
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µk1, ¨ ¨ ¨ , µkT over time. Since βTk Xptq “ µkt ´ β0k, limiting the size of βTk Xptq is equivalent to
limiting the deviation of the k’th cluster mean at all times t “ 1, ¨ ¨ ¨ , T away from the overall center
β0k. Motivated by this, we add a hard constraint so that }βTk Xptq}2 ď r for some fixed radius value
r ą 0.
The choice of r should be specific to the data application. For 1-dimensional cytograms of cell
diameter measurements used in the analysis in Section 4.0.1, the size of r holds the intuitive meaning
of not allowing the average optical properties of a particular cell population to deviate more than a
multiplicative upper and lower bound over time compared to an overall average.
The constraint also plays an important role for model interpretability. We wish for the k’th
mixture component to correspond to the same cell population over all time. When a cell population
vanishes we would like pikt to go to zero rather than for µkt to move to an entirely different place in
cytogram space.
Our estimator is thus a solution to the following optimization problem:
minimize
α, β,Σ
´ 1
N
logLpα, β,Σ; typtqi ui,tq ` λα
Kÿ
k“1
}αk}1 ` λβ
Kÿ
k“1
}βk}1.
subject to }βTk Xptq}2 ď r @t “ 1, ¨ ¨ ¨ , T @k “ 1, ¨ ¨ ¨ ,K.
(3)
We divide that the log-likelihood term by N :“ řTt“1 nt to make the scale consistent with that of a
single particle.
2.3 Multiplicity generalization
Cytogram datasets can be extremely large, and cell populations can have highly imbalanced prob-
abilities. To overcome the computational and methodological difficulties posed by these issues, we
generalize the model to assign to particle y
ptq
i a multiplicity factor C
ptq
i (which defaults to 1).The
log-likelihood in (2) becomes,
`pn1,¨¨¨ ,nT qpα, β,Σ; pyp1q, ¨ ¨ ¨ , ypT qq, pCp1q, ¨ ¨ ¨ , CpT qqq “
Tÿ
t“1
ntÿ
i“1
C
ptq
i log
˜
Kÿ
k“1
piktpαq ¨ φ
´
y
ptq
i ;µktpβq,Σk
¯¸
. (4)
where yptq P Rntˆd and Cptq P Rnt . Furthermore, the scaling by N in the optimization objective (3)
is generalized to N :“ řTt“1 řnti“1 Cptqi , the overall sum of the multiplicities.
The multiplicity generalization is useful for an approximate data representation by placing par-
ticles in bins and dealing with bin counts. Discretizing cytogram space along a lattice of B “ Dd
d-dimensional cubes tEbuBb“1 whose centers are y˜b P Rd, this coarsened data representation involves
counts tCptqb ub,t of the number of particles in each fixed bin Eb:
C
ptq
b “
Tÿ
t“1
1ti : yptqi P Ebu.
Using C
ptq
b and y˜
ptq
b “ y˜b to replace Cptqi and yptqi in (4), we obtain the log-likelihood of the binned
data,
`pB,¨¨¨ ,Bq
´
α, β,Σ; py˜, ¨ ¨ ¨ , y˜q, pCp1q, ¨ ¨ ¨ , CpT qq
¯
“
Tÿ
t“1
Bÿ
b“1
C
ptq
b log
˜
Kÿ
k“1
piktpαq ¨ φ py˜b;µktpβq,Σkq
¸
. (5)
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This binned likelihood is identical to the original log-likelihood (2) after replacing each particle by
its bin center. The computational savings are apparent from considering that
řB
b“1 1tCptqb ‰ 0u ! nt
since typically only a small subset of the bins tEbu contain any particles. Additionally, the number
of Gaussian density calculations are reduced by a factor of T , since the particles y˜b do not depend
on t.
The following proposition establishes that, as the number of bins B grows, parameter estimation
from the binned data is asymptotically equivalent to parameter estimation from the original data.
The proof is provided in Supplement A.
Proposition 1. Let
Θ˜B :“ argmin
pα,β,ΣqPΘ
´ 1
N
`pB,¨¨¨ ,Bq
´
α, β,Σ; py˜, ¨ ¨ ¨ , y˜q, pCp1q, ¨ ¨ ¨ , CpT qq
¯
` gpα, βq (6)
be the set of minimizers of the penalized negative log-likelihood of the binned data, and let
Θˆ :“ argmin
pα,β,ΣqPΘ
´ 1
N
logLpα, β,Σ; typtqi ui,tq ` gpα, βq, (7)
be that of the original data. The term gpα, βq encapsulates the penalties on α and β and the constraint
on β in (3). Assume the following:
1. The parameter space Θ of pα, β,Σq is compact, and tλminpΣkq ă cu X Θ “ H for all k “
1, ¨ ¨ ¨ ,K, for some constant c ą 0.
2. The data belongs to a compact set Y with maxy,y1PY }y ´ y1}8 ď R for some positive constant
R ă 8.
3. The log likelihood logLpα, β,Σ; typtqi ui,tq ă 8 for all pα, β,Σq P Θ.
Then, given any sequence θ˜B P Θ˜BpB “ 1, 2, ¨ ¨ ¨ q of minimizers of the penalized negative log-
likelihood of the binned data, a sequence sB exists such that the subsequence θ˜SB converges to an
element in Θˆ:
lim
BÑ8 θ˜SB P Θˆ. (8)
This generalization to a binned data representation can be thought of as trading off some data
resolution for significant computational savings in practice. To illustrate, the entire set of 3d particles
collected during the Gradients 2 cruise, divide into about T “ 300 hourly cytograms containing
nt » 100, 000 particles each. This occupies d ¨řTt“1 nt doubles, or 800 Mb in memory for d “ 3.
Equally burdensome is the size of the responsibilities tγitkui,t,k and densities of each particle with
respect to all K clusters, which are each
ř
tpnt ¨K ¨ dq doubles, or 2.5 Gb for K “ 10. By contrast,
when binned with D “ 40, the 40 Mb in memory.
The biomass representation of data uses carbon quotas – the amount of carbon in each particle,
in pgC per cell – C
ptq
i :“ Biomasspyptqi q, instead of repeated particle counts as multiplicities, and the
binned biomass representation of data aggregates the total carbon biomass in each bin, as C
ptq
b “ř
i:iPAptqb Biomasspy
ptq
i q. The data analysis in our paper uses the binned biomass representation.
From a modeling viewpoint, the carbon biomass representation is an attractive alternative to
the particle count representation because our cytograms have highly imbalanced particle cluster-
ings, a setting in which mixture models generally perform poorly (Xu & Jordan 1996). From a
biogeochemical standpoint, biomass distributions are meaningful since cell count is usually inversely
proportional to particle size: small cells tend to dominate numerically the ocean due to their smaller
size and lesser expenditure of biochemical resources (Maran˜o´n 2015).
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Figure 3: Original particles (left) and binned counts with D “ 40 (middle), and binned biomass
(right). In the middle and right plots, the size of the points are proportional to the multiplicity. The
left-hand-side original cytogram contain one hour’s worth of particles, for a total of nt “ 36, 757
points, occupying a total of 0.86 Mb of memory. The binned cytogram in the middle occupies about
1{8’th the memory. The right hand side shows binned biomass data, which has lesser imbalance in
cluster distribution than the binned count data in the middle.
However, representing data with biomass is not without complication; in our case, biomass is
calculated to be a fixed function of one of our cytogram axes – proportional to the cell diameter cubed.
Our model makes a simplifying although perhaps unrealistic assumption that carbon atoms are
independently drawn from the mixture model. In practice, we see that this simplifying assumption
still produces useful and interpretable estimated models.
2.4 Penalized Expectation-Maximization Algorithm
Directly maximizing the penalized log-likelihood (3), generalized with multiplicities, is difficult due to
its nonconvexity. We outline a penalized EM algorithm (Pan & Shen 2007) for indirectly maximizing
the objective.
Recall from (1) that latent variable Z
ptq
i encodes the particle’s cluster membership:
Z
ptq
i P t1, ¨ ¨ ¨ ,Ku.
Also define the complete data log-likelihood,
logLcpα, β,Σ; typtqi ui,t, tZptqi ui,t, tCptqi ui,tq
“
Tÿ
t“1
ntÿ
i“1
C
ptq
i
Kÿ
k“1
1tZptqi “ ku ¨
´
log φpyptqi ;βTk Xptq,Σkq ` log piktpαq
¯
. (9)
Now, denote the conditional probability of membership as:
γitkpα, β,Σq “ Pα,β,ΣpZptqi “ k|yptq, Xptqq,
sometimes called responsibilities in the literature.
Given some latest estimates of the parameters pαˆ, βˆ, Σˆq, we make use of the surrogate objective
Qpα, β,Σ|αˆ, βˆ, Σˆq defined as the conditional expectation (in terms of the conditional distribution of
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Zptq|yptq, Xptq) of the complete data penalized log-likelihood,
Qpα, β,Σ|αˆ, βˆ, Σˆq “ 1
N
Tÿ
t“1
ntÿ
i“1
C
ptq
i
Kÿ
k“1
γitkpαˆ, βˆ, Σˆq log
´
piktpαq ¨ φpyptqi ;µktpβq,Σkq
¯
` λα
Kÿ
k“1
}αk}1 ` λβ
Kÿ
k“1
}βk}1 ` 18t}βTk Xptq}2 ď ru. (10)
The algorithm alternates between estimating the conditional membership probabilities γitk, and
updating the latest parameter estimates pαˆ, βˆ, Σˆq by the maximizer of the penalized Q function in
(10).
1. E-step Given pαˆ, βˆ, Σˆq, estimate the conditional membership probabilities as:
γitkpαˆ, βˆ, Σˆq “
φ
´
y
ptq
i ;µktpβˆq, Σˆk
¯
¨ piktpαˆqřL
l“1 φ
´
y
ptq
i ; µˆltpβˆq, Σˆl
¯
¨ piltpαˆq
,
For the first iteration, choose some initial values for means µkt Ð µinitk , probabilities pikt Ð 1{K
and Σk “ gId for some constant g ą 0.
2. M step Using γitk “ γitkpαˆ, βˆ, Σˆq, maximize (10) for each cluster k “ 1, ¨ ¨ ¨ ,K separately,
with respect to each parameter α, β and Σ:
(a) Update αˆ: The maximizer of (10) with respect to α is:
αˆÐ argmax
α0k,αk
1
N
Tÿ
t“1
˜
Kÿ
k“1
γtkpα0k `XptqTαkq ´ nt log
Kÿ
l“1
exppα0l `XptqTαlq
¸
´ λα
Kÿ
k“1
}αk}1
for sums γtk “ řnti“1 Cptqi γitk.
(b) Update βˆ: Update β according to the ADMM algorithm described in Section 2.5, sepa-
rately for each k:
pβˆ0k, βˆkq Ð argmin
β0k,βk
1
2N
Tÿ
t“1
ntÿ
i“1
C
ptq
i γitkpyptqi ´ β0k ´ βTk XptqqTΣ´1k pyptqi ´ β0k ´ βTk Xptqq ` λβ}βk}1
Subject to }βTXptq}2 ď r @t “ 1, ¨ ¨ ¨ , T.
(c) Update Σˆ: The maximizer of (10) with respect to Σk is:
Σˆk Ð
řT
t“1
řnt
i“1 C
ptq
i γitk ¨ ritkrTitkřT
t“1
řnt
i“1 C
ptq
i γitk
for residuals ritk “ yptqi ´ β0k ´ βTk Xptq.
This algorithm is terminated when the penalized log-likelihood has a negligible relative improvement.
In practice, we run the EM algorithm multiple times and retain the run with the highest final log-
likelihood, for a better chance at achieving the true optimum. For µinitk we randomly choose K out
of all
řT
t“1 nt cytogram particles. Initial covariances tΣinitk uKk“1 are set to have diagonal entries g
equal to 1{K times the cytogram range in each dimension. The α part of the M step is solved using
glmnet, with family set to ‘‘multinomial’’ (Friedman et al. 2010). The β part of the M step
requires a custom ADMM solver, outlined in the next section.
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2.5 ADMM algorithm in M step for β
For the β part of the M-step, we devise a customized Alternating Direction Method of Multipliers
(ADMM) algorithm (Boyd et al. 2011) for solving the M step for β for a single k. Since each
k P t1, ¨ ¨ ¨ ,Ku can be solved separately, we will drop the subscript k in this section and write the
variables β0k and βk as β0 and β for notational simplicity.
Take the minimization problem in step b of the penalized EM algorithm. We now introduce
some auxiliary primal variables tzptq P RduTt“1 and w P Rpˆd, with which an equivalent optimization
problem can be written as,
minimize
βPRpˆd
β0PRd
z1,¨¨¨ ,zT PRd
wPRpˆd
1
2N
Tÿ
t“1
ntÿ
i“1
γitpyptqi ´ β0 ´ βTXptqqTΣ´1pyptqi ´ β0 ´ βTXptqq ` λβ}β}1
subject to }βTXptq}2 ď r @t “ 1, ¨ ¨ ¨ , T,
β “ w,
βTXptq “ zptq @t “ 1, ¨ ¨ ¨ , T.
(11)
The augmented Lagrangian function is, tuptqz P RduTt“1 and uw P Rpd:
Lpβ0, β, tzptquT1 , w;uw, uptqz q “ 12N
Tÿ
t“1
ntÿ
i“1
γitpyptqi ´ β0 ´ βTXptqqTΣ´1pyptqi ´ β0 ´ βTXptqq
` λβ}w}1 `
tÿ
t“1
18p}zptq}2 ď rq
`
tÿ
t“1
”
uptqz
T pβTXptq ´ zptqq ` ρ
2
}βTXptq ´ zptq}2
ı
` xUw, β ´ wy ` ρ
2
}β ´ w}2F ,
From this, we can write down the ADMM updates: 1
1. pβ, β0q Ð argminβ,β0 Lpβ0, β, zptq, w; uw, uptqz q
2a. zptq Ð argminzptq Lpβ0, β, zptq, w; uw, uptqz q for t “ 1, ¨ ¨ ¨ , T
2b. w Ð argminw Lpβ0, β, zptq, w; uw, uptqz q
3a. u
ptq
z Ð uptqz ` ρpβTXptq ´ zptqq for t “ 1, ¨ ¨ ¨ , T .
3b. Uw Ð Uw ` ρpβ ´ wq.
The full details of each update step 1-3b are deferred to Supplement B, but each step is computa-
tionally simple, involving least squares, scaling and soft-thresholding.
1It is useful to write down the object dimensions once: β P Rpˆd, β0 P Rd, tzptq P Rd : t “ 1, ¨ ¨ ¨ , T u, Z P RTˆd
whose rows are tuptqz P Rd : t “ 1, ¨ ¨ ¨ , T u, Uz P RTˆd whose rows are uptqz , w P Rpˆd, Uw P Rpˆd.
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2.6 Cross-validation for selection of λα, λβ
We choose the regularization parameter values pλα, λβq using five-fold cross-validation over a discrete
2-dimensional grid of candidate values Lα ˆ Lβ , in which Lα and Lβ each contain logarithmically-
spaced positive real numbers, We form the five folds consisting of every fifth time point. Denote
these five test folds’ time points as sets tIou5o“1, so that I1 “ t1, 6, ¨ ¨ ¨ u, I2 “ t2, 7, ¨ ¨ ¨ u, and so
forth. Writing I´o “ t1, ¨ ¨ ¨ , T uzIo the test datasets comprise of the subsetted data tXo, yo, Cou5o“1
for Xo :“ tXptq : t P Iou, yo :“ typtq : t P Iou and Co :“ tCptq : t P Iou, and the corresponding
training dataset comprise of tX´o, y´o, C´ou5o“1. Also, particles in yo are denoted as yo,i P Rd, and
the corresponding multiplicities of Co are denoted Co,i.
The five-fold cross validation score is calculated as the average of the out-of-sample negative
log-likelihood in (2):
Spλα, λβq “ ´1
5
5ÿ
o“1
`tnt:tPoupαˆ´o, βˆ´o, Σˆ´o; yo, Xo, Coq
Denoting as αˆo and βˆ
o
0k and βˆ
o
0k the estimated coefficients from the training data set Xo and yo
and Co, and the test dataset as X´o and y´o and C´o. (We include Xo in `p¨q to emphasize which
subset of the covariates the estimates are based on.) The cross-validated regularization parameter
values λα and λβ are the minimizer of the cross-validation score:
pλˆα, λˆβq “ argmin
λαPLα,λβPLβ
Spλα, λβq.
A real data example of cross-validation scores in action is shown in Figures 12 and 13. Our scheme
of training/test splits places a strong emphasis on even temporal coverage of the test data. Since our
data are in hourly resolution (equivalent to 20 kilometers in space), the temporal closeness of the
test time points Io and the training time points I´o is negligible. For data with finer time resolution,
our recommendation is to form a time barrier between the training and test time points, or to form
larger time blocks for test folds. Also, in this work, we do not discuss how to select the number of
clusters K based on data. In simulation, we find that slightly overspecifying the number of clusters
compared to the true number, is recommended. See Section 3.1.2 for details.
3 Numerical results
3.1 Simulated data
In order to examine the numerical properties of our proposed method, we apply our model to
simulated data whose setup is closely related to our main flow cytometry datasets.
3.1.1 Noisy covariates
The main source of noise in our data is in the environmental covariates from a variety of sources –
in-situ and remote-sensing measurements, and oceanographic model-derived product (Boyer et al.
2013), each with different temporal and spatial resolution, and varying amounts of uncertainties.
In order to investigate the effect of uncertainty in the covariates, we conduct a simulation in which
synthetic cytograms are generated from a true model and underlying covariates, and then our model
is estimated with access to only artificially obscured covariates.
We generate synthetic data with T “ 100 time points, K “ 2 clusters, and p “ 10 covariates
as shown in Figure 4 – one sunlight variable X1, one changepoint variable X2, and eight spuri-
ous covariates tXiu10i“3. From these covariates, T 1-dimensional cytograms are generated from the
generative model in Section 2.1 with the true underlying coefficient values,
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α0,1 “ 0, α0,2 “ 0, α1 “ p0 0 0qT , α2 “ p0 0 8.61qT ,
β0,1 “ 0, β0,2 “ 3, β1 “ p0.3 0 0qT , β2 “ p´0.3 0 0qT . (12)
Both clusters’ means follow the sunlight X1. Cluster 1 has nt “ 200 particles for all time points
t “ 1, ¨ ¨ ¨ , 100. Cluster 2 overlaps with cluster 1, is present only in the second half of the time range
t “ 51, ¨ ¨ ¨ , 100, and is 1/4th as populous as cluster 1 at those time points. Both cluster variances
are equal to 1, and the spurious covariates play no role in data generation i.e. all other coefficients
not specified in (12) are zero.
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Figure 4: (Left) The first covariate X1 P RT is a smoothed and standardized version of the par
(sunlight) covariate from Section 4.0.1. The three thin lines show the obscured sunlight variables
for three different noise levels σadd. The next covariate is a changepoint variable X2 P RT . The
remaining 8 spurious covariates tXiu10i“3 are generated as T i.i.d. entries from N p0, 1`σ2addq. (Right)
An example of a generated dataset, whose particles are shown as grey points in the background. The
two true cluster means are plotted as colored lines whose thickness is proportional to the cluster
probabilities. Cluster 1 is only present in the second half, and has one quarter of the number of
particles in cluster 2 in those time points. A thin dashed line is shown in the first half where the
cluster probability is zero.
On each new synthetic dataset, we estimate a cross-validated 2-cluster model, but instead of
sunlight covariate X1, we use the obscured X
noisy
1 “ X1 ` ,  „ N p0, σ2addIT q for estimation. Also,
the eight spurious covariates tXiu10i“3 are each generated as N p0, 1`σ2addq to match the magnitude of
Xnoisy1 . We consider a certain range of additive noise σadd P t0, 0.3, 0.6, ¨ ¨ ¨ , 2.7u, and 100 synthetic
datasets for each value σadd.
The left plot of Figure 5 shows the out-of-sample model prediction performance of each of the
100 estimated models for each noise level σadd, measured as the negative log likelihood evaluated
on a large independent test dataset. As expected, out-of-sample prediction gradually worsens with
increasing covariate noise σadd, then plateaus at about σadd “ 2.7.
The right plot of Figure 5 demonstrates the variable selection property of our method, focusing
on the β coefficients. Focusing on the sunlight variable – the only true predictor of mean movement
– we see that it is more likely to be selected than are spurious covariates, and is less likely to be
selected as σadd increases. Additionally, selecting sunlight is possible even when σadd is high if the
cluster has higher relative probability and has nonzero probability in a longer time range.
3.1.2 Cluster number misspecification
In addition to covariate noise, we explore the effect of misspecifying the number of clusters K in
the model. We first form a ground truth model by taking the five-cluster estimated model from
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Figure 5: (Left) Out-of-sample prediction performance using covariates obscured by Gaussian noise
variance σ2add, for the simulation setup described in Section 3.1.1. (Right) Probability of the sunlight
covariate being estimated as nonzero is shown in black lines. The corresponding probabilities for the
eight spurious covariates are shown in red lines (thin red lines are individual covariates, thick red
line is the average). The solid and dashed lines show results from cluster 1 and cluster 2 respectively.
In both clusters, the sunlight variable is more likely to be selected than the spurious variables. This
advantage is more pronounced for cluster 1 than for cluster 2, which is only present in the second
half of the time range.
the 1-dimensional T “ 298 data in Section 4.0.1 and Figure 7, and zero-thresholding the smaller
estimated coefficients. We then generate new data 30 times from this underlying true model, and
estimate a K-cluster cross-validated model, for K P t2, 3, 4, 5, 6, 7, 8u. Figure 6 shows out-of-sample
prediction performance, measured as the negative log-likelihood on a large independent test set
generated from the true model. We see that models estimated with K ă 5 clusters have sharply
deteriorating out-of-sample prediction. On the other hand, models estimated with K ą 5 than
five clusters have average out-of-sample prediction performance in the same range as that of K “ 5
cluster models. A closer examination of the estimated models reveals that, out of the K ą 5 clusters,
five clusters are usually estimated accurately, and the remaining K ´ 5 clusters are estimated with
near-zero probability. These results suggest that one can slightly overspecify the number of clusters
for estimation with little harm to prediction performance. Automatic approaches to choosing K is
an interesting area of future work.
4 Application to Seaflow cruise
In this section, we apply our model to data collected on a research cruise in the North Pacific Ocean,
and from the Simons CMAP database. The MGL1704 cruise traversed two water masses over the
course of about 2 weeks, between dates 2017-05-28 and 2017-06-13. As seen in Figure 1, the cruise
started in the North Pacific Subtropical Gyre (dominated by warm, saltier water), traveling north to
the Subpolar Gyre (high latitude, nutrient-rich water), and returned back south. We first describe
the data and model setup, then discuss the results.
Environmental covariates. A total of 33 environment covariates (see Table 1 and Figure 11)
were colocalized with cytometric data by averaging the environmental data measurements within a
13
Number of clusters used in estimation (K)
O
ut
−o
f−
sa
m
pl
e 
NL
L
One simulation
Average
True K
2 3 4 5 6 7 8
0.
40
0.
42
0.
44
0.
46
0.
48
Figure 6: Out-of-sample likelihood for K-cluster models estimated from 5-cluster pseudo-real
datasets, which were each generated from a simplified version of a model estimated from real 1-
dimensional data, in Section 4.0.1. Models estimated with fewer than 5 clusters have sharply worse
out-of-sample prediction performance. On the other hand, estimated models with 5 clusters or more
have the same out-of-sample prediction performance, because the extra clusters are estimated to have
zero probability, and play no role in the prediction.
rectangle of every discrete point of the cruise trajectory in space and time, aggregated to an hourly
resolution. These data were processed and downloaded from the Simons CMAP database (Simons
Foundation 2019) accessed through the CMAP4R R package (Hyun et al. 2020). In addition to these
covariates, we lagged the sunlight covariate in time by t3, 6, 9, 12u hours. This was motivated by
scientific evidence showing that the peak of phytoplankton cell division is out of phase with sunlight
(Ribalet et al. 2015). We also created two changepoint variables demarcating the two crossings
events of the cruise through a biological transition line at latitude 37. These derived covariates play
the role of allowing a more flexible conditional representation of the cytograms, using information
from the covariates. All covariates except for the two changepoint variables are centered and scaled
to have sample variance of 1. Altogether, we formed a covariate matrix X P Rp308´12qˆ42. (The first
twelve time points are deleted due to the the lagging of the sunlight variable.)
Response data (cytograms). The response data (cytograms) were collected on-board using
a continuous-time flow cytometer called SeaFlow, which continuously analyzes sea water through a
small opening and measures the optical properties of individual microscopic particles (Swalwell et al.
2011). The data consist of measurements of light scatter and fluorescence emissions of individual
particles. Data are organized into files recorded every 3 minutes, where each file contains measure-
ments of the cytometric characteristics of between 1, 000 and 100, 000 particles ranging from 0.5 to
5 microns in diameter. The size of data in any given file depends on the cell abundance of phyto-
plankton within the sampled region. Each particle is characterized by two measures of fluorescence
emission (chlorophyll and phycoerythrin), its diameter (estimated from light scatter measurements
by the application of Mie theory for spherical particles), its carbon content (cell volume is converted
to carbon content) and its label (identified based on a combination of manual gating and a semi-
supervised clustering method), as described in Ribalet et al. (2019). Note that we use the particle
labels only for comparison to our approach. Particles were aggregated by hour, resulting in T “ 296
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cytograms for the duration of the cruise, with matching time points as rows of X.
Lastly, the cytogram data typtqi P Rd : i “ 1, ¨ ¨ ¨ , ntut were log transformed due to skewness of
the original distributions, augmented with biomass multiplicity tCptqi : i “ 1, ¨ ¨ ¨ , ntut, and binned
using D “ 40 equally sized bins in each dimension, as described in Section 2.3. In the analyses to
follow in Sections 4.0.1 - 4.0.2, we consider two data representations for analysis: a d “ 1 case with
only the binned cell diameter biomass cytograms, and the full d “ 3 dimensional binned biomass
cytograms.
Practicalities. The regularization parameters pλα, λβq were chosen using 5-fold cross-validation
as described in Section 2.6. Every application of the EM algorithm was repeated 5 times (for 3-
dimensional data) or 10 times (for 1-dimensional example). The model means were restricted using
a ball constraint of radius r as described in Section 2.2. In the 1-dimensional data analysis in 4.0.1,
the radius reflects the underlying assumption that carbon quotas should at most double or halve,
peaking during the day due to carbon fixation via photosynthesis by the cell, and halving due to cell
division (i.e. the mother cell divides into two equal daughter cells). Assuming spherical particles,
this would correspond to a log scale day-night cell diameter difference of logp2q{3 » 0.231, halved
to obtain r “ 0.1153. The 3-dimensional data analysis in Section 4.0.2 first shifts and scales the log
cell diameter to be identical to the other axes, and uses r “ 0.5, similar in scale to the radius used
in the 1-dimensional analysis.
4.0.1 Application to 1-dimensional cell diameter data
In this section, we apply our model to 1-dimensional cytograms at the hourly time resolution. The
1-dimensional setting is useful for visualization because single plots can display the entire data and
fitted model parameters, displaying cluster means tµk¨ P RT uK1 as lines and cluster probabilities
tpik¨ P RT uK1 as line thickness, as well as shaded 95% probability regions around the means from
the estimated covariance. The estimated means and probabilities are shown in Figure 7, and the
estimated coefficients can be seen in Table 2.
Overall, the estimated model effectively captures the visual patterns in the cytogram data. Clus-
ters 3 and 5 correspond to two well-known populations called Synechococcus and Prochlorococcus,
respectively. The most prominent phenomenon is the daily fluctuation of the mean of cluster 5,
which is clearly predicted using a combination of time-lagged sunlight and ocean altimetry. Also
notable is change in probability of cluster 3, which is predicted well by physical and chemical co-
variates such as sea surface temperature and phosphate. The overlapping two clusters 3 and 4 are
also accurately captured as separate clusters.
As we will see shortly in the 3-dimensional analysis, introducing the other two axes of the cy-
tograms (i.e. 1-dimensional cytograms to 3-dimensional cytograms) clearly helps further distinguish
between these clusters and identify finer-grain cluster mean movement. Furthermore, cluster 4, which
has a large variance and serves as a catch-all background cluster, does not appear to represent a
specific cell population, and rather exists to improve the other clusters’ model fits.
4.0.2 Application to 3-dimensional data
In this section, we apply our model to the full 3-dimensional data. First, in Figure 8, we display one
dimension (cell diameter) of the estimated 10-cluster 3-dimensional model, as a direct comparison
to the 1-dimensional cell diameter analysis in Section 4.0.1. Cluster 10 are recognized by domain
experts to correspond to Prochlorococcus. The separation of these two heavily overlapping clusters,
and their independent means’ movement, are visually not apparent in the cell diameter data alone;
indeed, the estimated 1-dimensional model in Figure 7 only captures a single Prochlorococcus cluster
5.
The full 3-dimensional data and estimated model are challenging to display in print. A better
medium than flat images is a video of t “ 1, ¨ ¨ ¨ , T images over time, which we show in https:
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Figure 7: (Top) The 1-dimensional cell diameter biomass cytograms (log transformed) at an hourly
time resolution is shown here. In the background, the 1-dimensional biomass distribution of binned
cell diameter data is shown in greyscale. (Bottom) The estimated 5-cluster model is overlaid on the
same plot; the five solid lines are the five estimated cluster means, whose thickness show the values
of the K “ 5 cluster probabilities tpiktuKk“1 over time t “ 1, ¨ ¨ ¨ , 296 (individual hours). The shaded
region around the solid lines are the estimated ˘2 standard deviation around the cluster means.
//youtu.be/jSxgVvT2wr4. Figure reffig:3d-full shows one frame from this video (corresponding
to one t), which overlays with several plots: three 2-dimensional projections of the cytogram, two
different angles of the 3-dimensional cytograms, the cruise location on a map, the covariates over
time, and cluster the probabilities at each time and as a time series. The mean fluctuations and
cluster probability dynamics over time are clearly captured in the full video, and are explained next.
The estimated mean movement and the tβkuK1 coefficients shown in Tables 4-6 reveal interesting
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Figure 8: A one-dimensional slice of the estimated model of the full 3-dimensional data, showing
only the cell diameter axis. This figure is directly comparable to Figure 7 using only 1-dimensional
cell diameter data. The colored solid lines track the ten estimated cluster means over time, and the
line thickness shows the cluster probabilities over time. (The shaded 95% probability regions were
omitted for clarity of presentation.) This model on 3-dimensional data suggests finer movement
of a larger number of cell populations that is not detectable using only the 1-dimensional data. In
particular, a clean separation of the heavily overlapping clusters 9 and 10 was not possible in the
1-dimensional model, but is clear in the 3-dimensional model (also see Figure 9 that this separation
is made apparent by using the additional red axis).
scientific insights. The cell diameter of Prochlorococcus seems to be well predicted by sunlight and
lagged variants of sunlight. To elaborate, the estimated entries of β5 corresponding to the covariates
p1, p2 and p3 and the cell diameter axis, were estimated as 0.008, 0.010 and 0.013 – meaning
that the mean cell diameters of Prochlorococcus are predicted to increase by these amounts with
a unit increase in each covariate value. This supports biochemical intuition about the cell size
being directly driven by sunlight. Indeed, important physiological processes of phytoplankton cells,
including growth, division, and fluorescence (particularly of the pigment chlorophyll-A), are known
to undergo diel variability, i.e. timed with the day-night or light cycle.
Estimated mean probabilities and the coefficients tαkuK1 shown in Tables 3 are also quite in-
terpretable. A higher positive estimated entry of αk means that a unit increase of that covariate
corresponds to a larger increase of the relative probability of the k’th cluster. The probability of
Cluster 8 (which occupies a region in the orange fluorescence axis that clearly corresponds to the
Synechococcus population) is associated with primary productivity (coefficient value of 0.19), oxy-
gen (0.46) and nitrate (´0.35). Rapid increases in the abundance and biomass of Synechococcus
associated with high productivity have previously been observed over narrow regions of the Pa-
cific at the boundary between the Subtropical and Subpolar Gyres (Gradoville et al. 2020) . High
productivity in the ocean is often linked to high oxygen saturation, a result of oxygen production
during photosynthesis, and low nitrate, as a result of consumption of this nutrient required for
Synechococcus’s cell growth (Moore et al. 2002). Linkages to such biochemical factors unique to
this specific Synechococcus cluster are otherwise difficult to identify, but are clearly identified in our
model. In contrast, for cluster 10 (Prochlorococcus), the largest α coefficients correspond to sea
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surface temperature (0.87) and phosphate (´0.94). These results reflect this organism’s observed
distribution in the Pacific Ocean; namely its Subtropical Gyre, where high surface temperatures and
low concentrations of phosphate tend to favor small-celled Prochlorococcus leading to higher cluster
probabilities. Interestingly, nitrate was not detected by the model as a relevant covariate, which is
in good agreement with the physiology of Prochlorococcus, which often lack the genes necessary for
nitrate assimilation (Berube et al. 2015).
Conversely, the large positive α coefficients for cluster 2 (Picoeukaryotes) associated with phos-
phate (0.35) reflects its more northerly distribution in the North Pacific Subpolar Gyre, a region
of the ocean distinguished by higher surface concentration of nutrients including phosphate which
allow for greater growth of these relatively larger phytoplankton.
Lastly, cluster 3 is particularly interesting as it captures the calibration beads injected by the
instrument as internal standard. The location of this cluster is much more apparent in the full
3-dimensional representation in Figure 9. This is the only population whose origin and location
is known a priori, and thus serves as a negative control, which the model is expected to capture.
Indeed, in our estimated 10-cluster 3-dimensional model, this bead is clearly captured as a separate
population whose mean movement is minimal over time. Interestingly, 3-dimensional models with
fewer than 10 clusters fail to capture the calibration bead as a separate population.
Figure 9: A frame of a video (https: // youtu. be/ jSxgVvT2wr4 ) showing the estimated 3-
dimensional 10-cluster model described in Section 4.0.2. The size of the blue points represents the
biomass in each of the 403 bins. The top panel shows various views of the cytograms and our esti-
mated parameters (means, probabilities, and covariances). The lower panel shows the cruise location
on a map, covariates over time, and finally cluster probabilities at each time and as a time series.
The 10 estimated model clusters’ mean fluctuations and cluster probability dynamics over time can
be seen in the full video.
4.1 Comparison to gating
In Figure 10, we compare the relative biomass of Prochlorococcus, measured in two ways. The black
line shows the relative biomass of Prochloroccocus, gated in Ribalet et al. (2019) using flowDensity
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Figure 10: This figure shows the relative biomass of Prochlorococcus, measured in two ways – using
traditional gating (black line), and using the estimated cluster probability of cluster 10 (purple) in
the 3-dimensional data in Section 4.0.2 and Figure 9. One noticeable discrepancy is on June 8th
and 9th. The gating (black line) abruptly jumps from 0 to 0.5 due to flaws in automatic gating,
while our model (purple) suggests a gradual increase on June 8th and onwards. Visual inspection
and expert annotation of this cluster in the cytogram suggests that our model cluster 10 is correctly
tracking Prochlorococcus.
bioconductor package (Malek et al. 2015), applied semi-automatically to individual 3-minute level
3-dimensional cytograms, then aggregated to an hourly level. There is a noticeable discrepancy
between the two methods on June 8th and 9th. The black line abruptly rises from near 0 to about
0.5, while the purple line follows a gradual increase from June 8th onwards. The reasons for this
discrepancy are apparent from visual examination of the gated cytograms. First, the gating results
have no continuity or smoothness over time, having been applied to individual cytograms. More
importantly, while our model consistently tracks the Prochlorococcus cluster as a single ellipsoidal
cluster 10, the semi-automatic gating function erroneously includes external particles – many from
our model’s cluster 9, which domain experts would not consider to be Prochlorococcus.
5 Conclusion
In this work, we propose a novel sparse mixture of multivariate regressions model for modeling flow
cytometry data. We devise a penalized expectation-maximization algorithm with parameter con-
straints and implement a specific ADMM solver, which is called in the M-step. Our simulations and
application results in Section 3 demonstrate that our proposed model can reveal interpretable in-
sights from flow cytometry data, and help scientists identify how environmental conditions influence
the dynamics of phytoplankton populations.
Our method provides scientists with a rich description of the association between environmental
factors and phytoplankton cell populations. It leverages covariates and all cytograms to identify cell
populations. This means two cell populations that might be indistinguishable in a single cytogram
could be differentiated if their dynamics (i.e. dependence on covariates) are distinct from each other.
Thus, even when one is not interested in the covariates themselves but only the estimation of cell
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populations (as in gating) this method still may be the best choice. In applying the method, we
recover some known associations, such as Prochlorococcus and light (positive controls), we did not
identify some known non-associations (negative controls), and also produced some new associations
that can be studied. Also, in investigating a discrepancy between our method and a pre-existing
gating approach, we uncovered some undesirable behavior of the pre-existing approach.
While the motivation from this methodology comes from oceanography, the flow cytometry
technology is important to many other areas, including biomarker detection Gedye et al. (2014),
diagnosis of human diseases such as tumors Brown & Wittwer (2000), and ecological studies Props
et al. (2016). The statistical methodology developed here can be applied to any context in which
modeling cytograms in terms of features is reasonable. We therefore expect it to be valuable in a
wide range of fields.
The methodology has several exciting directions for future work. Our mixture model method-
ology would greatly benefit from a principled, automatic choice of the number of K based on the
data. It would be also be interesting to see how relaxing the Gaussian cluster assumption to dif-
ferent distributions – e.g. skewed, multivariate t distributions – helps improve the flexibility of our
approach. A model with a feature-dependent Σk could enable more flexible prediction as well. Also
promising are the extension and comparison to more non-parametric approaches to the conditional
distribution of cytograms, or to the entire joint model of cytograms and environmental covariates.
On the application side, it would be interesting to compare estimated models on data from other
oceanographic cruises traversing the same trajectory or different areas, and see to what extent the
estimated relationship between cytograms and environmental covariates can be replicated.
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Supplement A: Proof of Proposition 1
Proof. Let us denote θ :“ pα, β,Σq and write gpθq in place of gpα, βq for brevity. Also recall our
shorthand for particles y :“ typtqi ui,t. First write the penalized likelihood in (3) (and the objective
of (7)) as:
fpθ, yq :“ ´p1{Nq logLpα, β,Σ; typtqi ui,tq ` gpθq,
to emphasize it is a bivariate function of θ and y. The latter y is taken to be a Rd
ř
t nt vector,
having vectorized entries of typtqi ui,t. Now, define the particle mapping hB : Rd Ñ Rd,
hBpyptqi q “
Bÿ
b“1
y˜b1typtqi P Ebu,
which maps a point to the center of the bin containing it. Writing hBpyq “ thBpyptqi qui,t, we can
succinctly express the objective of (6), fpθ, hBpyqq.
Next, we want to see that fpθ, yq as a function of y is Lipschitz over θ i.e. for any datasets y, y1
in the data domain Rd
ř
t nt , there exists a finite constant L such that,
max
θPΘ |fpθ, yq ´ fpθ, y
1q| ď L ¨ }y ´ y1}2. (13)
By the mean value theorem and Cauchy-Schwarz, there exists y˜ P Y such that:
|fpθ, yq ´ fpθ, y1q| ď }∇yfpθ, y˜q}2 ¨ }y ´ y1}2
The gradient of fpθ, yq has subvectors of the form:
∇
y
ptq
i
fpθ, yq “
řK
k“1 piktpαq ¨ φpyptqi ;µktpβq,Σkq ¨ p´1{2q ¨ Σ´1k ¨ pyptqi ´ µktpβqqřK
k“1 piktpαq ¨ φpyptqi ;µktpβq,Σkq
.
Given that Σk ě cId for all k, this is a continuous function on the compact domain Θ ˆ Y, so
by Weierstrass’s extreme value theorem, it attains a finite maximum, and so (13) holds with L :“
maxpθ,yqPΘˆY }∇yfpθ, yq}2.
It follows that:
max
θPΘ |fpθ, hBpyqq ´ fpθ, yq| ď L ¨ }hBpyq ´ y}2 ď L ¨
gffe Tÿ
t“1
nt ¨R
?
dB´
1
d
BÑ8ÝÝÝÝÑ 0, (14)
using that the largest distance between any y
ptq
i and hBpyptqi q, both d-vectors, is smaller than the
length
?
dRB´ 1d of the main diagonal of a d-dimensional hypercube. This establishes that fpθ, yq
and fpθ, hBpyqq are arbitrarily close uniformly in θ, as B increases.
Now, further denote fpθ, yq as fpθq, and fpθ, hBpyqq as fBpθq, whose subscript B emphasizes the
dependence on the number of bins B. For any sequence θ˜B of elements taken from the set sequence
Θ˜B . There exists a convergent subsequence θ˜sB for some sequence sB , by the Bolzano-Weierstrass
theorem. Now, we proceed to show that limBÑ8 θ˜sB is in Θˆ. For any θˆ P Θˆ and θ˜sB :
fsB pθ˜sB q ě fsB pθˆq. (15)
Taking the lim inf of both sides and using, by (14), that limBÑ8 fsB pθˆq “ fpθˆq,
lim inf
BÑ8 fsB pθ˜sB q ě fpθˆq. (16)
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Now, bound fpθˆq ´ fpθ˜sB q from above as follows:
lim sup
BÑ8
”
fpθˆq ´ fpθ˜sB q
ı
“ lim sup
BÑ8
”
fpθˆq ´ fsB pθ˜sB q ` fsB pθ˜sB q ´ fpθ˜sB q
ı
ď 0` lim sup
BÑ8
”
fsB pθ˜sB q ´ fpθ˜sB q
ı
by (16)
ď lim sup
BÑ8
„
sup
θ
|fsB pθq ´ fsB pθq|

“ 0 by (14).
Replacing the lim sup with the limit, we have
lim
BÑ8 fpθ˜sB q “ fpθˆq (17)
Since f is continuous on Θ, we have:
lim
BÑ8 fpθ˜sB q “ fp limBÑ8 θ˜sB q “ fpθˆq, (18)
which proves the limit limBÑ8 θ˜sB of any convergent subsequence θ˜sB is a minimizer of the function
f . This proves our original statement (8).
Supplement B: ADMM details
Continuing directly from the end of Section 2.5, we detail steps 1 through 4, for clarity of imple-
mentation.
1. The first update has an interesting alternative least-squares representation in terms of the
optimization variable b :“ vec
ˆ
βT0
β
˙
P Rpp`1qd:
argmin
β0,β
1
2N
Tÿ
t“1
ntÿ
i“1
γitpyptqi ´ β0 ´ βTXptqqTΣ´1pyptqi ´ β0 ´ βTXptqq
` ρ
2
››››β ´ ˆw ´ Uwρ
˙››››2
F
` ρ
2
Tÿ
t“1
›››››βTXptq ´
˜
zptq ´ u
ptq
z
ρ
¸›››››
2
Subject to }βTXptq}2 ď r @t “ 1, ¨ ¨ ¨ , T.
Examining one term at a time,
(a) The first term can be rewritten as (reviving the cluster index k for a moment):
1
2N
} vecpW´1{2k Y˜ TΣ´1{2k q ´ X˜ab}2,
for Wk “ diag
`tγ¨tkuTt“1˘ and for X˜a “ Σ´1{2k b ´W 1{2k Xa¯ P RdTˆdpp`1q formed using
the augmented covariate matrix Xa “ ~´1 X
¯
, and Y˜ P RTˆd whose rows are y˜ptq “řnt
i“1 γitky
ptq
i . The next two terms are different, and perhaps trickier to write, because
they need to be written to exclude the elements of b corresponding to the intercept
coefficient β0.›››aρ2 ´pvecpwq ´ vecpUwqρ q ´ IJpdb¯›››2 where Ia for a P N` is an aˆ a identity matrix, and
IJa is defined so that for all j P J :“ t1, p` 1, ¨ ¨ ¨ , dpp´ 1q ` 1u the j’th columns are zero
vectors, and all other columns form a matrix equal to Ia.
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(b) The third term can be written as a sum over t of }aρ2 ´pzptq ´ uptqzρ q ´ pId bXptq0 qT b¯ }2
using an augmented vector X
ptq
0 “
ˆ
0
Xptq
˙
and the equivalence
ˆ
βT0
β
˙T
X
ptq
0 “ pId b
X
ptq
0 qT b. There are T such terms, which can be combined as:››››cρ2
ˆ
vecpZT q ´ vecpU
T
z q
ρ
´X0b
˙››››2
where vecpZT q P RdT and vecpUTz q P RdT are formed by appending elements of tzptq P
RduTt“1 and tuptqz P RduTt“1 each into a long vector, and X0 P RdTˆdpp`1q is formed by
combining matrices t
´
Id bXptq0
¯T P Rdˆdpp`1quTt“1 vertically in order of t.
Together, these are a single least-square problem minb }c ´Db}2 with the following response
c P Rdp2T`pqˆ1 and covariate matrix D P Rdp2T`pqˆpp`1qd (using block matrix notation):
c “
¨˚
˚˝˚vec
´b
1
2NW
´1{2
k Y˜
TΣ
´1{2
k
¯
a
ρ
2 ¨
´
vecpwq ´ vecpUwqρ
¯
a
ρ
2 ¨
´
vecpZT q ´ vecpUTz qρ
¯ ‹˛‹‹‚, D “
¨˚
˝
b
1
2N X˜a
ρ
2 ¨ IJpda
ρ
2 ¨X0
‹˛‚. (19)
From this, update β0k P Rd by taking the t1 ` pi ´ 1qpp ` 1qudi“1’th entry of the updated
b P Rpp`1qd, and update βk as the remaining entries, taking p entries at a time stacked as
columns to form a matrix of size Rpˆd.
2. Next, the update of tzptquTt“1 can be written using vptq :“ βTXptq ` uptqz {ρ at all t “ 1, ¨ ¨ ¨ , T ,
seeing that:
zptq Ð argmin
zptq
Tÿ
t“1
uptqz
T pβTXptq ´ zptqq ` ρ
2
}βTxptq ´ zptq}2 s.t. }zptq}2 ď C
“ projballC pvptqq
“
#
vptq if }vptq}2 ď C
C v
ptq
}vptq}2 otherwise
Using the full original covariate matrix X P RTˆp and the two matrices Uz P RTˆd and
Z P RTˆd whose t’th rows are uptqz and zptq respectively, we can be succinctly write the update
as:
Z Ð projballC pXβ ´ Uz{ρq
where projpAq on a matrix A is meant to be applied on rows of A.
3. The update of w can be written as soft thresholding:
w Ð argmin
w
xUw, β ´ wy ` λ}w}1 ` ρ
2
}β ´ w}2F
“ argmin
w
1
2
}β ´ wq ` Uw{ρ}2 ` λ
ρ
}w}1
“ argmin
w
1
2
}w ´ pβ ` Uw{ρq }2 ` λ
ρ
}w}1
“ softλ{ρpβ ` Uw{ρq.
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4. Lastly, the update of tuptqz P RdpuTt“1 can be simplified into a single matrix update:
Uz Ð Uz ` ρpXβ ´ Zq,
for row-stacked matrices Z P RTˆd and Uz P RTˆd as before.
5. No further details.
.0.1 Convergence criterion
Following section 3.3 in Boyd et al. (2011), a convergence criterion is established by limiting the
primal and dual residuals of our problem. This can derived by first framing our augmented problem
in (11) in terms of the canonical ADMM problem (using block matrix notation):
minimize
β0, β, Z, w
fpβ0, βq ` gpZ,wq
subject to A
ˆ
βT0
β
˙
`B
ˆ
w
Z
˙
“
ˆ
0
0
˙
P RpT`pqˆd
(20)
Here, we can see that the matrices A and B can be written as:
A “
ˆ
0 Ip
0 X
˙
, B “
ˆ´Ip 0
0 IT
˙
, (21)
where the left-most column of A is a single zero vector. Using this notation, the primal and dual
residuals are written as r and s respectively:
r “ A
ˆ
βT0
β
˙
`B
ˆ
w
Z
˙
P Rpp`T qˆd
s “ ρATB
„ˆ
w
Z
˙
´
ˆ
wprev
Zprev
˙
P Rpˆd,
where the wprev denotes the value of w from the previous iteration. Since r and s are matrices,
we use the Frobenius norm in controlling their entrywise size as the stopping rule. The stopping
criterion is then
}r}F ď pri and }s}F ď dual.
for a stopping tolerance value
pri “ rel maxt}Aβ}F ,
››››BˆwZ
˙››››
F
u,
dual “ rel}AT
ˆ
Uw
UZ
˙
}F ,
for a relative tolerance threshold value rel “ 10´3.
Supplement C: Additional data analysis results
This section contains additional figures and tables for the data analysis from Section 4. Here is a
summary of the material:
1. Figure 11 and Table 1 show plots of all environmental covariates, and longer names of the
covariates.
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2. Figure 12 and Figure 13 show more detailed results from the 1d data application in Section
4.0.1.
3. Figure 12 shows a 10 by 10 heatmap of the cross-validation scores from the 2d grid of candidate
pλα, λβq values, and Figure 13 shows the estimated models.
4. The estimated coefficients from the 1-dimensional analysis in Section 4.0.1 are shown as tables
in Table 2.
5. The estimated coefficients from the 3-dimensional analysis in Section 4.0.2 are shown in Table 3
through Table 6.
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Figure 11: Eight panels showing the four or five environmental covariates at a time. The first two
figures show manually created covariates. In the first figure, b1 and b2 are indicator variables for
regions crossings of the cruise across an important ecological transition zone. In the second figure,
p1, p2, p3, p4 are the sunlight variable par lagged by 3,6,9 and 12 hours. The rest of the covariates
are described briefly in Table 1. All covariates except for b1 and b2 were standardized to have mean
0 and sample standard deviation 1.
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Covariate Name Long Name
sss Sea surface salinity
sst Sea surface temperature
Fe Mole concentration of dissolved iron in sea water
PP Net primary productivity of Carbon per unit volume
Si Mole concentration of Silicate in sea water
NO3 Mole concentration of Nitrate in sea water
CHL Mass concentration of Chlorophyll in sea water
PHYC Mole concentration of Phytoplankton expressed as carbon in sea water
PO4 Mole concentration of Phosphate in sea water
O2 Mole Concentration of dissolved Oxygen in sea water
vgosa Geostrophic velocity anomalies: meridian component
vgos Absolute geostrophic velocity: meridian component
sla Sea level anomaly
ugosa Geostrophic velocity anomalies: zonal component
ugos Absolute geostrophic velocity: zonal component
wind stress Wind stress
eastward wind Eastward wind speed
surface downward
eastward stress
Eastward wind stress
wind speed Wind speed
surface downward
northward stress
Northward wind stress
northward wind Northward wind speed
ftle bw sla FTLE backward-in-time using geostrophic velocity anomaly
disp bw sla Displacement backward-in-time using geostrophic velocity anomaly
AOU WOA clim Objectively analyzed climatology for apparent oxygen utilization
density woa clim objectively analyzed climatology for density
o2sat woa clim objectively analyzed climatology for percent oxygen saturation
oxygen woa clim objectively analyzed climatology for dissolved oxygen
salinity woa clim objectively analyzed climatology for salinity
conductivity woa clim objectively analyzed climatology for conductivity
nitrate woa clim objectively analyzed climatology for nitrate
phosphate woa clim objectively analyzed climatology for phosphate
silicate woa clim objectively analyzed climatology for silicate
par Photosynthetically active radiation
p1, p2, p3, p4 3-, 6-, 9-, and 12- hour lagged par.
b1, b2 Indicator variables for ecological regions.
Table 1: The environmental covariates used in our 1d and 3d analysis in Section 4 were retrieved
from the Simon’s CMAP database using a process called “colocalization”, which is to take aver-
age of moving time/space boxes. The covariate names, except for those in the last two rows, can
be used to query data from the Simons CMAP database. For ease of presentation, in Tables 2
through 6, the short hand of sdns and sdes is used for surface downward northward stress and
surface downward northward stress, and the suffixes WOA clim are omitted.
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λβ
λα
0.5
0.19
0.075
0.029
0.011
0.0044
0.0017
0.00066
0.00026
1e−04
1e−04 0.00085 0.0072 0.061 0.52
0.40
0.45
0.50
0.55
0.60
Figure 12: A 10 ˆ 10 cross-validation (CV) score matrix from the 1-dimensional data analysis in
Figure 7 visualized as a 2-dimensional heatmap. Blue shows a low average out-of-sample negative
log likelihood across the five CV folds, and red shows high. In this case, the couplet at row 5 and
column 4, λα “ 0.0044 and λβ “ 0.0025 was chosen. (To be clear, smaller CV score (blue) means a
better model according to averaged out-of-sample prediction performance, measured by the negative
log-likelihood.)
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Increasing λβ, Sparser β
Best CV score
Increasing λααSparser 
Figure 13: This figure shows 25 “ 5 ˆ 5 models each from different pairs of pλα, λβq values, from
the 1-dimensional data analysis in Figure 7. The top row shows the models with the lowest λα
in each column, and the left-most column shows the model with the lowest λβ value in each row.
The top-left figure shows the most complex, least regularized model with all non-zero coefficients –
overfitting to the data – and the bottom right shows the simplest, most regularized model with every
clusters’ mean and probability constant over time. The blue box highlights the final estimated model
with best cross-validated out-of-sample likelihood, as shown in figure 7. The plot titles show two
measures – in-sample objective value, and the average out-of-sample negative log-likelihood across
5 cross-validation test folds; these show that the complex models perform well in-sample, but the
cross-validation score suggests the best model is in the middle. The actual cross validation for the
analysis was done using a 10 ˆ 10 2d grid of values, but this plot only shows a subset of rows and
columns, for illustration purposes. Figure 12 shows the full 10 ˆ 10 cross-validation score matrix,
visualized as a heatmap.
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Covariate name type Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5
p2 light ¨ -0.231 -0.005 ¨ 0.006
p3 light ¨ -0.007 ¨ ¨ ¨
par light 0.018 ¨ ¨ ¨ -0.027
sst phys ¨ ¨ ¨ ¨ 0.913
vgosa phys ¨ ¨ -0.116 ¨ ¨
vgos phys 0.133 ¨ ¨ ¨ ¨
sla phys ¨ 0.185 ¨ ¨ ¨
ugos phys ¨ -0.134 0.022 ¨ -0.086
wind stress phys ¨ ¨ ¨ 0.011 ¨
wind speed phys ¨ ¨ ¨ ¨ -0.165
northward wind phys 0.138 ¨ ¨ ¨ -0.063
ftle bw sla phys 0.032 ¨ -0.094 ¨ ¨
disp bw sla phys ¨ ¨ ¨ ¨ 0.018
PP bio ¨ ¨ 0.088 ¨ ¨
CHL bio ¨ 0.134 ¨ ¨ -0.045
o2sat bio ¨ ¨ 0.280 ¨ ¨
nitrate chem ¨ ¨ -0.636 ¨ ¨
phosphate chem ¨ 0.158 ¨ ¨ -0.860
silicate chem -0.015 ¨ ¨ ¨ ¨
Covariate name type Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5
p1 light 0.002 0.004 0.000 -0.002 0.008
p2 light ¨ -0.004 0.006 -0.006 0.013
p3 light 0.007 ¨ 0.005 -0.004 0.010
p4 light -0.004 0.010 0.002 -0.002 -0.006
par light 0.002 ¨ 0.004 -0.002 0.002
sst phys ¨ -0.028 -0.004 ¨ -0.070
vgosa phys ¨ 0.014 ¨ 0.025 ¨
vgos phys 0.012 ¨ ¨ ¨ -0.006
sla phys 0.004 -0.012 0.001 0.002 -0.022
ugosa phys ¨ ¨ -0.005 0.007 -0.050
ugos phys 0.005 0.007 ¨ ¨ 0.059
wind stress phys 0.011 ¨ -0.029 ¨ 0.025
eastward wind phys -0.023 ¨ -0.020 ¨ 0.021
sdes phys ¨ ¨ -0.011 ¨ ¨
wind speed phys ¨ ¨ ¨ 0.033 ¨
sdns phys ¨ -0.002 ¨ -0.007 0.011
northward wind phys ¨ -0.009 -0.008 ¨ ¨
ftle bw sla phys 0.005 ¨ 0.025 0.000 -0.011
disp bw sla phys 0.001 ¨ 0.004 ¨ -0.003
density phys ¨ 0.026 ¨ 0.051 -0.038
PP bio 0.066 ¨ -0.008 ¨ ¨
CHL bio -0.141 ¨ ¨ ¨ ¨
o2sat bio 0.010 -0.004 0.017 ¨ -0.022
Si chem 0.014 -0.021 ¨ ¨ -0.005
phosphate chem ¨ 0.052 ¨ 0.012 -0.132
silicate chem -0.016 -0.022 ¨ -0.045 -0.001
Table 2: Estimated α coefficients (top) β coefficients (bottom) for the 5-cluster, 1-dimensional model
in Figure 7. Some of the names of the covariates are abbreviated from the full versions in Table 1.
The rows (covariates) whose coefficients were all estimated to be zero were omitted.
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Covariate type Clust 1 Clust 2 Clust 3 Clust 4 Clust 5 Clust 6 Clust 7 Clust 8 Clust 9 Clust 10
p1 light ¨ ¨ 0.086 ¨ ¨ ¨ ¨ ¨ 0.012 ¨
p2 light ¨ ¨ ¨ ¨ -0.130 ¨ ¨ ¨ ¨ 0.058
p3 light ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0.047 -0.038 0.018
p4 light ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ -0.023 ¨
par light ¨ ¨ 0.431 ¨ ¨ ¨ ¨ ¨ 0.013 -0.079
sst phys ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0.868
vgosa phys ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ -0.061 ¨
vgos phys ¨ 0.079 -0.002 ¨ ¨ ¨ ¨ -0.088 ¨ ¨
sla phys ¨ ¨ ¨ 0.025 0.201 ¨ ¨ -0.056 ¨ ¨
ugosa phys ¨ 0.025 ¨ ¨ ¨ ¨ ¨ ¨ ¨ -0.034
ugos phys ¨ ¨ ¨ ¨ -0.188 ¨ ¨ 0.175 ¨ -0.060
wind stress phys 0.160 ¨ -0.436 0.036 -0.085 ¨ ¨ -0.371 0.108 ¨
sdes phys ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0.140 ¨
wind speed phys ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ -0.255
northward wind phys 0.019 ¨ ¨ ¨ ¨ ¨ ¨ -0.181 ¨ -0.105
ftle bw sla phys ¨ ¨ ¨ ¨ ¨ ¨ ¨ -0.180 ¨ ¨
disp bw sla phys ¨ ¨ ¨ ¨ -0.161 ¨ ¨ ¨ ¨ 0.011
density phys ¨ 0.111 ¨ ¨ 0.429 ¨ ¨ ¨ ¨ ¨
PP bio ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0.195 ¨ ¨
CHL bio ¨ ¨ ¨ ¨ 0.214 ¨ ¨ ¨ ¨ -0.061
o2sat bio -0.143 ¨ ¨ ¨ ¨ -0.049 ¨ 0.455 0.003 ¨
AOU chem ¨ ¨ ¨ ¨ -0.020 0.032 ¨ ¨ ¨ ¨
nitrate chem 0.015 ¨ ¨ 0.298 ¨ ¨ ¨ -0.347 -0.005 ¨
phosphate chem ¨ 0.348 ¨ ¨ ¨ ¨ ¨ ¨ ¨ -0.937
Table 3: Estimated α coefficients for 10-cluster, 3-dimensional model from Section 3. Rows whose
coefficients are all zero have been omitted.
Covariate Clust 1 Clust 1 Clust 1 Clust 2 Clust 2 Clust 2 Clust 3 Clust 3 Clust 3 Clust 4 Clust 4 Clust 4
Name Type Diam Red Orange Diam Red Orange Diam Red Orange Diam Red Orange
p1 light ¨ ¨ ¨ 0.031 ¨ ¨ ¨ 0.088 ¨ -0.000 ¨ ¨
p2 light ¨ ¨ ¨ 0.044 -0.004 -0.006 0.003 ¨ ¨ ¨ ¨ ¨
p3 light ¨ ¨ ¨ 0.042 ¨ -0.001 0.002 0.005 -0.005 ¨ ¨ ¨
p4 light ¨ ¨ ¨ 0.009 ¨ -0.011 ¨ -0.012 0.023 ¨ ¨ ¨
par light ¨ -0.015 -0.007 0.040 -0.015 0.056 ¨ ¨ ¨ ¨ ¨ ¨
sst phys 0.011 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
vgosa phys ¨ ¨ ¨ 0.004 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
vgos phys ¨ ¨ ¨ 0.060 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
sla phys ¨ ¨ ¨ ¨ -0.040 ¨ ¨ -0.002 0.026 ¨ ¨ 0.048
ugosa phys ¨ ¨ ¨ ¨ ¨ ¨ ¨ -0.044 ¨ ¨ ¨ ¨
ugos phys ¨ ¨ ¨ 0.014 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
wind stress phys ¨ ¨ ¨ ¨ 0.002 0.004 ¨ ¨ ¨ ¨ ¨ ¨
eastward wind phys -0.010 ¨ ¨ ¨ ¨ 0.068 ¨ ¨ ¨ ¨ ¨ ¨
sdes phys ¨ ¨ ¨ ¨ 0.014 ¨ ¨ ¨ ¨ ¨ ¨ ¨
wind speed phys ¨ ¨ ¨ -0.022 0.024 ¨ ¨ ¨ ¨ ¨ ¨ ¨
sdns phys ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
northward wind phys ¨ ¨ ¨ 0.031 -0.019 ¨ ¨ ¨ ¨ ¨ ¨ ¨
ftle bw sla phys ¨ ¨ ¨ 0.004 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
disp bw sla phys 0.003 -0.015 ¨ 0.007 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
density phys ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
PP bio ¨ ¨ 0.078 0.270 -0.053 0.023 ¨ ¨ ¨ ¨ ¨ ¨
CHL bio ¨ ¨ ¨ -0.393 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
o2sat bio -0.047 0.015 ¨ 0.118 0.137 ¨ ¨ ¨ ¨ -0.005 ¨ ¨
Si chem ¨ ¨ ¨ ¨ 0.030 ¨ ¨ ¨ ¨ ¨ ¨ ¨
AOU chem ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
nitrate chem ¨ ¨ ¨ -0.009 ¨ -0.051 ¨ ¨ ¨ ¨ ¨ ¨
phosphate chem ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
silicate chem ¨ 0.023 ¨ -0.032 0.009 -0.018 ¨ ¨ ¨ ¨ ¨ -0.016
Table 4: Estimated β coefficients from the 10-cluster, 3-dimensional model in Section 3 (part 1 of
3). The column names Diam, Red and Orange refer to the names of the 3-dimensional cytogram
axes.
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Covariate Clust 5 Clust 5 Clust 5 Clust 6 Clust 6 Clust 6 Clust 7 Clust 7 Clust 7 Clust 8 Clust 8 Clust 8
Name Type Diam Red Orange Diam Red Orange Diam Red Orange Diam Red Orange
p1 light ¨ -0.004 ¨ ¨ ¨ -0.005 ¨ ¨ ¨ 0.029 -0.016 ¨
p2 light 0.042 -0.002 -0.002 ¨ ¨ -0.000 -0.028 ¨ ¨ 0.034 -0.005 0.018
p3 light 0.036 0.035 -0.006 ¨ ¨ -0.005 ¨ ¨ ¨ 0.040 0.022 ¨
p4 light ¨ 0.065 -0.003 ¨ ¨ -0.005 ¨ ¨ ¨ ¨ 0.018 0.025
par light 0.035 -0.016 0.001 ¨ ¨ -0.002 ¨ ¨ ¨ 0.020 ¨ 0.039
sst phys ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ -0.001
vgosa phys 0.094 ¨ 0.011 ¨ ¨ ¨ 0.071 ¨ ¨ ¨ -0.020 ¨
vgos phys ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0.044 ¨ ¨
sla phys ¨ ¨ ¨ ¨ ¨ ¨ 0.002 ¨ ¨ 0.049 -0.011 0.014
ugosa phys 0.040 ¨ 0.005 ¨ -0.006 ¨ ¨ ¨ ¨ ¨ ¨ ¨
ugos phys ¨ 0.014 ¨ ¨ ¨ ¨ ¨ ¨ ¨ -0.074 ¨ 0.063
wind stress phys ¨ -0.062 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ -0.096 -0.056
eastward wind phys ¨ ¨ 0.018 ¨ 0.044 ¨ ¨ 0.044 ¨ -0.016 ¨ ¨
sdes phys ¨ ¨ ¨ ¨ ¨ 0.016 ¨ ¨ ¨ ¨ -0.051 ¨
wind speed phys -0.092 ¨ 0.010 0.090 ¨ ¨ ¨ ¨ ¨ -0.112 0.078 0.097
sdns phys 0.002 -0.073 ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0.022 ¨ ¨
northward wind phys ¨ ¨ ¨ ¨ -0.001 ¨ 0.025 ¨ ¨ ¨ 0.015 -0.002
ftle bw sla phys ¨ 0.056 ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0.099 0.075 0.006
disp bw sla phys ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0.066 ¨ -0.015
density phys 0.046 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0.020
PP bio ¨ -0.396 ¨ ¨ ¨ 0.007 ¨ ¨ ¨ ¨ -0.114 -0.099
CHL bio ¨ 0.215 0.039 ¨ ¨ ¨ ¨ ¨ ¨ -0.137 0.185 0.081
o2sat bio -0.175 ¨ -0.028 ¨ ¨ ¨ ¨ ¨ ¨ 0.002 0.135 ¨
Si chem ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 0.266 ¨ ¨
AOU chem ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ -0.168
nitrate chem ¨ 0.049 ¨ ¨ ¨ 0.045 0.005 ¨ ¨ ¨ -0.017 ¨
phosphate chem 0.128 0.096 0.028 0.013 ¨ ¨ 0.197 ¨ ¨ ¨ ¨ 0.042
silicate chem ¨ 0.095 -0.002 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ -0.101
Table 5: Estimated β coefficients from the 10-cluster, 3-dimensional model in Section 3 (part 2 of
3). The column names Diam, Red and Orange refer to the names of the 3-dimensional cytogram
axes.
Covariate Clust 9 Clust 9 Clust 9 Clust 10 Clust 10 Clust 10
Name Type Diam Red Orange Diam Red Orange
p1 light -0.017 0.012 -0.002 0.040 -0.020 0.001
p2 light -0.008 0.000 -0.001 0.073 0.013 ¨
p3 light -0.026 ¨ -0.003 0.022 -0.028 -3.659e-05
p4 light -0.006 ¨ -0.000 -0.003 ¨ ¨
par light ¨ 0.001 -0.000 0.024 -0.059 ¨
sst phys ¨ -0.036 ¨ -0.315 ¨ ¨
vgosa phys 0.061 ¨ ¨ ¨ -0.024 ¨
vgos phys ¨ 0.002 0.002 -0.020 ¨ -0.000
sla phys 0.074 -0.002 ¨ -0.028 -0.014 ¨
ugosa phys ¨ ¨ 0.003 -0.046 -0.016 0.000
ugos phys 0.034 ¨ ¨ 0.057 ¨ ¨
wind stress phys ¨ -0.032 ¨ -0.018 ¨ ¨
eastward wind phys 0.114 0.010 0.011 ¨ 0.048 0.012
sdes phys 0.139 ¨ ¨ -0.029 -0.083 ¨
wind speed phys 0.136 0.043 0.005 ¨ 0.003 0.007
sdns phys 0.006 ¨ 0.004 ¨ ¨ ¨
northward wind phys ¨ -0.012 ¨ 0.001 ¨ ¨
ftle bw sla phys ¨ ¨ 0.002 0.003 -0.021 ¨
disp bw sla phys -0.056 ¨ ¨ -0.018 -0.008 -0.001
density phys 0.031 ¨ ¨ -0.060 0.020 ¨
PP bio ¨ -0.016 ¨ 0.077 ¨ ¨
CHL bio ¨ ¨ 0.001 ¨ 0.098 ¨
o2sat bio 0.038 0.025 -0.000 -0.041 ¨ ¨
Si chem -0.010 ¨ -0.002 ¨ 0.014 ¨
AOU chem ¨ ¨ ¨ ¨ -0.029 ¨
nitrate chem ¨ ¨ ¨ -0.182 -0.224 ¨
phosphate chem ¨ ¨ 0.019 -0.086 ¨ ¨
silicate chem -0.121 -0.003 -0.005 -0.040 -0.004 ¨
Table 6: Estimated β coefficients from the 10-cluster, 3-dimensional model in Section 3 (part 3 of
3). The column names Diam, Red and Orange refer to the names of the 3-dimensional cytogram
axes.
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