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ABSTRACT
Hybrid interfaces formed by inorganic semiconductors and organic molecules are in-
triguing materials for opto-electronics. Interfacial charge transfer is primarily respon-
sible for their peculiar electronic structure and optical response. Hence, it is essential
to gain insight into this fundamental process also beyond the static picture. Ab ini-
tio methods based on real-time time-dependent density-functional theory coupled
to the Ehrenfest molecular dynamics scheme are ideally suited for this problem. We
investigate a laser-excited hybrid inorganic/organic interface formed by the electron
acceptor molecule 2,3,5,6-tetrafluoro-7,7,8,8-tetracyano-quinodimethane (F4TCNQ)
physisorbed on a hydrogenated silicon cluster, and we discuss the fundamental mech-
anisms of charge transfer in the ultrashort time window following the impulsive
excitation. The considered interface is p-doped and exhibits charge transfer in the
ground state. When it is excited by a resonant laser pulse, the charge transfer across
the interface is additionally increased, but contrary to previous observations in all-
organic donor/acceptor complexes, it is not further promoted by vibronic coupling.
In the considered time window of 100 fs, the molecular vibrations are coupled to the
electron dynamics and enhance intramolecular charge transfer. Our results highlight
the complexity of the physics involved and demonstrate the ability of the adopted
formalism to achieve a comprehensive understanding of ultrafast charge transfer in
hybrid materials.
Caterina Cocchi. Email: caterina.cocchi@physik.hu-berlin.de
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1. Introduction
Hybrid materials formed by inorganic semiconductors interfaced with organic
molecules have been considered for almost three decades promising systems for novel
applications in the fields of nano- and opto-electronics. Their potential mainly re-
sides in the unique combination of large carrier density and mobility on the inorganic
side and enhanced light-harvesting and -emission characteristics of the organic com-
ponents [1–6]. This research area was initially triggered by the successful sensitization
of metal-oxide surfaces, such as TiO2 and ZnO, with molecular dyes, which allowed
to obtain cost-effective solar cell devices [7]. Since then, extensive research has been
carried out on hybrid materials, demonstrating the possibility to tune the band-gap
and work function of conventional inorganic semiconductors by means of molecular
adsorbates [5,8–16]. In spite of the challenge that these systems and their complexity
represent for ab initio methods [17–19], tremendous progress has been produced in this
field by the synergistic interplay between experiments and first-principles calculations
(see, e.g., Refs. [9,12,20–22]). More recently, the advent of two-dimensional semicon-
ductors, such as transition-metal dichalcogenides (TMDCs), has further broadened
the playground for designing hybrid interfaces. The enhanced light-matter coupling
predicted and exhibited by this emerging class of systems [23–33] represents a true
potential for unprecedented opto-electronic performance upon interaction with light
harvesting organic compounds.
From a fundamental viewpoint, the peculiarity of hybrid materials resides in the
unique electronic properties that are generated by interfacing inorganic and organic
components. These characteristics are determined by the interaction between delocal-
ized bands in inorganic semiconductors and localized orbitals in organic molecules.
The electronic hybridization generates new states which do not exist in the individual
components and therefore uniquely define the hybrid system [6,21,34–37]. The result-
ing level alignment between the constituents is very much dependent on the materials
involved but also on the relative molecular concentration and orientation [22,36,38–
43]. The introduction of a dipole layer at the interface was shown to further tune the
resulting lineup [44–46]. The underlying physical mechanism is the interfacial charge
transfer which manifests itself already in the ground state and is primarily respon-
sible for the flexible modulation of the electronic and optical properties of hybrid
systems [20,36,47–55].
Upon photo-excitation, the charge transfer and the faceted electronic structure of
hybrid systems give rise to new types of excitons, characterized by a specific amount of
(de)localization on the individual components and/or across the interface [50,56–62].
A meaningful example is given by a recent first-principles study on a hybrid inor-
ganic/organic interface formed by a monolayer of pyridine molecules chemisorbed on
a ZnO surface [63]. In such a system, where the hybridization between the electronic
states of the organic and the inorganic sides is enhanced by the covalent bond, hybrid
excitons coexist with charge-transfer ones. The former are electron-hole pairs delocal-
ized at the interface between the molecule and the inorganic surface. Charge-transfer
excitons, instead, are characterized by spatial segregation of the hole and the electron
on opposite sides of the interface with only a minimal overlap. The oscillator strength
associated to charge-transfer excitons is thus significantly lower compared to hybrid
excitons, in which the wave-function overlap is intrinsically larger. Also excitons local-
ized solely on either component appear in the absorption spectrum of the pyridine-ZnO
interface investigated in Ref. [63]. On account of the relative energy gaps of the in-
organic and organic constituents, excitons confined on the ZnO layer appear in the
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low-energy region, while those localized only on the molecular monolayer are found at
higher energies, in the ultraviolet band. A recent experimental study performed on a
related interface demonstrated the predicted rationale [64].
The identification of the nature of the excitations in hybrid interfaces represents the
starting point for an in-depth understanding of the fundamental mechanisms ruling
interfacial charge transfer in these materials. Open questions concern the dynamics of
charge transfer and its transient regime in the ultrashort time window immediately
following the laser perturbation. In studies performed on all-organic complexes, the
coherent nuclear motion following the impulsive optical excitation was shown to be
mainly responsible for the charge transfer at both covalently or non-covalently bound
interfaces [65–69]. This scenario is intrinsically different from the charge-transfer exci-
tons mentioned above, where the electron-hole separation results from the electronic
structure of the material. It is therefore relevant to investigate the role of vibronic cou-
pling to better understand the ultrafast charge-carrier dynamics of hybrid interfaces.
To elucidate the mechanisms of interfacial charge transfer in photo-excited hybrid
interfaces, we present a first-principles study carried out on a hybrid system formed by
a hydrogenated silicon nanocluster doped by the electron accepting molecule 2,3,5,6-
tetrafluoro-7,7,8,8-tetracyano-quinodimethane (F4TCNQ). The material is excited by
an ultrafast laser pulse in resonance with one of its optical excitations in the visible
region. The interest in this structure raises from a recent joint experimental and ab
initio work investigating the change in the work function of a hydrogenated silicon
surface oriented along the (111) crystallographic direction, p-doped by monolayers of
strong molecular acceptors, including F4TCNQ [22]. The resulting systems showed
a remarkable degree of charge transfer in the ground state, leading to an effective
tunabilty of the work function and to the partial occupation of the frontier states. To
treat the F4TCNQ:H-Si(111) interface, we adopt a fully ab initio non-perturbative
approach based on real-time time-dependent density-functional theory (RT-TDDFT)
coupled with the Ehrenfest nuclear dynamics [70,71]. While model Hamiltonians have
strongly contributed to rationalize charge-transfer effects also in the dynamical regime
(see, e.g., Refs. [72–74]), an ab initio description of these phenomena will contribute
to obtain unbiased predictions. The laser pulse perturbing the system is explicitly
included in our simulations. In this way, we are able to access also the transient phase
of the photo-excitation without any a priori assumption or constraint on the excited
state of the system.
This contribution is organized as follows: In Section 2, we review the first-principles
methodology adopted in our study and provide all the computational details. The main
body of the results is presented in Section 3, where we first describe the considered hy-
brid system (Subsection 3.1), then we introduce its ground-state properties, including
electronic structure and linear optical absorption (Subsection 3.2), and finally we ana-
lyze the laser-induced charge-carrier dynamics (Subsection 3.3), with particular focus
on the vibronic coupling (Subsection 3.4). We conclude the paper with an extended
discussion of our results with respect to the current understanding of charge-transfer
dynamics in donor/acceptor interfaces and the available theoretical methods to address
this problem.
3
2. Theoretical Background and Computational Details
2.1. Real-time time-dependent DFT for ultrafast charge-carrier dynamics
Density-functional theory (DFT) [75,76] represents the most successful quantum-
mechanical approach for calculating the electronic structure of materials from first
principles. Its theoretical foundation is set by the Hohenberg-Kohn theorems [75]. In
practice, it is usually implemented through the solution of the Kohn-Sham (KS) equa-
tions [76] for an auxiliary system of independent particles, φi(r), which yield the same
electron density as the interacting system: n(r) =
∑
i Pi|φi(r)|2, with Pi being the
occupation factors. In the time-dependent (TD) extension of DFT (TDDFT) [77], the
KS equations expressed in atomic units read
i
∂
∂t
φi(r, t) =
(
−∇
2
r
2
+ vKS[n](r, t)
)
φi(r, t), (1)
where φi(r, t) are the TD Kohn-Sham states and vKS[n](r, t) the TD Kohn-Sham
potential
vKS[n](r, t) = vions(r, t) + vext(r, t) +
∫
d3r′
n(r′, t)
|r− r′| + vxc[n](r, t). (2)
The first two terms in Eq. (2) describe the interaction of the electrons with the nuclei
and with an external potential, respectively; the third one is the Hartree potential,
and the fourth one the exchange-correlation (XC) potential. Since the exact form of
this term is unknown, vxc must be approximated. Being nonlocal in space and time, it
depends on the instantaneous density and also on the density at earlier times. In spite
of the efforts to account for memory effects [78–83], the adiabatic approximation is still
assumed in most calculations: vxc is approximated using a ground-state XC potential
with the TD electron density. In this context, the so-called adiabatic local density ap-
proximation (ALDA) [84], which assumes the potential to be local in time and space, is
widely used. Regardless of its extensively discussed limitations [85,86], especially when
dealing with charge-transfer excitations [87–91], this approach turned out to be suc-
cessful in describing the coherent charge-transfer dynamics in organic donor/acceptor
complexes [65–67]. Moreover, its reduced numerical complexity in comparison with
hybrid functionals makes ALDA the scheme of choice for treating systems up to thou-
sands atoms. Both ALDA and hybrid TDDFT have been successfully adopted for
decades to describe the optical response of molecular materials (see, e.g., Refs. [92–
96]), in particular within the linear-response scheme proposed by Mark Casida [97,98].
An alternative approach to access optical properties is to solve the time-dependent
KS equations propagating them in real time, after the application of an instantaneous
kick (κ) [99] in the form of a phase factor multiplying the KS wave-functions at the
initial time:
φi(r, 0
+) = eiκnˆ·rφi(r, 0−). (3)
In Eq.(3) the kick κ is a momentum and nˆ indicates the propagation direction. In this
intrinsically non-perturbative scheme, the linear-response regime of photo-absorption
is restored with sufficiently small values of κ with respect to the momentum of the
incident photon. Large values of the kick are instead used to access the nonlinear
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response [100]. The absorption spectrum is computed by Fourier transforming the
induced dipole moment
d(t) = −
∫
d3r r [n(r, t)− n(r, 0)] , (4)
which results from the time propagation. The achieved spectral resolution depends on
the duration of the time propagation.
The advantage of RT-TDDFT over linear-response approaches is the possibility to
couple straightforwardly the time-evolving KS system with an external TD electric
field E(t), which is described semi-classically in the dipole approximation within the
length gauge [101]. In this case, the external potential in Eq. (2) takes the form:
vext(r, t) = r ·E(t). (5)
After the application of the TD field, one can probe the system by applying the kick
after a certain time delay [101]. In this way, it is possible to access transient absorption
spectra, which describe the evolution of the absorption features in the explored time
window. Alternatively, one can follow the dynamics of the electron population under
the effect of the applied TD field. The capability of RT-TDDFT to be interfaced with
molecular dynamics is of paramount importance to access the effect of the electron-
vibrational coupling in the ultrafast regime. Within the Ehrenfest scheme [71,102], the
equation of motion for the nuclei can be solved in the classical limit [103]:
MJ
d2
dt2
RJ = −
∫
d3r n(r, t)∇RJv(r,R1, . . . ,RM ), (6)
where MJ and RJ are the mass and position of the J
th nucleus, respectively. The
term v(r,R1, . . . ,RM ) in the integral of Eq. (6) accounts for the electrostatic potential
energy between the nuclei and between a nucleus and an electron in position r, and
also for the coupling of the nuclei to an external field. The Ehrenfest formalism adopts
a mean-field approach based on the calculation of the forces on the classical trajectory
obtained by averaging over the quantum-mechanical degrees of freedom [71,104–106].
Within this approach the coupling between different vibrational modes is included
and effectively participates in the interaction with the electronic excitations. Due to
its mean-field character, the Ehrenfest method is suitable to explore instantaneous
processes, on the order of a few hundred fs [106,107]. Out of this regime, the Ehrenfest
dynamics leads to steady-state solutions that depart from quantum detailed-balance
and the corresponding results may become unphysical.
The analysis of the electron population dynamics can be performed in different
ways. When considering only the electronic motion, one can monitor the change in
the population ∆Pj(t) of a certain single-particle state φj(r), by projecting all the
occupied time-dependent KS states φi(r, t) onto φj(r) and by subtracting the ground-
state population of the latter:
∆Pj(t) =
occ∑
i
Pi(0)|〈φj(0)|φi(t)〉|2 − Pj(0). (7)
Eq (7) is used to determine the participation of the KS states in the excitation but does
not provide any quantitative information regarding the many-body excited state. The
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TD induced density, δn(r, t), can be computed as the difference between the electron
density n(r, t) at a given time t and the ground-state density at t = 0:
δn(r, t) = n(r, t)− n(r, 0). (8)
This quantity offers an intuitive representation of the charge localization in the laser-
excited system. To quantify the amount of charge transfer from the donor to the
acceptor in a consistent way, regardless whether the nuclear motion is explicitly taken
into account or not, it is most convenient to use the Bader charge analysis [108]. An
alternative approach based on the Hirshfeld partition scheme was adopted in Ref. [109].
2.2. Computational Details
The RT-TDDFT calculations reported in this work are performed with the octopus
code [70,110,111]. As a first step, we optimize the structure of the F4TCNQ:H-Si(111)
interface by minimizing the interatomic forces until they are smaller than 10−2 eV/A˚.
The choice of this relatively high threshold is due to the size of the system. The FIRE
algorithm [112], as implemented in octopus, is used for this purpose. The KS equa-
tions are solved on a real-space grid with spacing 0.16 A˚ within a simulation box
formed by interlocked spheres of radius 10.5 A˚ centered at each atomic position. A
Gaussian smearing of 0.001 eV is included to ensure a smooth convergence of the
KS equations (Eq. 1) in the presence of partial occupations of the electronic states.
Core electrons are treated using Hartwigsen-Goedecker-Hutter norm-conserving pseu-
dopotentials [113,114]. The local-density approximation (LDA) in the Perdew-Zunger
parameterization [115] is adopted to approximate the XC potential. Due to the well-
known error cancellation embedded in this functional, it is not necessary to add an
additional correction to account for the van der Waals forces [116], which dominate
the interaction between the donor and the acceptor in the considered hybrid interface.
Optical properties in the static and dynamical regime are computed by propagating
in time the KS equations (Eq. 1) using the approximated enforced time-reversal sym-
metry propagator [117] with a time step of 1.21 attosecond and a total propagation
duration of approximately 40 fs. The optical spectra are computed according to the
Yabana-Bertsch scheme [99], applying a kick κ = 0.0053 A˚−1 (see Eq. 3) along all three
Cartesian directions. To study the laser-induced dynamics, a resonant TD electric field
with carrier frequency ~ω = 2.18 eV (corresponding to a wavelength of 580 nm) and
total duration 20 fs is applied. The pulse has trapezoidal shape with ascending and de-
scending ramps of duration 5 fs each, and constant amplitude of 10 fs corresponding to
an intensity of 500 GW/cm2. This value is chosen to ensure an effective perturbation
of the system without causing ionization. The Ehrenfest scheme is applied assuming
the system to be at 0 K, in order to rule out thermal excitations from the analysis of
the coupled electron-vibrational dynamics.
For the Bader charge analysis the time-dependent electron density is calculated at
intervals of 1.5 fs. In the Bader charge analysis and in the single-particle population
analysis the Savitzky-Golay filter [118,119] is applied to smooth the oscillations in
the total density. This approach consists in a convolution method that increases the
precision of the data without loosing the tendency. For our purposes, we use a 7th-order
polynomial with 81 window points.
Ab initio molecular dynamics simulations for F4TCNQ in the gas phase and ad-
sorbed on the H-Si(111) cluster are performed with the i-PI program [120] in connec-
tion with the FHI-aims code [121]. The LDA for the XC functional in the Perdew-Wang
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Figure 1. (left) Top and (right) side view of the F4TCNQ:H-Si(111) hybrid interface cluster. Carbon atoms
are depicted in black, nitrogen in blue, fluorine in green, silicon in grey, and hydrogen in white.
parameterization [122] is adopted along with standard light settings for all atomic
species in the FHI-aims code. We use a 1 fs time step and simulate the system in the
canonical ensemble by coupling it to the stochastic velocity rescaling thermostat [123].
We run 5 ps of thermalization at 300 K and subsequently gather statistics from 20 ps
of simulations from two trajectories for the F4TCNQ:H-Si(111) hybrid system and
from 50 ps of simulations for the free molecule.
3. Results and discussion
3.1. The F4TCNQ:H-Si(111) hybrid interface
The interface formed by the H-Si(111) surface and the adsorbed electron-accepting
molecule F4TCNQ was previously studied in Ref. [22]. In that case, the inorganic sub-
strate was modeled by a semi-infinite slab including 5 double layers of Si atoms passi-
vated with H atoms in the non-periodic direction. Supercells of different sizes including
up to 6 Si(111) unit cells in the in-plane periodic directions were considered, in order
to search for the optimal structure doped by an increasing number of molecular layers,
ranging from one to four. In the present study, we are not interested in addressing such
vast structural complexity, but, conversely, in identifying a simplified and yet phys-
ically meaningful system for the study of the ultrafast laser-induced charge-transfer
dynamics. For this purpose, we model the interface with a hydrogenated Si cluster,
composed of 3 atomic double layers oriented along the (111) crystallographic direction
and interacting with one F4TCNQ molecule physisorbed on its surface (see Fig. 1).
In the planar direction with respect to the molecule, the Si cluster is represented by a
(4×3) supercell. The resulting system, containing 248 atoms in total, bears similarities
with the hybrid interface formed by a hydrogenated diamond nanocluster doped by
the perylenetetracarboxylic-acid-diimide molecule, which was previously considered to
study ultrafast charge transfer with an atomistic computational approach [124].
After the structural optimization (see details in Section 2), we obtain the geometry
shown in Fig. 1, with F4TCNQ at a distance of about 4.3 A˚ from the surface. As
visible on the right panel of Fig. 1, F4TCNQ is slightly bent, forming an angle of
157◦ with respect to the planar configuration, similar to the case in which the same
molecule is adsorbed on ZnO [20], graphene [125], and various hydrogenated silicon
surfaces [22,126,127].
In order to gain information about thermal effects, we investigate the influence of
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Figure 2. Normalized probability distribution obtained from ab initio molecular dynamics at 300 K of a)
C≡N and b) C–F bond distances as well as of c) CCN bond angles in gas-phase F4TCNQ and in F4TCNQ
adsorbed on the H-Si(111) cluster. Dashed lines represent the optimized-structure values of each quantity.
nuclear fluctuations at room temperature on geometrical aspects of the structure. From
the ab initio molecular dynamics simulations we observe that the average C≡N and C–
F bond distances do not change appreciably from the respective relaxed equilibrium
structure values, as shown in Fig. 2. However, their distribution is narrowed upon
adsorption on the surface. Especially in the case of the C≡N stretch, we ascribe this
behavior to the larger amount of charge accumulated on the N atoms in the adsorbed
molecule compared to the gas-phase one (see also Ref. [128]), as discussed in Section 3.2
below. The average CCN angles are reduced by about 4◦ at 300 K if compared to the
optimized structures, which reflects the anharmonicity of the related bending mode.
We have checked that this deformation does not change the electronic orbitals of
the molecule. From this analysis, we expect that nuclear fluctuations up to room
temperature will not induce qualitative changes on the electron dynamics following
the electronic excitation, when compared to simulations that start from optimized
structures at the potential energy surface.
3.2. Electronic structure and charge transfer in the ground-state
We start our analysis of the ground-state properties of the prototypical F4TCNQ:H-
Si(111) hybrid interface by examining the electronic structure of this system (see
Fig. 3) in terms of the spatial distribution of its orbitals (panel a) and of the pro-
jected density of states (PDOS – panel b). In Fig. 3c), the density of states of the
isolated inorganic and organic components are displayed to show their mutual level
alignment. According to the conventional nomenclature of semiconductor heterojunc-
tions [129], this is a type-III interface with the frontier orbitals of the H-Si(111) cluster
being both at higher energy than those of F4TCNQ. This result is qualitatively dif-
ferent from the type-II level alignment resulting in all-organic interfaces when, for
example, F4TCNQ acts as a dopant of thiophene oligomers [128,130–132]. Due to this
level alignment, when the electron-accepting molecule and the H-Si(111) cluster in-
teract with each other forming the hybrid interface, the latter is p-doped, with both
the highest-occupied molecular orbital (HOMO) and the lowest-unoccupied molecu-
lar orbital (LUMO) being partially occupied. The HOMO hosts a charge of 1.66 e
while in the LUMO the fraction of electron amounts to 0.34 e. We note in passing
that in the literature (see, e.g., Ref [54]) these frontier states are also indicated as
SOMO and SUMO, standing for singly-occupied and singly-unoccupied molecular or-
bital, respectively. After a close inspection of Fig. 3a), it is evident that both the
HOMO and the LUMO of the hybrid interface receive contributions from the LUMO
of F4TCNQ. However, they exhibit substantially different nature: The HOMO is de-
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Figure 3. a) Isosurfaces of selected Kohn-Sham states of the F4TCNQ:H-Si(111) hybrid interface; b) Density
of states (DOS, grey area) with projected contributions from the donor (blue dashed line) and the acceptor
(orange dashed line) side of the interface. HOMO (H) and LUMO (L) as well as two valence states, VS I and
VS II, plotted in panel a) are highlighted; c) Level alignment of the building blocks shown by the DOS of the
isolated H-Si(111) cluster (blue area) with the frontier orbitals of the gas-phase F4TCNQ marked by orange
bars. A Gaussian broadening of 0.05 eV is applied to the DOS in panels b) and c).
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localized across the interface and results from the hybridization between the HOMO
of the Si cluster and the LUMO of the molecular acceptor. In contrast, the LUMO of
the hybrid corresponds almost identically to the LUMO of the isolated molecule (see,
e.g., Refs. [128,131]), with only very small contributions coming from the hybridization
with the inorganic part of the interface. A gap of approximately 2 eV separates the
LUMO to the higher states in the conduction band, which are localized solely on the
H-Si(111) cluster in the energy window shown for the PDOS (see Fig. 3b). Also the
valence region below the HOMO is dominated by Si-like states. One of them, marked
as VS II, is visualized in Fig. 3a). The other one, labeled VS III, has analogous nature
and spatial distribution. The contribution from molecular states in the valence region
displayed in Fig. 3b) is given by the two peaks at -6.82 eV and -7.28 eV, respectively.
The former, labeled VS I, is formed by the HOMO of F4TCNQ hybridized with an
occupied Si state (see Fig. 3a). The latter (not shown) bears contribution from the
HOMO-1 of the molecule. By comparing Fig. 3b) with Fig. 3c), we notice the ener-
getic up-shift of the HOMO and the LUMO of F4TCNQ, by about 0.8 eV and 0.9 eV,
respectively, due to the interaction of the molecule with the inorganic substrate. In
contrast, the DOS of the Si nanocluster is not significantly affected by the presence of
the adsorbed F4TCNQ.
The electronic properties of the F4TCNQ:H-Si(111) hybrid interface are consistent
with the (partial) charge transfer from the inorganic donor to the organic acceptor,
previously discussed in analogous systems [22,126,127]. Based on the Bader charge
analysis [108], the charge transfer in the ground state amounts to 0.37 e in the inves-
tigated system. This value is of the same order as the one obtained in Ref. [22] using
density difference partition in real space for periodic F4TCNQ:H-Si(111) interfaces in-
vestigated from DFT with a hybrid XC functional [133]. The charge transferred from
the H-Si(111) cluster to the molecule is distributed mainly among the N atoms (about
0.32 e overall) and for the remaining among the C atoms forming the single bonds
adjacent to the C≡N ones. The partial charges on the F atoms in the physisorbed
molecule are essentially unaltered compared to gas-phase F4TCNQ.
Figure 4. Linear absorption spectrum of the F4TCNQ:H-Si(111) hybrid interface (grey area), of the gas-
phase F4TCNQ (orange line), and of the H-Si(111) cluster (blue line). The hybrid excitation at 2.18 eV in
resonance with the applied pulse frequency is highlighted by the arrow.
The optical spectrum of F4TCNQ:H-Si(111) computed from RT-TDDFT is shown
in Fig. 4. As an effect of p-doping (see Fig. 3b), non-vanishing absorption appears
starting from very low energies in the infrared region up to approximately 2 eV.
Allowed transitions to the LUMO from the HOMO and from lower electronic states
in its vicinity contribute to the weak absorption in this energy range. At 2.18 eV a
pronounced peak is visible, followed by another one at 2.89 eV of very similar oscillator
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strength. A steep absorption onset appears starting from about 3 eV. To interpret
these features, we inspect the spectra of the isolated molecule (orange line) and of the
hydrogenated silicon cluster (blue line) overlaid to that of the hybrid interface in Fig. 4.
From this comparison, it is evident that the sizable absorption of F4TCNQ:H-Si(111)
above 3 eV stems from electronic transitions within the Si cluster. On the other hand,
the peak at 2.89 eV almost coincides in energy with the lowest-energy excitation in the
gas-phase F4TCNQ. This similarity does not exclude contributions to this peak also
from the hybridized states in the F4TCNQ:H-Si(111) interface, according to the PDOS
shown in Fig. 3b). However, the molecular signature of this peak is predominant. In
contrast, the peak at 2.18 eV does not have any apparent counterpart in the spectra
of the individual components and can therefore be regarded as a new characteristic of
the hybrid system. For this reason, we consider in the following the ultrafast dynamics
induced by a laser pulse in resonance with this excitation at 2.18 eV.
3.3. Laser-induced electron dynamics
To inspect the laser-induced dynamics of the F4TCNQ:H-Si(111) hybrid interface, we
excite the system with an ultrashort pulse in resonance with the hybrid excitation at
2.18 eV (see Fig. 3). We represent the laser with a pulse of trapezoidal shape and total
duration 20 fs. As detailed in Section 2, the pulse has constant amplitude for 10 fs
and ascending and descending ramps of 5 fs each (see top panel of Fig. 5a). The pulse
is polarized in the x direction (see coordinate system in Fig. 1), in resonance with the
polarization of the excitation at 2.18 eV in the spectrum of the interface (see Fig. 4).
Figure 5. a) Population dynamics of the Kohn-Sham states in response to the laser pulse shown on the
top panel, computed as a variation of the occupation factors Pj with respect to their ground-state values; b)
Snapshots of the induced density at different instants in time. Red (blue) domains of the isosurfaces indicate
electron accumulation (depletion). The isosurfaces are depicted with a cutoff value of 0.00015 bohr−3.
First, we focus on the laser-induced electronic dynamics, neglecting the coupling to
the nuclear motion, and analyze the time-evolution of the single-particle state popula-
tion, computed according to Eq. (7) (see Fig. 5a). In particular, we follow the change
in the occupation with respect to the ground state of the semi-occupied frontier states
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HOMO and LUMO, as well as of the occupied orbitals VS I, VS II, and VS III, marked
in Fig. 3b). In the time window in which the laser is active, the LUMO population
undergoes a steep increase by 0.3 e, which is mirrored by a decrease on the order of
0.1 e in the occupation of the hybrid orbital VS I. In the first 20 fs, corresponding to
the time window of the laser excitation (see Fig. 5), we notice a non-negligible change
in the occupation of VS II and VS III, which are localized on the silicon cluster only
(see Fig 3a). This result represents an indirect indication that the pumped excitation
corresponds to a transition from the occupied VS I to the LUMO. After 20 fs, when
the pulse is turned off, the LUMO population is almost saturated to an increase of
0.25 e with respect to the ground state. Spurious oscillations that remain after the
application of the filter function (see details in Section 2) are ascribed to the evolution
of the Hartree and XC potential in the time-dependent KS equations (see Eq. 1). Also
the two occupied states VS II and VS III are similarly saturated after about 20 fs. Con-
versely, the hybridized orbital VS I regains almost entirely its ground-state occupation
within 100 fs. After 20 fs also the partially occupied HOMO starts to increment its
occupation up to 0.05 e with respect to the ground state at the end of the simulation
window. These results indicate a much more complex electron dynamics compared to
the picture obtained in linear response.
To gain additional insight into these dynamical processes, it is relevant to inspect
the temporal behavior of the induced electron density δn(r, t) (see Eq. 8), displayed
in Fig. 5b). After 10 fs from the beginning of the simulation, when the pulse has
reached its maximum amplitude, δn(r, t) is delocalized across the whole system and
oscillates along the polarization direction of the laser pulse (see Fig. 5a). After about
25 fs, shortly after the laser has been switched off, interfacial charge transfer occurs,
as testified by the electron depletion and accumulation domains visualized in Fig. 5b).
In the last part of the simulation, from 77 fs to 100 fs, the induced charge density
tends to be more localized on the molecule compared to the H-Si(111) nanocluster.
On either sides of the interface, both electron depletion and accumulation domains are
visible, although the former (latter) are predominant on the inorganic (organic) side.
The electron depletion in the inorganic component is particularly localized around the
H atoms that passivate the Si(111) surface facing the adsorbed molecule.
Figure 6. Time evolution of the Bader charge distribution with respect to the ground state, computed a)
without and b) with vibronic coupling included.
The picture provided by the dynamics of the induced electron density points to a
laser-induced interfacial charge transfer from the silicon nanocluster to the molecule.
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Figure 7. Vibrational spectra computed by Fourier transforming the velocity autocorrelation functions ob-
tained from the molecular dynamics simulations of a) F4TCNQ in the gas phase (dark blue) and absorbed on
H-Si(111) (orange) and b) of the projected contributions on the donor H-Si(111) (blue) and on the acceptor
F4TCNQ (orange) of the hybrid interface. The contributions of the donor are divided by 6 to enhance the
visibility of those of the acceptor. The labels mark the peaks associated to selected stretches. In the region
between 1200 cm−1 and 1600 cm−1 the contributions of the C-C, C=C, and C-F modes overlap.
To analyze this behavior quantitatively, we inspect the time evolution of the Bader
charge distribution upon partitioning the F4TCNQ:H-Si(111) hybrid interface into
two regions corresponding to the inorganic donor and the organic acceptor. The result
displayed in Fig. 6a) confirms the trend predicted by the analysis of the occupations
of the single-particle states. The electron depletion in the donor, of the order of 0.1 e,
is mirrored by the electron accumulation in the acceptor, with the maximum achieved
immediately after the laser is turned off. This finding implies that, upon the action of
the resonant pulse, the interfacial charge transfer is enhanced by about one tenth of
an electron with respect to the ground state. To assess the role of vibronic coupling
in the charge-transfer process, we analogously analyze the TD Bader charges also
when the nuclear motion is enabled in the Ehrenfest scheme. As shown in Fig. 6b),
the charge transfer from the inorganic donor to the organic acceptor takes place in
a similar fashion as with clamped ions. However, the electron-nuclear coupling does
not significantly enhance the charge transfer, as instead observed and predicted in all-
organic donor/acceptor interfaces [65–67]. The interpretation of this result demands
additional analysis on the vibrational dynamics.
3.4. Interfacial or intramolecular charge transfer? The role of vibronic
coupling
In order to understand the behavior of charge transfer in the F4TCNQ:H-Si(111)
hybrid interface, we analyze in details the vibrational modes that participate in this
process and their dynamics. As a first step, we inspect the vibrational spectra obtained
from the Fourier transform of velocity autocorrelation functions from the ab initio
molecular dynamics simulations performed with i-PI [120] and FHI-aims [121]. In
Fig. 7a) the results computed for F4TCNQ in the gas phase and adsorbed on H-
Si(111) show that the characteristic frequencies of the molecule are overall the same
in both configurations. We note that the spectrum of the gas-phase molecule includes
molecular rotations, which explains the peak structure and the increasing background
at low frequencies. In the hybrid F4TCNQ:H-Si(111) cluster, they become pronounced
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hindered rotations which present a similar, but comparatively more intense structure.
Shifts of some modes are visible in Fig. 7a). The most relevant one concerns the C≡N
stretch, which is usually analyzed to estimate the degree of charge transfer in the
ground state of donor/acceptor complexes formed by molecules hosting this bond (see
Refs. [128,134–137]). Indeed, from Fig. 7a) we notice that, when F4TCNQ is adsorbed
on the H-Si(111) cluster, the C≡N peak is red shifted (i.e., softened) compared to
the gas phase, as a signature of bonding and charge transfer [128]. The comparison
between the projected contributions of F4TCNQ and H-Si(111) in the vibrational
spectra of the F4TCNQ:H-Si(111) interface (see Fig. 7b) reveals the relative energies
of the characteristic modes of the hybrid system. The low-energy region of the spectrum
is dominated by the peak of the Si-Si modes at about 600 cm−1. At higher energies, in
the vibrational gap of the H-Si(111) cluster, the stretches of the C-F bonds as well as
of the single and double carbon bonds appear. Finally, the frequency range between
2000 cm−1 and 2500 cm−1 is characterized by the C≡N and H-Si stretches, which,
however, exhibit negligible mutual overlap.
Figure 8. a) Dynamics of selected bond lengths, highlighted in panel b), computed with respect to their
values in at t = 0.
Based on the results shown in Fig. 7b), we can filter out the contributions that
are relevant in the analysis of the coupled electron-nuclear dynamics of the laser-
excited hybrid interface. The Si-Si modes are too slow to contribute significantly in the
explored time window. his is evident also from Fig. 8, bottom panel, where we display
the variation of the Si-Si bond length compared to the ground state (∆L), as computed
from RT-TDDFT coupled to the Ehrenfest dynamics. In 100 fs the oscillation does not
even complete a period and variations with respect to the ground-state bond lengths
are of the order of 10−4 A˚. We can also exclude from our analysis the C-F bonds,
as they do not participate in the electronic part of the excitation, which is polarized
along the long molecular axis. Hence, we focus on the dynamics of the C≡N, C–C,
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C=C, and H-Si stretches (see Fig. 8). During the first 8 fs, when the pulse is ramping
up (see Fig. 6), all bonds remain essentially unchanged with respect to their lengths
at t = 0. The dynamics starts after about 10 fs with all intramolecular bonds (C≡N,
C–C, and C=C) oscillating almost in (anti-)phase with respect to each other until the
laser is off (t = 20 fs). As a consequence, the dynamics of the Bader charges exhibits
an oscillatory behavior in this time window, with a maximum after approximately
14 fs (see Fig. 6b). This initially coherent intramolecular vibrational motion begins to
dephase after 20 fs, due to the higher frequency of the C≡N bond compared to those
of the single and double carbon bonds. Concomitant with this dephasing, also the
dynamics of the Bader charges becomes more incoherent (see Fig. 6b). The oscillations
of the C–C and C=C bonds remain approximately in anti-phase over the entire 100 fs
time window. However, the amplitude of their oscillations is different, with the double
bond experiencing much larger variations compared to the single one. We interpret this
behavior as an indication of enhanced coupling of the C=C mode with the electronic
part of the excitation.
Also the H-Si bonds exhibit a large number of oscillations during the explored
time window, which is consistent with their high frequency seen in Fig. 7b). However,
the amplitude of these oscillations is significantly smaller compared to those of the
intramolecular bonds, especially in the first 50 fs, as visible from the scales of the
y-axes in Fig. 8a). It should be noted that in the inorganic side of the interface the
residual forces between H and Si atoms, which are present due to the relatively high
threshold adopted in the structural optimization (see Section 2), cause oscillations in
the free propagation. The latter, which are insignificant in the molecule, are subtracted
from the dynamics of the Si-Si and the H-Si bonds shown in Fig. 8a). The increasing
amplitude of the oscillations of the H-Si bond is a manifestation of the dephased
nuclear motion in the free and laser-induced dynamics. From the results displayed in
Fig. 8, we can conclude that the vibronic coupling acts mainly on the organic side of
the interface.
The scenario presented above is substantially different from previous work on all-
organic interfaces, where the vibronic coupling acts coherently on either side of the
interface and enhances the charge transfer from the donor to the acceptor [66]. Also
in the F4TCNQ:H-Si(111) interface the laser-excited charge carriers tend to localize
from the inorganic donor to the molecular acceptor. However, the polarization of the
transition-dipole moment parallel to the plane of the molecule additionally promotes
intramolecular charge transfer which is further enhanced by the coupling with the
nuclear motion within F4TCNQ in the considered 100 fs timescale. All in all, this
effect competes against the interfacial charge transfer and gives rise to the result
shown in Fig. 6b.
To further investigate the physical origin of the vibronically-amplified intramolecu-
lar charge transfer, we make use again of the Bader charge analysis considering in this
case a different partition related only to the organic side. Specifically, we inspect the
variation in time of the Bader charges localized on the four pairs of C and N atoms
forming the triple bonds in the adsorbed F4TCNQ molecule. Within the hybrid in-
terface the symmetry of the molecule is broken and the C≡N bonds, which are all
equivalent in the gas phase, are characterized by different lengths. This is a signature
of charge transfer in the ground state [128], namely of the charge redistribution within
the molecule due to its adsorption on the H-Si(111) cluster independent of the photo-
excitation. This variation of the C≡N bond length affects also the absolute values
of the Bader charges at t = 0 (see Fig. 9a), as discussed in Section 3.2. The C and
N atoms forming bonds of equal length (CN2 and CN3 in Fig. 9) carry the almost
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Figure 9. Time-resolved Bader charges of the C and N atoms highlighted in panel c), computed a) without
and b) with the inclusion of vibronic coupling.
identical charge of 9.10 e at t = 0. Conversely, in the other two pairs of C and N
atoms (CN1 and CN4, respectively, see Fig. 9), the Bader charges at t = 0 amount
to 9.20 e and 9.05 e, respectively. We note in passing that the sum of the valence
electrons in the C and N atoms is equal to 9. From a careful inspection of Fig. 9, we
notice that, when the nuclear motion is neglected (panel a), the Bader charges remain
essentially constant at their ground-state values for the entire time propagation. On
the contrary, the vibronic coupling enabled by the nuclear motion promotes charge
transfer of about 0.1 e compared to the ground state between the two pairs of C and
N atoms at the opposite ends of F4TCNQ (see Fig. 9b,c). This value is of the same
order of the variation of the Bader charges across the interface with respect to their
ground-state value (see Fig. 6). The vibronic coupling induces oscillations only in the
charges across the C and N atoms which exhibit different values already at t = 0.
These oscillations are not perfectly in phase with each other, suggesting that a time
window longer than 100 fs is needed to build full coherence in this process.
4. Summary, Conclusions, and Outlook
In summary, we have presented a first-principles study of the laser-induced charge
transfer dynamics in the hybrid interface formed by a F4TCNQ molecule physisorbed
on a hydrogenated silicon cluster. This system is p-doped with partially occupied
HOMO and LUMO, and exhibits a charge transfer of 0.36 e in the ground state, as
predicted by the adopted DFT formalism. By exciting the hybrid interface with an
ultrafast laser pulse in resonance with one of its bright excitations in the visible region
(~ω = 2.18 eV), we have followed the charge-carrier dynamics and examined the role
of vibronic coupling. As expected, the resonant laser perturbation promotes charge
transfer across the interface by about 0.1 e with respect to the ground state. However,
the amount of charge transfer is not enhanced when the vibrational motion is coupled
to the electron dynamics. The reason behind this somehow counter-intuitive behavior
is related to the dominant contribution of intramolecular vibronic coupling, which
competes against the interfacial charge transfer driven by the laser-induced electronic
excitation.
The scenario illustrated above is evidently dependent on the considered system, ex-
hibiting charge transfer already in the ground state, on the photo-excitation conditions
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in terms of laser frequency and polarization, as well as on the temporal window of the
dynamics. However, some aspects are characteristic of hybrid interfaces and intrinsi-
cally different from all-organic complexes. The chemical nature of the constituents,
with lighter elements on the organic side and heavier atoms on the inorganic one,
inhibits the coherence of the nuclear motion across the interface and hence prevents or
at least slows down its coupling to the electron dynamics. Moreover, the lowest-energy
excitations in hybrid interfaces are not necessarily polarized across the interface, as it
is often the case in pi-pi coupled organic systems. On the contrary, they are very much
dependent on the relative orientation of the constituents, and also on their level align-
ment and electronic hybridization. For example, exciting the system in resonance with
an optical transition polarized along the stacking direction, rather than parallel to it,
can enhance the interfacial charge transfer. All these variables contribute to create an
intricate picture that requires an appropriate theoretical description. The RT-TDDFT
approach adopted here is capable to describe the ultrafast dynamics of hybrid inter-
faces and to unravel the fundamental mechanisms ruling the excitation process therein.
The explicit inclusion in the simulation of the time-dependent electric field is an added
value that allows to access the transient phase of the dynamics, which is inaccessible
in experiments and also in calculations on electronically constrained systems.
For all these reasons, this study and the results therein can be regarded as a start-
ing point towards a comprehensive understanding of the charge-transfer dynamics in
hybrid systems. RT-TDDFT has the potential to tackle this challenging task but syn-
ergistic interplay with complementary methodologies and with experiments is crucial
to reach this goal. For example, semi-empirical approaches such as time-dependent
density-functional tight binding [138] can bridge the gap towards longer time scales
and also enable the application of hybrid functionals for a more quantitative assessment
of the charge transfer. Moreover, methods that go beyond the mean-field Ehrenfest
approach, coupling electron and nuclear dynamics [105,139,140] should be employed to
explore temporal ranges of the order of picoseconds and thus to assess the contribution
of the inorganic side of the interface to the coupled electron-vibrational dynamics. Ad-
ditional insight can be gained by interfacing RT-TDDFT results with those obtained
from model Hamiltonians, in order to include in the dynamics correlation effects,
such as bound electron-hole pairs, that are not embedded in the time-dependent KS
equations. In the Si-based system considered here, excitons are not expected to play a
significant role. However, this is not the case of hybrid interfaces composed of TMDCs,
where screening and excitonic effects are known to be very relevant [26,141–146] also
in the dynamical regime [147–152]. Combined efforts in the aforementioned directions
will offer unprecedented insight into the fundamental mechanisms of charge-transfer
dynamics in hybrid interfaces, paving the way for controlled manipulation of light-
matter interaction in this class of materials on the atomistic space and time scales.
Acknowledgement
Fruitful discussions with Carlo Andrea Rozzi are kindly acknowledged. This work was
funded by the Deutsche Forschungsgemeinschaft (DFG) - Projektnummer 182087777
- SFB 951, and 286798544 - HE 5866/2-1. Computational resources provided by the
North-German Supercomputing Alliance (HLRN), projects bep00060 and bep00076.
17
References
[1] Agranovich V, Gartstein YN, Litinskaya M. Hybrid resonant organic–inorganic nanos-
tructures for optoelectronic applications. Chem Rev. 2011;111(9):5179–5214.
[2] Wright M, Uddin A. Organicinorganic hybrid solar cells: A comparative review. Sol En-
ergy Mater Sol Cells. 2012;107:87–111.
[3] Koch N. Electronic structure of interfaces with conjugated organic materials. Phys Sta-
tus Solidi Rapid Res Lett. 2012;6(7):277–293.
[4] Liu R. Hybrid organic/inorganic nanocomposites for photovoltaic cells. Materials. 2014;
7(4):2747–2771.
[5] Hewlett RM, McLachlan MA. Surface structure modification of zno and the impact on
electronic properties. Adv Mater . 2016;28(20):3893–3921.
[6] Sta¨hler J, Rinke P. Global and local aspects of the surface potential landscape for energy
level alignment at organic-zno interfaces. Chem Phys. 2017;485:149–165.
[7] O’regan B, Gra¨tzel M. A low-cost, high-efficiency solar cell based on dye-sensitized col-
loidal tio2 films. Nature. 1991;353(6346):737.
[8] Chen W, Qi D, Gao X, et al. Surface transfer doping of semiconductors. Prog Surf Sci.
2009;84(9-10):279–321.
[9] Hofmann OT, Deinert JC, Xu Y, et al. Large work function reduction by adsorption of
a molecule with a negative electron affinity: Pyridine on zno (10 1¯ 0). J Chem Phys.
2013;139(17):174701.
[10] Nagata T, Oh S, Yamashita Y, et al. Photoelectron spectroscopic study of band align-
ment of polymer/zno photovoltaic device structure. Appl Phys Lett. 2013;102(4):17.
[11] Feng W, Rangan S, Cao Y, et al. Energy level alignment of polythiophene/zno hybrid
solar cells. J Mater Chem A. 2014;2(19):7034–7044.
[12] Cornil D, Van Regemorter T, Beljonne D, et al. Work function shifts of a zinc
oxide surface upon deposition of self-assembled monolayers: a theoretical insight.
Phys Chem Chem Phys. 2014;16(38):20887–20899.
[13] Schulz P, Kelly LL, Winget P, et al. Tailoring electron-transfer barriers for zinc oxide/c60
fullerene interfaces. Adv Funct Mater. 2014;24(46):7381–7389.
[14] Schultz T, Schlesinger R, Niederhausen J, et al. Tuning the work function of gan with
organic molecular acceptors. Phys Rev B. 2016;93:125309.
[15] Schlesinger R, Bussolotti F, Yang J, et al. Gap states induce soft fermi level pinning upon
charge transfer at zno/molecular acceptor interfaces. Phys Rev Mater. 2019;3:074601.
[16] Wang J, Ji Z, Yang G, et al. Charge transfer within the f4tcnq-mos2 van der waals inter-
face: Toward electrical properties tuning and gas sensing application. Adv Funct Mater.
2018;28(51):1806244.
[17] Draxl C, Nabok D, Hannewald K. Organic/inorganic hybrid materials: Challenges for
ab initio methodology. Acc Chem Res. 2014;47(11):3225–3232.
[18] Egger DA, Liu ZF, Neaton JB, et al. Reliable energy level alignment at physisorbed
molecule–metal interfaces from density functional theory. Nano Lett. 2015;15(4):2448–
2455.
[19] Nabok D, Hoeffling B, Draxl C. Energy-level alignment at organic/inorganic interfaces
from first principles: Example of poly (para-phenylene)/rock-salt zno (100). Chem Mater.
2019;31(18):7143–7150.
[20] Xu Y, Hofmann OT, Schlesinger R, et al. Space-charge transfer in hybrid inorganic-
organic systems. Phys Rev Lett. 2013;111(22):226802.
[21] Virgili T, Calzolari A, Suarez Lopez I, et al. Charge separation in the hybrid cdse
nanocrystal–organic interface: Role of the ligands studied by ultrafast spectroscopy and
density functional theory. J Phys Chem C. 2013;117(11):5969–5974.
[22] Wang H, Levchenko SV, Schultz T, et al. Modulation of the work function by the atomic
structure of strong organic electron acceptors on h-si (111). Adv Electron Mater. 2019;
5(5):1800891.
[23] Mak KF, Lee C, Hone J, et al. Atomically thin mos 2: a new direct-gap semiconductor.
18
Phys Rev Lett. 2010;105(13):136805.
[24] Eda G, Yamaguchi H, Voiry D, et al. Photoluminescence from chemically exfoliated
mos2. Nano Lett. 2011;11(12):5111–5116.
[25] Bernardi M, Palummo M, Grossman JC. Extraordinary sunlight absorption and one
nanometer thick photovoltaics using two-dimensional monolayer materials. Nano Lett.
2013;13(8):3664–3670.
[26] Chernikov A, Berkelbach TC, Hill HM, et al. Exciton binding energy and nonhydrogenic
rydberg series in monolayer ws 2. Phys Rev Lett. 2014;113(7):076802.
[27] Li Y, Chernikov A, Zhang X, et al. Measurement of the optical dielectric function
of monolayer transition-metal dichalcogenides: Mos 2, mo s e 2, ws 2, and ws e 2.
Phys Rev B. 2014;90(20):205422.
[28] Lagarde D, Bouet L, Marie X, et al. Carrier and polarization dynamics in monolayer
mos 2. Phys Rev Lett. 2014;112(4):047401.
[29] Steinhoff A, Florian M, Ro¨sner M, et al. Exciton fission in monolayer transition metal
dichalcogenide semiconductors. Nature Commun. 2017;8(1):1166.
[30] Brem S, Selig M, Berghaeuser G, et al. Exciton relaxation cascade in two-dimensional
transition metal dichalcogenides. Sci Rep. 2018;8(1):8238.
[31] Mak KF, Xiao D, Shan J. Light–valley interactions in 2d semiconductors. Nature Photon.
2018;12(8):451–460.
[32] Wang G, Chernikov A, Glazov MM, et al. Colloquium: Excitons in atomically thin
transition metal dichalcogenides. Rev Mod Phys. 2018;90(2):021001.
[33] Wen X, Gong Z, Li D. Nonlinear optics of two-dimensional transition metal dichalco-
genides. InfoMat. 2019;1(3):317–337.
[34] Catellani A, Calzolari A. Functionalization of sic (110) surfaces via porphyrin adsorption:
ab initio results. J Phys Chem C. 2011;116(1):886–892.
[35] Calzolari A, Ruini A, Catellani A. Surface effects on catechol/semiconductor interfaces.
J Phys Chem C. 2012;116(32):17158–17163.
[36] Gruenewald M, Schirra LK, Winget P, et al. Integer charge transfer and hybridization at
an organic semiconductor/conductive oxide interface. J Phys Chem C. 2015;119(9):4865–
4873.
[37] Kelly LL, Racke DA, Kim H, et al. Hybridization-induced carrier localization at the
c60/zno interface. Adv Mater . 2016;28(20):3960–3965.
[38] Mou W, Ohmura S, Shimojo F, et al. Molecular control of photoexcited charge transfer
and recombination at a quaterthiophene/zinc oxide interface. Appl Phys Lett. 2012;
100(20):113.
[39] Noori K, Giustino F. Ideal energy-level alignment at the zno/p3ht photovoltaic interface.
Adv Funct Mater. 2012;22(24):5089–5095.
[40] Schlesinger R, Xu Y, Hofmann OT, et al. Controlling the work function of zno and
the energy-level alignment at the interface to organic semiconductors with a molecular
electron acceptor. Phys Rev B. 2013;87:155311.
[41] Karttunen AJ, Tynell T, Karppinen M. Atomic-level structural and electronic proper-
ties of hybrid inorganic–organic zno: hydroquinone superlattices fabricated by ald/mld.
J Phys Chem C. 2015;119(23):13105–13114.
[42] Miletic M, Palczynski K, Jacobs MR, et al. Impact of polarity on anisotropic diffusion
of conjugated organic molecules on the (1010) zinc oxide surface. J Phys Chem C. 2019;
123(11):6549–6559.
[43] Chen X, Annadata HV, Kretz B, et al. Interplay of collective electrostatic effects and level
alignment dictates the tunneling rates across halogenated aromatic monolayer junctions.
J Phys Chem Lett. 2019;10(14):4142–4147.
[44] Piersimoni F, Schlesinger R, Benduhn J, et al. Charge transfer absorption and emission
at zno/organic interfaces. J Phys Chem Lett. 2015;6(3):500–504.
[45] Timpel M, Nardi MV, Ligorio G, et al. Energy-level engineering at zno/oligophenylene
interfaces with phosphonate-based self-assembled monolayers. ACS Appl Mater Inter-
faces. 2015;7(22):11900–11907.
19
[46] Zojer E, Taucher TC, Hofmann OT. The impact of dipolar layers on the electronic
properties of organic/inorganic hybrid interfaces. Adv Mater Interfaces. 2019;:1900581.
[47] Monti OL. Understanding interfacial electronic structure and charge transfer: an elec-
trostatic perspective. J Phys Chem Lett. 2012;3(17):2342–2351.
[48] Arnaud GF, De Renzi V, del Pennino U, et al. Nitrocatechol/zno interface: The role of
dipole in a dye/metal-oxide model system. J Phys Chem C. 2014;118(8):3910–3917.
[49] Mattioli G, Dkhil SB, Saba MI, et al. Interfacial engineering of p3ht/zno hybrid solar
cells using phthalocyanines: a joint theoretical and experimental investigation. Adv En-
ergy Mater. 2014;4(12):1301694.
[50] Wu G, Li Z, Zhang X, et al. Charge separation and exciton dynamics at polymer/zno
interface from first-principles simulations. J Phys Chem Lett. 2014;5(15):2649–2656.
[51] Hollerer M, Luftner D, Hurdax P, et al. Charge transfer and orbital level alignment at in-
organic/organic interfaces: The role of dielectric interlayers. ACS Nano. 2017;11(6):6252–
6260.
[52] Ho¨rmann U, Zeiske S, Piersimoni F, et al. Stark effect of hybrid charge transfer states
at planar zno/organic interfaces. Phys Rev B. 2018;98:155312.
[53] Meisel T, Sparenberg M, Gawek M, et al. Fingerprint of charge redistribution in the
optical spectra of hybrid inorganic/organic semiconductor interfaces. J Phys Chem C.
2018;122(24):12913–12919.
[54] Erker S, Hofmann OT. Fractional and integer charge transfer at semiconductor/organic
interfaces: The role of hybridization and metallicity. J Phys Chem Lett. 2019;10(4):848–
854.
[55] Wang C, Niu D, Zhao Y, et al. Interface energy-level alignment between black phosphorus
and f16cupc molecular films. J Phys Chem C. 2019;123(16):10443–10450.
[56] Gundlach L, Ernstorfer R, Willig F. Ultrafast interfacial electron transfer from the ex-
cited state of anchored molecules into a semiconductor. Prog Surf Sci. 2007;82(4-6):355–
377.
[57] Eyer M, Sadofev S, Puls J, et al. Charge transfer excitons at znmgo/p3ht heterojunctions:
Relation to photovoltaic performance. Appl Phys Lett. 2015;107(22):221602.
[58] Fu Q, Cocchi C, Nabok D, et al. Graphene-modulated photo-absorption in adsorbed
azobenzene monolayers. Phys Chem Chem Phys. 2017;19(8):6196–6205.
[59] Panda A, Ding K, Liu X, et al. Free and trapped hybrid charge transfer excitons at a
zno/small-molecule heterojunction. Phys Rev B. 2016;94(12):125429.
[60] Foglia L, Bogner L, Wolf M, et al. Localization-dependent charge separation efficiency
at an organic/inorganic hybrid interface. Chem Phys Lett. 2016;646:25–30.
[61] Ljungberg MP, Va¨nska¨ O, Koval P, et al. Charge-transfer states and optical transitions
at the pentacene-tio2 interface. New J Phys. 2017;19(3):033019.
[62] Eyer M, Frisch J, Sadofev S, et al. Role of hybrid charge transfer states in the charge
generation at znmgo/p3ht heterojunctions. J Phys Chem C. 2017;121(40):21955–21961.
[63] Turkina O, Nabok D, Gulans A, et al. Electronic and optical excitations at the pyri-
dine/zno (10 1¯ 0) hybrid interface. Adv Theory Simul. 2019;2(2):1800108.
[64] Vempati S, Deinert JC, Gierster L, et al. Uncovering the (un-) occupied electronic struc-
ture of a buried hybrid interface. J Phys: Condens Matter. 2019;31:094001.
[65] Rozzi CA, Falke SM, Spallanzani N, et al. Quantum coherence controls the charge sepa-
ration in a prototypical artificial light-harvesting system. Nature Commun. 2013;4:1602.
[66] Falke SM, Rozzi CA, Brida D, et al. Coherent ultrafast charge transfer in an organic
photovoltaic blend. Science. 2014;344(6187):1001–1005.
[67] Pittalis S, Delgado A, Robin J, et al. Charge separation dynamics and opto-electronic
properties of a diaminoterephthalate-c60 dyad. Adv Funct Mater. 2015;25(13):2047–
2053.
[68] De Sio A, Lienau C. Vibronic coupling in organic semiconductors for photovoltaics.
Phys Chem Chem Phys. 2017;19(29):18813–18830.
[69] Xu Z, Zhou Y, Groß L, et al. Coherent real-space charge transport across a donor–
acceptor interface mediated by vibronic couplings. Nano Lett. 2019;.
20
[70] Marques MA, Castro A, Bertsch GF, et al. octopus: a first-principles tool for excited
electron–ion dynamics. Comput Phys Commun. 2003;151(1):60–78.
[71] Rozzi CA, Troiani F, Tavernelli I. Quantum modeling of ultrafast photoinduced charge
separation. J Phys: Condens Matter. 2018;30(1):013002.
[72] Tamura H, Burghardt I, Tsukada M. Exciton dissociation at thiophene/fullerene in-
terfaces: the electronic structures and quantum dynamics. J Phys Chem C. 2011;
115(20):10205–10210.
[73] Renshaw CK, Forrest SR. Excited state and charge dynamics of hybrid organic/inorganic
heterojunctions. i. theory. Phys Rev B. 2014;90:045302.
[74] De Sio A, Troiani F, Maiuri M, et al. Tracking the coherent generation of polaron pairs
in conjugated polymers. Nature Commun. 2016;7:13742.
[75] Hohenberg P, Kohn W. Inhomogeneus electron gas. Phys Rev. 1964 Nov;136(3B):B864–
B871.
[76] Kohn W, Sham LJ. Self-consistent equations including exchange and correlation effects.
Phys Rev. 1965 Nov;140(4A):A1133–A1138.
[77] Runge E, Gross EK. Density-functional theory for time-dependent systems.
Phys Rev Lett. 1984;52(12):997.
[78] Maitra NT, Burke K, Woodward C. Memory in time-dependent density functional the-
ory. Phys Rev Lett. 2002 Jun;89:023002.
[79] Tokatly I, Pankratov O. Local exchange-correlation vector potential with memory in
time-dependent density functional theory: The generalized hydrodynamics approach.
Phys Rev B. 2003;67(20):201103.
[80] Kurzweil Y, Baer R. Time-dependent exchange-correlation current density functionals
with memory. J Chem Phys. 2004;121(18):8731–8741.
[81] Wijewardane HO, Ullrich CA. Time-dependent kohn-sham theory with memory.
Phys Rev Lett. 2005;95(8):086401.
[82] Hofmann D, Ko¨rzdo¨rfer T, Ku¨mmel S. Kohn-sham self-interaction correction in real
time. Phys Rev Lett. 2012;108(14):146401.
[83] Liao SL, Ho TS, Rabitz H, et al. Exact-exchange optimized effective potential and mem-
ory effect in time-dependent density functional theory. Eur Phys J B. 2018;91(7):147.
[84] Ekardt W. Dynamical polarizability of small metal particles: self-consistent spherical
jellium background model. Phys Rev Lett. 1984;52(21):1925.
[85] Grimme S, Parac M. Substantial errors from time-dependent density functional theory
for the calculation of excited states of large pi systems. Chem Phys Chem. 2003;4(3):292–
295.
[86] Cocchi C, Draxl C. Optical spectra from molecules to crystals: Insight from many-body
perturbation theory. Phys Rev B. 2015;92:205126.
[87] Dreuw A, Weisman JL, Head-Gordon M. Long-range charge-transfer excited states in
time-dependent density functional theory require non-local exchange. J Chem Phys.
2003;119(6):2943–2946.
[88] Gritsenko O, Baerends EJ. Asymptotic correction of the exchange–correlation kernel
of time-dependent density functional theory for long-range charge-transfer excitations.
J Chem Phys. 2004;121(2):655–660.
[89] Autschbach J. Charge-transfer excitations and time-dependent density functional theory:
Problems and some proposed solutions. Chem Phys Chem. 2009;10(11):1757–1760.
[90] Kuritz N, Stein T, Baer R, et al. Charge-transfer-like pi pi* excitations in time-dependent
density functional theory: A conundrum and its solution. J Chem Theory Comput. 2011;
7(8):2408–2415.
[91] Ku¨mmel S. Charge-transfer excitations: A challenge for time-dependent density func-
tional theory that has been met. Adv Energy Mater. 2017;7(16):1700440.
[92] Yabana K, Bertsch GF. Optical response of small silver clusters. Phys Rev A. 1999;
60(5):3809–3814.
[93] Furche F, Ahlrichs R. Adiabatic time-dependent density functional methods for excited
state properties. J Chem Phys. 2002;117(16):7433–7447.
21
[94] Pogantsch A, Heimel G, Zojer E. Quantitative prediction of optical excitations in con-
jugated organic oligomers: A density functional theory study. J Chem Phys. 2002;
117(12):5921–5928.
[95] Lopata K, Govind N. Modeling fast electron dynamics with real-time time-
dependent density functional theory: application to small molecules and chromophores.
J Chem Theory Comput. 2011;7(5):1344–1355.
[96] Li H, Nieman R, Aquino AJ, et al. Comparison of lc-tddft and adc (2) methods in com-
putations of bright and charge transfer states in stacked oligothiophenes. J Chem The-
ory Comput. 2014;10(8):3280–3289.
[97] Casida ME. Time-dependent density functional response theory for molecules. In: Recent
advances in density functional methods: (part i). World Scientific; 1995. p. 155–192.
[98] Casida ME. Time-dependent density functional response theory of molecular systems:
Theory, computational methods, and functionals. In: Theo. comp. chem. Vol. 4. Elsevier;
1996. p. 391–439.
[99] Yabana K, Bertsch G. Time-dependent local-density approximation in real time.
Phys Rev B. 1996;54(7):4484.
[100] Cocchi C, Prezzi D, Ruini A, et al. Ab initio simulation of optical limiting: the case of
metal-free phthalocyanine. Phys Rev Lett. 2014;112(19):198303.
[101] De Giovannini U, Brunetto G, Castro A, et al. Simulating pump–probe photoelectron
and absorption spectroscopy on the attosecond timescale with time-dependent density
functional theory. ChemPhysChem. 2013;14(7):1363–1376.
[102] Andrade X, Castro A, Zueco D, et al. Modified ehrenfest formalism for efficient large-
scale ab initio molecular dynamics. J Chem Theory Comput. 2009;5(4):728–742.
[103] A L Marques M, Maitra N, Nogueira F, et al. Fundamentals of time-dependent density
functional theory. Vol. 837. ; 2012.
[104] Tully JC. Mixed quantum–classical dynamics. Faraday Discuss. 1998;110:407–419.
[105] Tully JC. Perspective: Nonadiabatic dynamics theory. J Chem Phys. 2012;
137(22):22A301.
[106] Curchod BF, Rothlisberger U, Tavernelli I. Trajectory-based nonadiabatic dynamics
with time-dependent density functional theory. Chem Phys Chem. 2013;14(7):1314–1340.
[107] Bircher MP, Liberatore E, Browning NJ, et al. Nonadiabatic effects in electronic and
nuclear dynamics. Struct Dyn. 2017;4(6):061510.
[108] Bader RF. Atoms in molecules - a quantum theory. Oxford University Press; 1990.
[109] Kolesov G, Granas O, Hoyt R, et al. Real-time td-dft with classical ion dynamics:
Methodology and applications. J Chem Theory Comput. 2015;12(2):466–476.
[110] Andrade X, Strubbe D, De Giovannini U, et al. Real-space grids and the octopus
code as tools for the development of new simulation approaches for electronic systems.
Phys Chem Chem Phys. 2015;17(47):31371–31396.
[111] Castro A, Appel H, Oliveira M, et al. octopus: a tool for the application of time-
dependent density functional theory. Phys Status Solidi B. 2006;243(11):2465–2488.
[112] Bitzek E, Koskinen P, Ga¨hler F, et al. Structural relaxation made simple. Phys Rev Lett.
2006;97:170201.
[113] Hartwigsen C, Gœdecker S, Hutter J. Relativistic separable dual-space gaussian pseu-
dopotentials from h to rn. Phys Rev B. 1998;58(7):3641.
[114] Goedecker S, Teter M, Hutter J. Separable dual-space gaussian pseudopotentials.
Phys Rev B. 1996;54(3):1703.
[115] Perdew JP, Zunger A. Self-interaction correction to density-functional approximations
for many-electron systems. Phys Rev B. 1981;23:5048–5079.
[116] Marom N, Tkatchenko A, Rossi M, et al. Dispersion interactions with density-functional
theory: Benchmarking semiempirical and interatomic pairwise corrected density func-
tionals. J Chem Theory Comput. 2011;7(12):3944–3951.
[117] Castro A, Marques MA, Rubio A. Propagators for the time-dependent kohn–sham equa-
tions. J Chem Phys. 2004;121(8):3425–3433.
[118] Savitzky A, Golay MJ. Smoothing and differentiation of data by simplified least squares
22
procedures. Anal Chem. 1964;36(8):1627–1639.
[119] Press WH, Teukolsky SA, Vetterling WT, et al. Numerical recipes in fortran 77: the art
of scientific computing. Vol. 2. Cambridge university press Cambridge; 1992.
[120] i-pi 2.0: A universal force engine for advanced molecular simulations. Comput Phys Com-
mun. 2019;236:214 – 223.
[121] Blum V, Gehrke R, Hanke F, et al. Ab initio molecular simulations with numeric atom-
centered orbitals. Comput Phys Commun. 2009;180:2175 – 2196.
[122] Perdew JP, Wang Y. Accurate and simple analytic representation of the electron-gas
correlation energy. Phys Rev B. 1992;45:13244–13249.
[123] Bussi G, Donadio D, Parrinello M. Canonical sampling through velocity rescaling.
J Chem Phys. 2007;126(1):014101.
[124] Medrano CR, Sanchez CG. Trap-door-like irreversible photoinduced charge transfer in
a donor–acceptor complex. J Phys Chem Lett. 2018;9(12):3517–3524.
[125] Kumar A, Banerjee K, Dvorak M, et al. Charge-transfer-driven nonplanar adsorption of
f4tcnq molecules on epitaxial graphene. ACS Nano. 2017;11(5):4960–4968.
[126] Wang X, Esfarjani K, Zebarjadi M. First-principles calculation of charge transfer at the
siliconorganic interface. J Phys Chem C. 2017;121(29):15529–15537.
[127] Carvalho A, Coutinho J, Barroso M, et al. Electronic structure modification of si
nanocrystals with f4-tcnq. Phys Rev B. 2011 Sep;84:125437.
[128] Zhu L, Kim EG, Yi Y, et al. Charge transfer in molecular complexes with 2, 3, 5, 6-
tetrafluoro-7, 7, 8, 8-tetracyanoquinodimethane (f4-tcnq): A density functional theory
study. Chem Mater. 2011;23(23):5149–5159.
[129] Ihn T. Semiconductor nanostructures: Quantum states and electronic transport. Oxford
University Press; 2010.
[130] Me´ndez H, Heimel G, Winkler S, et al. Charge-transfer crystallites as molecular electrical
dopants. Nature Commun. 2015;6:8560.
[131] Valencia AM, Cocchi C. Electronic and optical properties of oligothiophene-f4tcnq
charge-transfer complexes: The role of the donor conjugation length. J Phys Chem C.
2019;123(14):9617–9623.
[132] Valencia A, Guerrini M, Cocchi C. Ab initio modelling of local interfaces in doped organic
semiconductors. Phys Chem Chem Phys. 2020;22:3527.
[133] Krukau AV, Vydrov OA, Izmaylov AF, et al. Influence of the exchange screening
parameter on the performance of screened hybrid functionals. J Chem Phys. 2006;
125(22):224106.
[134] Chappell J, Bloch A, Bryden W, et al. Degree of charge transfer in organic conductors
by infrared absorption spectroscopy. J Am Chem Soc. 1981;103(9):2442–2443.
[135] Maennig B, Pfeiffer M, Nollau A, et al. Controlled p-type doping of polycrystalline
and amorphous organic layers: Self-consistent description of conductivity and field-effect
mobility by a microscopic percolation model. Phys Rev B. 2001;64:195208.
[136] Stires Iv JC, McLaurin EJ, Kubiak CP. Infrared spectroscopic determination of the
degree of charge transfer in complexes of tcne with methyl-substituted benzenes.
Chem Commun . 2005;(28):3532–3534.
[137] Beyer P, Pham D, Peter C, et al. State-of-matter-dependent charge-transfer interactions
between planar molecules for doping applications. Chem Mater. 2019;31(4):1237–1249.
[138] Bonafe FP, Hernandez FJ, Aradi B, et al. Fully atomistic real-time simulations of tran-
sient absorption spectroscopy. J Phys Chem Lett. 2018;9(15):4355–4359.
[139] Agostini F. An exact-factorization perspective on quantum-classical approaches to
excited-state dynamics. Eur Phys J B. 2018;91(7):143.
[140] Sato SA, Kelly A, Rubio A. Coupled forward-backward trajectory approach for nonequi-
librium electron-ion dynamics. Phys Rev B. 2018;97:134308.
[141] Ugeda MM, Bradley AJ, Shi SF, et al. Giant bandgap renormalization and excitonic
effects in a monolayer transition metal dichalcogenide semiconductor. Nature Mater.
2014;13(12):1091.
[142] He K, Kumar N, Zhao L, et al. Tightly bound excitons in monolayer wse 2. Phys Rev Lett.
23
2014;113(2):026803.
[143] Thygesen KS. Calculating excitons, plasmons, and quasiparticles in 2d materials and
van der waals heterostructures. 2D Mater. 2017;4(2):022004.
[144] Arora A, Noky J, Druppel M, et al. Highly anisotropic in-plane excitons in atomically
thin and bulklike 1 t-rese2. Nano Lett. 2017;17(5):3202–3207.
[145] Molas MR, Slobodeniuk AO, Nogajewski K, et al. Energy spectrum of two-dimensional
excitons in a nonuniform dielectric medium. Phys Rev Lett. 2019;123:136801.
[146] Lau KW, Cocchi C, Draxl C. Electronic and optical excitations of two-dimensional zrs2
and hfs2 and their heterostructure. Phys Rev Mater. 2019;3:074001.
[147] Steinhoff A, Kim JH, Jahnke F, et al. Efficient excitonic photoluminescence in direct
and indirect band gap monolayer mos2. Nano Lett. 2015;15(10):6841–6847.
[148] Selig M, Bergha¨user G, Raja A, et al. Excitonic linewidth and coherence lifetime in
monolayer transition metal dichalcogenides. Nature Commun. 2016;7:13279.
[149] Sim S, Lee D, Noh M, et al. Selectively tunable optical stark effect of anisotropic excitons
in atomically thin res 2. Nature Commun. 2016;7:13569.
[150] Pogna EA, Marsili M, De Fazio D, et al. Photo-induced bandgap renormalization governs
the ultrafast response of single-layer mos2. ACS Nano. 2016;10(1):1182–1188.
[151] Molina-Sa´nchez A, Sangalli D, Wirtz L, et al. Ab initio calculations of ultrashort car-
rier dynamics in two-dimensional materials: valley depolarization in single-layer wse2.
Nano Lett. 2017;17(8):4549–4555.
[152] Buades B, Pico´n A, Leo´n I, et al. Attosecond-resolved petahertz carrier motion in semi-
metallic tis2. arXiv preprint arXiv:180806493. 2018;.
24
