We describe a novel approach to the determination of the focal length of a moving camera with rectangular pixels. The principal point of the cnmera is assumed to he known and fixed, whereas the focal length is allowed lo vary acrnss the sequence. Given three or more such images and a projective reconstruction, we describe a novel auto-calibration trchnique to obtain a metric reconstruction. Our technique uses semidefinite programming to recover these focal lengths (and hence the metric reconstruction), Our approach is efficient. well hchaved with guaranteed convergence, and can he applied tu long sequences of video. We present results for our approach using both simulated and real video scquences.
INTRODUCTION
Reconstruction of 3D scenes from a video sequence is a fundamental problem of computer vision with wide applicability. Over the last few years, digital video cameras have become ubiquitous because of their declining costs, thereby giving everybody easy access to video sequences. However, processing of these video sequences to reconstruct :ID scenes has still not reached the commercialization stage.
This can happen by advancing the state of the art in unculibruird structure from motion.
In the uncalibrated setting, the best one can achieve is a reconstruction of the scene up to an unknown projective transformation. This projective structure, however, is not good enough for many applications. To obtain a euclidean reconstruction, knowledge about the calibration parameters of the camera is required. The widely used approach is to employ a calibration pattern to acquire these parameters offline. This is, however, too restrictive. Auto-calibration, on the other hand, recovers these parameters from an unknown scene using the rigidity constraints present in the scene and certain simplifying assumptions about the camera (e.g., rectangularlsquare pixels, known principal points, In this paper, we describe a novel aplication of semidefinite programming far focal length recovery. Our furmulation is based on the assumption that the camera has rectangular pixels (skewless camera) and the principal point of the camern is known and fixed. Hence, the variables to be estimated are the aspect ratio and the focal length of the camera at each frame of the sequence. The principal point of the camera is known to be notoriously hard to compute. Often, therefore, the principal point position is guessed to he at the center of the image. In addition, the principal point is known to vary with the zoom setting of a camera (several authors have reported the principal point to move as much as 30 pixels with the zoom [I]). Howevw. our experiments, using our approach indicate that the inaccuaracies in the (guessed) principal point do not have a significant effect on the other parameters of the camera. Using these assumptions, we formufate the auto-calibration problem in the semidefinite programming framework (section 4). Results using our approach for a simulated and real sequence are presented in section 5. A brief intmduction to semidefinite programming is provided in section 3. We begin by describing the auto-calibration problem and the various approaches for solving it.
BACKGROUND
We assume that the reader is familiar with 3 0 computer vision. Therefore, because of space restrictions, standard widely used facts will be stated without derivation. Please refer to [2] for details and proofs. The basic projection equation for a camera with projection matrix
is given by zj = P'X,. Here, X, is the homogenous coordinate of the 3 0 point, and x, is its projection in the image. P' contains information about the pose of the camera and the intrinsic parameters, represented by the matrix 2. The most troublesome failing i s that the positive definiteness condition of w* i s completely ignored in the optimization step. As a result, we may end up with a U * that i s nor positive drfnitc, and thus the calibration parameters cannot be recovered. The closest positive semidefinite matrix to the computed w* will, in most cases, not be the comct one. Hence, we have to reject this solution and start over. This situation becomes all the more prominent because of the presence o f noise in the data.
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Our approach overcomes these two drawbacks o f the linear algorithm in a very natural manner using semidefinite programming. In practice. the solution from the linear algorithm i s often used as the initial point for a non-linear approach. Our approach provides an altcmative method for initialization with a guaranteed convergence and a better starting solution. 
SEMIDEFINITE PROGRAMMING
The problem data are the vector c t R ' " and m + 1 symmetric matrices F o x . . . , F,, t R"X". The inequality sign in
Unlike LP. SDP is a nonlinear convex programming problem, because the feasible boundary (the cone of positive semidefinite matrices) is nonlinear. Nonetheless, SDP shares a key feature with LP -SDP can be effectively solved by generalizing interior-point methods developed originally for 'LP. The credit for this important discovery goes primarily to Nesterov and Nemirovski [9] . The fact that SDP can be efficiently solved by interior-point methods, both in practice and. from a theoretical point of view, exactly in polynomial time, has driven the rccent surge of interest in the subject. 
Norm minimization using SDP

I ) t 0 ( I I)
As before, it is easy to add constraints such as C ( z ) k 0 in this framework. Generealizing this, it is easy to see that SDP can be used to minimize the sum of norms of arbitrary matrices that are affinely dependent on a variable subject to SDP constraints. In the next section, we illustrate how to lormulate the auto-calibration problem for any number of given cameras into il norm minimization problem.
AUTO-CALIBRATION USING SDP
We prcscnt our SDP-based formulation of the autocalibration of focal lengths for a skewless camera with known principal point. We are given TL images of a rigid scenc obtained by a moving camera with variable focal lengths. Feature points can then be matched across these images. and a projective reconstruction with projection matrices Pi, i = l,. . . , n can be obtained [ IO] . Our goal is to recover a: and m; for each camera. Substituting the expression for U * (eqn. I ) into the basic equation for autocalibration (cqn.5) for the it'' image, we obtain
Let TI, = ( nl n3 ) and e , , e>, e3 be the three standard basis vectors for the group of :I x : 1( matrices (i.e.. After multiplying the terms, the RHS can be written as an atfine combination of seven symmetric matrices C;, . . . , Cg. Let yi = a:. ~2 = a:, y3 = a:nl, 74 = a;nz, 7 5 = 7 6 = 71.3 + a2nf +m',n:. Thus and Therefore, the autocalibration problem can be cast as the minimization of the sum of norm of n -1 matrices subject to certain SDP constraints. 
Constraints
Because of the parameterization that we are using, the rank constraint for Q:, is automatically enforced. It is also easy to add the constraint that w: is positive semidefinite. The expressions for 7,. 7 2 and ye imply that all of these are non-negative. Similarly, 7;. 7; and 7; are also non-negative. Therefore, wc have diag(yl,y2,ys, y:,...,y;l,y~, ..., -r;,-d ,... ,7;) t o (19) The ahove SDP constraints along with the norm minimization o f the sum in eqn. 16 make a constrained norm minimization prohlem. The variahles in this case are y1 ,. . .,r8,$. ?;,r; fnr i = 2,. . . , T L SDP can then be used to solve this minimizatinn prohlem and obtain thc gammas from which the focal length of each camera can than he obtained.
RESULTS
We have applied our algorithm for both simulatcd data and real images. For the simulations, a random cloud of 500 3 0 points WLIS generated. Images o f these points were obtained in a sequence o f 10 frames by moving the camera and changing its focal lengths while keeping the principal point fixed. Random gaussian noise was then a d d d to the location o f the projected points. Using these point cotrespondences, a projective reconstruction w a obhined using the iterative factorization algorithm o f [IO] . Finally, the projective reconstruction was upgraded to a metric one using our algorithm. Table I shows the recovered focal lcngths for frames I , 6 and 10 using our algorithm ( In our second experiment, a camera with fixed parametcrs was moved in a rigid indoor scene. Thiny reature points were obtained and tracked in ten frames o f this sequence. A projective reconstruction was obtained using these correspondences, and our algorithm was applied to obtain the camera parameters. Since the camera parameters were fixed, the recovered focal lengths should be constant. However, due to noise these focal lengths will vary.
The mean focal lengths obtained for these 10 frames was cyz = 911 and as = 917. The standard deviation for the focal lengths was sd, = 3.1 and sd, = 3.6, indicating that recovered focal lengths did not vary much (the center of the image was taken as the principal point). The camera was also calibrated offline using a plane calibration grid yielding focal lengths a. = 928 and os = 926, thus verifying the recovered focal lengths (The focal length obtained by the linear algorithm was 103 and 117.)
CONCLUSION
We hnve presented a novel approach the recovery o f focal lengths using semidefinite programming. Although our approach ilssumes that the principal point o f the camera i s known, i t has been our experience that this point can often be assumed to be at the center o f the image without much impact on the computed focal lengths. Our approach naturally incorporates the constraint that U * is positivc semidrfinite and therefore is much more stable. I n addition, i t i s also efficient and can incorporate a large number o f views easily.
We have presented experimental results with both synthetic and real sequence. We are currently looking into modifying our algorithm to account for the Pact that the principal point i s unknown. In cases where the principal point varies suhstantially with the zoom setting o f the camera, we can apply our approach to shorter segments wherein the focal length i s known to be relatively constant.
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