We propose a novel algorithm, state propagation based dynamic compressed sensing (SP-DCS), that uses a target dynamic model in dynamic compressed sensing (DCS) to track a fixed number of targets. To track a time-varying number of targets using raw measurements from a Doppler radar, we also propose a novel hybrid particle filter based dynamic compressed sensing (HPF-DCS) algorithm. We calculate the support set in a Bayesian framework and a particle filter approximates the posterior probability mass function (pmf) of the support set. HPF-DCS is a combination of random and deterministic sampling. In random sampling, a number of predicted existing sub-particles are sampled from the prior pmf of the existing support set to handle the scenario when targets disappear randomly at a scan time. In deterministic sampling, the new support set corresponding to newly appearing targets is calculated by solving a sparsity promoting optimization problem. Our simulation results show that the proposed algorithm can track a time-varying number of targets successfully. It also outperforms the sequential Monte Carlo based probability hypothesis density (SMC-PHD) filter, as well as the multi-mode, multi-target track before detect (MM-MT-TBD) filter.
I. INTRODUCTION
Most tracking algorithms use measurements obtained by thresholding raw measurements. Examples of such algorithms are the multiple hypotheses tracking (MHT) [1] - [4] ; the joint probabilistic data association filter (JPDAF) [5] , [6] ; the probability hypothesis density (PHD) filter [4] , [7] ; the cardinalized PHD (CPHD) filter [8] , [9] ; and the generalized labeled multi-Bernoulli (GLMB) tracker [9] . These algorithms are not suitable for tracking targets with low signal-to-noise ratio (SNR). In recent years track before detect (TBD) based algorithms [10] - [13] have been proposed to track targets with low scattered amplitudes, which are capable of improving the tracking accuracy of low SNR targets.
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However, the TBD techniques require a high computational cost when using high resolution sensors. Target detection and tracking using a high resolution radar requires wide bandwidth transmission during a short observation time, which demands expensive hardware systems.
Recently, many compressed sensing (CS) based algorithms have been applied to radar-based target tracking systems. These algorithms are capable of precisely reconstructing the sparse radar scene with substantially fewer measurements than what the Nyquist theorem mandates [14] , [15] . However, the above work uses the standard CS technique, which only relies on the information from the current time. The dynamic model for the target state [16] is not used in the standard CS.
In this paper, we present a novel signal-level based multitarget tracking algorithm using dynamic compressed sensing (DCS). In contrast to standard CS focusing on the reconstruction of stationary signals, the DCS considers recovering a sequence of dynamic signals from a second timeseries of noisy, sub-Nyquist, and linear measurements [17] .
Algorithms proposed to solve the DCS problem can be divided into three categories. The first category is based on Kalman filtering, which incorporates a sparsity-aware criterion, either via convex relaxation [18] , [19] or greedy methods [20] . The second category builds a probabilistic model for the time-evolution of the target's support set and amplitude and uses a Bayesian framework to estimate the next time sample [21] - [23] . The third category combines CS with a particle filter (PF) to solve the nonlinear estimation problem [24] - [26] . In [24] , the CS is combined with a PF for tracking moving wideband sound sources. In [25] , the nonlinear CS is combined with a PF to estimate a sequence of sparse temporally dependent states. In [26] , regularized modified compressed sensing (reg-mod-CS) [27] is merged with a PF to recursively reconstruct a time sequence of sparse signals from highly under-sampled random linear measurements.
The above DCS based algorithms assume that the support set of the signal changes slowly over time. However, in real applications, the support set may change dramatically during consecutive times. For example, in a radar based tracking system, the support set changes significantly according to a dynamic model.
In this paper we consider two types of multitarget tacking scenarios. We assume that the number of targets is fixed and time-varying in the first and second scenarios, respectively.
For the first scenario we propose a novel state propagation based dynamic compressed sensing (SP-DCS) algorithm, which introduces state evolution into DCS. In the proposed algorithm, a sparse indication vector is constructed based on the state space. We calculate the support set of the sparse vector in a Bayesian framework based time-evolution model of the support set. We use a PF to approximate the posterior probability mass function (pmf) of the support set and calculate the estimate at each scan time.
In the second scenario, we consider the general case of a time-varying number of targets where targets appear and disappear randomly at each scan time. We assume that the true support set at a scan time consists of two disjoint subsets, the existing and new support sets. The existing support set corresponds to targets propagated from scan time k − 1 and existing at scan time k, and the new support set corresponds to the newly appearing targets at scan time k. We propose a novel hybrid sampling algorithm, hybrid PF based dynamic compressed sensing (HPF-DCS), which is a combination of random and deterministic sampling. In deterministic sampling, we estimate the new support set by solving a sparsity promoting optimization problem. In order to deal with the newly disappearing targets, at scan time k, the existing sub-particles are generated not only from the estimated support set, but from all subsets of it.
The main contributions of the paper are threefold. First, we propose a novel HPF-DCS algorithm to track a time-varying number of targets using raw measurements from a Doppler radar system. To the best of our knowledge, this is the first attempt of dynamic compressed sensing in target tracking with fast changing states.
Secondly, the proposed HPF-DCS algorithm can solve the high dimensional problem appearing frequently in conventional PF, when tracking a large number of targets [28] . In the proposed algorithm, a particle is defined as a realization of the support set, which consists of indices of all targets in the state space. Thus the dimension of the particle equals the number of targets. This largely reduces the dimension of a particle and further reduces the computational complexity and memory storage of the algorithm, compared with the conventional PF based multitarget tracking [29] .
Thirdly, the proposed HPF-DCS algorithm avoids data association, which is required in detection-based multitarget tracking algorithms, e.g. MHT [1] - [4] , JPDA [5] , [6] and random finite set (RFS) based algorithm GLMB tracker [9] . In the proposed algorithm, the raw measurement vector is the superposition of contributions from all targets. Therefore, this type of measurement is called superpositional measurement [30] , [31] . The support set consists of indices of all targets in the state space. The observation model can be represented in a CS framework, which describes the relationship between the raw measurement vector and the support set. Therefore, the information from all targets can be considered simultaneously in a CS framework. The proposed algorithm calculates the estimated support set, which contains the estimated indices of all targets in a Bayesian framework. The estimated support set can be transformed to a sequence of state vectors of multiple targets using a simple transformation. Thus we can obtain the state vectors of multiple targets simultaneously and the data association is not required.
The paper is organized as follows. The radar signal model and its sparse representation in state space are introduced in Section II. Section III presents the SP-DCS algorithm. The main contribution of this paper, the HPF-DCS algorithm, is presented in Section IV. The simulation results are described in Section V, and our contributions are summarized in Section VI.
A. NOTATION CONVENTION
We use '':='' to define a quantity. For an index set S := {1, 2, · · · , D}, S (d) denotes the dth element of S. For a subset I ⊂ S, we use |I | to denote its cardinality, i.e., the number of elements in I . We use I c to denote its complement i.e., I c := {i ∈ S : i / ∈ I }. For a vector ξ ∈ R N , ξ denotes its transpose, ξ I denotes a vector consisting of the elements of ξ indexed by I , and ||ξ || p denotes the l p -norm of ξ . The support set of ξ , supp(ξ ), is the set of indices at which ξ is nonzero, supp(ξ ):= {j ∈ [N ] :
For a matrix H ∈ R M ×N , H * denotes its conjugate transpose, and H † its pseudo-inverse. For a matrix with linearly independent columns, H † = (H * H) −1 H * . For a square matrix ∈ R M ×M , | | denotes the determinant of .
We use I n to denote an identity matrix of size n. For an index set I and a matrix H, H I is the sub-matrix of H containing the columns with indices in the set I . Notice that H I = HI I . For a tall matrix B, span(B) denotes the subspace spanned by the column vectors of B. Z + denotes the set of positive integers.
II. RADAR SIGNAL MODEL AND ITS SPARSE REPRESENTATION IN STATE SPACE
The goal of this section is to introduce the construction of the sparse vector using state space. We present dynamic models for targets in Section II-A. In Section II-B, we develop a parametric Doppler radar signal model accounting for measurements from multiple targets, which may be extended to other radar systems. Finally, in Section II-C, the state space is uniformly divided into a number of grid points, and all grid points are mapped into an indication vector. By exploiting the inherent sparsity of the state space, we develop an equivalent sparse representation of the radar observation model.
A. TARGET DYNAMIC MODELS
We consider a number of targets moving within the surveillance region in 3D with the nearly constant velocity (NCV) and nearly constant turn (NCT) motions [16] , [32] . We use the discretization of continuous-time dynamic model for both types of motions [16] . Let x k denote the target state at scan time k to be explained in detail in sub-section II-B. The angular velocity is assumed to be known in the NCT motion. For both motions, the target state x k at scan time k is defined by
where (x, y, z) and (ẋ,ẏ,ż) are the Cartesian position coordinates and corresponding velocity components, respectively.
1) NEARLY CONSTANT VELOCITY (NCV) MOTION
The dynamic model of the target for the NCV motion in 3D is given by [16] , [32] x
where F NCV k−1 and w NCV k−1 are the state transition matrix and zero-mean white Gaussian process noise with covariance matrix Q NCV k−1 during the time interval [t k−1 , t k ) [16] , [32] . Let T := t k − t k−1 be the scan time interval. Then the matrices F NCV k−1 and Q NCV k−1 are given by [16] 
where
and (q x , q y , q z ) represent the power spectral densities of the continuous-time acceleration process noise along the X , Y and Z axes, respectively [16] , [32] .
2) NEARLY CONSTANT TURN (NCT) MOTION
In this model, we assume that the target moves in the XY -plane with NCT and a known angular velocity ω [32] and moves in the Z direction with NCV [16] . The dynamic model of the target is given by [16] , [32] x
where F NCT k−1 and w NCT k−1 are the state transition matrix and zero-mean white Gaussian process noise with covariance matrix Q NCT k−1 during the time interval [t k−1 , t k ) [16] . The state transition matrix F NCT k−1 and process noise covariance matrix Q NCT k−1 are given, respectively, by [16] , [32] 
with (10) and (11) , as shown at the bottom of the next page, where q ω and q 3 represent the power spectral densities of the continuous-time angular acceleration process noise and linear acceleration process noise along the Z axis, respectively [16] , [32] .
B. SIGNAL MODEL OF A DOPPLER RADAR SYSTEM
We consider a Doppler radar [33] located at r 0 = [x 0 , y 0 , z 0 ] . Let T r , T , N p , and f c denote the pulse repetition time, scan repetition time, number of transmitted pulses during the kth scan, and carrier frequency, respectively, for the Doppler radar. The transmitter transmits the following train of N p pulses during the kth scan with T ≥ N p T r [34] ,
where t is the pulse transmission time, Re {z} denotes the real part of the complex number z, A > 0 is the amplitude, and ϕ 0 ∈ [0, 2π) is the initial phase of the carrier signal. In (12) p(t) is a unit-energy rectangular pulse waveform of duration T p and one-sided bandwidth W p ≈ 1/T p . Suppose there are D targets in the surveillance region. The frequency of the scattered signal from the dth target in the kth scan is f c + f d k , where f d k is the Doppler frequency shift. The exponential term e j2πf c t j is a constant and hence can be absorbed in the scattering coefficient α d k of the dth target in the kth scan [33] as presented next in (13) . Let M be the number of observations in the kth scan. Then the received signal at receive time t j during the kth scan can be expressed as [35] 
where w k (t j ) is the complex envelope of the overall disturbance at the receiver and τ d k is the time-delay of the dth target. The relation between the received signals and the scan interval is shown in Fig. 1 .
For a Doppler radar the scan interval is small, e.g. 0.1 s. Therefore, we can assume that target state x k at scan time k refers to the discrete time k. The position and velocity of the dth target in the kth scan are given, respectively, by
The time-delay and Doppler frequency shift of the dth target can be represented, respectively, by
where c is the speed of light.
C. SPARSE REPRESENTATION IN STATE SPACE 1) DISCRETIZATION OF STATE SPACE
In practice, the number of targets in the surveillance region is unknown. Therefore, we consider a number of grid points for each element of the target state vector. Specifically, each axis of the position coordinates (x, y, z) is discretized into N p grid points and similarly each axis of the velocity coordinates (ẋ,ẏ,ż), is discretized into N v grid points. Therefore, the total number of grid points is N g = N 3 p N 3 v . The grid resolutions of the position and velocity are denoted by p and v, respectively. The minimum positions for x, y, and z are assumed to be same, p min . Similarly, the minimum velocities forẋ,ẏ, anḋ z are assumed to be same, v min .
To present the support set evolution model in Section III-A clearly, we now formulate the relationship between an arbitrary state vector x and the global index l of the grid point occupied by x. Given a state vector x located at the center of an arbitrary cell, we define the local index vector of the state vector as
where i x is the local index of the state vector along the X axis, and the similar definitions for iẋ, i y , iẏ, i z , and iż. We thus have (18) and (19), we define a function h : R n x → Z + , which transforms a state vector into its global index, as
Moreover, considering that the above functions i and I g are one-to-one mappings, and h is invertible. Thus we define the function h −1 : Z + → R n x as
which inversely transforms a global index l of a grid point in state space to the state vector x.
In addition, each grid point is assigned with a value. If a grid point is occupied by a target, its value is set as the scattering coefficient of the target; otherwise, it is set as zero. All grid points in the state space are mapped into an indication vector ξ k in sequence.
2) SPARSE REPRESENTATION OF RADAR SIGNALS
The received signal at receive time t j during the kth scan (13) can be represented by the grid points, as
where τ l k and f l k denote the time-delay and Doppler shift of the lth grid point in the kth scan, respectively.
The lth grid point's contribution to the received signal at receive time t j during the kth scan is defined as
Assuming that the received signal is sampled M times during the kth scan, we define a measurement vector y k as
Since the number of grid points occupied by the targets is much smaller than that of the total grid points in state space, the indication vector ξ k is a sparse vector. The measurement vector y k can be represented in a sparse representation framework [36] as
where the sparse indication vector
and e k is the measurement noise vector. The measurement matrix H of size M × N g is an overcomplete dictionary, defined as
where each column of H is an M -dimensional column vector and H l represents the lth grid point's discrete output. The construction of the overcomplete dictionary H is presented in [36] . Given the measurement vector y k and the overcomplete dictionary H, we can estimate the sparse solution of ξ k using different reconstruction algorithms [37] , [38] in standard CS. The standard CS focuses on reconstructing the sparse vector using the information only from the current time. As a consequence, the state evolution (using the information from the previous time), which is fundamental for target tracking, can not be incorporated in standard CS.
III. STATE PROPAGATION BASED DYNAMIC COMPRESSED SENSING (SP-DCS)
In this section, we formulate the target tracking problem in a dynamic compressed sensing framework and present a novel SP-DCS algorithm.
A. EVOLUTION MODEL OF THE SUPPORT SET
The goal of this section is to build the evolution model of support set. We model the evolution of the support set using state vectors. We assume that the support set S k−1 has D elements and is defined by
where each element corresponds to a state vector of a target.
In this section we assume that the number of targets is fixed during tracking.
The dth element of S k−1 is transformed to the corresponding state vector by
where the function h −1 is defined in (21) in Section II-C.1.
The inverse transformation is given by
where the function h is defined in (20) in Section II-C.1.
In addition, if the target is not located at the center of a grid point, h includes a rounding operation, which calculates the nearest integer to a real number. Using the NCV dynamic model from (1) for the state vector in (29) we get
Substitution of the expression for x
where the function f is defined by
Discussion: Similar to the grid-occupancy based filtering (GOBF) [39] , [40] , our proposed algorithm uses a discretization of the continuous target state time-evolution model. Next, we point out the differences between the GOBF and our proposed algorithm.
1) The measurements are different. The GOBF uses thresholded measurements. Therefore, data association [3] - [6] is required for associating a measurement to a track. In contrast, in our proposed algorithm the measurement is a signal-level raw measurement with contributions from all targets. This measurement is called a superpositional measurement [30] .
2) The contents of a grid point are different. A grid point in GOBF represents the state of a target, i.e., position, velocity, and acceleration, etc. In contrast, a particle in our proposed algorithm is defined as a realization of the support set, which consists of indices of all targets in the state space. Thus the dimension of the particle equals the number of targets.
3) The time-evolution models are different. In the GOBF, the time-evolution model represents the dynamic model of a target as in (2) . In contrast, in our proposed algorithm the time evolution of the support set described by (31) and (32) is used.
4) The observation models are different. The observation model in the GOBF describes the relationship between the thresholded measurements and the state vector of one target. In contrast, the observation model in our method (25) in Section II-C.2 describes the relationship between raw measurements (the echo signal), and the sparse vector ξ k which represents the information of the whole gridded state space.
B. POSTERIOR PMF OF THE SUPPORT SET
We calculate the posterior pmf of the support set, p (S k |y 1:k ) using a Bayesian framework and time-evolution model of the support set (31) . Let y 1:k denote the collection of measurements up to scan k, y 1:k := {y 1 , y 2 , ..., y k }. The posterior pmf p (S k |y 1:k ) can be written using the Bayes' rule [10] as
where the first equality holds considering that the measurement in the kth scan, y k , is independent of the previous measurements y 1:k−1 , i.e., p (y k |S k , y 1:k−1 ) = p (y k |S k ).
The probability density function (pdf) p (y k |y 1:k−1 ) = S k p (y k |S k ) p (S k |y 1:k−1 ) is a normalizing constant.
C. STATE PROPAGATION BASED DYNAMIC COMPRESSIVE SENSING ALGORITHM
We use a PF [41] to approximate the posterior pmf p (S k |y 1:k ) and to obtain the estimate of the support set,Ŝ k . Algorithm 1 presents the detailed procedures. Algorithm 1: SP-DCS Algorithm Input: The prior distribution p (S 0 ) and the measurement vector y k .
Output: Estimate of the support setŜ k .
(1) Initialization: at scan time k = 0, sample N initial particles χ i 0 , i = 1, 2, . . . , N from the prior distribution p (S 0 ) and set the weights w i 0 to 1 N , i = 1, 2, . . . , N . (2) Prediction: at scan time k > 0, predict the particles χ i k−1 , i = 1, 2, . . . , N at scan time k − 1 to obtain the particles χ i k|k−1 , i = 1, 2, . . . , N at scan time k using the time-evolution model of the support set (31) .
(3) Update: Calculate the importance weight and normalized weight of each predicted particle,
Generate the estimate of the support set: at scan time k, obtain the estimate of the support set,
• Set k = k + 1, and move to Step (2) . else
• resample the discrete distribution w i k , i = 1, 2, . . . , N N times to generate particles χ j k , j = 1, 2, . . . , N , so that for any j, Pr χ j k = χ i k|k−1 = w i k . Set the weights w i k to 1 N , i = 1, 2, . . . , N .
Set k = k + 1, and move to Step (2). In Algorithm 1, the effective sample size N eff can be calculated as [41] , and the threshold is N T = 2N /3.
IV. HYBRID PARTICLE FILTER BASED DYNAMIC COMPRESSED SENSING (HPF-DCS)
In this section, we consider the general tracking scenario of a time-varying number of targets, where multiple targets appear and disappear randomly at each scan time. We assume that the true support set S k at scan time k satisfies the following condition.
Assumption: The true support set S k consists of two disjoint subsets, the existing support set φ k and the new support
The existing support set φ k corresponds to targets propagating from time k − 1 and existing at scan time k and the new support set ψ k corresponds to newly appearing targets at scan time k.
Based on Assumption 1, the predicted pmf p(S k |y 1:k−1 ) can be expressed as
The last equality of (35) holds considering that the pmf of the new support set at scan time k is independent of previous measurements from time 1 to k − 1, i.e., p (ψ k |y 1:k−1 ) = p (ψ k ).
The time-evolution of existing targets is assumed to satisfy a first-order Markov model [16] . Thus the predicted pmf of the exiting support set can be obtained as
Substitution of (36) in (35) gives the predicted pmf of the true support set
Finally, using the Bayes' rule (33) [10] , the posterior pmf p(S k |y 1:k ) can be obtained as
We use a PF to approximate the posterior pmf p (S k |y 1:k ), and further calculate the estimate of the support setŜ k .
However, it is difficult to sample from the predicted pmf p (S k |y 1:k−1 ) since it is the product of two pmfs (35) , i.e., the predicted pmf of the existing support set, p (φ k |y 1:k−1 ), and the pmf of the new support set, p (ψ k ). In order to solve this problem, we propose a novel hybrid sampling algorithm, which is a combination of the random and deterministic sampling. Since the newly appearing targets at scan time k, ψ k , relies only on the current measurement, we consider calculating the new support set ψ k by solving a deterministic equation. On the other hand, we perform random sampling for the existing support set according to (36) . We further define a hybrid particle, which consists of two parts: the existing sub-particle, which corresponds to the existing support set; and the new sub-particle, which corresponds to the new support set.
Based on the hybrid sampling, we propose a novel HPF-DCS algorithm, which approximates the posterior pmf of the true support set p (S k |y 1:k ), based on a number of hybrid particles. The key procedures of the proposed algorithm are the random sampling for the existing support set and deterministic sampling for the new support set, which are introduced in Section IV-A and Section IV-B, respectively. The proposed algorithm is summarized in Section IV-C.
A. RANDOM SAMPLING FOR THE EXISTING SUPPORT SET
The goal of this section is to sample from the predicted pmf of the existing support set to generate the predicted existing subparticles. We consider a general condition when the targets disappear at random times. To tackle the general condition, a splitting operation is performed over the predicted existing support set, φ k|k−1 , aš
The splitting operation calculates the power set of φ k|k−1 , generating 2 |φk|k−1| outputs at one time, which represent different cases, e.g., the empty set ∅ represents the disappearance of all targets, and φ k|k−1 represents no targets disappearance. The splitting model (39) can overcome the difficulty of tracking newly disappearing targets. For example, assuming there are three existing targets at scan time k − 1, i.e., φ k−1 = {a k−1 , b k−1 , c k−1 }. After propagating according to the normal time-evolution model (31) , the predicted existing support set becomes φ k|k−1 = {a k , b k , c k }. This does not consider the disappearing targets since the number of targets is assumed unchanged in model (31) during the tracking. In contrast, the splitting model (39) considers all cases of disappearing targets, i.e., after splitting, the predicted support set changes intoφ k|k−1 =
Thus the splitting model (39) can efficiently deal with the condition of newly disappearance of targets at scan time k, even when all targets disappear simultaneously (corresponding to ∅). The detailed procedures of the random sampling will be introduced in Algorithm 3.
However, when performing splitting operation, the number of splitting sub-particles increases dramatically with time. Thus an efficient method is required to reduce the number of splitting sub-particles at each time. We consider adopting N sub-particles with largest weights among all splitting predicted existing sub-particles at the end of each time. The detailed procedures will be introduced in Algorithm 3.
B. DETERMINISTIC SAMPLING FOR THE NEW SUPPORT SET
In this section, we calculate the new support set ψ k corresponding to the newly appearing targets.
Lemma 1: Define the projection matrix P as
and the projected measurement vectorỹ k as
The projected measurement vectorỹ k can be represented in a standard equation in CS as
where A = PH φ c k is the projected sensing matrix and e k = Pe k is the equivalent noise. We can obtain a sparsity promoting optimization model aŝ
where η is a precision parameter [42] . The new support set ψ k = supp ξ kφ c k can be calculated by solving (43) using an orthogonal matching pursuit (OMP) algorithm [43] , based on the projected measurement vectorỹ k and projected sensing matrix A.
Proof: [Proof] See VI. Algorithm 2: New Support Set Estimation (NSSE) Input: H, y k , φ k Output: ψ k 1) Project y k into the subspace that is perpendicular to span H φ k . a) Construction of the projection matrix (40) . b) Projection of the measurement vector (41). 2) Calculate the new support set ψ k based on (43) by using the OMP algorithm. In practice, the exact value of φ k is difficult to obtain before calculating ψ k . Thus we consider using an estimate, denoted asφ k , to approximate φ k . The estimated existing support setφ k is defined as the union of the splitting predicted existing sub-particles φ i,j k|k−1 , i = 1, 2, . . . , N , j = 1, 2, . . . , 2 φ i k|k−1 (obtained from Section IV-A), as
Thus, the estimated existing support setφ k contains all possible existing targets, and it is reasonable to assume that the true existing support set φ k is contained inφ k , i.e., φ k ⊆φ k . On the other hand, we assume thatφ k is disjoint with the new support set ψ k , i.e.,φ k ∩ ψ k = ∅.
Under the condition of unknown existing support set φ k , alternatively, we obtain Lemma 2 (see VI) by replacing φ k with the estimated existing support setφ k .
C. HYBRID PARTICLE FILTER BASED DYNAMIC COMPRESSED SENSING ALGORITHM

Algorithm 3: HPF-DCS Algorithm
Input: The prior distribution p (S 0 ), and the measurement vector y k .
Output: The estimate of the support set,Ŝ k .
(1) Initialization: at scan time k = 0, sample initial particles χ i 0 , i = 1, 2, . . . , N from the prior distribution p (S 0 ) and set the weights w i 0 to 1 N , i = 1, 2, . . . , N , where N is the number of initial particles. Transform the initial particles χ i 0 , i = 1, 2, . . . , N into the existing sub-particles
(2) Prediction: at scan time k − 1(k > 0), the ith existing sub-particle, χ i k−1 , first passes through the time-evolution model (31) to generate the predicted existing sub-particle φ i k|k−1 ; φ i k|k−1 is then input to the splitting model (39) to generate a number of splitting predicted existing sub-particles at scan time k, φ i,j k|k−1 , j = 1, 2, · · · , 2 (4) Calculating the new support set:
(5) Combination: Each splitting predicted existing sub-particleφ i,j k|k−1 is combined with ψ k , to form the predicted hybrid particles χ k|k−1 , as
The above combining procedure repeats for N s splitting predicted existing sub-particles, resulting in N s predicted hybrid particles χ k|k−1 , = 1, 2, . . . , N s .
(6) Update: Evaluate the importance weight of each predicted hybrid particle and obtain the normalized weight for each particle (48).
(48)
Generating the estimateŜ k : at scan time k, we can obtain the estimate of the support set,Ŝ k = N s =1 w k χ k|k−1 . (7) Resample: Sort the predicted hybrid particles χ k|k−1 , = 1, 2, . . . , N s based on their associate weights w k , = 1, 2, . . . , N s , and reorganize them in descending order. The resulting re-ordered particles are denoted as dχ k|k−1 , = 1, 2, . . . , N s . The first N predicted hybrid particles are with the largest weights and chosen as the resampled particles as
Finally, set the weights w i k to 1 N , i = 1, 2, . . . , N , and transform the resampled particles χ i k , i = 1, 2, . . . , N into the existing sub-particles at scan time k.
Set k = k + 1, and go to Step (2) . Discussion: The proposed HPF-DCS algorithm avoids the data association, which is required in the conventional tracking algorithms.
The observation model can be represented in a CS framework, which describes the relationship between the raw measurement vector y k and the sparse vector ξ k ((25) in Section II-C.2). Essentially, (25) can be further written as
which implies the relationship between the raw measurement vector y k and the support set S k . Therefore, the information of all targets can be considered simultaneously in a CS framework. It is assumed that the noise vector e k in (25) obeys a Gaussian distribution,
where = diag(σ 2 1 , σ 2 2 , . . . , σ 2 M ) is the covariance matrix. The Update step is a key step of Algorithm 3, which evaluates the importance weight, i.e., the likelihood function p y k |χ k|k−1 , of each predicted hybrid particle χ k|k−1 . Based on (51) and (52), we can obtain
Thus the likelihood function p(y k |χ k|k−1 ) can be calculated using (54), as shown at the bottom of the next page, which shows that the importance weight is directly calculated using the raw measurement vector y k and the th predicted hybrid particle χ k|k−1 , without the data association.
V. SIMULATION RESULTS AND ANALYSIS
We evaluate the performance of our proposed HPF-DCS algorithm by simulating four multitarget tracking scenarios. Scenarios 1 -4 are presented in increasing order of tracking complexity. We consider a Doppler radar at the origin of a Cartesian coordinate frame. We assume that the targets are far away from the radar so that they can be treated as VOLUME 8, 2020 point-targets and the effect of target extent on measurements can be neglected. The targets in our scenarios are aerialtarget. Let T i denote the ith true target.
A. SCENARIO DESCRIPTIONS AND SIMULATION PARAMETERS 1) Scenario 1: Three targets moving with NCV [16] appear and disappear randomly at unknown scan times. The tracking scenario has 450 scans.
2) Scenario 2: This scenario has three crossing-targets with one target performing an NCT [16] while the other two targets move with NCV. The target T 1 first turns clockwise with a nearly constant angular rate in the XY -plane during the scan interval [101, 221] and then switches to the NCV motion during the scan interval [222, 450] . Targets T 2 and T 3 perform the same type of motion as in Scenario 1.
3) Scenario 3: Six closely moving targets appear and disappear randomly at unknown times. The tracking scenario has 500 scans. Targets T 5 and T 6 move closely almost in the same direction during the approximate scan interval [150, 300]. Moreover, T 3 and T 4 approach T 2 during the approximate scan interval of [400, 450] .
For the NCV motion, the process noise is assumed as continuous-time zero-mean white Gaussian noise with the power spectral densities [16] of {0.5m 2 /s 3 , 0.5m 2 /s 3 , 0.5m 2 /s 3 }, for three scenarios. The angular rate is ω = 0.07 rad/s in Scenario 2. The power spectral density of the continuous-time angular acceleration process noise is q ω = 0.001rad 2 /s 3 . The additive measurement noise w k (t j ) in (13) is assumed to be zero-mean white Gaussian with variance 10 ( D d=1 α d k −SNR)/10 . In all tables we have converted the scattered amplitude α d k appearing in (13) to dB using, amplitude (dB) = 20 log 10 α d k . The parameters in Scenarios 1 -3 including the scattered amplitudes, initial positions and velocities, and appearing and disappearing scan times are shown in Tables 1 -3 .
The simulation parameters for the radar system are listed in Table 4 . The true and estimated trajectories of the three targets in Scenarios 1 − 3 averaged over 100 Monte Carlo runs are shown in Fig. 2a -Fig. 2c .
The scan interval T is 0.1 s. The volume of the surveillance Cartesian position space (represented in x k , y k , z k ) is 10000× 10000 × 10000 m 3 , which is divided into 100 × 100 × 100 grid points; the volume of the surveillance velocity space (represented inẋ k ,ẏ k ,ż k ) is 300×300×300 (m/s) 3 , which is divided into 2 × 2 × 2 grid points. Therefore, the total number of grid points in state space (N g ) is 8 × 10 6 . The number of particles N is 100 and and we use 100 Monte Carlo runs for each scenario.
B. ANALYSIS OF NUMERICAL RESULTS
We use the optimal sub-pattern assignment (OSPA) metric [44] to evaluate the multitarget tracking performance of the proposed algorithm, which captures both the target cardinality error and localization error. For Scenarios 1 -3, the cutoff and order parameters are set as c 1 = 300 and p 1 = 2. 
1) SCENARIO 1
In Fig. 2a , initially the estimated locations of the three targets deviate from the true ones. As more measurements are processed, the estimated trajectories of the three targets converge to their corresponding true trajectories. We plot OSPA error curves for sets of tracks of the three targets at each scan time averaged over 100 Monte Carlo runs, which are shown in Fig. 3a . During the interval of [1, 100] , T 3 moves according to the NCV model. The initial OSPA error is large since the algorithm requires a few scans to establish the track of T 3 . At scan time k = 101, two new targets (T 1 and T 2 ) appear in the surveillance area. The OSPA metric curve has a sudden peak at k = 101 since the OSPA error is dominated by the localization error instead of the cardinality error. This verifies that the proposed algorithm can detect the appearance of the new targets without time-latency. The OSPA then decreases to a normal level of 56 quickly. The slow increases in the OSPA error (localization error) during [102, 450] are due to the poorer diversity of particles, induced by the increase of dimensionality of state vectors. The OSPA error (localization error) then stabilizes at the level of 90 quickly, which shows that the proposed algorithm can solve the sample impoverishment problem successfully.
The true and estimated number of targets versus time is shown in Fig. 3b , which shows that the proposed algorithm can accurately estimate the number of targets at each scan time.
2) SCENARIO 2
As shown in Fig. 2a , the estimated trajectories almost coincide with the true trajectories, which shows that the algorithm is capable of estimating the states of multiple targets accurately using raw measurements.
The OSPA curve is shown in Fig. 4a . During the interval of [1, 100] , T 3 moves with the NCV motion. The OSPA error stabilizes to the level of 10. The OSPA error increases sharply at scan time k = 101 due to the localization error as T 1 and T 2 appear simultaneously at k = 101. It then decreases to a level of 90 quickly, and maintains this level during the scan interval of [102, 221], even when T 1 performs an NCT. During the scan interval [222, 251] , the OSPA error curve has a small fluctuation due to the reestablishment of the track when T 1 switches to the NCV motion. Due to the poorer diversity of particles induced by the increase of dimensionality of state vectors, the OSPA error has a slow increase during the scan interval [351, 400] .
The true and estimated number of targets versus time is shown in Fig. 4b .
3) SCENARIO 3 Fig. 5a depicts the average OSPA error versus time. The OSPA error is below 50 before scan time k = 80 when the new target T 6 appears. The OSPA error curve increases significantly at scan times k = 80, 150 and 200 due to appearance of T 6 , T 5 , and T 3 , respectively.
Moreover, during the time interval of [210, 380] , the increase of the OSPA error is mainly caused by crossing tracks of pairs of targets, i.e., T 1 and T 6 , T 1 and T 5 , T 1 and T 3 and T 1 and T 2 , at scan times 235, 282, 363 and 380, respectively. In addition, there is a sharp decline at k = 451 in the curve, since T 3 and T 4 leave the surveillance area simultaneously, whose localization error dominated the OSPA error before. Fig. 5b shows the true and estimated number of targets versus scan time. The proposed algorithm detects the newly appearing targets successfully and quickly, while has a one time-latency in detecting the disappearing targets at some specific time, e.g. k = 451. The latency in detecting disappearing targets is caused by the small distance between the existing targets and disappearing targets.
Moreover, the simulation result verifies that the proposed algorithm can accurately tracking a varying number of closely moving targets without the association process.
C. COMPARISON WITH EXISTING TRACKING ALGORITHMS
We compare the performance of our proposed HPF-DCS algorithm with that of the sequential Monte Carlo (SMC) based PHD (SMC-PHD) filter [45] and the multi-mode, multi-target TBD (MM-MT-TBD) filter [46] in Scenario 4, where three targets appear and disappear randomly at unknown scan times. Next we present the details of Scenario 4. 4) Scenario 4: Scenario 4 has 450 scans and the scan interval T is 0.1 s. Initially, T 1 moves with NCV and switches to NCT with a nearly constant angular rate at scan time k = 251. The true trajectories of the three targets in 3D space is shown in Fig. 2d , where T 2 and T 3 move closely nearly in the same direction during the approximate scan interval of [160, 220] . The challenges of this scenario arise from the track crossings of targets T 1 , T 2 and T 3 , closely-spaced motion of a pair T 2 and T 3 , and the NCT performed by T 1 . Table 5 presents parameters for this scenario. The parameters of the SMC-PHD filter are same as those in [45] , while parameters of the MM-MT-TBD filter are same as those in [46] . The MM-MT-TBD filter and HPF-DCS process the same set of raw measurements whereas the SMC-PHD processes thresholded measurements. For the SMC-PHD filter, we generated range (time delay times the speed of light) and Doppler frequency shift measurements using (16) and (17), respectively. The standard deviations of range and Doppler frequency shift are given, respectively, by [47] where the power ratio S/N is 10 (SNR(dB)/10) , and T is used as coherent integration time. With given SNR (5dB), the standard deviations of measurement noise for range and Doppler frequency shift were chosen as 100 m and 1 Hz, respectively. Clutter noise is modeled as an RFS over the surveillance region. The birth probability (P B ) and death probability (P D ) are set to 0.01. At each scan time, an expected number of newborn particles are selected. For the HPF-DCS algorithm and MM-MT-TBD filter, the additive measurement noise w k (t j ) in (13) is zero-mean white Gaussian with variance 10 ( D d=1 α d k −SNR)/10 . This results in a SNR of 5 dB for the scenario. As in [34] , clutter is not modeled in the current formulation of the HPF-DCS algorithm.
In Scenario 4, the cutoff and order parameters are set as c 1 = 1000 and p 1 = 2. The number of particles N is 500 for the three algorithms. Fig. 6 compares OSPA errors versus time for the three algorithms. Results in Fig. 6 show that the three algorithms track the targets successfully and our proposed algorithm HPF-DCS achieves the lowest OSPA error among the three algorithms at specific scan times when the number of targets varies.
During the scan time interval [1, 100] , T 3 moves with NCV. The OSPA error of HPF-DCS is significantly lower than those of the other two algorithms in this interval. At scan time k = 101, two new targets, T 1 and T 2 , appear in the surveillance area. The OSPA errors of the SMC-PHD and MM-MT-TBD filters have peaks at scan time k = 101, due to the cardinality error. In contrast, the OSPA error of HPF-DCS has a very low peak at k = 101. This is due to the fact that the OSPA error of HPF-DCS is dominated by the localization error, which increases with the dimensionality of the state vectors when new targets appear.
At scan time k = 251, T 1 switches to the NCT motion and T 3 leaves the surveillance area simultaneously. At this time, both the SMC-PHD and MM-MT-TBD filters have significant increases in OSPA error and time-latency occurs in detecting the disappearing target for these two algorithms. In contrast, the OSPA error of the HPF-DCS algorithm remains nearly the same without any time-latency. This shows that the HPF-DCS can quickly detect the disappearance of the target, as well as successfully track the NCT motion of the target. The HPF-DCS algorithm considers all cases of existing targets by adopting the splitting operation which calculates the power set of the predicted existing support set, including the empty set and the predicted existing support set itself. Thus it can detect newly disappearing targets without any time-latency.
At scan time k = 351 when T 2 leaves the surveillance area with only T 1 remaining in the surveillance area, both the SMC-PHD and MM-MT-TBD filters have significant increases in OSPA error due to the cardinality error. In contrast, the OSPA error of the HPF-DCS remains still at a low level. This is due to the fact that the OSPA error of the HPF-DCS is dominated by the localization error.
VI. CONCLUSION
In this paper, we proposed two novel algorithms, the SP-DCS and HPF-DCS. The SP-DCS uses a target dynamic model in DCS for time-evolution of the target state. In order to deal with the problem of tracking a time-varying number of targets, the HPF-DCS uses a combination of random and deterministic sampling. Our simulation results show that the proposed HPF-DCS can track a time-varying number of targets using raw measurements successfully and it outperforms existing multitarget tracking algorithms, the SMC-PHD and MM-MT-TBD filters. Our future work will model clutter in HPF-DCS.
APPENDIXES APPENDIX A PROOF OF LEMMA 1
Proof: The proof consists of two parts. First, we prove that the projected measurement vectorỹ k can be represented in a standard equation in CS.
where A = PH φ c k . The third equality of (A.1) holds considering that the contribution of φ k toỹ k can be nullified, by projecting y k into a perpendicular space using the projection matrix P.
Thus, we can obtain (42), a standard equation in CS. Secondly, we will prove that ψ k is the support set of the sparse vector ξ kφ c k . Based on Assumption 1, ψ k is the support set of the sparse vector ξ kφ c k since φ k is the support set of ξ kφ k . Thus we can obtain an optimization model as (43) . The new support set ψ k can be then calculated by solving (43) using an OMP algorithm, based on the projected measurement vectorỹ k and projected sensing matrix A. where A = PHφc k is the projected sensing matrix and e k = Pe k is the equivalent noise. The new support set ψ k can be calculated using an OMP algorithm, based on the projected measurement vectorỹ k and projected sensing matrix A.
APPENDIX B LEMMA 2 AND PROOF
Proof: The proving is similar with that of Lemma 1. First, it is easy to prove that the projected measurement vector y k can be represented in a standard equation in CS, as Secondly, we will prove that ψ k is the support set of the sparse vector ξ kφ c k . Based on Assumption 1 and the property that φ k ⊆φ k , φ k thus is the set of indices at which ξ kφ k is nonzero. Similarly, sinceφ k ∩ ψ k = ∅, ψ k is the proper subset ofφ c k , and is the set of indices at which ξ kφ c k is nonzero. Thus, ψ k is the support set of the sparse vector ξ kφ c k .
In summary, (B.4) is a standard equation in CS, and we can calculate ψ k using an OMP algorithm based on the projected measurement vectorỹ k and projected sensing matrix A. Thus we can calculate ψ k using Algorithm 2, with the input φ k replaced with its estimateφ k .
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