Abstract. This paper deals with the Rayleigh wave scattering on perturbed half-spaces in the framework of the Lax-Phillips type. Singular parts of the scattering kernel for this scattering are closely connected with singularities of the Rayleigh wave passing through the perturbation on the boundary. This can be described by estimating the singular support of the scattering kernel on the Rayleigh wave channel. The proof is based on a representation formula of the scattering kernel that was obtained in the previous work. However, the formula does not suit the situation of the Rayleigh wave, even though it is a natural extension of Majda's formula for the usual wave equation. Hence, the formula needs to be reformed, and the problem needs to be reduced to a pseudo-differential equation on the boundary governing the Rayleigh wave. Key methods for the reduced problem are construction of an approximate solution for the Rayleigh wave and analysis of an oscillatory integral distilled by using the solution. The phase function of the oscillatory integral is always degenerate along the characteristic curve of the Rayleigh wave. This degeneracy is handled by introducing a certain criterion for the regularity of the distribution defined by the oscillatory integral.
Introduction.
Let Ω be a perturbed space of the half-space R for the displacement vector u(t, x) = t (u 1 (t, x), u 2 (t, x), u 3 (t, x)) of x ∈ Ω at time t. In (1.1), ρ is the density of Ω, Au = 3 i,j=1 ∂ xi a ij (x)∂ xj u is an operator with the coefficients a ij (x) of 3 × 3-matrix-valued functions, and N is the conormal derivative of A given by N u = 3 i,j=1 ν i (x)a ij (x)∂ xj u Γ , where ν(x) = t (ν 1 (x), ν 2 (x), ν 3 (x)) is the unit outer normal vector to Γ at x(∈ Γ).
In this paper, the isotropic solids are considered; therefore, the (p, q)-components a ipjq (x) of a ij (x) are of the forms a ipjq (x) = λ(x)δ ip δ jq + µ(x)(δ ij δ pq + δ iq δ jp ), where δ ij is Kronecker's delta, and λ(x) and µ(x) are the Lamé parameters. We assume that the functions ρ(x), λ(x), and µ(x) are C ∞ in R 3 and satisfy Throughout this paper, we assume that there exists a constant r 0 > 0 such that the boundary Γ consists of the boundary of the half-space outside the ball B r0 = {x ∈ R 3 ; |x| < r 0 } and that the functions ρ(x), λ(x), and µ(x) are the constants ρ 0 , λ 0 , and µ 0 , respectively, outside B r0 . Thus, outside B r0 , A(x, ∂ x ) is an operator with constant coefficients, and is denoted by A 0 (∂ x ). Note that the system of the free space corresponding to (1.1) is given by replacing A with A 0 and Ω with the half-space.
Two types of body waves exist for elastic waves: P-wave (the longitudinal wave) and S-wave (the transversal wave). In the free system, the phase speeds of the P-and S-waves are given by c P = (λ 0 + 2µ 0 )ρ respectively. There also exists a surface wave called the Rayleigh wave; this wave has the phase speed c R that is less than the speeds of the body waves, i.e. 0 < c R < c S < c P . Note that the speed c R is determined by an algebraic equation (cf. (5.1) or [1] ).
Since the Rayleigh wave is concentrated near the boundary, it has many interesting properties different from those of the body waves. In the case where the region Ω is an exterior domain with a compact boundary, the Rayleigh waves may cause strong trapping phenomena. For example, the local energy does not decay not quickly but rather slow (cf. [5] and [6] ). Trapping phenomena often produce resonances. Stefanov and Vodev [17, 18] showed that the Rayleigh wave generates a sequence of resonances that approaches the real axis very quickly.
Since our interest is in scattering of the Rayleigh wave, it is natural to choose the half space R 3 + as the free space in scattering theory. In this case, the scattered Rayleigh wave may contain informations on the perturbation. We study how and what we can pick up from the scattering kernel associated with the Rayleigh wave.
According to this thought, M. Kawashita, W. Kawashita and Soga [7, 8] have formulated a scattering theory of the Lax-Phillips type for perturbed systems from the half space. In [7] , the translation representations in the free space (the halfspace) are given. In [8] , the theory for the perturbed space is developed, and the representation formula of the scattering kernel is obtained. Here, even the plane waves in the free space R 3 + contain the reflected waves consisting of different kinds of waves. Furthermore, the Rayleigh wave also exists. These are classified as follows:
For the incident P-wave, P-and S-waves are reflected. (SV)
For the incident S-wave, P-and S-waves are reflected. (SH)
For the incident S-wave, only the S-wave is reflected. (SVO) For the incident S-wave, the S-wave is totally reflected. (R)
The Rayleigh wave goes on the boundary.
Here, ω denotes the propagating direction of the reflected P-waves in the case (P), the reflected S-waves in the cases (SV), (SH), and (SVO), and the one of the Rayleigh wave in the case (R). Corresponding to these cases, the scattering kernel in our case is decomposed into the components S αβ (s, θ, ω) (α, β = P, SV, SH, SVO, R). We call S αβ (s, θ, ω) the component for the channel of the incoming α and outgoing β.
The waves corresponding to the cases classified above are denoted by w α 0 (t, x; ω) (α = P, SV, SH, SVO, R). For each case the wave w α +,tot (t, x; ω) exists in the perturbed space and is asymptotically equal to w α 0 (t, x; ω) as t → −∞. Note that these are the Fourier transforms of the generalized eigenfunctions in the free and perturbed spaces respectively (cf. [8] ). Each S αβ (s, θ, ω) is represented by using w α 0 (t, x; θ) and w α + (t, x; ω) = w α +,tot (t, x; ω) − w α 0 (t, x; ω). These representations correspond to Majda's formula [11] for scattering by obstacles in the scalar-valued wave equation. In the Majda case, the representation was expressed by using the plane waves of the form δ(t − x · ω) in the free space and the scattered waves for these waves. In our case, w α 0 (t, x; θ) correspond to the plane waves in the free space and w α + (t, x; ω) to the scattered waves. The represetation of S αβ (s, θ, ω) is stated in Theorem 2.2 (for the detail, see Theorem 6.1 of [8] ).
In this paper, we study singularities of the component for the channel of the Rayleigh wave (i.e. S RR (s, θ, ω)). Roughly speaking, this component has a meaning as follows: Let an incident (singular) Rayleigh wave come from the direction ω over a far distance and be scattered by the perturbation of the boundary; then, S RR (s, θ, ω) means measurement of the scattered Rayleigh wave that goes eventually in the direction θ. Our problem is to find where singularities of S RR (s, θ, ω) appear and how they are connected with singularities of the Rayleigh wave.
This type of problem was studied by Majda [11] and others for the obstacle sattering of scalar-valued waves. Using his representation of the scattering kernel, Majda showed where the kernel was singular and proved that the convex hull of the obstacle was determined from these singularities. For scattering of elastic waves by compact obstacles, similar results were obtained by Soga [16] and others. These results are closely connected with the reflection phenomena of the plane waves by the obstacles, while the surface waves are excluded. Thus scattering of the Rayleigh wave itself has not yet been considered even though the Rayleigh wave may exist on the boundary.
According to Taylor [19] and others, singularities of the Rayleigh wave propagate only along the geodesics of the boundary Γ with the phase speedc R ∈ C ∞ (Γ) (cf. section 5). In the microlocal sense, the original equation is reduced to a scalarvalued pseudo-differential equation of the real principal type on the boundary R × Γ which governs the Rayleigh wave. This principal symbol is given byc R (x ′ ) ζ Γ − |τ | ((t, τ, ζ) ∈ T * (R)×T * (Γ)), where ζ Γ is the metric on T * (Γ) induced by the standard Riemann metric of Γ (for details, see Proposition 5.1). Thus, we expect that the scattering phenomena of the Rayleigh wave are similar to those for the wave equation on the boundary Γ if we only look at singularities and abandon other things than singularities.
Soga [14] investigated scattering for the scalar-valued wave equation with perturbation of the media in the Euclidian space. Based on his result and our expectation mentioned above, substituting the pseudo-differential equation governing the Rayleigh wave for the usual wave equation, we may guess the singularities of S RR (s, θ, ω) appear similarly to those in [14] . As the final conclusion, this is correct, as is stated in Theorems 1 and 2. However, the proofs cannot be analogized with those of [14] , which is because of the focus on the Rayleigh wave: The representation of S RR (s, θ, ω) by M. Kawashita, W. Kawashita and Soga [8] is not of the integral form on the boundary where the Rayleigh wave is concentrated; this implies that the representation is not suitable only for analysis of the Rayleigh wave but also for explanation of the Rayleigh wave scattering, even though it is a natural extension of Majda's formula [11] to our case of elastic waves. Thus, using the differential equation in the unperturbed space for the Rayleigh wave and employing an approximate solution of the Rayleigh wave in the perturbed space, we reform the represetation to an appropriate form (cf. Theorem 3.1). This is the first step towards analyzing the scattering kernel for the surface waves like the Rayleigh wave, and is a crucial point. Note that this step is not needed when treating scattering of body waves (propagating inside the media).
The next step is to construct an approximate solution for the Rayleigh wave contained in the representation. Using this solution, we reduce the problem to the examination of an oscillatory integral. This seems to be the same approach as that by Majda [11] , Soga [16] , and others. However, in our case, even the construction of the approximate solution is not easy compared with the previous works of [11] and [14, 16] . Furhtermore, the phase function of the oscillatory integral is always degenerate along the characteristic curve of the Rayleigh wave. This also makes a new difficulty. Thus, new techniques are needed to overcome these difficulties. Their development is another crucial point in this paper.
Let (q(t, y ′ ; ω), p(t, y ′ ; ω)) be the phase flows in the cotangent bundle of Γ for the Hamiltonianc R (x ′ ) ζ Γ with (q(0, y ′ ; ω), p(0, y ′ ; ω)) = (y ′ , c For ω and θ ∈ S 1 we set
and denote the set y ′ ∈ M + ω (θ) attaining the supremum s 
Note that these above limits exist since in our case the phase speed of the Rayleigh wave satisfiesc R (x ′ ) = c R outside of the ball B r0 . The main results in this paper are the following theorems. Theorem 1.1. For any ω and θ ∈ S 1 , we have
For a tempered distribution f ∈ S ′ (R) and s 0 ∈ R, we say that f ∈ H l at s = s 0 , if there exists a cutoff function ϕ ∈ C ∞ 0 (R) such that ϕ = 1 near s 0 and ϕf ∈ H l (R).
Note that Theorem 1.2 implies the following corollary:
In [14] , the results corresponding to Theorem 1.1 and Corollary 1.3 were obtained by assuming that bunches of paths of the geometrical optics near the paths attaining the maximal sojourn time did not make caustics. In the present paper, this assumption is removed. Instead, we assume that the paths attaining the maximum are unique. Assumptions of this type are needed to avoid some cancellation of the principal part (for detail see section 6). Even for the usual wave equation, we need these conditions to avoid cancellations since the principal part contains the terms from the Maslov index if caustics exist, which may cause the cancellations.
We now describe a rough sketch of the proofs. The first step is to reform the representation of the scattering kernel S RR (s, θ, ω). As is explained earlier (also see Theorem 2.2 in section 2), the obtained representation of S RR (s, θ, ω) does not suit the scattering phenomena of the surface waves. Hence, we have to pick the main parts from the formula that contain essential information for the Rayleigh wave . For this purpose, we need the two steps divided into sections 2 and 3. Note that in usual cases, these steps are not needed.
We choose any point s 0 ∈ R and localize the original formula of the scattering kernel stated in Theorem 2.2 at s 0 . The scattering processes can be time-reversed if only singularities are focused on. In section 2, using this fact, we reduce this localized formula near s = s 0 to a simple one (cf. Proposition 2.5). For this purpose, we introduce approximate solutions for the time reversed system described in (2.8) and (2.9) . Note that even in the case of the usual wave equations this reduced formula seems to make the proofs simpler.
In section 3, further reduction suitable to the Rayleigh wave is given (cf. Theorem 3.1) by introducing another approximate solution with the Dirichlet boundary condition (cf. (3.1) and (3.2)). In this reduction, properties of the Rayleigh wave are used essentially. As a result, we have a reduced formula of S RR (s, θ, ω) localized at each point s 0 , which consists of only one integral on the boundary R × Γ. This formula is reasonable and consistent with the scattering phenomena of the Rayleigh wave since it travels on the boundary. Moreover, this also has a technical advantage. Since the original formula consists of many integrals both in R × Ω and on R × ∂(Ω ∩ R 3 + ), it is difficult to verify that these terms do not cancel each other out. To avoid this difficulty, we need these reductions.
The next step of the proof is to actually construct the approximate solutions introduced in sections 2 and 3. This step is divided into two parts. The data producing singularities of the scattered Rayleigh wave is contained in some part of the initial waves in the free space. First we have to pick up this part, which is done by introducing the approximate solutions of the equation with the zero Dirichlet boundary data and the non homogeneous data in Ω. (cf. (4.1)). These approximate solutions are constructed in section 4. In section 5, the approximate solution containing scattered Rayleigh waves is constructed.
As shown in section 4, using the approximate solutions of (4.1) mentioned above, we can select the actual data as an inhomogeneous Neumann data for the equation of the scattered Rayleigh waves (cf. Proposition 4.5 and (4.2)). The approximate solution introduced in section 3 is also constructed by the same manner. Note that the arguments in section 4 do not contain construction of the scattered Rayleigh waves. Nevertheless, it is difficult to directly pick up the inhomogeneous boundary data mentioned above since the Rayleigh wave in the free space is very complex. Fortunately, the essential data are given by the commutator of ρ −1 0 A 0 (∂ x ) and a cutoff function, and consequently, we can perform the whole calculation using a structure of the symbols for the elastic equations (cf. Lemma 4.4).
The approximate solution containing the scattered Rayleigh wave is governed by the equation with the inhomogeneous Neumann boundary data and the zero homogeneous data in Ω (cf. (4.2)). Construction of this solution is reduced to making asymptotic solutions of the Neumann operator that is restricted in the elliptic region of ρ∂ 2 t − A: this basically follows the approach due to Taylor [19] . In the last part of section 5, we study the relations between the phase functions and sojourn times used in the following sections.
In section 6, inserting the approximate solutions into the reduced representation of the kernel, we prove the main theorems in a more precise form (cf. Theorem 6.3). The proof is based on analysis of singularities for some distributions that are defined by oscillatory integrals with a parameter. In our case, the phase functions in these oscillatory integrals are always degenerate along the path of the maximal sojourn time. Hence, the stationary phase method does not work well. In [15] , Soga gave sufficient conditions so that oscillatory integrals with degenerate phase functions did not rapidly decrease. In our case, however, these conditions are not satisfied. Thus, we need to find another criterion and improve Soga's method [15] . Our efforts are presented in section 7. As a result, we can measure the singularities of a class of distributions defined by oscillatory integrals in the sense of the usual Sobolev space (cf. Theorems 7.1 and 7.2).
In the last part of section 6, we consider the case where the wave front of the Rayleigh wave going through the perturbation becomes strictly convex near whole paths corresponding to the maximal sojourn time. In this case, using the change in variables, we can reduce the oscillatory integrals to the forms to which the stationary phase method can be applied. Thus, the asymptotic form of S RR (s, θ, ω) is obtained (cf. Theorem 6.4). In this procedure, a kind of non-degenerate condition is introduced (cf. (6.17) ). To the best of our knowledge, this non-degenerate condition has not previously been introduced, even for the usual wave equations. Noting Theorem 6.3 and Theorem 6.4, we can see that the present non-degenerate case is the weakest concerning singularities of the scattering kernels at the maximal sojourn time.
2. Reforming the kernel representation. In this section, we reform the representation of the scattering kernel obtained in [8] . Before doing so, we describe the notations and the basic results.
H m (M ) denotes the Sobolev space of order m on M . The mapping U (t) :
The family {U (t)} t∈R is a one parameter group of unitary operators with the generator L of the form Lf
. M. Kawashita, W. Kawashita and Soga [8] have shown that we have the outgoing and incoming translation representations T + and T − in the Lax-Phillips sense (cf. [10] ). These representations are unitary operators from H to L 2 (R; N ). Here, N is of the form N = ⊕ α∈Λ L 2 (S α ) (Λ = {P, SV, SH, SVO, R}), and each S α implies the set of all directions connected with the incident (or incoming) waves corresponding to the phenomena α described in the Introduction (for details, see [8] ). In the Lax-Phillips theory, the scattering operator S is defined by S = T + (T − ) −1 . S is a unitary operator on L 2 (R; N ) and is expressed with a distribution kernel S(s, θ, ω):
is called the scattering kernel. The scattering kernel S(s, θ, ω) consists of 5×5 matrices S αβ (s, θ, ω) α,β∈Λ .
In [7] , considering the reduced wave equation (σ 2 + ρ −1 A)u = 0 with the constant coefficients, we have introduced the following plane incident waves φ α,i 0 (α = P, SV, SH, SVO) and their reflected (or the totally reflected) waves φ α,r 0 :
Sω ·x a SV (ω),
Sω ·x a SV (ω), φ
Sω ·x a SH (ω),
is a certain function constant for σ > 0 and for σ < 0 (for details, see [7] ). Here, we use ω in the notation φ α,i 0 (x; σ, ω) to note the propagation direction byω, since this simplifies description of the calculations. We use the following generalized eigenfunctions:
We also use the generalized eigenfunction corresponding to the Rayleigh wave:
where ω ∈ S 1 is the propagation direction and ξ
(1)
R ω, iσ/|σ|), and the positive constant C R 0 is taken so that
We need this system of the generalized eigenfunction to represent the scattering kernel. We set
Then, for α = P, SV, SH, SVO, w α 0 (t, x; ω) is of the Dirac delta function type; it represents the reflection phenomena for the incident wave going in the directionω in the half-space. w R 0 (t, x; ω) is the Rayleigh wave of the same type on the boundary going in the direction ω. Note that the form of w R 0 (t, x; ω) given in section 1 is obtained by calculating the above Fourier integral.
We take a cutoff function ψ ∈ C ∞ (R 3 ) satisfying 0 ≤ ψ ≤ 1, ψ(x) = 1 for |x| > r 0 + 5/3 and ψ(x) = 0 for |x| < r 0 + 4/3. For each w α 0 (t, x; ω), there exists a solution w 
Note that for w The components S αβ (s, θ, ω) (α, β ∈ Λ) of the scattering kernel are represented as follows using w α + (t, x; ω) and w α 0 (t, x; ω). We first rewrite the expression ofS αβ (s, θ, ω) in Theorem 2.2 as follows:
for |x| > r 0 + 5/3 and ψ(x) = 0 for |x| < r 0 + 4/3. Then for α, β ∈ Λ we haveS
, we have by integration by parts
Here, we note that the integration in s ′ (in (2.3)) is well-defined and that the integration by parts is valid. These verifications are reduced to examination of the decay properties of w 
where we use (∂ 
Summing each side of the above equality and each of (2.4) and noting supp [ψ] ⊂ B c r0
Here, note that ∂(Ω ∩ R 
where we use ∂(Ω c ∩ R
From here, we reduce the expression of the kernel stated in Proposition 2.3 to the form containing only one integral as shown in Theorem 3.1. The idea of this reduction is as follows. We introduce the incoming solution w(t, x) of the perturbed equation
where q α (t, x; θ) = (∂ 
Furthermore, fixing I, we write J ≃ K when J − K is negligible; if a more precise description is necessary, we write "J ≃ K with respect to C ∞ 0 (I) → X". Let s 0 ∈ R and fix I = (s 0 − ε, s 0 + ε) for a sufficiently small constant ε > 0. For any ϕ ∈ C ∞ 0 (I) we have by Proposition 2.3
where ⋆ means f ⋆ g(t) = R f (s)g(s + t)ds, which is connected with the convolution * as f ⋆g (t) = f * (g(−·)) (−t). We can check that ϕ⋆(∂ s q α )(s, y; θ) and ϕ⋆(∂ s m α )(s, y; θ) are C ∞ functions and that the above integrals in s ′ are well defined. Note that ∂ s q α (·, y; θ) and ∂ s m α (·, y; θ) have singularities of the type of the Dirac δ-function (for the precise form, see section 5 of [8] ), and that
We choose t 1 > max{c
R (r 0 + 5)} and a cutoff function
R , and put
Then, we have J 1 (ϕ) ≃ S αβ (·, θ, ω), ϕ , i.e., J 1 −S αβ (·, θ, ω) is negligible in the sense of Definition 2.4 with X = C. This follows from (2.5) and the following estimates for any N, N ′ ∈ N and δ < 1/2:
These estimates are derived from the form of w α 0 (s, y; θ) (cf. section 5 of [8] ). To estimate J 1 (ϕ), we have only to take account of the integrals in s ′ on the interval I t1+3c
We construct an approximate solution of the following equation in the later sections (sections 4 and 5):
More precisely, the approximate solution v α ϕ (t, x; θ) of this equation has the properties (i) and (ii): (i) There exists a constant l 0 ∈ R such that for any η ∈ C ∞ 0 (I t1+3c 9) where B N (D) is the set consisting of N -th order differentiable functions satisfying all derivatives are continuous and bounded on D.
Hereafter (in this and next sections), we assume that the above v α ϕ exists. For
is of the form ∂ 2 s φ 1 + 2∂ s φ 1 ∂ s and that support of q α and m α is estimated in (2.5), we see by (2.9) and integration by parts that
Applying a further reduction to the right side of (2.10), we obtain the required form of the functional S αβ (·, θ, ω), ϕ :
R , and set
Hence, using integration by parts, we obtain
We employ the solutions of the equation 
From this fact, it follows that h
On the other hand we have
We can verify that the second term of the above right side is negligible if we show the following lemma. Thus, Proposition 2.5 is proved.
, and set
where
| is the volume of B r1 and l 0 is the number in (2.8). From this estimate and (2.8), it follows that
This completes the proof of Lemma 2.6.
3. Reduction for the channel of the Rayleigh wave. The Rayleigh wave is concentrated on the boundary Γ, i.e., it is C ∞ inside the domain Ω and decays in distance from Γ even if it has singularities on Γ. Furthermore, the hyperbolicity of the Rayleigh wave seems to be characterized by the terms of the Neumann operator acting on R × Γ. In this section we reduce the representation in Proposition 2.5 when α = β = R to the one with the integral on R × Γ to make the representation more connected with the Neumann operator. This reduced representation is more useful for examinating the singularities of the kernel S RR (·, θ, ω). We continue to use the notations in the previous sections.
The following equality is a basic formula for this reduction:
+ . This is seen from the form of w R 0 (cf. section 1 or section 5 of [8] ). From the above equality, noting that
Combining this and Proposition 2.5, we see from (2.8), (2.11) and Lemma 2.6 that S RR (·, θ, ω), ϕ is equal to the following J R 1 (ϕ) modulo negligible terms, i.e., J
The idea to reduce J R 1 (ϕ) to the form with the integral on Γ is as follows. We make an approximate solution u
Then, using integration by parts, we can change the integral on Ω (in J R 1 (ϕ)) for the one on Γ modulo negligible terms. Namely we obtain Theorem 3.1. We assume that the approximate solution u R in (3.1) and (3.2) is constructed. Take a cutoff function
, by Lemma 2.6 we see that
Noting that supp [ψ 1 ] ⊂ B c r0 and applying integration by parts to the right side of the above relation, we can decompose J R 1 (ϕ) as follows:
By the same argument as for the proof of Lemma 2.6, we have
for any integer m and η ∈ C ∞ 0 (I t1+3c
Noting that ρ(y) = ρ 0 and A(y, ∂ y ) = A 0 (∂ y ) in a neighborhood of supp [ψ 1 (y)], we can decompose J R Ω,−∞ (ϕ) as follows way:
. Combining this and (3.2), we obtain
Hence, we obtain ∂
We have u R ∈ C 2 (Ω x ; H −Ñ (R t )) for someÑ , and
, we apply the same argument as for (2.6) to the right side of the above formula. Then, we obtain
Theorem 3.1 means that every piece of information with respect to singularities ofS RR (s, θ, ω) at s = s 0 is contained in the functional J 0 (ϕ) in Theorem 3.1. Hence, the next step is to construct the approximate solutions v R ϕ (t, x; θ) and u R (t, x; ω).
4. Approximate solutions with the zero Dirichlet data. In this section and section 5, we make the approximate solution v R (t, x; θ) of the equation (2.7). As described in the introduction, we consider the following equations (4.1) and (4.2).
(
where ψ 2 (x) is a cutoff C ∞ function such that ψ 2 (x) = 1 if r 0 + 1/2 ≤ |x| ≤ r 0 + 2 and ψ 2 (x) = 0 if |x| ≤ r 0 + 1/3 or r 0 + 3 ≤ |x|. The coefficients of the operator ( [9] ). From these facts we see that the solution v R,i of (4.1) satisfies (∂ .7) is decomposed into the form
Hence, to obtain the approximate solution v R ϕ (t, x; θ) satisfying (2.8) and (2.9), we have only to construct approximate solutions v
In this section we construct the approximate solution v R,i ϕ of (4.1). Namely, we make v
(4.4) Note that the arguments for the construction of v R,i ϕ (t, x; θ) do not contain the construction of the scattered Rayleigh wave. However, this is an important step for determining the actual data of the scattered wave. The data are given as the inhomogeneous Neumann data of equation (4.2). The scattered wave is contained in v R,b (t, x; θ). The approximation of v R,b (t, x; θ) is accomplished in the next section. Note that while constructing v R,i ϕ , we also obtain the approximate solution u R in (3.1).
Let E 0 = { (τ, ξ) ∈ R × R 2 ; |τ | < c 0 |ξ| } for a sufficiently small constant c 0 , and
Here, ε 0 is a positive constant that is sufficiently small. We consider the Poisson operator P χ0 restricted by χ 0 (D t , D x ′ ), i.e.,
is the solution of the equation
Here, note that V (0) ± is of the form
Then, we can see in the same way as [5] or [19] that T χ0 is a Fourier multiplier with the symbol
− (x 3 ; τ, ξ) x3=0 and satisfies the following proposition.
j (τ, ξ) (j = 0, 1, 2) of constant multiplicity possessing the properties
As described in Proposition 4.2 below, the Neumann operator T χ0 is connected closely with the Rayleigh wave w 
Proof. (i) is obtained immediately from λ
0 (τ, ξ)f (τ, ξ) = 0. For the proof of (ii), first note that ξ (0)
R τ ω. Furthermore we note that
). Therefore we have
(ii) of Proposition 4.2 is derived from (4.7) and (4.8). Thus, the proof is complete.
To construct the approximate solution v R,i ϕ (t, x; θ), we employ the following operator V χ0 : q(t, x) → u(t, x):
(4.9)
Then, as seen later, we can express V χ0 concretely by V (0) , which is defined by
Note that
− (0; τ, ξ)) (ν 0 = t (0, 0, −1)). We can see from the following Lemma 4.3 that V χ0 q is of the form 
Proof. By direct calculation, we see that Q(τ, ξ) is of the form
Hence, noting that
we obtain (i). The first part of the equalities in (ii) is clear from the form (4.6). For the rest, it suffices to show
for any a(∈ C 3 ) andq(x 3 ) (omitting the variables τ and ξ). Noting that Qq(
and using integration by parts, we see that the left side of (4.12) is equal to
Combining this and (4.10), and noting the forms of Q and N 0 and the fact that
Therefore, the left side of (4.12) is equal to
Hence, (4.12) holds. The proof is complete.
Let ϕ be the function in (4.1), and setφ θ (t, x) = ϕ(c
. Then, we see from Proposition 4.2 that the following function v R,i ϕ (t, x; θ) is an approximate solution of (4.1) (i.e., satisfies (4.4)):
0φ θ ), (4.15) where the cutoff functionχ 0 (τ, ξ) is chosen so that 0 ≤χ 0 ≤ 1, supp [χ 0 ] ⊂ E 0 and χ 0 (τ, ξ) = 1 in a neighborhood of supp [χ 0 ]. Here, note that the operator:
is a pseudo-differential operator with the parameter x 3 ≥ 0. We can also construct the approximate solution u R in (3.1) and (3.2) in the same way as for v R,i ϕ : 
F 0 is a classical pseudo-differential operator of order 1 on R × ∂R 3 + (for a detailed description of pseudo-differential operators, see Hörmander [2] ), and has the following properties:
,
Proof. From the definition (4.16) and (4.11), we obtain
0φ . Using (4.14) and (ii) of Lemma 4.3, we have
where F ′ is the Fourier transformation in (t, x ′ ). From this and (4.5), we see that F 0 is a pseudo-differential operator represented by the following double symbol in the variables ∈ R
it is seen from the form of p(t, x ′ , τ, ξ, s, y ′ ,τ ,ξ) that the principal symbol of F 0 is of the form
Letξ(s) = ξ + s∇ x ′ψ(x ′ ). Then we have
we obtain ∂ ∂s
for any a, b ∈ C 3 . Combining this, (4.18) and v a (0, s) = a and using integration by parts, we have
. Therefore, (ii) of Lemma 4.4 follows from (4.19) and (4.17).
Since 
The proof is complete. By the above arguments, we can find the concrete form of the boundary data in (4.2) as follows. Choose the function ψ(x) so that ψ depends only on |x|. Then, we have ∂ x3 ψ(x ′ , 0) = 0; by (ii) of Proposition 4.2
, we can see that the boundary data of (4.2) are approximated by the operator
Namely, using (4.20), (4.16) and Lemma 4.4, we can verify the following lemma: 
(ii) F 1φθ is approximate to the boundary data in (4.2), i.e., for any integer N ≥ 0
By the same method as for the proof of Lemma 4.4, we can express N u R R×Γ with a pseudo-differential operator. Namely, there exists a pseudo-differential operator G 0 of order −1 such that N u
, and the principal symbol of G 0 is of the form
The lower symbols of the asymptotic expansion of G 0 contain derivatives of φ 2 ∂ t φ 1 andψ, and it holds for any l ≥ 1,
. Noting this fact and the equality supp [
using the pseudo-differential operator G 1 of order −1 that satisfies
23)
where σ(G 1 )(t, τ, x ′ , ξ) denotes the full symbol of G 1 , and π Γ : T * (Γ) → Γ is the projection to Γ.
Approximate solutions with inhomogeneous Neumann data.
In this section we construct the approximate solution v R,b ϕ of (4.3) using the Neumann operator T ± . T ± are operators of the forms T ± = N P ± . Here, P ± denotes the Poisson operators: m(t, x ′ ) → w ± (t, x), where w ± (t, x) are the solutions of the equations
Hereafter, when expressing points on the boundary Γ, we use the notations x ′ , y ′ , etc. Therefore, the points on Γ ∩ B c r0 are written as x ′ = t (x 1 , x 2 , 0). In the previous sections x ′ = t (x 1 , x 2 ) represents the first two components of x = t (x 1 , x 2 , x 3 ). Although the notation x ′ contains these different meanings, we use it since it is simple and does not cause confusion.
For m ∈ C ∞ (R × Γ) vanishing for large ±t >> 1, we put u(t, x) = P ± (T ± ) −1 m(t, x). Then, this function u(t, x) becomes the solution for the elastic wave equation with the inhomogeneous Neumann condition N (x, ∂ x )u = m on R × Γ. This implies that the construction of v R,b ϕ can be reduced to that of the inverse of T ± . In the elliptic region of ρ∂ 2 t − A, T ± are given by a pseudo-differential operator on R × Γ modulo smoothing operators. Taylor [19] investigated propagation of singularities of the Rayleigh wave by using this expression of the Neumann operator as pseudo-differential operators. Our construction of v R,b ϕ essentially follows Taylor's outline.
The first step is to examine the principal symbol of T − that is restricted in the elliptic region of (ρ∂ 2 t − A). We denote points in T * (R) and T * (Γ) by (t, τ ) and ζ = (x ′ , ζ x ′ ) respectively, and by ζ Γ the metric on T * (Γ) induced by the standard Riemann metric of Γ. Let E be the elliptic region of ρ∂
. Hereafter, when we take a conic neighborhood V in T * (R×Γ), we always choose V so thatǏ R×Γ (V ) = V for the operatorǏ R×Γ : (t, τ, ζ) = (t, τ,
be the propagation speed of the Rayleigh wave at x ′ ∈ Γ, and set
is the unique root of the following equation in s ∈ (0, 1):
We take conic neighborhoods
R }, and take a cutoff function χ 1 (t, τ, ζ) ∈ C ∞ (T * (R × Γ)) such that 0 ≤ χ 1 ≤ 1, supp [χ 1 ] ⊂ W 0 , χ 1 (t, τ, ζ) = 1 onW 1 and χ 1 (t, τ, ζ) = 0 near the zero section of T * (R × Γ). Hereafter, we use the notations in Hörmander [2] for pseudo-differential operators on manifolds M (e.g., the classes of the pseudo-differential operators Ψ m phg (M ), Ψ ±∞ (M ), etc.). As is checked by the method presented in Chapter 6 of Kumano-go [9] , the operator
is known to possess the following properties (cf., e.g., [5] or [19] ).
. Furthermore, there exists a (matrix-valued) function B 1 (τ, ζ) (∈ C ∞ (V 0 )) homogeneous of order one (depending only on Γ, ρ, λ and µ) such that
(ii) The above B 1 (τ, ζ) is a Hermite matrix, and has the distinct eigenvalues λ (e),j (τ, ζ) (j = 0, 1, 2) of constant multiplicity. Moreover, λ (e),j (τ, ζ) > 0 holds on V 0 for j = 1, 2, and λ (e),0 (τ, ζ) is of the form
Op(χ 1 ) restricts the boundary data to the elliptic region of (ρ∂ 2 t − A) and to the finite interval in R t . This implies that (B χ1 =)
. From this fact, we see that
In fact, using integration by parts, we can check that for any
Therefore, we obtain (5.2) since
. From Proposition 5.1, two eigenvalues λ (e),j (τ, ζ) (j = 1, 2) are positive, which are elliptic parts. On the other hand, λ (e),0 (τ, ζ) is a symbol of the real principal type. Thus, this component is hyperbolic. Using the properties of the principal symbol of B χ1 , we decompose B χ1 into elliptic and hyperbolic parts with a symbol of the real principal type.
, and conic neighborhoods V 0 and V 1 with
Let e (e) 0 (τ, ζ) be the eigenvector of λ (e),0 (τ, ζ), and set
Note that P 0 (τ, ζ) is the projection to the orthogonal complement of the eigenspace for λ (e),0 (τ, ζ). From Proposition 5.1, we see that Q 1 (τ, ζ) is non-degenerate and satisfies
By the method prensented in Chapter 9 of Taylor [20] , we obtain
(R × Γ).
(ii) SetP 0 = I −ẼẼ * . Then,P 0 becomes a pseudo-differential operator in Ψ 0 phg (R × Γ; C 3 , C 3 ) and satisfies
Proposition 5.4. (i)
There exist a scalar-valued symbol λ (e) (τ, ζ) ∈ S 1 phg (V 1 ) and a pseudo-differential operatorẼ
phg (R × Γ; C, C 3 ) and that
where each λ (e) −j belongs to S −j (V 1 ) and is homogeneous of order −j.
(ii) There exist pseudo-differential operatorsQ ∈ Ψ
By Lemma 5.3 and (5.3), we get a scalar-valued symbol λ
We take a cutoff functionχ 
Furthermore, there exists a scalar-valued symbol λ
We then obtain
Here, note thatǏ R×Γ λ (e)
j (τ, ζ) (j = 0, 1), which follows from (iii) in Proposition 5.1. Noting that ess.supp (I − Op(χ 1 )) ∩W 1 = ∅ and repeating these procedures, we obtain (i) in Proposition 5.4. It is also seen that
−1 and .7)). Before this, we prepare the following lemma used for error estimation.
, and η ∈ C ∞ 0 (R). Then, for any s ∈ R there is a constant C > 0 such that
Proof of Lemma 5.5. Take a cutoff functionγ(
. Therefore, we have
for s ′ ≥ 0 and l ≥ 2. Combining this with ·
. Thus, Lemma 5.5 is obtained.
Now we begin to reduce the problem. Take a conic neighborhood V 2 of R Γ such that V 2 ⊂⊂ V 1 , and set W 2 = { (t, τ, ζ) ∈ V 2 ; |t| < t 1 + 5c 
Then, we obtain
Furthermore, the ellipticity of (5.7). From the form of k ϕ that is constructed later, we can also see that
). It follows from (5.7) and Lemma 5.5 that R −∞,3φθ ≃ 0 with respect to is the half-density bundle on R × Γ. We denote the half-density on R × Γ, which is defined by the standard Riemann metric on R × Γ, by dV 1 2 R×Γ . Note that any section in
can be expressed by multiplying dV
Note that the space
We simply write
2 ), σ p (Q) and σ sp (Q) denote the principal symbol and the subprincipal symbol, respectively.
Take a pseudo-differential operator
R θ)φ(−τ ) and using Proposition 5.4 and Proposition 4.5, we can rewrite the equation (5.7) as follows:
R )). Namely, the solution k ϕ (t, x ′ ; θ) of (5.7) is obtained fromk ϕ (t, x ′ ; θ) as follows:
) are Lagrangian manifolds in T * (R × Γ), and that h s ± satisfieš
. It follows from (1.2) that if t 1 (> 0) chosen in section 2 is sufficiently large, then
where π Γ : T * (Γ) → Γ is the projection to the base space Γ. Since H(ζ) = c R |ξ| with
is small enough (i.e. δ > 0 is small enough), we can make the Maslov canonical operator K
2 ), which is used to construct the asymptotic solution k ϕ (t, x; θ). We breafly explain the construction of K
We choose an open setŨ
) with following properties:
is a local coordinate system, where
We denote by dV ± the pull back of
Kj |. For each local coordinate system O ± j given above, we define the precanonical operators
R×Γ , where
Kj ) is the inverse of the local coordinate system of O ± j introduced in (iv), and
Kj )dp
In (5.17), the phase functionS ± (r) corresponding to the Lagrangian manifold L
) is given by the integral of the canonical one-form on L
, and σ(O ± j ) are real constants given by the Maslov index.
The basic properties of the Maslov canonical operator K ± x ′ 0 are as follows:
) of order less than 2l such that for any N ∈ N and m
in (ii), we obtain on the set {r ∈ T * (R × Γ) : χ 1 (r) = 1}.
Using the stationary phase methods (cf. Matsumura [13] ), we can obtain Proposition 5.6 by the same methods as in Ichinose [3, 4] or Maslov and Fedoriuk [12] .
As shown later,k ϕ (t, x ′ ; θ) is made by summing up the approximate solutions l x ′ 0 of the equations
) that is determined later. We can make this approximate solution l x ′ 0 (t, x ′ ; τ ) by constructing its asymptotic expan-
Here, π R is the mapping:
+ ) and chooseing K 0 = ∅, by Proposition 5.6 we have the following equations ofl x ′ 0 ,j (r, τ ) (j = 0, 1, . . .):
Using these solutionsl x ′ 0 ,j (r, τ ), we set the function
for any non-negative integer N . Then, it follows that
is a compact set, we can take a finite number of points x 
with ψ ′ xj ) as shown in (5.18). Then, we see that the functioñ
is the required solution for (5.10), where φ 7 (τ ) is a C ∞ function satisfying 0 ≤ φ 7 ≤ 1, φ 7 (τ ) = 1 if |τ | ≥ 2 and φ 7 (τ ) = 0 if |τ | ≤ 1. Thus, we finish the construction of all the approximate solutions introduced in sections 2 and 3.
At the end of this section, we explain the properties ofk ϕ (t, x ′ ; θ) that are needed later for proof of the main theorems. We see from the construction ofk ϕ that
for a constant r 3 > 0 depending only on t 1 > 0. The mapping: (s,
, and m j is the Morse index of the path γ 
). Note that m j coincides with the Morse index of the path γ
Note that it follows from (5.19), (5.20) and (5.15) that for any i = 0, 1, . . .
For ω, θ ∈ S 1 and y ′ ∈ Γ ∩ (B r0 ) c , we put
Then, using (5.14) and the equality H(y
Since it follows from (5.27) that c 
6. Singularities of S RR (s, θ, ω). In this section we study singularities of S RR (s, θ, ω). According to Theorem 3.1, we have only to examine J 0 (ϕ). We have 
with respect to C ∞ 0 (I) → C.
R (r 0 + 5) and (4.23), we have
Proposition 4.5 and (6.2) yield
Hence, using (5.9), (5.8) and (6.1), we obatin
2 ), and define the map I
= f . Since φ 0 (s) = 1 in a neighborhood of supp [φ 2 ∂ t φ 1 ], and
, using (4.23) and (5.12), we can regard (6.3) as
From (4.22) and Lemma 5.3, the principal symbol σ p (D) of D is of the form
From (iv) of Proposition 4.1, it follows that e 0,(0) 0
(2.2)), and using (4.8) and the equality 2c R α (0) |e
Rθ ). 
is homogeneous of order 0 with respect to τ (|τ | ≥ 1), and b j,0 is of the form
The remainder terms R N (ϕ) in (6.5) are given by
(for any τ ∈ R and j, N = 1, 2, . . .).
Hence, we have |R
. This fact, (5.23) and (6.5) imply that
Here,b j,q (t, x ′ , τ ) are defined bỹ 
for any j and q; this means thatb j,p (c
Thus, using (6.7) and (6.8), we have J 0 (ϕ) ≃ R N (ϕ). From this fact and Theorem 3.1, we obtain s 0 / ∈ sing.supp[S RR (·, θ, ω)], which completes the proof of Theorem 1.1.
To show Theorem 1.2, we need more precise forms of the oscillatory integrals in (6.8). We put
. This fact and (5.25) imply that
Hereafter, we fix s 0 as s 0 = s
From the definitions of s
is sufficiently large and s ≥ 0. This implies that s
We also defineX(t, z) and t(s, z) byX(t, z) = X(t,ỹ ′ (z)) and t(s, z) = c −1
and Θ(ỹ ′ (z)) = ω, using (5.27),
we have s = c −1
R ω ·X(s, z). Thus, if ǫ > 0 is chosen to be sufficiently small, we have 0 ≤ t(s, z) − s ≤ c −1 R /2 for z ∈ U j,ǫ and s satisfying −s 0 − t 1 − 8c
This fact and the equality h
R ω ·X(s, z) (6.9) (for z ∈ U j,ǫ and s satisfying −s 0 − t 1 − 8c
, where
We put s(t, z) = t + g(t, z). Then, noting that G(t, z) = c R (t − s(t, z))θ +ỹ ′ (z) and X(t, G(t, z)) = X(t,ỹ ′ (z) − c R (t − s(t, z))θ), we obtain
From (6.9) and (6.10), it follows that t(s(t ′ , z), z) = c −1
Indeed, (6.9) and (6.10) imply that c −1
, we obtains = s ′ . Now we show that the mapX : (−∞,
c is injective if ǫ > 0 is sufficiently small. It suffices to show that t = t ′ and z = z ′ for any t, t ′ ≤ −s 0 −t 1 and z, z
If this is the case, note
Lemma 6.1. Let s ≤ −s 0 − t 1 and z ∈ U j,ǫ (j = 1, . . . , N 1 ). Then, we obtain
Proof. 
Hence, from (6.9) we have
Next, we show (ii). Since p·dq is a closed form on L
R θ). Differentiating (6.10) in z and noting that ∂ sX (s, z) = c R Θ(ỹ ′ (z)), we obtain
. For λ ∈ R near 0, we have X(t, y ′ + c R λθ) = X(t + λ, y ′ ), which yields
From (6.12) and (6.13), it follows that
From this equality and (6.11), we obtain (ii) of Lemma 6.1.
We change the variable
R ], it follows from Lemma 6.1 that
14) where β j,q (s, z, τ ) =b j,q (r
where K 0 is defined by oscillatory integrals of the form
Note that each β q (q ≥ 1) is homogeneous of order 1 − q in τ . Thus, the proof of Theorem 1.2 is reduced to studying the singularities of some class of distribution that is defined by an oscillatory integral of the form (6.16) with the phase function Φ(s, z) and amplitude function β(s, z, τ ) having the properties described in Lemma 6.2 and in the above, respectively. In the section 7, we consider the oscillatory integrals that appear above (cf. Theorems 7.1 and 7.2). From Theorem 7.2, we can immediately obtain the following theorem, which provides more precise results than Theorem 1.2.
In this case, using (6.11), we have
From this fact and (6.18), we have
We introduce a function λ + (τ ) defined by
Theorem 6.4. Assume (1.2) and (6.17). Then, we obtain
, and each Q p,r (ϕ) is given by
Here, C p,r (τ ) ∈ S −p (R) is homogeneous of order −p (|τ | > 1), and C 0,r is a constant given by
wherem r is the Morse index of the path s → π Γ (r(s,ỹ ′ (z r ))).
Thus, in the non-degenerate case (6.17), we can see S RR (·, θ, ω) / ∈ H −1 , and for any ǫ 0 > 0, S RR (·, θ, ω) ∈ H −1−ǫ0 at s = s + ω (θ). These results are consistent with Theorem 6.3. Concerning weakness of the singularities of S RR (·, θ, ω) at the maximal sojourn time s + ω (θ), we can say that the non-degenerate case is the weakest one. Proof of Theorem 6.4. It suffices to consider the case of the one stationary point z 0 ∈ U max j,ǫ since the stationary points are isolated. Based on (6.18) and (6.19) , the method of stationary phase yields that Combining this fact, (6.7), (6.8), (6.18) and (6.15), we obtain Theorem 6.4.
7. Singularities of distributions defined by oscillatory integrals. In this section, we examine the singularities of the distributions given by (6.16). We introduce a class of distributions on R n containing the one defined by (6.16) in n-dimensional space. We change the notations since the contents of this section can be treated independently of the previous sections.
Let S(x) be a real-valued C ∞ function on an open set U ⊂ R n , and let β(x, τ ) ∈ S m phg (U × R τ ) (m ∈ N ∪ {0}) be a symbol of the form
where each β j (x, τ ) is homogeneous of order m − j in τ . We examine the distributions K on an open interval I ⊂ R (i.e. K ∈ D ′ (I)) that are defined by the oscillatory integral
where η is a real-valued function belonging to C ∞ 0 (U ). As is described in section 6, the proof of the main theorems has been reduced to examining the distributions.
We take a bounded open set V ⊂ U with supp [η] ⊂ V , and put E λ = { x ∈ V ; S(x) ≥ λ } for λ ∈ R, λ −∞ = inf x∈V S(x) and λ ∞ = sup x∈V S(x). Hereafter, we assume that λ −∞ < λ ∞ , and Re β 0 (x) > 0 on E λ∞ , (7.1) η(x) ≥ 0 on U and η(x 0 ) > 0 for some point x 0 ∈ E λ∞ . There exists a non-negative integer k 1 ≤ n − 1 such that for any x (1) ∈ E λ∞ all the points x (1) + t (0, t x ′′ ) with |x ′′ | < δ x (1) belong to E λ∞ for some δ x (1) > 0, where x = t ( t x ′ , t x ′′ ), x ′ ∈ R n−k1 and x ′′ ∈ R k1 (if k 1 ≥ 1). (7.3) Using this property, we can obtain more precise results.
Theorem 7.2. Assume (7.1)−(7.3) as shown above. Then, we obtain the following (i) and (ii): For λ ∈ R, 0 = τ ∈ R, we put
Then using the Stieltjes integral with respect toβ j , we have To show (7.4), we introduce β R,± j (x, τ ) = max{±Re β j (x, τ ), 0} and β I,± j (x, τ ) = max{±Im β j (x, τ ), 0} and putβ α,± j (λ, τ ) = E λ η(x)β α,± j (x, τ )dx (α = R, I). Then the functionsβ α,± j (λ, τ ) are non-increasing and left continuous functions with respect to λ; and they are equal to 0 when λ > λ ∞ and equal to some constant when λ ≤ λ −∞ .
We take a cutoff function φ(λ) ∈ C Lemma 7.4. There exist an integer k 0 with 1 ≤ k 0 ≤ n, a constant C 1 > 0 and a constant δ 2 > 0 with δ 1 > δ 2 > 0 such that
We fix δ 0 > 0 with δ 0 < δ 3 /2 and put g(s) = f (λ ∞ + s) and k(τ ) = γ 0 (λ ∞ − τ ). Then, we get g ∈ C ∞ (R + ).
This means g / ∈ L 2 (R + ), which is contradictory. The case of 0 < α 0 < 1: Since we have s + t + τ ≤ 3τ and s + τ ≤ 2τ if 0 ≤ t ≤ s ≤ τ ≤ δ 0 , noting that (s + t + τ ) p+1 − (s + τ ) p+1 ≥ (p + 1)t(s + τ ) p , we have This estimate implies that
2 L 2 (R+) dt < ∞ does not hold. Hence, we get g / ∈ H α0 (R + ), which is contradictory. Thus we obtain Theorem 7.1.
Proof of Theorem 7.2. We take δ x0 > 0 to be sufficiently small again if necessary. Then, noting that S(x) − λ ∞ ≤ 0 (x ∈ V ), we obtain (x ∈B(x 0 , δ x0 )).
We put δ 
