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ABSTRACT
FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS
SCHOOL OF ELECTRONICS AND COMPUTER SCIENCE
Doctor of Philosophy
by Mohammad- H. Tayarani- N.
Anatomy of the ﬁtness landscape for a group of well known combinatorial optimisation prob-
lems is studied in this research and the similarities and the differences between their landscapes
are pointed out. In this research we target the analysis of the ﬁtness landscape for MAX-SAT,
Graph-Colouring, Travelling Salesman and Quadratic Assignment problems. Belonging to the
class of NP-Hard problems, all these problems become exponentially harder as the problem size
grows. We study a group of properties of the ﬁtness landscape for these problems and show what
properties are shared by different problems and what properties are different. The properties we
investigate here include the time it takes for a local search algorithm to ﬁnd a local optimum,
the number of local and global optima, distance between local and global optima, expected cost
of found optima, probability of reaching a global optimum and the cost of the best conﬁguration
in the search space. The relationship between these properties and the system size and other
parameters of the problems are studied, and it is shown how these properties are shared or
differ in different problems. We also study the long-range correlation within the search space,
including the expected cost in the Hamming sphere around the local and global optima, the basin
of attraction of the local and global optima and the probability of ﬁnding a local optimum as a
function of its cost. We believe these information provide good insight for algorithm designers.Contents
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Introduction
To design successful heuristic algorithms for hard combinatorial problems requires an under-
standing of the ﬁtness landscape structure. This knowledge about the ﬁtness landscape, provides
good insights into problems for algorithm developers. This will be problem and even instance
dependent. Nevertheless, in this research we will show that many of the landscape properties
are common across many instances and even across different problem classes.
The aim of this research is to study the ﬁtness landscape properties of a group of combinatorial
optimisation problems, including the Graph-Colouring, the MAX-SAT, the Travelling Salesman
and the Quadratic Assignment. These problems, although abstracted from the real world, are
chosen to be representative of the types that practitioners face. We try to identify those features
which are common to a large class of optimisation problems, and those features that critically
distinguish the problems. We focus mainly on long-range properties which we study by using
the result of many local searches to ﬁnd local optima for graphs with up to 100 vertices. We
attempt to extrapolate from these relatively small instances to understand the behaviour of large
problems. We regard the long-range landscape properties as a key to the success of evolutionary
algorithms. However, for the sake of completeness we also study other properties such as the
density of conﬁgurations and the auto-correlation, which are frequently studied in papers on
landscape analysis.
In this thesis we have studied a large number of properties for all these problems. However,
each section is relatively self-contained, so we hope that reading it does not prove too arduous.
None of the properties we analyse is, in itself, that surprising, but we believe that the picture
of the landscape which is revealed is informative for researchers interested in developing algo-
rithms for solving combinatorial optimisation problems. By pointing out the similarities and
the dissimilarities in some important properties of the ﬁtness landscape, we show how some
features change from a problem to another, and how some features are common among a group
of optimisation problems. This may provide good information about the ﬁtness landscape of the
combinatorial optimisation problems; the property that should be of interest to readers wishing
to develop more general purpose algorithms.
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1.1 Literature Survey
The concept of ﬁtness landscape, introduced by Wright (1932) to demonstrate the dynamics
of biological evolutionary optimisation, has been useful for the analysis and understanding of
the behaviour of evolutionary algorithms. Fitness landscape analysis techniques are used to
better understand the inﬂuence of genetic representations and associated variation operators
when solving a combinatorial optimisation problem (McCarthy, 2008; Tavares et al., 2006,
2008; Riley and Ciesielski, 2010). This understanding can provide useful information about the
structure of the problem and the type of operators that are better for particular problems (Merz
and Freisleben, 1998a; Newth and Brede, 2006; Slany and Sekanina, 2007; Czogalla and Fink,
2009). Furthermore, the study of ﬁtness landscape can be useful in designing evolutionary algo-
rithms or hybrid algorithms (Moscato, 1989; Moscato and Norman, 1992; Qasem and Pr¨ ugel-
Bennett, 2008), since the landscape analysis can help us to predict the performance of the
proposed algorithms (Shaowei and Qiuping, 2007; Huanga et al., 2009). Some researchers
use the landscape analysis to study some parameters of the evolutionary algorithms, like the
population size (Alander, 1999), or some operators like mutation and crossover (Mathias and
Whitley, 1992a; Suzuki and Iwasa, 1997), the recombination operators (Hornby, 1996), or the
perturbation operator (Martin et al., 1999). Some researchers have used the landscape analysis
to explain why some algorithms, like local search algorithms (Fonlupt et al., 1997), memetic
algorithms (Merz, 2004) or metaheuristic algorithms based on local search (Watson, 2010),
work better on particular landscapes. Such studies will clearly be problem and even instance
dependent; nevertheless some statistical properties are common across many instances and even
across different problem classes.
There is a number of works trying to exploit the concept of the landscape and landscape analysis
in developing new sets of algorithms for different problems. The ﬁtness landscape analysis is
used to propose memetic algorithms for graph bi-partitioning problem (Merz and Freisleben,
1998b), Resource Allocation problem (Huang et al., 2009) and Maximum Satisﬁability prob-
lem (Zhang et al., 2003; Zhang, 2004), or improving the performance of evolutionary algorithms
by a landscape approximation (Ratle, 1998; Poˇ s´ ık and Franc, 2007; Shen and He, 2010). In
a more recent work, the landscape analysis is used to propose a new population based algo-
rithm (Qasem and Pr¨ ugel-Bennett, 2010).
Examplesofthemeasuresthathaveattemptedtocapturetheruggednessofthelandscapeinclude
the auto-correlation (Weinberger, 1990; Angel and Zissimopoulos, 1998; Czogalla, 2008) and
ﬁtness distance correlation (Jones, 1995a; Merz and Freisleben, 2000; Lefticaru and Ipate, 2008;
Manderick et al., 1991). However it was soon realised that these measures do not necessarily
capture the hardness of the problems, when a counter example was proposed which was an easy
problem but showing no relationship between the ﬁtness of the solutions and their distance to the
global optimum (Altenberg, 1997). The question of “what makes a ﬁtness landscape hard” con-
tinues to (Forrest and Mitchell, 1993; Jones, 1995a), and new methods of capturing the hardness
of the problems are proposed, like algebraic properties of the solutions in the landscape (Grover,Chapter 1 Introduction 3
1992; Stadler, 1995), modality or number of local optima (Horn and Goldberg, 1995) and the
fractal dimension of the ﬁtness landscape (Hoshino et al., 1998). Some researchers try to explain
whenaproblembecomeshard, bystudyingtheareainthelandscapecalled“Olympus”, inwhich
the better local optima are located (V´ erel et al., 2007, 2008). Fitness cloud is another method
proposed to visualise the ﬁtness landscape which tries to represent some properties of the ﬁtness
landscape (Collard et al., 2007; Vanneschi et al., 2007; Lu et al., 2011), reﬂecting the problem
hardness.
During the last two decades many researchers have studied the landscape of optimisation prob-
lems including Travelling Salesman (Mathias and Whitley, 1992b; Stadler and Schnabl, 1992;
Boese, 1995), Quadratic Assignment (Merz and Freisleben, 2000), Knapsack (Yoshizawa and
Hashimoto, 2000; Tavares et al., 2008), MAX-SAT (Weixiong and Zhang, 2004; Qasem and
Pr¨ ugel-Bennett, 2010; Pr¨ ugel-Bennett and Tayarani-N., 2011), graph drawing (Lehn and Kuntz,
2001), Graph-Colouring (Hertz et al., 1994b,a; Hamiez and Hao, 2001; Culberson and Gent,
2001; Bouziri et al., 2009, 2011), evolutionary antenna design (Alander et al., 2002), ﬂow-
shop scheduling (Czogalla and Fink, 2011) and Bayesian network structure (Wu et al., 2011)
problems.
Thepreviousresearchhavemainlyfocusedonstudyingsomeelementarypropertiesoftheﬁtness
landscape, like auto-correlation or ﬁtness distance correlation which are not very informative.
For example auto-correlation measure gives some knowledge about the landscape ruggedness,
which does not necessarily show the problem hardness or does not provide good information
for algorithm designers. In this respect there is a need to studying new set of properties which
are more representative of the problems nature and difﬁculties and are more useful for heuristic
algorithm designers. This encouraged us to study new properties which have not been looked
at before and are more informative. One example of these properties is the time it takes for a
local search algorithm to ﬁnd the local optima and the size of plateaux on which a local search
algorithm wonders in search of a local optimum. In terms of problem difﬁculty, these properties
are more informative than the elementary properties like auto-correlation as they describe how
time consuming it is for a local search algorithm to ﬁnd a local optimum. From the point of
view of algorithm designers, the existence of plateaux could be very informative, as instead of
just randomly wondering on the plateaux, a search algorithm, like Tabu search, which tries not
to take repetitive steps could be more successful.
This research is different from the previous works in that we, for the ﬁrst time, are studying
a wide range of properties like time to local optima or the number of local optima and their
relationship with the size or other parameters of the problems for a group of problems. This
is, to the best of our knowledge, the ﬁrst major attempt to study these properties for a group of
completely different problems. These problems, by deﬁnition, are different and yet in some
properties they show very similar behaviours. These similarities and the differences could
provide good insight for evolutionary algorithm designers.4 Chapter 1 Introduction
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FIGURE 1.1: Schematic of the search space where each node represents a conﬁguration. The
edges show the neighbours connected to each conﬁguration. The cost of each conﬁguration is
shown by the number. In this illustration there is one global minimum of cost 2 consisting of 4
conﬁgurations, and two local minima of cost 3 consisting of 1 and 2 conﬁgurations. Of course,
the search space has a very different topology.
This thesis is a combination of ﬁve journal papers. For each of the problems studied in this
research, namely the MAX-SAT (Pr¨ ugel-Bennett and Tayarani-N., 2011) (published), Graph-
Colouring (Tayarani-N and Pr¨ ugel Bennett, 2011) (submitted), Travelling Salesman (Tayarani-
N and Pr¨ ugel Bennett, 2012c) (submitted), and Quadratic Assignment problems (Tayarani-N
and Pr¨ ugel Bennett, 2012b) (submitted), we have written one journal paper. Each paper now
is a chapter in this thesis. The last chapter of this thesis, the comparison chapter, is another
journalpaperwhichstudiesthesimilaritiesanddissimilaritiesbetweenthelandscapeofdifferent
problems (Tayarani-N and Pr¨ ugel Bennett, 2012a) (accepted).
1.2 Methodology
In this research we study the landscape of the problems with respect a neighbourhood. This
depends on the problems. For example for the MAX-SAT and the Graph-Colouring problems
we use the Hamming neighbourhood. That is, we consider two conﬁgurations to be neighbours
if they have a different value at one and only one variable. However, note that the neighbourhood
deﬁnition may be slightly different for different problems, about which we will talk in the
corresponding sections. The major analysis we undertake is to study the structure of the local
minima with respect to cost. Note that we deﬁne a local minimum to be a connected set of
conﬁgurations with no lower-cost neighbours. The local minimum (or minima) with the lowest
cost is the global minimum (or minima). Our notion of what we mean by a local and global
minima is illustrated schematically in Figure 1.1. Note that in our deﬁnition each local minimum
can consist of several conﬁgurations.Chapter 1 Introduction 5
Note however that the properties and the analyses provided in this thesis depend on the distance
measure and the neighbourhood structure used and may not be true for other neighbourhood
structures if signiﬁcantly different from the ones used in this paper. Nevertheless we believe
that the Hamming neighbourhood is the simplest and most widely used distance measure and so
the analyses are useful for a great number of algorithm designers.
One way to study the topology of a ﬁtness landscape is to search for local optima by an ex-
haustive search of the landscape; however, this would conﬁne us to studying small problems
with sizes up to 20 or 30 (see, for example, (Hallam and Pr¨ ugel-Bennett, 2005) and (Benfold
et al., 2007)). Instead we use a local search algorithm, which allows us to study larger instances.
We run the local-search algorithm multiple times to ﬁnd many local optima. To know if we
have reached a local optimum we exhaustively search the set of conﬁgurations at the current
cost to see if there are any lower-cost neighbours. If there is a lower-cost neighbour we move
to it; otherwise, we have explored all the neighbours at the current cost so we can be sure that
we have reached a local minimum. We can accomplish this cheaply by maintaining two sets.
A set of conﬁgurations, X , at the current cost, and a set of conﬁgurations, U  X whose
neighbours we have to check. The details of the exhaustive hill-climbing algorithm are given in
Algorithm 1.
Algorithm 1 Exhaustive Hill Climbing Algorithm
ExhaustiveHill Climbing Algorithm
1. x x x   randomConfiguration().
2. do
3. X   fx x xg
3. U   fx x xg
4. c   cost(x x x)
4. while (jU j > 0)
5. y y y   chooseMember(U )
6. U   U =fyg
7. forall z z z 2 Neighbours(y y y)
8. if (z z z 62 X )
9. if (cost(z z z) < c)
10. X   fz z zg
11. U   fz z zg
12. c   cost(z z z)
13. if (cost(z z z) = c)
14. X   X [fz z zg
15. U   U [fz z zg
16. return (c, X )6 Chapter 1 Introduction
In algorithm 1 the function randomConfiguration() returns a random conﬁguration, cost(x x x)
returns the cost of a conﬁguration x x x, chooseMember(U ) chooses a member of the set U , and
Neighbours(y y y) returns the set of neighbours of conﬁguration y y y. The set U can be efﬁciently
implemented as either a stack or a queue. By careful book-keeping we can efﬁciently compute
the cost of each neighbour and maintain a list of neighbours at the same or lower cost than
the current cost. Note that the algorithm returns the cost of the local optimum and the set of
conﬁgurations in the local minimum.
The algorithm is called exhaustive, because it explores the plateaux all the connected conﬁgura-
tions at the same cost to make sure a local optimum is reached.Chapter 2
MAX-SAT
In this chapter the ﬁtness landscape of the MAX-SAT problem is studied. First we deﬁne
the problem and the local search algorithm, then we study different properties of the ﬁtness
landscape.
2.1 Problem Deﬁnition
In this section, we describe the MAX-SAT problem and then specify the set of instances that
we shall consider. We ﬁnish the section with a discussion of GSAT, the classic local-search
algorithm for MAX-SAT.
The MAX-SAT problem is closely related to the satisﬁability decision problem colloquially
known as SAT. This problem involves a set of Boolean variables x x x=(X1; X2;:::; Xn) and a set of
disjunctive clauses consisting of a subset of literals (a literal is either a variable or its negation).
For example, a clause might be X1 _:X5 _X10. Each clause can be considered an additional
constraint that must be satisﬁed. In SAT the question is: “does there exist an assignment of
the variables which satisﬁes all the clauses?”. Stephen Cook famously showed that any non-
deterministic Turing machine can be reduced to a SAT instance whose size is a polynomial of
the tape length, thus establishing that SAT is NP-complete (Cook, 1971). A special variant of
SAT is b-SAT which consists of clauses containing exactly b literals. There is a staightforward
polynomial reduction of any SAT instance to a 3-SAT instance. Thus, 3-SAT is NP-complete
while 2-SAT can be solved in polynomial time.
MAX-SAT is the generalisation of SAT to problems which are not fully satisﬁable. It asks the
question whether there exists an assignment of the variables which satisﬁes all but T clauses.
MAX-b-SATisNP-hardforb 2(thusMAX-2-SATisNP-hardeventhough2-SATisnot(Garey
and Johnson, 1979)). We will treat MAX-SAT as an optimisation problem and in particular we
consider MAX-3-SAT. We use as the objective function the number of satisﬁed clauses, which
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we seek to maximise. Assuming there are m clauses and denoting the clauses by gi(x x x), then the
ﬁtness is given by
f(x x x) =
m
å
i=1
Jgi(x x x) is satisﬁedK
where Jgi(x x x) is satisﬁedK is an indicator function equal to 1 if clause i is satisﬁed and 0 otherwise
(i.e., all the literals in clause i are false).
Our focus will be on randomly generated instances, where each clause consists of b randomly
chosen variables which are negated with probability of a 0.5. We require each variable in a
clause to be different and all clauses to be unique. We denote the number of variables by n,
the number of clauses by m, and the ratio of clauses to variables by a. As mentioned in the
introduction, the ensemble of problem instances undergoes a phase transition for large n, such
that almost all instances are satisﬁable below a critical ratio of clauses to variables of ac and
unsatisﬁable above this critical value. The value of ac depends on b; for b = 3 the critical value
is ac  4:3, while for b = 4 the critical value is ac  9:8. One reason for concentrating on
b = 3 rather than b > 3 is that, for larger b, we must use considerably larger ratios of clauses-
to-variable to ﬁnd hard instances than is necessary for MAX-3-SAT. This would slow down the
search algorithm preventing us from collecting as much data as we could for b = 3.
2.2 GSAT
This research focuses on heuristic search algorithms for MAX-SAT. As a baseline algorithm,
we consider the classic GSAT local-search algorithm (Selman et al., 1992). GSAT is a hill-
climbing algorithm which at each step chooses to change the variable that gives the best ﬁtness
improvement. When there are multiple alternatives it chooses to change one of them selected
uniformly at random. Superﬁcially, GSAT may appear inefﬁcient as it considers all variables
at each step, however, through judicious book-keeping GSAT can be made so that a single step
requires O(ab2) computations. It is therefore extremely fast (notice that it does not scale with
n) and, in consequence, is very difﬁcult to beat. Appendix A describes the implementation
details of GSAT including a rather subtle set data structure which sped up our implementation
over any other implementation that we are aware of.
As well as using GSAT as a baseline algorithm we also used it to ﬁnd local optima as part
of our empirical investigation of the ﬁtness landscape. This, however, requires a method to
determine whether a local optimum has been reached. To determine whether GSAT reaches
a local optimum we switch to the exhaustive search algorithm described in section 1.2, i.e.,
algorithm 1.
One of the limiting constraints in carrying out our analysis is the memory requirements of
exhaustive search. This becomes prohibitive for large n (above a few hundred at a = 8) and
close to the phase transition when the constant-ﬁtness plateaus become very large.Chapter 2 MAX-SAT 9
We deﬁne a plateau as a large connected set of conﬁgurations at the same cost with a restricted
exit to lower cost (ﬁtter) conﬁgurations. The search algorithm has to explore the conﬁgurations
in the plateau to ﬁnd the exit. This can signiﬁcantly slow down search if the plateau is large.
The conditions for the existence of a plateau are quite severe. Not only must there be many
conﬁgurations at the same cost, but they must be connected and only a small proportion of them
can have neighbours at lower cost.
In other words, a solution with hundreds of neighbours at the same cost may be a cliff, if it
has just one neighbour at lower cost (a better neighbour). However, having similar values in
the problem matrices is not a sufﬁcient condition for the existence of a plateau and greater time
to local optima. In order for the solutions to make plateaus they have to have equal costs, be
neighbours, and be surrounded by the solutions at the same or higher costs (worse solutions).
This has an important consequence. For the problems with high similarity proportion, but small
number of steps on the plateaus, there may be many neighbour solutions with equal cost, or there
may even be large connected regions of equal cost solutions in the landscape, but they may not
form a plateau. This is because the plateaus are the connected regions with no better neighbour.
2.3 Landscape Analysis
In this section, we look at some of the properties of the ﬁtness landscape for MAX-SAT and
in particular we concentrate on the scaling behaviour of different quantities as the system size
grows. This analysis reveals why problem instances become difﬁcult for local-search algorithms
as they become large.
2.3.1 Density of States
We start by considering the number of conﬁgurations at each ﬁtness level. The mean ﬁtness
for any Max-b-Sat problem is fav = (1 2 b)an. We can compute the spread of ﬁtnesses
around the mean through random sampling (this will miss rarely occurring ﬁtness values).
Figure 2.1 shows the logarithm of the histogram of ﬁtnesses around the mean ﬁtness scaled
by
p
an for single instances of size 100, 1000 and 10000. The results are almost identical for
all randomly drawn instances (data not shown). The curves in Figure 2.1 are approximately
quadratic indicating that the distributions are approximately normally distributed around their
mean. The variance is empirically found to be around 0:1an. This picture remains true for
different values of a as shown in Figure 2.2.
We can understand the behaviour of the density of states by assuming that the clauses are
independent of each other. In this case, the ﬁtness is just the sum of an independent Boolean
random variables, with a probability of 1 2 b of being 1 (i.e., the clause is satisﬁed). By
the central limit theorem, we would expect the distribution of ﬁtnesses to be approximately
normally distributed with mean (1 2 b)an and variance 2 b(1 2 b)an. This is close to the10 Chapter 2 MAX-SAT
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FIGURE 2.1: Logarithm of histogram of ﬁtnesses computed by sampling 109 random
conﬁgurations for single instances with a = 8 at n = 100, 1000 and 10000.
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observed behaviour around the mean ﬁtness. For any particular instance, some of the clauses
will share the same variables, and so their truth values are correlated. As a consequence, the
distribution of ﬁtnesses will deviate from a normal distribution, particularly close to its tails.
Approximately normal behaviour of the density of states is observed in other models where
the objective function consists of a number of approximately independent components. For
example, this is true in a large number of constraint satisfaction problems where the objective
function counts the number of violated constraints. This includes both easy problems such as
onesmax and hard problems such as graph-colouring.
2.3.2 Auto-correlation
We can measure the auto-correlation of a random walk through the search space, which is often
used as a measure of the ruggedness of the ﬁtness landscape (Weinberger, 1990). To compute
this, we consider a random walk starting at an arbitrarily chosen initial conﬁguration and moving
to a Hamming neighbour at each step. Let f(t) be the ﬁtness at step t, then the auto-correlation
is given by
R(t) =
1
s2E

(f(t +t)  fav)(f(t)  fav)

;
where s2 is the variance in the ﬁtness for random conﬁgurations. We have computed the auto-
correlation for the same three instances used in Figure 2.1. These are shown in Figure 2.3.
We see that, under this scaling, the auto-correlations are remarkably similar. For large t the
auto-correlation function appears to drop off approximately exponentially as
R(t)  e t=l;
where l is known as the correlation length (Stadler, 1996). Empirically l 0:4n. The correlation
length is taken to be a measure of the landscape ruggedness—the smaller l the more rugged the
landscape. We observe that, as n increases, the ruggedness decreases. That is, if we consider
two instances of size n and n0 we get roughly the same level of ruggedness if we make n0=n
random steps on the instance of size n0 as we would for a single step on the instance of size n.
Interestingly, the correlation length does not alter signiﬁcantly with a. This is shown in Fig-
ure 2.4 (to emphasise the approximate exponential fall off we have plotted the logarithm of
R(t)). The auto-correlation length suggests that the landscape is relatively smooth with long-
range correlations. We will see the origin of the long-range correlation and evaluate one of its
properties analytically in section 2.4.
2.3.3 Time to Local Optimum
In much of the analysis of MAX-3-SAT, we will study properties of the local and global optima.
We begin this analysis by considering the time taken by GSAT to reach a local optimum. To12 Chapter 2 MAX-SAT
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check if a local optimum has been reached we use the exhaustive search algorithm described
above, however, if we ﬁnd that we have not reached a local optimum we carry on GSAT from
where we left off. The time taken to reach a local optimum depends critically on a. For a < ac
the time to reach a local (and usually the global) optimum is relatively short. However, for a 
ac the time to reach a local optimum increases rapidly. This is illustrated in Figure 2.5, where
we show the mean and median times for GSAT to reach a local optimum plotted against a for
instances of size n = 50. The large increase around a = 4 is indicative of large plateau regions
in the solution space. We could compute this only for small instances as the computation time,
and the memory requirement to check if we have reached a local optimum becomes prohibitive
around the phase transition (i.e., for a  ac = 4:3). Interestingly, the big jump in the mean
time taken to reach a local maximum around the phase transition is not reﬂected in the auto-
correlation function, showing that the auto-correlation function is a comparatively poor indicator
of the performance of search algorithms.
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FIGURE 2.5: Mean time to reach a local optimum versus the ratio of clauses to variables, a.
Each data point represents the mean over 10 instances and 100 hill-climbs per instance.
This section will concentrate on the regime a > ac. For the sake of consistency we give results
for a = 8, although the same qualitative behaviour is observed at other values of a in this
regime. As observed in Figure 2.5, the mean is considerably higher than the median, indicating
that the distribution of times to reach a local maximum has a long tail. Even away from the
phase transition, the number of steps to reach a local optimum can vary considerably. Figure 2.6
shows this distribution plotted on a semi-log scale to emphasise the rare events. This data was
gathered on a single randomly-chosen problem instance. We notice that, on rare hill-climbs, it
can take a exceedingly long time to hit a local optimum even at a = 8.
Figure 2.7 shows the mean time to hit a local optimum versus the problem size, n. The graph
shows that the time increases super-linearly, but still polynomially. The super-linear increase is
due to the growth in the size of the plateau regions. Plotting the same data on a log-log scale,14 Chapter 2 MAX-SAT
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FIGURE 2.6: Count of occurrences that number of steps to reach a local maximum occurs in
each bin plotted on a logarithmic scale. The data is for a single instance with n=100 and a =8
collected on 100000 hill-climbs.
Figure 2.8 indicates that the time to reach a local optimum appears to increase sub-quadratically.
The graph shows the best straight line ﬁt to the data. Using this extrapolation, the mean time
to reach a maximum for a problem of size 10000 would be 660000 steps, while the median
time is 320000. Although some caution is needed in extrapolating from small instances to large
instance, nevertheless, for a = 8 it is fairly clear that reaching a local optimum is not hugely
demanding.
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FIGURE 2.7: Mean time for GSAT to reach a local optimum versus the problem size n for
ﬁxed a = 8. Each data point represents the mean over 100 instances and 1000 hill-climbs per
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2.3.4 Number of Local Optima
What makes large MAX-SAT instances difﬁcult in this regime (i.e., a > ac) is the large number
of local optima. To investigate this, we ran GSAT until there was no improvement in 100 steps.
To check whether we reached a local optimum, the exhaustive search algorithm was run. If a
ﬁtter conﬁguration is found then the exhaustive search is re-initialised from this ﬁtter solution.
This is repeated until a local optimum is reached. The full search is repeated from a large
number of randomly chosen starting conﬁgurations. Each local maximum is recorded together
with the number of times that it is hit. Of course, we have no guarantee that we have reached
every local maximum, particularly if a local maximum has a small basin of attraction. Typically
there are some local maxima which have very small probabilities of being visited. For example,
in one typical instance with n = 50, after 107 hill-climbs, there were 375 local optima found of
which 5 were discovered less than 10 times. For another randomly chosen instance this time
with n = 100, again after 107 hill-climbs, there were 25126 local optima found of which 13764
where found less than 10 times and 5150 local optima which were visited only once. However,
those local optima that have been observed only once are all low ﬁtness local optima (ﬁtness
less than or equal to 774, where the maximum ﬁtness is 782).
Figure 2.9 shows the mean and minimum number of times each local optimum was found in
107 attempts. Of course, there are likely to be local optima that we have not found. However,
note that, for ﬁtnesses greater than 776, we have visited each local optimum at least 100 times.
Thus with high probability any local optimum with a ﬁtness greater than 776 that we have not
found, would have a basin of attraction 100 times smaller than those that we have found. We call
high ﬁtness optima with abnormally small basins of attraction elves. Although we cannot rule16 Chapter 2 MAX-SAT
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FIGURE 2.9: Number of times local optima are hit in an experiment with 107 hill-climbs for
a particular randomly drawn instance with n = 100 and a = 8. This particular instance has
a global optimum with an unusually small basin of attraction—hence the kink at high ﬁtness.
Also note, at ﬁtness 774 we have visited each local optimum on average around 660 times, but
there are 5 local optima at this ﬁtness that have only been visited once.
out the existence of elves empirically, we strongly doubt their existence as we have not found
any example of elves in a very large number of trials. Furthermore, as we will see later on,
we have strong theoretical reasons to believe that high ﬁtness optima will have relatively large
basins of attraction (as is also found empirically), so it is unlikely that there can exist an elf.
As a consequence, we believe that we have found all the global optima for the small problem
instances we report. Of course, as the problem size increases the number of times we ﬁnd the
ﬁttest observed optima decreases until we can no longer have conﬁdence that a global optimum
has not been missed.
Although we can be conﬁdent for small instances of reaching all ﬁt local optima, we are al-
most surely missing local optima with ﬁtness f < 775. There exists a number of imputation
techniques for estimating the true number of local optima at a given ﬁtness level (see, for
example, Garnier and Kallel (2000); Reeves and Eremeev (2004)). A couple of papers have
used these methods for estimating the number of local optima for MAX-SAT, but these have
concentrated on instances close to the phase transition (Reeves and Aupetit-B´ elaidouni, 2004;
Albrecht et al., 2010). We have tried applying a simple probabilistic model to our data. We
assume that the probability of reaching a local optimum, i, is a random variable, Zi, where all
probabilities of the same ﬁtness, f, come from the same gamma distribution
Zi  g(zjaf;bf) =
ba
f zaf 1e bf z
G(af)
:Chapter 2 MAX-SAT 17
The probability that local optimum, i, is visited ni times in N trials is assumed to be Poisson
distributed
P(nijZi) =
(NZi)ni e NZi
ni!
:
The assumption of a Poisson distribution will be reasonably accurate given that each run is
independent, and the probability of ﬁnishing in any given optimum is small. The choice of
a gamma distribution is somewhat arbitrary, although, it is a common choice for modelling
distributions of positive random variables, which frequently ﬁts empirical data quite well.
Given a list of visiting frequencies for local maxima with ﬁtness f, (nijfi = f) the likelihood of
the data is given by
P((nijfi = f)jaf;bf) = Õ
i2fijfi=fg
¥ Z
0
P(nijzi)g(zijaf;bf)dzi:
We could choose af and bf to maximise this likelihood; however, this fails to take into account
those optima that have not been visited. To correct for this, we include nu
f unobserved local
maxima at ﬁtness f in our likelihood estimation, where nu
f is equal to the expected number of
unobserved local optima given af and bf. Details of this calculation are given in appendix B.
This inference technique appears to be quite accurate provided the expected number of times the
local maxima at ﬁtness f is visited is greater than 1 (this observation is based on running this
inference procedure while holding out some of the data—results not shown). When the basins
of attraction become smaller than this, the maximum-likelihood estimation breaks down. This
is not too surprising as the only data we have to determine the shape of the gamma distribution
come from its tail.
Figure 2.10 shows the mean probability of visiting a local optimum of ﬁtness f. The dashed
lines show the estimation based on observed local optima (this is just the mean count of the
number of visits as shown in Figure 2.9 divided by N). The solid curve shows the estimated
values using the maximum-likelihood estimator of a gamma distribution described above. This
breaks down when the estimated probability goes below N 1 (where in our case N = 107). We
have not shown the maximum-likelihood estimation below this point (f < 768) as the algorithm
is numerically unstable. Obtaining a reliable estimation for the number of local optima at low
ﬁtness is extremely difﬁcult and we have made no further attempt to do so in this research.
In Figure 2.11, we plot the logarithm of the number of observed local maxima divided by
n, versus the ﬁtness divided by an, for three particular instances of size 50, 75 and 100.
We performed 107 hill-climbs to ﬁnd the maxima. For n = 75 and n = 100 we signiﬁcantly
underestimate the true number of local optima at lower ﬁtnesses. The plot shows that these
curves are roughly similar for different n. It seems plausible that these curves could converge to
a universal curve for sufﬁciently large n. This behaviour is consistent with the hypothesis that
the number of local maxima grows exponentially with the system size.18 Chapter 2 MAX-SAT
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The number of local optima also grows with a, although apparently not exponentially. This is
shown in Figure 2.12 where we have counted the mean number of local optima found in 106
hill-climbs plotted against a. With this number of hill-climbs, some fraction of the local optima
will not be found, nevertheless, it is clear that the number of local optima grows, apparently
linearly, with a.
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FIGURE 2.12: Mean number of local optima found in 106 hill-climbs averaged over 100
instances versus the clause-to-variable ratio, a.
As is evident from Figure 2.10, the expected probability of visiting a local optimum grows as
its ﬁtness increases. The ratio of the mean probabilities of visiting a local optimum of ﬁtness
f +1 to visiting a local optimum of ﬁtness f, is equal to around 2.1 for n = 50, 2.47 for n =
75, and 2.49 for n = 100. A consequence is that there is clearly a strong bias towards high
ﬁtness local maxima. Figure 2.13 shows the proportion of local optima at each ﬁtness value,
and the probability of ﬁnding a local optimum using GSAT. Note that Figure 2.13 shows the
empirically measured proportion of local optima at each ﬁtness level and thus underestimates
the true proportion of local optima at low ﬁtness.
2.3.5 Reaching the Global Optima
From the perspective of ﬁnding ﬁt solutions, it is clearly a desirable property of MAX-SAT
that the ﬁtter local optima have, in expectation, larger basins of attraction. However, the gap
between the expected ﬁtness found and the ﬁtness of the globally optimal solutions grows with
the problem size, n. This is illustrated in Figure 2.14, where we show the maximum ﬁtness and
the mean ﬁtness of the local maxima found by GSAT averaged over an ensemble of randomly
drawn instances—note that the ﬁtnesses have been scaled by 1=(an) so the gap between the
expected ﬁtness found by GSAT and the maximum ﬁtness appears constant for large n. For a
singleinstance, theﬁtnessofthemaximafoundbyGSATwillﬂuctuateoneveryrun. Figure2.1520 Chapter 2 MAX-SAT
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FIGURE 2.13: Histograms showing the proportion of local optima at each ﬁtness value and the
probability of ﬁnding a local optimum of each ﬁtness, for one instance.
shows the variance in the ﬁtnesses found by different runs of GSAT divided by an plotted
against the reciprocal of the problem size (we used exhaustive search to ensure that we reached a
local maximum on each run). The plot is consistent with the variance in ﬁtness growing linearly
with the system size n. That is the size of the ﬂuctuations (given by the standard deviation) scales
as
p
n. In Figure 2.14, we have also plotted one standard deviation around the average, estimated
by extrapolating the empirically measured variance to large n. We see that instances become
hard as n becomes large since the gap between the expected ﬁtness of a local optimum found by
GSAT and the globally optimal ﬁtness grows linearly with n, while the standard deviation grows
only as
p
n. Thus, the chance of ﬁnding a global optimum decreases as n increases.
In Figure 2.16, the logarithm of the probability of ﬁnding a globally optimal solution is plotted
against n. The straight-line ﬁt is consistent with the premise that the probability of ﬁnding a
global maximum decreases exponentially with the size of the system. Using the straight-line
ﬁt in Figure 2.16 to extrapolate to large n, we ﬁnd the probability of GSAT ﬁnding a global
optimum for an instance of size 10000 would be around 10 76. Although the value obtained
from such an extrapolation is likely to be inaccurate, nevertheless, it provides a strong indication
that the strategy of using multiple runs of GSAT takes exponential time (in the instance size).
2.3.6 Number of Global Optima
Figure 2.17 shows a histogram of the number of global optima for 10000 random MAX-3-SAT
instances with n = 100 and a = 8. We observe that there is quite a wide spread in the number of
the global optima. The expected number of global optima raises from 2.7 for n = 40 to around
4.0 for n = 200.Chapter 2 MAX-SAT 21
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FIGURE 2.14: Plot of the expected maximum ﬁtness and the average ﬁtness found by GSAT
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instances of the problem. We have computed the standard deviation in the ﬁtness found by
GSAT and show the mean plus and minus 1 standard deviation extrapolated for all n by the
dotted lines.
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FIGURE 2.17: Histogram of the number of global optima for 10000 random MAX-3-SAT
instances with n = 100 and a = 8.
Note that we deﬁne each optimum to be a connected set of conﬁgurations at the same ﬁtness
with no ﬁtter neighbours (see Figure 1.1). Figure 2.18 shows a histogram of the number of
conﬁgurations in each global optimum measured in 10000 randomly generated problems. The
tail of the distribution has been truncated in Figure 2.18; there are 468 global optima with
more than 200 conﬁgurations. The largest global optimum in these 10000 instances has 2136
conﬁgurations.
In Figure 2.19 the same data used in Figure 2.18 is plotted on log-log axes. We see, for large nf,
that P(nf) falls off close to 1=nf. This is an extremely fat-tailed distribution for which there isChapter 2 MAX-SAT 23
0 50 100 150 200
Number of configurations in global optima, nc
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
0.16
F
r
e
q
u
e
n
c
y
,
 
(
n
c
)
n=100, α=8.0
FIGURE 2.18: Histogram of the number of conﬁgurations in each global optimum for 10000
randomly generated problems with n = 100 and a = 8. The histogram has been truncated with
468 global optima having more than 200 conﬁgurations and where the maximum is 2136.
no mean. It is interesting to observe that although these instances are in many ways statistically
similar, at least, in regard to the size of the global maxima the instances can have dramatically
different properties.
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FIGURE 2.19: Distribution of the size of global optima plot on a log-log axis. To plot this, the
data in Figure 2.18 has been put into bins of increasing size. The dashed line is a straight line
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The distance between global optima also varies from instance to instance. Figure 2.20 shows
schematically the sizes of the global optima and the mean and minimum Hamming distances
between the optima for one particular instance with three global optima. Figure 2.21 shows a24 Chapter 2 MAX-SAT
histogram of Hamming distances between all conﬁgurations that make up the global optima for
this particular instance.
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FIGURE 2.20: Pictorial representation of the distance between the global optima in a particular
instance of a problem with n=100 and a =8. The number of conﬁgurations in the three global
optima are 2, 16 and 25 while the average Hamming distance between global optima are 20.2,
17.2 and 8.1 with the minimum Hamming distance being 18, 13 and 4.
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FIGURE 2.21: Histogram of Hamming distances between conﬁgurations at the global optimal
ﬁtness for the same instance as shown in Figure 2.20.
In Figure 2.22 we show a histogram of the Hamming distances between conﬁgurations at the
global optimal ﬁtness, averaged over 1000 instances, with n = 100 and a = 8. The peak at low
values is produced predominantly by the conﬁgurations in the same global optimum, although
there are also global optima with a minimum Hamming separation of 2. Notice that there is a
wide spread of Hamming distance with some global optima having a Hamming distance greater
than n=2. This may appear counter-intuitive as it shows that there are instances where there
exist entirely unrelated ways of optimally solving these problems. However, there are 2b  1 =
7 different ways in which each clause can be satisﬁed. Since the instances are constructed
from random clauses, each variable occurs in roughly the same number of clauses, with the
variables being negated roughly half the time. In a ﬁt conﬁguration, the truth values of the
variables are chosen with respect to each other so that a large number of clauses are satisﬁed,
but this careful balance can be achieved in many different ways. Thus, it is not too difﬁcult
to understand why there can be global optima which are a considerable Hamming distance
apart. For more structured MAX-SAT problems, the balance of variables in each clause may
be decidedly different so that good solutions may be more correlated. An early observationChapter 2 MAX-SAT 25
about SAT and MAX-SAT was that most instances were found to be easy to solve. Later it
was found that random instances seem particularly hard (Mitchell et al., 1992). A consequence
of the structure of random instances of MAX-SAT is that a slight change to the set of clauses,
although only resulting in a small change in the ﬁtness for each conﬁguration, can totally change
the ranking of the local optima, and so may swap the position of the global optima to a quite
different part of the search space. This sensitivity makes it very difﬁcult to construct a heuristic
for ﬁnding a global optimum.
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FIGURE 2.22: Histogram of Hamming distances between conﬁgurations at the global optimal
ﬁtness for 1000 instances of MAX-3-SAT with n = 100 and a = 8.
2.3.7 Distance between Optima
We have seen that, for large instances, GSAT will, with overwhelming probability, ﬁnish in
a local optimum with a ﬁtness considerably lower than the maximum ﬁtness. This might not
prevent an algorithm from ﬁnding a globally optimal solution, provided the global optimum
was close to most good local optima. If this was the case, it might be possible to develop an
algorithm which quickly moved from one local optimum to a ﬁtter one. However, we show here
that this hope is fruitless. Figure 2.23 shows the mean Hamming distance from a conﬁguration
in a local optimum to the nearest global optimum. These results are averaged over all local
optima found in 100 instances.
We can collapse the curves in Figure 2.23 onto a universal curve by rescaling the axes and
ﬁtting a single correction to scaling parameter. This is shown in Figure 2.24 and demonstrates
that the distance from a local optimum to a global optimum scales linearly with the problem
size. The Hamming distance between an optimum of ﬁtness fmax  1 to fmax clearly grows
with increased n, although it is difﬁcult to be sure how this Hamming gap grows. The answer
to this question depends on extrapolating the curve in Figure 2.24 to the y-axis. A plausible26 Chapter 2 MAX-SAT
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FIGURE 2.23: Measure of the mean Hamming distance to the closest global optimum from a
local optimum of ﬁtness f.
extrapolation would be that this gap was around 0:1n, although it is not inconceivable that it
extrapolates to zero indicating that the Hamming distance would be o(n) and w(1). As the
number of conﬁgurations in a Hamming-ball of radius h grows as
 n
h

= eQ(h) (for h > n=2),
the expected time to move from a sub-optimal local maximum to an optimal local maximum
by searching the neighbourhood would (extrapolating from this data) appear to increase super-
polynomially.
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FIGURE 2.24: Rescaled version of Figure 2.23 showing that the curves collapse on to each
other. To get a decent collapse we included a “correction to scaling” term ( 3:7=n2), where
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2.4 Landscape Correlations
The evidence presented thus far provides compelling reasons for believing that the landscape is
difﬁcult for a hill-climber to navigate. However, as we saw in the auto-correlation there exist
signiﬁcant long-range correlations in the landscape. This is a consequence of the structure of the
objective (ﬁtness) function. On average, each variable occurs in just b a clauses, with an equal
probability of a clause depending on the variable or on its negation. The change in ﬁtness due
to ﬂipping a variable will therefore be equal to the sum of the clauses that are satisﬁed only by
that variable minus the sum of clauses that are unsatisﬁed, but are made satisﬁed by ﬂipping the
variable. Typically, this change in ﬁtness is quite small. As a consequence, the conﬁgurations
around a ﬁt conﬁguration also tend to be ﬁt.
2.4.1 Expected Fitness in Hamming Sphere
We can analytically compute the mean ﬁtness in a Hamming sphere around any conﬁguration
from knowledge of the number of satisﬁed literals in each clause. Let us denote the variables
by x x x = (x1; x2; :::; xn) and the clauses by gi(x x x) where i = 1, 2, ..., m = an. We partition the
clauses (for a given conﬁguration x x x) into equivalence classes, Sl, depending on the number of
satisﬁed literals in the clause. Thus, we write gi(x x x)2Sl if clause i has l satisﬁed literals. Clearly
l can take values 0 to b (the number of literals in each clause). We denote the indicator function
using square brackets JpredicateK, which is equal to 1 if the predicate is true and 0 otherwise.
We denote the size of the equivalence classes (i.e., the number of clauses with l satisﬁed literals)
by
sl(x x x) =
m
å
i=1
Jgi(x x x) 2 SlK:
Since the ﬁtness, f(x x x), of a conﬁguration is equal to the number of satisﬁed clauses we have
f(x x x) =
m
å
i=1
b
å
l=1
Jgi(x x x) 2 SlK = m 
m
å
i=1
Jgi(x x x) 2 S0K
= m s0(x x x):
To compute the expected ﬁtness in a Hamming sphere of radius h we average over all conﬁgu-
rations x x x0 with Hamming distance d(x x x0;x x x) = h from the conﬁguration of interest, x x x. We denote
the set of conﬁgurations in this Hamming sphere by
Xh(x x x) =
n
x x x0 2 fT;Fgnjd(x x x0;x x x) = h
o
:
We note that jXh(x x x)j =
 n
h

. The expected ﬁtness in the Hamming sphere is
fh(x x x) = E
 
f(x x x0)jd(x x x0;x x x) = h

= m ch(x x x);28 Chapter 2 MAX-SAT
where ch(x x x) is the expected number of unsatisﬁed clauses (or cost) at a Hamming distance h
from conﬁguration x x x,
ch(x x x) = E
 
s0(x x x0)jd(x x x0;x x x) = h

=
1
 n
h
 å
x x x02Xh(x x x)
m
å
i=1
q
gi(x x x0) 2 S0
y
:
The number of unsatisﬁed literals in any clause must be in the set f0; 1 :::; bg so that
b
å
l=0
Jgi(x x x) 2 SlK = 1:
Putting this into the equation for ch(x x x) we obtain
ch(x x x) =
1
 n
h

b
å
l=0
m
å
i=1 å
x x x02Xh(x x x)
q
gi(x x x0) 2 S0
y
Jgi(x x x) 2 SlK;
where we have reordered the summations (which we are clearly allowed to do as they are all
over ﬁnite ranges). Now we observe that
å
x x x02Xh(x x x)
q
gi(x x x0) 2 S0
y
Jgi(x x x) 2 SlK =

n b
h l

Jgi(x x x) 2 SlK;
since, for the indicator functions to be true, we have to ﬂip the l satisﬁed variables in clause i
and leave the unsatisﬁed variables unchanged. This means we have to ﬂip h l variables that
are not in clause i (there are n b such variables). Thus, there are n b choose h l ways to
ﬂip these variables. Substituting this result into our expression for ch(x x x) we ﬁnd
fh(x x x) = m 
1
 n
h

b
å
l=0
m
å
i=1

n b
h l

Jgi(x x x) 2 SlK
= m 
1
 n
h

b
å
l=0

n b
h l

sl(x x x):
This is easy to compute given sl(x x x) for l = 0, 1, ..., b. Obtaining the expected variance in the
same Hamming sphere is much more complicated than the mean ﬁtness as it depends on the
similarity between clauses. We can, however, obtain a simple approximation for the variance—
details are given in appendix C.
In passing, we note that Grover (1992) deﬁned a difference operator for a neighbourhood N (x x x)
as
Ñ2f(x x x) =
1
jN (x x x)j å
x x x02N (x x x)

f(x x x0)  f(x x x)

;Chapter 2 MAX-SAT 29
and deﬁned a landscape to be elementary if it satisﬁes the wave-like equation
Ñ2f(x x x) = l f(x x x);
for some l. For a Hamming neighbourhood Ñ2f(x x x)= f1(x x x)  f(x x x), where for MAX-SAT, f1(x x x)
is equal to
f1(x x x) = m 
1
n

(n b)s0(x x x)+s1(x x x)

=
b m
n
+
(n b)
n
f(x x x) 
s1(x x x)
n
;
so that
Ñ2f(x x x) =
b
n
(m  f(x x x)) 
s1(x x x)
n
:
The dependence of this on s1(x x x), which differs from conﬁguration to conﬁguration, prevents
MAX-SAT from being an elementary landscape. However, Max-b-Sat has been shown to be a
superposition of b-elementary landscapes, so it has some intriguing algebraic properties (Sutton
et al., 2009).
Figure 2.25 shows a bar chart of the number of clauses with l satisﬁed literals (l = 0, 1, 2 and
3), for a conﬁguration in the global optimum with the largest basin of attraction for a particular
instance. Similar qualitative features are observed for all ﬁt conﬁgurations.
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FIGURE 2.25: Number of clauses with l satisﬁed literals is shown for one of the optimal
conﬁgurations of a MAX-3-SAT problem with n = 100 and a = 8.
In Figure 2.26, we show the expected ﬁtness of a conﬁguration in a Hamming sphere of radius
h from the conﬁguration, x x x, with sl(x x x) given in Figure 2.25. The behaviour of the curve at large
Hamming distances is predominantly determined by the number of conﬁgurations where all the30 Chapter 2 MAX-SAT
literals are satisﬁed (i.e., s3(x x x))—this number is not terribly consistent between optima of the
same ﬁtness.
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FIGURE 2.26: Expected ﬁtness of conﬁgurations in a Hamming sphere of radius h around
the same conﬁguration shown in Figure 2.25. The dotted curves show one standard deviation
around the mean. Note that the average ﬁtness (shown by the horizontal dashed line) is at
(1 2 b)an = 700.
The qualitative shape of the curve is similar for all n, although the standard deviation in the
ﬁtness is of order
p
n. In Figure 2.27 we show the expected ﬁtness for an instance with
n = 10000 and a = 8 around a good solution found using landscape guided hopping (Qasem
and Pr¨ ugel-Bennett, 2010). The solution is extremely unlikely to be a global optimum and may
not be a local optimum.
If we scale the ﬁtness by the system size we observe that the line for the average ﬁtness is very
similar to that of Figure 2.26, although, the relative variance is clearly much smaller. Figure 2.28
shows the expected ﬁtness for each Hamming sphere for the most frequently visited optima at
each ﬁtness where an optimum was found. At each ﬁtness level, we chose the most frequently
visitedoptimum. Wenotethesamequalitativebehaviourinallthecurves, althoughthereissome
slight variation. A few of the curves cross each other, and differ markedly for large Hamming
distances.
These curves show the existence of large-scale correlations in the ﬁtness landscape. That is, the
presence of a local optimum changes the expected ﬁtness of conﬁgurations away from the mean
ﬁtness at all Hamming distances. Despite this large-scale structure, local-search algorithms still
fail to reliably ﬁnd a global optimum. The reason for this is that the landscape is sufﬁciently
rugged that it is not possible to exploit the long-range correlation using local ﬁtness information
alone. Figure 2.29 shows a density plot of the local optima as a function of their ﬁtness and
their Hamming distance from the most frequently visited global optimum. There is a smallChapter 2 MAX-SAT 31
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FIGURE 2.27: Expected ﬁtness of conﬁgurations in a Hamming sphere of radius h around a
high-ﬁtness conﬁguration in a problem with n=10000 and a =8. The number of clauses with
l satisﬁed literals are s0(x x x) = 1830, s1(x x x) = 36842, s2(x x x) = 31086 and s3(x x x) = 10242.
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FIGURE 2.28: Expected ﬁtness in a Hamming sphere for the most frequently visited optima
at each ﬁtness where an optimum was found. This is for the same instance as that shown in
Figure 2.26.32 Chapter 2 MAX-SAT
correlation between the quality of the local optima and the closeness to this global optimum,
however, the vast majority of local optima are around n=2.
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FIGURE 2.29: Density plot of local optimum conﬁgurations as a function of their ﬁtness and
Hamming distance from the most frequently visited global optimum. We also plot the mean
ﬁtness in a Hamming sphere from the same global optimum. The shading of the point shows
the number of conﬁgurations at that ﬁtness and Hamming distance. Note the exponential scale
on the density. We only show those local optimum conﬁgurations found using 107 hill-climbs,
so we are likely to have missed many low-ﬁtness optima.
A problem instance would satisfy the big-valley hypothesis if the closer a local optimum is to
the global optimum the ﬁtter the optimum (Boese et al., 1994a; Boese, 1995). In MAX-3-SAT
we often have multiple global optima, which, as shown in Figure 2.22, can be a considerable
distance apart. Furthermore, although there is a slight tendency for ﬁt local optima to be close
to a global optimum, there are plenty of ﬁt local optima at a considerable distance from a global
optimum, and unﬁt local optima close to a global optimum. Thus, these instances do not have a
classic big-valley structure.
2.4.2 Basins of Attraction
We can empirically measure the “basin of attraction” of a local optimum by repeatedly ﬂipping a
ﬁxed number of variables and running GSAT until it reaches a local optimum. We then see if this
is the same local optimum from which we started. We can thus measure the return probability
starting from a conﬁguration in a given Hamming sphere. Note that since GSAT is stochastic
the basin of attraction is a probabilistic concept even at the level of individual conﬁgurations.
Figure 2.30 shows the return probability for the most frequently visited global optimum. We
observe that we have above a 50% chance of reaching the global maximum if we start within a
Hamming distance of around 30. Figure 2.31 shows the return probability for one of the localChapter 2 MAX-SAT 33
optima with the smallest found ﬁtness for the same instance as that shown in Figure 2.30. This
local optimum was found only once in 107 hill-climbs.
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FIGURE 2.30: Return probability starting from a Hamming sphere of radius h versus h. This is
for the most probable global optimum solution of an instance with n = 100 and a = 8. It has a
probability of being visited of 0.029. The empirical probability is computed by running 10000
hill-climbs starting at randomly chosen conﬁgurations in each Hamming sphere.
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FIGURE 2.31: Return probability starting from a Hamming sphere of radius h versus h. This
is for a local optimum with the smallest ﬁtness that we found. The local optimum was found
once in 10 7 hill-climbs.34 Chapter 2 MAX-SAT
In principal, given the return probability, pr(h), it is straightforward to compute the probability
of ﬁnding the local optimum starting from a random initial position. This is given by
P(ﬁnding local optimum) =
1
2n
n
å
h=0

n
h

pr(h);
since the probability of starting in a Hamming sphere of radius h is 2 n n
h

. Unfortunately, for
return probabilities that fall off rapidly, this sum is dominated by the tail of the distribution
which is effectively truncated when we measure pr(h) empirically. Using the empirically mea-
sured values of pr(h) thus severely underestimates the probability of reaching an optimum for
optima with small basins of attraction. We can obtain a better estimate of the probability for
ﬁnding a local maximum by approximating the tail of pr(h) by the best-ﬁt exponential. Using
this estimate we ﬁnd the probability of ﬁnding the local maximum shown in Figure 2.31 is
approximately 1:310 9. Given that we only sampled 107 times it might appear that we were
lucky to ﬁnd a maximum with such a small basin of attraction. However, there are presumably
so many such maxima that we are exceedingly likely to ﬁnd at least one.
2.5 Conclusion
The picture of how MAX-3-SAT becomes difﬁcult is known to be qualitatively similar to a large
number of other hard optimisation problems. The analysis presented in this thesis ﬁlls in the
details. We see that there is an exponential growth in the number of local optima. Although,
ﬁtter maxima tend to have larger basins of attraction, this bias is not sufﬁcient to out-weigh the
raise in the number of local optima. The ﬁtness gap between a typical local optimum found
by GSAT and the global optima increases with n. The ﬂuctuations between runs grow as
p
n
so the chances of reaching a global optimum decrease. The Hamming distance between local
and global optima also seem to grow with n, so ﬁnding a ﬁt local optimum does not provide
signiﬁcant information about the location of a global optimum.
WALKSAT improves on GSAT by making the search more stochastic. This seems to allow
WALKSAT to discover ﬁtter local optima with larger basins of attraction. Finally, we can take
advantage of the correlation between ﬁt conﬁgurations. This correlation follows from the fact
that the average ﬁtness around any conﬁguration will change slowly with the distance from that
conﬁguration. We can use this to make large, beneﬁcial hops across the search space by moving
to the closest conﬁguration to a set of ﬁt solutions. This averaging is a rather crude way to hop
over the search space, and there may well be better ways to exploit knowledge of the average
large-scale structure.Chapter 3
Graph Colouring
The ﬁtness landscape of the Graph-Colouring problem is studied in this chapter. We start
with deﬁning the problem, the local search operators and then we move to studying different
properties of the ﬁtness landscape.
3.1 Problem Deﬁnition
In this section, we describe the graph-colouring problem and the way we generate the problem
instances. We ﬁnish this section with a discussion about the local-search algorithm we use to
ﬁnd the local optima, and the way we distinguish different local optima from one another.
The graph-colouring problem is a combinatorial optimisation problem which belongs to the
class of NP-Hard problems. Given an undirected graph G(V ;E), with a vertex (node) set V
and edge set E, and k different colours, the graph-colouring problem is deﬁned as ﬁnding a
colouring of the vertices to minimise the number of edges whose vertices share the same colour.
We denote a conﬁguration of the graph-colouring problem with k colours as a vector x x x of size
n = jV j, with elements xi 2 f1; 2; :::; kg representing the colour of the i-th node. The cost of
a conﬁguration x x x is deﬁned as the number of colour conﬂicts in the graph, i.e., the number of
edges whose vertices have identical colours. That is,
c(G;x x x) = å
(i;j)2E
Jxi = xjK;
where JpredicateK denotes the indicator function that is equal to 1 if the predicate is true and 0
otherwise. The chromatic number, c(G) of a graph, G, is deﬁned to be the smallest number of
colours k such that a conﬁguration exists that has no colour conﬂicts (i.e., a cost of zero).
The graph-colouring problem is usually posed in three different ways.
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1. Given a graph G, ﬁnd the chromatic number of the graph c(G), which belongs to the class
of NP-Hard problems.
2. Given a graph G and k different colours, deciding if the graph is colourable with these
colours. This problem belongs to the class of NP-Complete problems.
3. Given a graph G and k ﬁnding the solution x x x that has the minimum cost. This problem
belongs to the class of NP-Hard problems.
Our interest will focus on this ﬁnal viewpoint.
In this research we will concentrate on instances drawn from the ensemble of random graphs
G(n;p), consisting of graphs with n vertices where each edge is drawn with a probability p. In
particular we focus on the case p = 0:5, so that the graphs are dense in the sense that typically
the number of edges is of order n2. For these instances we study the properties both as a function
of the number of vertices n and as a function of the number of colours k.
3.2 Colour Symmetry and Distance Measures
An important feature of the graph-colouring is that if we permute all the colours, then the cost is
unchanged. As there are k! permutations of the colours, there is a k!-fold symmetry in the search
space. Graph-colouring can also be viewed as a partitioning problem, where we try to partition
the vertices into k partitions so as to minimise the number of edges with vertices in the same
partition. In this partition view of the problem we eliminate the k! symmetry of the problem.
Although it is more logical to view graph-colouring as a partitioning problem, most algorithms
treat the problem as a colouring problem. This reﬂects the fact that partitions are difﬁcult to treat
(e.g. it is non-trivial to determine whether two partitions are identical). In this research, we have
tried to accommodate both views of the problem: either as a colouring problem with a k!-fold
symmetry or as a partition problem.
As a consequence of these two views of the problem we consider two distance measures between
conﬁgurations. The ﬁrst is the Hamming distance deﬁned as,
Dh(x x x;y y y) =
n
å
i=1
Jxi 6= yiK: (3.1)
The second measure is a measure of the ‘partition distance’ deﬁned as,
Dp(x x x;y y y) = min
p Dh(x x x;py y y); (3.2)
where p() is a permutation operator that permutes the colours. The minimisation is over all
possible permutations of the k colours. The partition distance measures the smallest number of
reallocations of partition membership to make the partition represented by x x x into the partitionChapter 3 Graph Colouring 37
represented by y y y. When the Hamming distance is small, it is often the same as the partition
distance. In practice, we can compute the partition distance in O(k3) by representing the colour
matching as a linear assignment problem and using the Hungarian algorithm (Glass and Pr¨ ugel-
Bennett, 2005).
It is useful to understand the distribution of distances between random conﬁgurations. Note
that this property depends only on the number of vertices, n, and number of colours, k, but is
otherwise independent of the problem instances. For two randomly generated conﬁgurations the
probability that the Hamming distance is equal to h is given by a binomial distribution,
P(Dh(x x x;y y y) = h) =

n
h

1 
1
k
h
1
k
n h
;
so that the expected Hamming distance between randomly chosen conﬁgurations is,
E(Dh(x x x;y y y)) = n

1 
1
k

:
We are not aware of an analytic formula for the probability distribution of partition distances
between randomly drawn conﬁgurations. In Figure 3.1-b we show the probability distribution of
distances between randomly chosen pairs of conﬁgurations. The partition distance is measured
empirically by sampling.
The average partition distances between the solutions in the search space for different values of
n and k are shown in Figure 3.1-b. In this Figure, the horizontal axis is k and the vertical axis is
the expected partition distance divided by n. Note that the partition distance can be viewed as
the minimum distance between a conﬁguration x x x and a set of conﬁgurations p(y y y). The average
partition distance is a result of two competing effects. As we increase k the average Hamming
distance between random conﬁgurations increases as n(1 1=k). As a consequence initially
the average partition distance increases. However, as k increases, the size of the permutation
symmetry increases as k!; thus the likelihood of there being a closer conﬁguration in the set
of permuted conﬁgurations increases. As a result, the average partition distance begins to fall
again. We can obtain very similar qualitative behaviour by considering the expected minimum
Hamming distance between a conﬁguration and a set of k! random conﬁgurations.
3.3 Chromatic Number
The chromatic number of a graph is the smallest number of colours needed to colour the graph
with no colour conﬂicts (i.e., there exists a zero-cost colouring). Random graphs drawn from the
ensemble G(n;p) can have different chromatic numbers; however, it is found that the chromatic
number tends to be highly concentrated. This is illustrated in Figure 3.2-a, where we show the
proportion of graphs that are colourable with k, for graphs drawn from G(n;p) with n = 10, 50
and 100. These results were found empirically, by randomly drawing samples and repeatedly40 Chapter 3 Graph Colouring
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FIGURE 3.3: Lower-bound on the chromatic number for graphs drawn from G(n;0:5). Also
shown are the best-colourings found by a state-of-the-art heuristic algorithm.
3.4 Methodology
As discussed in section 3.2, a feature of graph-colouring is that a permutation of the colour
labels leads to the same partitioning of the vertices and thus has an identical cost. Thus with k
colours there is a k!-fold permutation symmetry. In our analysis of local optima we will treat all
conﬁgurations that lead to the same partitioning as equivalent. In practice, we accomplish this
by permuting the colours in a solution to a canonical form (which is easily achieved by making
the colour of vertex 1 equal to the ﬁrst colour, then the next vertex that is coloured differently
from vertex 1 we assign the second colour, etc.). Rather than store all the conﬁgurations for
a partition, we just store the least conﬁguration according to some ordering. This allows us to
quickly check if we have visited a local optimum previously.
3.5 Landscape Analysis
In this section we study some properties of the ﬁtness landscape of the graph-colouring problem,
and show the effect of the size of the problem on the properties of the landscape.
3.5.1 Density of Conﬁgurations
We start by considering the density of conﬁgurations as a function of the cost. We also give
formulae for the cumulants, which, as far as we know, have not been given elsewhere.
The expected cost of a graph, G with k colours is given by,
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of the deviation from a normal distribution. To make these measures invariant of the cost scale,
it is common to scale the n-th cumulant by K
n=2
2 (rescaling the cost would leave these scaled
cumulants unchanged). The scaled third and fourth cumulants are known as the skewness and
kurtosis,
g1 =
K3
K
3=2
2
; g2 =
K4
K2
2
:
The skewness measures the asymmetry in the tails of a distribution, with a positive skewness
indicating a longer tail on the right of the distribution and a negative skewness a longer tail on
the left of the distribution. A positive kurtosis indicates that the tails are more pronounced than
a Gaussian and a negative kurtosis indicates less probability mass in the tails.
To compute the cumulants we note that we can write the cost of a conﬁguration (colouring) x x x
for a graph G minus the average cost as,
c(G;x x x)  ¯ c(G) = å
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whereS(i;j) =Jxi = xjK 1=k. OnaveragingoverallcolouringsweﬁndE(Se)=0. Furthermore,
if we have a set of edges, F  E, such that there exists a vertex that belongs to one and only
one edge in F, then E(Pe2FSe) = 0. Thus, the variances in the cost for a graph G are given by,
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We can straightforwardly evaluate E
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where we have used the fact that because Jxi = xjK 2 f0;1g then Jxi = xjK
2 = Jxi = xjK. Thus,
the variance is given by K2 = jEj(k 1)=k2. For a graph drawn from the ensemble G(n;p), the
expected number of edges is pn(n 1)=2. Thus, the expected variances for a graph drawn from
G(n;p) is,
K2 =
pn(n 1)(k 1)
2k2 :44 Chapter 3 Graph Colouring
where x x x(t) is the conﬁguration at step t of a random walk, and K2(G) is the variance in the cost
for random conﬁgurations of the problem instance, G. As each step is chosen independently, the
correlation is reduced by the same factor at each step so that,
R(t) = R(1)t = e t=l;
where l =  1=ln(R(1)) is the correlation length. We suppose that in one step we change the
colouring of vertex i from xi to x0
i. Denoting the neighbours of vertex i by Ni = fjj(i; j) 2 Eg
then,
R(1) =
1
K2(G)
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where we have separated out the term that differs from K2(G),
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Using the properties of indicator functions,
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and also that on average jNij is equal to, 2jEj=n we ﬁnd
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(recall that K2(G) = jEj(k 1)=k2). Subsequently the correlation length is approximately equal
to n(1 1=k)=2. The correlation length thus grows linearly with n and is smaller for smaller
k. Larger problems thus appear smoother, although this just reﬂects the fact that changing the
colour of a single vertex has a smaller relative change on the cost.
3.5.4 Time to Local Optimum
Having described the average behaviour of conﬁgurations, we now move on to study properties
of local and global optima. Our analysis begins by studying the time taken by the local-search
algorithm to reach a local optimum. First we will study the relationship between the time to
reach a local optimum and the number of colours. There is a strong relationship between the
number of steps taken by a local search algorithm to reach a local optimum and the number of
colours. This relationship is illustrated in Figure 3.6-a, where the mean of the steps needed to
reach a local optimum is shown plotted against k, for n = 30, 40, 50 and k = 1; :::; 40. The
curves consist of a phase-transition and three major parts, ‘A’, ‘B’ and ‘C’ (See Figure 3.7-a).
In the ﬁrst part, for k = 2 up to k = 9 there is a rapid increase in the number of steps to a46 Chapter 3 Graph Colouring
TABLE 3.1: Time to local optima as a function of k for different n. The results are averaged
over 100 instances each 104 hill-climbs.
n TA TB TC
30 2.84 e0:77k µ k 16:08 µ k 0:62
40 5.53 e0:62k µ k 11:80 µ k 0:61
50 8.14 e0:55k µ k 12:94 µ k 0:60
60 10.72 e0:50k µ k 14:56 µ k 0:59
70 13.94 e0:46k µ k 14:42 µ k 0:59
80 14.77 e0:46k µ k 18:76 µ k 0:57
90 15.73 e0:46k µ k 20:31 µ k 0:54
local optima decays as a factor of kg, where g < 0 is the gradient of the ﬁtting line. The ﬁtting
curve for part ‘B’ is T µ k 14:76 and for the part ‘C’ is T µ k 0:62.
The same experiment is performed on different sizes of the problem and the formulae describing
the behaviour of the time to local optima as a function of k are summarised in Table 3.1. For
the part ‘A’ (k up to the chromatic number), as n grows, the rate of growth reduces, although
the constant increases so that for a ﬁxed k, the expected number of steps to reach a minimum
increases slowly with n in this regime. However, as the chromatic number increases with n,
the expected number of steps to reach a minimum increases substantially with n for k at the
chromatic number. The interesting behaviour of the part ‘B’ is that for n = 30 up to 100, it
covers just 3 or 4 numbers of colours, i.e., k = c(n) to k = c(n)+3. This is why in Table 3.1 the
decay rate of the time to local optima grows with the system size; for bigger n it has to fall off
from a larger number within just three or four steps. In part ‘C’ the decay rate decreases with
the system size.
The time to local optima also depends on the system size, n. Figure 3.7-b shows the mean and
median time to reach a local optimum versus the problem size n for k = 4. The graph indicates
that below the phase-transition, the time apparently increases linearly with n. The best straight
line ﬁt to the data are also shown in this Figure. The same method is used to ﬁnd the time to local
optima as a function of n for different k, and the results are shown in Table 3.2. The Table is
divided into three parts, below the chromatic number, where the number of steps grows linearly
with n, at the chromatic number, where it grows exponentially with n, and above the chromatic
number, where the time grows polynomially with n. Using this extrapolation, the mean time a
local-search algorithm takes to reach a local optimum for a problem with size of n = 1000, and
k = 4 is 1130. Although some caution is needed in extrapolating from small instances to large
instances, nevertheless, for a small number of colours a local-search algorithm does not need
much time to ﬁnd a local optimum.
As we saw, the time to reach a local optimum depends on both the size of the system and the
number of colours. In Figure 3.8, the log time to local optima is plotted against k and n. The
three regions are seen in this ﬁgure, and the relationship between the size of the system and the
time to local optima is different in each region. Note that at the phase transition on a logarithmicChapter 3 Graph Colouring 49
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FIGURE 3.10: Logarithm of the histogram of the number of steps to reach the local optima for
a particular instance for k = 5 and n = 100. The data are collected on 105 hill-climbs.
becomes harder to ﬁnd a colour for a vertex that does not produce a colour conﬂict. Around the
phase-transition we would expect that we can (at least, after some search) ﬁnd a colouring for
mostverticeswithlocalcolourcostzero. Furthermore, therearelikelytobemultiplealternatives
for some fraction of the vertices leading to an exponentially large connected set at the same cost.
As we cannot stop our search unless we have found a conﬁguration of cost 0, our search is likely
to take exponentially longer to exhaustively search all neighbours at a low cost.
For a smaller number of colours (e.g. k1 in Figure 3.9), it becomes unlikely that we can ﬁnd
a colour for most vertices with no conﬂicting edges. Thus, a local search algorithm will ﬁnd a
colour such that the probability of the cost, P(ci), is very small. Because of this, it is unlikely
for there to be alternative colours with the same cost ci. (This is in direct contrast to the case for
large k. In that case, many vertices will have a local colour cost of 0 and because it is impossible
to have a lower local colour cost, there are likely to be many neighbouring conﬁgurations with
zero local colour cost at the same vertices.) Thus, in this regime the optima tend to be relatively
small, and the time to reach the local optima short, as the search does not spend a long time on a
plateau. However, as we will see, another difﬁculty arises for these instances; that is, there tends
to be an exponential number of local optima.
As observed in Figure 3.6-a, the mean time to reach a local optimum is higher than the median,
indicating that the distribution of steps to reach a local optimum has a long tail. Up to the
phase-transition, the gap between the mean and the median increases as k grows, meaning that
for larger k, the tail of the distribution becomes longer. Figure 3.10 shows the distribution of
times to reach a local optimum plotted on a semi-log scale to show the rare events. These
data were gathered on a particular randomly constructed problem instance. The data show that
occasionally it takes a very long time for a hill-climbing algorithm to reach a local optimum.
The analysis presented so far does not show the size of the plateaus and the height of the cliffs
the algorithm sees at each stage of the search process. In order to study this, a record of the steps50 Chapter 3 Graph Colouring
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FIGURE 3.11: a) The record of the steps taken by the local-search algorithm to get to the most
visited global optimum, for ﬁve different search processes starting from random conﬁgurations.
The cost of the conﬁgurations at each step is represented against the number of steps plotted
on a logarithmic scale. The size of the problem is n = 50 and the number of colours is k = 5.
b) The density plot of the record of the steps taken by the local search algorithm to get to the
local optima for 105 different search process, starting from random conﬁgurations. The cost
of the conﬁgurations at each step is represented against the natural logarithm number of steps.
The size of the problem is n = 50 and the number of colours is k = 5.
taken by the local-search algorithm to get to the most visited global optimum, for ﬁve different
descents from random conﬁgurations, for n = 50 and k = 5, is shown in Figure 3.11-a. The
graph shows the cost of the solutions at each step against the natural logarithm of the number
of steps. We observe that the shape of the landscape changes as the local-search algorithm gets
closer to the local optima. At the beginning, when the search algorithm starts from a random
conﬁguration, the algorithm easily ﬁnds a lower cost neighbour. Furthermore, the algorithm
initially makes a large improvement in cost at each step (note that the algorithm always chooses
the best neighbour to move to). However, as the search progresses, not only does the probability
of ﬁnding a better conﬁguration decrease, but the improvement in cost also decreases. Note
that we stop the local-search algorithm when it reaches a local optimum. Thus, the number of
steps the algorithm takes on a local optimum to make sure it has reached one, is not counted in
Figure 3.11-a.
In order to show the general behaviour of the record of the steps to reach a local optimum,
a density graph of the record of the steps taken by the local-search algorithm to get to the
local optima, for 105 different search process starting from random conﬁgurations, is shown in
Figure 3.11-b. The horizontal axis shows the natural logarithm of the number of steps to reach
a local optimum. Most runs reach a local optimum in 30 to 100 steps, but in some rare cases it
takes many more steps to get to local optima. Although showing different behaviour for different
search processes, all the descents show similar shape. At the beginning of the search, it is easy
to ﬁnd a better solution, but getting closer to the local optima, the probability of a neighbour
being better becomes exponentially smaller.
The graph can be divided in two different parts. In the ﬁrst part all the runs make steady
progress, althoughtheprobabilityofanimprovingmovedecreasesexponentiallyastheoptimum
is approached. The second part (starting after around 50 steps in this case) is due to a smallChapter 3 Graph Colouring 51
number of runs, where a very large plateau is reached with a cost just above the optimum. When
this happens, it can take over an order of magnitude longer to search this plateau and ﬁnd the
optimum.
The time it takes to ﬁnd a local optimum can be a problem when the number of colours is close
to the chromatic number. Another feature, however, which makes graph-colouring hard for local
search is the sheer number of local optima. This is a problem both around the chromatic number
and in the over-constrained region (when k is below the chromatic number). We explore this
next.
3.5.5 Number of Local Optima
To ﬁnd the number of local optima in the landscape we use the exhaustive local-search algorithm
and store the local optimum it returns. As mentioned earlier, we treat every local optimum
obtainedbypermutingthecoloursasasinglelocaloptimum. Thereforebecauseofthesymmetry
in the landscape, there are k! colour permutations of a local optimum. Before storing the local
optima we break the symmetry; thus there are in fact k! times more local optima in the colour
space than reported.
The mean, minimum and maximum number of times the local optima at certain cost were found
for a particular problem instance with n = 50 and k = 7 are shown in Figure 3.12. Of course
there are likely to be local optima that we have not found. However, note that for costs smaller
than 12, we have visited each local optimum at least 30 times. If any local optima exist with
a cost less than 12 that we have not observed, then they would appear to have unusually small
basins of attraction.
Fitting the data for the mean count of the local optima at each cost level in Figure 3.12 to a
straight line gives a way to estimate the probability of ﬁnding a local optima. For the case of
Figure 3.12, where n = 50 and k = 7, the gradient of the ﬁtting line on the data for cost c = 10,
..., 14, is-0.67, whichsuggeststhattheprobabilityofgettingtoaparticularlocaloptimumatthe
cost c, decays exponentially as Pv(c) µ 10 0:67c. (Note that because there are many more local
minima at high cost, this does not imply that the search is likely to reach the global optimum).
We can give no strong justiﬁcation for believing that this exponential decay should continue for
high costs, although it seems to be a fairly good approximation at low cost for every instance we
have examined.
A faster decay rate means that the inferior local optima have much smaller basins of attraction
and the local-search algorithm has a better chance of reaching a ﬁt local optimum. The decay
rate of the probability of ﬁnding a local optimum at cost c for different sizes of the problem
and different number of colours is summarised in Table 3.3. The data are averaged over 100
problem instances and 105 number of hill climbs. Due to practical reasons, we have made the
data for k up to the chromatic number. The data suggest a linear relationship between the decay
rate with both the system size and the number of colours. As the system size grows the decay52 Chapter 3 Graph Colouring
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FIGURE 3.12: Logarithm of the number of times local optima at certain cost are hit in an
experiment with 107 hill-climbs for a particular randomly drawn instance with n = 50 and
k = 7.
TABLE 3.3: Probability of ﬁnding global optima at cost c as a function of n for different values
of k is equal to 10 xc, where x for different values of n and k are shown in the table.
k=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10 k=11 k=12
n=20 0:27 0:49 0:69 - - - - - - - -
n=30 0:24 0:42 0:60 0:68 - - - - - - -
n=40 0:24 0:33 0:44 0:56 0:72 0:80 - - - - -
n=50 0:21 0:30 0:40 0:48 0:54 0:67 0:72 - - - -
n=60 0:22 0:30 0:35 0:40 0:44 0:53 0:55 0:56 - - -
n=70 0:20 0:26 0:31 0:34 0:39 0:41 0:44 0:47 0:40 - -
n=80 0:22 0:26 0:28 0:31 0:33 0:33 0:31 0:30 0:30 0:37 -
n=90 0:21 0:23 0:24 0:20 0:22 0:21 0:20 0:17 0:17 0:13 0:10
n=100 0:21 0:24 0:25 0:18 0:14 0:13 0:12 0:11 0:08 0:08 0:07
rate decreases linearly. This implies that as the system size grows, the probability of a local-
search algorithm getting to a ﬁtter local optimum shrinks exponentially. For larger systems, an
inferior local optimum has relatively greater chance of being found. In the case of the number
of colours, there is a positive linear relationship between k and the decay rate. As the number of
colours increases, the chance of the local-search algorithm ﬁnding a particular ﬁt local optimum
increases. Interestingly, such behaviour is seen for n up to 80; however, for larger systems, an
increase to the number of colours leads to a decrease in the decay rate. This means that for
larger systems, as we get closer to the chromatic number, a local search algorithm has a smaller
chance of ﬁnding a ﬁt local optimum.
The relationship between the size of the problem and number of local optima is shown in
Figure 3.13-a, where the logarithm of the number of observed local optima divided by
p
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plotted versus the cost divided by the average cost, ¯ c = jEj=k. The results are averaged over
100 instances of size 30, 45, 60 and 75. We have performed 105 hill-climbs to ﬁnd the local
optima. For n=60 and n=75 we signiﬁcantly underestimate the actual number of local optima
at higher costs (inferior local optima). Since the number of colours for all the problem sizes is
taken to be k =5, as n grows, the cost grows and the graphs are shifted to the right. Furthermore,
the plot shows that this curve is roughly similar for different n. This indicates that the number
of local optima grows approximately exponentially with the square root of the number of the
vertices.
The number of local optima also depends on the number of colours. This is shown in Fig-
ure 3.13-b, where the mean number of local optima found in 105 hill-climbs, averaged over 100
instances is plotted against k. Since the time to reach a local optimum grows very rapidly close
to the chromatic number (see section 6.2.1), it is difﬁcult to count the number of local optima for
large k. In Figure 3.13-b, we could make the data for k up to 8. The reason that such a limitation
for the number of colours did not exist in counting the number of steps to local optima but exists
in ﬁnding the number of local optima is that in ﬁnding the number of steps we can stop the
search process as soon as we reach a solution with cost zero (a solution with the cost zero is
clearly at a global optimum). In counting the number of local optima we have to explore all the
solutions on the local optima to be able to label the optima. For k slightly above the chromatic
number, the number of solutions on the local optima is huge, such that it is impossible to store
all of them.
The relationship between the number of local optima and k is more complicated than its rela-
tionship with n. At ﬁrst as k grows the number of local optima increases, but then it starts to
gradually fall off. Although for k greater than a particular number, the number of local optima
does not increase, that does not mean that ﬁnding a global optimum does not become harder for
bigger k. Note that in Figure 3.13-b we count all local optima that are equivalent up to a colour
permutation as a single optimum. The total number of Hamming optima is thus k! greater than
that shown in the Figure. We also observe that, although the number of local optima may not
increase (from the point of view of partition distance), up to the chromatic number, the number
of steps needed to reach a local optimum increases exponentially, making it harder to ﬁnd them.
Figure 3.14 shows the proportion of local optima at a particular cost, and the probability of
ﬁnding a local optimum with the local-search algorithm for a particular problem instance with
n = 50 and k = 5. Note that Figure 3.14 shows the empirically measured proportion of local
optima at each cost level, and thus underestimates the true proportion of local optima at high
cost.
3.5.6 Reaching the Global Optima
We showed for the MAX-SAT problem that the gap between the expected cost found and the
cost of the globally optimal solutions grows with the system size, n. This is also the case for theChapter 3 Graph Colouring 55
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FIGURE 3.15: a) Plot of the expected minimum cost and the average cost found by local-search
algorithm versus 1=
p
n for k = 5. The number of hill-climbs is 105 on 500 randomly generated
instances. b) Plot of the variance of cmin=¯ c found by local search algorithm. The number of
hill-climbs is 105 on 500 randomly generated instances.
For a ﬁxed instance, the cost of the optima found by the exhaustive search algorithm ﬂuctuates
on every run. Figure 3.15-b shows the variance in the cost found by different runs of local
search divided by ¯ c, plotted against 1=n (although the data are consistent with a straight line
ﬁt, we know that the variance cannot become negative, so must fall off somewhat slower for
large n). Since the gap between global minimum cost and the cost found by local search does
not decrease with n, then as n grows, ﬁnding a global optimum becomes more and more unlikely.
The gap between the expected cost and the cost of the global optima also depends on the number
of colours, k. Figure 3.16-a shows the expected cost and the minimum cost of the local optima
for n = 50, plotted against
p
k. Based on the scaling, it is clear that as the number of colours
grows, the gap shrinks. It is easy to understand why this happens: the greater number of colours
means that, on average, the local optima have smaller costs.
In Figure 3.16-b, the logarithm of the probability of ﬁnding a global optimum for k = 5 is
plotted against n. The straight line ﬁt is consistent with the hypothesis that ﬁnding a global
optimum using the local-search algorithm becomes exponentially unlikely as the system size
grows. Using the straight line ﬁt in Figure 3.16-a to extrapolate to large n, the probability
of the local-search algorithm ﬁnding a global optimum for an instance of size 1000 would be
1:2410 36. Employing the same method used in Figure 3.16-b, the probability of ﬁnding the
global optima as a function of n is found for different k, and is presented in Table 3.4. The
data show that for all the values of k, the chance of the local-search algorithms ﬁnding a global
optimum decreases exponentially. Interestingly, the decay rate grows for larger k.
3.5.7 Number of Global Optima
Figure 3.17-a shows a histogram of the number of global optima for 10000 random graph-
colouring instances drawn from G(50;1=2) and k = 5. We observe that there is quite a large
spread (from instance to instance) in the number of global optima.Chapter 3 Graph Colouring 57
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FIGURE 3.17: a) Histogram of the number of global optima for 10000 random Graph-
Colouring instances with n = 50 and k = 5. b) Histogram of the number of conﬁgurations
at the global optima for 10000 random Graph-Colouring problem instances with n = 50 and
k = 5.
The size of the global optima also varies. Figure 3.17-b shows the histogram of the number
of conﬁgurations at each global optimum for n = 50 and k = 5 for 10000 randomly generated
problem instances. The data are consistent with the number of local optima being distributed
according to a geometric distribution,
P(ng) = (1  p)png 1;
with p  0:75.
The expected number of conﬁgurations in a global optimum is shown as a function of k and n
in Table 3.6. This does not seem to change substantially with the number of vertices, n, but it
increases with k. This is not surprising, as when we increase k, we move towards the phase-
transition, where the sizes of all minima increase substantially. We are unable to measure the
size of the global optima at or beyond the phase-transition as the number of states becomes too
large.
TABLE 3.6: Expected number of conﬁgurations in global optima for different n and k averaged
over 100 problem instances.
k n =
20
n =
30
n =
40
n =
50
n =
60
2 1.60 1.51 1.73 1.63 1.68
3 2.69 2.32 2.25 2.10 1.89
4 5.39 3.54 2.74 3.65 3.08
5 17.38 5.56 4.39 4.37 4.89
6 - 9.26 6.70 4.90 5.41
7 - - 8.88 7.73 7.78
8 - - - 9.34 8.4758 Chapter 3 Graph Colouring
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FIGURE 3.18: Histogram of the Hamming distances and Partition distances between the global
optima for 10000 random Graph-Colouring problem instances with n = 50 and k = 5.
Another important property of the ﬁtness landscape of the Graph-Colouring problem is the
distance between the global optima, which shows how the global optima are correlated. Fig-
ure 3.18 shows the histogram of the distances between global optima, averaged over 10000
instances for n = 50 and k = 5, both in partition and Hamming space. For these parameters the
expected Hamming distance between random conﬁgurations is 40, and the expected partition
distance between random conﬁguration is around 33. We see that the distances between global
optima are widely distributed. Although there is a tendency for globally optimal solutions to be
more correlated (in terms of partition distance) than random solutions, there exist cases where
global solutions are very different from each other. Note that a ﬁt solution is achieved through
a choice of variables such that fewer than average constraints are violated. Because of the non-
linear interactions between variables, this can be achieved in many different ways. The fact that
the instances are drawn at random means that there are no strong statistical differences in the
neighbourhood of the vertices. Thus it is not too surprising that there exist very different ways
to obtain ﬁt conﬁgurations. A consequence of the fact that there can be very ﬁt conﬁgurations
that lie a long way apart is that the position of the global optimum can be very sensitive to the
exact distribution of edges. That is, by adding and removing an edge, the position of the global
optimum can change to a completely different part of the search space. This makes it very
challenging for a heuristic search algorithm to ﬁnd a globally optimal conﬁguration.
As we showed in Table 3.6, the number of conﬁgurations at the global optima increases as the
number of colours grows. But one question that remains, however, is: what is the maximum
distance between these conﬁgurations? Are they gathered together, or do they cover a wide
Hamming region in the search space? Figure 3.19-a shows the mean Hamming and partition
diameter of the global optima as a function of n for different number of colours. The Hamming
or partition diameter of a local optimum is deﬁned as the maximum Hamming or partition
distance between every pair of conﬁgurations in the local optimum. It is clear in the Figure
that the diameter of the global optima increases linearly with the system size. In HammingChapter 3 Graph Colouring 61
tend to be ﬁt. This property is also reﬂected in Figure 3.11-b, where the density plot of the
record of the steps to local optima is represented. Close to the optima, there are huge plateaux
where any improving neighbour is likely to improve the cost by at most 1, meaning that close
to a local optimum, there are typically a large number of conﬁgurations having a similar cost to
the local optimum.
3.6.1 Expected Cost in Hamming Sphere
In Figure 3.21-a, the expected cost of a conﬁguration in a Hamming sphere of radius h from a
global optimum is shown. The quantitative shape of the curve is quite similar for different n,
although the standard deviation is of order n2.
The expected cost of a conﬁguration in a Hamming sphere of radius h around a conﬁguration h
is equal to,
ch(x x x) =
1
jHh(x x x)j å
x x x02Hh(x x x)
å
(i;j)2E
q
x0
i = x0
j
y
;
where Hh(x x x) is the set of conﬁguration at a Hamming distance h from x x x. We can compute a
good approximation to this by assuming that we independently mutate a vertex colour with a
probability h=n. There are then three types of edges we have to consider.
1. Those edges where colour at the two vertices are unchanged (i.e., x0
i = xi and x0
j = xj),
which occur with a probability (1 h=n)2. In this case, the cost of the edges is the same
as the cost of the initial conﬁguration. c(x x x).
2. Those edges where the colour of one vertex is changed, which occurs with a probability
2(1 h=n)h=n. In this case, there is a probability of 1=(k 1) of an edge that was not a
colour conﬂict becoming a colour conﬂict.
3. Finally, there are those edges where the colour of both edges are changed, which occurs
with a probability (h=n)2. In the case, if the edge was in conﬂict, there is a probability
of 1=(k 1) that the edge remains a conﬂict. If, on the other hand, the edge was not in
conﬂict, there is a probability (k 2)=(k 1)2 that the edge becomes a conﬂicting edge.
Taking these three types of edges into account we ﬁnd,
ch(x x x) =

1 
h
n
2
c(x x x)+2
h
n

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h
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
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at least be close to, different local optima. One scenario where we might believe the ﬁtness
distance correlation can be exploited is in a hybrid generational genetic algorithm. In each
generation we apply local search, selection and crossover. The local search will ﬁnd good
solutions (presumably near to local optima). As ﬁtter solutions are closer (in partition distance)
to global optima, this will move the population towards a global optimum. However, since there
are an enormous number of local optima, the local search algorithms are unlikely to actually
ﬁnd the global optimum and will tend to get stuck. In selection we choose the ﬁtter solutions,
which should reduce the average distance to a global optimum because of the ﬁtness-distance
correlation. It does this at the expense of losing diversity. We then perform crossover, which
helps restore diversity. Hopefully, the crossover will not (substantially) increase the distance to
a global optimum, but it reinvigorates the search by moving the members of the population to
a new part of search space away from a local optimum. Thus at the end of each generation, we
should be closer to a global optimum than in the previous generation. As we lose diversity, due
to selection, the search can “run out of steam” before it reaches a global optimum, although this
can be mitigated to some extent, for example, by increasing the population size.
A critical part of the argument for the success of such a hybrid algorithm is that crossover
does not substantially increase the distance to a global optimum. In most problems that are
represented by strings, this is guaranteed by simple crossovers such as uniform crossover, or
q-point crossover, provided that ﬁnal population has essentially the same set of genetic variables
after crossover (i.e., crossover just shufﬂes the variables between individuals). In this case, the
average Hamming distance to any point in the search space is unchanged by crossover. However,
in problems such as Graph-Colouring where there is an explicit symmetry, it is not sufﬁcient that
the average Hamming distance is unchanged, as there is no correlation between ﬁtness and the
Hamming distance. As a consequence, it has been long known that using a genetic algorithm
with a traditional crossover operator is inefﬁcient for Graph-Colouring. What we require is a
crossover operator that minimises the change in the partition distance. Such an operator was
proposed by Galinier and Hao (1999) over 10 years ago. Using a hybrid GA with this operator,
Galinier and Hao obtained substantially better results on a large set of standard benchmark
problems including large dense random problem. To the best of our knowledge, since then no
new algorithm has been proposed with better performance on these standard benchmarks.
The description given above of how a hybrid genetic algorithm works appears plausible, but
needs testing. We have attempted to do this by measuring the partition distance at each stage
of a hybrid genetic algorithm using the Galinier and Hao crossover operator. In Figure 3.25
we show the minimum partition distance to the closest global minimum and the cost after local
search, “L”, selection, “S” and crossover “C” for an instance from G(100;1=2) with k = 3. The
results are averaged over 100 runs. Initially, the local search reduces the partition distance to a
globally optimal conﬁguration, but later on in the run, selection has a very signiﬁcant inﬂuence
in reducing this distance. Crossover signiﬁcantly increases the average cost of the solution, but
only increases the partition distance slightly. Local search rapidly repairs the damage caused by68 Chapter 3 Graph Colouring
have a much higher cost than their parents. Nevertheless, the children tend to be in the basins
of attraction of local optima with a similar cost to their parents. As a consequence, on running a
local search algorithm, the child very rapidly reach the cost similar to their parents.Chapter 4
Travelling Salesman Problem
In this chapter we study the landscape the Travelling Salesman Problem (TSP). The TSP is
arguably the most famous combinatorial optimisation problem. The classic description of the
problem is that you are given a list of cities and the distances between every pair of them.
The task is to ﬁnd the shortest tour that visits each city exactly once. Despite its deceptively
simple description it is surprisingly difﬁcult to solve. In general it is NP-hard, although for some
problem types such as Euclidean TSP there is a polynomial time approximation scheme (Arora,
1998). In this research we investigate 11 different types of instances, many inspired by real
world problems. The categories we have chosen have been studied in other papers (Rardin
et al., 1993; Cirasella et al., 2001).
4.1 Problem Types
There are different ways of representing the TSP problem mathematically. One method is in
terms of ﬁnding a bijection from each city to the successor city s : f1; 2; :::; ng ! f1; 2; :::; ng
which minimises the total tour distance
c(s) =
n
å
i=1
Mis(i) =
n
å
i;j=1
MijJj = s(i)K
where Mij is the “distance” between cities i and j and JpredicateK is an indicator function. For
a legal tour we require s(i) 6= i. We consider 11 different problem types, which differ in the
construction on the distance matrix M. The only common assumption is that the distances, Mij,
are not negative.
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4.1.1 Random Asymmetric Matrices
In this problem the distance between the cities is chosen randomly,
Mij = Rand(0;106); for i; j = 1:::n; (4.1)
where Rand(A;B) is a uniform random number generator that generates integer deviates, Mij,
where A  Mij < B. Although this set of problems does not belong to the real world problems,
many of the algorithm designer use this type as a challenge to their algorithms. We refer to this
set of problems as the Random problems.
4.1.2 Random Asymmetric Matrices Closed Under Shortest Paths
The previous set of problems lacks the correlation between the distances, making this set an
unrealistic problem type. Taking the random problems made through the previous method and
closing them under shortest path computation make a more realistic set of problem. A matrix M
is closed under shortest path if and only if,
8i; j;k; Mij  Mik+Mkj: (4.2)
That is, the “distances” satisfy the triangular inequality. Closing a random matrix can easily be
performed by applying the following operator on all the values in the matrix,
8i; j;k; if Mij > Mik+Mkj then Mij   Mik+Mkj: (4.3)
This process is applied until all the values in the matrix satisfy the equation 4.2. We refer to this
set of problems as the Random C problems.
4.1.3 Random Symmetric Matrices
This class of problems is like the Random problem, except the problem matrix is symmetric
here,
8i; j; Mij = Mji: (4.4)
We refer to this set of problems as the Random S problems.
4.1.4 Random Symmetric Matrices Closed Under Shortest Paths
In this set of problems, the matrices are both Closed and Symmetric. We refer to this set of
problems as Random SC problems. In this case, our distances between cities form a proper
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4.1.5 Random Two-Dimensional Rectilinear Problems
Inthissetofproblems, thecitiesareuniformlydistributedina106 by106 squareandthedistance
between the cities is computed based on the rectilinear metric,
Mij = jxi xjj+jyi yjj; (4.5)
where (xi;yi) shows the coordinates of the i-th city. We refer to this set of problems as the
Rectilinear problems.
4.1.6 Tilted Drilling Machine Instances with Additive Norm
This set of the problems are motivated by considering a the cost of driving an idealised drilling
machine. The task is to drill a collection of holes on a tilted surface where the drill is moved by
two motors. The ﬁrst motor moves the drill in the x-coordinate and the second motor moves it in
the y-coordinate. Because of the drill weight, the second motor needs less energy when moving
the drill down, than moving it up. The problem generator places the holes uniformly in a 106 by
106 square and has three parameters, ux is a coefﬁcient which shows how much energy the ﬁrst
motor needs to move the drill one unit in the x direction, u 
y is a coefﬁcient which shows the
energy needed to move the drill one unit down and u+
y which is the needed energy when moving
upward. So the problem matrix is generated according to
Mij =
8
<
:
uxjxi xjj+u+
y (yj  yi) if yi  yj
uxjxi xjj+u 
y (yi yj) if yi > yj:
(4.6)
We consider ux=1, u+
y =2 and u 
y =0. We refer to this set of problems as the Additive Drilling
Problems.
4.1.7 Tilted Drilling Machine Instances with Sup Norm
For many drilling machines, the cost of drilling will depend on the maximum time the drill
moves in either the x and y directions rather than their sum. For this problem type the holes are
placed just like the previous problem but the distances are found as follows,
Mij =
8
<
:
max
 
uxjxi xjj;u+
y (yj  yi)

if yi  yj
max
 
uxjxi xjj;u 
y (yi yj)

if yi > yj:
(4.7)
For this problem type we consider ux=2, u+
y =4 and u 
y =1. This problem type is referred to as the
Sup-Drilling problem.72 Chapter 4 Travelling Salesman Problem
4.1.8 Random Euclidean Stacker Crane Problem
We consider a crane having to move a set of n objects. Each object is at a (source) location s s si
and has to be moved to a destination location d d di. The problem is to chose the order of the tasks
to minimise the Euclidean distance between the destination location of one task and the source
location of the next location. That is, we take the distance to be
Mij = kd d di+s s sjk;
where kk denotes the Euclidean distance. The sources are uniformly picked up from a 106 by
106 square,
s s si =
 
Rand(0;106);Rand(0;106)

; for i = 1:::n; (4.8)
while the destinations are chosen to be “close” to the sources,
d d di = s s si+

Rand(0;
106
p
n
);Rand(0;
106
p
n
)

; (4.9)
where n is the number of source-destination pairs (problem size). We denote this problem by
crane.
4.1.9 Disk Drive Problem
These instances are generated by an idealised model of the scheduling job of the read head of
a computer disk. The task is to extract n records from a disk. Each disk has a start and end
position in their track. The position of the record is denoted by two coordinates. The ﬁrst
coordinate represents the distance along the track while the second position represents the track
number. The source points are generated using equation 4.8 while the corresponding destination
is generated using
d d di = (si1+Rand(0;105) mod 106;si2);
where s s si = (si1;si2) is the coordinate of the destination. This models the situation where the
record lies on the same track as the source and the disk has circular boundary conditions in
the ﬁrst coordinate. Furthermore, we assume that the head is moved in the second coordinate,
but must wait until the spinning disk reaches the correct ﬁrst coordinate. The head motion is
assumed to be 10 times slower than the disk motion. The cost is taken to be the time to access all
the records and return to the starting position. Although, this is clearly idealised (for example,
no account is made of acceleration and deceleration times of the head), nevertheless, it captures
much of the structure that a real disk problem would have. We refer to this problem as Disk
Drive.Chapter 4 Travelling Salesman Problem 73
4.1.10 Euclidean Problem
This is the well-known Euclidean TSP. To generate instances we randomly select the cities in a
106 106 square, and the distance between the cities is the Euclidean distance between them.
We refer to this problem type as Euclidean.
4.1.11 No-Wait Job-Scheduling
In this problem we assume that we have k processors and a set of n tasks, each of which must
use the k processors in order with no waiting time allowed between ending one process and
starting the next. The no waiting condition would be realistic, if, for example, the processing
required the material to be kept hot, or alternatively, if there was no storage space between two
consecutive processes. We denote the times taken to complete the lth process for the ith task as
ul
i. Thus each task can be represented by a list of sub-task times u u ui = (ui
1; ui
2; :::; ui
n). What
makes the scheduling task non-trivial is that you can start the next task before the previous task
is ﬁnished, provided that none of the sub-tasks have to wait. Thus the distance between tasks is
the wait time
Mij = max
l21;2;:::;k
 
l
å
r=1
ui
r  
l 1
å
s=1
uj
s
!
;
We illustrate this wait time for two tasks in Figure 4.1. In this research we consider k = 5 and
the times ul
i are made by a uniform random number generator between 1 and 1000.
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FIGURE 4.1: Example of the wait time between process u u ui and u u uj for a problem consisting of
4 processes. The waiting time, Mij is caused by process j having to wait until process i has
completed task 3.
4.2 Local Search Operator
To deﬁne the landscape of a problem requires some deﬁnition of the neighbourhood of the
conﬁgurations. The neighbourhood is sometimes deﬁned in terms of the conﬁgurations that74 Chapter 4 Travelling Salesman Problem
can be reached by some local search operator. We consider k-opt moves which are the most
commonlyusedmovesetbyheuristicalgorithmstosolveTSP.Ak-optmoveconsistsofdividing
the tour into k segments and then recombining the segments in such a way as to obtain a legal
tour. The simplest k-opt move is 2-opt. For most of the analysis we carried out we found 2-opt
impractical for two reasons. Firstly, for tours of moderate size (n around 50) we found that the
number of local optima was so large that we were unable to store them. Secondly, the 2-opt
move reverses one segment of the tour. For asymmetric problems this would disrupt a large
number of edge distances so 2-opt cannot be viewed as a minimal move for this set of problems.
Thus, in this research, we focus on 3-opt moves, which both substantially reduces the number
of local optima and contain moves which change the tour, but does not necessarily change the
direction in which a segment is traversed. We also considered using 4-opt, however, we found
that this had such a large neighbourhood it became computationally very expensive to ensure
that a local optimum had been reached.
Although, it is convenient to consider k-opt neighbourhoods, it is often more convenient to
use the Hamming distance in the space of edges rather than the minimum number of k-opt
moves needed to go from one conﬁguration to another. Note that there is a difference in the
interpretation of distance between symmetric and asymmetric problems. In symmetric problems
the edges (i; j) and (j;i) are treated as the same, while they are treated as different edges for
asymmetric problems. If we swap three bonds in a 3-opt, this would correspond to making
a move of size 3 for symmetric problems. For asymmetric problems the distance would also
depend on whether any of the segments of the tour were reversed or not.
4.3 Landscape Analysis
In this section we study some properties of the ﬁtness landscape of the TSP and show the effect
of the size of the problem on the properties of the landscape for different types of the problem.
The results we describe in this research show why as the size of the problem grows, it becomes
harder for local search algorithms to ﬁnd optimal solutions.
4.3.1 Density of States
We start our analysis by studying the statistical properties of randomly drawn solutions in the
landscape. In our experience these properties do not correlate well with the problem hardness,
but they can be important in determining which search operations to use for a particular type of
problem.
The density of states shows the number of conﬁgurations at each cost level. The average cost
of the solutions in TSP is the average distance between the nodes. By randomly sampling the
solutions and ﬁnding the histogram of cost of the random solutions, we can compute the spread
of costs around the mean. Figure 4.2 shows the natural logarithm of the histogram of costs76 Chapter 4 Travelling Salesman Problem
third scaled cumulant is known as skewness, denoted by g1, while the scaled fourth cumulant is
known as the kurtosis and is denoted by g2.
In principal we could compute the cumulants ab initio (we did this for Graph-Colouring). For
example, the mean is equal to
k1 = E
 
n
å
i;j=1
MijJj = s(i)K
!
:
For random tours E(Jj = s(i)K) = Jj 6= iK=(n 1) so that
k1 =
1
n 1
n
å
i;j=1
Mij = n ¯ M
where ¯ M is the mean of the distance values. We can thus compute the mean length of a random
tour averaged over all instances by computing the average distance for the 11 problems. For
example, for a 2-D Euclidean tour with cities randomly placed in a unit square
¯ M =
1 Z
0
1 Z
0
1 Z
0
1 Z
0
q
(x0 x1)2+(y0 y1)2 dx0dx1dy0dy1
=
1
15

2+
p
2+5sinh 1(1)

 0:521:
Such calculations, however, are not very informative. Furthermore, for higher cumulants they
rapidly become very complicated. We therefore do not pursue these calculations, but rather
show empirically obtained results.
In TSP, as the size of the problem grows, the skewness and kurtosis of the cost of the random
solutions change. Figure 4.3 shows the relationship between the skewness and kurtosis of
the distribution of the costs for the Euclidean problem for different problem sizes. For small
problems the skewness and kurtosis are negative. The negative skewness means that for small
problems the bulk of the costs lies to the right of the mean and the negative kurtosis means
that costs are more distributed around the mean than a normal distribution. The only problem
type with a positive skewness is the Random problem. For Random Symmetric problems the
skewness is around zero for all the problem sizes. As the size of the problem increases the
skewness and kurtosis increase and become closer to zero, meaning that for larger systems, the
distribution of solutions becomes closer to a normal distribution.
The skewness versus the kurtosis of the distribution of costs for different problem types for
n = 10 and n = 1000 are represented in Figure 4.4. The results are averaged over 50 different
problem instances and 106 sampling for each. It is clear that for all the problem types as the
system size increases, the distribution of the costs converges towards a normal distribution.
(This might seem an inevitable consequence of the central limit theorem, however it is not true,
for example, in graph colouring in chapter 3.)Chapter 4 Travelling Salesman Problem 79
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FIGURE 4.6: Natural logarithm of the auto-correlation for different problem types with the size
of 1000, plotted against the time difference t=n. The number of steps is 108. This is for 3-opt
operator.
We can measure the degree of asymmetry of a problem using
A(G) =
å
n
i=1å
n
j=i+1
 Gij  Gji
 
å
n
i=1å
n
j=1Gij
: (4.10)
InFigure4.7weshowthecorrelationlengthfortheﬁrststepversusthedegreeofasymmetry. We
note that there are some problems, notably the Additive-Drilling problem and the Sup-Drilling
problem, which have a reasonably high asymmetry, but do not show a marked decrease in the
correlation produced by a single step. The reason for this is that they contain a hidden symmetry.
If you reverse a segment of a tour for these problems the cost depends only on the difference
in height of the starting and end point of the segment. As a consequence, these tours are much
closer to the symmetric tours than the degree of asymmetry would indicate.
4.3.4 Time to Local Optimum
Our analysis begins by the study of the number of steps taken by the local search algorithm to
reach a local optimum. We count the number of 3-opts performed on the starting conﬁguration,
until reaching a local optimum. Note that for symmetric problems, the 3-opt operator changes
three edges at each step, and for asymmetric problems many of the edges may change. To check
if we have reached a local optimum, an exhaustive search algorithm is used to make sure that
the local search algorithm is at a local optimum.
We start our analysis by studying the relationship between the size of the problem and the time
to reach a local optimum. Figure 4.8 shows the time to local optima versus n for all the problem
types. It is clear that for all the problem types the time to local optima increases linearly with80 Chapter 4 Travelling Salesman Problem
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FIGURE 4.7: The correlation length for the ﬁrst steps for different problem types against the
asymmetry of the matrix. The size of the problem is n = 1000.
the system size (with the possible exception of Job Scheduling, which seems to grow slightly
faster). The data suggest that the time to local optima increases as approximately 0:78n. From
the point of view of time to local optima, the problem becomes linearly harder as the system size
grows. But of course it is not only the time that matters; the number of local optima is another
important property which determines how hard the problem is. We will discuss this in the next
sections.
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FIGURE 4.8: Time to local optima versus system size for different problem sizes.
Although the average time to reach a local optimum is quite similar for different problem types,
the distribution of run times differs markedly between problem types. This is illustrated in
Figure 4.9, where we show the histogram run times for the Sup-Drilling problem and theChapter 4 Travelling Salesman Problem 81
Euclidean problem. We have plotted the log-frequency for the Sup-Drilling problem to show the
rare events. Although the average number of steps is approximately the same for two different
problemtypes(34.73forSup-Drillingand31.67forEuclidean), theSup-Drillingproblemshows
a long tail at the right side of the mean, while the Euclidean problem shows a more symmetric
shape with no long tail. The reason for such difference lies in the values of the distance matrices
of the problems. For the Euclidean problem, the distances between the cities are real numbers,
so even if truncated, it is exponentially rare to have two edges with the same length. This
characteristic makes the ﬁtness of almost all the solutions in the search space different from
each other. Having such a characteristic, the landscape tends to have no plateau, so starting from
a random solution; the local search algorithm directly reaches a local optimum. For the Sup-
Drilling problem, the edges in the graphs take integer values, consequently there can be many
different tours of the same length. This produces plateau regions which have to be explored,
thus increasing the run time.
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FIGURE 4.9: The histogram of number of steps to local optima. The size of the problem is
n = 50. The data are for 10 different problem instances and 104 descents on each of them.
So far we have studied the number of steps to reach a local optimum, but we have not shown
how the cost reduces during the run. In Figure 4.10 we show the cost versus the number of steps
taken averaged over 1000 descents for an instance of the Sup-Drilling problem. We truncate
the curves after the optima are reached. We plot the same data using a density plot and on a
logarithmic scale in Figure 4.11. The most prominent characteristic is that the improvement in
cost decreases roughly exponentially with the number of steps. However, there is clearly, a large
deviation from this for a large number of steps caused by the relatively small number of runs that
take a long time. These characteristics are shared by all problems, although the exceptionally
large tail is a feature only of those problems with large plateaux.82 Chapter 4 Travelling Salesman Problem
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FIGURE 4.10: Cost of the solutions the local search algorithm visits at each step, for 1000
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4.3.5 Number of Local Optima
What makes many combinatorial optimisation problem instances difﬁcult is the number of local
optima. To ﬁnd the number of local optima in the landscape we use the exhaustive local search
algorithm and store the local optimum it returns. The exhaustive local search algorithm is
repeated for a large number of times from randomly chosen starting conﬁgurations. Each local
optimum with the number of times it is hit is stored. Of course, there is no guarantee that all
the local optima in the landscape are found, particularly if a local optimum has a small basin ofChapter 4 Travelling Salesman Problem 83
attraction. Typically there are many local optima which have a very small probability of being
visited.
The logarithm of the number of times the local optima are hit versus the cost of the local optima
for the Euclidean problem is represented in Figure 4.12. The data are made based on one single
instance and 105 descents. Of course there are likely to be local optima that we have not found.
However, note that local optimum with the highest cost (the worst local optimum) is visited
18 times. The minimum number of times a local optimum is visited is 13. Thus with high
probability any local optimum with a cost more than the worst local optimum that we have not
found would have a basin of attraction 18 times smaller than those that we have found. Although
we cannot rule out the existence of such local optima theoretically or practically, we strongly
doubt their existence as we have not found any example of them in a very large number of trials.
We observe that the local optima that we have found in Figure 4.12 have a reasonable straight
line ﬁt of  7:2910 6 which implies that the probability of ending up in a local optima of
cost c decays exponentially as Pv(c) µ 10 0:00000729c. Using the extrapolation we ﬁnd for the
105 descents, the expected number of times we would visit a local optima with a cost greater
than 6:6106 would be less than 1, if any such optima exist. The probability of ﬁnding the
global optimum was 0.167 while the probability of ﬁnding the second best optimum was 0.149.
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FIGURE 4.12: Logarithm of the number times the local search algorithm hits local optima
versus the cost of the local optima. The size of the problem is n =50. This is for one instance
of the Euclidean problem. The number of descents is 105.
Although for all the problem types the probability of getting to a local optimum decays expo-
nentially as the cost of the local optimum grows, the decay rate is different for different problem
types. Since the average cost of the local optima is different for different problem types, in order
to be able to compare the decay rate of different problems, the cost of the local optima has to
be normalised. To do so, the cost in the horizontal axis in Figure 4.12 is divided by the average
cost of the local optima. After normalization, the gradient of the ﬁtting line to the data shows84 Chapter 4 Travelling Salesman Problem
the decay rate of the probability of getting to a local optimum as a function of its cost. The
probability of getting to the global optimum versus the decay rate for all the problem types is
shown in Figure 4.13. For the Random problems we found the best solution on average 1.07
times in 105 descents. Thus for this problem, we can have no conﬁdence that we have found the
global optimum. There seems little evidence of a relationship between the cost of the optima
and the size of their basin of attraction. When the Random problems become symmetric, the
probability of getting to the global optimum grows; on average the best solution is hit 20 times.
When the Random problems are forced to satisfy the triangle inequality (Random Closed) the
correlation between the cost of a local optimum and the probability of it being visited increase
further. For this problem type, the average number of times the best found optimum is hit is 80
times in 105 descents. Going from Random problems to Random Closed problems, the decay
rate grows as well. When the Random problems are both symmetric and closed, then the number
of times the global optimum is hit grows to 4119 times in 105 descents. For the case of Job-
Scheduling problem, the best observed solution on average is hit 4 times in 105 descents. It is
interesting, as the Job-Scheduling problem is not a random problem, we might expect observing
a correlation between the cost of a local optimum and the size of its basin of attraction, but
Figure 4.13 shows no such relation.
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FIGURE 4.13: The probability of getting to the global optimum solution versus the decay rate
for all the problem types. These are averaged over 10 different instances and 105 descents on
each.
Problem types Sup-Drilling and Crane show a quite similar behaviour. For the Sup-Drilling
problem the global optimum on average is hit 695 times and in the Crane problem it is hit 853
times in 105 descents. For the four remaining types the decay rate is similar but the probability of
getting to the global optimum is different. The Euclidean problem shows the highest probability
of getting to the global optimum. In the case of Figure 4.12 the best observed optimum is hit
16752 times in 105 descents.Chapter 4 Travelling Salesman Problem 85
The histograms of the number of local optima at each cost for two different problem types are
shown in Figure 4.14. The histogram shows different behaviour for different problem types; for
the Euclidean problem it is close to a uniform distribution, while for the Sup-Drilling problem
it is close to a normal distribution. In some cases like Job-Scheduling, the distribution has a
long tail at the right side. A tail at the right side of the distribution means that there could be
high cost local optima but with smaller probability of being visited. The distribution for the
Euclidean problem shows no tail at either of its sides. There is quite a large proportion of local
optima at both high and low cost levels.
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FIGURE 4.14: The histogram of the number of local optima at each cost, for two different
problem types. The size of the problem is n =50. The data are for 10 different problem
instances and 104 descents on each of them.
One way of measuring the size of the tails is to consider the distribution of costs of the local
optima and measure the proportion of local optima in the 10% of highest and lowest costs.
This is shown in Figure 4.15. There is clearly a strong correlation indicating some degree of
symmetry. The Euclidean problem has the highest proportion of local optima at the extremes of
the cost distribution, while the random problems have the lowest proportion.
4.3.6 Growth in the Number of Local Optima
The number of local optima grows with system size. If we take the logarithm of the number of
local optima as a function of the cost and scale by a function of the system size we obtain very
similar proﬁles. This is illustrated in Figure 4.16 where we show the natural logarithm of the
number of local optima at each cost, divided by nln(n) for the Euclidean problem for different
problem sizes. The results are averaged over 20 different problem instances and 104 descents
on each. This suggests that the number of local optima at each cost level grows exponentially as
N(c)  e
nln(n)g(
c cmin
Cmax Cmin ), where g(x) is roughly quadratic as shown in Figure 4.16. Figure 4.12,
shows as the cost of a local optimum increases, the probability of the local search algorithm86 Chapter 4 Travelling Salesman Problem
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FIGURE 4.15: The frequency of the local optima at the higher 10% costs versus the lower 10%
costs. The size of the problem in n =50 and the results are computed by sampling 104 descents
for 50 different problem instances.
ﬁnding it decreases exponentially, so the number of local optima at higher costs (right part
of the graph) is underestimated both in Figure 4.14 and Figure 4.16. The plot shows that the
histograms are quite similar for different system sizes. Such behaviour is consistent with the
hypothesis that the number of local optima grows exponentially with nln(n). In order to ﬁt the
histogram for different system sizes, in the case of Euclidean problems, the natural logarithm of
the number of local optima has been scaled by nln(n) (note that the size of the search space also
grows as n! = exp(Q(n log(n)). Although the number of local optima for all the problem types
grows exponentially by system size, for other problem types the scaling behaviour changes. For
example for Rectilinear, Disc-Drive and Job-Scheduling problems the scaling is n and for the
Sup-Drilling and Crane problems is
p
n. For the Random problems (type 1 to 4) a vast majority
of the local optima are hit once in 105 descents, so the number of local optima we ﬁnd is almost
equal to the number of descents, and it is hard to ﬁnd the relationship between the system size
and the number of local optima. It means that although for all the problem types the number of
local optima increases exponentially with the system size, the growth rate changes from type to
type.
It is interesting to note that the difﬁculty of the problem is not obviously correlated with the
growth in the number of local optima. For example, Euclidean TSP has a larger probability of
ﬁnding the global optimum than Sup-Drilling despite have signiﬁcantly greater growth in the
number of local optima than Sup-Drilling.Chapter 4 Travelling Salesman Problem 87
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FIGURE 4.16: Natural logarithm of the number of local optima at each cost divided by n for
Euclidean problem for different problem sizes. This is averaged over 20 problem instances and
105 descents on each.
4.3.7 Probability of visiting an optimum
We have seen that for some problems the probability of ﬁnding a local optimum is correlated
with its cost, while this is not true for other problems. We illustrate this in Figure 4.17 which
showstheproportionoflocaloptimaateachcostlevelandtheprobabilityofﬁndinglocaloptima
at the cost level. For the Sup-Drilling problem, the lower cost solutions tend to have signiﬁcantly
larger basins of attraction. In contrast, in the Job-Scheduling problem the sizes of the basins of
attraction are almost uncorrelated with the cost.
1.05 1.1 1.15 1.2 1.25 1.3
x 10
7
0
0.05
0.1
Cost
F
r
e
q
u
e
n
c
y
Sup−Drilling Problem
 
 
3.33 3.34 3.35 3.36 3.37 3.38 3.39 3.4 3.41
x 10
4
0
0.02
0.04
0.06
Cost
F
r
e
q
u
e
n
c
y
Job Scheduling Problem
 
 
Proportion
Probability
Proportion
Probability
FIGURE 4.17: Histograms showing the proportion of local optima at a particular cost and the
probability of ﬁnding a local optimum at a particular cost one instance.88 Chapter 4 Travelling Salesman Problem
Clearly, it makes the problems easier to solve when their basins of attraction are larger for lower
cost solutions. To measure how the size of the local optima changes with the cost we deﬁne the
bias to be the difference between the expected cost of all the optima and the expected cost of
the optima found by local search, divided by the standard deviation in the cost of all the optima.
A large bias, indicates that the local search is much more likely to ﬁnd a ﬁt local optimum than
a less ﬁt one. Figure 4.18 shows the probability of getting to global optimum versus the bias
averaged over 10 different instances for each problem type. There is clearly some correlation
between the probability of ﬁnding the global optimum and the bias, but interestingly this is not
that strong.
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FIGURE 4.18: The probability of getting to the global optimum versus average of the cost of
the local optima minus the expected cost of the visited local optima divided by the standard
deviation of the cost of the local optima for all the problem types. The size of the problem is
n =50. The data are averaged over 10 different problem instances and 105 descents on each.
4.3.8 Reaching the Global Optima
As we increase the system size the gap between the expected cost found by the local search and
the minimum cost increases. This is illustrated in Figure 4.19, where the expected minimum
cost (averaged cost of the global optima over 20 problem instances) and the expected cost of the
local optima found by the local search algorithm over the same ensemble of randomly drawn
instances are shown. We also show the expected cost of the local optima found by local search
plus and minus one standard deviation. It is clear that as the system size grows the gap between
the expected cost and the cost of the global optimum solutions grows. For problem sizes n up
to 30, the cost of the global optimum solution lies between the expected cost of the local optima
minus one standard deviation. For the size of 80, it lies between the expected cost and expected
cost minus two standard deviation. Clearly as the system size grows it becomes less likely to
ﬁnd the global optimum.Chapter 4 Travelling Salesman Problem 89
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FIGURE 4.19: Plot of the expected minimum cost and the average cost of the local optima
found by 3-opt versus n. We have computed the standard deviation in the cost and show the
expected cost plus and minus 1 standard deviation. This is found by performing 105 hill-climbs
on 20 randomly generated instances of the problem for Sup-Drilling problem.
We can also compute the probability of ﬁnding the best found local optimum directly. This
is shown in Figure 4.20 where we plot the log-probability of ﬁnding the best optimum versus
system size for four different problem types. The data are averaged over 20 different problem
instances and the number of descents is 104. The straight line ﬁt is consistent with the hypothesis
that ﬁnding global optima becomes exponentially unlikely as the system size grows. Using
the straight line ﬁt in Figure 4.19 to extrapolate to large n, the probability of the local search
algorithm ﬁnding a global optimum for an instance of size 1000 of the Euclidean problem would
be 6:4310 23 and 1:6210 38 for the Sup-Drilling problem. Although such extrapolation is
unlikely to provide a precise value, nevertheless, it provides a strong indication that for larger
problem instances, using multiple runs of local search algorithms begins to be useless. For
random and job scheduling problems the number of times the best visited optimum is visited,
rapidly shrinks to one in 104 descents. For these problem types, for n larger than 40, the best
visited solution is found just once, so we can almost be sure that for this system size, there are
better optima that have not been found in this number of descents. The data show that for all the
problem types as the system size grows the probability of ﬁnding the global optimum solution
decreases exponentially, although with different rates.
Figure 4.19 shows that the gap between the expected cost and minimum cost increases with
the system size and Figure 4.20 shows the probability of ﬁnding the global optimum decreases
exponentially with the system size. These two ﬁgures show two different aspects of the same
property of the ﬁtness landscape. This property shows how the problem becomes harder as the
systemsizegrows. Inordertoshowthisforalltheproblemtypes, Figure4.21showsthegradient
of the ﬁtting line in Figure 4.20 versus the increasing rate of the gap in Figure 4.19 with the
system size. The data clearly show the correlation between the gap and the probability of ﬁnding90 Chapter 4 Travelling Salesman Problem
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FIGURE 4.20: Log-Probability of ﬁnding the lowest cost local optimum for four different
problem types versus system size n. The number of hill-climbs is 104 and the data are averaged
over 20 different random problem instances.
the global optimum. The Job-Scheduling problem and the Random problem can be considered
as the hardest problems, as the decay rate of the probability of ﬁnding global optimum is the
highest among all the problem types. When the Random problems become symmetric or closed,
the decay rate decreases, meaning the Random Symmetric and the Random Closed problems are
easier than completely Random problems. Among these problem types, the Additive-Drilling
and the Euclidean problem which show similar behaviour are the two easiest problems.
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FIGURE 4.21: The increasing rate of the gap between the expected cost and cost of the global
optimum with n versus the decay rate of the probability of getting to the global optimum with
n. The data are found for n =20 to n =80 with the step of 10 for 20 different problems and 104
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4.3.9 Distance Between Optima
One important property of the ﬁtness landscape is the distance between the local optima which
shows how the local optima are correlated. The distance between two solutions is simply
deﬁned as the number of non common edges in the two solutions (note we are using here
the Hamming distance rather than the number of 3-opt moves between conﬁgurations). For
symmetric problems the edges are undirected, so both the directions of the edges are considered
the same. The histogram of the distances between the local optima for two different problem
types is shown in Figure 4.22. The results are averaged over 20 randomly drawn problem
instances for n =50. The interesting property of the histogram is the peaks in the histogram
of Additive-Drilling problem, one higher and wider peak at the left, and one lower and thinner
at the right side. This peculiar property is because of the nature of this problem. As described
in section 4.1.6, in the deﬁnition of the Drilling problem, the energy needed for the machine
to move the drill down is zero. Due to this property, although this problem is not a symmetric
problem, some sub-tours in a solution can be reversed without posing a signiﬁcant change to
the cost of the solution. The change to the cost of a solution posed by reversing a sub-tour is
the difference in the y-coordinate of the starting and the ending point of the sub-tour. In this
sense the problem can be considered as a partially symmetric problem. This property causes the
peculiar behaviour in the histogram of the distances between the local optima.
The histogram of the distances has a bell shape in the Euclidean problem. This bell shape
behaviour of the histogram is seen in all the problem types except the Additive-Drilling and in
some degrees in the Sup-Drilling problem. In all the problem types, the peak of the histogram
is located at the left side of the expected distance between two randomly drawn solutions. Note
that for the size of n =50, the expected distance between two randomly drawn solutions is
around 49.5. Therefore the histograms of Figure 4.22 clearly suggest that the local optima are
much closer to each other than the expected distance between two random solutions.
Figure 4.22 shows the histogram of distances for all local optima irrespective of their cost. It is
also interesting to see how the distance between local optima depends on their cost. We show
this information for the Sup-Drilling problem in Figure 4.23 where a 2-dimensional histogram
is plotted. We observe that the best (lowest cost) local optima are closer to each other than the
less ﬁt local optima. Half of the best 10% of local optima are within a distance of 5 from each
other. We observe that the less ﬁt local optima are much further from each other than the best ﬁt
optima.
4.3.10 Distance to Global Optimum
Another quantity of interest is the distance between the local optimum and the global optima as
a function of the cost. To compute this we have divided the local optima into 100 bins according
to the log of their cost and computed the minimum distance from the local optima to a global
optimum (for TSP there is usually a unique global optimum). In Figure 4.24 we show the mean92 Chapter 4 Travelling Salesman Problem
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FIGURE 4.22: Histogram of the distances between the local optima for two different problem
types. The size of the problem is n=50, and the results are averaged over 20 different randomly
drawn problem instances. The number of hill-climbs is 105 on each problem instance.
0
10
20
30
40
50
0
20
40
0
0.05
0.1
 
 
Distance
Percent of the best local optima
FIGURE 4.23: Histogram of the distances between the best local optima for different number
of local optima for Sup-Drilling problem. The size of the problem is n =50. The data are
averaged over 20 different problem instances and 105 descents on each.
distance to the global optima versus the mean bin cost plotted on a log-log scale. The data is
consistent with a straight-line ﬁt suggesting that the mean distance grows in proportion to cr
where c is the cost and r is some rate given the gradient.
There are ﬂuctuations from this behaviour. To measure these, we compute the correlation
between the costs in each bin. In Figure 4.25, the gradient and correlation is plotted for dif-
ferent problem types. Among all the problem types, the symmetric random problems show the
smallest gradient. The Job-Scheduling and the Sup-Drilling problems show the largest gradient,Chapter 4 Travelling Salesman Problem 93
10
0
10
1
10
2
Cost
Euclidean Problem
10
0
10
1
10
2
Cost
Job−Scheduling Problem
Min Cost
M
e
a
n
 
D
i
s
t
a
n
c
e
 
f
r
o
m
 
g
l
o
b
a
l
 
o
p
t
i
m
u
m
Min Cost
Max Cost
Max Cost
FIGURE 4.24: Measure of the mean distance to the global optimum from a local optimum of
cost c on a log-log scale.
indicating that when solving these problems, the selection mechanism moves the population
toward the global optimum, at a faster rate. After them are Rectilinear, Additive-Drilling, Crane
and Euclidean problems. In terms of correlation the problem types can be divided into two
different groups. The Additive-Drilling, Random-CS, Euclidean and Rectilinear problems show
a weaker correlation, which means that a population based algorithm has difﬁculty when trying
to estimate the location of the global optimum from the local optima it has currently found.
The other problems show a strong correlation which means it is easier for a population based
algorithm to ﬁnd the location of the global optimum through the local optima.
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FIGURE 4.25: The gradient of the ﬁtting line in Figure 4.24 versus the correlation for different
problem types. The size of the problem is n =50, the data are averaged over 20 different
problem instances and 105 descents on each.94 Chapter 4 Travelling Salesman Problem
The data presented in Figure 4.25 is for n =50. The graph shows the same qualitative behaviour
for every system size. By rescaling the axes we can collapse the curves for different problem
sizes onto a universal curve. This is shown in Figure 4.26 and demonstrates that the distances
from a local optimum to a global optimum scales linearly with the problem size. The data in
this ﬁgure are for the Euclidean problem. The scaling behaviour of the curve is the same for
all the problem types. Making the last step from an optimum of cost cmin +e to cmin clearly
grows with n, although it is difﬁcult to be sure how this distance grows. This question depends
on extrapolating the curve in Figure 4.26 to the y-axis.
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FIGURE 4.26: Measure of the mean distance to the global optimum from a local optimum
of cost c for different size of the problem. This is for Euclidean problem, averaged over 20
problem instances.
Another way of viewing this information is as a density plot of the cost versus distance to
the global optimum. We show these plots for a Euclidean problem and a Random problem in
Figure 4.27. There is clearly a strong ﬁtness distance correlation for the Euclidean problem, but
very little for the Random problem. Many population based algorithms attempt to exploit the
ﬁtness distance correlation. Clearly, there is some hope in the case of Euclidean problems, but
much less hope for Random TSP problems.
4.3.11 Expected Cost in Hamming Sphere
We noted earlier that all the problems had a relatively slow decline in the auto-correlation
function, corresponding to a large correlation length. This is a result of the cost being the
sum of all the edges in the tour. If we make a local move which changes only a few edges then
there will be only a relatively small change in the cost. To examine this we study the mean cost
in a Hamming sphere from a conﬁguration. The Hamming sphere of radius h being the set of
conﬁgurations that differ from the start conﬁguration by exactly h edges.Chapter 4 Travelling Salesman Problem 95
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FIGURE 4.27: Density plot of local optima as a function of their distances from the most
frequently visited global optimum. The shading of the point shows the number of local optima
at that cost and distance. The size of the problem is n =80 and this is for two problem types,
Euclidean (left side) and Random (right side) problems. The number of Hill-Climbs is 105.
Figure 4.28 shows the expected cost of a conﬁguration in a distance sphere of radius h from a
global optimum. To construct the graph, we performed some random number of 3-opt moves to
the global optimum and then measured the distance from the global optimum. The process was
repeated 105 times and the costs at each Hamming distance averaged.
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FIGURE 4.28: Expected cost of conﬁgurations in distance sphere of radius h around a global
optimum for n =50. This is for Euclidean problem. The dotted lines show one standard
deviation around the mean. The dashed line shows the expected cost of the random solutions.
Interestingly, we observe that the cost falls off linearly with the distance up to a Hamming
distance of n 1. We note that the average Hamming distance between random tours is around96 Chapter 4 Travelling Salesman Problem
n 1. We also show the expected cost of a random tour in Figure 4.28 as a horizontal dashed
line. A very simple model for the expected cost in a Hamming sphere of radius h about a tour s
is
c(s;h) 

1 
h
n

c(s)+
h
n
¯ c
where c(s) is the cost of the current tour and ¯ c is the average cost.
4.3.12 Return Probabilities
Another interesting property is the probability of returning to a local optimum starting at a ﬁxed
distance from the optimum. In Figure 4.29 we show these return probabilities for four problems
starting from the global optimum using 3-opt moves. The curves are not monotonic because
3-opt moves can change some number edges easier than others. For example, it is easier to
change 3 edges than 5 edges. As we would expect the return probabilities falls off faster as the
problems become harder.
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FIGURE 4.29: The return probability starting from different distances from the global optima.
This is for four different problem types for size of the problem n =50.
4.3.13 Principal Component Analysis
Although we have seen that the number of local optima grows exponentially with the system
size, many of these may be formed by combining other optimal tours. For example, we could
have a tour consisting of 10 segments. There may be two routes through the cities in each
segment both of which are local optima. In this case there would be 210 = 1024 local optima
which are a consequence of these 10 binary choices. To investigate the underlying variety inChapter 4 Travelling Salesman Problem 97
the local optima we have used principal component analysis (PCA) to ﬁnd the subspaces with a
large variation. To do this we consider each tour as a binary vector in the space of edges. That
is, for a symmetric problem the tour is represented as a binary vector consisting of n non-zero
components in a total of n(n 1)=2 possible components. Similarly for asymmetric problems
the tour is represented as a binary vector consisting of n non-zero components in a total of
n(n 1) possible components. To perform PCA we subtract the mean vector of all the optima
and then compute the eigenvalues and eigenvectors of the covariance matrix (we can compute
this more efﬁciently using singular value decomposition).
To illustrate this approach we show the average solution of the local optima in Figure 4.30 for
a Euclidean problem with 30 cities. The width of the edges shows the number of times they
appear in different local optima. It is clear from the graph that there are many edges that do
not appear in any of the local optima, and there are some that appear in all the local optima.
This property means that the search algorithms do not need to involve such edges in their search
process, and a huge proportion of the landscape can be ignored in the search process.
0 2 4 6 8 10
x 10
5
0
2
4
6
8
10x 10
5
FIGURE 4.30: The schematic shape of the average of local optima solutions for a Euclidean
problem with 30 cities. The width of the edges shows the number of times they appear in
different local optima.
The eigenvectors correspond to orthogonal directions in edge space. The eigenvectors with
larger eigenvalues correspond to directions where there is a large variance. That is, the local
optima vary signiﬁcantly in these directions. We can think of these eigenvectors or “eigentours”
as showing the most signiﬁcant way in which the local optima differ. In Figure 4.31 we show
the eigenvector corresponding to the largest eigenvalue (i.e., the principal component) for the
same problem shown in Figure 4.30. Some components are positive and others are negative. We
can (roughly) interpret an eigentour as a choice between either choosing the positive edges and
removing the negative edges or the other way around.98 Chapter 4 Travelling Salesman Problem
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FIGURE 4.31: The schematic shape of the eigenvector of the local optima solutions with
highest eigenvalue for a Euclidean problem with 30 cities. The width of the edges shows
the values in the eigenvector. The lines represent the positive and the dotted lines represent the
negative values.
By plotting the eigenvalues against their rank we can see the dimensionality of the subspace
where there is a signiﬁcant variation between local optima. The size of the eigenvalue is equal
to the mean squared reconstruction error of the optima if we project out that dimension. In
Figure 4.32, we have plotted the spectrum of eigenvalues for four instances from different
problem types. We see that the degree of variation in the Euclidean and the Rectilinear problems
we have a relatively small number of non-zero eigenvalues and the variance is small (indicating
that the eigentours do not involve that many edges). In contrast, the Scheduling and Sup-Drilling
problems show many more directions of variation and considerably larger variations.
One ﬁnal use of PCA is that it allows us to project the local optimum solution into meaningful
low dimensional subspace, allowing some visualisation of the structure of the local optima. We
have done this for six problems in Figure 4.33 where we have plotted the local optima into
the space spanned by the ﬁrst two principal eigenvectors (the eigenvectors with the two largest
eigenvalues). Furthermore, we have plotted the data so that the size of the dots represents the
ﬁtness of the local optima; the better local optima are represented with larger dots.
The ﬁrst graph is for a Random problem instance, where there is no particular structure in
the local optima. For all the problem instances of the Crane problem we almost always see a
squared clustered structure for local optima. The squares may form any angle with respect to the
horizontal line or may consist of different number of clusters for different problem instances,
but the common feature among all the problem types (except Random problems) and problem
instances is the ﬁtness of the local optima forming the clusters. We see some of the clusters
consisting of better local optima and some other containing inferior local optima solutions. The
third graph is for Euclidean problem, of which the projected local optima usually form twoChapter 4 Travelling Salesman Problem 99
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FIGURE 4.32: The eigenvalues of the eigenvectors of the edges in local optima in a descending
order. This is for four different problem types for size of the problem n =50.
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FIGURE 4.33: The projection of the local optima solutions into two dimensions using the two
eigenvectors with the highest eigenvalues for three problem types.
parallel elongated football shape clusters. But not all the problem instances show exactly the
same behaviour: the angle of the clusters to the horizontal line differs from problem instance to
another, the clusters are occasionally not parallel to each other and sometimes there are more
than two clusters. For the Additive-Drilling problem we see a similar behaviour to the Euclidean
problem, but almost always the number of the clusters is two (in over 50 problem instances we
studied) and the gap between the clusters is much wider. The next graph shows the Disk-Drive
problem, where the local optima usually form parallel lines of clusters. In this problem type the
local optima sometimes form two or more parallel lines and in some cases 10 parallel lines. The
lines are sometimes close and mixed together such that they form a square shape. And ﬁnally
the last graph shows the Job-Scheduling problem, where for almost all the problem instances100 Chapter 4 Travelling Salesman Problem
we observed (for more than 50 problem instances with different sizes), the local optima form
squares, although the squares sometimes consist of some clusters.
4.4 Conclusion
For TSP the number of steps to reach a minimum appears to grow linearly for most problem
types. However, each step of 3-opt naively takes O(n3) time to compute (as we potentially have
to search all edge triples to ﬁnd one that can be optimised), this can be time consuming. This
does not, in itself, make the problem difﬁcult. What makes the problems difﬁcult is that the local
optimum we ﬁnd is unlikely to be the global optimum.
For all problem types we observed that the number of local optima grows exponentially as some
function of the size of the instance, but this rate of this growth varied considerably between
problem types.
In most TSP types that we examined the ﬁtter local optima tended to have a signiﬁcantly larger
probability of being found than the less ﬁt local optima. Thus, the number of local optima does
not necessarily determine the probability of ﬁnding the global optimum.
The probability of reaching a global optimum decreases exponentially with the system size.
This property is correlated with a widening gap between the cost of the global optimum and the
expected cost of an optimum found by local search, measured in units of the number of standard
deviations in the cost of the optima found by local search.
There is a correlation between the ﬁtness of a local optimum and its distance to the global
optimum with ﬁtter solutions closer on average to the less ﬁt solutions. This behaviour appears
to scale linearly with the problem size. However, this correlation is very dependent on the
problem type and the correlation is especially low for Random problems.
The difference between the cost of a reference conﬁguration and the average cost of the set
of conﬁguration at a ﬁxed Hamming distance, h, from the reference is almost exactly linearly
correlated with h. This is a result of the fact that the objective function consists of a sum of
terms, where each term consists of only a few variables. Thus when we change a small number
of variables we only produce a small change in the cost. This function is almost exactly linear
between the cost of the tour we start from and the expected cost of random tour at a Hamming
distance of n. This long-range correlation means that there is a considerable similarity in the
long-range structure of the ﬁtness landscape.Chapter 5
Quadratic Assignment Problem
In this chapter we study the landscape of the Quadratic Assignment problem. We start with
problem deﬁnition and then move to studying different properties of the ﬁtness landscape.
5.1 Problem Deﬁnition
In this section, we describe the quadratic assignment problem and the way we generate the
problem instances. We ﬁnish this section with a discussion about the local-search algorithm we
use to ﬁnd the local optima.
The quadratic assignment problem is a combinatorial optimisation problem which belongs to the
class of NP-Hard problems. Given a set of n facilities, a set of n locations, the distance between
every pair of locations, and the ﬂow between every pair of facilities, the problem is deﬁned as
ﬁnding an assignment of the facilities to the locations which minimises the sum of the distances
multiplied by the corresponding ﬂows. Given a set of facilities, F, and a set of locations, Q, a
weight function w : F F ! R and a distance function d : QQ ! R, ﬁnd x x x : F ! Q such
that the cost function
c(x x x) = å
i;j2F
w(i; j)d(xi;xj) (5.1)
is minimised.
We deﬁne a conﬁguration as a mapping x x x shown schematically below,
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In this research we study the landscape with respect to a Hamming neighbourhood. That is the
distance between two conﬁgurations (mappings, x x x) is the number of variables in which the two
conﬁgurations are different. The local operator on the other chooses two variables and swaps
them; therefore, making a move, a variable at a Hamming distance of two is generated.
There are two groups of Quadratic Assignment problems studied in this research, one is the av-
erage behaviour random problems, and the second are the real-world benchmark problems from
the Quadratic Assignment Problem Library (QAPLIB) found in ”http://www.seas.upenn.edu
/qaplib/”. The real world problems include the typing-time and the frequency of pairs of letters
on keyboards, facilities of a hospital and the ﬂow between every pair of them, testing of self-
testable sequential circuits and backboard wiring problem. We study a wide variety of properties
and try to show how these properties are different between the random and benchmark problems
and how they change from one benchmark to another.
To generate random instances of this problem, we have to make two matrices; one is the
distance matrix containing the distances between every pair of locations, and one the ﬂow matrix
containing the ﬂow between every pair of facilities. To do so we randomly place the locations in
a 100100 square and the ﬂows between the pair of facilities are chosen uniformly randomly
between 0 and 100.
5.2 Landscape Analysis
In this section we study some properties of the ﬁtness landscape of the quadratic assignment
problem, and show the effect of the size of the problem on the properties of the landscape.
5.2.1 Density of Conﬁgurations
Westartwithconsideringthedensityofconﬁgurationsasafunctionofthecost. Theseproperties
areusuallystudiedwheninvestigatingthelandscapeofcombinatorialoptimisationproblemsand
we include them here for the sake of completeness.Chapter 5 Quadratic Assignment Problem 103
−6 −4 −2 0 2 4 6
10
−6
10
−5
10
−4
10
−3
10
−2
10
−1
c−¯ c
σ
P
(
c
−
¯
c
σ
)
 
 
Random      n=10
Random      n=100
Random      n=1000
Benchmark  n=10
Benchmark  n=50
Benchmark  n=100
FIGURE 5.1: Histogram of costs for random conﬁgurations in particular instances on a
logarithmic scale for some random and benchmark problems.
To ﬁnd the density of conﬁgurations, we generate random assignments and compute a histogram
of the costs. Figure 5.1 shows the probability of a cost around the average cost scaled by c ¯ c
s for
different size of the problem for some random and benchmark problems. Regardless of the size
of the problem, the results are almost similar for each problem instance. The results are also
similar for random or benchmark problems. This means that from the point of view of density
of conﬁgurations, the real world problems show the same behaviour as the random problems,
i.e., the cost of the random conﬁgurations is approximately bell shaped around the average cost
with a variance of W(n2).
5.2.2 Auto-Correlation
The auto-correlation of the quadratic assignment problem instances is represented in Figure 5.2
for different random and benchmark problems of different sizes. The rescaling in vertical axis
suggests that the auto-correlation falls off exponentially as
R(t)  e t=l; (5.2)
where l is known as the correlation length (Stadler, 1996). Empirically, the correlation length
is l  0:28n. The auto-correlation is taken to be a measure of the landscape ruggedness, the
smaller l, the more rugged the landscape.
Based on the scaling used in the horizontal axis, the data suggest that as n increases, the
ruggedness decreases. It also indicates that in terms of the landscape ruggedness, the random
and real world problems show quite similar behaviours.104 Chapter 5 Quadratic Assignment Problem
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FIGURE 5.2: Auto-correlation for different random and benchmark instances of different sizes
plotted against the time difference t=n. The results for random problems are averaged over 100
runs. The number of steps is 108.
Although the auto-correlation of the benchmark problems seems to fall off exponentially with
a similar behaviour to the random problems, the correlation length is different for different
problems. Figure 5.3 represents the correlation length for random and benchmark problems.
The results for the random problems are averaged over 100 problem instances and the result for
each benchmark problem is represented with a dot. The error bars show the average correlation
length of the random problems plus and minus one standard deviation. The high ﬂuctuations
around the average show that the correlation length for the real world problems can vary from
one benchmark to another, although it ﬂuctuates in a rather narrow region, between -2 and -4.5.
In order to show what makes the correlation length vary from one benchmark to another, Fig-
ure 5.4 shows the proportion of the similar values in the problem matrices (what we call the
similarityproportion)versusthecorrelationlength. Thepresenteddatasuggestthattheproblems
withmoresimilarvaluesintheirmatrices, haveagreatercorrelationlength, whichisanindicator
of a less rugged landscape. It is not hard to understand why such behaviour happens, having
higher ratio of similar values in the problem matrix means that with higher probability, swapping
twovariablesinasolutionwouldnotapplyachangeinthecost; therefore, manyoftheneighbour
solutions tend to have similar values, leading to a less rugged landscape. This property is also
reﬂected in other properties of the ﬁtness landscape which we will discuss in the next sections.
The correlation length describes only local properties of the ﬁtness landscape. As we will see
later, the hardness of the problem is related to long-range properties of the ﬁtness landscape.Chapter 5 Quadratic Assignment Problem 105
0 20 40 60 80 100 120
1.5
2
2.5
3
3.5
4
4.5
5
n
C
o
r
r
e
l
a
t
i
o
n
L
e
n
g
t
h
n
 
 
Random Problems
Benchmark Problems
FIGURE 5.3: Correlation length for random and benchmark problems. The results for random
problems are averaged over 100 problem instances and the result for each benchmark is shown
with a dot. The number of steps is 108.
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FIGURE 5.4: The similarity proportion versus the correlation length for different benchmark
problems with different sizes. The number of steps is 108.106 Chapter 5 Quadratic Assignment Problem
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FIGURE 5.5: Time to reach a local optimum versus the size of the problem for random and
benchmark problems on a log-log scale. Random data show the average over 100 randomly
drawn problem instances and each dot represents a benchmark. The number of runs is 105.
5.2.3 Time to Local Optimum
Having described the average behaviour of conﬁgurations, we now move on to study properties
of local and global optima. These properties are much more relevant to problem difﬁculty. Our
analysis begins by studying the time (number of moves) taken by the local-search algorithm to
reach a local optimum. To check if the local-search algorithm has reached a local optimum, the
exhaustive local-search algorithm is used, which knows when an optimum is reached.
Figure 5.5 shows the time to reach a local optimum versus the size of the problem for random
and benchmark problems. On a log-log scale, the time to local optima for random problems
grows linearly with the system size. The data in Figure 5.5 suggest that the time to local optima
grows as
¯ T  n1:3 (5.3)
with the system size.
The data show that in most of the benchmarks, the time to local optima is less than in the
random problems. In some benchmarks, the time to local optima is higher than the average
behaviour of the benchmarks. A study of the problem matrices of these problems shows that the
problems with higher time to local optima have more similar values in their problem matrices.
For example, on average 27% of the values in the problem matrix of benchmark problems are
similar, whilethe threebenchmarks inFigure 5.5with asigniﬁcantly greater timeto localoptima
have more than 60% of the values in their matrices being similar. Although the problems with
higher time to local optima have higher ratio of similarity proportion, there are many problemsChapter 5 Quadratic Assignment Problem 107
10 20 30 40 50 60 70 80 90
0
1
2
3
4
5
6
7
n
l
n
(
S
t
e
p
s
 
o
n
 
t
h
e
 
p
l
a
t
e
a
u
s
)
 
 
Random Problems
Benchmark Problems
FIGURE 5.6: The average number of steps on the plateaux versus the system size for random
and benchmark problems on a logarithmic scale. The results for the random problems are
averaged over 100 problems. The number of descents is 105.
with high similarity ratio but having relatively smaller time to local optima. This means that
having similar values in the problem matrices is a necessary condition for a higher time to local
optima, as it makes many of the solutions have the same cost, so many of these solutions may
make plateaux in the landscape.
We showed how the time to local optima changes with the system size, but the size of the
plateaux on which the local-search algorithm wanders looking for of a cliff (improving moves)
is not studied yet. In order to show how the size of the plateaux changes with the system size,
Figure 5.6 represents the average number of steps on the plateaux versus the system size both
for the random and the benchmark problems. The data for the random problems show that
the landscape of the random problems contains almost no plateaux and the number of steps on
the plateaux is close to zero for all the problem sizes. The reason for such behaviour is clear,
in random problems it is highly unlikely that many of the values in the problem matrix will
be similar. Therefore, it is rare to have neighbour solutions with similar costs, the necessary
condition for the existence of the plateaux in the landscapes.
Figure 5.7 shows the similarity proportion versus the natural logarithm of the number of steps
on the plateaux. The data show that many of the benchmarks have high similarity proportion,
but the size of the plateaux is quite small. This means that in many cases a problem may have
a large similarity proportion, so having many solutions with the same cost, but the solutions are
not in a position to make plateaux in the landscape.
We also study the effect of the similarity proportion on the size of the plateaux in the random
problems. In order to generate a random problem with a certain similarity proportion, we
ﬁrst generate a random problem matrix, then we keep choosing random pairs of variables in
the matrix and make one of the variables equal to the other one, until reaching the desired108 Chapter 5 Quadratic Assignment Problem
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FIGURE 5.7: The similarity proportion the number of steps on the plateaux for the benchmark
problems. The number of descents is 105.
proportion. Figure 5.8 shows the average number of steps on the plateaux versus the similarity
proportion for randomly generated problems. The presented data show that for proportions up
to 0.5, the plateaux are small. Having 50% of the values in the problem matrices being similar,
one would expect to see large plateaux in the landscape, but that does not happen. This is
because although there are many solutions with the same cost in the landscape, many of them
are not neighbours, or if they are, do not form plateaux, the same behaviour we saw in some
of the benchmark problems. Increasing the proportion from 50% to 60%, the plateaux begin to
emerge rapidly. It is clear that for smaller problems the plateaux emerge faster than they do in
larger problems. For example for similarity proportion equal to 60%, for n = 20, the average
number of steps on the plateaux is around 50, while it is about 7 for n = 30. Note that in both
n = 20 and n = 60, the similarity proportion is 60%, which means that they have proportionally
equal number of solutions with similar cost, but these solutions can form broader plateaux in
smaller problems, than they can in larger problems. This may be because in larger problems
there are more neighbours to a solution, so a solution with many similar cost neighbours may
have a neighbour with a better cost making it a cliff, rather than being a solution on a plateau.
Note however that we have counted the number of steps on the plateaux, not the actual size of
the plateaux. We leave the plateaux to a better solution as soon as we ﬁnd a cliff, so we do not
explore the whole plateaux. Nevertheless, the number of steps on the plateaux can be a good
proxy for the actual size of the plateaux.
We talked about the time to local optima and the average number of steps on the plateaux, but
we did not show the relationship between them. Figure 5.9 shows the number of steps to reach
a local optimum versus the number of steps on the plateaux plus one for benchmark problems
on a log-log scale. The data suggest that although there is a correlation between the time to
local optima and size of the plateaux, there are many benchmarks with no plateaux in theirChapter 5 Quadratic Assignment Problem 109
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FIGURE 5.8: The average number of steps on the plateaux versus the similarity proportion for
random problems. This is averaged over 100 problem instances and the number of descents is
105.
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FIGURE 5.9: Number of steps to local optima versus the number of steps on the plateaux for
benchmark problems. The number of descents is 105.
landscape, while taking many steps for the local search algorithm to get to the local optima in
their landscape. Interestingly there are many problems with no plateau in their landscape but
showing different time to local optima from one another. This means that the time to local
optima does not only depend on the size of the plateaux; it also depends on the number of cliffs
(improving moves) the local-search algorithm sees during its search process.
The other important property of the ﬁtness landscape is the number of cliffs the local-search
algorithm meets during its search process. We start our analysis by showing the relationship
between the number of cliffs in the landscape with the system size. Figure 5.10 shows the110 Chapter 5 Quadratic Assignment Problem
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ln(Ncliffs = −1.28 + 1.4 ln(n))
FIGURE 5.10: The number of cliffs the local-search algorithm sees during its search process
versus the system size on a log-log scale for random and benchmark problems. The results for
the random problems are averaged over 100 problem instances and the number of runs is 105.
average number of cliffs the local-search algorithm sees during its search process until it gets
to a local optimum. The results for random problems are averaged over 100 problems and the
number of runs is 105. The data clearly show a polynomial relationship between the number of
steps to local optima and the system size. A comparison between Figure 5.10 and Figure 5.5
shows that the number of steps to local optima and the number of cliffs show quite similar
behaviour as the system size grows. This means that in the quadratic assignment problem,
the number of cliffs has a more important role in time to local optima than the size of the
plateaux does. An interesting behaviour is seen in the three benchmarks in Figure 5.5 which
show a higher time to local optima than the random problems. These benchmarks are also
represented in Figure 5.10 without showing a signiﬁcantly different behaviour from the random
and other benchmark problems. This means that although different real world problems may
show different behaviours in the size of the plateaux in their landscapes, they show quite similar
behaviour in the number of cliffs the local-search algorithm sees. The other property is that the
number of cliffs (improving moves) in the landscape of real world problems is always smaller
than that of the random problems. This means that in terms of the time to local optima, the
random problems are harder than the real world problems (at least for the benchmarks we have
studied and for the way we generate the random problems). However, it is not just the time to
local optima which determines the hardness of a problem, the number of local optima and their
basins of attraction are other properties which will be studied in the next sections.
The analyses presented so far do not show the size of the plateaux and the height of the cliffs
the algorithm sees at each stage of the search process. In order to study this, a density plot
of the record of the steps taken by the local-search algorithm to get to the local optima, for
10000 different descents from random conﬁgurations, for n = 50, is shown in Figure 5.11. The
graph shows the cost of the solutions at each step against the natural logarithm of the numberChapter 5 Quadratic Assignment Problem 111
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FIGURE 5.11: The density plot of the record of the steps taken by the local search algorithm
to get to the local optima for 105 different search process, starting from random conﬁgurations.
The normalised cost of the conﬁgurations at each step is represented against the ln number of
steps. The size of the problem is n = 50. This is for a particular randomly generated problem
instance.
of steps. We observe that the shape of the landscape changes as the local-search algorithm gets
closer to the local optima. At the beginning, when the search algorithm starts from a random
conﬁguration, the algorithm easily ﬁnds a lower cost neighbour. Furthermore, the algorithm
initially makes a large improvement in cost at each step (note that the algorithm always chooses
the best neighbour to move to). However, as the search progresses, not only does the probability
of ﬁnding a better conﬁguration decrease, but the improvement in cost also decreases. Note
that we stop the local-search algorithm when it reaches a local optimum. Thus, the number of
steps the algorithm takes on a local optimum to make sure it has reached one is not counted in
Figure 5.11.
The data presented in Figure 5.11 show the cliffs and plateaux the local search algorithm sees
in solving a random problem. The random problems show similar behaviour; they do not have
plateau in their landscape, and the height of the cliffs shrinks exponentially as they get closer to
the local optima. Most of the benchmarks show a similar behaviour. This is seen in Figure 5.12,
where the density plot of the record of the steps for a benchmark problem with an average
behaviour is represented. The graph is similar for most of the benchmark problems.
However, not all the benchmarks show the same behaviour. As we saw in time to local optima,
some benchmark problems show plateaux in their landscape. Figure 5.13 shows the density plot
for a benchmark problem with huge plateaux. The data show that in most of the runs the search
algorithm does not see huge plateaux, although there are times in which the algorithm takes
more than 104 steps on the plateaux in search of a cliff.112 Chapter 5 Quadratic Assignment Problem
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FIGURE 5.12: The density plot of the record of the steps taken by the local search algorithm
to get to the local optima for 104 different search process, starting from random conﬁgurations.
The size of the problem is n=50. This is for a particular benchmark with an average behaviour.
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FIGURE 5.13: The density plot of the record of the steps taken by the local search algorithm
to get to the local optima for 104 different search process, starting from random conﬁgurations.
The size of the problem is n = 50. This is for a particular benchmark which shows huge
plateaux in its landscape.
Quite similar to what we saw in Graph-Colouring chapter 3, the graph can be divided into
two different parts. In the ﬁrst part all the runs make steady progress, although the height of
the improving moves decreases exponentially as the optimum is approached. The second part
(starting after around 10 steps in this case) is due to a small number of runs, where a very large
plateau is reached with a cost just above the optimum. When this happens, it can take over three
orders of magnitude longer to search this plateau and ﬁnd the optimum.Chapter 5 Quadratic Assignment Problem 113
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FIGURE 5.14: The histogram of the number of steps to local optima for a random problem
instance of size 50 on a logarithmic scale. The number of descents is 105.
Figure 5.14 shows the histogram of the number of steps to local optima for a randomly generated
problem instanceon a logarithmicscale. Thehistogram shows aroughly bell-shaped (orGamma
distribution) with some rare cases at the right side of the histogram.
Most but not all of the benchmark problems show a similar behaviour as we see in Figure 5.14.
Figure 5.15 shows the histogram for one of the benchmarks with plateaux in its landscape on a
logarithmic scale. The data show that in most of the cases the local search algorithm does not
hit a plateau (or, at least, a huge plateau) and directly reaches a local optimum. However, in
this benchmark, there are some rare cases in which the local search algorithm hits a plateau and
wanders on it in search of a cliff. Again note that the number of steps taken on a local optimum
is not counted in this ﬁgure and it shows the actual number of steps on plateaux.
5.2.4 Number of Local Optima
To ﬁnd the number of local optima in the landscape we use the exhaustive local-search algorithm
and store the local optimum it returns. The exhaustive local-search algorithm is repeated a large
number of times from randomly chosen starting conﬁgurations. Each local optimum with the
number of times it is hit is stored. Of course, there is no guarantee that all the local optima in the
landscape are found, particularly if a local optimum has a small basin of attraction. Typically
there are many local optima with a very small probability of being visited. For example, in one
randomly constructed instance with n = 30, after 105 hill-climbs, there were 85523 found local
optima, of which only 120 were discovered more than 10 times, and 77536 local optima being
found just once. For most of the benchmarks with the size of n = 30, all the local optima are hit
less than 10 times. For one particular benchmark instance of n = 30, again after 105 hill-climbs,
among 92418 found local optima, 46 were hit more than 10 times, 92372 were found less than114 Chapter 5 Quadratic Assignment Problem
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FIGURE 5.15: The histogram of the number of steps to local optima for a benchmark problem
of size 30 on a logarithmic scale. The number of descents is 105.
10 times, and 87720 were hit only once. However, those local optima that were observed only
once were all high-cost local optima.
The same experiment is performed on a benchmark problem and the results are shown in
Figure 5.17. The qualitative behaviour of the curve is quite similar for both the random and
benchmark problems. These two similar curves talk about an important property which is
seen in all the benchmark and random problems we have studied, not only for the quadratic
assignment problem, but also for the MAX-SAT in chapter 2, Graph-Colouring in chapter 3,
and Travelling Salesman problems in chapter 4. The property which reﬂects the size of the
basins of attraction of the local optima is that on average, there is a strong correlation between
the cost of a local optimum and the size of its basin of attraction. In all the problems, as the cost
of the local optima increases, the probability of getting to the local optima (the size of their basin
of attraction) decreases exponentially. This property is a desirable one, as it says that through
a search process, the better local optima have better chance of being visited, than the high cost
ones have. It also, although in an indirect way, suggests the existence of a strong correlation
between the cost of the neighbour solutions. Due to this correlation, a better local optimum
expands its effect to a longer range, so affecting more distant solutions, and putting them in its
basin of attraction. This is akin to the massive object’s effect on the space-time fabric in general
relativity, the better local optima curve the landscape around them in a stronger way, so more
local search process are trapped in their basin of attraction.
Fitting the data for the mean count of the local optima at each cost level in Figure 5.16 to
a straight line gives another way to estimate the probability of ﬁnding a local optimum. For
the case of Figure 5.16, where n = 30, the gradient of the ﬁtting line to the data for cost
c = 1:908106, to c = 1:913106, is  0:00014, which suggests that the probability of getting
to a particular local optimum at the cost c, decays exponentially as Pv(c) µ 10 0:00014c. (NoteChapter 5 Quadratic Assignment Problem 115
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FIGURE 5.16: Natural logarithm of the mean number of times local optima at certain cost are
hit in an experiment with 105 hill-climbs for a particular randomly drawn instance with n = 30.
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FIGURE 5.17: Natural logarithm of the mean number of times local optima at certain cost are
hit in an experiment with 105 hill-climbs for a particular benchmark problem with n = 30.
that because there are many more local minima at high cost, this does not imply that the search
is likely to reach the global optimum). We can give no strong justiﬁcation for believing that
this exponential decay should continue for high costs, although it seems to be a fairly good
approximation at low cost for every instance we have examined.
The relationship between the size of the problem and number of local optima is shown in
Figure 5.18, where the logarithm of the number of observed local optima divided by n0:25 is
plotted versus the normalised cost. The results for random instances are averaged over 100
instances. We have performed 106 hill-climbs to ﬁnd the local optima. For large problems
we signiﬁcantly underestimate the actual number of local optima at higher costs (inferior local116 Chapter 5 Quadratic Assignment Problem
0
1
2
3
4
5
l
o
g
1
0
(
N
(
c
)
)
n
0
.
2
5
 
 
Random     n=20
Random     n=30
Random     n=40
Random     n=50
Benchmark n=12
Benchmark n=20
Benchmark n=30
Benchmark n=50
Min Cost Max Cost
FIGURE 5.18: Natural logarithm of the number of local optima at certain cost for different n
of random and benchmark problems. The results for random problems are averaged over 100
instances for 105 hill-climbs.
optima). The plot shows that this curve for the random problems is roughly similar for different
size of the problem. If it were the case that we had found the majority of local optima, this
would indicate that the number of local optima grows approximately exponentially with n0:25.
The graph also includes some benchmarks of different sizes.
Most of the benchmarks we have studied show similar behaviour to the random problems; the
number of local optima grows at a similar rate. In Figure 5.18, the histogram of the local optima
at certain cost for some benchmarks represented. The data for the benchmarks of different size
show that although the number of local optima seems to grow at the same rate as the random
problems, the skewness of the distribution of costs of the local optima is different for different
benchmark problems. The number of local optima is also different for different benchmarks.
Note, however, that many of the local optima have been hit just once. This indicates that the
number of local optima, particularly for large systems, is underestimated. Although we are
aware of this problem, our limited time and computational capacity prevents us from increasing
the number of runs to reach better estimation. The other method which provides a more accurate
estimation is to sample the conﬁgurations for a large number of times and count the number of
localoptimaamongthem. Thismethodhoweverhasaproblem, namelythesizeofthesystemfor
which we can count the number of local optima is limited. This is shown in Figure 5.19, where
the logarithm of the number of local optima versus the system size is shown on a logarithmic
scale.
Figure 5.20 shows the number of local optima in a Hamming sphere around the global optimum
on a logarithmic scale. (note that we are aware of the fact that the best observed optimum may
not the global optimum; thus, by the global optimum we simply mean the best solution the
local search algorithm has found). Although not perfectly, the data become a straight line on118 Chapter 5 Quadratic Assignment Problem
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FIGURE 5.21: The number of local optima versus the problem size for different random and
benchmark problems. The results for random problems are averaged over 100 instances for 105
hill-climbs.
local optima have proportionally small basins of attraction, counting them needs a huge number
descents, which is beyond our computational capacity. The data clearly suggest that the number
of local optima in benchmark problems is higher than that of the random problems. We saw
in Figure 5.10 that the time to local optima for the benchmark problems is less than that of
the random problems. In other words, Figure 5.10 says that in terms of time to local optima,
the benchmark problems are easier to solve. On the other hand Figure 5.18 says that in terms
of the number of local optima, the benchmark problems are the harder ones. This behaviour
may represent a property which says that there is a trade-off between the number of steps to
local optima and the number of local optima. It may be as the number of steps is greater in the
random problems, on average, the local optima have bigger basins of attraction. Since the size
of the landscape is limited (n! possible solutions) bigger basins of attraction means fewer local
optima.
The difference between the number of steps to local optima and the number of local optima in
the benchmark problems and those of the random problems may not be a strong support for the
argument we made about the relationship between the number of steps to local optima and the
number of local optima. In order to show this relationship, Figure 5.22 shows the number of
local optima versus the number of steps to local optima for 67 different benchmark problems
of different size. As the number of steps to local optima and the number of local optima both
depend on the problem size, we have normalised the number of steps and the number of local
optima for each size between 0 and 1; therefore the results for different sizes are comparable.
The data clearly suggest an inverse relationship between these two important properties of the
landscape. There is some scatter in the data that could be because we do not count the actual
numberoflocaloptimabutuseanestimationforthat. Ortheremaybesomeotherreasonsforthe
ﬂuctuations, like there may be some problems with a large number of steps to local optima andChapter 5 Quadratic Assignment Problem 119
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Normalised Number of steps to local optima
N
o
r
m
a
l
i
s
e
d
 
N
u
m
b
e
r
 
o
f
 
l
o
c
a
l
 
o
p
t
i
m
a
FIGURE 5.22: The normalised number of local optima versus the problem size for different
random and benchmark problems. The results for random problems are averaged over 100
instances for 105 hill-climbs.
large number of local optima. Note, however, that we are talking about the trade-off between
the number of steps and the number of local optima for particular problem size. Of course
increasing the size of the problem increases both the number of steps and the number of local
optima, but for a particular problem size, having more local optima usually means fewer steps
to local optima. The smaller number of steps to local optima means either a smaller number of
cliffs, or a smaller size of the plateaux.
Our analysis shows that the distribution of the costs of the local optima has a bell shape around
the mean, which means that most of the local optima have a cost similar to the average cost. We
also showed that the better local optima have bigger basins of attraction and thus higher chance
of being found by local search algorithms. A consequence of this property is that there is clearly
a strong bias towards better local optima. Figures 5.23 and 5.24 show the proportion of the
local optima at each cost level and the probability of ﬁnding local optima at each cost level for
two random and two benchmark problems. Note that the data show the empirically measured
proportion of local optima at each cost level, and thus underestimate the true proportion of
local optima at high cost levels. Figure 5.23 shows that the bias towards the better local optima
changes from a problem instance to another. We show two problem instances with different
behaviours, one shows a weak, and the other shows a stronger, bias. This means that in terms
of ﬁnding the better solutions, some problems are easier than others. The same is shown in
Figure 5.24 for two benchmark problems of size n = 20. In one of the benchmarks the bias is
too small, and the other benchmark shows much stronger bias towards the better local optima.
This shows how the hardness of the problems (in the sense of ﬁnding better solutions) can
change from one benchmark to another of the same size.120 Chapter 5 Quadratic Assignment Problem
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FIGURE 5.23: Histogram of the cost of the local optima and the probability of reaching each
local optimum at a particular cost. This is for two random instances of size n = 30.
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FIGURE 5.24: Histogram of the cost of the local optima and the probability of reaching each
local optimum at a particular cost. This is for two benchmark instances of size n = 20.
Figure 5.25 shows the bias towards the better local optima versus system size for random and
benchmark problems. We use the following measure for the bias,
Bias =
¯ c E(c)
sc
; (5.4)
where ¯ c is the average cost of the local optima, E(c) is the expected cost of the found local
optima by the local search algorithm and sc is the standard deviation in the cost of the local
optima.Chapter 5 Quadratic Assignment Problem 121
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ln(Bias) = 6.28 − 0.27n
FIGURE 5.25: The bias toward the better local optima for random and benchmark problems
versus the system size n on a logarithmic scale. The results for the benchmark problems are
averaged over 50 problems, and the number of runs is 105 descents.
The data show that as the system size grows, the bias decreases exponentially as
Bias  e 0:27n: (5.5)
This means that as the size of the problems grows, the chance of getting to the better local
optima decreases exponentially. The data also show that the bias of the benchmark problems
is smaller than that of the random problems, meaning on average, the local search algorithm
has higher chance of ﬁnding the better local optima in random problems than the benchmark
problems. From the point of view of the probability of ﬁnding the better local optima, the
benchmark problems are harder problems than the random ones. It also seems that the bias for
the benchmark problems shrinks exponentially with the system size.
In order to show the relationship between the bias and the other important property of the ﬁtness
landscape, Figure 5.26 shows the bias versus the probability of ﬁnding the global optimum for
the benchmark problems on a log-log scale. There is a strong relationship between the bias
and this probability. This property and what we see in Figure 5.25 show how the probability of
ﬁnding the global optimum decreases as the system size grows. More detailed studies on the
probability of ﬁnding the global optimum is described in the next section.
5.2.5 Reaching the Global Optima
As shown in previous sections, from the perspective of ﬁnding good solutions, it is a desirable
property of many of the combinatorial optimisation problems including the MAX-SAT, Graph-
Colouring, Travelling Salesman and Quadratic Assignment problems that the ﬁtter local optima122 Chapter 5 Quadratic Assignment Problem
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FIGURE 5.26: The probability of getting to the global optima versus the bias toward the better
local optima for benchmark problems with different sizes on a log-log scale. The number of
runs is 105.
have, in expectation, larger basins of attraction. However, the gap between the expected cost
found and the cost of the globally optimal solutions grows as the system size, n grows. This is
illustrated in Figure 5.27, where the gap between the minimum cost (average cost of the global
optima over 100 problem instances) and the mean cost of the local optima found by the local-
search algorithm over an ensemble of randomly drawn instances are shown. The gap is deﬁned
as
Gap =

cmin E(c)
s
2
; (5.6)
where cmin is the cost of the best found optimum, E(c) is the expected cost of the found local
optima and s is the standard deviation in the cost of the found local optima. The gap is an
indicator of the hardness of the problem, as the wider the gap, the lower the probability of
ﬁnding the global optimum. The data show that the gap grows linearly with the system size. It
is clear that the gap for some of the benchmarks is higher, and for some of the them lower than
that in the random problems.
For a ﬁxed instance, the cost of the optima found by the exhaustive search algorithm ﬂuctuates
on every run. Figure 5.28 shows the standard deviation in the cost found by different runs of
local search divided by ¯ c, plotted against n on a log-log scale. The data suggest that the standard
deviation decreases almost linearly with thesystem size. Sincethe gapbetween global minimum
cost and the cost found by local search does not decrease with n, then as n grows, ﬁnding a global
optimum becomes more and more unlikely. The analysis shows that the standard deviation of
the cost of the local optima is higher in real-world problems than it is in random problems. In
this sense, the random problems are the harder ones to manage.Chapter 5 Quadratic Assignment Problem 123
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FIGURE 5.27: The gap between the cost of the global optimum and the expected cost of the
found local optima by the local search algorithm. The results for the random problems are
averaged over 100 problems and each dot represents one benchmark problem. The number of
descents is 106 runs.
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FIGURE 5.28: Plot of the variance of E(c)=¯ c found by local search algorithm. The number of
hill-climbs is 105 on 500 randomly generated instances.124 Chapter 5 Quadratic Assignment Problem
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FIGURE 5.29: Natural log-probability of ﬁnding the global optima versus n for random and
benchmark problems, the number of hill-climbs is 105 and the data are averaged over 100
randomly generated instances.
In Figure 5.29, the natural logarithm of the probability of ﬁnding a global optimum is plotted
against n for random and benchmark problems. The straight line ﬁt is consistent with the hy-
pothesis that ﬁnding a global optimum using the local-search algorithm becomes exponentially
unlikely as the system size grows. Using the straight line ﬁt in Figure 5.29 to extrapolate to large
n, the probability of the local-search algorithm ﬁnding a global optimum for an instance of size
1000 would be 8:0410 92. Although such an extrapolation is unlikely to provide a precise
value, nevertheless, it gives a strong indication that for larger problem instances, using multiple
runs of local-search algorithms begins to be useless, unless we run it for exponentially large
number of times (in the system size). In terms of the probability of ﬁnding the global optimum,
for the case of real-world problems, it seems that this probability decreases exponentially with
the system size.
5.2.6 Distance Between Optima
Another important property of the ﬁtness landscape of the optimisation problems is the distance
between the optima, which shows how the optimal solutions are correlated in the landscape.
Figure 5.31-a shows the histogram of the distances between local optima, averaged over 100
instances for n=50. The histogram shows that the local optima can be quite far from each other;
however, as the expected Hamming distance between random conﬁgurations of size n = 50 is
49, the data indicate that the average Hamming distance between the local optima is 45:08,
which means that the local optima are closer to one another than the average distance between
the random conﬁgurations. A comparison between the histogram of the distances of all the local
optima in Figure 5.30-a and that of the ﬁttest 10% of local optima shows that the histogram ofChapter 5 Quadratic Assignment Problem 125
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FIGURE 5.30: Histogram of the Hamming distances between a) all the local optima, b) top
10% local optima, for 100 random quadratic assignment problem instances with n = 50. The
number of runs is 105.
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FIGURE 5.31: Histogram of the Hamming distances between the local optima, for different
percentageoftoplocaloptimafor100randomlydrawnquadraticassignmentprobleminstances
with n = 50. The number of runs is 105.
the better local optima is shifted to the left. This clearly suggests that the better local optima are
gathered together in the landscape.
The histogram of the distances between the local optima for different percentage of the top
local optima is represented in Figure 5.31. As the inferior local optima are excluded from
the histogram, the histogram gradually inclines to the left side and changes its shape from
Figure 5.30-a, to the shape in Figure 5.30-b.126 Chapter 5 Quadratic Assignment Problem
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$\frac{\textrm{Average Distance Between Optima}}{\textrm{Average Distance between random configurations}}$
FIGURE 5.32: The average distance between the local optima divided by the average distance
between the random conﬁgurations (n 1) versus the system size. The results for the random
problems are averaged over 100 randomly drawn problem instances and each dot represents a
benchmark problem.
The average Hamming distance between the random conﬁgurations in quadratic assignment
problem is n   1 which we showed is greater than the average distance between the local
optima. Figure 5.32 shows the average distance between the local optima divided by n 1 for
different random and benchmark problems of different sizes. The results for random problems
are averaged over 100 randomly drawn problem instances. The data suggest that as the system
size grows, the average distance between the local optima gets closer to the average distance of
random conﬁgurations. This means that the local optima are relatively less correlated in larger
systems, than they are in the smaller systems. On the other hand, different real-world problems
show different behaviours. Some show strong correlation between their local optima and some
show almost no correlation; however, the benchmarks exhibit the same behaviour as the random
problems. In general, as the system size grows, the local optima show less correlation. This
property may seem to say that as the correlation between the local optima decreases with the
system size, it gradually becomes impossible for the population based algorithms to exploit such
a correlation. However, the fact that the decrease in correlation is because of the proliferation of
the uncorrelated inferior local optima, and that it is the correlated better local optima which have
better chance of being found by search algorithms (see Figure 5.31), indicate that the population
based algorithms still have chance of using this correlation for the larger system size.
Figure 5.33 shows the mean minimum distance from a conﬁguration in a local optimum to the
global optimum on a log-log scale for different size of the problem. These results are averaged
over all the local optima found in 100 instances. The data, for larger systems, almost ﬁt a
straight line on a log-log scale which suggests that as the cost of the local optima grows, the
average distance to the global optimum grows as O((c cmin)g), where g < 1 is the gradient of
the ﬁtting line to the data. This behaviour clearly indicates that during the search process, whenChapter 5 Quadratic Assignment Problem 127
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FIGURE 5.33: The mean minimum distance from a conﬁguration in a local optimum to the
global optimum on a log-log scale for different size of the problem.
a search algorithm jumps from a local optimum of cost c to a better optimum of cost c0 (c > c0),
the expected distance of the search algorithm to the global optimum decreases by O((c c0)g).
The gradient of the ﬁtting line in Figure 5.33 is less than one, which means that going from a
local optimum of cost c to a better optimum of cost c0, the local search algorithms make bigger
jumps, if they are at a lower cost local optimum. This is similar to what we saw in Figure 5.11,
where the lower the cost of the solutions, the smaller the improving moves. The difference is
that here in Figure 5.33, we are talking about the local optima, not the neighbour solutions. Note
that this is bad news, as getting closer to the global optimum, the search algorithm has to take
bigger steps to reach a better local optimum. The biggest step will accordingly be the last step
from the closest local optimum to the global optimum.
There are two important properties of the ﬁtness landscape which are reﬂected in this ﬁgure.
First as n grows, the distance between the closest local optimum to the global optimum grows
faster than linearly. For example for n = 30, on average the last step from the closest local
optimum to the global optimum is 0:82n, while for n = 70, this distance is 0:94n. This means
that as n grows, the number of conﬁgurations in between the global optimum and its closest local
optimum grows as O(n!). The other property is the decreasing rate of the distance to the global
optimum, as the search algorithm meets lower cost local optima. The data suggest that for the
smaller problems, to get to a better local optimum, the search algorithm has to take longer steps
(in the system size). This property, in contrast with the ﬁrst one described, means that as the
system size grows, in order for the search algorithm to ﬁnd a better local optimum, it needs to
take smaller steps (in the system size).128 Chapter 5 Quadratic Assignment Problem
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FIGURE 5.34: The normalised expected cost of conﬁgurations in Hamming sphere of radius h
around a global optimum for different size of the problem and different benchmarks.
5.3 Landscape Correlation
The experiments we have presented so far provide good reason for believing that the quadratic
assignment problem is difﬁcult for a hill-climber to navigate. However, as we show in Sec-
tion 6.1.1, there exist signiﬁcant long-range correlations in the landscape of the quadratic as-
signment problem. This is a consequence of the structure of the ﬁtness function. The change
in the cost of a conﬁguration due to swapping the assignment of two variables will be equal to
the sum of the ﬂows times the distances of the new location of the swapped facilities to all the
other facilities, minus the sum of the ﬂows times the distances of the old location of the swapped
facilities to all the other facilities. Typically, this change in ﬁtness (which is of order O(n)) is
rather small, in comparison with the overall cost (which is of order O(n2)). As a consequence,
theconﬁgurationsaroundaﬁtconﬁgurationwillalsotendtobeﬁt. Thispropertyisalsoreﬂected
in Figure 5.11, where the density plot of the record of the steps to local optima is represented.
5.3.1 Expected Cost in Hamming Sphere
In Figure 5.34, the expected cost of a conﬁguration in a Hamming sphere of radius h from
a global optimum is shown. This is for problems of different size and different benchmark
problems. Based on the rescaling used in this ﬁgure, the expected cost of conﬁgurations in
Hamming sphere is quite generic for almost all the problems presented in this ﬁgure. The
expected cost seems to be growing polynomially with the Hamming distance for most of the
problem instances, including the random and some of the benchmark problems. For one of the
benchmarks, the expected cost seems to grow linearly with the Hamming distance.Chapter 5 Quadratic Assignment Problem 129
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FIGURE 5.35: The normalised expected cost of conﬁgurations in Hamming sphere of radius
h around a global optimum on a log-log scale for different size of the problem and different
benchmarks.
Figure 5.35 shows the expected cost versus the Hamming distance from the global optimum on a
log-log scale. Based on the scaling used in the ﬁgure, the data suggest that for all the random and
benchmark problems we have studied, the expected cost grows polynomially with the Hamming
distance. In one of our previous research on the landscape of the Travelling Salesman problem,
we saw the expected cost grow linearly with the Hamming distance(see chapter 4). As the
Travelling Salesman Problem is a particular form of the quadratic assignment problem, we can
say that in general, the expected cost grows polynomially with the system size.
These curves show the existence of large-scale correlations in the ﬁtness landscape. That is, the
presence of a local optimum changes the expected ﬁtness of conﬁgurations away from the mean
ﬁtness at all Hamming distances. Despite this large-scale structure, local search algorithms still
fail to reliably ﬁnd a global optimum. The reason for this is that the landscape is sufﬁciently
rugged that it is not possible to exploit the long scale correlation using local ﬁtness information
alone.
In Figure 5.36, a density plot of the local optima as a function of their ﬁtness and their Hamming
distance from the best visited optimum is shown. A more detailed study on the density of local
optima and their distances from the global optimum solution in the random and benchmark
problems can be found in Merz and Freisleben (2000).
A landscape satisﬁes the big-valley hypothesis, if the closer a local optimum is to the global
optimum, the ﬁtter the optimum (Boese et al., 1994b). In the quadratic assignment problem
we often have some low cost optima which are far from the global optimum. For example in
Figure 5.36, there are many low cost local optima with the Hamming distance of 50 from the
global optimum, which means that there could be low cost local optima at the farthest distance
possible from the global optimum. A more detailed study on this property is found in Merz130 Chapter 5 Quadratic Assignment Problem
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FIGURE 5.36: Density plot of local optima conﬁgurations as a function of their costs and
Hamming distance from the best found optimum. The shading of the points shows the number
of local optima at that cost and Hamming distance. The size of the problem is n = 50 and this
is for a particular randomly drawn problem instance. The number of Hill-climbs is 106.
and Freisleben (2000). Furthermore, although there is a slight correlation between the ﬁtness
of a local optimum and its distance from a global optimum, there are plenty of ﬁt local optima
with a considerable distance from a global optimum, and many of unﬁt local optima close to a
global optimum. Thus we cannot see the classic big-valley structure in the quadratic assignment
problem instances. Nevertheless, the local optima close to any ﬁt optimum, tends to be below
the average cost.
Figures 5.37 and 5.38 show the average cost of the local optima versus the distance from the
global optimum for different size of the problem for random and benchmark problems. The
data for random problems are averaged over 100 randomly drawn problem instances and the
number of descents is 105. The random problems show quite similar behaviour, while different
benchmark problems show different behaviours. Apart from the slight differences, the data
show an important property of the ﬁtness landscape namely on average, the landscape has a
valley shape. Note however that this analysis shows the average cost for conﬁgurations in a
Hamming sphere h, around the global optimum and of course there are many local optima with
different behaviour from the average. As the Hamming distance decreases, the average cost of
the local optima from the global optimum increases, but for most of the benchmark problems
and all the random problems, taking the last steps to Hamming distance of n, the cost slightly
decreases. This is similar (and may be for the same reason) to the behaviour we saw in the cost
of the conﬁgurations at a Hamming sphere around the local optima in MAX-SAT in chapter 2
and Graph-Colouring in chapter 3 landscapes.
Considering Figure 5.11 and Figure 5.37 together, the general shape of the landscape can be
imagined. On average, the local optima closer to the global optimum have lower cost. On theChapter 5 Quadratic Assignment Problem 131
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FIGURE 5.37: The average cost of the local optima versus the distance to the global optimum.
This is for random problems and the data are averaged over 100 randomly drawn problem
instances of different size. The number of descents is 105 on each problem instance.
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FIGURE 5.38: The average cost of the local optima versus the distance to the global optimum.
This is for ﬁve benchmark problems of different size. The number of descents is 105 on each
problem instance.
other hand each local optimum has a bowl shape basin of attraction. Therefore, the landscape is
made of a valley consisting of these bowls, and on average, the closer the bowls are to the global
optimum, the deeper (on average) they are.
In order to show how the curve representing the cost of the local optima in a Hamming sphere
changes with the system size, Figure 5.39 exhibits the curves for different size of the problem.
The data indicate that the valley (if we may call it) consists of two parts. At the ﬁrst part, close
to the global optimum, there is a plateau (note that this is not the same as the plateaux we see132 Chapter 5 Quadratic Assignment Problem
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FIGURE 5.39: The average cost of the local optima versus the distance to the global optimum
divided by n for different size of the problem. This is for random problems and the data are
averaged over 100 randomly drawn problem instances of different size. The number of descents
is 105 on each problem instance.
in Figure 5.13, here we are talking about local optima which may be far apart). Then as we get
further from the global optimum, we see a slope. According to the data presented in Figure 5.39,
we see that as n increases, the slope (ﬁtness distance correlation) diminishes close to the global
optimum. This would provide less heuristic information for a population based algorithm to
locate the global optimum.
5.3.2 Basins of Attraction
Theregioninthesearchspacewhichleadsalocal-searchalgorithmtoaparticularlocaloptimum
is usually called the “basin of attraction” of the local optimum. We can empirically measure the
“basin of attraction” of a local optimum by repeatedly jumping to a certain Hamming distance
from the local optimum, running the local-search algorithm until it reaches a local optimum and
measuring the number of times it ends up at the same local optimum we had jumped from. This
allows us to measure the return probability, starting from a conﬁguration in a given Hamming
sphere. Figure 5.40 shows the return probability for the global optimum and some inferior
local optima for a particular quadratic assignment problem instance. The global optimum has
been visited for 9.79% of the times, and the least visited one has been hit just once in 105
hill-climbs. We observe that the local-search algorithm has around 92% chance of reaching the
global maximum, if it starts within a Hamming distance of 10. This chance for the least visited
local optimum is 5%.Chapter 5 Quadratic Assignment Problem 133
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FIGURE 5.40: Return probability starting from a Hamming sphere of radius h versus h. This is
for the global optima and some inferior local optima in a particular random problem with size
of n = 20. The empirical return probability is computed by running 104 hill-climbs starting at
randomly chosen conﬁgurations in each Hamming sphere.
5.4 Conclusion
We study different real-world and random problems of different size and show how the proper-
ties of the landscape of the problems change from one problem benchmark to another. We also
show how the real-world problems are different from random problems.
The properties we study in this paper are as follows.
 The auto-correlation of the ﬁtness landscape is studied as a measure for the landscape
ruggedness. Our analysis shows that the correlation length depends on the ratio of the
similar values in the problem matrix.
 One of the important properties of the ﬁtness landscape is the time taken by a local search
algorithm to get to the local optima. We study the time to local optima for different bench-
mark and random problems. The studies show that although there are some differences
among the real-world problems, they show quite similar behaviours, both for the random
and real world problems the time to local optima seems to grow polynomially with the
system size as T  n1:3. We also study the size of the plateaux and its relationship with
the time to local optima and size of the system. We show that the random problems do not
show the existence of plateaux in the landscape, while due to their structure, many of the
real-world problems have plateaux, a property that makes the local search algorithms take
longer to get to a local optimum. The analysis shows that there is a correlation between
the size of the plateaux and the number of similar values in the problem matrix. The other
property in the time to local optima is the number of cliffs the local search algorithm sees134 Chapter 5 Quadratic Assignment Problem
during its search process. We showed how this property is related to the system size;
it grows polynomially as Nclif fs  n1:4. The quite similar growth rate of the number of
cliffs and the time to local optima suggests that in the Quadratic Assignment problem,
it is mainly the number of cliffs which determines how long it takes for the local search
algorithms to ﬁnd the local optima, than the size of the plateaux.
 The other property we study is the number of times a local optimum is visited as a function
ofitscost. Theanalysisshowsthatasthecostofthelocaloptimaincreases, theprobability
of ﬁnding the local optimum decreases exponentially. This desirable property means that
the local search algorithms have higher chance of ﬁnding the better local optima.
 The number of local optima seems to grow exponentially with the system size, although
the rate seems to be greater in some benchmarks than the others. We show that there is
an inverse relationship between the number of local optima and the time to local optima
for problems with certain size. This means that for a particular system size, the larger the
number of the local optima, the less time it takes for the local-search algorithms to ﬁnd
them. Therefore there exists a trade-off between the hardness in terms of the time to local
optima and the hardness in terms of the number of local optima.
 Comparing the histogram of the local optima at each cost with the probability distribution
of the ﬁnding the local optima at each cost, it is clear that there is a bias towards the better
local optima. We show that this bias decreases linearly with the system size, a property
which means that ﬁnding the better local optima becomes more unlikely as the system
size grows.
 Although the better local optima have higher chance of being visited, the gap between
the cost of the global optimum and the expected cost of the local optima found by the
local-search algorithms increases with the system size. We show that the gap increases
linearly with the system size. At the same time, the variance of the expected cost of the
found local optima divided by the average cost of the local optima decreases. This means
that as the problem size grows, the chance of ﬁnding the better local optima decreases.
 The probability of ﬁnding the globally optimum solution is studied and it is shown that
as the system size grows, the probability of ﬁnding the global optimum shrinks exponen-
tially. Our studies show that the real-world problems follow the same rule.
 One important property of the ﬁtness landscape of the Quadratic Assignment problem
is the correlation between the cost of the local optima and their distance to the global
optimum. Although there is a slight correlation between the ﬁtness of a local optimum
and its distance from a global optimum, we showed that there are plenty of ﬁt local optima
with a considerable distance from a global optimum, and many unﬁt local optima close
to a global optimum. Thus we cannot see the classic big-valley structure in the quadratic
assignment problem instances. Although, the local optima close to any ﬁt optimum, tends
to be below the average cost.Chapter 6
Comparison
In this chapter we perform a comparison between the four problems, namely The MAX-SAT,
Graph-Colouring, Travelling Salesman and Quadratic Assignment problems studied in this re-
search. By studying the landscape properties of these problems we try to point out the similari-
ties and the differences between these problems. Many of the graphs in this section are the same
graphs presented in the previous sections and are presented here for the sake of comparison.
6.1 Bulk Properties
In this section we study two properties that are not directly related to the local optima. The ﬁrst
one is the auto-correlation function and the second is the mean ﬁtness in a Hamming-sphere
about a particular conﬁguration. These measures tell us about the average ruggedness of the
landscape and long-range correlations in the landscape.
6.1.1 Auto-Correlation
The empirically measured log-auto-correlation for the MAX-SAT, Graph-Colouring, Travelling
Salesman and Quadratic Assignment problems for different instance sizes is represented in
Figure 6.1. In all cases the fall off of the logarithm is almost linear, indicating an exponential fall
off with a characteristic “correlation length” (note that the deviation for large t which is most
prominent for TSP is most likely due to sampling errors). The correlation length is proportional
to the system size for all the problems. We observe that in all cases the landscapes are fairly
smooth, and become smoother as the system size increases.
For MAX-SAT we show the auto-correlation for different ratios of clauses to variables, a.
For a = 2 almost all instances have a relatively large fraction of satisﬁable conﬁgurations. In
contrast, at a = 10, almost no instances are satisﬁable, with instances around a = 4:3 marking
the phase-transition. The behaviour of the auto-correlation gives no indications of this rather
135Chapter 6 Comparison 137
on only a few variables. Thus, perturbing a few variables results in a relatively small change
in the cost of a solution. One consequence of this behaviour is that low cost solutions have a
long range inﬂuence on the ﬁtness landscape and that the lower cost minima tend to have larger
basins of attraction than the higher cost minima.
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FIGURE 6.2: Expected cost of the conﬁgurations in a distance sphere for the most local optima
at each cost for different problems of different size. For the MAX-SAT a = 8 and for the
Graph-Colouring k = 5. The data are averaged over 105 different runs.
6.2 Properties of Local Optima
In the rest of this chapter we concentrate on properties of local optima. These were found
using the exhaustive local search, described in section 1.2, many thousands of times to obtain
a representative sample of local optima with large basins of attraction. As we argue later we
believe that this sample includes almost all low costsolutions and in particular the globaloptima.
6.2.1 Time to Local Optimum
We consider properties about the search process, starting with the time (number of moves) to
reach an optimum. Note that we count the number of moves used, rather than the number
of ﬁtness evaluations, since in highly optimised local search algorithms data structures are
used to avoid or speed up ﬁtness evaluations. The time complexity of the local search is138 Chapter 6 Comparison
dominated in these algorithms by the update of the local search after making a move. We discuss
this further at the end of this section. In this section, we distinguish between the constraint-
satisfactionproblems(MAX-SATandGraph-Colouring)andtheothertwo. Asdiscussedearlier,
the constraint satisfaction problems undergo a phase-transition from an easy phase to a hard
phase, as the number of constraints increases (assuming the number of variables is kept ﬁxed).
In Figure 6.3 we show the empirically measured mean time to reach a local optimum versus a
for MAX-SAT and versus k for Graph-Colouring.
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FIGURE 6.3: Logarithm of the time to reach a local optimum for the problems with phase
transition. The data for the MAX-SAT problem are plotted versus a on a log-log scale, where
the size of the problem is n=50. The data for the Graph-Colouring problem are plotted against
the number of colours k on a logarithmic scale for n=100. Each data point represents the mean
over 100 instances and 105 hill-climbs per instance.
For MAX-SAT, small a corresponds to the easy-phase with a small number of constraints. For
small a there is a relatively high proportion of the conﬁgurations that satisfy all the constraints.
A local search algorithm will consequently ﬁnd a globally optimal solution quickly. However, as
a increasestowardsthephasetransition(whichoccursarounda =4:3), localsearchslowsdown
dramatically as the searcher explores very large plateau regions. Above the phase-transition
the search plateau regions become less common and the search rather rapidly ﬁnds a localChapter 6 Comparison 139
optimum. Exactly, the same pattern of behaviour is observed for Graph-Colouring. Note that
for graph colouring we have examined changing the number of colours k. A large number of
colours makes it easier to ﬁnd a satisfying solution; thus, the easy phase occurs on the right
side of Figure 6.3(b) and the hard side on the left (which is a mirror image of what occurs in
Figure 6.3(a) for MAX-SAT). The phase-transition occurs for this size of instance at k = 9.
In the MAX-SAT problem, graph representing time to local optima versus a consists of three
stages. From a = 1 up to a = 3:2 (phase transition), on a log-log scale, the time to local
optima versus a ﬁts a straight line, suggesting that the time grows polynomially as T  a4:16.
After the phase transition, there are the second and the third stages in which the time decreases
polynomially. At the second stage, as a increases, the time decreases rapidly by T  a 7:55
(note that empirically it is difﬁcult to distinguish between an exponential increase and a large
polynomial—we ﬁtted with a polynomial as it gives a slightly better ﬁt). After reaching a certain
point, the third stage begins, where the time decreases less rapidly as T  a 0:28.
A quite similar behaviour is seen in the Graph-Colouring problem. The time to reach a local
optimum also consists of three stages. On a logarithmic scale, at the ﬁrst stage, from k = 2 to
k = 9 (the chromatic number), the data ﬁt a straight line, meaning that for k up to the chromatic
number, the number of steps grows exponentially with the number of colours. The second and
the third stages of the graph show different behaviours. On a log-log scale, the data for these
two stages ﬁt a straight line, suggesting that the time to local optima decays polynomially with
the number of colours. Note that this time consists of the time taken on the plateaux, plus the
number of improvement moves the local search algorithm sees during its search process. We
will study each component separately in the rest of this research.
The time to reach a local optimum as a function of the instance size is found to grow as a slow
polynomial of the system size. This is shown in Figure 6.4. For TSP we ﬁnd a similar behaviour
in a suit of instances (see 4). The MAX-SAT and Graph-Colouring data are for instances in the
unsatisﬁable (hard) phase.
We observe that the number of moves to reach the local optima grows sub-quadratically in all
cases. To compare the run times between the different problems we also need to take into
account the time taken to make a move. This depends on the implementation of the local search
operator. The best algorithm known by the authors for solving MAX-SAT can perform a move
in O(1) operations, while that for Graph-Colouring takes O(n) (Pr¨ ugel-Bennett and Tayarani-
N., 2011). TSP can be much slower, as it has a large neighbourhood (O(n3) for 3-opt), and each
move can require a non-local rearrangement of the tour. Efﬁcient implementations of TSP usu-
ally restrict the neighbour and use sophisticated data structures to store the tour. The quadratic
assignment problem is considerably simpler than TSP, but still has a large neighbourhood to
explore (n(n 1)=2) compared to n for MAX-SAT and (k 1)n for Graph-Colouring. Thus,
the clock time can grow faster than Figure 6.4 suggests. Nevertheless, the time taken to reach a
local optimum is not a limiting constraint in ﬁnding a global optimum.140 Chapter 6 Comparison
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FIGURE 6.4: Time to reach a local optimum for the problems versus the system size. For
the Graph-Colouring problem k = 7, and for the MAX-SAT problem a = 8. Each data point
represents the mean over 100 instances and 105 hill-climbs per instance.
The analyses provided for different combinatorial problems suggest that the time to local optima
for these problems grows sub-quadratically with the system size. This, may seem to mean that
in terms of the time to ﬁnd a local optimum, the NP-Hard problems (or at least the ones studied
in this research) become polynomially hard as the system size grows. However, this does not
mean that ﬁnding the best solution to a NP-Hard problem can be performed in polynomial time.
There are other properties related to the hardness of the problems. The number of local optima
and the correlation between the size of the basin of attraction of a local optimum and its cost are
other important properties which are targeted in the next sections.
Theaveragetimetoreachlocaloptimahidesdetailsofhowthesearchalgorithmsmakeprogress.
To study this we examine the change in cost as a function of the number of steps averaged over
many different runs. This is shown in Figure 6.5 as a density plot of the cost of a solution
versus the number of steps (plotted on a logarithmic scale) for many different runs for the
Graph-Colouring and the quadratic assignment problems. For Graph-Colouring (and similarly
for MAX-SAT) there is a characteristic dog-leg shaped curve, with rapid initial progress until
the knee of the dog’s leg is reached. At this stage on most runs a local optimum has been
reached and no further progress is made, but on a small proportion of runs, large plateaux are
reached and the rate of progress slows down signiﬁcantly once this happens. The probability
of reaching a large plateau increases considerably in the proximity of the phase-transition. InChapter 6 Comparison 141
contrast, for quadratic assignment (and similarly for TSP), this second phase is not observed.
This is a consequence of the fact that for quadratic assignment (and TSP) conﬁgurations with
the same ﬁtness are rare, so there are no large plateaux.
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FIGURE 6.5: The density plot of the record of the steps taken by the local search algorithm to
get to the local optima for 105 different search process, starting from random conﬁgurations.
The cost of the conﬁgurations at each step is represented against number of steps on a
logarithmic scale. The size of the problem is n = 50. For the Graph-Colouring problem the
number of colours is k = 5.
Note in Figure 6.5 that we have plotted the number of steps on a logarithmic scale; thus, initially,
the frequency of improving steps and the average size of an improving step is signiﬁcantly larger
than that which occurs later on in the search.
The time it takes for a local-search algorithm to ﬁnd a local optimum consists of two compo-
nents. One is the number of improving moves (cliffs) the search algorithm sees, and the other
is the plateaux on which the algorithm wanders while searching for an improving move. These
two properties change as the parameters of the problems change. Since there is no plateau in the
landscape of the Quadratic Assignment and the Travelling Salesman problems, the time to local
optima is entirely made of improving moves. The landscape of Graph-Colouring and MAX-
SAT however, consists of both improving moves (when the search has reached a cliff edge) and
plateaux. For the Graph-Colouring problem, we saw that up to the chromatic number, the time to
local optima grows exponentially with the number of colours. Figure 6.6 shows the contribution
of number of improving moves and the number of steps on plateaux in the time to local optima.
Up to the chromatic number, the number of improving moves needed to reach a local optimum
grows with the number of colours. After reaching its peak at the chromatic number, the number
of improving moves decreases with the number of colours. The number of improving moves
also depends on the system size. It seems that it grows linearly with the system size. On the
other hand the number of steps on the plateaux has a more important role in the time to local
optima. Quite similar to the behaviour we saw in time to local optima in Figure 6.3, the graph
representing the size of the plateaux in the landscape consists of three stages. At the ﬁrst stage,
from k = 2 up to the chromatic number, the size of the plateaux grows exponentially with the
number of colours. At the second stage, the size decreases polynomially with the number ofChapter 6 Comparison 143
(note that the data for the number of steps on the plateaux are plotted on a logarithmic scale).
When wandering on the plateaux, it speeds up search if we do not check repetitive solutions.
This property suggests that the Tabu search might be a more appropriate algorithm for the
degenerative objective functions, particularly around their phase transition.
6.2.2 Local Optima Properties
In this section, we explore properties of the local optima. As discussed before, these were found
by performing multiple runs of the exhaustive search algorithm. The mean number of visits
for local optima binned according to their costs is shown in Figure 6.7. For all four problems
shown, the probability of visiting a local optimum appears to fall off exponentially with the cost.
Similar behaviour was found for instances at other parameter values and also for different types
of TSP (see chapter 4). The only exception was for TSP with random “distances”, where there
was little, if any, correlation between the cost of the local optima and the probability of visiting
them. We attribute this to the lack of signiﬁcant long range structure in this problem.
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FIGURE 6.7: Number of local optima are hit at each cost for different problems. For the Graph-
Colouring and MAX-SAT problems we show the maximum, mean and minimum number
of times the local optima are hit at each cost level. For the Quadratic Assignment and the
Travelling Salesman problems it is highly unlikely to have more than one local optimum at
each cost, so the data show the number of times each local optimum is hit versus its cost. The
size of the problem is n = 100 for the MAX-SAT problem and n = 50 for the other problems.
For the MAX-SAT problem a = 8 and for the Graph-Colouring k = 7. The number of descents
is 106.Chapter 6 Comparison 145
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FIGURE 6.9: Histograms showing the proportion of local optima at each cost value and the
probability of ﬁnding a local optimum of each cost for one randomly generated instance of
different problems. The size of the problem is n = 50 for all the problems. The constraint
parameters are set to k = 5 and a = 8.
The curves indicate that the number of local optima at each cost grows roughly as
N(c)  enag(c=cav);
where g() is some approximately parabolic function (Graph-Colouring is the slight outlier as
it is difﬁcult to ﬁnd a scaling relation due to the fact that the chromatic number does not scale
linearly with n). Each problem has a very different scaling behaviour with n. This is seen even
within problem classes. Different types of TSP have different scaling behaviour. Note that for
Graph-Colouring we count local optima that differ by a permutation symmetry as the same local
optimum. Thus with the Hamming neighbourhood, due to the permutation symmetry, there are
in fact k! more local optima. To estimate the growth in the number of local optima for quadratic
assignment we measured the proportion of randomly sampled conﬁgurations which were local
optima. This was only practical for problems up to size 12. From these very small instance sizes
we estimated that the number of local optima grows approximately as exp(0:63n 2:2).
The number of local optima also depends on the other details of the instances. In Figure 6.11, we
show the total number of local optima for MAX-SAT versus a and n, and for Graph-Colouring
versus k and n. Note that because of the simple scaling behaviour of MAX-SAT, we have scaled
the y axis to remove the main variation in n. We observe that the number of local optima grows148 Chapter 6 Comparison
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FIGURE 6.12: Plot of the expected maximum ﬁtness (expected minimum cost for Graph-
Colouring), the average ﬁtness (average cost for Graph-Colouring) found by local search
algorithm and the variance in the ﬁtness of the local optima versus 1=n (1=
p
n for Graph-
Colouring). This is calculated by performing 105 hill-climbs on 100 randomly generated
instances of the problem.
the Hamming distance between global optima averaged over a large number of instances with
multiple global optima. The mean distance between randomly chosen pairs of conﬁgurations
for MAX-SAT with n = 100 is 50. For Graph-Colouring we show both the Hamming distance
and the partition distance between global optima (the partition distance being the minimum
Hammingdistancebetweentwoconﬁgurationsuptoapermutationinthecolours). Theexpected
Hamming distance between random pairs of conﬁgurations for this Graph-Colouring problem
instance is 40, while the mean partition distance is around 33. In both problems we see that
there can exist global optima which are unrelated to one another.
6.2.4 Proximity to Global Optima
Given that it is exponentially unlikely to ﬁnd a global optimum, an important question is whether
it is possible to infer information about the position of the global optimum (or a high quality
optimum) from information provided by local optima. To study this, in Figure 6.16, we show
a density plot of the number of local optima as a function of the cost and the distance from the
nearest global optimum. For Graph-Colouring we use the partition distance, since otherwise
the colour-permutation symmetry would hide the ﬁtness distance correlation. For TSP we showChapter 6 Comparison 149
0 50 100 150 200
−5
−4
−3
−2
−1
Max-Sat, α = 8
l
n
-
P
r
o
b
a
b
i
l
i
t
y
o
f
ﬁ
n
d
i
n
g
g
l
o
b
a
l
o
p
t
i
m
a
n
pbest = 0.428e −0.017n
20 40 60 80
−5 
−4 
−3 
−2 
−1 
n
l
n
−
P
r
o
b
a
b
i
l
i
t
y
 
o
f
 
f
i
n
d
i
n
g
 
g
l
o
b
a
l
 
o
p
t
i
m
a Graph-Colouring, k = 5
Pbest = 5.59e −0.084n
20 40 60 80
−1.5 
−1 
−0.5 
0 
n
l
n
−
P
r
o
b
a
b
i
l
i
t
y
 
o
f
 
f
i
n
d
i
n
g
 
g
l
o
b
a
l
 
o
p
t
i
m
a Euclidean TSP
 
 
Pbest ∝ e −0.018n
10 20 30 40 50
−12 
−10 
−8 
n
l
n
−
P
r
o
b
a
b
i
l
i
t
y
 
o
f
 
f
i
n
d
i
n
g
 
g
l
o
b
a
l
 
o
p
t
i
m
a Quadratic Assignment
 
 
Pbest ∝ e −0.218n
FIGURE 6.13: Natural log-probability of ﬁnding the maximum ﬁtness optima versus n
averaged over 100 randomly generated instances. The number of runs is 106. For the Graph-
Colouring problem the number of colours is k = 5 and for the MAX-SAT problem a = 8.
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FIGURE 6.15: Histogram of Hamming distances between the global optima in the MAX-SAT
and Graph-Colouring problems. For the Graph-Colouring problem we have also included the
histogram of partition distances. The histograms are made from 10000 randomly generated
problem instances. For the MAX-SAT problem n = 100 and a = 8, for the Graph-Colouring
n = 50 and the number of colours is k = 5.
this both for Euclidean instances and for random instances. In all cases, there is some ﬁtness
distance correlation, although this is rather minimal for quadratic assignment and for TSP with
random instances.
As ﬁtter members of the population tend to be closer to a global optimum, this could allow
population-based algorithms to search the landscape more effectively than local search. In
MAX-SAT an effective search method is to perform a number of independent searches and then
to move to the centroid of the best solutions found by local search (Qasem and Pr¨ ugel-Bennett,
2010; Pr¨ ugel-Bennett and Tayarani-N., 2011) (that is, the solution with the lowest mean distance
to the best solutions). Although the centroid is usually at a higher cost than any of the solutions
found by local search, when the search is restarted, the cost rapidly decreases and typically beats
any of the solutions found by local search. We can understand this behaviour from Figure 6.16.
Local search ﬁnds optima which tend to be at lower costs than the average optima. These are
slightly correlated with the global optima. The centroid, although not itself an optimum, is
correlated with the global optimum. Although this method does not typically ﬁnd the global
optimum solution, it will often ﬁnd a solution close to a global optimum with a low cost.
In Graph-Colouring, one of the most effective algorithms over the last 10 years for solving
dense random graphs is a hybrid genetic algorithm (Galinier and Hao, 1999; Tayarani-N and
Pr¨ ugel Bennett, 2011). Again we can understand this in terms of the density plot shown in
Figure 6.16. This algorithm uses a specially tailored crossover which ﬁnds a child with a small
partition distance between its two parents. The crossover is hybridised with a local search. The
local search ﬁnds solutions which are below average cost and thus tend to be correlated with a
global optimal solution. Crossover produces new conﬁgurations which are no longer optimal,
but tend to be more correlated with a global optimum. Reapplying local search tends to ﬁnd
a nearby above-average solution, which is likely to be even more correlated with the global
solution.Chapter 6 Comparison 151
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FIGURE 6.16: Density plot of local optimum conﬁgurations as a function of their cost and
Hamming distance from the most frequently visited global optimum. For the MAX-SAT and
the Quadratic Assignment problems we use the Hamming distance; for the Graph-Colouring
problem the partition distance and for the Travelling Salesman problem the number of non-
common edges are used as the distance measure. The number of colours in the Graph-
Colouring problem is k = 5 and in MAX-SAT a = 8. For the Travelling Salesman problem
two types of the Random and the Euclidean are used. The number of runs is 106.
However, the ﬁtness distance correlation is rather weak. In Figure 6.17 we show the average
distance to the global optima for conﬁgurations in different cost bins. The axes have been
rescaled to make the data fall on top of each other for different problem sizes (we were unable
to do this for quadratic assignment).
For both MAX-SAT and Graph-Colouring we ﬁnd that the mean distance to a global optimum
appears to scale approximately as
dnearest  n

c cmin
n
0:33
:
Therefore the mean distance to the global optimum for a local optimum with cost of one
greater than the global optimum scales as n0:67. The number of conﬁgurations in a Hamming-
ball of size h is given by
 n
h

 (n=h)h so that the number of conﬁgurations in a Hamming
ball with a radius of dnearest is greater than n0:33n0:66
. Within this radius there are no lower
cost conﬁgurations providing heuristic information about where to search. The situation for
TSP is no better, with very ﬁt solutions having in expectation around 0:2n edges different
from the global solution. The number of conﬁgurations in a Hamming ball of this size is154 Chapter 6 Comparison
increases considerably with a. This shows that increasing a considerably increases the size of
the space in which the local optima sit. All the other problems have a very rapid initial drop off
in the eigenvalue spectrum, indicating that there is a small number of directions where there are
very prominent changes in the solutions. In Graph-Colouring we see that increasing k decreases
the size of the space spanned by the local optima, despite increasing the size of the search
space. In TSP we see that different problem types lead to very different eigenvalue structures.
Euclidean TSP is somewhat atypical in being particularly easy to solve. This is reﬂected in the
eigenvalue spectrum falling off faster than with other problems. Finally, we note that quadratic
assignment has a large number of non-zero eigenvalues, which may in part explain its difﬁculty
(although note that Graph-Colouring with k = 3 shows slightly more variation).Chapter 7
Conclusion
This research provides a comparison between four very different combinatorial optimisation
problems. We have had to be selective in the data we present. The ﬁrst observation is the
remarkabledegreeofsimilarityweobserveinthefourproblems. Someofthisisqualitativeonly,
and appears more similar than it really is, due to selection of the scale of the axes. Nevertheless,
there are substantial similarities. As we argued earlier, we believe the cause of these similarities
is that the structure of the cost function is similar in so far as they are all sums of a large number
of largely independent components (clearly they are not completely independent as this is what
makes the problems hard). Furthermore, changing a small number of variables only affects a
small number of components, so there is a long range correlation between costs. This results in
a multi-modal ﬁtness landscape with some correlation between local minima.
At least for the properties we examined (which we believe are all relevant to designing or choos-
ing a search algorithm), this similarity seems to be much more important than the differences
in the problem. These differences include the neighbourhood structure, the size of the search
space and symmetries. In designing algorithms, these features are essential at an operator level
(i.e., designing mutation or crossover operators for EAs). However, at a high level (e.g. using
a population to explore the search space over long distances), these differences seem much less
important and the variation within a problem class can be as signiﬁcant as variations between
problem classes. Being able to separate the low-level (short-scale) properties from the large-
scale properties is clearly of the utmost importance in developing meta-heuristics.
Despite the similarities, there are some important differences between problems. Most signif-
icantly, in the problems we have studied, is the division between the constraint optimisation
problems with a satisﬁability phase transition and TSP and quadratic assignment which do
not show the phase transition. Although all four problems behave similarly, when MAX-SAT
and Graph-Colouring are above the phase transition, there is a signiﬁcant qualitative difference
around and below the phase transition. With a small number of constraints (i.e., signiﬁcantly
below the phase transition) MAX-SAT and Graph-Colouring have a signiﬁcant proportion of
conﬁgurations which satisfy all the constraints, and they tend to be easy to solve. Around the
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phase transition, there can be exponentially large low-cost plateaux which can dominate the
search time. At the same time, some of these correspond to local rather than global optima.
Efﬁcient methods for navigating through this space, such as Tabu search or using additional
heuristic information, can substantially speed up search for these problems.
None of the behaviour we observe is that surprising, although there are properties that would be
difﬁcult to guess and occasionally contradict commonly held believes. We outline some of these
below.
 Auto-correlation is often used as a measure of problem difﬁculty, and yet, as we have
seen, all four hard problems we have studied have a low correlation length. Furthermore
the correlation length is oblivious to properties such as the phase transition where the
problem difﬁculty changes drastically. In our opinion the importance of auto-correlation
is often over played in studies of ﬁtness landscapes.
 In all four problems the presence of a local optimum strongly inﬂuences the expected
cost of a conﬁguration up to a Hamming distance equal to the random Hamming distance
between conﬁgurations. One consequence of this is that ﬁtter local optima tend to have
signiﬁcantly larger basins of attraction than less ﬁt local optima as their whole neighbour-
hood is on average ﬁtter than that of a less ﬁt local optimum.
 The time for local search to reach a local optima is poorly studied, although clearly of
the utmost importance in designing heuristic search algorithms. The number of moves
taken to reach an optimum grows sub-quadratically as a function of the problem size for
all four problems investigated. However, it can grow exponentially large as we approach
the phase transition (for those problems with a phase transition). The cause of this is the
large amount of time spent on very large plateaux of the search space. The position of
the phase transition is the most important determiner of the behaviour of the problem for
constraint satisfaction problems. In the phase where it is not possible to satisfy many
of the constraints, the constraint satisfaction problems (MAX-SAT and graph colouring)
exhibit similar behaviour to TSP and quadratic assignment.
 In all problems investigated, the number of local optima grows exponentially as a small
polynomial of the instance size. This measure in combination with the basins of attraction
determines the difﬁculty of ﬁnding a global optimum.
 The probability of ﬁnding a global optimum falls off exponentially with the instance size;
however, this fall off is often sufﬁciently slow that medium sized problems (often up to
several hundred elements) can be solved quite efﬁciently by running local search multiple
times. Interestingly, these sized problems are often found in benchmarking libraries.
Extreme caution is required in extrapolating results obtained on such problems as repeated
local search becomes ineffective when considering larger problems.
 In all problems very ﬁt local optima often are a considerable distance apart. This is
particularly evident in MAX-SAT and graph colouring where frequently there are multipleChapter 7 Conclusion 157
global optima. These will often have small correlations with each other showing that it is
often possible to obtain optimal solutions in very different ways.
 Despite the above observation there is a small but signiﬁcant positive correlation between
ﬁtness and the proximity to a global optimum. The structure of this, however, can vary
considerably between problem types. An evolutionary algorithm using selection and
crossover (possibly hybridised with a local search algorithm) may be able to exploit this
correlation.
 In all problems the mean distance from a global optimum to the next best optimum is
sufﬁciently large that ﬁnding the global optimum by exhaustively searching the proximity
of the next best optima is intractable in problems of any size.
 Finally, although the number of local optima increases exponentially in some small poly-
nomial of the system size, there are often only a relatively small number of ways in which
the local optima vary. This is revealed by the rapid fall off in the size of the principal
components.
Optimisationisnoteasy. Therearemanypropertiesthatcanaffectthechoiceofsearchalgorithm
to be used. We explored a number of them in this research. However, there is a surprising, but
pleasing uniformity in the behaviour of a lot of apparently different optimisation problems. This
holds out the promise that the task of understanding ﬁtness landscapes, for at least a large group
of real world problems, is not endless. We believe there is the hope of modelling many of
the properties of a ﬁtness landscape for many different problems using only a small number
of parameters; hence, providing a powerful classiﬁcation system for landscapes. We have not
attempted that in this research, but rather, provided the raw data, as we believe it may be of use
to other researchers interested in understanding the anatomy of ﬁtness landscapes.Appendix A
Implementing GSAT
We can implement GSAT so that each step takes on average Q(b2a) updates. To do so, we
must maintain a count of the number of satisﬁed variables in each clause and the change in
ﬁtness caused by ﬂipping each variable. A variable occurs on average in b a clauses. When
a variable is ﬂipped we have to change the count of the number of satisﬁed variables in each
clause. We also have to change the cost for ﬂipping variables for all the variables that occur
in the clauses that have been changed by the variable ﬂip. Since there are b  1 variables in
a clause, other than the variable being ﬂipped, we have potentially to change the ﬂip cost of,
on average, (b  1)b a variables. It is a tedious but straightforward exercise to perform the
book-keeping described above.
A less trivial part of the implementation is to be able to choose which variable to ﬂip given a
list of ﬂip costs. Since there are n variables, searching this list would dominate the run time.
Therearetwotypesofvariablesthatneedtobemaintained, improvingmovesandneutralmoves.
Typically, the total number of improving moves throughout a run will be less than 2 ban. Since
the run time to reach a local optimum grows super-linearly, the vast majority of moves will not
involve a ﬁtness improvement. Therefore, the improving moves do not have to be implemented
efﬁciently. The more challenging issue is to maintain a set of ﬁtness-neutral moves. In particular
we want to be able to add elements, delete elements and choose a random element in constant
time. Binary trees or hash tables do not allow this; however, there is a simple, although not well
known, data structure that does this. We call this a bounded set.
The bounded set implementation works provided that 1) the number of objects that could be put
into the set are both known when the set is created, and 2) they can be stored in memory. In our
case, our list of neutral moves can only involve the n variables—thus this easily ﬁts in memory.
We implement the bounded set using two arrays. The ﬁrst, index, array is a ﬁxed-size array
of size n which is used to point to elements in the second array. The second, member, array
contains the elements in the set. We also keep a counter of the number of elements in the set. If
the elements are not in the set, we assign a value of  1 to those elements in the index array. In
Figure A.1 we show a set of up to 10 possible elements containing elements 5, 7, 2 and 8.
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FIGURE A.1: Illustration of the two arrays used to implement a bounded set containing
elements 5, 7, 2 and 8. The top, index, array holds the indices of elements in the bottom,
member, array.
To add an element, say 3, to the set we put it into the next available position (position 4) in the
member array and update the element at position 3 in the index array to 4. We ﬁnally increment
the set size. To remove an element, 5 say (assuming the array is as shown in Figure A.1), we
check its position using the index array and ﬁnd it is in position 0. We then move the last
element, 8, in the member array into this position (updating the position of element 8 in the
index array), decrement the element count, and set the 5th element in the index array to  1. To
ﬁnd a random element we just select a random number from 0 to the size of the set and choose
the element in that position in the member array.
WALKSAT can be run as efﬁciently as GSAT. The only modiﬁcation needed is to keep a
bounded set of the unsatisﬁed clauses.Appendix B
Estimating the Number of Optima
In estimatingthe numberof local optima, we treat eachset ofoptima at agiven ﬁtness separately.
To simplify the notation we drop the subscripts indicating the ﬁtness, for example, we denote the
parametersoftheGammadistributionbyaandbratherthanaf andbf. Recallfromsection2.3.4
that we shall assume that the probability of visiting an optimum, i, is gamma distributed, and the
likelihood of visiting the optimum in N trails is Poisson distributed. To compute the likelihood
of visiting a local optimum, at ﬁtness f, ni times we integrate over the unknown probability, Zi,
of visiting the local optimum
P(nija;b) =
¥ Z
0
P(nijzi)g(zija;b)dzi
=
ba
(b+N)a+ni
Nni
ni!
G(a+ni)
G(a)
:
Given a list of the number of times each local optimum at ﬁtness f is visited (nijfi = f), the
log-likelihood is given by
L = log
 
Õ
nijfi=f
P((ni)ja;b)
!
= nt 
¯ nlog(N)+alog(b) (a+ ¯ n)log(b+N)
 log(G(a))

+å
i
(G(a+ni) log(ni!))
where nt is the total number of local optima at ﬁtness f, and ¯ n = åini=nt is the mean number of
times a local optimum at this ﬁtness is visited. To maximise the likelihood we set the derivative
of L with respect to a and b to zero. After rearranging we ﬁnd
a =
¯ n
ey(a)  1
nt åiy(a+ni) 1
; b =
Na
¯ n
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where y(x) is the digamma function which is deﬁned as y(x)= dlog(G(x))=dx. Notice that we
have a self-consistency equation for a, which, can be easily solved by bisection. The function
f(a) =
¯ n
ey(a)  1
nt åiy(a+ni) 1
has the property f(0) = 0 and f0(0) = 0, while for large a
f(a)  a+
s2  ¯ n
2¯ n
O

1
a

where s = 1
nt åin2
i   ¯ n2. Thus, there must be a solution for ﬁnite a > 0 provided s2 > ¯ n since
the function f(a) starts out smaller than a for some sufﬁciently small a, but ﬁnishes larger than
a. For s2  ¯ n, the maximum-likelihood solution occurs when a ! ¥ which corresponds to
g(xija;b) being a delta function at xi = ¯ n. This agrees with our intuition that, in this case, we
can explain all the ﬂuctuations in the number of times an optimum is visited through the Poisson
process, and thus the maximum-likelihood distribution occurs when all the optima have the same
probabilities of being found.
To obtain an accurate model of the distribution of probabilities of ﬁnding an optimum, we should
also include the optima that we have not observed. Of course, we do not know this. However,
we can estimate this number for a given set of parameters, a, b and nt The expectation of not
ﬁnding a local optimum is given by
  b
b+N
a
. The expected number, nu, of local optima that are
not observed are thus given by
nu = nt

b
b+N
a
= nt

a
a+ ¯ n
a
We have nt = nu +no where no are the number of observed local optima. We can ﬁnd nu by
starting from nt = no and computing the expectation of nu. This is then used to update nt. Even-
tually this converges although the convergence is rather slow and beneﬁts from using Aitken’s
d2-process (Press et al., 2007, Section 5.3). Empirically it is found that if the probability of
being visited in N trials falls below 1 then the likelihood is optimised by a = 0 and nu = ¥. This
is clearly a quirk of the probabilistic model we are using and reﬂects the fact that there is not
enough data to make a reasonable ﬁt. If we just extrapolate the expected probability of visiting a
local maximum, we see from Figure 2.10 that to visit a local maximum at a ﬁtness of 757 at least
once would require around 1011 samples which is computationally infeasible. Thus, obtaining a
reliable estimate of the number of local optima at low ﬁtness is extremely challenging.Appendix C
Fitness Variance in Hamming Sphere
for MAX-SAT
Computing the variance in the ﬁtness of the conﬁgurations in a Hamming sphere depends on
the structure of the clauses, and, in particular, which pairs of clauses share common variables.
An exact computation of the variance, though possible becomes quite complicated. However,
for randomly drawn instances where each clause is independent, we can obtain a reasonable
approximation by assuming the probability of two clauses being satisﬁed is equal to the product
of either being satisﬁed. This is true only in expectation for random conﬁgurations; however, it
provides a reasonable estimate to the variance found in typical instances.
The variance is given by
s2 = Eh

s2
0(x x x0)

 Eh

s0(x x x0)
2
where we have used the shorthand
Eh

q(x x x0)

= E
 
q(x x x0)jd(x x x0;x x x) = h

=
1
 n
h
 å
x x x02Xh(x x x)
q(x x x0)
for an arbitrary function q. Now
s2
0(x x x0) =
 
m
å
i=1
Jgi(x x x) 2 S0K
!2
=
m
å
i=1
Jgi(x x x) 2 S0K
+
m
å
i6=j=1
Jgi(x x x) 2 S0KJgj(x x x) 2 S0K
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where we use the fact that since an indicator function equals either 0 or 1, the square of the
indicator function is equal to itself. Thus s2 = s2
1 +s2
2, where
s2
1 =
m
å
i=1

Eh
q
gi(x x x0) 2 S0
y
 Eh
q
gi(x x x0) 2 S0
y2
s2
2 =
m
å
i6=j=1

E
 q
gi(x x x0) 2 S0
yq
gj(x x x0) 2 S0
y
 E
 q
gi(x x x0) 2 S0
y
Eh
q
gj(x x x0) 2 S0
y
:
(Note s2
1 and s2
2 are not themselves variances—s2
2 can and often is negative). As we showed in
section 2.4.1
Eh
q
gi(x x x0) 2 S0
y
=
b
å
l=0
plJgi(x x x) 2 SlK
where pl =
 n b
h l
 n
h

. Since any clause is in just one equivalence class Sl then
Eh
q
gi(x x x0) 2 S0
y2
=
b
å
l=0
p2
l Jgi(x x x) 2 SlK:
Thus s2
1 is equal to
s2
1 =
b
å
l=0
(pl   p2
l )sl(x x x):
Since clauses are drawn independently, we would expect, for a random conﬁguration, x x x, that the
probability that two clauses, i and j, are both satisﬁed is in expectation
Eh

Jgi(x x x) 2 S0KJgj(x x x) 2 S0K

=
Eh

Jgi(x x x) 2 S0K

Eh

Jgj(x x x) 2 S0K

so that s2
2 cancel. This is only true when averaged over all possible clauses—it is not true for
any particular pair of clauses. However, due to the large number of pairs of clauses it provides a
acceptable approximation for typical randomly drawn instances. However, the conﬁgurations
x x x we consider are not randomly drawn conﬁgurations, but are ﬁt conﬁgurations so that the
argument that they are independent of the clauses is ﬂawed. This leads to a small but systematic
discrepancy in the prediction of the variance. In Figure C.1, we compare the empirically
measured variance in the ﬁtnesses of conﬁgurations in a Hamming sphere of radius h from a
global optimum conﬁguration and the approximation assuming s2
2 = 0.
Although there is clearly a systematic error with the theoretical approximation, it translate
into an almost negligible error when we consider the standard deviation. We illustrate this
in Figure C.2, where we show both the mean ﬁtness and the mean ﬁtness 1 standard deviationAppendix C Fitness Variance in Hamming Sphere for MAX-SAT 165
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FIGURE C.1: Comparison of the variance in a Hamming sphere of radius h from a global
optimum conﬁguration measured empirically and using the approximation s2
2 = 0.
computed using the formula above and measured empirically. As we observe ,the approximation
(i.e., assuming s2
2 = 0) provides a perfectly adequate estimate of the size of the ﬂuctuations. In
Figure 2.27, where we show the ﬂuctuations for an instance of size n = 10000, the discrepancy
between the empirically measured ﬂuctuations and the theoretical approximation are smaller
than the thickness of the line.
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FIGURE C.2: Expected ﬁtness in a Hamming-sphere of radius h. The mean ﬁtness and
the mean ﬁtness plus and minus 1 standard deviation are shown. The empirical results are
computed by sampling 106 conﬁgurations in each possible Hamming sphere.
As a ﬁnal observation, we note that pl is of order 1, while sl(x x x) is of order n, thus s2
2 is of order
n and the ﬂuctuations are of order
p
n.Appendix D
Calculating the Cumulants for
Graph-Colouring
The third cumulant for a graph G is given by,
K3(G) = E

(c(G;x x x)  ¯ c(G))
3

= E
0
@
 
å
e2E
Se
!31
A:
We can represent the expansion of this term diagramatically. The variable Se can be represented
as a line between an edge of the graph. If we expand the cube of the sum we have terms
consisting of three edge variables SeSe0 Se00 (note that the edges do not need to be different).
These terms are represented by three edges in G. If any edge connects a vertex not touched by
the other edges then it will have zero expectation. Thus the only terms that contribute to K3(G)
are those shown in Figure D.1.
Each triangle that occurs in the graph G occurs 3!-times in the expansion of the cube of the sum.
Thus the third cumulant is given by,
K3(G) = jEjE
 
S3
e

+3!jT jE
 
S(i;j)S(j;k)S(k;i)

;
FIGURE D.1: This shows the two types of terms that contribute to the third cumulant.
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where T is the set of three vertex cliques (i.e., triangles or loops of size 3) that exist in the graph
G. It is straightforward, but tedious to show,
E
 
S3
e

=
1
k

1 
1
k

1 
2
k

E
 
S(i;j)S(j;k)S(k;i)

=
1
k2

1 
1
k

:
Thus,
K3(G) =
k2 3k+2
k3 jEj+
3!(k 1)
k3 jT j:
For graphs G drawn from G(n;p) the expected number of triangles in a graph is,
E(jT j) =
p3n(n 1)(n 2)
3!
:
The diagrams that contribute to the fourth central moment are shown in Figure D.2. The terms
that contribute to the fourth central moment are,
m4(G) = E

(c(G;X X X)  ¯ c(G))
4

= E
0
@
 
å
e2E
Se
!41
A
= jEj

E
 
S4
e

 3E
 
S2
e
2
+
34!
2
jT jE

S2
(i;j)S(j;k)S(k;i)

+4!jSjE
 
S(i;j)S(j;k)S(k;l)Sl;i

+3jEj2E
 
S2
e
2
;
where S is the set of all loops of length four in the graph G. The combinatorial factors count
the number of times each term occurs in the expansion. We note that in the last diagram we
have a term 3E
 
S2
e

E
 
S2
e0

for all pairs of edges e and e0 such that e 6= e0. By adding a term
3jEjE
 
S2
e
2 to these diagrams we can write the total contribution as 3jEj2E
 
S2
e
2. In doing so
we have over-counted the terms of order jEj by a factor 3E
 
S2
e
2 that we subtract from the ﬁrst
term. The term 3jEj2E
 
S2
e
2 is equal to 3K2
2 so that the fourth cumulant is given by,
K4(G) = m4(G) 3K2
2
= jEj

E
 
S4
e

 3E
 
S2
e
2
+
34!
2
jT jE

S2
(i;j) S(j;k)S(k;i)

+4!jSjE
 
S(i;j)S(j;k)S(k;l)Sl;i

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FIGURE D.2: This shows the four types of terms that contribute to the fourth central moment.
Evaluating the expectations we ﬁnd,
E
 
S4
e

=
1
k

1 
1
k

1 
3
k
+
3
k2

E

S2
(i;j)S(j;k)S(k;i)

=
1
k2

1 
1
k

1 
2
k

E
 
S(i;j)S(j;k)S(k;l)Sl;i

=
1
k3

1 
1
k

:
Finally, the expected number of loops of 4 vertices for a graph drawn from G(n;p) is
E(jSj) =
p4n(n 1)(n 2)2
8
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