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Abstract—This paper considers the massive connectivity appli-
cation in which a large number of potential devices communicate
with a base-station (BS) in a sporadic fashion. The detection of
device activity pattern together with the estimation of the channel
are central problems in such a scenario. Due to the large number
of potential devices in the network, the devices need to be assigned
non-orthogonal signature sequences. The main objective of this
paper is to show that by using random signature sequences and
by exploiting sparsity in the user activity pattern, the joint user
detection and channel estimation problem can be formulated as
a compressed sensing single measurement vector (SMV) problem
or multiple measurement vector (MMV) problem, depending on
whether the BS has a single antenna or multiple antennas, and be
efficiently solved using an approximate message passing (AMP)
algorithm. This paper proposes an AMP algorithm design that
exploits the statistics of the wireless channel and provides an
analytical characterization of the probabilities of false alarm and
missed detection by using the state evolution. We consider two
cases depending on whether the large-scale component of the
channel fading is known at the BS and design the minimum
mean squared error (MMSE) denoiser for AMP according to the
channel statistics. Simulation results demonstrate the substantial
advantage of exploiting the statistical channel information in
AMP design; however, knowing the large-scale fading component
does not offer tangible benefits. For the multiple-antenna case,
we employ two different AMP algorithms, namely the AMP with
vector denoiser and the parallel AMP-MMV, and quantify the
benefit of deploying multiple antennas at the BS.
Index Terms—Device activity detection, channel estimation,
approximate message passing, compressed sensing, Internet of
Things (IoT), machine-type communications (MTC)
I. INTRODUCTION
One of the key requirements for the next-generation wire-
less cellular networks is to provide massive connectivity for
machine-type communications (MTC), envisioned to support
diverse applications such as environment sensing, event de-
tection, surveillance and control [1], [2]. Machine-centric
communications have two distinctive features as compared to
conventional human-centric communications: (i) the overall
system needs to support massive connectivity—the number
of devices connected to each cellular base-station (BS) may
be in the order of 104 to 106; and (ii) the traffic pattern of
each device may be sporadic—at any given time only a small
fraction of potential devices are active. For such a network,
accurate user activity detection and channel estimation are
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crucial for establishing successful communications between
the devices and the BS.
To identify active users and to estimate their channels,
each user must be assigned a unique signature sequence.
However, due to the large number of potential devices but
the limited coherence time and frequency dimensions in the
wireless fading channel, the signature sequences for all users
cannot be mutually orthogonal. Non-orthogonal signature se-
quences superimposed in the pilot stage causes significant
multi-user interference, e.g., when a simple matched filter-
ing or correlation operation is applied at the BS for user
activity detection and channel estimation. A key observation
of this paper is that the sporadic nature of the traffic leads
to sparse user transmission patterns. By exploiting sparsity
and by formulating the detection and estimation problem
with independent identically distributed (i.i.d.) random non-
orthogonal pilots as a compressed sensing problem, this multi-
user interference problem can be overcome, and highly reliable
activity detection and accurate channel estimation can be made
possible. In the compressed sensing terminology, when the
BS is equipped with a single antenna, activity detection and
channel estimation can be formulated as a single measurement
vector (SMV) problem; when the BS has multiple antennas,
the problem can be formulated as a multiple measurement
vector (MMV) problem.
This paper proposes the use of compressed sensing tech-
niques for the joint user activity detection and channel es-
timation problem. Due to the large-scale nature of massive
device communications, this paper adopts the computationally
efficient approximate message passing (AMP) algorithm [3]
as the main technique. AMP is an iterative thresholding
method with a key feature that allows analytic performance
characterization via the so-called state evolution. The main
contributions of this paper are: (i) a novel AMP algorithm
design for user activity detection that exploits the statistical
information of the wireless channel; and (ii) a characterization
of the probabilities of false alarm and missed detection for both
SMV and MMV scenarios.
A. Related Work
The user activity detection problem for massive connectivity
has been studied from information theoretical perspectives
in [2], [4]. From an algorithmic point of view, the problem
is closely related to sparse recovery in compressed sensing
and has been studied in a variety of wireless communication
settings. For example, assuming no prior knowledge of the
channel state information (CSI), joint user activity detection
and channel estimation is considered in [5]–[8]. Specifically,
[5] proposes an efficient greedy algorithm based on orthogonal
matching pursuit for sporadic multi-user communication. By
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2exploiting the statistics of channel path-loss and the joint
sparsity structures, [6] proposes a modified Bayesian com-
pressed sensing algorithm in a cloud radio-access network.
In the context of orthogonal frequency division multiplexing
(OFDM) systems, [7] introduces a one-shot random access
protocol and employs the basis pursuit denoising detection
method with a detection error bound based on the restricted
isometry property. The performance of such schemes in a
practical setting is illustrated in [7], [8]. When perfect CSI
is assumed, joint user activity and data detection for code
division multiple access systems (CDMA) is investigated in
[9], [10], where [9] designs the sparsity-exploiting maximum
a posteriori detector by accounting for both sparsity and finite-
alphabet constraints of the signal, and [10] proposes a greedy
block-wise orthogonal least square algorithm by exploiting
the block sparsity among several symbol durations. Differing
from most of the above works that consider cellular systems,
[11], [12] study the user activity detection in wireless ad hoc
networks, where each node in the system identifies its neighbor
nodes simultaneously. The authors of [11] propose a scalable
compressed neighbor discovery scheme that employs random
binary signatures and group testing based detection algorithms.
In [12], the authors propose a more dedicated scheme that uses
signatures based on Reed-Muller code and a chirp decoding
algorithm to achieve a better performance.
In contrast to the aforementioned works, this paper adopts
the more computationally efficient AMP algorithm for user ac-
tivity detection and channel estimation, which is more suitable
for large-scale networks with a large number of devices. The
AMP algorithm is first proposed in [3] as a low-complexity
iterative algorithm for conventional compressed sensing with
real-valued signals and real-valued measurements. A frame-
work of state evolution that tracks the performance of AMP
at each iteration is introduced in [3]. The AMP algorithm is
then extended along different directions. For example, [13]
generalizes the AMP algorithm to a broad family of iterative
thresholding algorithms, and provides a rigorous proof of the
framework of the state evolution. To deal with complex-valued
signals and measurements, [14] proposes a complex AMP
algorithm (CAMP). By exploiting the input and output distri-
butions, a generalized AMP (GAMP) algorithm is designed in
[15]. Similarly, a Bayesian approach is used to design the AMP
algorithm in [16], [17] by accounting for the input distribution.
For the compressed sensing problem with multiple signals
sharing joint sparsity, i.e., the MMV problem, [18] designs an
AMP algorithm via a vector form of message passing; and [19]
designs the AMP-MMV algorithm by directly using message
passing over a multi-frame factor graph.
Although the use of the AMP algorithm for user activity
detection has been previously proposed in [20], the statistical
information of the channel is not exploited in the prior work;
also performance analysis is not yet available. This paper
makes progress by showing that exploiting channel statistics
can significantly enhance the Bayesian AMP algorithm. More-
over, analytical performance characterization can be obtained
by using state evolution. Finally, the AMP algorithm can be
extended to the multiple-antenna case.
B. Main Contributions
This paper considers the user activity detection and channel
estimation problem in the uplink of a single-cell network with
a large number of potential users, but at any given time slot
only a small fraction of them are active. To exploit the sparsity
in user activity pattern, this paper formulates the problem as a
compressed sensing problem and proposes the use of random
signature sequences and the computationally efficient AMP
algorithm for device activity detection. This paper provides the
design and analysis of AMP for both cases in which the BS
is equipped with a single antenna and with multiple antennas.
This paper considers two different scenarios: (i) when the
large-scale fading coefficients of all user are known and the
detector is designed based on the statistics of fast fading com-
ponent only; and (ii) when the large-scale fading coefficients
are not known and the detector is designed based on the
statistics of both fast fading and large-scale fading components
as a function of the distribution of device locations in the cell.
The proposed AMP-based detector exploits the statistics of the
wireless channel by specifically designing the minimum mean
squared error (MMSE) denoiser. This paper provides analytical
characterization of the probabilities of false alarm and missed
detection via the state evolution for both scenarios.
For the case where the BS is equipped with a single
antenna, numerical results indicate that: (i) the analytic per-
formance characterization via state evolution is very close to
the simulation; (ii) exploiting the statistical information of
the channel and user activity can significantly improve the
detector performance; and (iii) knowing the large-scale fading
coefficient actually does not bring substantial performance
improvement as compared to the case that only the statistical
information about the large-scale fading is available.
For the case where the BS is equipped with multiple anten-
nas, this paper considers both the AMP with vector denoiser
[18] and the parallel AMP-MMV [17]. For the AMP with
vector denoiser, this paper exploits wireless channel statistics
in denoiser design and further analytically characterizes the
probabilities of false alarm and missed detection based on
the state evolution. For the parallel AMP-MMV algorithm,
which is more suitable for distributed computation, perfor-
mance characterization is more difficult to obtain. Simulation
results show that: (i) having multiple antennas at the BS
can significantly improve the detector performance; (ii) the
predicted performance of AMP with vector denoiser is very
close to its simulated performance; and (iii) AMP with vector
denoiser and parallel AMP-MMV achieve approximately the
same performance.
C. Paper Organization and Notations
The remainder of this paper is organized as follows. Sec-
tion II introduces the system model. Section III introduces
the AMP algorithms for both SMV and MMV problems.
Section IV considers user activity detection and channel esti-
mation when the BS has a single-antenna, while Section V
considers the multiple-antenna case. Simulation results are
provided in Section VI. Conclusions are drawn in Section VII.
3Throughout this paper, upper-case and lower-case letters
denote random variables and their realizations, respectively.
Boldface lower-case letters denote vectors. Boldface upper-
case letters denote matrices or random vectors, where context
should make the distinction clear. Superscripts (·)T , (·)∗
and (·)−1 denote transpose, conjugate transpose, and inverse
operators, respectively. Further, I denotes identity matrix with
appropriate dimensions, E[·] denotes expectation operation,
, denotes definition, | · | denotes either the magnitude of a
complex variable or the determinant of a matrix, depending
on the context, and ‖ · ‖2 denotes the `2 norm.
II. SYSTEM MODEL
Consider the uplink of a wireless cellular system with one
BS located at the center and N single-antenna devices located
uniformly in a circular area with radius R, but in each coher-
ence block only a subset of users are active. Let an ∈ {1, 0}
indicate whether or not user n is active. For the purpose of
channel probing and user identification, user n is assigned
a unique signature sequence sn = [s1n, s2n, · · · , sLn]T ∈
CL×1, where L is the length of the sequence. This paper
assumes that the signature sequence sn is generated according
to i.i.d. complex Gaussian distribution with zero mean and
variance 1/L such that each sequence is normalized to have
unit power, and the normalization factor 1/L is incorporated
into the transmit power.
We consider a block-fading channel model where the chan-
nel is static in each block. In this paper, we consider two
cases where the BS is equipped with either a single antenna
or multiple antennas. When the BS has only one antenna, the
received signal at the BS can be modeled as
y =
N∑
n=1
ansnhn + w , Sx + w, (1)
where hn ∈ C is the channel coefficient between user n
and the BS, w ∈ CL×1 is the effective complex Gaus-
sian noise whose variance σ2w depends on the background
noise power normalized by the user transmit power. Here,
x , [x1, x2, · · · , xN ]T ∈ CN×1 where xn , hnan, and
S , [s1, s2, · · · , sN ] ∈ CL×N .
We aim to recover the non-zero entries of x based on the
received signals y. We are interested in the regime where
the number of potential users is much larger than the pilot
sequence length, i.e., N  L, so that the user pilot sequences
cannot be mutually orthogonal; but due to the sporadic traffic,
only a small number of devices transmit in each block,
resulting in a sparse x. The recovering of x for the single
antenna case is in the form of the SMV problem in compressed
sensing.
This paper also considers the case where the BS is equipped
with M antennas. In this case, the received signal Y ∈ CL×M
at the BS can be expressed in matrix form as
Y =
N∑
n=1
ansnhn + W , SX + W, (2)
where hn ∈ C1×M is the channel vector between user n and
the BS, W ∈ CL×M is the effective complex Gaussian noise,
and X , [rT1 , · · · , rTN ]T ∈ CN×M where rn , anhn ∈
C1×M is the nth row vector of X. We also use cm ∈ CN×1 to
represent the mth column vector of X, i.e., X = [c1, · · · , cM ].
Note that an indicates whether the entire row vector rn is zero
or not. In other words, columns of X (i.e., cm) share the same
sparsity pattern.
We are interested in detecting the user activity an as well
as in estimating the channel gains of the active users, which
correspond to the non-zero rows of the matrix X, based on
the observation Y in the regime where N  L. The problem
of recovering X from Y is in the form of the MMV problem
in compressed sensing.
A key observation of this paper is that the design of recovery
algorithm can be significantly enhanced by taking advantage
of the knowledge about the statistical information of x or X.
Toward this end, we provide a model for the distribution of
the entries of x, and the distribution of the rows of X. Since
x is a special case of X when M = 1, we focus on the model
for X.
We assume that each user accesses the channel with a small
probability λ in an i.i.d. fashion, i.e., Pr(an = 1) = λ, ∀n,
and there is no correlation between different users’ channels,
so that the row vectors of X follow a mixture distribution
pR|G(rn|gn) = (1− λ)δ0 + λpH|G(rn|gn), (3)
where δ0 denotes the point mass measure at 0, pH|G denotes
the probability density function (pdf) of the channel vector
H given prior information G, which has a pdf pG, and gn
denotes the prior information for user n. Note that we use
H to denote the random channel vector and hn to denote its
realization. Based on (3), the pdf of the entries of x is
pX|G(xn|gn) = (1− λ)δ0 + λpH|G(xn|gn). (4)
To model the distribution of H, we assume that all users are
randomly and uniformly located in a circular coverage area of
radius R with the BS at the center, and the channels between
the users and the BS follow an independent distribution that
depends on the distance. More specifically, H includes path-
loss, shadowing, and Rayleigh fading. The path-loss between
a user and the BS is modeled (in dB) as α + β log10(d),
where d is the distance measured in meter, α is the fading
coefficient at d = 1, and β is the path-loss exponent. The
shadowing (in dB) follows a Gaussian distribution with zero
mean and variance σ2SF. The Rayleigh fading is assumed to
be i.i.d. complex Gaussian with zero mean and unit variance
across all antennas.
The large-scale fading, which includes path-loss and shad-
owing, is denoted as G, whose pdf pG can be modeled by the
distribution of BS-user distance and shadowing parameter σ2SF.
This paper considers both the case where only the statistics
of the the large-scale fading, i.e., pG, is known as well as
the case where the exact large-scale fading coefficient gn is
known at the BS. The latter case is motivated by the scenario
in which the devices are stationary, so that the path-loss and
shadowing can be estimated and stored at the BS as prior
information. When gn is known, pH|G captures the distribution
of the Rayleigh fading component. When only p(G) is known,
we drop G and gn from pH|G(hn|gn), and write it as pH(hn),
4which captures the distribution of both large-scale fading and
Rayleigh fading.
III. AMP ALGORITHM
AMP is an iterative algorithm that recovers sparse signal
for compressed sensing. We introduce the AMP framework
for both the SMV and the MMV problems in this section.
A. AMP for SMV problem
AMP is first proposed for the SMV problem in [3]. Starting
with x0 = 0 and z0 = y, AMP proceeds at each iteration as
xt+1 = η(S∗zt + xt,g, t), (5)
zt+1 = y − Sxt+1 + N
L
zt〈η′(S∗zt + xt,g, t)〉, (6)
where g , [g1, · · · , gN ]T , and t = 0, 1, · · · is the index of
iteration, xt is the estimate of x at iteration t, zt is the residual,
η(·,g, t) , [ηt(·, g1), · · · , ηt(·, gN )]T where ηt(·, gn) : C →
C is an appropriately designed non-linear function known as
denoiser that operates on the nth entry of the input vector,
η′(·) , [η′t(·, g1), · · · , η′t(·, gN )]T where η′t(·, gn) is the first
order derivative of ηt(·, gn) with respect to the first argument,
and 〈·〉 is averaging operation over all entries of a vector. Note
that the third term in the right hand side of (6) is the correction
term known as the “Onsager term” from statistical physics.
In the AMP algorithm, the matched filtered output x˜t ,
S∗zt + xt can be modeled as signal x plus noise (including
multiuser interference), i.e., x˜t = x + vt, where vt is
Gaussian due to the correction term. The denoiser is typically
designed to reduce the estimation error at each iteration. In
the compressed sensing literature, the prior distribution of x
is usually assumed to be unknown. In this case, a minimax
framework over the worst case x leads to a soft thresholding
denoiser [21]. When the prior distribution of x is known, the
Bayesian framework then can be used to account for the prior
information on x [16]. In this paper, we adopt the Bayesian
approach and design the MMSE denoiser for the massive
connectivity setup as shown in the next section.
The AMP algorithm can be analyzed in the asymptotic
regime where L,N → ∞ with fixed N/L via the state
evolution, which predicts the per-coordinate performance of
the AMP algorithm at each iteration as follows
τ2t+1 = σ
2
w +
N
L
E
[ |ηt(X + τtV,G)−X|2 ], (7)
where τt is referred to as the state, X , V , and G are random
variables with X following pX|G, V following the complex
Gaussian distribution with zero mean and unite variance, and
G following pG, and the expectation is taken over all X , V ,
and G. We denote X˜t , X + τtV . The random variables X ,
V , G X˜t capture the distributions of the entries of x, entries
of vt (up to a factor τt), the prior information gn, and entries
of x˜t, respectively, with E
[|ηt(X˜t, G) − X|2] characterizing
the per-coordinate MSE of the estimate of x at iteration t.
B. AMP for MMV problem
1) AMP with vector denoiser: One extension of the AMP
algorithm to solve the MMV problem in (2) is proposed in
[18], which employs a vector denoiser that operates on each
row vector of the matched filtered output:
Xt+1 = η(S∗Zt + Xt,g, t), (8)
Zt+1 = Y − SXt+1 + N
L
Zt〈η′(S∗Zt + Xt,g, t)〉, (9)
where η(·,g, t) , [ηt(·, g1), · · · , ηt(·, gN )]T with ηt(·, gn) :
C1×M → C1×M is a vector denoiser that operates on the nth
row vector of S∗Zt + Xt, and the other notations are similar
to those used in (5) and (6). The state evolution of the AMP
algorithm for the MMV problem also has a similar form as
Σt+1 = σ
2
wI +
N
L
E
[
Dt(Dt)∗
]
, (10)
where Dt , (ηt(R + Ut, G)−R)T ∈ CM×1 , with random
vector R following pR|G and random vector Ut following
CN (0,Σt). The expectation is taken over R, Ut, and G. To
minimize the estimation error at each iteration, we can also
design the vector denoiser ηt(·, ·) via the Bayesian approach.
2) Parallel AMP-MMV: A different extension of the AMP
algorithm for dealing with the MMV problem is the parallel
AMP-MMV algorithm proposed in [19]. The basic idea is to
solve the MMV problem iteratively by using multiple parallel
AMP-SMVs then exchanging soft information between them.
Parallelization allows distributed implementation of the algo-
rithm, which can be computationally advantageous, especially
when the number of antennas is large.
The outline of the parallel AMP-MMV algorithm is il-
lustrated in Algorithm 1 which operates on a per-antenna
basis, i.e., on the columns of X and Z, denoted as
cm and zm respectively, and where η(·,g, t, i,m) ,
[ηt,i,m(·, g1), · · · , ηt,i,m(·, gN )]T is the denoiser used for the
mth antenna in the iteration (t, i). Note that here we add
index i and m in the notation of denoiser, ηt,i,m(·, gn), to
indicate the index of outer iteration and the index of SMV
stage, respectively. In the first phase which is called the (into)-
phase, the messages
↼
pinm, are calculated and passed to the
mth AMP-SMV stage. These messages convey the current
belief about the probability of being active for each user. In
the first iteration, we have
↼
pinm = λ,∀n,m, since no further
information is available. In the next phase, which is called the
(within)-phase, the conventional AMP algorithm is applied to
the received signal of each antenna. Note that the denoiser in
AMP algorithm is a function of the current belief about the
activity of the users which is obtained based on the information
sharing between all M AMP-SMV stages. Finally, in the (out)-
phase, the estimate of channel gains is used to refine the belief
about the activity of the users.
IV. USER ACTIVITY DETECTION: SINGLE-ANTENNA CASE
A main point of this paper is that exploiting the statistics
of the wireless channel can significantly enhance detector
performance. This section proposes an MMSE denoiser design
for the AMP algorithm for the wireless massive connectivity
5Algorithm 1 Parallel AMP-MMV Method [19]
1: Initialize
⇀
pinm = 0.5, ∀n,m.
2: for i = 1 to I do
Execute the (into)-phase:
3:
↼
pinm =
λ
∏
m′ 6=m
⇀
pinm′
(1−λ)∏m′ 6=m(1−⇀pinm′ )+λ∏m′ 6=m⇀pinm′ , ∀n,m
Execute the (within)-phase:
4: for m = 1 to M do
5: Initialize c0m = 0, z
0
m = ym.
6: for t = 0 to T do
7: ct+1m = η(S
∗ztm + c
t
m,g, t, i,m),
8: zt+1m = ym − Sct+1m + NL ztm〈η′(S∗ztm +
ctm,g, t, i,m)〉,
9: end for
10: end for
Execute the (out)-phase:
11: Calculate
⇀
pinm,∀n,m, the probability of user n being
active based on the decision at the mth AMP-SMV stage.
12: end for
problem that specifically takes wireless channel characteristics
into consideration in the single-antenna case. Two scenarios
are considered: the large-scale fading gn of each user is either
directly available or only its statistics is available at the BS.
This section further studies the optimal detection strategy, and
analyzes the probabilities of false alarm and missed detection
by using the state evolution of the AMP algorithm.
A. MMSE Denoiser for AMP Algorithm
In the scenario where only the statistics about the large-
scale fading is known at the BS, the distributions of the
channel coefficients pH(hn) are independent and identical for
all devices. In the scenario where the devices are stationary and
their path-loss and shadowing coefficients can be estimated
and thus the exact large-scale fading is known at the BS,
the distributions of the channel coefficients are of the form
pH|G(hn|gn), which are complex Gaussian with variance
parameterized by gn, and are independent but not identical
across the devices. To derive the MMSE denoisers via the
Baysian approach for both cases, we first characterize the
distributions pG(gn), pH(hn) and pH|G(hn|gn) as follows.
Proposition 1. Consider a circular wireless cellular cover-
age area of radius R with BS at the center and uniformly
distributed devices where the channels between the BS and
the devices are modeled with large-scale fading gn with
parameters α, β and shadowing fading parameter σSF as
defined in the system model. Then, gn follows a distribution
as
pG(gn) = ag
−γ
n Q(gn), (11)
where Q(gn) ,
∫∞
(b ln gn+c)
exp(−s2)ds, γ , 40/β + 1, and
a, b, and c are constants depending on parameters α, β, σSF
and R as
a =
40
R2β
√
pi
exp
(
2(ln 10)2σ2SF
β2
− 2 ln(10)α
β
)
,
b =
−10√2
(ln 10)σSF
, c =
−α− β log10(R)√
2σSF
− 20
βb
.
Proof. See Appendix A.
Proposition 2. Denote hn as the channel coefficient which
contains both the large-scale fading gn and Rayleigh fading.
If only pG(gn) is known at the BS, the pdf of hn is given by
pH(hn) =
∫ ∞
0
a
pi
g−γ−2n Q(gn) exp
(−|hn|2
g2n
)
dgn. (12)
If gn is known at the BS, the pdf of hn given gn is
pH|G(hn|gn) = 1
pig2n
exp
(−|hn|2
g2n
)
. (13)
Proof. See Appendix B.
Note that for the first scenario, the channel distribution
(12) only depends on a few parameters such as the path-loss
exponent in the path-loss model and the standard deviation in
the shadowing model, which are assumed to be known and can
be estimated in practice. For the second scenario, the channel
distribution (13) is just a Rayleigh fading model parameterized
by the large-scale fading. The large-scale fading information
can be obtained by tracking the estimated channel over a
reasonable period. This second scenario is applicable to the
case where the users are mostly stationary, so the large-scale
fading changes only slowly over time. It is worth noting that
although this paper restricts attention to the Rayleigh fading
model, the approach developed here is equally applicable for
Rician or any other statistical channel model.
In the following, we design the MMSE denoisers for the
AMP algorithm by exploiting pH(hn) and pH|G(hn|gn).
1) With Statistical Knowledge of Large-Scale Fading Only:
Since gn is unknown and only the distribution pG(gn) is
available at the BS, the denoiser ηt(·, gn) reduces to ηt(·),
which indicates that the denoiser for each entry of the matched
filtered output is the same. By using (12), the pdf of the entries
of x can be expressed as
pX(xn) = (1− λ)δ0 +
∫ ∞
0
exp(−|xn|2g−2n )
pigγ+2n /(aλQ(gn))
dgn. (14)
The MMSE denoiser is given by the conditional expecta-
tion, i.e., ηt(x˜tn) = E[X|X˜t = x˜tn] where random variable
X˜t = X + τtV , and x˜tn is a realization of X˜
t. Note that the
denoiser ηt(x˜tn) depends on t through τt. The expression of the
conditional expectation is given in the following proposition.
Proposition 3. Based on the pdf of xn in (14) and the signal-
plus-noise model X˜t = X + τtV at each iteration in AMP,
the conditional expectation of X given X˜t = x˜tn is given by
E[X|X˜t = x˜tn] = x˜tn
ν1(|x˜tn|2)
ξ1(|x˜tn|2)
, (15)
where functions νi(s) and ξi(s) are defined as
νi(s) ,
∫ ∞
0
g2−γn Q(gn)
(g2n + τ
2
t )
i+1
exp
( −s
g2n + τ
2
t
)
dgn, (16)
ξi(s) ,
1− λ
λaτ2it
exp
(−s
τ2t
)
+
∫ ∞
0
g−γn Q(gn)
(g2n + τ
2
t )
i
exp
( −s
g2n + τ
2
t
)
dgn. (17)
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Fig. 1. MMSE denoiser vs. soft thresholding denoiser [14] ηsoftt (x˜
t
n) ,
(x˜tn − θx˜
t
n
|x˜tn|
)I(|x˜tn| > θ), where I(·) is the indicator function.
Proof. See Appendix C.
Note that to implement ηt(x˜tn) at each iteration, the value of
τt is needed. In practice, an empirical estimate τˆt = 1√L‖zt‖2,
where ‖ · ‖2 denotes the `2 norm, can be used [22]. Although
ηt(x˜
t
n) is in a complicated form, we note that it can be pre-
computed and stored as table lookup, so it does not add to run-
time complexity. To gain some intuition, we illustrate the shape
of the MMSE denoiser as compared to the widely used soft
thresholding denoiser in Fig. 1. We observe that the MMSE
denoiser plays a role similar to the soft thresholding denoiser,
shrinking the input towards the origin, especially when the
input is small, thereby promoting sparsity.
2) With Exact Knowledge of Large-Scale Fading: When gn
is available at the BS, we substitute (13) into (4), and the pdf
of the entries of x is simplified to Bernoulli-Gaussian as
pX|G(xn|gn) = (1− λ)δ0 + λ
pig2n
exp
(−|xn|2
g2n
)
. (18)
The MMSE denoiser is given by ηt(x˜tn, gn) = E[X|X˜t =
x˜tn, G = gn], where the conditional expectation is [17]
E[X|X˜t = x˜tn, G = gn] =
g2n(g
2
n + τ
2
t )
−1x˜tn
1 + 1−λλ
g2n+τ
2
t
τ2t
exp (−∆|x˜tn|2)
,
(19)
where
∆ , τ−2t − (g2n + τ2t )−1. (20)
Compared with the MMSE denoiser in (15), we add gn to the
left hand side of (19) to emphasize the dependency on prior
information gn.
B. User Activity Detection
After the AMP algorithm has converged, we employ the
likelihood ratio test to perform user activity detection. For the
hypothesis testing problem{
H0 : X = 0, inactive user,
H1 : X 6= 0, active user;
(21)
the optimal decision rule is given by
LLR = log
(
pX˜t|X(x˜
t
n|X 6= 0)
pX˜t|X(x˜tn|X = 0)
)
H0
≶
H1
ln, (22)
where LLR denotes the log-likelihood ratio, and ln denotes
the decision threshold typically determined by a cost function.
The performance metrics of interest are the probability of
missed detection PM , defined as the probability that a device
is active but the detector declare the null hypothesis H0, and
the probability of false alarm, PF , defined as the probability
that a device is inactive, but the detector declare it to be active.
We consider the threshold for two cases depending on whether
the large-scale fading coefficient gn is available at the BS or
not.
1) With Statistical Knowledge of Large-Scale Fading Only:
We first derive the likelihood probabilities in the following.
Proposition 4. Suppose that X follows (14), and V follows
complex Gaussian distribution with zero mean and unit vari-
ance, the likelihood of X˜t = X+ τtV given X = 0 or X 6= 0
is given by
pX˜t|X(x˜
t
n|X = 0) =
1
piτ2t
exp
(−|x˜tn|2
τ2t
)
, (23)
pX˜t|X(x˜
t
n|X 6= 0) =
∫ ∞
0
ag−γn Q(gn)
pi(g2n + τ
2
t )
exp
( −|x˜tn|2
g2n + τ
2
t
)
dgn.
(24)
Proof. See Appendix D.
Based on (23) and (24), the log-likelihood ratio is given as
LLR = log
∫ ∞
0
aτ2t g
−γ
n
g2n + τ
2
t
Q(gn) exp(|x˜tn|2∆)dgn, (25)
where ∆ is defined in (20). By observing that LLR is
monotonic in |x˜tn|, we can simplify the decision rule in (22)
as |x˜tn|
H0
≶
H1
ln, indicating that user activity detection can be
performed based on the magnitude of x˜tn only.
Based on the likelihood probabilities and the threshold ln,
the probabilities of false alarm and missed detection can be
characterized as follows
PF =
∫
|x˜tn|>ln
pX˜t|X(x˜
t
n|X = 0)dx˜tn = exp
(−l2n
τ2t
)
, (26)
PM =
∫
|x˜tn|<ln
pX˜t|X(x˜
t
n|X 6= 0)dx˜tn, (27)
where (26) is simplified by using (23). Note that since only
statistical information of the large-scale fading is known at
the BS, PF and PM are the averaged false alarm and missed
detection probabilities which do not depend on gn .
72) With Exact Knowledge of Large-Scale Fading: When
gn is known at the BS, the distribution of X is simplified to
Bernoulli-Gaussian. The likelihood probabilities become
pX˜t|X,G(x˜
t
n|X = 0, G = gn) =
exp
(−|x˜n|2τ−2t )
piτ2t
, (28)
pX˜t|X,G(x˜
t
n|X 6= 0, G = gn) =
exp
(−|x˜n|2(g2n + τ2t )−1)
pi(τ2t + g
2
n)
.
(29)
The log-likelihood ratio is then given as
LLR(gn) = log
(
τ2t
g2n + τ
2
t
exp(|x˜tn|2∆)
)
, (30)
where the notation LLR(gn) emphasizes the dependency on
the prior information gn. Similar to the case where only the
statistics of gn is known, LLR here is also monotonic in |x˜tn|,
which means that the user activity detection can be performed
based on |x˜tn| only.
We also use ln to denote the threshold in the detection.
Based on (28) and (29), the probabilities of false alarm and
missed detection probability are given as follows
PF (gn) =
∫
|x˜tn|>ln
pX˜t|X,G(x˜
t
n|X = 0, G = gn)dx˜tn
= exp
(−l2nτ−2t ) , (31)
PM (gn) =
∫
|x˜tn|<ln
pX˜t|X,G(x˜
t
n|X 6= 0, G = gn)dx˜tn
= 1− exp (−l2n(g2n + τ2t )−1) , (32)
where we use the notation PF (gn) and PM (gn) to indicate
the prior known gn. Note that the false alarm probability in
(31) has the form as that in (26) even through the value of τt
may be different due to different denoisers.
A natural question then arises: how to design the threshold
ln as a function of the known large-scale fading gn? In theory,
we can treat each user separately, i.e., set the thresholding
value of each user separately according to its own cost func-
tion. For example, if a specific target false alarm probability is
needed for user n, we can design its thresholding parameter,
ln, using the expression in (31). In order to bring fairness,
this paper considers a common target false alarm probability
for all users. Under this condition, all users share the same
thresholding parameter, i.e., ln = l,∀n, since the expression of
PF (gn) in (31) does not depend on gn. In such a case, different
users may have different probabilities of missed detection
depending on their large-scale fading gn. To measure the
performance of the detector for the entire system, we employ
the average probability of missed detection as
PM =
1
N
N∑
n=1
(
1− exp
( −l2
τ2t + g
2
n
))
→
∫
pG(g)
(
1− exp
( −l2
τ2t + g
2
))
dg, as N →∞,
(33)
where the distribution PG(g) is given in (11). When N is large,
once τt is given, the averaged performance only depends on
the statistics of the large-scale fading gn.
C. State Evolution Analysis
We have characterized the probabilities of false alarm
PF and missed detection PM for user activity detection
in (26), (27) and (31), (32), but the parameter τt that
represents the standard deviation of the residual noise still
needs to be determined. As AMP proceeds, τt converges to
τ∞. To compute τt, we use the state evolution (7), where
E
[|ηt(X˜t, G)−X|2] in (7) can be interpreted as the MSE of
the denoiser. Note that for the MMSE denoiser, MSE can also
be expressed as E
[|ηt(X˜t, G) − X|2] = E[Var(X|X˜t, G)],
where Var(X|X˜t, G) is the conditional variance of X given
X˜t and G, and the expectation is taken over both X˜t and G.
(Note that we drop G if the large-scale fading coefficient is
unknown.) By using conditional variance, we characterize the
MSE of the designed denoisers in the following propositions.
Proposition 5. The MSE of the denoiser for the case where
only the statistics of gn is known to the BS is given by
MSE(τt) =
∫ ∞
0
aQ(gn)
gγn
· λg
2
nτ
2
t
g2n + τ
2
t
dgn
+
∫ ∞
0
aλs
(
µ1(s)− ν21(s)ξ−11 (s)
)
ds, (34)
where functions νi(s) and ξi(s) are defined in (16) and (17),
respectively, and function µi(s) is defined as
µi(s) ,
∫ ∞
0
g4−γn Q(gn)
(g2n + τ
2
t )
i+2
exp
( −s
g2n + τ
2
t
)
dgn. (35)
Proof. See Appendix E.
It is worth noting that λg2nτ
2
t (g
2
n + τ
2
t )
−1 in the first term
of the right hand side of (34) corresponds to the MSE of the
estimate of xn if the large-scale fading coefficient gn as well
as the user activity is assumed to be a priori known, and the
integral of gn corresponds to the averaging over all possible
gn. The second term then represents the cost of unknown gn
and unknown user activity in reality. Similarly, for the case
where gn is exactly known, the MSE can be characterized as
follows.
Proposition 6. The MSE of the denoiser for the case where
gn is known exactly at the BS is
MSE(τt) =
∫ ∞
0
aQ(gn)
gγn
· λg
2
nτ
2
t
g2n + τ
2
t
dgn
+
∫ ∞
0
aλQ(gn)g
4
n
gγn(g2n + τ
2
t )
(
1− ϕ1(g2nτ−2t )
)
dgn,
(36)
where function ϕi(s) of s is defined as
ϕi(s) ,
∫ ∞
0
ti exp(−t)
1 + (1− λ)(1 + s)i exp(−st)/λdt. (37)
Proof. See Appendix F.
We also observe from (36) that the first term in the right
hand side corresponds to the averaged MSE if the user activity
is assumed to be known, and the second term corresponds the
extra error brought by unknown user activity.
8Based on the expressions of MSE in (34) and (36), the state
evolution in (7) can be expressed as
τ2t+1 = σ
2
w +
N
L
MSE(τt), (38)
based on which PF and PM can be evaluated according to
(26), (27), and (31), (32), as functions of the iteration number.
As the AMP algorithm converges, τt converges to the fixed
point τ∞ of the above equation.
Now we compare the resulting MSEs in these two cases.
According to the decomposition of variance, we have
E
[
Var
(
X|X˜t)] = E[Var (X|X˜t, G)]
+ E
[
Var
(
E[X|X˜t, G]∣∣X˜t)]
≥ E[Var (X|X˜t, G)], (39)
which indicates that knowing the large-scale fading can help
to improve the estimation on X given X˜t. However, the
simulation results in Section VI show that surprisingly for the
model of the large-scale fading considered in this paper, the
performance improvement is actually minor, indicating that
knowing the large-scale fading does not help to get a much
better estimation. Knowing the exact value of gn is not crucial
in user activity detection and the statistical information of gn
is sufficient for device detection.
V. USER ACTIVITY DETECTION: MULTIPLE-ANTENNA
CASE
This section designs the AMP algorithms that account for
wireless channel propagation for the massive connectivity
problem in the multiple-antenna case. As mentioned earlier,
two different AMP algorithms can be used for the MMV
problem: the AMP with a vector denoiser operating on each
row of the input matrix, or the parallel AMP-MMV that
divides the MMV problem into parallel SMV problems and
iteratively solves the SMV problem on each antenna separately
with soft information exchange between the antennas. The
AMP with vector denoiser admits a state evolution, which
allows an easier characterization of its performance, whereas
AMP-MMV can be implemented in a distributed way which
is helpful for reducing the running time of the algorithm,
especially when the BS is equipped with large antenna arrays.
A. User Activity Detection by AMP with Vector Denoiser
As in the scenario with single antenna, we consider both
the cases where only the statistical knowledge or the exactly
knowledge of the large-scale fading is known at the BS. To
design the denoisers, we first characterize the pdfs of the row
vectors of X in the following.
Proposition 7. Denote rn as the row vector of X. If only
pG(gn) is known at the BS, the pdf of rn is given by
pR(rn) = (1− λ)δ0 +
∫ ∞
0
exp
(−‖rn‖22g−2n )
piMgγ+2Mn /(aλQ(gn))
dgn.
(40)
If gn is known, the pdf of rn is Bernoulli-Gaussian as
pR|G(rn|gn) = (1− λ)δ0 + λ exp(−‖rn‖
2
2g
−2
n )
(pig2n)
M
. (41)
Proof. The results are extensions of (14) and (18) by consid-
ering multivariate random variables.
Given R˜t = R + Utn with U
t following complex Gaussian
distribution with zero mean and covariance Σt, the MMSE
denoisers ηt(r˜tn) and ηt(r˜
t
n, gn) for both cases are given by
the conditional expectation in the following.
Proposition 8. If only pG(gn) is known at the BS, the
conditional expectation of R given R˜t = r˜tn is
E[R|R˜t = r˜tn] =
∫∞
0
Q(gn)ψa(gn)(g
−2
n Σt + I)
−1r˜tndgn
ψc(gn) +
∫∞
0
Q(gn)ψb(gn)dgn
,
(42)
where ψa(gn), ψb(gn) and ψc(gn) are defined as follows
ψa(gn) ,
exp
(−r˜tn (Σ−1t − (Σt + g−2n Σ2t )−1) (r˜tn)∗)
gγn|Σt + g2nI|
,
(43)
ψb(gn) ,
exp
(−r˜tn (g−2n I− (g2nI + g4nΣ−1t )−1) (r˜tn)∗)
gγn|Σt + g2nI|
,
(44)
ψc(gn) ,(1− λ)(aλ)−1 exp
(−r˜tnΣ−1t (r˜tn)∗) |Σt|−1. (45)
If gn is known at the BS, the conditional expectation is
E[R|R˜t = r˜tn, G = gn] =
(g−2n Σt + I)
−1r˜tn
1 + 1−λλ |g2nI + Σt|ψd(gn)
, (46)
where ψd(gn) is defined as follows
ψd(gn) , exp
(−r˜tn (Σ−1t − (Σt + g2nI)−1) (r˜tn)∗) |Σt|−1.
(47)
Proof. See Appendix G.
The covariance matrix Σt in both (42) and (46) is tracked
via the state evolution (10), and Σt can be further simplified
by the following proposition.
Proposition 9. Based on the pdfs in (40) and (41) and the state
evolution (10), if the initial covariance matrix Σ0 is a diagonal
matrix with identical diagonal entries, i.e., Σ0 = τ20 I, then Σt
stays as a diagonal matrix with identical diagonal entries, i.e.,
Σt = τ
2
t I, for t ≥ 1, where τt is determined by
τ2t+1 = σ
2
w +
N
L
MSE(τt). (48)
If only pG(gn) is known at the BS, MSE(τt) is given by
MSE(τt) =
∫ ∞
0
aλg2nτ
2
t Q(gn)
gγn(g2n + τ
2
t )
dgn
+
∫ ∞
0
µM (s)− ν2M (s)ξ−1M (s)
Γ(M + 1)/(λasM )
ds, (49)
where functions µi(s) , νi(s) and ξi(s) are defined in (35),
(16), and (17), respectively, and Γ(·) is the Gamma function.
If the exact large-scale fading gn is known at the BS, MSE(τt)
is given by
MSE(τt) =
∫ ∞
0
aλg2nτ
2
t Q(gn)
gγn(g2n + τ
2
t )
dgn
+
∫ ∞
0
aλQ(gn)g
4
n
gγn(g2n + τ
2
t )
(
1− ϕM (g
2
nτ
−2
t )
Γ(M + 1)
)
dgn,
(50)
9where function ϕi(s) is defined in (37).
Proof. See Appendix H.
Note that Σ0 is the noise covariance matrix after the first
matched filtering, which is indeed a diagonal matrix with
identical diagonal entries. Based on Proposition 9, the MMSE
denoiser in (42) can be further simplified as
E[R|R˜t = r˜tn] = r˜tn
νM (‖r˜tn‖22)
ξM (‖r˜tn‖22)
, (51)
where νi(s) and ξi(s) are defined in (16) and (17), respec-
tively, and the MMSE denoiser in (46) can be simplified as
E[R|R˜t = r˜tn, G = gn]
=
g2n(g
2
n + τ
2
t )
−1r˜tn
1 + 1−λλ (
g2n+τ
2
t
τ2t
)M exp(−∆‖r˜tn‖22)
, (52)
where ∆ is defined in (20). Note that if we let M = 1, (51) and
(52) reduce to the denoisers for the single-antenna case in (15)
and (19). As mentioned before, we can also pre-compute and
store the functions νM (·) and ξM (·) in (51) as table lookup.
After the AMP algorithm has converged, we use the like-
lihood ratio test to perform the user activity detection. Recall
that R˜t = R + Ut where Ut follows complex Gaussian
distribution. For the case where the large-scale fading is un-
known, based on (40) and pR˜t derived in (82) in Appendix G,
the likelihood probabilities given that the user is inactive and
active are, respectively
pR˜t|R(r˜
t
n|R = 0) =
exp
(−‖r˜tn‖22τ−2t )
piMτ2Mt
, (53)
pR˜t|R(r˜
t
n|R 6= 0) =
∫ ∞
0
ag−γn Q(gn)
piM (g2n + τ
2
t )
M
exp
(−‖r˜tn‖22
g2n + τ
2
t
)
dgn. (54)
For the case where the large-scale fading coefficient is known,
noting that R follows a Beroulli-Gaussian distribution, and
R˜t follows a mixed Gaussian distribution, then the likelihood
probabilities can be computed as, respectively
pR˜t|R,G(r˜
t
n|R = 0, G = gn) =
exp
(−‖r˜tn‖22τ−2t )
piMτ2Mt
, (55)
pR˜t|R,G(r˜n|R 6= 0, G = gn) =
exp
(−‖r˜tn‖22(τ2t + g2n)−1)
piM (τ2t + g
2
n)
M
.
(56)
For both cases, we immediately obtain the LLRs as, respec-
tively
LLR = log
∫ ∞
0
aτ2Mt g
−γ
n Q(gn)
(g2n + τ
2
t )
M
exp
(‖r˜tn‖22∆)dgn, (57)
LLR(gn) = log
( τ2Mt
(τ2t + g
2
n)
M
exp
(‖r˜tn‖22∆)). (58)
Observing that LLRs are monotonic in ‖r˜tn‖2, we can set a
threshold ln on ‖r˜tn‖2 to perform the detection. When the
large-scale fading is unknown at the BS, the probabilities of
false alarm or missed detection are then given as, respectively
PF =
∫
‖r˜tn‖2>ln
exp
(−‖r˜tn‖22τ−2t )
piMτ2Mt
dr˜tn
(a)
= 1− 1
Γ(M)
γ¯
(
M, l2nτ
−2
t
)
, (59)
and
PM =
∫
‖r˜tn‖2<ln
∫ ∞
0
ag−γn Q(gn)
piM (g2n + τ
2
t )
M
exp
(−‖r˜tn‖22
g2n + τ
2
t
)
dgndr˜
t
n
(b)
=
∫ ∞
0
ag−γn Q(gn)
Γ(M)
γ¯
(
M, l2n(g
2
n + τ
2
t )
−1) dgn, (60)
where γ¯(·, ·) is the lower incomplete Gamma function, and (a)
and (b) are simply obtained by noticing that the integral of r˜tn
can be interpreted as the cumulative distribution function (cdf)
of a χ2 distribution with 2M degrees of freedom since ‖r˜tn‖22
can be regarded as a sum of the squares of 2M identical real
Gaussian random variables. Using the same approach, when
the large scale fading is known to the BS, the probabilities of
false alarm and missed detection can be evaluated as
PF (gn) =
∫
‖r˜tn‖2>ln
exp
(−‖r˜tn‖22τ−2t )
piMτ2Mt
dr˜tn,
= 1− 1
Γ(M)
γ¯
(
M, l2nτ
−2
t
)
, (61)
PM (gn) =
∫
‖r˜tn‖2<ln
exp
(−‖r˜tn‖22(τ2t + g2n)−1)
piM (τ2t + g
2
n)
M
dr˜tn
=
1
Γ(M)
γ¯
(
M, l2n(g
2
n + τ
2
t )
−1) . (62)
It is easy to verify that when M = 1, (59), (60), (61) and (62)
reduce to (26), (27), (31) and (32), respectively.
Based on (59), (60), (61) and (62), we can design the
threshold ln to achieve a trade-off between the probability of
false alarm and probability of missed detection. The proposed
thresholding strategy in the single-antenna case can still be
used in multiple-antenna scenario.
B. User Activity Detection by Parallel AMP-MMV
The outline of the parallel AMP-MMV algorithm is as
presented in Algorithm 1. In this section, we adopt the
parallel AMP-MMV algorithm for our problem setup; we
present the expression of the denoiser, η(·,g, t, i,m) ,
[ηt,i,m(·, g1), · · · , ηt,i,m(·, gN )]T and the probability of a de-
vice being active based on the decision at the mth AMP-SMV
stage,
⇀
pinm. Here we only discuss the case where the large-
scale fading is known. The extension to the scenario where
the large-scale fading is unknown is similar.
Since the parallel AMP-MMV algorithm employs M par-
allel AMP-SMVs, the expression of the scalar denoiser for
each AMP-SMV is in the form of the MMSE denoiser for the
single-antenna case in (19). However, instead of using the prior
λ as the probability of being active for each user, the algorithm
has access to a better estimate for the probability of activities
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as
↼
pinm as algorithm proceeds. Therefore, the expression for
the MMSE denoiser can be written as
ηt,i,m(x˜
t,i
nm, gn) =
g2n(g
2
n + τ
2
t,i)
−1x˜t,inm
1 + 1−
↼
pinm
↼
pinm
g2n+τ
2
t,i
τ2t,i
exp
( −g2n|x˜t,inm|2
τ2t,i(g
2
n+τ
2
t,i)
) ,
(63)
where x˜t,inm and xnm are the elements in the nth row and the
mth column of X˜t,i and X, respectively. At the end of the ith
outer iteration, i.e., t = T , the likelihood probabilities given
that the user is inactive or active can be written as
p(x˜T,inm|X = 0, G = gn) =
exp(−|x˜T,inm|2τ−2T,i )
piτ2T,i
, (64)
p(x˜T,inm|X 6= 0, G = gn) =
exp(−|x˜T,inm|2(g2n + τ2T,i)−1)
pi(τ2T,i + g
2
n)
.
(65)
Further, using equations (64) and (65), the probability that
user n is active based on the decision at the mth AMP-SMV
can be calculated as
⇀
pinm =
p(x˜T,inm|X 6= 0, G = gn)
p(x˜T,inm|X 6= 0, G = gn) + p(x˜T,inm|X = 0, G = gn)
=
(
1 +
τ2T,i + g
2
n
τ2T,i
exp
(
−g2n|x˜T,inm|2
τ2T,i(g
2
n + τ
2
T,i)
))−1
. (66)
After the parallel AMP-MMV is terminated, we use likeli-
hood ratio test to perform the user activity detection. It can be
shown that the LLR for user n can be calculated as
LLR(gn) = log
(
τ2MT,I
(τ2T,I + g
2
n)
M
exp
(
−g2n
∑
m |x˜T,Inm|2
(τ2T,I + g
2
n)τ
2
T,I
))
.
(67)
It can be seen that the LLR expression for AMP-MMV
algorithm is in a similar form as in (57). Therefore, with
the same discussion, we can show that the probabilities of
false alarm and missed detection can be further simplified in a
form similar to (61) and (62), respectively. To have complete
performance prediction analysis, we also need to determine
τ2T,I in the parallel AMP-MMV algorithm. However, due to
the soft information exchange between the antennas, deriving
an analytic state evolution for τ2t,i is very challenging. The nu-
merical experiments in Section VI show that the performance
of parallel AMP-MMV is very similar to AMP with vector
denoiser. This observation suggests that the parameter τ2T,I
for the AMP-MMV algorithm should be similar to the final
value of τ2t in AMP with vector denoiser.
We briefly discuss the complexities of AMP with vector de-
noiser and AMP-MMV. For both algorithms the computational
complexities mainly lie in the matched filtering and residual
calculation, which depend on the problem size as O(NLM),
at each iteration. The advantage of AMP-MMV is that parallel
computation is allowed due to the division of MMV problem
into several SMV problems.
VI. SIMULATION RESULTS
We evaluate the performance of the proposed method in
a cell of radius R = 1000m with potential N = 4000 users
among which 200 are active, i.e., λ = 0.05. The channel fading
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Fig. 2. Performance of AMP based user activity detection with only statistical
knowledge of the large-scale fading.
parameters are α = 15.3, β = 37.6 and σSF = 8, and the
background noise is −169dBm/Hz over 10MHz.
We first consider the single-antenna case with only statisti-
cal knowledge of large-scale fading. Fig. 2 shows the tradeoff
between the probabilities of missed detection and the false
alarm of AMP with MMSE denoiser when the pilot sequence
length is set as L = 800 and the transmit power is set as
5dBm, 15dBm, and 25dBm. We see that the predicted PM
and PF match the analysis very well. We also plot a lower
bound using τ∞ = σw. The lower bounds are very close to
the actual performance, indicating that after convergence AMP
is able to almost completely eliminate multiuser interference;
the remaining error is dominated by the background noise.
Fig. 3 shows the performance of the AMP algorithm with
MMSE denoiser when the exact large-scale fading coeffi-
cients are known. For comparison, the performance with
only statistical knowledge of the large-scale fading is also
demonstrated (only simulated performance is included since
the predicted performance is almost the same as depicted in
Fig. 2). Fig. 3 shows that the predicted curves match the
simulated curves very well. More interestingly, it indicates
that the performance improvement for knowing the exact
large-scale fading coefficients is negligible which suggests
that knowing the distribution of the large-scale fading (rather
than the exact value) is already enough for good user activity
detection performance.
The next simulation compares the AMP algorithm with
MMSE denoiser with two other algorithms widely used in
compressed sensing: CoSaMP [23], and AMP but with soft
thresholding denoiser [3]. Compare to AMP, CoSaMP is based
on the matching pursuit technique. Compare to AMP with
MMSE denoiser, AMP with soft thresholding does not exploit
the statistical knowledge of xn. Fig. 4 shows that AMP with
MMSE denoiser outperforms both CoSaMP and AMP with
soft thresholding denoiser. This is partly due to the fact that
both CoSaMP and AMP with soft thresholding denoiser do
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AMP simulated with LS, 5dBm
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AMP predicted with LS, 25dBm
Fig. 3. Performance of AMP based user activity detection with knowledge
of the large-scale fading.
10-4 10-3 10-2 10-1 100
PF
10-4
10-3
10-2
10-1
100
P M soft thresholding denoiser, 5dBm
CoSaMP, 5dBm
MMSE denoiser, 5dBm
soft thresholding denoiser, 15dBm
CoSaMP, 15dBm
MMSE denoiser, 15dBm
soft thresholding denoiser, 25dBm
CoSaMP, 25dBm
MMSE denoiser, 25dBm
Fig. 4. Performance comparison of AMP with MMSE denoiser, AMP with
soft threshoding denoiser, and CoSaMP.
not exploit the the statistical knowledge of xn. Note that
AMP with soft thresholding implicitly solves the LASSO
problem [14], [24], i.e., the sparse signal recovery problem
as an `1-penalized least squares optimization. Therefore, the
results in Fig. 4 indicate that AMP with MMSE denoiser also
outperforms LASSO.
Fig. 5 compares the performance of the AMP algorithm
with MMSE denoiser and the AMP algorithm with soft
thresholding denoiser as function of transmit power and pilot
length. For convenience, we set PF = PM by properly
choosing the threshold l. We observe first that the MMSE
denoiser outperforms soft thresholding denoiser significantly,
but more importantly, we observe that the minimum L needed
to drive PF and PM to zero as transmit power increases is
between 300 and 400 for the MMSE denoiser, whereas the
5 10 15 20 25 30 35 40 45
Tx power (dBm)
10-4
10-3
10-2
10-1
100
P M
 
=
 
P F
MMSE denoiser, L = 300
MMSE denoiser, L = 400
MMSE denoiser, L = 800
soft thresholding denoiser, L = 600
soft thresholding denoiser, L = 800
Fig. 5. Impact of transmit power and length of pilot on user activity detection
performance: MMSE denoiser vs. soft threholding denoiser.
minimum L is between 600 and 800 for the soft threshloding
denoiser, indicating the clear advantage of accounting for
channel statistics in user activity detector design.
Finally, we consider the multiple-antenna case assuming the
knowledge of large-scale fading coefficients. Fig. 6 illustrates
the probabilities of false alarm and missed detection under
different numbers of antennas for both AMP with vector
denoiser and parallel AMP-MMV algorithms. For comparison,
the single-antenna M = 1 case is also included. Fig. 6 shows
that for AMP with vector denoiser, the simulated results match
the predicted results very well. Further, it shows that the
performances of AMP with vector denoiser and parallel AMP-
MMV are approximately the same, indicating that although
these two algorithms employ different strategies, they both
exploit the statistical knowledge of the channel in the same
way, resulting in similar performances.
The impact of the pilot length L and the number of antennas
M on the probabilities of false alarm and missed detection as
the transmit power increases is shown in Fig. 7. We set L =
300, 600, and M = 1, 2, 4. We make PF = PM for convenient
comparison by properly choosing the threshold l. Note that in
the scenario where the exact large-scale fading coefficients
are known, different users have the same probabilities of false
alarm but different probabilities of missed detection. Thus we
have to use the average probability of missed detection over all
users. Fig. 7 shows that increasing L or M brings significant
improvement. Specifically, when L = 300,M = 1, PF and
PM tend to remain unchanged as the transmit power increases.
However, by either increasing L or increasing M , PF and PM
can be driven to zero as the transmit power increases. In other
words, the minimum L required to drive PF and PM to zeros
can be reduced by increasing M .
VII. CONCLUSION
This work shows that compressed sensing is a viable
strategy for sporadic device activity detection for massive
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vAMP predicted, M=4
bound, M=4
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Tx power = 5dB
Fig. 6. Performance of AMP with vector denoiser (vAMP) and AMP-MMV
for user activity detection in the multiple-antenna case.
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Fig. 7. Impact of length of pilot, number of antennas, and transmit power.
connectivity applications with random non-orthogonal signa-
ture sequences. Specifically, we propose an AMP-based user
activity detection algorithm by exploiting the statistics of the
wireless channel for the uplink of a cellular system with a
large number of potential users but only a small fraction of
them are active at any time slot. We show that by using the
state evolution, a performance characterization in terms of
the probabilities of false alarm and missed detection can be
accurately predicted. In particular, we consider both cases in
which the BS is equipped with a single antenna or multiple
antennas. We present the designs of the MMSE denoisers in
the scenarios where the large-scale fading is either available
exactly or when only its statistics is available at the BS. For
the multiple-antenna case, we adopt two AMP algorithms,
AMP with vector denoiser and parallel AMP-MMV, to tackle
the detection problem. We derive a performance analysis
for both the single-antenna case and the multiple-antenna
case. Simulation results validate the analysis, and show that
exploiting the statistics of the channel in AMP denoiser
design can significantly improve the detection threshold, and
further deploying multiple antennas at the BS can also bring
significant performance improvement.
APPENDIX
A. Proof of Proposition 1
Denote d, x, y, z as the distance from a user to the BS,
the shadowing in dB, the shadowing in linear scale, and the
path-loss, respectively. Note that in appendices we slightly
abuse some notations appeared in the paper due to the limited
alphabet. However this should not cause confusion since they
only used for derivations in the appendices. Denote g , yz as
the large-scale fading. We derive the pdfs of d, x, y, z and g
as follows.
Assuming that all users are uniformly distributed in the cell
with radius R, the pdf of d is
pD(d) =
2d
R2
, 0 < d < R. (68)
Since x = −20 log10(y) follows Gaussian distribution with
zero mean and variance σ2SF , the pdf of y can be derived as
pY (y) =
20
ln(10)
√
2piσSFy
exp
(
− 200 ln
2(y)
ln2(10)σ2SF
)
. (69)
By using z = 10−(α+β log10 d)/20, we get the pdf of z as
pZ(z) =
40
R2β
10−2α/βz−40/β−1, (70)
where z > 10−(α+β log10 R)/20. The pdf of g is
pG(g) =
∫
|y|−1pY (y)pZ
(
y−1g
)
dy , ag−γQ(g), (71)
where Q(g) ,
∫∞
b ln g+c
exp(−s2)ds, γ , 40/β + 1, and a, b
and c are constants given in the proposition.
B. Proof of Proposition 2
Denote g as the large-scale fading following (11), and x =
xR+jxI as the Rayleigh fading, where xR and xI are the real
and imaginary parts of x, respectively. Denote h = hR+jhI as
the channel coefficient accounting for both large-scale fading
g and Rayleigh fading x, i.e., h = gx. Then the pdf of h is
pH(h) =
∫
pHR,HI ,G(hR, hI , g)dg
=
∫
pG(g)pXR,XI
(
hR
g
,
hI
g
) ∣∣∣∂(xR, xI , g)
∂(hR, hI , g)
∣∣∣dg
=
a
pi
∫ ∞
0
g−γ−2Q(g) exp
(−|h|2
g2
)
dg, (72)
where pHR,HI ,G(hR, hI , g) and pXR,XI (xR, xI) are the joint
pdfs, and | ∂(xR,xI ,g)∂(hR,hI ,g) | = g−2 is the Jacobian determinant.
When g is known, pH|G(h|g) follows the complex Gaussian
distribution with zero mean and variance g2.
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C. Proof of Proposition 3
We omit superscript t and subscript n for notation simplic-
ity. The conditional expectation of X given X˜ = x˜ can be
expressed as
E[X|X˜ = x˜]
=
∫
x
pX(x)
pX˜(x˜)
pX˜|X(x˜|x)dx
=
∫∫ ∞
0
f(g)x exp
(−|x|2
g2
+
−|x˜− x|2
τ2
)
dgdx
=
∫∫ ∞
0
f(g)x exp
( −|x˜|2
g2 + τ2
+
−|x− δx˜|2
δτ2
)
dgdx
(a)
=
λax˜
pX˜(x˜)pi
∫ ∞
0
exp
( −|x˜|2
g2 + τ2
)
Q(g)g2−γ
(g2 + τ2)2
dg, (73)
where f(g) , λaQ(g)/(pX˜(x˜)pi2τ2gγ+2), δ , g2/(g2 + τ2),
(a) is obtained by using Gaussian integral of x. By substituting
the expression of pX˜(x˜) derived in Appendix D, we get
E[X|X˜ = x˜] as in (15).
D. Proof of Proposition 4
We omit superscript t and subscript n in the following. Note
that pX˜|X(x˜|X = 0) = pW (x˜) where random variable W is
defined as W , τV , and pX˜|X(x˜|X 6= 0) = pY (x˜) where
random variable Y is defined as Y , H+W with H following
the distribution in (12). Since V follows complex Gaussian
distribution with zero mean and unit variance, we get
pX˜|X(x˜|X = 0) =
1
piτ2
exp
(−|x˜|2
τ2
)
, (74)
To compute pX˜|X(x˜|X 6= 0), we derive pY (y) as follows
pY (y)
(a)
=
∫
pH(y − w)pW (w)dw
(b)
=
∫ ∞
0
ag−γQ(g)
pi(g2 + τ2)
exp
( −|y|2
g2 + τ2
)
dg, (75)
where (a) is obtained by pY,W (y, w) = pH(y − w)pW (w),
and (b) is obtained by substituting (72). Combine the results
in (74) and (75) with pX˜|X(x˜|X 6= 0) = pY (x˜), we get
pX˜(x˜) =
1− λ
piτ2
exp
(−|x˜|2
τ2
)
+
∫ ∞
0
λaQ(g) exp
(−|x˜|2/(g2 + τ2))
pigγ(g2 + τ2)
dg. (76)
E. Proof of Proposition 5
We omit superscript t and subscript n for notation simplic-
ity. The conditional variance of X given X˜ = x˜ is
Var(X|X˜ = x˜) = E[|X|2∣∣X˜ = x˜]− ∣∣E[X|X˜ = x˜]∣∣2. (77)
Since we have derived E[X|X˜ = x˜] in (73), we only need to
derive E
[|X|2∣∣X˜ = x˜], which can be expressed as
E
[|X|2∣∣X˜ = x˜]
=
∫ |x|2pX(x)
pX˜(x˜)
pX˜|X(x˜|x)dx
=
∫∫ ∞
0
f(g)|x|2 exp
(−|x|2
g2
+
−|x˜− x|2
τ2
)
dgdx
=
∫∫ ∞
0
f(g)|x|2 exp
( −|x˜|2
g2 + τ2
+
−|x− δx˜|2
δτ2
)
dgdx
(a)
=
∫ ∞
0
λaQ(g)fˆ(g)
gγpX˜(x˜)pi
exp
( −|x˜|2
g2 + τ2
)
dg, (78)
where f(g) is defined in Appendix C, (a) is obtained by using
Gaussian integral of x, fˆ(g) , τ2g2/(g2+τ2)2+|x˜|2g4/(g2+
τ2)3. By using (77), (76), (73), and MSE(τ) =
∫
Var(X|X˜ =
x˜)pX˜(x˜)dx˜ with some algebraic manipulations, we obtain
(34).
F. Proof of Proposition 6
Similar to Appendix E, we first derive the conditional
expectation E
[|X|2|X˜ = x˜, G = g] as
E
[|X|2|X˜ = x˜, G = g] = λfˆ(g) exp(−|x˜|2/(g2 + τ2))
pX˜|G(x˜|g)pi
,
(79)
where fˆ(g) is defined in Appendix E. Then based on (19)
and Var(X|X˜ = x˜, G = g) = E[|X|2∣∣X˜ = x˜, G = g] −∣∣E[X|X˜ = x˜, G = g]∣∣2, we have
MSE =
∫∫
Var(X|X˜ = x˜, G = g)pX˜|G(x˜|g)pG(g)dx˜dg
(a)
=
∫ ∞
0
(
λg2τ2
g2 + τ2
+
λg4
(
1− ϕ1(g2τ−2)
)
g2 + τ2
)
pG(g)dg,
(80)
where (a) is obtained by using Gaussian integral over x˜. After
plugging pG(g), we finally get (36).
G. Proof of Proposition 8
We omit superscript t and subscript n. For the case where
the large scale fading is unknown, the proof is similar to
Appendix C except that we need to deal with random vectors
rather than random scalars. By using
E[R|R˜ = r˜] =
∫
r
pR(r)
pR˜(r˜)
pR˜|R(r˜|r)dr, (81)
where pR˜(r˜) can be derived as
pR˜(r˜) =
1− λ
(piτ2)M
exp
(−‖r˜‖22
τ2
)
+
∫ ∞
0
λaQ(g) exp
(−‖r˜‖22/(g2 + τ2))
piMgγ(g2 + τ2)M
dg. (82)
By plugging pR˜(r˜) and pR(r) into (81), and using multivariate
Gaussian integral of r with some algebraic manipulations, we
can obtain (42). For the case where the large-scale fading is
known, the conditional expectation can be found in [18].
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H. Proof of Proposition 9
Since the proofs for both cases are similar, in the following
we focus on the case where the large-scale fading is known.
We omit subscript n, and use t as subscript instead of
superscript for convenience. We use induction by assuming
Σt = τ
2
t I holds. To evaluate the right hand side of (10), we
first derive the distribution of R˜t based on (41) as
pR˜t|G(r˜t|g) =
λ exp
(− ‖r˜t‖22(g2 + τ2t )−1)
piM (g2 + τ2t )
M
φ(r˜t), (83)
where φ(r˜t) , 1 + (1 − λ)(1 + g2τ−2t )M exp(−∆‖r˜t‖22)/λ,
and ∆ is defined in (20). We then compute the conditional
covariance matrix of Rt given R˜t = r˜t and G = g as
Cov =E[RTt (RTt )∗|R˜t = r˜t, G = g]
− E[RTt |R˜t = r˜t, G = g]
(
E[RTt |R˜t = r˜t, G = g]
)∗
=
g2τ2t φ
−1(r˜t)
g2 + τ2t
I +
φ−1(r˜t)− φ−2(r˜t)
g−4(g2 + τ2t )2
r˜Tt (r˜
T
t )
∗. (84)
Then by taking the expectation over R˜t, we obtain
ER˜t|G[Cov] =
∫
pR˜t|G(r˜t|g)Covdr˜t, (85)
which is a diagonal matrix due to fact that the off-diagonal
element is an integral of an odd function over a symmetric
interval, which is zero. Furthermore, it is easy to observe
from the integral that the diagonal elements of ER˜t|G[Cov]
are identical. Note that when MMSE denoiser is employed,
the right hand side of (10) can be rewritten as E
[
DtD
∗
t
]
=
EG
[
ER˜t|G[Cov]
]
, which leads to the result that E
[
DtD
∗
t
]
is
also a diagonal matrix with identical diagonal elements.
In the following, we derive an explicit expression of
E
[
DtD
∗
t
]
. To this end, we first compute ER˜t|G[Cov]. Denote
ci as the ith diagonal entry of ER˜t|G[Cov], and r˜t,i is the ith
entry of r˜t. Based on (84) and (85), we have
ci =
∫
g2τ2t
g2 + τ2t
· λ exp
(− ‖r˜t‖22/(g2 + τ2t ))
piM (g2 + τ2t )
M
dr˜t
+
∫ |r˜t,i|2(1− φ−1(r˜t))
g−4(g2 + τ2t )2
·
λ exp
(− ‖r˜t‖22/(g2 + τ2t ))
piM (g2 + τ2t )
M
dr˜t
=
λg2τ2t
g2 + τ2t
+
λg4
g2 + τ2t
(
1− ϕM (g
2τ−2t )
Γ(M + 1)
)
, (86)
where the fist term of the last step is obtained by using
Gaussian integral, the second term is obtained by integrat-
ing in spherical coordinates instead of Cartesian coordinates,
and function ϕi(s) is defined in (37). As expected, ci does
not depend on i, indicating that the diagonal elements are
indeed identical. By replacing g by G and ci by C, we get
E
[
DtD
∗
t
]
= EG[C]I, where C is a random variable depends
on G, and
EG[C] =
∫ ∞
0
aQ(g)
gγ
· λg
2τ2t
g2 + τ2t
dg
+
∫ ∞
0
aQ(g)
gγ
· λg
4
g2 + τ2t
(
1− ϕM (g
2τ−2t )
Γ(M + 1)
)
dg. (87)
The state evolution in (10) is then simplified to
Σt+1 = σ
2
wI +
N
L
EG[CI] , τ2t+1I, (88)
which completes the induction.
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