Lexicographic generation of ordered trees  by Zaks, S.
Theoretical Computer Science 10 (1980) 63-82 
@ North-Holland Publishing Company 
LEXICOGRAPHIC GENERATION OF ORDERED TREES* 
S. ZAKS** 
Department of Computer Science, University of Illinois! 
a one-one 
We show correspondences among following sets: the regular 
trees with internal nodes, the 0, x = of n l’s and O’s in 
of l’s in each s n) is at least as the total number 
of O’S, all the integer sequences y = {yi}‘; in which yl < y2 < l l l < y, =S 2n and yi 2 2i 
fori=1,2,..., n, and all the integer sequences z = (zi}? in which 0 < z1 < 22 < l l l < 
z,andzi~2i-lfori=1,2 ,..., n. 
The term ‘lexicographic ordering of trees’ is discussed, and the relation between it
and the lexicographic ordering of the corresponding sequences is shown. 
For these sequences we 
(1) develop an algorithm which generates them lexicographically, 
(2) show how to find the position of a given sequence in the lexicographic 
ordering, and 
(3) show how to find a sequence given its position. 
We prove (Theorem 3) that our order of generating these trees is equivalent to the 
order in which they are generated by two existing algorithms. The generating 
algorithm is then generalized for the k-ary case. 
The complexity of the generating algorithm is measured by the number of certain 
comparisons it uses. It is shown that in the k-ary case this algorithm uses an average 
number of comparisons (per sequence) which tends to (1 -(k - l)k-‘/kk)-l as n 
increases (this limit is $ for the binary case). 
* This work was supported in part by the National Science Foundation under Grant Number 
MCS-73-03408. 
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Section 2 introduces basic definitions and notations, including two different 
definitions for ‘lexicographic ordering of trees ‘. In Section 3 we discuss existing 
related algorithms. Section 4 establishes the 1-1 correspondences mentioned above, 
and algorithm which generates binary trees is presented. Sections 5and 6 deal with 
the ranking function and the unranking procedure, respectively. In Section 7 we 
generalize the generating algorithm for k-ary trees. Additional comments and a 
summary of our discussions are presented inSection 8. A list of all the regular binary 
trees with 4 internal nodes and the associated corresponding structures and 
sequences are shown in the Appendix. 
2. Definitions and notations 
We state here definitions and notations that we shall use throughout this paper. We 
follow mainly the terminologies in[7,10]. 
While saying tree we mean an ordered tree. For k 2 2 we define a k-crry tree T as 
follows: either T is empty or it has a distinguished node r called its root that is 
connected to Tl, T2, . . . , Tk, each of which is a k-ary tree. The root of each 
non-empty Ti for 1 N i < G k is called a son of the root r, while r is its father. An 
internal node is a vertex with at least one son, and an external node (also called 
a leaf) is a vertex with no sons. A regular k-ary tree is a non-empty k-ary tree with 
each internal node having k sons. We denote by ITI the number of vertices of a 
tree T. We denote T(k, n) = {all the regular k-ary trees with n internal nodes}. 
t(k, n) will be the number of elements in T(k, n). We define & = T(2, n) and 
i)n = t(2, It). 
There is a well-known l-1 correspondence b tween B, and all the binary trees 
with n vertices: From a tree T E B, remove all the leaves and the edges incident with 
them. We get a binary tree with n vertices, and this transformation establishes the 
1-1 correspondence. (See [7, p. 5591 for this correspondence, and [15, p. 31 for an 
extension for k-ary trees.) 
We explain first what we mean by a ‘lexicographic order’ of trees. The following 
definition is used in [7, Section 2.3.1, ex. 251, [6, p. 1131 and the first few sections of 
WI . . 
Definition 1. Given two k-ary trees T and T’, we say that T < T’ if 
(1) ITI < IT% or 
(2) ITI = IT’I, and for some 1 s i s k we have 
(a) q=TJ! forj=l,2 ,..., i-l,and 
(b) x<T:. 
(See [ 15, p. Ml.) This defines a linear order on T(k, n). See Appendix for an 
example. 
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Unfortunately, no algorithm is known yet which generates those trees in order 
using this definition. In [6, IS] we have the ranking function and unranking pro- 
cedure, which may be used in an indirect way to generate the trees lexicographically 
(given a tree, apply the ranking function to find its position, then apply the anranking 
procedure to build the tree that occupies the next position). 
We define now another ‘lexicographic order’ of trees. As will be shown later, all 
the existing algorithms which (directly) generate trees in ‘lexicographic order’ are 
using this definition. 
Definition 2. Given two k-ary tress T and T’, we say that T < T’ if 
(1) T is empty and T’ is not empty, or 
(2) T is not empty, and for some i, 1~ i G k, we have 
(a) Tj=Ti forj=1,2 ,..., i-1,and 
(b) rrl:eT:. 
This defines a linear order on T(k, n). See Appendix for an example. 
As explained above, we use Definition 2 throughout this work. Definition 1 and 2 
are not equivalent. For example, T < T’ (by Definition 2) but T’ < T (by Definition 
1) for the trees T and T’ in Fig. 1. 
1 { x(‘x T' 
We know that 
Fig. 1. Ordering of trees. 
t(k, n) = 
1 
(k-l)n+l 
In particular, 
hl 
1 2n =- 
( > n+l n l 
(See 7, p. 5841.) 
Our discussion contains three parts: 
(1) Generating step : we generate & lexicographicalfy (according to the ordering 
as discussed above). 
(2) Ranking step: we compute the function Index (T), which assigns to a given tree 
its appropriate position in this ordering. 
(3) Unranking step : given a position x in this linear ordering, we construct he tree 
T s.t. Index (T) = x. 
Step (1) is then generalized for an arbitrary k. 
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3. Existing algorithms 
The following results discuss ome or all the Steps (l), (2) and (3): 
In [X2] a binary tree is represented by the sequence of the level numbers of 
its leaves from left to right. Those sequences are then generated lexicographically 
(we show here-Theorem 3that the corresponding trees are generated thus 
in order according to Definition 2), and the ranking and unranking functions 
are discussed. This way of labeling was extended to k-ary trees in [13] (see 
Theorem 8). 
In [7, Section 2.2.1, ex. 2, 4, 5; Section 2.3.1 ex. 61, [ 15, 16, 61 the numbers 
192 , . . . , II are used to label the internal vertices of a tree T E B, in some order (say, 
preorder: root-left-right) and then these labels are read in another order (say, 
inorder: left-root-right). We get a permutation of {1,2, . . . , n}. The preorder- 
inorder choice (used above in the brackets) is used in [lS, 161, in which all the three 
steps of generating, ranking and unranking are discussed. Generalizations of the 
ranking and of the unranking steps for k-ary trees are discussed in [ 15,161. All those 
results use Definition 2 for ‘lexicographic order’ (see Theorems 3 and 8). The 
various possible labelings are discussed in [6], which deals with ranking and 
unranking for binary trees, using Definition 1. This definition is used-for ranking 
and unranking in the k-ary case-in [lS]. 
For the two labeling sequences mentioned above, see example in the Appendix. 
4. Trees and integer sequences; the generating algorithm 
The number b, of regular binary trees with n internal nodes is the nth Catalan 
number, b, = (l/n + l)(*E). Given such a tree T, we label each internal node with 1 
and each leaf with 0. We then read these labels in preorder (root-left-right). We get a 
sequence of n l’s and n + 1 0’s. As the last visited node is always a leaf, we omit the 
corresponding 0. Denote the resulting sequence by f( T) = {xi}:” = x. From x we build 
a sequence g(T) = {yi}: = y s.t. yi = position of the ith 0 in x and a sequence 
h(T) = {zi}; = z set. zi = position of the ith 1 in X. 
When no confusion occurs, we omit commas and brackets in writing a sequence 
explicitly. See Fig. 2 for an example. 
A sequence x = {xi}:” will be called feasible if there is a tree T in B, st. x = f (T). 
The cotresponding definition holds for the y and z sequences. 
A 0,l -sequence is said to have the dominating property if in any prefix the number 
of l’s is at least as the number of 0’s. 
Theorem 1. A 0,l -sequence x = (Xi}:” is feasible iff 
(1) it has n a’s and n O’s, and 
(2) it has the dominating property. 
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x=1111000101100100 
y = 5,6,7,9, 12, 13, 15, 16 
2 = 1,2,3,4,8, 10, 11, 14 
Fig. 2. Labeling a binary tree. 
Proof. If x is feasible, then it corresponds to a tree T with 12 internal nodes and n + 1 
leaves, hence (1) is satisfied. Any prefix of x corresponds to a binary tree which is not 
regular, hence the number of internal nodes (= number of l’s) is at least as the 
number of leaves (= number of O’s) in T, hence (2) is satisfied. (Note that in the last 
step of visiting T, as described above, we have visited n + 1 leaves and only n internal 
nodes; but this last leaf was excluded in x). 
These two conditions are also sufficieat, because the number of those sequences 
equal the number of those trees (see box-office problem), and two different trees T 
and T’ correspond to two different sequences x and x’ by Theorem 3. 
It should be mentioned that associating the sequence f(T) with T E B, can be 
found in other references (see [3] and [S, p. 63) for a related labeling). The 
correspondence between x =f(T) and z = h(T) is mentioned in [S, p. 631, using the 
notion of Young’s tableau. Our contribution is in making use of these sequences for 
the generating, ranking and unranking procedures and in generalizing these 
sequences and the generating procedure for k-ary trees. 
The box-office problem ’ is usually related to those 0, l-sequences (see [ 18, problem 
831, 14, pa 36lh with the solution (l/n + l)(*,“). Other interpretations of these 
sequences, uch as Bertrand’s balloting problem, are known (see [9, p. 741, [3]). 
The following theorem establishes the relation between binary trees and integer 
sequences: 
Theorem 2. The following sets are in a 1 - 1 correspondence with one another: 
(1) B,, 
(2) all the 0, 1 -sequences x = {xi}:“, with n l’s and n O’s, having the dominating 
property, 
The box-office problem: 2n people are waiting in a line at a box office. n of them have 1 dollar bills, 
and the rest have 2 dollar bills. Tickets cost 1 doIlar each. When the box-office opens, there is no money in 
the till. Each customer buys one ticket. In how many ways can they stand such that none of them will have 
to wait for change? 
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(3) all the integer sequences y = { yi};, s.t. yl< ~2 < l l l < yn s 2n and yi 2 2i for 
i = 1,2,. . . , n, 
(4) ai! the integer sequences z = (zi)r, s.t. 0 < ZI< ~2 < l l l < zn and zi e 2i - 1 fat 
i = 1,2,. . . , n. 
Proof. (1) = (2). See Theorem 1. 
(2) = (3). With a 0, l-sequence x= {x.} I :“, we associate a corresponding sequence 
{yi}? as explained in the beginning of this section. 
Suppose x satisfies (2). If for some f, 1 s 1~ n, yl< 21, then among xl, x2, . . . , x21-l 
there are at least I O's, which violates the dominating property of X. Hence yi 2 2i for 
i = 1,2,. . . l n. 
ConverseI,), assume x doesn’t satisfy (2). If it doesn’t have n O’s, its corresponding 
y(x) doesn’t satisfy (3). If it has n l’s and ti O’s but doesn’t have the dominating 
property, then for some l, 1 s 2 G 2n, the number tof O’s in a prefix {Xi}: is more than 
the number I - t of l’s: or I < 2t. Hence the position yt of the tth 0 satisfies y, G I < 2t, 
hence y doesn’t satisfy (3). 
It is clear that different sequences x and x’ correspond todifferent sequences y and 
y’, respectively, and this completes the proof. 
(3) = (4). Left to tit : reader. 
We define the lexicographic order for sequences as usual: Let u = {Ui}: and 
v ={t)i);. We say that u CO if there exist an index 1, 1 s 1 in, s.t. uj = vj for 
j=1,2,..., l-l and ul<vl. 
The following observation isessential for our work: 
Theorem 3. Let T and T’ be two regular binary trees with n internal nodes, and let the 
corresponding sequences x, y, z and x’, y’, z’ be as defined above. The following are 
equivalent: 
(1) T < T’ (Defirrition 2), 
(2) xcx’, 
(3) Y <Y’s 
(4) 2X’, 
(5) T < T’ according to Ruskey-Hu’s level sequence (see [12, 13]), 
(6) T c T’ according to Trojanowski’s permutation (see [IS, la]). 
Proof. (2) = (3) = (4). Immediately from the definition of y and z. 
(1) = (2). T c T’ iff the Ith vertex visited is a leaf in T but is an internal node in T’, 
while the first 2 - 1 vertices are the same, for some I, 1 < 1 c 2n. This happens iff 
Xi =x: fori=1,2,..., I - 1 and xl = 0 c 1 = xl for some I as above, which happens 
iff x Cx’. 
(2)+5). XCX’ iff for some 1, leE<2n, xi=xi for i=l,2,...,1-1, and 
xl = 0~ 1 = xi. Let us look at those parts of T and T’, corresponding to the first 2 - 1 
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nodes traversed inpreorder. Those parts must be isomorphic, otherwise we could not 
have (xl,. . . , s-1) = (xi, . . . , &), by the equivalence (1) = (2). Hence, x <x’ iff 
all the leaves among the first I - 1 nodes (in preorder traversing) of T and T’ are in 
the same levels, correspondingly, but the leaf now scanned in T (corresponding to 
XI = 0) is in a lower level than that of the leaf that will be next scanned in T’ (this leaf 
will be a successor fthe internal node corresponding to X: = 1); this happens iff the 
level sequence of T is less than that of T’ in Ruskey-Hu’s ordering. 
(2)~(6).x<x’iffforsomeIxi=x:fori=1,2,...,1-landxl=O<l=x;.This 
happens iff while scanning both T and T’ in preorder we meet internal nodes and 
leaves correspondingly, but the 4th scanned node is a leaf b in T and an internal node 
gin T’. This happens iff while reading the preorder labeling of the internal vertices of 
T and T’ in inorder, the two corresponding permutations p and p’ coincide up to this 
point, and now in p we add the label of b’s father as the next element, while in p’ we 
add a number which is at least as big as the label of 6; but the labels of B’s father and 
6’s father are the same. This happens iff p Cp’. 
Corolky 1. In order to generate B, (lexicographically), it is suficient to generate 
all the above sequences x, y (lexicographically) or z (antilexicographically) of 
Theorem 2. 
Note. It should be clear how the conversion of a sequence into its corresponding 
binary tree is made, and this fact is not discussed here. 
It is interesting to compare the feasibility condition in [12] with the following: 
Theorem 4. For a 0, l-sequence x = (xi):” the following are equivalent; 
(1) x is a feasible sequence, 
(2) replacing the left most 100 pattern in x by 0, as long as possible, terminates in 
(1O)‘for some 1s t S n, 
(3) erasing any 10 pattern in x, as long as possible, terminates in the empty 
sequence. 
Proof. Left to the reader. 
The following algorithm generates the sequences lexicographically: 
Algorithm 1. (Generating the t sequences lexicographically): 
Step 1: Begin with z = {Zi} = { 1,2, . . . , n}. 
StepZ: Scan the sequence from right to left. 
Find the right most index j s.t. zi < 2j - 1. If no such index exists go to Step 
5. 
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Step 3: The sequence z’ = (2:) next to z is built as follows: 
z:+zi for Xj, 
2; t-Zj+l, 
r+z:_1+1 fori=j+l,..., n. 
Let z’ be called z. 
Step 4: Co to Step 2. 
Step 5: Exit. 
Theorem 5. Algorithvn 1 generates all the feasible sequence z = (Zi)? s. t. 0 < zl< 22 < 
l **<z,andzi~2i-1 fori=l,2,...,n. 
Proof. Trivial; the generating procedure in the algorithm follows the definition of 
lexicographic order. 
See Appendix for an example. 
5. The ranking function 
In this section we show how to determine the position Index (T) of a given tree 
T E & in the lexicographic ordering of B”. For this purpose, we convert the tree to its 
corresponding z sequence as discussed in Section 4, find the position index (t) of 
z’ in the lexicographic ordering for all these sequences, and set Index (T) = 
b, -index (z)+ 1. 
To determine the ranking function we define the doutiy indexed sequences 4i.p 
0s jsi- 1 (see also Table 1): 
ai,i-l = 1 for all i, 
h 
1 (21 
ai. = =- 
0 i+l i 
for all i, 
ai,j = ai++I +a. r-l.j-19 otherwise. 
Given a sequence z = {zi}?, let I = init denote the largest i s.t. Zi = i (note that 
Zl= 1, SO init 2 1). Let 3 ={Zi};-’ be the sequence built from z by deleting ZI and 
setting Zj + Zj for j < 1, Zi * Zj+l - 2 for j > 1. The following theorem is the key to the 
ranking algorithm: 
Tineorem 6. The following definition of the function index (z! assigns to a 
feasible sequence z = (zi); its position in the lexicographic ordering of ail these 
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Table 1. 
The sequence ai,t 
i 0 1 2 3 4 5 6 7 
i 
1 . 
2 1 
5 3 1 
14 9 4 1 
42 28 14 5 1 
132 90 48 20 6 1 
429 297 165 75 27 7 1 
1430 1001 572 275 110 35 8 1 
sequences: 
index (t) = 1, 
if1 =n, 
a,,,1 + index (Z), if1 3% 
Proof. By Step 1 of Algorithm 1 we know that index (z) = 1 when I = n. For any 
other t we have: 
index (z) = [number of feasible sequences Zs.t. init (2) 3 I + 1] 
+[position of z among all those feasible sequences Z for 
which init (r’) = I]. 
We show that the first term in this sum quals an,l and that the second one is index (2). 
First term. For I = 0 : a,,0 = (l/n + 1)(2,“) is the number of sequences that begin 
with 1, which is all our sequences. For I = n - 1: an,,,-1 = 1 and there is really only one 
sequence t” s.t. init (i) 2 I + 1 = n, namely { 1,2, . . . p n}. 
For any other I the sequences Z with init (z”) 3 I + 1 are partitioned into those for 
which irhit (i) 2 I + 2 and those for which init (z’) = I + 1. But the number of sequences 
z” with init (i) = I+ 1 equals the number of feasible sequences z^ = {ii}!-’ with 
init (2) 2 1. This 1-1 correspondence isestablished as follows: z’ corresponds to x” of 
the form 
. 
1+1 
deleting the 10, getting 
11.. .I.. . , 
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results in the corresponding sequence i = {r^i}l “-l with init (2) 2 1. This relation is 
indicated by an,1 - an,l+I + an-l+ 1, which holds by the definition of ai,p and the result 
follows by induction. 
Second term. AII the sequences z” s.t. init (r’) = l correspond to 0, l-sequences 
~=**...*().o. 
0 
-b-s 
1 2n-9-l 
The sequence Z as described above is exactly the sequence that we get from x by 
omitting the first 10 pattern from the left (encircled above). So the position of z 
among all the sequences E with init (5) = I is exactly index (2). 
Example 1. Given the tree in Fig. 2, we have: 
index (1,2,3,4,8,10,11,14) = aa,d+index (1,2,3,6,$, 9,12), 
index (1,2,3,6,&g, 12) = 47.3 + index (1,2,4,6,7, lo), 
index (1,2,4,6,7,10) = ag.2 + index (L&4,5,8), 
index (1,2,4,5,8) = as.2 + index (1,2,3,6), 
index (1,2,3,6) = a4,3+index (1,2,4), 
index (1,2,4) = a3,a+index (1,2), 
index (1,2) = 1, 
so 
index (1,2,3,4,8,10,11,14) = a8.4 + a7.3 + a6.2 + as.2 + a4.3 + a3.2 + 1 
=110+75+48+14+1+1+1=250. 
ThusIndex(T)=bg-250+1=1181. 
The solution to the recurrence relation for ai,j is 
a. .= 
1.1 g+( i “-ii--ii,. 
(See [E] for an analytic approach, or apply the technique in [18, problem 831 for a 
combinatorial approach, which is also found in [17].) 
6. The unranking procedure 
Given a number i, 1 s i s b,, we show in this section how to find the regular binary 
tree T with n internal vertices s.t. Index (T) = i. 
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As explained in Section 5, it is enough if we know how to do it for a z sequence. 
The algorithm we are presenting follows immediately from the *way we calculated 
index (z) using Theorem 6, so we shall skip the proof of it here. We first illustrate itby 
an example. 
Example 2. To find Te Be s.t. Index (T) = 1181, we note that it is sufficient to find 
the appropriate t sequence for which index (t) = b8 - Index (T) + 1 = 250. By 
Theorem 6 we know that 
250 = aa.1 + index (2). 
As a consequence from Section 5, we choose I s.t. . 
Here we choose I = 4, and get 250 = 110 +index (Z), or index (Z) = 90, where Z is a 
sequence corresponding to a tree r E By. Next we get 
90 = aT,a+index (f), or index (z’) = 15, and so on. 
At the end we have 
250 = a8.4 i- a?,3 + a6,2 + as.2 + a4.3 + a3.2 + a2.b 
From this decomposition f 250, we reconstruct the sequence z:
The last 1 tells us that at the very end (of computing index (z)) we had {1,2}. 
Then aJs2 tells us that a step before we had the sequence {1,2, t}, and that after 
omitting the 2 and setting t + t - 2 we get {1,2}. So we have {1,2,4}. Recurring in this 
manner, we get: 
ad.3 + {1,2,3,6), 
a6.2 + {I,% 4,6,7,1% 
and now we build the tree (see Fig. 2, and compare this example with Example 1). 
The following algorithm converts anumber to its corresponding z sequence. We 
are given n and t, and look for a sequence z = {zi}y(O < zl< z2 <a l l < G, Zi s E’ - 1 
for i = 1,2,. . . , n) s.t. index (z) = t. 
Algorithm 2. 
Step l:A*t, j-n. 
Step 2: Find lj s.t. ai,{, <A G agj-l. 
Step 3: A + t - aj,li, j + j - 1. If A ~0, then go to Step 2. 
Comment: We have now t = ~i”=j~ ai,lj. 
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Step 4: Set z +{I, 2,. . . , jo}, m + jo+ 1, SC l,a. 
Step 5: Change z as follows: 
Zi + Zi, i < S, 
fi+l+fi+2, i=m,m-I,.. .,s, 
Step6:m*m+l.Ifm~n,thens+I,andgotoStepS. 
Step 7: Exit. 
7. K-ary trees 
We generalize inthis section the results about correspondence b tween trees and 
integer sequences and the generating procedure, as discussed inSection 4, to k-ary 
trees. The proofs in this section are omitted. 
Given a tree T E T(k, n) we label its nodes as in the bindry case, and get a 
0, l-sequence f(T) = {Xi}!” =K and an integer sequence h(x) = (zi}t = z (the 
sequence y is not discussed here). See Fig. 3 for an example. A sequence r lated to 
f(T) is associated with a planted planar tree in [S], using a different approach. 
x=11000001000100100000 
z = 1,2,8,12,15 
Fig. 3. Labeling a k-ary tree, 
A 0, l-sequence so obtained will be called a k-feusible sequence, It will be 
characterized ashaving the following property, as is shown in Theorem 7. 
Let Q = {ai}:” be a sequence consisting ofn l’s and (k - 1)n 0’s. We say that a has 
the k-dominating property if in each init& subsequence {ai):, 1 s 1 G kn, the accu- 
mulated number of 1% is at least [l/k] ( [tl means ‘the smallest integer greater or 
equal to t’). In other words, if this subsequence ontains s l’s, then it contains at most 
(k - 1)s 0’s. Note that for k - 2 we get the dominating property as defined in 
Section 4. 
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It will be of interest o mention the following generalization of the box-office 
problem: The generalized box-office problem *: kn people are waiting in line at a 
box-office. n of them have k - 1 1 dollar bills and ihe rest (k - 1)n have k dollar bills 
(assuming that k dollar bills do exist). Each ticket costs k - 1 dollars. When the 
box-office opens, there is no money in the till. Each customer buys one ticket. In how 
many ways can they stand such that none of them will have to wait for change? 
Clearly, for k = 2 we get the previous box-office problem (see Section 4). 
Furthermore as a result of Theorem 8, the answer to the generalized box-office 
problem is 
The following theorem makes the desired connection between k-ary trees and the 
corresponding integer sequences and is a generalization f Theorem 2. 
Theorem 7. The following sets are in 1 - 1 correspondence with one another: 
(1) all the regular k-ary trees with n internal vertices, 
(2) all the 0,l -sequences {x} , f”, with n l’s and (k - 1)n O's having the k-dominat- 
ing property 
(3) all the integer sequences {Zi}: s.t. 0 < zl< ~2 < l 9 l < Zn and Zi s ki - (k - 1) for 
i = 1,2, . . . , n. 
The following generalization of Theorem 3 is the basis for our generating 
discussion. The proof follows immediately from that of Theorem 3. Note that in [15, 
16) the permutation associated with a tree is not immediately extended from the 
binary case. 
Theorem 8. Let Tand T’ be two regular k-ary trees with n internal nodes, and let the 
corresponding x, z and x’, z’ sequences be as defined above. The following are 
equivalent: 
(1) T c T’ (Definition 2), 
(2) xcx’, 
(3) ZXl, 
(4) T < T’ according to Ruskey-Hu’s level sequence as extended to k-ary trees 
(see [ 131). 
Corollary 2. In order to generate (lexicographically) all the regular k-ary trees with n 
internal nodes, it is suficient to generate all the sequences x (lexicographically) or z 
(antilexicographically) of Theorem 7. 
* See [2] for a related problem. 
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The note after Corollary 1, and Theorem 4 
100 l l 00 and 100.. -0 
” ’ 
k k-l 
(replacing 100 and 10 patterns with 
patterns respectively), should be applied here as well. 
Algorithm 3. (Generating the z sequences lexicographically). Exactly3 as Algorithm 
1, with one change: In Step 2 replace the upper bound 2j - 1 by kj - (k - 1). 
All the discussion i Section 4, following Algorithm 1, applies here. 
Two methods for ranking and unranking k-ary trees-one of which, using 
Definition 2, is presented among other combinatorial objects ([ZO]), and the other 
performs these tasks on the reverses of the x sequences3 ([19])-are a subject of 
future work. In [19] a recurrence relation is established (i,j 2 0): 
i =0, 
i>(k-l)j, 
and solved: 
a(i, j-l, k)+a(i-1, j, k), otherwise 
- 
i+j-l-k 
j-t 
(LX J is the largest integer smaller or equal to X, and x:=, for s < 1 is taken to be 0). 
Using these a(i, j, k)‘s the ranking and unranking algorithms are discussed. 
We now discuss the complexity of the generating Algorithm 3 (which contains 
Algorithm 1 as a special case). It is clear that the work done by the algorithm is 
proportional to the number of comparisons made in its Step 2 (i.e., checking 
whether zi c kj - (k - 1) for the current j). Therefore, the complexity ofthe generating 
algorithm is measured by the number of comparisons made in its Step 2. 
After we have generated the la@ sequence-which is z= 
{l,l+k,l+2k ,..., 1 + (n - ljk)-in Step 3, we come back to Step 2, in which we 
have to scan this sequence from right to its very left; and then, having found no j for 
which Zi < kj - (k - l), we quit. Therefore, in its worst case, Algorithm 3 makes n 
comparisons for one sequence. 
As for the average case, we show that the average number of comparisons per 
sequence approaches (1 - (k - l)‘-‘/ kk)-’ when n + 00. This value is less than 1.1 for 
k > 4, and less than 1 .Ol for k > 37. For the binary case (Algorithm 1) this means that 
the average number of comparisons per sequence approaches 3 as n increases. 
3 This order is used also in [14], in which binary trees are generated from ‘ballot sequences’. 
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Let pi denote the number of sequaes in which i comparisons are made by 
Algorithm 3. The average number of comparisons i  
t(k, 4’ 
It can be shown that pj =t(k,n-j+l)-t(k,n-j)forl<jsn-l,andp,=l,for 
k B 2. Following this observation, we get 
pi3 (I- Qffj-1 
t W, 4 
asn+m 
where k’= (k - l)L-l/kk. 
Setting j = 1 this result means that in most cases only one comparison ismade; for 
example, this happens in about 75% of the cases for k = 2.85% of the cases for k = 3 
and 92% of the cases for k = 5. 
It follows now that Algorithm 3 requires on the average l/( 1 - k) comparisons per 
sequence, as n + W. This limit is 4 for k = 2. 
Note that 
k (k-l)k-’ Z 
kk = k-l < (k - 1)e’ 
hence we can upperbound (1 - k)-’ by (1 - l/(k - 1)e)“. 
As an illustration of our analysis, consider the case where k = 2 and n = 4. 
Algorithm 3 generates the sequences 1234, 1235, 1236, 1237, 1245, 1246, 1247, 
1256,1257,1345,1346,1347,1356,1357. In nine of these sequences 1 comparison 
is made when forming the next sequence, three of them require 2 comparisons, one 
requires 3 (namely, 1257), and the last one (1357) requires 4comparisons. Hence, 
the algorithm uses on the average 1.571 comparisons per sequence. More numerical 
results are shown in Table 2 (the column for ‘n + 00’ is the limiting value l/(1 - k)). 
Table 2 
Average number of comparisons made by Algorithm 3 (in generating k-ary trees with n internal 
nodes) 
2 1.600 1.571 1.524 1.485 1.457 1.333 
3 1.333 1.291 1.260 1.241 1.229 1.174 
4 1.227 1.193 1.172 1.160 1.153 1.118 
5 1.171 1.144 1.129 1.120 1.115 1.089 
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It was pointed out by Paterson [ 111 that the average case analysis can be argued as 
follows: it is clear that zr is changed t(k, r) times, hence the total number of changes is 
Cr=, t(k, r). Using Stirling’s formula we get 
--n k 
‘(Ln)+J*vn(l_l,k) asn-,m, ’
from which it follows that 
i t(k, 4 
r=l 1 
tk 4 
+l+c+C*+’ l l =g 
8. summary 
After discussing the term ‘lexicographic order of trees’, we have seen algorithms 
that generate all the regular binary trees with n internal vertices in lexicographic 
order, find the position of a given tree in this ordering and find a tree given its posi- 
tion. For regular k-ary trees we treated the generating algorithm, and analyzed its 
performance. 
As explained in Section 2, there is a simple 1 - 1 correspondence between all the 
regular k-ary trees with n internal vertices and all the k-ary trees with n vertices, so 
the results mentioned above can be extended to this new class. 
If we take any tree with n edges and traverse it in the way shown in Fig. 4, (see [l]), 
when 1 means ‘going down’ and 0 means ‘going up’, we get a 0, l-sequence which has 
the dominating property-the number of ‘going downs’ must be at least as that of 
‘going ups’, otherwise we will get above the root. Consequently, our algorithms can be 
used to generate, rank and unrank all the trees with n edges. See Appendix for an 
example. 
The following remark concerns the difference between the two ordering of trees 
(Definitions 1 and 2): given 2 trees T and T’, to determine whether T < T’, we scan 
both trees in preorder. Using Definition 1, we compare the size of the subtrees rooted 
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at the concurrent nodes; in other words, we use a grobaE information concerning 
those nodes. On the other hand, using Definition 2 we compare the characters ofthe 
concurrent odes (whether they are internal nodes or leaves); in other words, we use 
Iocal information concerning those nodes. 
We show here all the 14 regular binary trees with 4 internal nodes in lexicographic 
order (see Table A.1). To each of them we assign the structures and sequences 
introduced in the paper, as follows: 
(i) The x sequence (0, l-sequence), 
(2) The y sequence, 
(3) The 2 sequence, 
(4) Ruskey and Hu’s level sequence, 
(5) Torjanowski’s permutation, 
(6) The corresponding binary tree with 4 vertices, 
(7) The corresponding tree with 4 edges, 
(8) The index while being ordered according to Definition 1. 
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