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Abstract. Komori, Matsumoto and Tsumura introduced the zeta-function of the root
system of type Xr , where X = A,B,C,D,E,F,G. It is a multi-variable version of the
Witten zeta-function with a complex simple Lie algebra. In this paper, we introduce the
double zeta-function generalizing the zeta-function of the root system of type A2, B2 and
G2, and study the double zeta-values. We aim to express the double zeta-values in terms
of the Clausen function et al. We remark that our idea is based on the partial fraction
decomposition and the basic properties of the Clausen function and Bernoulli polynomials.
1. Introduction
Witten [13] first treated the Witten zeta-function associated with a complex semi-
simple Lie algebra g defined by
ζW (s; g) =
∑ 1
dim(ρ)s
, (1.1)
where s ∈ C and ρ runs over all finite-dimensional irreducible representations of g. The
values of the Witten zeta-function at positive even integers are related with the volumes of
certain moduli spaces. Zagier [14] gave a more explicit form of the Witten zeta-function
for some g, and argued the values of the Witten zeta-function at positive even integers.
There is a generalization of (1.1). Let g be a complex semi-simple Lie algebra, r
the rank of g, ∆ the set of all roots of g, ∆+ the set of all positive roots of g and Ψ =
{α1, . . . , αr } the fundamental system of ∆. Komori, Matsumoto and Tsumura [3] defined
the multiple zeta-functions associated with semi-simple Lie algebra by
ζr(s; g) =
∞∑
m1,...,mr=1
∏
α∈∆+
〈α∨,m1λ1 + · · · + mrλr 〉−sα (1.2)
for s = (sα)α∈∆+ ∈ Cn, where n is the number of all positive roots, α∨ is the coroot
associated with the root α and λ1, . . . , λr are fundamental weights satisfying 〈α∨i , λj 〉 = δij
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(Kronecker’s delta) for αi ∈ Ψ and 1 ≤ i, j ≤ r . By Weyl’s dimension formula, we have
ζW (s; g) = K(g)sζr (s, . . . , s; g) ,
where
K(g) =
∏
α∈∆+
〈α∨, λ1 + · · · + λr 〉 .
Hence the multiple zeta-function (1.2) is the multi-variable version of the Witten zeta-
function.
Now without loss of generality we may assume that g is simple (see section 2 in [3]).
If g is simple, we can classify g by the Cartan-Killing Theory. Hereafter we assume g is of
type Xr , where X = A,B,C,D,E,F,G. When g is of type Xr , Komori, Matsumoto and
Tsumura [3], [4] gave a more explicit form of (1.2) by Weyl’s dimension formula. Then it
is denoted as ζr (s;Xr) and called the zeta-function of the root system of type Xr .
In the present paper, especially, we study the double zeta-functions related with the
zeta-function of the root system of type Xr . We remark that the zeta-function of the root
system of type Xr is the double sum series if and only if Xr is A2, B2 or G2.
We define the double zeta-functions which are generalizations of the zeta-functions of
the root system of type A2, B2 and G2 by
ζar ,br (s1, . . . , sr+2) =
∞∑
m,n=1
m−s1n−s2
× (a1m + b1n)−s3(a2m + b2n)−s4 · · · (arm + brn)−sr+2 (1.3)
for a positive integer r , where s1, . . . , sr+2 are complex variables and ar = (a1, a2, . . . , ar)
∈ Nr ,br = (b1, b2, . . . , br ) ∈ Nr . Indeed, we find that the double zeta-functions (1.3) in-
clude the zeta-functions of the root system of type A2, B2 and G2 by the following relations:
ζ2(s1, s2, s3;A2) = ζ(1)1,(1)1(s1, s2, s3) ,
ζ2(s1, s2, s3, s4;B2) = ζ(1,2)2,(1,1)2(s1, s2, s3, s4) ,
ζ2(s1, s2, s3, s4, s5, s6;G2) = ζ(1,1,1,2)4,(1,2,3,3)4(s1, s2, s3, s4, s5, s6) .
We study the values of (1.3) at positive integers, however it is difficult to calculate
directly the values of (1.3). Hence, by the partial fraction decomposition, we will show that
the values of (1.3) at positive integers are reduced to the values of
ζ(a)1,(b)1(p1, p2, p3) =
∞∑
m.n=1
m−p1n−p2(am + bn)−p3 (1.4)
at positive integers p1, p2, p3 in Section 2. Our idea of calculating some double zeta
values, as well as Tsumura’s idea in [10] and Zhao’s idea in [15] are based on the partial
fraction decomposition.
Our method is based on Tsumura’s idea of using the following relation among the
zeta-function of the root system of type B2 obtained by the partial fraction decomposition:
Multiple Zeta Values Related with the Zeta-function of the Root System of Type A2, B2 and G2 11
ζ2(p1, p2, p3, p4;B2)
= (−1)r

p3∑
j=1
(
p3 + p4 − j − 1
p3 − j
)
(−1)j ζ2(p1, p2 + p3 + p4 − j, j, 0;B2)
+
p4∑
j=1
(
p3 + p4 − j − 1
p4 − j
)
ζ2(p1, p2 + p3 + p4 − j, 0, j ;B2)
 (1.5)
for p1, p2, p3, p4 ∈ N0, p1 ≥ 1, p1 + p2 + p3 > 1, p1 + p2 + p4 > 1, p2 + p3 + p4 >
1, p1 +p2 +p3 +p4 > 2 (see (10) in [10]). Since ζ2(s1, s2, s3, 0;B2) = ζ2(s1, s2, s3;A2),
Tsumura found from (1.5) that ζ2(p, q, r, l;B2) can be written in terms of the values of
ζ2(s1, s2, s3;A2) and ζ2(s1, s2, 0, s3;B2) at positive integers. The values of ζ2(s1, s2, s3;
A2) at positive integers have already been studied by Tornheim [9], Mordell [6], Huard-
Williams-Zhang [2], Tsumura [11] and Onodera [8], and so on. Also there already exist
some papers devoted to the study of ζ2(s1, s2, 0, s3;B2) such as Tsumura [12] and Naka-
mura [7], and so on.
Zhao’s idea is based on the partial fraction decomposition which is different from (1.5)
(see Lemma 1.2 in [15]) and reduced to the series which is different from (1.4), however it
is possible to apply only to some restricted case of (1.3).
In Section 3, we will explain the basic properties of Clausen function and Bernoulli
polynomials. We will also give two lemmas needed to give an explicit formula for (1.4) at
positive integers.
The major purpose of the present paper is to express the values of (1.4), thus (1.3),
at positive integers in terms of single infinite sum. In Section 4, for positive integers
p1, p2, p3 with p1 +p2 +p3 ∈ 2N+ 1, we will give an explicit formula for (1.4) which is
expressed in terms of the following single infinite sums:
Φr(x) =
{
(−1) r+12 Clr(2πx) if r ∈ 2N+ 1 ,
(−1) r2 Clr(2πx) if r ∈ 2N ,
(1.6)
where Clr(x) is the Clausen function defined by
Clr(x) =

∞∑
m=1
cos(mx)
mr
if r ∈ 2N+ 1 ,
∞∑
m=1
sin(mx)
mr
if r ∈ 2N ,
and
Ψr(x) =

(−1) r+12
∞∑
m=1
sin(2πmx)
mr
if r ∈ 2N+ 1 ,
(−1) r2 −1
∞∑
m=1
cos(2πmx)
mr
if r ∈ 2N ,
(1.7)
where x ∈ [0, 1]. This idea is based on Onodera [8] and also on Nakamura [7].
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REMARK. Komori, Matsumoto and Tsumura have studied functional relations for
the zeta-function of the root system of type G2 at positive even integers p1, . . . , p5 and one
complex variable s (see Theorem 5.1 in [4]). Zhao [15] expressed several values ζ2(p;G2)
for p = (p1, . . . , p6) ∈ N60 in terms of double polylogarithm defined by
Lis1,s2(x1, x2) =
∑
m1>m2>0
x
m1
1 x
m2
2
m
s1
1 m
s2
2
, (1.8)
where |x1x2| < 1 and s1, s2 ∈ N, and polylogarithm
Lis1(x1) =
∑
m1>0
x
m1
1
m
s1
1
, (1.9)
where |x1| < 1 and s1 ∈ N. Our result on the zeta values related with zeta-function of the
root system of type G2 which is obtained by substituting Theorem 4.5 into Theorem 2.3, is
shown only in the case p1 + · · · + p6 ∈ 2N + 1 for positive integers p1, . . . , p6, but it is
written in terms single sums (1.6) and (1.7).
2. Partial fraction decompositions and its applications
First we will give the following Lemma 2.1 and Corollary 2.2 by the method based on
Tsumura’s idea of (1.5).
LEMMA 2.1. Let a, b, c, d,m, n be positive integers with ad − bc = 0. For any
positive integers p, q , we have
1
(am + bn)p(cm + dn)q
=

p∑
j=1
(
p + q − j − 1
p − j
)
aq(−c)p−j
(ad − bc)p+q−jnp+q−j (am + bn)j (−1)
j
+
q∑
j=1
(
p + q − j − 1
q − j
)
aq−j (−c)p
(ad − bc)p+q−jnp+q−j (cm + dn)j (−1)
j
 .
Proof of Lemma 2.1. We can prove Lemma 2.1 by induction of p, q . In the case
p, q = 1, by the partial fraction decomposition, we have
1
(am + bn)(cm + dn) =
1
(ad − bc)
( a
n(am + bn) −
c
n(cm + dn)
)
. (2.1)
We assume the validity of Lemma 2.1 for (p − 1, q − 1), and we show Lemma 2.1 for
(p, q − 1), (p − 1, q) and (p, q). This is an easy task by using (2.1). Hence we omit the
rest of the proof. 
By Lemma 2.1, we have the following corollary.
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COROLLARY 2.2. Let a1, a2, b1, b2 be positive integers with a1b2 −b1a2 = 0, and
we put a2 = (a1, a2), b2 = (b1, b2). Then we have
ζa2,b2(p1, p2, p3, p4)
=
p3∑
j=1
(
p3 + p4 − j − 1
p3 − j
)
a
p4
1 (−a2)p3−j
(a1b2 − b1a2)p3+p4−j
× ζ(a1)1,(b1)1(p1, p2 + p3 + p4 − j, j)
+
p4∑
j=1
(
p3 + p4 − j − 1
p4 − j
)
a
p4−j
1 (−a2)p3
(a1b2 − b1a2)p3+p4−j
× ζ(a2)1,(b2)1(p1, p2 + p3 + p4 − j, j) (2.2)
for positive integers p1, p2, p3, p4.
This corollary is a trivial consequence of Lemma 2.1, and we remark that, in the case
(a1, a2, b1, b2) = (1, 1, 1, 2), the explicit formula (2.2) was given in [10] (see (1.5) in the
present paper). Hence the functional relation (2.2) is a generalization of Tsumura’s result
(1.5).
Next, we will study (1.3) at positive integers. Before we state a theorem, we remark
that, in the case a1b2 − a2b1 = 0, for positive integers p, q,m, n, we have
(a1m + b1n)−p(a2m + b2n)−q = (a1m + b1n)−p
(
a2m + a2b1
a1
n
)−q
=
(
a2
a1
)−q
(a1m + b1n)−p−q .
Hence without loss of generality we may assume
aibj − ajbi = 0 (2.3)
for positive integers i = j . Hereafter we assume (2.3). Then, by (2.2), we will show that
(1.3) reduces to ζ(a)1,(b)1 .
THEOREM 2.3. For a positive integer r ≥ 2, we put ar = (ai(1), . . . , ai(r)), br =
(bi(1), . . . , bi(r)) ∈ Nr for Ir = (i(1), i(2), . . . , i(r)) ∈ Nr with i(1) < i(2) < · · · < i(r)
and we assume (2.3). Then, for positive integers p1, p2, . . . , pr+2, we have
ζar ,br (p1, p2, . . . , pr+2) =
∑
e=(e(1),...,e(r−1))
J
e(r−1)
r−1∑
jr−1=1
· · ·
J
e(1)
1∑
j1=1
×
{
r−1∏
k=1
(
J 1k + J 0k − jk − 1
J
e(k)
k − jk
)
(ai(k))
J 1k −α(e(k),1)(−aβ(k,Ir ))J
0
k −α(e(k),0)
(ai(k)bβ(k,Ir ) − aβ(k,Ir )bi(k))J
1
k +J 0k −jk
}
× ζ(aδ(e,Ir ))1,(bδ(e,Ir ))1(p1, p2 + p3 + · · · + pr+2 − j1, j1) ,
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where e(l) = 0 or 1 for 1 ≤ l ≤ r − 1, the sum in the right is taken over all the possible e,
J
e(r−1)
r−1 =
{
pr+2 if e(r − 1) = 1 ,
pr+1 if e(r − 1) = 0 , J
e(k)
k =
{
jk+1 if e(k) = 1 ,
pk+2 if e(k) = 0
for 1 ≤ k ≤ r − 2,
α(e(l), v) =
{
jl if e(l) = v ,
0 if e(l) = v
for v = 0, 1 and 1 ≤ l ≤ r − 1,
δ(e, Ir ) =
{
i(r) if e(k) = 0 for 1 ≤ k ≤ r − 1 ,
i(min{1 ≤ k ≤ r − 1 | e(k) = 0}) otherwise,
and β(k, Ir ) = βIre(k) can be written down explicitly as
β
Ir
e(r−1) = i(r) , βIre(k−1) =
{
β
Ir
e(k) if e(k) = 1 ,
i(k) if e(k) = 0
for 2 ≤ k ≤ r − 1.
Proof of Theorem 2.3. We will prove Theorem 2.3 by induction. In the case r = 2,
we may assume a2 = (a1, a2),b2 = (b1, b2). Then the assertion of Theorem 2.3 coincides
with the assertion of Corollary 2.2. Hence we obtain Theorem 2.3 for r = 2.
Next we assume the validity of Theorem 2.3 for the case r − 1, and will prove the
assertion for the case r . Then we may assume ar = (a1, . . . , ar ),b = (b1, . . . , br ). By
Lemma 2.1, we have
ζar ,br (p1, p2, . . . , pr+2)
=
pr+1∑
jr−1=1
(
pr+2 + pr+1 − jr−1 − 1
pr+1 − jr−1
)
a
pr+2
r−1 (−ar)pr+1−jr−1
(ar−1br − br−1ar)pr+2+pr+1−jr−1
× ζ(a1,...,ar−2,ar−1)r−1,(b1,...,br−2,br−1)r−1
(p1, p2 + pr+1 + pr+2 − jr−1, p3, . . . , pr , jr−1)
+
pr+2∑
jr−1=1
(
pr+2 + pr+1 − jr−1 − 1
pr+2 − jr−1
)
a
pr+2−jr−1
r−1 (−ar)pr+1
(ar−1br − br−1ar)pr+2+pr+1−jr−1
× ζ(a1,...,ar−2,ar )r−1,(b1,...,br−2,br )r−1
(p1, p2 + pr+1 + pr+2 − jr−1, p3, . . . , pr , jr−1) . (2.4)
Applying the assumption of the case r − 1 to the right hand side of (2.4), we have
ζar ,br (p1, p2, . . . , pr+2)
=
pr+1∑
jr−1=1
(
pr+2 + pr+1 − jr−1 − 1
pr+1 − jr−1
)
a
pr+2
r−1 (−ar)pr+1−jr−1
(ar−1br − br−1ar)pr+2+pr+1−jr−1
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×
∑
e=(e(1),...,e(r−2))
J
e(r−2)
r−2∑
jr−2=1
· · ·
J
e(1)
1∑
j1=1
×
{
r−2∏
k=1
(
J 1k + J 0k − jk − 1
J
e(k)
k − jk
)
(ag(k))
J 1k −α(e(k),1)(−aβ(k,Gr−1))J
0
k −α(ek,0)
(ag(k)bβ(k,Gr−1) − aβ(k,Gr−1)bg(k))J
1
k +J 0k −jk
}
× ζ(aδ(e,Gr−1))1,(bδ(e,Gr−1))1(p1, p2 + p3 + · · · + pr+2 − j1; j1)
+
pr+2∑
jr−1=1
(
pr+2 + pr+1 − jr−1 − 1
pr+2 − jr−1
)
a
pr+2−jr−1
r−1 (−ar)pr+1
(ar−1br − br−1ar)pr+2+pr+1−jr−1
×
∑
e=(e(1),...,e(r−2))
J
e(r−2)
r−2∑
jr−2=1
· · ·
J
e(1)
1∑
j1=1
×
{
r−2∏
k=1
(
J 1k + J 0k − jk − 1
J
e(k)
k − jk
)
(ah(k))
J 1k −α(e(k),1)(−aβ(k,Hr−1))J
0
k −α(e(k),0)
(ah(k)bβ(k,Hr−1) − aβ(k,Hr−1)bh(k))J
1
k +J 0k −jk
}
× ζ(aδ(e,Hr−1))1,(bδ(e,Hr−1))1(p1, p2 + p3 + · · · + pr+2 − j1; j1) , (2.5)
where Gr−1 = (g(1), . . . , g(r − 2), g(r − 1)) = (1, . . . , r − 2, r − 1) and Hr−1 =
(h(1), . . . , h(r−2), h(r−1)) = (1, . . . , r−2, r). We have to show the following equation:
ζar ,br (p1, p2, . . . , pr+2)
=
∑
e=(e(1),...,e(r−2),0)
pr+1∑
jr−1=1
J
e(r−2)
r−2∑
jr−2=1
· · ·
J
e(1)
1∑
j1=1
(
pr+2 + pr+1 − jr−1 − 1
pr+1 − jr−1
)
×
{
r−2∏
k=1
(
J 1k + J 0k − jk − 1
J
e(k)
k − jk
)}
a
pr+2
r−1 (−ar)pr+1−jr−1
(ar−1br − br−1ar)pr+2+pr+1−jr−1
×
{
r−2∏
k=1
(ai(k))
J 1k −α(e(k),1)(−aβ(k,Ir ))J
0
k −α(e(k),0)
(ai(k)bβ(k,Ir ) − aβ(k,Ir )bi(k))J
1
k +J 0k −jk
}
× ζ(aδ(e,Ir ))1,(bδ(e,Ir ))1(p1, p2 + p3 + · · · + pr+2 − j1; j1)
+
∑
e=(e(1),...,e(r−2),1)
pr+2∑
jr−1=1
J
e(r−2)
r−2∑
jr−2=1
· · ·
J
e(1)
1∑
j1=1
(
pr+2 + pr+1 − jr−1 − 1
pr+2 − jr−1
)
×
{
r−2∏
k=1
(
J 1k + J 0k − jk − 1
J
e(k)
k − jk
)}
a
pr+2−jr−1
r−1 (−ar)pr+1
(ar−1br − br−1ar)pr+2+pr+1−jr−1
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×

r−2∏
k=1
(ai(k))
J 1k −α(e(k),1)(−aβ(k,Ir ))J
0
k −αkek,0
(ai(k)bβ(k,Ir ) − aβ(k,Ir )bi(k))J
1
k +J 0k −jk

× ζ(aδ(e,Ir ))1,(bδ(e,Ir ))1(p1, p2 + p3 + · · · + pr+2 − j1; j1) , (2.6)
where Ir = (i(1), . . . , i(r − 1), i(r)) = (1, . . . , r − 1, r). The first term of the right
hand side of (2.5) coincides the first term of the right hand side of (2.6). In fact, from
e(r − 1) = 0, quantities which are related with Ir and e = (e(1), . . . , e(r − 2), 0), defined
in the statement of Theorem 2.3, are given by the following:
β
Ir
e(r−2) = r − 1 , βIre(k−1) =
{
β
Ir
e(k) if ek = 1 ,
i(k) if ek = 0
for 1 ≤ k ≤ r − 2 and, by e = (e(1), . . . , e(r − 2), 0),
δ(e, Ir ) = i(min{1 ≤ l ≤ r − 1 | e(l) = 0}) .
Hence we can replace Ir and e = (e1, . . . , er−2, 0) of the first term of the right hand side
of (2.6) with Gr−1 and e = (e1, . . . , er−2) of the first term of the right hand side of (2.5).
Similarly, the second term of the right hand side of (2.5) coincides with the first term of the
right hand side of (2.6). Therefore we obtain Theorem 2.3 for r . 
REMARK. By Theorem 2.3, we find that the values of ζ2(p1, . . . , p6;G2) are re-
duced to the values of (1.4). Indeed, we have
ζ2(1, 1, 1, 1, 1, 1;G2) = 34ζ(1)1,(1)1(1, 4, 1) +
3
2
ζ(1)1,(2)1(1, 4, 1)
− 1
4
ζ(1)1,(3)1(1, 4, 1) −
1
4
ζ(2)1,(3)1(1, 4, 1)
by Theorem 2.3.
3. Clausen function and Bernoulli polynomials
For r ∈ N, we define the Clausen function by
Clr(x) =

∞∑
m=1
cos(mx)
mr
if r ∈ 2N− 1 ,
∞∑
m=1
sin(mx)
mr
if r ∈ 2N ,
where x ∈ (0, 1), and put
Ĉlr (x) =
(−1)
r+1
2 (r−1)!
(2π)r−1 Clr(2πx) if r ∈ 2N− 1 ,
(−1) r2 (r−1)!
(2π)r−1 Clr(2πx) if r ∈ 2N .
(3.1)
By (3.1), we can show that
Ĉlr (1 − x) = (−1)r−1Ĉlr (x) (3.2)
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for any integer r ≥ 1,
d
dx
Ĉlr+1(x) = rĈlr (x) (3.3)
for r ≥ 1, and that there exists the limit of Ĉlr+1(x) for r ≥ 1 as x ↓ 0. Let Ĉlr+1(0) be
the limit which is
Ĉlr+1(0) =
(−1)
r+2
2
r!
(2π)r
ζ(r + 1) if r ∈ 2N ,
0 if r ∈ 2N− 1 .
(3.4)
For r ∈ N0, the Bernoulli polynomial of order r is denoted by Br(x) and defined by
∞∑
m=0
Bm(x)
tm
m! =
text
et − 1 . (3.5)
Then (see [1]) for r ≥ 1,
d
dx
Br(x) = rBr−1(x) , (3.6)
and for r ≥ 0,
Br(1 − x) = (−1)rBr(x) . (3.7)
Also, for any odd integer r ≥ 1,
Br(x) = 2(−1) r+12 r!
(2π)r
∞∑
m=1
sin(2πmx)
mr
, (3.8)
and for any even integer r ≥ 2,
Br(x) = 2(−1) r2 −1 r!
(2π)r
∞∑
m=1
cos(2πmx)
mr
. (3.9)
We remark that (3.8) and (3.9) are valid for x ∈ [0, 1] when r ≥ 2 and in the case r = 1,
these formulas are valid for x ∈ (0, 1). Also the following two lemmas on Bernoulli
polynomials hold.
LEMMA 3.1 (Lemma 2.4 in [8]). Let p be a positive integer and a1, . . . , ap ∈ N.
Put a = (a1, . . . , ap) and |a| = a1 + · · · + ap. Then we have
p∏
j=1
Baj (x) =
∑
l
Bp(a; l)B|a|−2l(x) +
∫ 1
0
p∏
j=1
Baj (x)dx ,
where l runs over all integers in [0, |a|/2). Here, for l ∈ [0, |a|/2), we put
Bp(a; l) = −2|a| − 2l
∑
l1,...,lp≥0
l1+···+lp=2l+1
p∏
j=1
(
aj
lj
)
Blj .
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REMARK. Lemma 3.1 also holds for non-negative integer a1, . . . , ap. In the case,
for a = (a1, . . . , ap), we put
Bp(a; l) = B′p(a′; l) ,
where a′ = (a′1, . . . , a
′
p′) remove ai = 0 from a = (a1, . . . , ap).
LEMMA 3.2. Let a, c be positive integers and b be a nonnegative integer. Then we
have
Bc(ax − b) =
∑
m1,...,ma−1≥1
n1,...,na ,l≥0
a+c−1=m1+···+ma−1+n1+···+na+l
c!(−b)l
m1! · · ·ma−1!n1! · · · na !l!
a∏
j=1
Bnj (x) , (3.10)
where, in the case b = 0, l does not appear.
Proof of Lemma 3.2. By (3.5), we have
∞∑
m=0
Bm(ax − b) t
m
m! =
tet (ax−b)
et − 1 =
(et − 1
t
)a−1( text
et − 1
)a
e−bt
=

a−1∏
i=1
∞∑
mi=1
tmi−1
mi !


a∏
j=1
∞∑
nj=0
Bnj (x)
tni
ni !

∞∑
l=0
(−b)l t
l
l! . (3.11)
Thus, comparing the coefficients of t on the both sides of (3.11), we obtain Lemma 3.2. 
4. The values of ζ(a)1,(b)1
By Theorem 2.3, we find that (1.3) are reduced to ζ(a)1,(b)1 . Hence, in this section, we
consider the values of ζ(a1)1,(a2)1(p1, p2, p3) for positive integers a1, a2, p1, p2, p3 with
p1 + p2 + p3 ∈ 2N + 1 (Theorem 4.5 in the present paper). Without loss of generality
we may assume (a1, a2) = 2. In fact, in the case (a1, a2) = k for k ∈ N, we have
(2b1, 2b2) = 2, where a1 = kb1 and a2 = kb2. Then we have
ζ(a1)1,(a2)1(p1, p2, p3) = (2/k)p3ζ(2b1)1,(2b2)1(p1, p2, p3) .
Hence hereafter we assume (a1, a2) = 2 for positive integers a1, a2.
We also treat the series
lim
N→∞
N∑
m1,m2,m3=1
e2πix(a1m1+a2m2±m3)
m
c1
1 m
c2
2 m
c3
3
(4.1)
for a real number x and positive integers a1, a2, c1, c2, c3 with (a1, a2) = 2. We often have
to consider the convergence. Hence we prepare two lemmas for the matter of convergence.
The following lemma is generalization of Lemma 4.1 in [5].
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LEMMA 4.1. Let t be a positive integer with t ∈ [1, a1a2/2]. The series (4.1) is
convergent for x ∈ ( 2
a1a2
(t − 1), 2
a1a2
t), uniformly on any compact subset of ( 2
a1a2
(t −
1), 2
a1a2
t).
Proof of Lemma 4.1. Let M,N be positive integers and  a sufficiently small positive
number. For x ∈ [ 2
a1a2
(t − 1) + , 2
a1a2
t − ] we consider the triple sum
lim
N→∞
N∑
m1,m2,m3=1
e2πix(a1m1+a2m2+m3)
m
c1
1 m
c2
2 m
c3
3
First, by the proof of Lemma 4.1 in [5], we have∣∣∣∣ ∑
n>N
e2πinx
nc
∣∣∣∣ ≤ C(x)Nc ≤ C()Nc , (4.2)
where C(x) = 2|1 − e2πix | , for x ∈ [
2
a1a2
(t − 1) + , 2
a1a2
t − ] and a positive integer c.
Then, by (4.2) and Lemma 4.1 in [5], for x ∈ [ 2
a1a2
(t − 1) + , 2
a1a2
t − ] we have∣∣∣∣ ∞∑
m1=1
e2a1πixm1
m
c1
1
∞∑
m2=1
e2a2πixm2
m
c2
2
∞∑
m3=1
e2πixm2
m
c3
2
−
∑
m1,m2,m3≤M
e2πix(a1m1+a2m2+m3)
m
c1
1 m
c2
2 m
c3
3
∣∣∣∣
≤ C(a1)C(a2)C()
M3
+ C()
M
∣∣∣∣ ∑
m2≤M
e2a2πixm2
m
c2
2
∑
m1≤M
e2a1πixm1
m
c1
1
∣∣∣∣+ C(a2)C()M2
∣∣∣∣ ∑
m1≤M
e2a1πixm1
m
c1
1
∣∣∣∣
+ C(a2)
M
∣∣∣∣ ∑
m3≤M
e2πixm3
m
c3
3
∑
m1≤M
e2a1πixm1
m
c1
1
∣∣∣∣+ C()C(a1)M2
∣∣∣∣ ∑
m2≤M
e2a2πixm2
m
c2
2
∣∣∣∣
C(a1)
M
∣∣∣∣ ∑
m2≤M
e2a2πixm2
m
c2
2
∑
m1≤M
e2πixm3
m
c3
3
∣∣∣∣+ C(a1)C(a2)M2
∣∣∣∣ ∑
m3≤M
e2πixm3
m
c3
3
∣∣∣∣
−→ 0 (M → ∞) .
Similarly, we can show Lemma 4.1 in the case the triple series
lim
N→∞
N∑
m1,m2,m3=1
e2πix(a1m1+a2m2−m3)
m
c1
1 m
c2
2 m
c3
3
and also more general case. Hence we obtain Lemma 4.1. 
By the proof of Lemma 4.1, we also have the following lemma:
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LEMMA 4.2. Let t be a positive integer with t ∈ [1, a1a2/2] and  a sufficiently
small positive number for positive integer a1, a2 with (a1, a2) = 2. Then we have
lim
N→∞
N∑
m1,m2,m3=1
e2πix(a1m1+a2m2±m3)
m
c1
1 m
c2
2 m
c3
3
= lim
M1→∞
M1∑
m1=1
e2a1πixm1
m
c1
1
lim
M2→∞
M2∑
m2=1
e2a2πixm2
m
c2
2
lim
M3→∞
M3∑
m3=1
e±2πixm3
m
c3
3
for x ∈ [ 2
a1a2
(t − 1) + , 2
a1a2
t − ] and positive integers c1, c2, c3.
By Lemma 4.1 and 4.2, we have the following lemma.
LEMMA 4.3. For positive integers c1, c2, c3, we have∫ 1
0
(
c3Ĉlc3(x) + πiBc3(x)
)
×
2∏
j=1
(
cj Ĉlcj (ajx − [ajx]) + πiBcj (ajx − [ajx])
)
dx = 0 .
Proof of Lemma 4.3. Let t be a positive integer with t ∈ [1, a1a2/2] and  be a small
positive number, and fix t . We calculate the following integral:∫ 2
a1a2
t−
2
a1a2
(t−1)+
Lic3(e
2πix)
2∏
j=1
Licj (e
2ajπix)dx ,
where Lis1(x1) is the polylogarithm defined by (1.9). We note that, substituting (3.1), (3.8)
and (3.9) into the right hand side of (1.9), we have
Lic(e
2aπix) = − (2πi)
c−1
c!
(
cĈlc(ax − [ax]) + πiBc(ax − [ax])
)
(4.3)
for positive integers c, a = a1, a2, 1 and x ∈
( 2
a1a2
(t − 1), 2
a1a2
t
)
. First, by (1.9), we have∫ 2
a1a2
t−
2
a1a2
(t−1)+
Lic3(e
2πix)
2∏
j=1
Licj (e
2ajπix)dx
=
∫ 2
a1a2
t−
2
a1a2
(t−1)+
lim
N→∞
N∑
m1,m2,m3=1
e2πix(a1m1+a2m2+m3)
m
c1
1 m
c2
2 m
c3
3
dx
= 1
2πi
lim
N→∞
N∑
m1,m2,m3=1
 e
2πi( 2
a1a2
t−)(a1m1+a2m2+m3)
m
c1
1 m
c2
2 m
c3
3 (a1m1 + a2m2 + m3)
− e
2πi( 2
a1a2
(t−1)+)(a1m1+a2m2+m3)
m
c1
1 m
c2
2 m
c3
3 (a1m1 + a2m2 + m3)

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→ 1
2πi
∞∑
m1,m2,m3=1
 e
2πi( 2
a1a2
t )(a1m1+a2m2+m3)
m
c1
1 m
c2
2 m
c3
3 (a1m1 + a2m2 + m3)
− e
2πi( 2
a1a2
(t−1))(a1m1+a2m2+m3)
m
c1
1 m
c2
2 m
c3
3 (a1m1 + a2m2 + m3)
 ( → 0) . (4.4)
By Lemma 4.2 we obtain the first equality, and the second equality is justified by uniform
convergence in x (see Lemma 4.1). The process of taking the limit are justified by uniform
convergence in . Next, by (4.3) and (4.4), we have
1
2πi
∞∑
m1,m2,m3=1
 e
2πi( 2a1a2 t )(a1m1+a2m2+m3)
m
c1
1 m
c2
2 m
c3
3 (a1m1 + a2m2 + m3)
− e
2πi( 2
a1a2
(t−1))(a1m1+a2m2+m3)
m
c1
1 m
c2
2 m
c3
3 (a1m1 + a2m2 + m3)

= − (2πi)
c1+c2+c3−3
c1!c2!c3!
∫ 2
a1a2
t
2
a1a2
(t−1)
(
c3Ĉlc3(x) + πiBc3(x)
)
×
2∏
j=1
(
cj Ĉlcj (aj x − [ajx]) + πiBcj (ajx − [ajx])
)
dx .
Summing up with respect to t , we obtain Lemma 4.3. 
By Lemma 4.3, we obtain the following theorem.
THEOREM 4.4. Let c1, c2, c3 be positive integers. In the case c1+c2+c3 ∈ 2N+1,
we have
ζ(a1)1,(a2)1(c1, c2, c3) = (−1)
c1+c2+c3+1
2 +c3 (2π)
c1+c2+c3−1
2c1!c2!c3!
×
∫ 1
0
Bc3(x)
{
c1Ĉlc1(a1x − [a1x])Bc2(a2x − [a2x])
+ c2Ĉlc2(a2x − [a2x])Bc1(a1x − [a1x])
}
dx ,
and in the case c1 + c2 + c3 ∈ 2N, we have
ζ(a1)1,(a2)1(c1, c2, c3) = (−1)
c1+c2+c3
2 +c3 (2π)
c1+c2+c3−2
c1!c2!c3!
×
∫ 1
0
Bc3(x)
{
c1Ĉlc1(a1x − [a1x])c2Ĉlc2(a2x − [a2x])
− π2Bc2(a2x − [a2x])Bc1(a1x − [a1x])
}
dx .
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Proof of Theorem 4.4. Let t be a positive integer with t ∈ [1, a1a2/2] and  be a
small positive number, and we calculate the following integral:
a1a2/2∑
t=1
∫ 2
a1a2
t−
2
a1a2
(t−1)+
Lic1(e
2a1πix)Lic2(e
2a2πix)Lic3(e
−2πix)dx . (4.5)
For each t , we have∫ 2
a1a2
t−
2
a1a2
(t−1)+
Lic1(e
2a1πix)Lic2(e
2a2πix)Lic3(e
−2πix)dx
=
∫ 2
a1a2
t−
2
a1a2
(t−1)+
lim
N→∞
N∑
m1,m2,m3=1
e2πix(a1m1+a2m2−m3)
m
c1
1 m
c2
2 m
c3
3
dx
= 1
2πi
lim
N→∞
N∑
m1,m2,m3=1
m3 =a1m1+a2m2
×
e
2πi( 2a1a2 t−)(a1m1+a2m2−m3) − e2πi( 2a1a2 (t−1)+)(a1m1+a2m2−m3)
m
c1
1 m
c2
2 m
c3
3 (a1m1 + a2m2 − m3)

+
(
2
a1a2
− 2
)
ζ(a1)1,(a2)1(c1, c2, c3)
→ 1
2πi
∞∑
m1,m2,m3=1
m3 =a1m1+a2m2
×
e
2πi( 2a1a2 t )(a1m1+a2m2−m3) − e2πi( 2a1a2 (t−1))(a1m1+a2m2−m3)
m
c1
1 m
c2
2 m
c3
3 (a1m1 + a2m2 − m3)

+ 2
a1a2
ζ(a1)1,(a2)1(c1, c2, c3) ( → 0) . (4.6)
The second equality is justified by uniform convergence in x (see Lemma 4.1). Since, for
any σ > 0,
∞∑
m1,m2,m3=1
m3 =a1m1+a2m2
1
m1m2m3|a1m1 + a2m2 − m3|σ
is convergent which can be shown similarly to Lemma 4.2 in [5], the process of taking the
limit as  → 0 is also justified by uniform convergence in . Substituting (4.6) into the
right hand side of (4.5) and summing up with respect to t , we have∫ 1
0
Lic1(e
2a1πix)Lic2(e
2a2πix)Lic3(e
−2πix)dx = ζ(a1)1,(a2)1(c1, c2, c3) . (4.7)
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Substituting (4.3) into the left hand side of (4.7) and applying Lemma 4.3 to it, we have
ζ(a1)1,(a2)1(c1, c2, c3) = (−1)c3+1
(2πi)c1+c2+c3−2
c1!c2!c3!
∫ 1
0
Bc3(x)
×
2∏
j=1
(
cj Ĉlcj (aj x − [ajx]) + πiBcj (ajx − [ajx])
)
dx . (4.8)
Comparing the real parts of the both sides of (4.8), we obtain Theorem 4.4. 
For positive integers c1, c2, c3 with c1 + c2 + c3 ∈ 2N + 1, we will give the explicit
formula of (1.4) which is expressed in terms of (1.6) and (1.7).
THEOREM 4.5. For positive integers c1, c2, c3 with c1 + c2 + c3 ∈ 2N+ 1, we have
ζ(a1)1,(a2)1(c1, c2, c3) = (−1)
c1+c2+c3+1
2 +c3 (2π)
c1+c2+c3−1
c3!
∑
(j,k)=(1,2),(2,1)
a1a2/4∑
t=1
×
∑
m1,...,mak−1≥1
n1,...,nak ,l≥0
ak+ck−1=m1+···+mak−1+n1+···+nak+l
(−[ 2
aj
(t − 1)])l
m1! · · ·mak−1!n1! · · · nak !l!
×
{∑
r
Bak+1(c3, n1, . . . , nak ; r)
2N(n, r)!
(2π)cj+N(n,r)
×

N(n,r)−1∑
u=1
(−1)u−1
auj
(
Φcj+u(M(j,k,t))ΨN(n,r)−u+1(Lt )
− Φcj+u(M(j,k,t−1))ΨN(n,r)−u+1(Lt−1)
)
+ (−1)
N(n,r)−1π
a
N(n,r)
j
(
Φcj+N(n,r)(M(j,k,t))B1(Lt )
− Φcj+N(n,r)(M(j,k,t−1))B1(Lt−1)
)
+ (−1)
N(n,r)
2aN(n,r)+1j
(
Φcj+N(n,r)+1(M(j,k,t)) − Φcj+N(n,r)+1(M(j,k,t−1))
)}
+
∑
v
Bak (n1, . . . , nak ; v)
(N(n, v) − c3)!
(N(n, v))! BN(n,v)
× (−1)
c3+1c3!
aj (2π)cj
(
Φcj+1(M(j,,k,t)) − Φcj+1(M(j,k,t−1))
)}
,
where r runs over all integers in [0, (c3 + n1 + · · · + nak )/2), v runs over all integers in
[0, (n1 + · · · + nak )/2), N(n, z) = c3 + n1 + · · · + nak − 2z for n = (n1, . . . , nak ) and
z = r or v, M(j,k,T (t)) = 2ak T (t) − [ 2ak T (t)] and LT (t) = 2a1a2 T (t) for T (t) = t or t − 1.
24 T. OKAMOTO
Proof of Theorem 4.5. For positive integers c1, c2, c3 with c1 + c2 + c3 ∈ 2N+ 1, we
obtain
ζ(a1)1,(a2)1(c1, c2, c3) = (−1)
c1+c2+c3+1
2 +c3 (2π)
c1+c2+c3−1
2c1!c2!c3!
×
∫ 1
0
Bc3(x)
{
c1Ĉlc1(a1x − [a1x])Bc2(a2x − [a2x])
+ c2Ĉlc2(a2x − [a2x])Bc1(a1x − [a1x])
}
dx (4.9)
from Theorem 4.4. Applying (3.2) and (3.7) to the left hand side of (4.9) while paying
attention to the assumption (a1, a2) = 2, we have
ζ(a1)1,(a2)1(c1, c2, c3) =
a1a2
4∑
t=1
(−1) c1+c2+c3+12 +c3 (2π)
c1+c2+c3−1
c1!c2!c3!
×
∫ 2
a1a2
t
2
a1a2
(t−1)
Bc3(x)
{
c1Ĉlc1(a1x − [a1x])Bc2(a2x − [a2x])
+ c2Ĉlc2(a2x − [a2x])Bc1(a1x − [a1x])
}
dx . (4.10)
We remark that if we assume (a1, a2) = 1, it is impossible to obtain the equation (4.10)
(try to consider the case (a1, a2) = (1, 3)). Then we calculate the following integral:∫ 2
a1a2
t
2
a1a2
(t−1)
Bc3(x)cj Ĉlcj (ajx − [ajx])Bck (akx − [akx])dx (4.11)
for (j, k) = (1, 2) or (2, 1). Applying Lemma 3.1 and 3.2 to (4.11), we have∫ 2
a1a2
t
2
a1a2
(t−1)
Bc3(x)cj Ĉlcj (ajx − [ajx])Bck (akx − [akx])dx
=
∫ 2
a1a2
t
2
a1a2
(t−1)
∑
m1,...,mak−1≥1
n1,...,nak ,l≥0
ak+ck−1=m1+···+mak−1+n1+···+nak+l
ck!(−[ 2aj (t − 1)])l
m1! · · ·mak−1!n1! · · ·nak !l!
{∑
r
Bak+1(c3, n1, . . . , nak ; r)BN(n,r)(x)cj Ĉlcj (aj x − [ajx])
+
∫ 1
0
Bc3(y)
ak∏
t=1
Bnt (y)dycjĈlcj (aj x − [ajx])
}
dx , (4.12)
where r runs over all integers in [0, (c3+n1+· · ·+nak)/2), N(n, r) = c3+n1+· · ·+nak−2r
for n = (n1, . . . , nak ). We consider the following integral on the right hand side of (4.12):∫ 2
a1a2
t
2
a1a2
(t−1)
BN(n,r)(x)cj Ĉlcj (aj x − [ajx])dx . (4.13)
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Then applying integration by parts to (4.13), we obtain∫ 2
a1a2
t
2
a1a2
(t−1)
BN(n,r)(x)cj Ĉlcj (aj x − [ajx])dx =
2cj !N(n, r)!
(2π)cj+N(n,r)
×

N(n,r)−1∑
u=1
(−1)u−1
auj
(
Φcj+u(M(j,k,t))ΨN(n,r)−u+1(Lt )
− Φcj+u(M(j,k,t−1))ΨN(n,r)−u+1(Lt−1)
)
+ (−1)
N(n,r)−1π
a
N(n,r)
j
(
Φcj+N(n,r)(M(j,k,t))B1(Lt )
− Φcj+N(n,r)(M(j,k,t−1))B1(Lt−1)
)
+ (−1)
N(n,r)
2aN(n,r)+1j
(
Φcj+N(n,r)+1(M(j,k,t)) − Φcj+N(n,r)+1(M(j,k,t−1))
)}
, (4.14)
where M(j,k,T (t)) = 2ak T (t) − [ 2ak T (t)] and LT (t) = 2a1a2 T (t) for T (t) = t or t − 1. We
remark that, by integration by parts, we have∫ 2
a1a2
t
2
a1a2
(t−1)
cj Ĉlcj (aj x − [ajx])dx
= cj !
aj (2π)cj
(
Φcj+1(M(j,k,t)) − Φcj+1(M(j,k,t−1))
)
. (4.15)
Lastly we calculate the following integral:∫ 1
0
Bc3(y)
ak∏
t=1
Bnt (y)dy . (4.16)
In the case n1 = · · · = nak = 0, the integral (4.16) does not appear. Hence we consider the
case ni = 0 for any i. Then we quote the following explicit formula proved by Onodera
(see Proposition 2.5 in [8]):
Let d1, d2, . . . , dp be positive integers for a positive integer p with p ≥ 2. Then we
have∫ 1
0
p∏
j=1
Bdj (x)dx = (−1)dp+1dp!
×
∑
l
Bp−1(d1, . . . , dp−1) (d1 + · · · + dp−1 − 2l)!
(d1 + · · · + dp−1 + dp − 2l)!Bd1+···+dp−2l , (4.17)
where l runs over all integers [0, (d1 + · · · + dp−1)/2). Substituting (4.12), (4.14), (4.15)
and (4.17) to (4.10), we obtain Theorem 4.5. 
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REMARK 1. In the case c1+c2+c3 ∈ 2N for positive integer c1, c2, c3, by Theorem
4.4, we have
ζ(a1)1,(a2)1(c1, c2, c3) = (−1)
c1+c2+c3
2 +c3 (2π)
c1+c2+c3−2
c1!c2!c3!
×
∫ 1
0
Bc3(x)
{
c1Ĉlc1(a1x − [a1x])c2Ĉlc2(a2x − [a2x])
− π2Bc2(a2x − [a2x])Bc1(a1x − [a1x])
}
dx . (4.18)
We can calculate the second term of the right hand side of (4.18) by Lemma 3.1, 3.2 and
the equation (4.17), however it is impossible to calculate similarly to the proof of Theorem
4.5.
REMARK 2. Lastly, we calculate ζ(2)1,(2)1(1, 1, 1) = 12ζ2(1, 1, 1, 0, 0, 0;G2) and
ζ(2)1,(6)1(1, 1, 1) = 12ζ2(1, 1, 0, 0, 1, 0;G2) by Theorem 4.5.
(i) By Theorem 4.5, we have
ζ(2)1,(2)1(1, 1, 1) = −(2π)2
∑
(j,k)=(1,2),(2,1)
∑
m1≥1
n1,n2,l≥0
2=m1+n1+n2
1
m1!n1!n2!
×
{
B3(1, n1, n2; 0) 2N(n, 0)!
(2π)1+N(n,0)
×
{N(n,0)−1∑
u=1
(−1)u−1
2u
(
Φu+1(0)ΨN(n,0)−u+1(1/2)
− Φu+1(0)ΨN(n,0)−u+1(0)
)
+ (−1)
N(n,0)π
2N(n,0)
ΦN(n,r)+1(0)B1(0)
}}
Hence we have ζ(2)1,(2)1(1, 1, 1) = 12ζ2(1, 1, 1, 0, 0, 0;G2) = ζ(3). This result coincides
with the result ζMT,2(1, 1, 1) =
∞∑
m,n=1
1
mn(m + n) = 2ζ(3).
(ii) By Theorem 4.5, we have
ζ(2)1,(6)1(1, 1, 1) =
1
2
ζ2(1, 1, 0, 0, 1, 0;G2)
= 19
18
ζ(3) − π
6
Cl2
(
2π
3
)
+ 1
2
Cl3
(
2π
3
)
,
where Clr(x) is the Clausen function.
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