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ABSTRACT 
This dissertation details the results of recent investigations concerning non-colloidal particulate 
matter found in urban rainfall-runoff and urban snowmelt.  Three forms of the power law model 
(PLM) were used to model particle number density.  It was found that significant model error 
could be introduced into PLMs when the median diameter particle was used to estimate the 
number of particles per interval, but the SSE of continuous PLMs could be significantly reduced 
through the use of correction factors when the sieve interval was large (P<0.05).  Additionally, a 
multiple PLM analysis may be more appropriate than a single PLM analysis when changes in 
particle population occur within a single gradation.  PLMs were also used to model the 
relationship between cumulative granulometric mass and cumulative particulate-bound metal 
mass.  The use of such calibrated PLMs provided considerable cost reduction when compared to 
conventional direct measurements of particulate-bound metal mass.  A first flush analysis 
indicated that only events with average volumetric flow rates approaching 1 L min-1 m-1 of 
drainage width exhibit a rapid depletion of particulate matter consistent with the concentration-
based definition of the first flush.  An analysis of particle separation mechanisms indicated that 
90% of these particles, by mass, could be removed from the discharge with detention times of 30 
min and 120 min for snowmelt and rainfall-runoff, respectively, in a typical roadside drainage 
system.  It was also found that the kinematic wave model could accurately model significant 
aspects of rainfall-runoff events in traffic-impacted watersheds provided that abstractions were 
incorporated into the modeling process.  For this watershed the source of abstraction was 
attributable to vehicular traffic.  For high-intensity events with more than 10 vehicles per runoff 
volume (VPV) the runoff coefficient varied between 0.6 and 0.9 while for low-intensity events 
with fewer than 10 VPV the coefficient ranged between 0.2 and 0.4.   
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CHAPTER I GLOBAL INTRODUCTION 
Anthropogenic urban activities and infrastructure, in particular transportation activities, 
are significant sources of particulate matter (Pratt et al 1987, Grottker 1987).  A primary source 
of particulate matter is vehicular-infrastructure abrasion, including tire-pavement interaction and 
abrasion between metallic vehicular parts.  Abraded pavement accounts for 40-50% and abraded 
tires account for 20-30% of the total particulate mass (Kobriger and Geinopolos 1984).  With 
respect to water quality, the granulometry characteristics and loading of particulate matter can 
play a significant role in mediating the partitioning and transport of anthropogenic constituents.  
Granulometric parameters important to runoff treatment include mass loading, particle gradation 
indices such as d50, particle size indices such as number volume mean size, lnv, particle density, 
ρs, specific surface area, SSA, surface area, SA, particle count, Nt, and particulate-bound mass 
concentration, M as total suspended solids, TSS.   
This dissertation is divided into five primary chapters, chapters two through six, each 
with a series of objectives directed towards addressing the issues of receiving body 
contamination through anthropogenic urban particulate matter.  This research is a necessary step 
in understanding the behavior of particulate matter found in urban runoff.  In turn, an 
understanding of the particulate matter will allow the practicing engineer to develop more 
effective control strategies for the treatment of urban runoff as mandated by the USEPA’s Phase 
II regulations of the National Pollutant Discharge Elimination System.   
The second chapter, entitled “A Granulometry-Based Selection Methodology for the 
Separation of Traffic-Generated Particles in Urban Highway Snowmelt Runoff,” pins down 
some critical background information that is then used throughout the remaining chapters.  The 
first objective of this chapter was to characterize the granulometry of snowmelt particles for a 
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series of inter state highway sites in urban Cincinnati, OH.  The first step in the characterization 
was the determination of mass contributions to the entire gradation, afforded by small fractions 
of the gradation; in order to generate percent finer by mass plots to be used in the design of 
treatment schemes for the removal of the particles from the snowmelt runoff.  The second 
objective was to determine particle density, ρs, of the particles within the gradation.  It is 
typically assumed that ρs = 2.65 gm cm-3.  However, this is a value that is often used for soil 
particles and may not be accurate for storm water and snowmelt particles that are anthropogenic 
in nature.  The importance of the proper choice of particle density can be seen by example when 
the measured and assumed values of particle density are applied to the design of a sedimentation 
basin for the removal of the particles.  The final objective of chapter two was the creation of 
separation diagrams based on the number of particles (Nt) and the number-volume mean size of 
these particles (lnv).  The separation diagrams are useful tools in the preliminary design phase 
whereby processes that are not likely to be effective, based on lnv and Nt, can be ruled out of 
consideration prior to an in depth design analysis.   
The data used for this phase of the research were collected in a series of experiments 
whose results detailed the accumulation of particulate matter in urban snow packs (Sansalone 
and Glenn 2002, Glenn and Sansalone 2002, Sansalone and Glenn 2003).  Samples were 
returned to the laboratory and dried at 40 °C and a PSD for each of the recovered particulate 
matter samples was determined.  This determination utilized ASTM D 421 for sample 
preparation and ASTM D 422 for mechanical sieve analysis (ASTM 1990).  The mechanical 
sieve analysis deviated from ASTM D 422 in that many additional sieve sizes were utilized, from 
the #4 (4750-µm) through the #500 (25-µm).  Upon completion of the mechanical sieve analysis 
a mass balance was carried out for particulate matter from each recovery area to ensure a mass 
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balance within 2%.  Measurement of particle density was carried out using an inert gas 
pycnometer.  The protocol followed ASTM D 5550 – 94 (ASTM 1994).  The gas utilized in this 
procedure was ultra-high pure (UHP) He.  He gas was chosen for inertness and ability to enter 
pore spaces approaching 1-angstrom (10-10-m) in diameter.  
The third chapter, entitled “Prediction of Gradation-Based Heavy Metal Mass Utilizing 
Granulometric Indices of Snowmelt Particulates,” focuses on the relationship between 
granulometric and heavy metal masses for urban snowmelt particulates.  The first objective in 
this chapter was to provide the necessary theoretical background for indices such as surface area 
and particle mass based on heterodisperse spheres.  This is a necessary step in establishing a 
relationship between granulometric indices and associated metal contaminants.  The second 
objective was to examine the three common forms of the power law model, the position function 
(PF), the velocity function (VF), and the cumulative function (CF), to determine which of the 
three was the most accurate for modeling the cumulative mass of the gradations under study.  
Concomitant with this objective was the investigation of whether mean parameters were valid for 
the prediction of gradation SA and PND.  Provided that mean parameters were valid 
approximations of gradation characteristics, a relationship between mean granulometric 
parameters, either mass or SA, to gradation-based metal mass could be established.  Indeed the 
third objective of the third chapter addresses just this issue.  More specifically, a cumulative 
power law model was sought to relate the mean cumulative granulometric mass to mean 
cumulative metal mass for the metals Cd, Cu, Pb and Zn.  A model relating easily measured 
granulometric indices to the more difficult measurements of heavy metal mass proves its utility 
with the economic analysis provided in the fourth objective of this study.  This phase of the 
research compared the estimates for the cost of various analyses, ranging from purely a 
4 
granulometric analysis to the measurement of each heavy metal for each gradation, in an attempt 
to determine the economy of the relationship established in objective three.   
The data used for this phase of the research was collected in a series of published 
experiments (Sansalone and Glenn 2002, Glenn and Sansalone 2002, Sansalone and Glenn 
2003).  These studies focused on the accumulation of metals in urban snow packs and the 
partitioning of metal species between the particulate-bound and dissolved phases.  Results of 
snow chemistry, particulate granulometry, analytical procedures, QA/QC are presented 
elsewhere (Sansalone and Glenn 2002, Glenn and Sansalone 2002, Sansalone and Glenn 2003, 
Cristina et al. 2002).  Determination of the entire size gradation PSD was performed according to 
ASTM D421 (with the exception of air drying) and ASTM D422 (ASTM 1990; ASTM 1994).  
The set of sieves encompassed the 9500-µm (#3/8 in) through the 25-µm (#500) For each site, 
particles were separated into 17 size classes based on standard sieve sizes (Sansalone et al 1998). 
Measurement of particle density followed ASTM D 5550-94 (ASTM 1994).     
Total SA was determined through the measurement of SSA for incremental particle sizes. 
SA provides, in part, a measure or index of the capacity of a particulate surface to sorb aqueous 
metals (Sansalone et al. 1998).  The ethylene glycol monoethyl ether (EGME) method 
(Schwertmann and Cornell 1991, Sansalone et al 1998) was utilized. SSA results were summed 
over the entire particle size distribution (PSD) to yield a total SA distribution as a function of 
particle diameter. From each separate particle size increment, a representative portion, 
approximately 0.5 to 1-g of dry particulate matter, was measured to ± 0.1-mg and acid-digested 
based on SW-846 Method 3015 (USEPA 1990).  Once digested and filtered, aqueous metal 
analyses, were conducted on a Perkin-Elmer 3000 ICP-AES and converted from µg/L to µg/g or 
mg/kg based on dilutions and dry particle mass digested.   Incremental results were summed 
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across the gradation to yield a cumulative gradation of metal mass.  
The fourth chapter of this dissertation, entitled ““First Flush”, Power Law and Particle 
Separation Diagrams for Urban Storm Water Particulates,” shifts the focus from urban snowmelt 
runoff to urban rainfall runoff.  There is an investigation of the first flush phenomenon of storm 
water particulates, the use of the cumulative power law function for modeling these particles and 
process selection diagrams for storm water runoff from transportation surfaces.  The first flush 
can be defined in two ways including a definition based on concentration and another based on 
mass.  The concentration-based definition dictates that there exists a high initial concentration of 
particles and a rapid decline in particulate concentration that levels off at a relatively low and 
reasonably constant concentration for the duration of the event.  A mass-based definition is based 
on the relationship between the cumulative normalized fractions of mass and flow volume 
whereby a first flush is deemed to occur for any portion of the event during which the former is 
in excess of the latter.  The first objective of the second chapter investigates the existence of the 
first flush based on individual particle sizes measured in the runoff using the mass-based 
definition.  The second objective of this chapter was to model the particle number density (PND) 
of urban rainfall-runoff with a cumulative power law.  Additionally, it was desired to determine 
if a single power law model across the settleable gradation could accurately model the PND or if 
a further division of the gradation, with a separate power law model used for each division, was 
more appropriate. The final objective of the fourth chapter parallels that of the second chapter.  
Whereas the final objective of the second chapter was the generation of particle separation 
diagrams for urban snowmelt runoff, the final objective for the fourth chapter was the generation 
of particle separation diagrams for urban rainfall-runoff particulates.  These diagrams have the 
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potential to vary dramatically between the two waste streams and a quantification of the 
difference is necessary if treatment objectives are to be met. 
The data used for this phase of the research were collected from a pair of studies 
performed in Cincinnati, OH (Sansalone et al. 1998, Sansalone and Buchberger 1997).  These 
studies focused on the hydrology of a traffic impacted watershed and the transport of particulate 
matter within the flow stream.  Particle diameter and number for evenly spaced discrete size 
increments was determined using a light blocking laser (HIAC-ROYCO) particle analyzer with a 
2 µm to 400-µm range. The sample collection, handling and counting procedure followed 
Standard Method 2560 (Greenburg et al. 1995).   
The fifth chapter of this dissertation, entitled “The Proper Selection of Power Law 
Models for Urban Storm Water Particles,” addresses the question of which of the three power 
law models best models PND.  This chapter quantifies model error that is introduced into the 
modeling process through the assumption of solid spherical particles for a mechanical sieve 
analysis, a laser particle counter with 5-µm spacing and a laser particle analyzer with a 
logarithmic spacing of particles.  For each particle counting procedure, the error per interval is 
quantified in an absolute sense using pure functions and then verified using data collected using 
urban storm water runoff. 
Rainfall-runoff samples analyzed by laser diffraction were collected at an experimental 
rainfall-runoff monitoring site located in urban Baton Rouge, LA.  A detailed description of the 
site and the collection procedures along with QA/QC can be found elsewhere (Dean et al 2004).  
Particle volume distributions (PVD) for the Baton Rouge site were measured using a LISST 
portable particle analyzer manufactured by Sequoia Scientific, Inc.  The instrument measures 
PND for each of 32 logarithmically spaced particle size ranges with the width of each increment 
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equal to (c)(d) with c = 0.165.  The d50i for each of the 32 particle classes ranged from 1.36 µm to 
230 µm with a lower bound of 1.2 µm and an upper bound of 249 µm.  Rainfall-runoff samples 
analyzed by light obscuration were collected at an experimental rainfall-runoff monitoring site 
located in urban Cincinnati.  A detailed description of the site and the collection procedures 
along with QA/QC can be found elsewhere (Sansalone et al. 1998, Sansalone and Buchberger 
1997).  Particle size distributions (PSDs) for evenly spaced discrete size increments were 
determined using a HIAC-ROYCO particle analyzer with a 2 µm to 400-µm range. The sample 
collection, handling and counting procedure followed Standard Method 2560 (Greenberg et al. 
1995).   Algorithms for both instruments assumed that all particles have solid, spherical 
geometry and report the particle volume concentrations (µL/L).  Particle analyses with 
mechanical sieves followed ASTM D 421 (ASTM 1990).  Deviation from ASTM D 421 in this 
study was the inclusion of additional sieve sizes ranging from the #4 (4750-µm) through the 
#200 (75 µm).   
The sixth chapter, entitled “Kinematic Wave Model of Urban Pavement Runoff Subject 
to Traffic Loadings,” lays the framework for further study into the transport of particulate matter 
from the source of generation into the environment by confirming the validity of the kinematic 
wave approximations for traffic-impacted overland flow.  The data were collected on an 
instrumented segment of Inter state highway 75 in urban Cincinnati, OH.  Water quantity 
parameters including peak flow, temporal translation of the storm water hydrograph and total 
volume of discharge are of critical importance in the design of in-situ unit operations and 
processes for the control of urban runoff quantity and quality.  The second objective was to 
examine the time-dependence of the Rational Method runoff coefficient for each event of 
differing hydrology.  The final objective was to compare measured time of concentration (TOC) 
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values to those predicted from a series of TOC expressions.  Details of the experimental system, 
data acquisition, and calibration are provided in detail elsewhere (Sansalone and Buchberger 
1997, Sansalone et al 1996).   
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CHAPTER II A GRANULOMETRY-BASED SELECTION METHODOLOGY FOR THE 
SEPARATION OF TRAFFIC-GENERATED PARTICLES IN URBAN HIGHWAY 
SNOWMELT RUNOFF * 
INTRODUCTION 
Winter snowstorm maintenance practices in most urban areas include plowing snow from 
the pavement surface.  This snow is typically plowed into snow banks at the back of the paved 
shoulder.  These snow banks act as effective traps for traffic-generated pollutants that become 
entrained in the snowbank after traffic has transported the particles laterally towards the edge of 
the pavement.  The porous nature, proximity to the pavement and elevated profile of these snow 
banks promote significant capture of this traffic-generated particulate matter.  Melting of the 
snow bank and transport of the captured particulate matter either by melt water or storm water 
runoff can result in very high concentrations of particulate matter encompassing a wide 
gradation. 
From both a water quality and treatment perspective, solids having reactive sites and 
large surface-to-volume ratios mediate partitioning and transport of heavy metals while serving 
as reservoirs for reactive constituents.  This solid particulate matter is capable of mediating the 
equilibrium partitioning of heavy metals discharged into the urban environment (Ball et all 
1991).  For highway storm water residence time conditions that result in partitioning 
equilibration (> 12-hours), heavy metal partitioning to particulate matter can be significant 
(Sansalone and Buchberger 1997).  Consequently, it is desirable to remove the solid matter from 
the suspension prior to its introduction into a receiving body. 
Anthropogenic urban activities and infrastructure, in particular transportation activities, 
are significant sources of particulate matter (Pratt et al 1987, Grottker 1987).  A primary source 
of particulate matter is vehicular-infrastructure abrasion, including tire-pavement interaction and 
abrasion between metallic vehicular parts.  Abraded pavement accounts for 40-50% and abraded 
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tires account for 20-30% of the total particulate mass (Kobriger and Geinopolos 1984).  Abraded 
tire particles have a mean diameter less than 20-µm and a specific gravity between 1.5 and 1.7.  
Abraded vehicular material and infrastructure range in size from less than 1-µm to over 104-µm 
with measured specific gravities from 1.6 to over 4.0 (Sansalone and Tribouillard 1999). 
With respect to water quality, the granulometry characteristics and loading of particulate 
matter can play a significant role in mediating the partitioning and transport of anthropogenic 
constituents.  Granulometry parameters important to runoff treatment include mass loading, 
particle gradation indices such as d50, particle size indices such as number volume mean size, lnv, 
particle density, ρs, specific surface area, SSA, surface area, SA, particle count, Nt, and 
particulate-bound mass concentration, M as total suspended solids, TSS.   
An analysis of highway storm water particulate matter indicates that although SSA does 
increase with decreasing particle diameter, the total SA is associated with the mid-range to 
coarse particle sizes (200–800 µm) (Sansalone et al 1998).  Particles in this range are classified 
as settleable solids.  Interestingly, these results indicate the increase in SSA with decreasing 
particle size is not monotonically increasing as would be expected for solid spherical particles of 
constant particle density (Sansalone et al 1998).  Calculations, using the assumption of spherical 
particles, grossly underestimate actual SSA values (Sansalone et al 1998).  Whether associated 
with anthropogenic particles or engineered sorptive filter media, solid-liquid interfacial surface 
area is an important parameter.  For equilibrium partitioning, particulate-bound heavy metal 
mass distributions have been strongly correlated to total surface area distributions and not to the 
distribution of specific surface area across the gradation (Sansalone and Tribouillard 1999).   
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Best Management Practice 
Best Management Practices (BMP) can be either structural or non-structural practices 
that are implemented to minimize the impacts of anthropogenic constituents generated by urban 
and traffic activities on water quality.  The term was first used in the USA in the 1970s to refer to 
practices that could be used to mitigate both urban runoff quantity and quality.  Common in-situ 
BMPs include detention/retention basins, filters, vegetated swales, infiltration/exfiltration 
trenches and porous pavement.  Less common, but innovative BMPs include a variety of 
infiltration systems that passively incorporate adsorption and filtration (Colandini et all 1995, 
Niemczynowicz 1989).  The passing of the National Pollutant Discharge Elimination System 
(NPDES) Phase I regulations in 1977 required permitting for municipal separate storm sewers 
serving populations greater than 100,000 people and for industrial stormwater discharges.  The 
passing of NPDES Phase II stormwater regulations in 1999 reduced the population requirement 
to 10,000 people and satellite populations of 1,000 people or more (40 CFR 1999).   
In Europe, BMPs have been motivated by the European Community Urban Wastewater 
Treatment Directive (CEC 1991).  The directive requires collection and treatment for urban 
centers with a population of over 2,000.  The degree of treatment required by the directive is 
dictated by the sensitivity of the receiving body to which the stormwater is discharged.   
OBJECTIVES 
There were three objectives of this study.  The first objective was to characterize the 
granulometry of snowmelt particles for a series of inter state highway sites in urban Cincinnati.  
The second objective was to examine the variation in particle density, ρs from each site as a 
function of gradation, comparing ρs between the coarse and fine fractions of the gradations.  
Related to this objective was an evaluation of settling velocity across the entire gradation for 
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measured and typically assumed ρs.  The final objective was to plot granulometry parameters (Nt, 
Ni, lnv and lnv,i) in process selection diagrams, determined for these sites with typical drainage 
conditions for highways right-of-ways as shown in Figure 2.1.  The aim of this last objective was 
to illustrate the application of the process selection diagram for particulate separation processes 
that may be utilized for in-situ treatment of snow melt or rainfall-runoff from highways.   
FIGURE 2.1.  Typical highway half-section. 
 
METHODOLOGY 
Experimental Sites and Climate Conditions for Data Acquisition 
The greater Cincinnati area (State of Ohio, USA) received a 46-cm, 48-hour snowfall 
starting on Tuesday 04 February 1998.  Pavement snow was plowed onto the shoulder where it 
remained during the workweek during which temperatures remained below freezing.  By 08 
February, temperatures warmed and the snow banks melted.  All sites were sampled on 08 
February before the complete dissipation of each snow bank.  Sites were exposed only to de-
icing compounds with no grit or sand applied in winter storm maintenance operations. 
Snow samples were obtained from 10 highway sites immediately before the snow banks 
dissipated through melting and a subsequent rainfall runoff event that followed the snow 
dissipation.  Snow samples were obtained from the entire cross-section of the snow banks at each 
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site.   The sampling time was 102-hours after the start of snowfall.  Snow samples collected were 
approximately 4-liters in volume from each of the 10-highway shoulder sampling sites located 
across urban Cincinnati.  9 of these sites were located along the 26-km length of Inter state 75 (I-
75) in Hamilton County, Ohio and one site was located on US Route 126 in Cincinnati.  Two of 
the sites were long-term experimental sites at an experimental facility, utilized since 1995, to 
sample and analyze representative lateral pavement sheet flow (qsf) at the pavement edge.  These 
snow samples were allowed to melt immediately upon return to the laboratory in preparation for 
granulometry analyses. 
Granulometric Analyses 
Particle Size Distributions (PSDs) 
 
Samples were returned to the laboratory and dried at 40 °C and a PSD for each of the 
recovered particulate matter samples was determined.  This determination utilized ASTM D 421 
for sample preparation and ASTM D 422 for mechanical sieve analysis (ASTM 1990).  The 
mechanical sieve analysis deviated from ASTM D 422 in that many additional sieve sizes were 
utilized, from the #4 (4750-µm) through the #500 (25-µm).  Typically a hydrometer analysis 
would be performed for particles less than 75-µm.  However, for sample recovery, SSA 
determination, and chemical composition analysis, dry sieve analysis proved to be the best 
protocol.  Upon completion of the mechanical sieve analysis a mass balance was carried out for 
particulate matter from each recovery area to ensure a mass balance within 2%.  
Particle Density 
Measurement of particle density, ρs is important from both a water quality and drainage 
perspective.  Physical processes such as advective transport, sedimentation, filtration, 
coagulation/flocculation and re-entrainment of particles are all influenced by particle density.  
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Many design procedures, such as the design of highway runoff settling basins, utilize the concept 
of minimum trapping efficiency based on a chosen design particle/design storm or design surface 
overflow rate theory (Malcom 1989).  However, designers of drainage systems, construction 
sedimentation basins or water quality basins rarely have access to particle density as a function 
of particle diameter.  Typically, a particle density of 2.65-gm/cm3 is assumed (Allen 1990). 
Measurement of particle density was carried out using an inert gas pycnometer.  The 
protocol followed ASTM D 5550 – 94 (ASTM 1994).  The gas utilized in this procedure was 
ultra-high pure (UHP) He.  He gas was chosen for inertness and ability to enter pore space 
approaching 1-angstrom (10-10-m) in diameter.  
A sufficient mass of sample from each particle size increment was obtained to provide 
three separate and independent particle density measurements.  This material was dried at 40°C 
before cooling in a dessicator and placing a known mass of dry solid mass in the pycnometer for 
each size increment.  Ambient laboratory temperature was held constant between 21-23°C.  A 
mean ρs was computed for each gradation and an overall ρs mean of all the sites computed. 
Number-Volume Mean Size, lnv and Particle Number, Nt 
Particle number or counts is simply the measure of the number of particles of a given size 
fraction per volume of aqueous suspension, in this case snow melt.  This can be carried out on a 
volume basis (such as µL of solids/L of aqueous suspension) or gravimetrically for each 
increment of particle size with the particle density as the conversion parameter between the two 
methods.   
The number-volume mean size, lnv, is the weighted average of the particle diameters 
based on both the number of particles in a given size increment and the volume of spherical 
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particles of the same size.  Assuming spherical particles, lnv is related to mass concentration, M, 
of a suspended particle gradation through the following expression: 
t
3
nv3s NlCρM =           (1) 
where M is the mass concentration of particulate matter in the aqueous suspension, ρs is the particle 
density, and C3 is π/6 for spherical particle geometry.  The particle count for each particle size 
increment, Ni can be calculated by re-arrangement of Equation 1 to yield the particle number per 
aqueous volume (cm-3) for either the entire gradation or each size increment, i, of the gradation as 
shown in Equation 2: 
lsisi
i
i VVρ
mN =           (2) 
where mi is the mass of the ith particle size, ρsi is the density of particles in the ith particle size 
increment, Vsi is the particle volume of known geometry – assumed spherical in the ith size 
increment and Vl is the volume of aqueous suspension containing the particles.  From the particle 
gradation, lnv of the entire particle gradation can be computed as: 
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where Ni is the number of particles in interval i, (cm-3) and li is the diameter of representative 
particles in interval i.  For individual particle increments, lnv,i is simply a measure of the mean 
particle diameter. 
Process Selection Diagram 
Once the basic particle granulometry data were obtained, process selection diagrams for 
separation of particulate matter given a selected set of highway site conditions was developed for 
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three values of particle specific gravity.  The following section details the development of the 
process selection diagrams such as those presented in Figures 5 through 7 later in the paper.  
Separation boundaries between each of these mechanisms are based on a 90% particle removal 
by mass (separation from the aqueous solution) criterion (Kavanaugh et al. 1980).  
Brownian (Perikinetic) Coagulation 
Brownian coagulation of small particles (smaller than 1-µm) can be modeled by the rate 
of binary perikinetic collisions.  An approximate rate of these collisions can be predicted by 
Equation 4 assuming a collision efficiency factor, γ of 0.1 for the assumption of mono-sized 
particles in solution (Kavanaugh et al 1980).   
2
t
t N
µ
kTγ
3
4
dt
dN −=          (4) 
In Equation 4, k is the Boltzman’s constant (1.38 x 10-23-J/K), T is the absolute 
temperature (K), and µ is the dynamic viscosity of water.  Equation 4 can be integrated and 
solved to yield an Nt value at time 0 and an Nt value at a chosen time, for example 1-hour.  As 
was indicated, the particle removal criterion was set to a 90% particle number, Nt reduction in 1-
hour.  Therefore, Equation 1 was solved for Nt with a time of 1-hour, a temperature of 298 K and 
a final Nt at the end of 1 hour of 10% of the original Nt.  It was determined that Nt at time 0 was 
required to be on the order of 109 cm-3 to meet the established criterion.   
With the determination of the required Nt value, and the fact that Brownian coagulation is 
an ineffective mechanism for transport of particles with an lnv greater than 1-µm (Montgomery 
1987), a process selection region for Brownian coagulation as the predominant mechanism can 
be defined.  In this region, Brownian coagulation leads to liquid-particle separation through an 
initial mechanism of generating floc-growth followed by settling.   
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Shear (Orthokinetic) Coagulation 
As the term implies, shear coagulation requires turbulence or fluid flow velocity 
gradients, G to bring together particles with an lnv coarser than 1-µm.  Under turbulent flow 
conditions, which are commonly the case for many highway drainage or detention basin 
conditions, particle aggregation into flocs is proportional to the velocity gradient as illustrated in 
Equation 5 where KA is an empirical aggregation constant, KB is an empirical floc breakup 
constant and δ is a constant varying from 2 to 4 depending on the degree of turbulence 
(Montgomery 1987). 
δ
BtA
t GKNGK
dt
dN +−=         (5) 
This equation can be integrated and with experimental measurement of the parameters, 
solved to yield combinations of Nt and lnv where shear coagulation can generate particle mass 
concentrations, M (measured as TSS) or particle number reductions of 90%. 
Direct Filtration  
Treatment of wastewater and source waters for drinking water have demonstrated that 
effective and sustainable particle removal (> 90%) can be achieved when mass concentrations of 
particles are less than approximately M = 50-mg/L as TSS (Montgomery 1987).  This mass 
concentration can be converted to a wide range of combinations of Nt and lnv for the range of 
particles encountered.  When this conversion is made and the resulting boundary is plotted, it 
defines the boundary between shear coagulation and direct filtration processes.  This boundary 
may vary based on the characteristics of the particles, aqueous suspension, loading rates and the 
filter design  
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Surficial Straining 
A rapid and approximate evaluation of surficial straining as the predominant particle 
separation process in a filter can be made as a function of a characteristic particle size (d50, lnv, 
etc.) and filter media diameter (typically the d50).  As with filtration, straining is most amenable 
as the preferred separation process, as compared to competing processes such as settling, for 
particle mass concentrations of less than 50-mg/L as TSS.  A simple criterion that has been used 
to determine when straining is an effective and dominant mechanism for particle removal is 
presented in Equation 6 (McDowell-Boyer, Hunt, and Sitar 1986). 
10
d
d
particle of 50
media of 50 <           (6) 
Therefore, for straining to be effective (> 90% removal by mass), for an lnv of 100-µm, the d50 of 
the filter media must be 1-mm, typical of coarse filter sand. 
Sedimentation (Discrete Type I Settling) 
The potential for particulate removal through sedimentation can be determined using a 
number of theories, for example Hazen’s model or surface overflow theory (Malcom 1989).  
While Hazen’s model has advantages as compared to overflow rate (surface loading rate) theory, 
overflow rate design remains the conventional practice in the USA for design of settling basins 
(Metcalf and Eddy 1991).  Therefore, to establish the predominant process region for settling, 
conventional overflow rate theory was applied in this example of a typical highway drainage 
condition.  Determination or calculation of particle terminal settling velocity is required for a 
particle of given diameter and density.  Additionally, the mass or number fraction of the total 
gradation for a given particle size increment must be known or determined.   
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Terminal particle settling velocity can be developed from the equations of motion for a 
particle settling under gravity in a viscous fluid, yielding Newton’s equation of motion for the 
terminal settling velocity, Vt, of a particle (Malcom 1989) as shown in Equation 7. 
ld
ls2
t ρ3f
g)ρ- ρ4d(V =           (7) 
In Newton’s equation, d is the incremental particle diameter, ρs and ρl are the particle and 
liquid densities respectively, g is the gravitational constant and fd is the drag coefficient.  There 
are three separate equations to calculate fd based on the Reynold’s number, Red.  These equations 
represent laminar flow (Red<1), transitional flow (Red<1000) and turbulent flow (Red>1000) 
(Metcalf and Eddy 1991). 
In its simplest form, the surface overflow rate (SOR) expression is expressed as: 
A
QVc =            (8) 
where Vc is the terminal settling velocity of the critical design particle for the particular settling 
basin design, Q is the discharge flow rate and A is the surface area of the basin (Metcalf and 
Eddy 1991).  The units of Vc are m3/m2-day, units that are equivalent to a settling velocity.  In 
the urban and highway environment, SOR can be applied to detention basins, roadside ditches 
collecting runoff or any intentional or unintentional impoundment of runoff or snowmelt.  For 
this study typical roadway ditch section geometry, water surface area and two values of detention 
times (30 and 120-minutes) were utilized to illustrate the selection diagram.  The vertical 
boundaries of both lines (at 30 and 120-minutes) represent a chosen 90% removal efficiency, by 
mass, for the given lnv that these boundaries intersect. 
This simple procedure can become more involved when applied to conditions of unsteady 
flow and variable basin surface area, a wide range of particle gradation, and a variable specific 
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gravity over the gradation; all of which are common for urban and highway snowmelt and 
rainfall runoff.  In such cases, numerical settling models instead of SOR would be utilized.  For 
example, even for a case where Q and ρs are constant and a gradation of particles exists the 
expression for the fraction of particles removed is: 
dx
V
V)X-(1  f
cX
0 c
t
c ∫+=          (9) 
where f is the fraction of particles removed, 1- Xc is the fraction of particles with velocity Vt 
greater than Vc and the integral expression represents the fraction of particles removed with Vt 
less than Vc (Metcalf 1991).  This expression can be numerically discretized and solved.  For 
example, based on the measurements made of particle gradation, Equation 9 was numerically 
discretized into 15 to 17 increments and solved for each site gradation.  While sedimentation can, 
in theory, be used for any particulate concentration, a maximum Nt of 106-mg/L as TSS and a 
minimum Nt of 50-mg/L as TSS were chosen as the limits of the practical application.  The 
upper limit was established as the maximum mass concentration measured in residual snow melt 
across the Cincinnati sites, whereas the lower limit is the boundary with direct filtration.   
Power Law Function 
For each site, particle gradations were discretized into 15 to 17 increments and Ni values 
for corresponding lnv,i values were determined using Equations 2 and 3.  Following these 
determinations, the entire gradation for each site was modeled using a two-parameter power law 
function using the methods of least squares for parameter estimation.  The basic form of the 
power law expression adopted from seawater particle analysis is given in Equation 10 (Bader 
1970).  The parameters, α and β, are empirical constants for a given particle gradation.  The 
coefficient, α is an index for the total concentration of particulate matter in the system.  The 
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exponent, β, while describing the slope of the particle distribution power law function, is an 
index that can be related on both a theoretical and experimental basis to physico-chemical 
particle interactions and physico-chemical properties of particles.   
-β
inv,i )l(αN =           (10) 
Linear regressions were carried out between measured data and the power law function 
model and the resulting fits between the model and measured data were plotted for each site. 
RESULTS 
Results of particle gradations are shown in terms of particle size distribution indices and 
particle size distributions in Table 2.1 and the corresponding gradations are compared in Figure 
2.2.  Although the gradation trends in Figure 2.2 are similar in shape, results from both Table 2.1 
and Figure 2.2 illustrate variability between sites for snowmelt solids.   These gradations indices 
and coefficients were determined from the full range of particulate sizes captured at each site and 
are similar in gradation and indices to those captured for rainfall runoff at the experimental sites 
(Sansalone et al 1998). 
Results of particle density analysis are shown in Figure 2.3 in plots (a) through (d).  
Figure 2.3a illustrates a scatter plot of the variation in particle density for each of the 10 highway 
sites as a function of particle diameter.  Particle density data from across the entire gradation (15-
4750 µm) were fit to a normal distribution at a 96% confidence level as shown in Figure 2.3b.  
To compare whether there was a statistically significant difference between particle densities of 
the coarse and fine fraction of the gradation, particle density data from the coarse (>75-µm to 
4750-µm) and the fine fractions (15-µm to 75-µm) were each fit to a normal distribution and 
compared.  Particle density data from the coarse fraction yielded a mean density of 2.86-gm/cm3 
and were fit to a normal distribution at a 92% confidence level as shown in Figure 2.3c.  Particle  
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Table 2.1 Particle size distribution and particle indices from ten sites in urban Cincinnati, Ohio. 
SD: Standard Deviation 
RSD: Relative Standard Deviation 
Cu: Coefficient of Uniformity 
Cc: Coefficient of Concavity 
density data from the fine fraction yielded a mean density of 2.75-gm/cm3 and were fit to a 
normal distribution at an 82% confidence level as shown in Figure 2.3d.  A comparison of the 
coarse and fine fraction mean particle densities indicated a statistically significant difference in 
densities (P<10-11).  Differences in terminal settling velocity, vs trends between mean density 
values of the measured data and the typically assumed value of 2.65-g/cm3 were plotted in 
Figures 2.3e and 2.3f.  Results indicate that the relative percent difference (RPD) in vs exceeds 
5% for 13 through 75-µm for the fine fraction and from 76 through 300-µm for the coarse 
fraction.  However, the RPD never exceeded 10%. 
Despite the apparent variability in granulometry from site to site, when results are 
computed in terms of parameters lnv and Nt from the measured data and then regressed against 
 
Event measured 
d60 
(µm) 
d50 
(µm) 
d30 
(µm) 
d10 
(µm) 
 
Cu 
 
Cc 
1SE 4000 1850 450 150 26.7 0.34 
1SW 1800 1000 420 140 12.9 0.70 
2ES 2100 1100 320 58 36.2 0.84 
3SW 1700 850 350 120 14.2 0.60 
4NE 3800 2300 750 170 22.4 0.87 
5NE 1100 750 420 170 6.5 0.94 
6SW 2950 1850 600 220 13.4 0.55 
7SW 1000 700 360 120 8.3 1.08 
8SW 1800 1300 600 170 10.6 1.18 
9NE 900 550 220 92 9.8 0.58 
All events mean 2115 1225 449 141 16.1 0.77 
All events median 1800 1050 420 145 13.1 0.77 
All events SD 1116 587 158 46.0 9.4 0.26 
All events RSD (%) 52.8 48.0 35.2 32.6 58.6 33.8 
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Figure 2.2 Particle size distributions for snowmelt sediment from ten highway shoulder sites in 
urban Cincinnati, Ohio. 
modeled results using the power law model of Equation 10, the fit is excellent for each site.  
Results of measured versus modeled plots for each site are shown in Figure 2.4 along with 
regression results and power law parameters.  All the coefficients of determination from the 
linear regression exceeded 0.97.  It is important to note that these regressions were performed on 
the raw, untransformed data.  The absolute values of α varied by over an order of magnitude 
from 8x107 to 1x109 across the sites indicating variability of particulate concentration.  
Interestingly, the β exponent in Equation 10 ranged only from 2.22 to 2.64 across all of the sites.   
Using the equations and boundaries for the particle separation mechanisms, process 
selection diagrams were developed for three values of ρs.  These diagrams are illustrated in 
Figures 2.5 and 2.6.  The upper plot in Figure 2.5 was developed based on a ρs of 1.1-
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Figure 2.3 Plots of particle density, fits of particle density to normal probability density. 
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Figure 2.4 Fit of particulate data from specific sites to the power law function of the form Nt = 
αlnv,I-β. 
gm/cm3, typical of highly organic solids as measured by indices such as volatile suspended solids 
(VSS).  This represents the lower range of ρs that could be expected in highway runoff.  The 
lower plot of Figure 2.5 is based on a mean value of ρs of 2.83-gm/cm3 as determined from 
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particle density data.  Site mean lnv-Nt data are also plotted in this lower plot.  Note that 
essentially all of the site data have mean lnv-Nt values that plot in the lower size end of the 
sedimentation region, delineated by a two-hour residence time within the ditch section and water 
level as shown in Figure 2.1.  For nearly all of the snow melt data, the Nt values are very high, 
with independently measured mass concentrations exceeding 105-mg/L as settleable and 
suspended solids.  
Although the lnv values were in the correct size range for effective straining using 
properly sized filter media, the Nt values are so high that rapid surficial clogging of a highway 
shoulder filter would occur.  With the change in ρs of Figure 2.5, to a value of 4.0 in Figure 2.6, a 
shift towards smaller lnv values in the two-hour and 30-minute boundaries can be observed.  
Figure 2.5 also illustrates that a 2-hour detention time results in 90% removal, by mass, for all 
site gradations with a site mean specific gravity ρs = 2.83-gm/cm3. 
The individual site plots in Figure 2.7 represent each site gradation where incremental 
lnv,i-Ni values are plotted as opposed to a single gradation mean lnv-Nt value.  Results indicate 
that for all sites, much of the gradation, down to 150-µm, can be removed by sedimentation in 
the typical ditch section with a residence time of 30-minutes and result in a 90% removal 
efficiency or greater, by mass.  Smaller particles will require either longer detention time to be 
removed at a 90% level or fall into a shear coagulation region.  At certain sites the lnv-Nt values 
for the 15 to 30-µm size particles actually fall into the direct filtration range.  This observation is 
of interest because it is these particle sizes and smaller that contribute to turbidity and a serial 
application of sedimentation followed by filtration may be effective for applications in areas of 
pristine waters or sensitive aquatic species. 
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Figure 2.5 Process selection diagrams for ρs = 1.1-gm/cm3 and 2.83-gm/cm3 respectively. 
IMPLICATIONS FOR BMP DESIGN 
The methodologies presented in this study for the characterization of snow melt 
granulometry and modeling of the measured lnv-Nt site relationships can be utilized for 
examination of sites where issues related to water quality and quantity are of concern.  For 
example, many researchers utilize infiltration for both water quality and quantity improvements 
(Geldof et al 1994).  The performance of an infiltration system is directly 
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Figure 2.6 Process selection diagram for ρs = 4.0-gm/cm3.  
dependent on the lnv-Nt relationship for the water infiltrated and treated.  Such information is 
becoming increasingly important with the passage of NPDES Phase II Storm Water regulations.  
Results from model application for particular sites either under snowmelt or rainfall runoff 
conditions can provide an indication through determination of β values whether the 
predominance of total surface area and heavy metal mass is associated with the coarse fraction of 
particles.  Since it has been shown that there is a strong relationship between total surface area 
and sorbed constituents such as heavy metals, such characterization results suggest the need for 
preferential separation of the coarse fraction of particulate matter through use of a β value as 
opposed to actual measurement of surface areas for each increment of particle size in a gradation 
(Sansalone et al 1998). 
With characterization of the lnv-Nt site relationships a process selection diagram similar to 
those presented in Figure 2.5 through 2.7 can be developed for site granulometry and conditions 
of interest.  This process selection methodology can be used not only as an analytical tool but  
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Figure 2.7 Process selection diagrams for specific sites assuming mean ρs = 2.83-gm/cm3 and 
illustrating the incremental lnv,i across each gradation. 
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also more importantly as a methodology used in the design phase for development of water 
quality controls or in-situ best management practices (BMPs).  For example, results from this 
study clearly indicate that roadway ditch sedimentation design with a two-hour residence time 
can remove 90% of the snow melt particulate mass.  Results from this study such as Figure 2.7 
also indicate that if the fraction of particles less than 30-µm does present a water quality issue 
such as turbidity for receiving waters, serial-type or treatment train BMPs such as sedimentation 
followed by filtration may be appropriate.    
CONCLUSIONS 
This study presents results on particle granulometry for snow melt from 10 highway sites 
in urban Cincinnati generated from a 46-cm, 48-hour snowfall with a snow residence time on the 
highway shoulder of 102-hours.  Each site was exposed to traffic and winter maintenance 
activities of snow plowing and application of de-icing salts.  Concentrations of particulate matter 
in highway snowmelt generated from snow with a long residence time along the highway can be 
very high, exceeding 105-mg/L.  Measured gradations, densities and calculated indices from the 
particle analyses indicate that variability occurs in granulometry characteristics from site to site 
and across the gradation.  Particle densities between the coarse and fine fractions of the 
gradations were statistically significantly different (P<10-11).  This resulted in a relative percent 
difference in particle settling velocities ranging from 5 to 10% for particles ranging in size from 
13 to 300-µm.   
Despite this variability and despite the 26-km distance between the sites, the measured 
lnv-Nt values for all sites could be modeled very closely using a two-parameter power law model.  
For all sites the exponent, β of this model ranged from 2.22 to 2.64 indicating that a large 
fraction of the total surface area (SA) of the particle gradation is associated with the coarser 
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gradation of particles.  The ratio of the incremental contribution of SA to the entire gradation SA 
(a good index for heavy metal adsorption) can be evaluated as a function of lnv using such β 
values.  Results indicate that the predominance of surface area is increasingly associated with the 
coarser fraction of the gradation as β values decrease below 3 (Montgomery 1987, Sansalone, 
Cartledge and Tribouillard 2000).  The β values determined in this study, indicating that the 
predominance of the total SA is associated with the coarser fraction, are consistent with 
published experimental data (Sansalone 1998).  These modeled results support previous 
experimental research where measurements from particulate granulometry from some of these 
same sites (1SE and 1ES) for storm water particulate matter indicated that the predominance of 
total surface area and heavy metals are associated with the coarser fraction of particles 
(Sansalone et all 1998).   
A methodology is presented in the form of a process selection diagram to evaluate 
mechanisms of particle separation.  These mechanisms include sedimentation, direct filtration, 
straining, shear coagulation and Brownian coagulation.  A typical roadway section is used 
illustratively to demonstrate that for snow melt from all sites, particle separation could be 
accomplished by sedimentation with a 90% removal efficiency, by mass, based on overflow rate 
theory using a 30-minute and 2-hour detention time as examples.  Additionally the influence of 
particle density on sedimentation efficiency can be seen for particle densities ranging from 1.1-
gm/cm3 to 4.0-gm/cm3.  Although the very high concentrations of particulate matter in highway 
snowmelt does not make snowmelt amenable to straining or direct filtration, such processes may 
be feasible as secondary treatment processes for pristine waters or receiving water with sensitive 
aquatic species.  While selected conditions were utilized for specific applications of this 
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methodology, the methodology can be applied to a wide range of design and existing conditions 
based on knowledge of flows, highway geometry, and granulometry. 
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CHAPTER III PREDICTION OF GRADATION-BASED HEAVY METAL MASS 
UTILIZING GRANULOMETRIC INDICES OF SNOWMELT PARTICULATES* 
INTRODUCTION 
Vehicular traffic is a significant source of particulate matter and metals (Pratt et al 1987, 
Grottker 1987) generated by abrasion between tires and pavement and abrasion between metallic 
vehicular parts.  Granulometric sizes range from 1 to over 10,000 µm.  Abraded pavement 
accounts for 40-50% and abraded tires account for 20-30% of total particulate mass generated in 
the transportation land use environment (Kobriger and Geinopolos 1984). During snowfall 
events, pavements become covered with snow, impairing movement of traffic and services.  
Consequently, snow is plowed from urban roadways, highways and linearly extended paved 
areas into long linear snow banks that generally parallel the pavement geometry.  These snow 
banks, subject to proximate traffic loadings serve as collector of traffic-generated constituents 
that would otherwise impinge upon surficial soils or be transported by warmer wet weather 
flows.      
Particulate matter surface area (SA) possesses binding sites to which metals partition 
(Thomann and Mueller 1987) and particulate-bound fractions have been shown to comprise up to 
80% of the metal mass in urban snowmelt (Glenn and Sansalone 2002).  Less than 2% of the 
particle mass associated with the gradation of particles in urban snow is associated with particles 
less than 25 µm, nominally considered the suspended fraction (Glenn and Sansalone 2002).    
RATIONALE 
With respect to snowmelt control strategies targeting such a broad range of particles (1 to 
10,000 µm) for separation may not prove economical or viable.  Therefore: (1) structural 
treatments (2) non-structural controls or (3) mass trading/offsetting approaches for a given 
granulometric fraction may be preferred.  Any of these approaches can be designed to target a 
36 
particle size fraction that contributes the predominance of metal mass.  For a given land-use, 
loadings and gradation; the challenge is whether a relationship can be established between more 
economical granulometric indices such as massor SA and corresponding particulate-bound metal 
mass as a function of particle size.  Such a relationship can be contrasted to the need for 
recurring measurement of particulate-bound metal mass as a function of size for each particulate 
residual sample obtained or new site examined for a given land use.   For example, it is 
hypothesized that economically-measured SA or mass may be utilized as potential indices for 
particulate-bound metal mass.      
For any of these three approaches there are methodologies that may potentially be 
utilized to examine relationships between granulometric indices and particulate-bound metal 
mass: (1) The conventional methodology employs sieving of the particulate gradation into 
discrete size ranges followed by acid-digestion and subsequent size-based spectroscopic analyses 
of metal mass, (2) Sieving of particulates into discrete size ranges with determination of SSA and 
SA for each size range, with SA utilized as a calibrated index for metal mass, and (3) 
Determination of particle number density (PND) across the size gradation where PND can be 
modeled by a power law model (PLM) from which distribution of SA or mass can be 
determined; and SA or mass utilized as a calibrated index for particulate-bound metal mass. 
Commensurate with each of these methodologies are the costs associated with 
establishing either a measured or a calibrated predictive gradation-based relationship between 
these granulometric indices and metal mass.  Because of the relatively high costs associated with 
the conventional methodology the first and most direct methodology may be impractical to 
employ on a recurring basis.  Rather, a statistically reliable and calibrated relationship between 
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low cost readily measurable granulometric indices (mass or SA) and particulate-bound metal 
mass may prove more feasible for implementation for a given land-use, loading and exposure. 
OBJECTIVES 
There were four objectives directed towards examining a relationship between gradation-
based metal mass and granulometric indices of snowmelt particulates.  The first objective was to 
provide a theoretical background for distributions of granulometric indices such as SA and mass 
of heterodisperse particles. This background serves as a basis for the power law relations 
between granulometric mass or SA and particulate-bound metal mass that are developed herein.  
The second objective was to determine the most appropriate method to model particulate data 
between 25-µm and 4750 µm (settleable and sediment fractions) and to determine the efficacy of 
using mean parameters (site mean and size mean) to predict the SA and particle number of 
particulate matter at spatially variable locations of the same land-use and urban area.  The third 
objective was to examine a calibrated relationship between cumulative granulometric mass or SA 
and particulate-bound metal mass in order to predict the size-based gradation cumulative fraction 
of metal mass at a verification site or a site of similar land use and loading.  The final objective 
was to examine economies associated with each methodology for establishing calibrated 
relationship(s) between granulometric indices (SA and mass) and metal mass. 
METHODOLOGY 
Power Law Model (PLM) Forms 
Particulate matter in an aqueous suspension is commonly modeled by assuming solid 
spherical particles as is the case for many clarification models such as overflow rate theory, and 
common filtration relationships (Malcolm 1989, Viessmann and Hammer 1993, McDowell-
Boyer et al. 1986).  The assumption of solid spherical particles has also been used for modeling 
particulate matter in snowmelt runoff and is further investigated herein (Cristina et al. 2002). 
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The power law model (PLM) has three common forms for representing particulate matter 
in a liquid solution; a position function (PF), a velocity function (VF) or a cumulative function 
(CF).  The choice of which function to use is largely a matter of choice depending on objectives, 
data and on intended application.  However, it is important to recognize that inferences made 
from the PLM exponent β are specific to the function used (Cristina and Sansalone 2003).  For 
example, equal contributions of SA across equally-spaced size intervals occur when β = 2 for VF 
and 1 for CF while for logarithmically-spaced size intervalsthe same occurs when β = 3 for VF 
and 2 for CF.  Equal contributions of particle volume, V across equally-spaced size intervals 
occurs when β = 3 for VF and 2 for CF while for logarithmically-spaced size intervals equal 
contributions occur when β = 4 for VF and 3 for CF.  
Cumulative Function (CF) 
The cumulative particle number density (PND) can often be modeled as a power law as 
in (1). Nc is the cumulative PND in counts (number of particles) per dry granulometric mass or 
aqueous volume (for example, 1000 grams or if an aqueous volume, 1 liter), αc is the best fit 
cumulative PND greater than a reference value, dp is particle diameter (µm), and βc provides an 
index for the SA distribution and R is a reference value.  R is assumed to be 1-µm (Bader 1970). 
Other R-values can be chosen depending on objectives and gradation, and is hereafter not shown. 
         (1) 
 
Equation (1) can be used to determine the cumulative PND in suspension or from the dry 
particulate mass separated from the suspension.  However, for the objectives herein, it is 
desirable to determine the cumulative gradation SA as a function of dp in order to use cumulative 
SA as a potential surrogate for the cumulative fraction of a particulate-bound metal.  In order to 
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β
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simplify the determination of the cumulative SA function, it is helpful to rewrite (1) in terms of 
the cumulative number of particles as a function of individual particle SA as in (2).  Here N is 
the cumulative PND as a function of particle SA and is identical to N in (1), αAc is the best fit 
PND for all particles with an individual SA greater than 1 µm2 (a chosen reference value, R, 
identical in concept to (1) but not shown in (2)), in counts per dry granulometric mass, A is the 
surface area, SA of an individual particle with diameter dp in µm2 and βAc is the power law 
exponent based on particle SA and is dimensionless. If the cumulative PND of a particle 
gradation is represented as in (2), then the cumulative particle SA represented by (2) is obtained 
through summing the product of the representative SA for each particle size with the number of 
particles for that size as shown in (3) and (4).  SA values can either be measured or modeled. 
( ) AcAN Acc βα −=
          (2) 
∫= min
max
A
Ac
dNASA
          (3) 
In order to evaluate (3), either A must be expressed in terms of N or N in terms of A.  By taking 
the derivative of (2) with respect to A for dN, and substituting this into (3), (4) is obtained. 
∫ −−= min
max
A
AAcAcc
dAASA Acββα
       (4)  
 
The cumulative SA function can be converted from a function based on individual 
particle SA to a function based on individual particle diameter since particle size is a more 
common measure than particle SA.  Equating (1) and (2) above and recognizing that A = π dp2, 
the exponents based on A can be converted to exponents based on dp for the same particle 
distribution, where βAC = βc/2 and αAC = αC πβc/2. 
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If the CF is applied, then the SA contribution for the range of interest can be determined 
directly from the power law expression as in (7).  SAcf is the fraction of the total SA of the 
gradation contributed by particles on the interval (dpmin, dpmax), where dp1 and dp2 are the particle 
diameters representing the range of interest.  
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       (7) 
Assuming that sorbed metal mass is a function of particle SA, (7) can be used to identify 
and select the range of particulates that contribute the most SA (and therefore metal mass) from a 
particular gradation of particles.  By setting dp2 = dpmax, and fixing SAcf to a desired fraction of 
metal mass removal or separation (again assuming a relationship between metal mass and SA), 
then (7) can be solved for dp1 as in (8). In (8), fr is the fraction of total SA targeted and dp1 is the 
smallest particle diameter that must be targeted in order to achieve the desired removal of SA 
and consequently metal mass based on the assumption that SA and metal mass are correlated. 
( ) ( )( )[ ] ccc prprp dfdfd βββ −−− −+= 2 12max2min1 1     (8) 
The exponent of the cumulative SA function gives valuable information regarding the 
contribution of any fraction of a gradation to the SA of the entire gradation.  If each interval 
possesses an equal cumulative SA, (5) will increase linearly.  This occurs when βc = 1.  If βc < 1, 
the contribution to the cumulative SA of larger particles dominates the total SA of the entire 
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gradation and βc > 1 indicates that finer particles dominate the cumulative SA of the gradation.   
Extrapolating the CF beyond limits of evaluation (assuming solid spherical particles) would 
indicate the predominance of SA is associated with particles < 15 µm.  However, such 
extrapolation has been shown to be inaccurate by measurement for urban anthropogenic particles 
(Sansalone et al. 1998). 
Velocity Function (VF) 
The second form of the power law for PND modeling is a velocity function (9) where 
dN/d(dp) represents the incremental change in PND over an incremental interval, αv is an index 
for the total PND and βv is the power law exponent.  Similar to the CF, the exponent in the VF 
indicates the gradation range with the predominance of SA as does the exponent in the CF.  
However the exponent values indicating equal SA distribution differ between the two methods. 
( )
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=          (9) 
Change of notation for parameters are to avoid confusion with the CF. A particle 
gradation represented by (9) has a cumulative distribution of SA modeled integrating (9) to yield 
(10). The VF forms of (5) through (8) can be developed in a similar manner to the development 
shown for (5) through (8) and the results are shown in (11) through (14). 
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( ) ( )( )[ ] vvv prprp dfdfd βββ −−− −+= 3 13max3min1 1     (14) 
The difference between the CF and the VF is the meaning of the exponent in the two 
power law models.  In the CF, there is an equal SA distribution when βc = 1.  In the VF, equal 
area distribution does not occur for evenly spaced intervals until βv = 2.  Confusing the 
difference can lead to gross error in estimation of the optimal target interval for particulate 
removal.  In a manner similar to the derivation of the SAc, the cumulative mass of a gradation of 
solid spherical particles with constant particle density can be determined. 
( ) ( )vv ddM vvG βββαπρ −− −−= 4min4max46       (15) 
Position Function (PF) 
In the position function (PF), a size increment is specified and particles in the increment 
are assumed to be of the increment median size.  For example, in order to determine the number 
of particles comprising the mass in the interval, all particles are assumed to have the median 
diameter between two successive sieves or separate sizes.  PND is then modeled as the number 
of particulates between successive sieve sizes.  N is the particle number density in counts per dry 
granulometric mass (for example, 1000 gm), αp is a power law parameter dp is the median 
particle diameter between sieve sizes or size classes, R is a reference value of 1 µm and is 
hereafter omitted and βp is the power law exponent. It is critical to note that, in the form of (16), 
the power law is only defined at the particle diameters used to determine the values of αp and βp.   
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In order to determine the SA within a sieve range, the area of a sphere is multiplied by 
(16) yielding (17).  Total SA is determined through discrete summation to determine the SA 
contribution of any particle range to total SA as in (18). SAcf is the cumulative percentage 
contribution of a particle range to total SA of the gradation, k is the number of size increments 
through which the SA contribution is desired and n is the total number of size increments. 
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Snow, Particle and Metal Data 
The greater Cincinnati area (State of Ohio, USA) received a 46-cm, 48-hour snowfall 
starting on Tuesday 04 February 1998.  Snow was plowed onto the paved shoulder where it 
remained during the workweek during which temperatures remained below freezing.  By 08 
February, temperatures warmed and thawing snow banks were sampled (approximately 4 
packed-liters of snow containing particulate matter per sample and two replicate samples per 
site) for 10 sampling sites located along 26-km of the transportation land-use corridor of I-75 
along the MillCreek Valley in urban Cincinnati, Ohio.  Results of snow chemistry, particulate 
granulometry, analytical procedures, QA/QC are presented elsewhere (Sansalone and Glenn 
2002, Glenn and Sansalone 2002, Sansalone and Glenn 2003, Cristina et al. 2002). 
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Granulometry 
Determination of the entire size gradation PSD was performed according to ASTM D421 
(with the exception of air drying) and ASTM D422 (ASTM 1990; ASTM 1993).  The set of 
sieves encompassed the 9500-µm (#3/8 in) through the 25-µm (#500) For each site, particles 
were separated into 17 size classes based on standard sieve sizes (Sansalone et al 1998). 
Measurement of particle density followed ASTM D 5550-94 (ASTM 1994).     
Total SA was determined through the measurement of SSA for incremental particle sizes. 
SA provides, in part, a measure or index of the capacity of a particulate surface to sorb aqueous 
metals (Sansalone et al. 1998).  The ethylene glycol monoethyl ether (EGME) method 
(Schwertmann and Cornell 1991, Sansalone et al 1998) was utilized. SSA results were summed 
over the entire particle size distribution (PSD) to yield a total SA distribution as a function of 
particle diameter. From each separate particle size increment, a representative portion, 
approximately 0.5 to 1-g of dry particulate matter, was measured to ± 0.1-mg and acid-digested 
based on SW-846 Method 3015 (USEPA 1990).  Once digested and filtered, aqueous metal 
analyses, were conducted on a Perkin-Elmer 3000 ICP-AES and converted from µg/L to µg/g or 
mg/kg based on dilutions and dry particle mass digested.   Incremental results were summed 
across the gradation to yield a cumulative gradation of metal mass.  
Power Law Functions for Modeling Granulometric Mass 
For each site, Ni for each size increment was determined using (19).  The gradation for 
each site was modeled using the two-parameter PLMs (CF, VF, PF) using methods of least 
squares for parameter estimation.  Methodologies differed slightly among the three methods.   
For the PF, (19) was used with the median particle diameter between sieve sizes.  There 
was no additional manipulation required for the PF.  The number of particles of each size class 
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was represented as the equivalent number of particles of the median diameter and the method of 
least squares was used for parameter estimation. 
The VF is similar to the PF in that the particle number is determined by (19).  However 
the particle number in a given gradation was divided by the interval width, in this case the 
difference between sieve sizes.  This value was plotted at the median of the particle diameters 
after which a least squares fit of the data generated the power law parameters. 
The CF differs slightly from the PF and VF.  Equation (19) was used to determine the 
particle number for each sieve size.  The cumulative particle number was applied at the smaller 
of the two interval endpoints.  Least squares was applied to determine the power law parameters. 
sisi
i
i Vρ
mN =
           (19) 
In (19) Ni is the number of particles in the ith sieve size, mi is the mass of particulate 
matter of the ith sieve size in grams, ρsi is the density of the particulates in the ith sieve size in g 
cm-3 and Vsi is the volume of the median particle of the ith sieve size in cm3. 
Since it was desired to have a gradation normalized to 1000 gm of dry granulometric 
mass, an additional step was required.  Equation (15) was solved for αv and granulometric mass, 
Mg was set to 1000 gm.  If the determined value of αv fell within the 95% confidence interval for 
αv with Mg = 1000 gm, this new value for αv was used to determine the gradation for the sites. 
Power Law Model (PLM) relating Granulometry (X) and Metal Mass (MMe)  
Cumulative metal mass was modeled as a function of gradation with a CF power law. 
Me
R
XM MeMe
β
α 

=          (20) 
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In this general form of the PLM relating granulometric and metal mass, MMe is cumulative metal 
mass (Cd, Cu, Pb or Zn) in M M-1, αMe is the cumulative mass of metal greater than the reference 
value, R, whose units depend on the value of X (either mg kg-1 or mg m-2), X is a parameter (in 
this case cumulative granulometric mass, or alternately cumulative SA), R is a reference value 
taken as 1 and is dimensionless and βMe is the slope of the relationship on log-log scales. 
RESULTS 
Figure 3.1 illustrates the mean granulometric percent finer by mass along with range bars 
representing the 95% confidence intervals (CI) for each sieve size mass contribution to the total 
granulometric mass based on all 10 sites.  When sampling additional sites, sites residing within 
the 95% CI would be statistically similar to the illustrated gradation.  Total granulometric mass 
and total particulate-bound mass of Cd, Cu, Pb and Zn are summarized in Table 3.1 for each site. 
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Figure 3.1 Particle size distribution (PSD) on a mass-basis from snowmelt for the model 
calibration urban transportation land use sites in urban Cincinnati, OH.  Data symbols represent 
mean value for all for all sites while range bars represent the 95% confidence intervals for the 
contribution of each sieve size to the total granulometric mass based on all calibration sites.   The 
mean value of granulometric mass is 1,025 gm and the standard deviation is 733 gm based on all 
sites.   Dry granulometric mass for the < 25 µm fraction (suspended fraction) represented less 
than 1% of the total particle gradation on a mass basis. Individual site total granulometric mass 
and associated metal mass are summarized in Table 2.2.1.  PSD data from the verification site (9 
NE) was with the 95% confidence interval shown, consistent with model assumptions. 
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Table 3.1 Total granulometric and particulate-bound metal mass measured in the snow sample 
volumes (4 L of packed snow per sample) recovered on 8 February 1998 for each of 10 
snowmelt sites in urban Cincinnati, Ohio.  Sites 1 SE through 8 SW were power law calibration 
sites and site 9 NE was a verification site used for the power law example presented in the 
appendix.  The granulometric size gradation encompassed the entire particle size gradation 
recovered in the snow samples (from 4750 to - 25 µm). 
Total Metal Mass, mg Total Granulometric Gradation Concentration (mg kg-1) Site 
Total 
Granulometric 
Mass, gm 
Cd Cu Pb Zn Cd Cu Pb Zn 
 1 SE 805.72 1.15 127.24 70.83 215.93 1.4 157.9 87.9 268.0 
 1 SW 550.83 0.44 61.47 36.37 80.47 0.8 111.6 66.0 146.1 
 2 ES 591.9 0.84 82.62 57.9 134.02 1.4 139.6 97.8 226.4 
 3 SW 2771.98 1.63 527.18 297.4 715.38 0.6 190.2 107.3 258.1 
 4 NE 405.87 0.58 45.3 30.14 130.13 1.4 111.6 74.3 320.6 
 5 NE 1235.67 1.68 290.25 78.66 414.32 1.4 234.9 63.7 335.3 
 6 SW 1025.23 1.53 276.73 78.58 263.78 1.5 269.9 76.6 257.3 
 7 SW 1076.95 0.92 146.61 97.33 256.74 0.9 136.1 90.4 238.4 
 8 SW 238.83 0.5 140.28 17.95 103.67 2.1 587.4 75.2 434.1 
 9 NE 1550.87 1.13 268.59 203.9 406.18 0.7 173.2 131.5 261.9 
Mean 1025.39 1.04 196.63 96.91 272.06 1.22 211.24 87.06 274.62 
Std. Dev 733.14 0.46 146.92 87.49 195.07 0.46 141.75 20.86 76.13 
 
The method presented for examining granulometric indices and particulate-bound metal 
mass was the power law model (PLM).  Similarly, the three forms of the PLM were used to 
model granulometric mass or SA as a function of particle diameter based on particle number 
density (PND).  It was determined that each of the PLMs could be used to characterize the wide 
particle gradations in snowmelt.  The site parameter values summarized in Table 3.2 for each of 
the PLMs were estimated twice.  One estimate was based on measured particulate densities as a 
function of gradation.  Typically, densities ranged from 2.6 gm cm-3 to 3.0 gm cm-3 (Cristina et 
al. 2002).  The second method assumed a constant particle density 2.65 gm-cm-3 across the entire 
gradation.  The use of 2.65 gm cm-3 has been shown to be a reasonable value for particulate 
density in snowmelt runoff since 2.65 fell in the 95% confidence interval for the mean particle 
density (Cristina et al. 2002).  For this study using measured density variations did not 
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significantly improve the accuracy of a PLM and therefore only the results assuming a constant 
density are presented here. 
Table 3.2 Site-based power law parameters for three power law models relating particle number 
density (PND) and size gradation for each of 10 snowmelt sites in urban Cincinnati, Ohio.  These 
forms of the power law (PF, VF and CF) and their parameters were used to characterize 
granulometric mass and indices as a function of size gradation. 
Position Function (PF) 
Ni = αdi-β 
Velocity Function (VF) 
dN/d(d) = αv d-βv 
Cumulative Function (CF) 
Nc = αc d-βc Site 
α  β  r2 α  β  r2 α  β  r2 
1SE 4.09E+11 2.2982 0.95 4.3E+12 3.5226 0.97 8.74E+12 2.8189 0.99 
1SW 1.21E+12 2.4407 0.99 1.3E+13 3.6651 0.99 1.22E+13 2.8521 0.99 
2ES 4.46E+12 2.6420 0.99 4.7E+13 3.8664 0.99 2.42E+13 2.9719 0.99 
3SW 2.26E+12 2.5346 0.99 2.4E+13 3.7590 0.99 1.55E+13 2.8963 0.99 
4NE 4.39E+11 2.3087 0.98 4.7E+12 3.5331 0.98 5.69E+12 2.7514 0.99 
5NE 8.62E+11 2.3893 0.98 9.2E+12 3.6137 0.98 9.32E+12 2.8081 0.97 
6SW 3.73E+11 2.2781 0.99 4.0E+12 3.5025 0.99 3.24E+12 2.6549 0.98 
7SW 1.09E+12 2.4224 0.96 1.2E+13 3.6468 0.97 1.73E+13 2.9049 0.98 
8SW 2.63E+11 2.2181 0.95 2.8E+12 3.4425 0.97 5.60E+12 2.7300 0.98 
9NE 3.01E+12 2.5713 0.98 3.2E+13 3.7957 0.99 3.26E+13 3.0065 0.98 
Mean 1.44E+12 2.4103 0.98 1.53E+13 3.6347 0.98 1.34E+13 2.8395 0.99 
Std Deviation 1.39E+12 0.1390 0.02 1.47E+13 0.1390 0.01 9.22E+12 0.1097 0.01 
 
Mean parameters for each PLM were used to model the mean granulometric mass of the 
gradations.  The results can be found in Figure 3.2.  Of the models explored herein for mass 
gradation relationships and PND, all power law models (PLMs) reproduced the shape of the 
measured gradation with the position function (PF) attaining the most accurate granulometric 
mass balance across the gradation, the velocity function (VF) over-predicting mass and the 
cumulative function (CF) under-predicting mass. 
Prediction of Particulate-Bound Metal Mass 
There are a number of methodologies to determine (through measurement or prediction) 
the metal content of the particle size ranges of a gradation as previously described.  The first and 
most direct method is to measure particulate-bound metal concentrations and then determine the 
cumulative metal mass across the size gradation.  Figure 3.3 contains the mean and 95%  
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Figure 3.2  Comparison of three power law forms (PF, VF and CF) for characterizing cumulative 
granulometric mass as a function of size gradation in urban snowmelt based on data from 10 
snowmelt sites in urban Cincinnati, Ohio.  Symbols represent the mean of all sites while the 
range bars represent the 95% confidence interval. 
 
confidence intervals for Cd, Cu, Pb and Zn metal mass normalized to 1000 gm of dry 
granulometric mass.  While it is possible to measure the metal mass as a function of gradation, it 
may not be cost effective to do so for many sites in the same urban area of the same land use and 
loading characteristics especially for prolonged monitoring periods.  It was hypothesized that a 
model for cumulative metal mass may prove to be more economically feasible.   
In Figure 3.4, cumulative normalized metal mass is plotted as a function of cumulative 
granulometric mass.  The resulting gradients for Cd and Cu are nearly 1:1 (metal mass : 
granulometric mass) indicating nearly equivalent incremental contributions of both 
granulometric and metal mass (note that mass is summed from largest granulometric size to 
smallest).  This can be contrasted with the resulting gradients of Pb and Zn that are 1:1 in the 
mid-range granulometric sizes and steeper than 1:1 for finer gradations.  Particle diameters 
contributing little metal mass typically included particle diameters less than 25 µm. For each site,  
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Figure 3.3 Measured mean cumulative metal mass (symbols) as a function of particle diameter 
along with the 95% confidence interval (range bars) for Cd, Cu, Pb and Zn.  Each metal mass is 
normalized to 1000 gm of dry granulometric mass for calibration snowmelt sites in urban 
Cincinnati, Ohio.  Cumulative results summed from largest size gradation to smallest size. 
 
the gradient of the cumulative metal mass flattened as finer and finer particles were added to the 
analysis.  The metal mass associated with particles less than 25 µm represented less than 1% of 
the total metal mass across the gradation.  Therefore, modeling between metal mass and 
granulometric indices was bounded between the particulate diameters of 25 µm and 4750 µm. 
Figures 3.4 and 3.5 illustrate the relationship between measured cumulative normalized 
values of metal and granulometric mass, and between SA and granulometric mass, respectively.  
The similarity of Figures 3.4 and 3.5 indicates that either measured cumulative normalized 
granulometric mass or cumulative normalized gradation SA may be viable surrogates for the 
prediction of cumulative metal mass across the gradation for a calibrated PLM.   
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Figure 3.4 Cumulative normalized particulate-bound metal mass as a function of the 
granulometric index of cumulative normalized mass for 10 sites in urban Cincinnati, Ohio (9 
calibration sites and the verification site, 9NE).  For each site the granulometric mass was 
normalized to the total granulometric mass and the particulate-bound metal mass was normalized 
to the total particulate-bound metal mass associated with the total granulometric mass.  Table 
2.2.1 identifies site values for total granulometric mass and associated total particulate-bound 
metal mass.  The dashed line represents a 1:1 equivalence line between granulometric and metal 
mass.  Cumulative results were summed from (4750 µm) to smallest size (25 µm).   
 
It was found that a power law relationship could be used to predict metal mass from 
granulometric SA.  The parameter values can be found in Table 3.3.  Although results indicate 
that measured SA can be used to determine the power law relationships the economy of 
measuring SA arises for each monitoring site, gradation and time period.  Consequently a 
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predictive measure of SA or use of granulometric mass was pursued as an input into a PLM 
relating granulometry and metal mass. 
Table 3.3 Site-based power law parameters relating cumulative granulometric surface area, SAc 
and cumulative metal mass (Cd, Cu, Pb and Zn) for each of 10 snowmelt sites in urban 
Cincinnati, Ohio.  SA and metal mass were normalized to 1000 gm of dry particulate mass. MMe 
is in units of mg kg-1.  Granulometric indices and metal mass were summed from the largest size 
gradation to the smallest gradation for each site sample.   
Cd
cCdCd SAM
βα=  CucCuCu SAM βα= PbcPbPb SAM βα=  ZncZnZn SAM βα=  
Site αCd βCd r2 αCu βCu r2 αPb βPb r2 αZn βZn r2 
1SE 1.32E-09 2.6209 0.88 5.77E-07 2.447 0.8 6.06E-07 2.3521 0.99 4.14E-06 2.2415 0.98 
1SW 1.30E-06 1.6592 0.9 6.94E-11 3.487 0.98 3.69E-08 2.6242 0.96 2.98E-07 2.4669 0.99 
2ES 1.69E-04 1.1785 0.77 1.69E-10 3.646 0.95 2.04E-12 4.1869 0.96 1.41E-08 3.0885 0.99 
3SW 4.10E-05 1.1248 0.93 8.34E-08 2.627 0.98 1.45E-09 3.0579 0.89 3.20E-04 1.6342 0.99 
4NE 7.69E-02 0.3862 0.73 8.52E-01 0.668 0.98 1.45E+00 0.528 0.91 7.48E+00 0.4999 0.88 
5NE 2.26E-04 1.0377 0.86 1.01E-09 3.256 0.90 1.19E-04 1.6154 0.99 7.77E-07 2.4672 0.92 
6SW 1.09E-14 3.9355 0.93 7.22E-06 2.105 0.90 5.56E-14 4.2102 0.93 1.89E-04 1.6973 0.98 
7SW 8.26E-03 0.5643 0.89 6.89E-06 2.141 0.95 1.97E-03 1.3487 0.99 5.36E-04 1.6433 0.98 
8SW 4.61E-02 0.4815 0.98 5.10E+00 0.392 0.92 2.85E+00 0.3931 0.91 2.55E+01 0.3499 0.97 
9NE 2.78E-04 0.9574 0.94 3.21E-03 1.369 0.89 1.73E-03 1.3961 0.97 9.62E-03 1.2654 0.94 
Mean 1.32E-02 1.3946 0.88 5.95E-01 2.214 0.92 4.31E-01 2.1713 0.95 3.30E+00 1.735 0.96 
Std Dev 2.66E-02 1.1059 0.08 1.60E+00 1.127 0.06 9.65E-01 1.3619 0.04 8.14E+00 0.872 0.04 
 
Since the PLM accurately modeled cumulative granulometric mass, the PF, VF and CF 
were also applied to estimate the cumulative SA as a function of particle diameter.  However, 
each of the models underestimates the SA throughout the gradation.  The reason for the 
underestimate lies in the assumptions of each of these SA models.  In particular, the assumption 
of solid spherical particles leads to an underestimate of total SA within the gradation.  Although 
the mean error of the VF was lower than that of either the PF or the CF, there was no statistically 
significant difference found between the three models for prediction of SA for this study. 
Since using measured SA was found to be a less economical method and modeling of SA 
based on solid spherical particles underestimated SA to varying degrees, a method using 
economically-measured granulometric mass was examined as an index for determining  
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Figure 3.5 Cumulative normalized surface area, SA as a function of the cumulative normalized 
granulometric mass for 10 sites in urban Cincinnati, Ohio (9 calibration sites and the verification 
site, 9NE).  For each site the granulometric SA was normalized to the total granulometric SA 
associated with the total granulometric mass and the particulate mass was normalized to the total 
granulometric mass.  Cumulative results were summed from largest size gradation (4750 µm) to 
smallest size (25 µm). 
cumulative metal content.  Therefore a PLM based solely on granulometric mass was examined.  
As was the case for the PLM based on SA, the PLM based on granulometric mass had a high 
correlation on an individual site-basis as shown in Table 3.4.  For the region (urban Cincinnati) 
and land use (transportation) and conditions (snow melt, similar gradation and exposure), using 
calibration sites 1SE through 8SW, the mean granulometric mass from each increment of particle 
size was related to the mean metal mass from each increment of size to arrive at the results in 
Figure 3.6.  In Figure 3.6, power law models are presented that relate cumulative granulometric 
mass and particulate-bound metal mass based on size-mean values.  Model results compare 
closely to measured data for each metal.  Power law model parameters (αMe and βMe) for each 
metal in Figure 3.6 are considered representative for the land-use, loadings, exposure conditions 
and particle gradation considered representative of this urban area.  
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Table 3.4 Site-based cumulative power law parameters relating cumulative granulometric mass 
and cumulative metal mass for Cd, Cu, Pb and Zn for each of 10 snowmelt sites in urban 
Cincinnati, Ohio.  Granulometric and metal masses were normalized to 1000 gm of dry 
particulate mass, MG.  MMe is in units of mg kg-1.  Granulometric indices and metal mass were 
summed from the largest size gradation to the smallest gradation for each site sample.   
Cd
GCdCd MM
βα=  CuGCuCu MM βα= PbGPbPb MM βα=  ZnGZnZn MM βα=  
Site αCd βCd r2 αCu βCu r2 αPb βPb r2 αZn βZn r2 
1SE 5.19E-07 2.1646 0.88 1.54E-04 2.0198 0.79 9.93E-05 1.9834 0.99 4.73E-04 1.9092 0.99 
1SW 1.91E-05 1.5482 0.95 3.59E-08 3.1618 0.97 4.70E-06 2.3583 0.92 2.57E-05 2.2325 0.96 
2ES 1.57E-04 1.3155 0.8 2.67E-10 3.957 0.95 3.21E-12 4.5555 0.97 1.63E-08 3.3922 0.99 
3SW 2.94E-06 1.742 0.96 5.22E-10 3.8945 0.98 2.40E-12 4.6093 0.93 1.15E-05 2.4502 0.99 
4NE 1.08E-03 1.037 0.92 2.35E-03 1.5679 0.97 8.29E-03 1.3166 0.99 4.70E-02 1.2737 0.99 
5NE 5.40E-04 1.0948 0.81 1.19E-08 3.4663 0.92 4.12E-04 1.7183 0.98 4.38E-06 2.6481 0.95 
6SW 1.63E-09 3.0101 0.95 3.99E-03 1.6196 0.93 1.77E-08 3.2323 0.96 3.24E-02 1.2985 0.99 
7SW 4.71E-03 0.7314 0.9 1.28E-06 2.6967 0.96 6.59E-04 1.7062 0.99 2.11E-04 2.016 0.93 
8SW 1.37E-02 0.7303 0.94 1.91E+00 0.5943 0.87 9.30E-01 0.6173 0.89 1.02E+01 0.5367 0.93 
9NE 4.10E-06 1.732 0.97 6.73E-06 2.4947 0.96 4.36E-06 2.4978 0.99 3.52E-05 2.2933 0.99 
Mean 2.02E-03 1.5106 0.91 1.92E-01 2.5473 0.93 9.40E-02 2.46 0.96 1.03E+00 2.005 0.97 
Std Dev 4.35E-03 0.7017 0.06 6.03E-01 1.1036 0.06 2.94E-01 1.319 0.04 3.22E+00 0.8076 0.03 
 
Economic Analysis 
 In order to examine the economy associated with modeling or measurement methods for 
distribution of metal mass and granulometric indices across the size gradation, three analytical 
laboratories around the USA were contacted to provide cost quotes to perform each of the above 
analyses on a per sample (across the gradation) basis.  Table 3.5 contains a summary of the 
quotes. 
The mean values from Table 3.5 were used to estimate the cost of having an analytical 
laboratory perform the analyses and cost analyses are in Section II of Table 3.5.  The use of a 
sieve analysis in conjunction with a power law or other calibrated predictive model was the most 
cost effective method.  Since the utilization of measured particle densities (17 size increments 
per gradation) did not significantly increase the accuracy of the modeled results for this study but 
did increase the cost, it was determined that the measurement of density may not be cost 
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effective for this study.  The measurement of SSA increased the cost of analysis nearly five times 
per sample  
Figure 3.6 Cumulative power law relationships between cumulative granulometric mass (MG) 
and cumulative metal mass (MCd, MCu, MPb and MZn) determined from size-based means of 
granulometric and metal mass.  The power law relationships for each metal were determined 
from 9 calibration snowmelt sites (1 SE through 8 SW) in Cincinnati, Ohio of urban 
transportation land-use.  Cumulative power law relationships were successfully tested for the 
verification site of 9 NE in Cincinnati, Ohio of urban transportation land-use as summarized in 
the appendix example.  Cumulative mass results utilized to develop the cumulative power law 
relationships were summed from largest size gradation (4750 µm) to smallest size (25 µm).   
 
while measurement of the four metals of interest by ICP-MS increased costs nearly ten fold.  
Results indicate that application of a calibrated and verified cumulative PLM (or similar model) 
using economically measured indices such as granulometric mass to predict gradation-based 
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metal mass is significantly more cost-effective than measurement of metal mass across the size 
fractions of the gradation.   
Table 3.5.  Expenses associated with measurement of granulometric and metal data for snowmelt 
samples.  Part I. of the table identifies analysis categories and expenses associated with these 
categories from three separate laboratories around the USA (as of 2002 in USD) as well as the 
total laboratory expense per sample associated with measurement of all required granulometric 
and metal quantities.  Part II. of this table identifies analysis expenses per sample required in 
conjunction with application of a power law model utilized to relate granulometric indices (mass 
or SA) to metal mass (instead of metal mass measurements across the 17 size increments of the 
sample gradation.  The quoted expenses provided in the table are expenses per single replicate 
sample at each site (2 replicate samples taken per site).  
I. REQUIRED EXPENSES ASSOCIATED WITH MEASUREMENT OF SITE DATA : 
ANALYSIS CATEGORY LAB ANALYSIS EXPENSE PER SAMPLE: 
 LAB 1 ($) 
LAB 2 
($) 
LAB 3 
($) 
LAB MEAN 
($)* 
SAMPLE ANALYSIS FOR TOTAL SNOW SAMPLE:  
1.  Sample Chain of Custody 0.00 0.00 2.00 0.67 
2.  Sample Drying at 40 ºC 5.00 0.00 4.00 3.00 
3.  Size Gradation (4750 to 25 µm, 17 size increments) 100.00 100.00 119.00 106.33 
SAMPLE ANALYSIS FOR 17 SIZE INCREMENTS:  
4.  Specific Gravity (17 analyses) * 170.00 850.00 340.00 478.33 
5.  Specific Surface Area (17 analyses) * 425.00 425.00 510.00 453.33 
6.  Acid Digestion (17 analyses) 255.00 255.00 306.00 280.50 
7.  ICP-MS (17 analyses of 4 metals: Cd, Cu, Pb, Zn)  850.00 544.00 408.00 685.61 
TOTAL LAB EXPENSES PER SAMPLE: 1805.00 2174.00 839.00 2011.11 
II. REQUIRED DATA EXPENSES FOR APPLICATION OF POWER LAW MODEL (PLM)**:  
Measurement of granulometric mass (ρs assumed) applied with calibrated PLM 110.00 
Measurement of granulometric SA (ρs measured) applied with calibrated PLM 535.00 
Measurement of granulometric mass (ρs measured) applied with calibrated PLM 620.00 
Measurement of all data (granulometric and metal) with no application of PLM 2011.11 
*     Lab mean includes only quoted expenses from laboratories 
* *  No expense assumed with the application of power law model (PLM) to predict metal mass 
 
CONCLUSIONS 
This study examined a number of methods to measure or model relationships between 
snowmelt particle granulometric indices (mass or SA) and sorbed particulate-bound metal mass.  
Of the models explored herein for mass gradation relationships and PND, all power law models 
(PLMs) reproduced the shape of the measured gradation with the position function (PF) attaining 
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the most accurate granulometric mass balance across the gradation, the velocity function (VF) 
over-predicting mass and the cumulative function (CF) under-predicting mass. With respect to 
granulometric mass and PND the CF may be best suited to situations where the relative number 
of particles is important, as in studies involving coagulation and flocculation where the relative 
change in particle number has greater importance than the absolute number of particles present.   
The primary use of a PLM was to examine the ability to model relationships between 
granulometric indices (mass or surface area) and sorbed metal mass.  Results demonstrated that 
across 10 separate urban transportation land-use sites with similar particle gradations, loadings 
and exposure that the cumulative particulate-bound metal mass can also be predicted with a 
cumulative PLM for each metal with the independent variable being either cumulative gradation 
particulate SA or mass.  An economic analysis indicated that the most cost effective method of 
estimating the contribution to metal mass from of a particle size interval to the total metal mass 
was achieved by a simple sieve analysis (for granulometric mass distribution) combined with a 
calibrated PLM.  Results indicate that a calibrated and verified PLM between granulometric 
mass and metal mass for a given urban area, land use and set of conditions, is an economical and 
statistically defensible alternative to additional measurements (such as particle density or SA), or 
compared to conventional recurring measurements commonly utilized for developing a 
relationship between granulometric indices and metal mass on a site by site basis.   
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CHAPTER IV FIRST FLUSH, POWER LAW AND PARTICLE SEPARATION 
DIAGRAMS FOR URBAN STORM WATER PARTICULATES*  
INTRODUCTION 
As storm water regulations in the USA and Europe mature, questions concerning how 
much of a storm should be treated, which fraction of particles should be targeted for removal and 
which solid-liquid separation processes will most effectively accomplish storm water quality 
enhancement objectives need to be answered.  Additionally, since sampling and accurate 
analyses of stochastic loadings such as rainfall-runoff impacted by urban conditions is difficult 
and expensive, the potential to model granulometric characteristics of suspended particulates is 
appealing.  An historical viewpoint has been that the propensity of suspended particulate matter 
is removed from the urban surface during the initial phase of concentrated rainfall-runoff, a so-
called “first flush”.  If this statement were accurate, it would indicate that treatment systems 
should be designed to treat only an initial fraction of the storm water hydrograph while ignoring 
the latter portion of the storm.  However, for overland sheet flow from an “impervious” urban 
surface this traditional concept of a “first-flush” has been called into question for gross indices 
such as TSS mass in contrast to concentration (Sansalone et al. 1998). 
A mathematical description of the first flush has been used to determine the validity of 
the historical first flush assumption for total suspended solids (TSS) in storm water (Sansalone 
and Buchberger 1997).  It was determined that approximately 60% of the normalized TSS load 
was removed from the impervious surface in the first 50% of the storm with the remaining 40% 
of TSS asymptotically approaching unity as the storm progressed to its conclusion.  However, 
the method used evaluated the first flush across the entire particle gradation, represented as TSS, 
not on an individual particle basis.  An understanding of particulate delivery on such a fine scale 
has received little experimental analysis.        
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The need for an understanding of particulate delivery and behavior derives from the fact 
that the solid-water interface plays a crucial role in the transport of many of these pollutants 
(Stumm and Morgan 1996, Sansalone et al. 1998).  Contaminants within storm water bind to 
reactive sites on the surface of heterogeneous suspended particulate matter; suspended matter 
that may be potentially more bio-available and transportable than the coarser settleable fraction.  
Therefore a characterization of granulometric parameters of both the suspended and settleable 
fractions through the use of the power law may prove useful and feasible to describe both the 
particulate loadings and examine the potential for treatment.   
Common Forms of the Power Law 
The power law has been used to describe particle size distributions (PSD) for a diverse 
range of particulate matter.  Treweek (1980) used the power law to predict suspension turbidities 
from the aggregate size distribution while Neis and Tiem (1997) found that particulate mass in 
primary and secondary wastewater effluents followed a power law model.  Pitt et al. (2001) 
found that the power law based on the total suspended solids load could predict flow velocity in 
a variety of upflow filters.  Lawler et al. (1986) used the power law to determine the effects of 
particle size distributions on the dewaterability of anaerobic sludges.   While the power law has 
found applications for a wide variety of situations, the form of the power law used for a given 
analysis varies.  Equations (1) and (2) contain common expressions of the power law as applied 
to particle number density (PND).   
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In (1) the power law is expressed as a position function in which case N(dp) represents 
the number of particles of a given diameter in counts/cm3, α is an index for the total particle 
number density, β is the slope of the log-log transformed data and dp is particle diameter, 
typically in units of µm.  The power law in (1) can also be interpreted as a cumulative particle 
number density function where α is the cumulative particle number density (PND) of all particles 
larger than the reference value R (Bader 1970).  Alternatively, replacing N with dN/d(dp) 
converts the power law into the velocity function expressed in (2).   
The differences in the single power law forms represent one level of distinction when 
applying a power law model.  A second level of distinction is the application of multiple power 
laws across distinct gradation ranges. While Kavanaugh et al. (1980), Lawler et al. (1980) and 
Treweek (1980) examine the use of a single power law across the entire gradation, Jiang and 
Logan (1991), Grout et al. (1998) and Bader (1970) indicate that a multiple power law analysis 
may be more appropriate when considering a range of particle diameters comprised of multiple 
particle populations.   
Granulometric parameters characterizing either suspended or settleable particulate matter 
in storm water runoff, such as the number-volume mean size, lnv or particle number density PND 
can be applied to process selection diagrams.  These diagrams can be used as a design tool to aid 
in determining the predominant solid-liquid separation mechanism.  The granulometric data 
enable the designer to determine the treatment mechanisms and best management practices 
(BMP) that are feasible and to exclude those that are not likely to be effective.   
OBJECTIVES 
The first objective was to determine if particles ranging from 2-µm to 75-µm uniformly 
exhibit a “first flush” behavior based on PND as a function of time.  The second objective was to 
determine if a single power law function or a multiple power law function is the most appropriate 
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method to model PND for this suspended particle size range.  The final objective was to develop 
process selection diagrams to be used in the initial design phase for in-situ storm water control 
and treatment programs to determine which unit operations are likely to be the most effective at 
solid-liquid separation processes for suspended particles in the 2-75-µm range. 
METHODOLOGY 
First Flush Model 
The classical definition of a first flush phenomenon refers to a disproportionately high 
concentration of TSS observed in the early portion of a storm.  A mathematical definition of the 
first flush can be found in (3) through (5) (Sansalone and Buchberger 1997, Helsel et al. 1979). 
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Where M(t) and V(t) are the normalized mass and normalized volume respectively as functions 
of time, ( )tQ  and ( )tC  are the average flow rate and the average concentration during the time 
interval k< n where n is the time coinciding with the last sample collection.  In (3) through (5), 
any consistent set of units is applicable. 
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Cumulative Power Law Model 
Of the three common forms of the basic power law (position, velocity and cumulative), 
the cumulative form was used in this study because each parameter has a clear physical or 
granulometric interpretation.  Additionally, the cumulative distribution allowed identifiable 
indications of changes in suspended particle populations.  When a boundary between suspended 
particle populations was crossed, the cumulative distribution exhibited a change in gradient and 
correspondingly a change in the β value suggesting the appropriateness of a multiple power law 
model in contrast to a single power law model.   
The cumulative power law function can be expressed using any of three common 
granulometric parameters.  The function can be based on particle diameter as shown in (1), 
particle surface area as shown in equation (6) or particle volume as shown in equation (7).   
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Where N is the cumulative PND in cm-3, dp is particle diameter in µm, A is particle surface area 
in µm2, V is particle volume in µm3, αd, αa and αv are the cumulative PND of particles with 
diameter, surface area or volume greater than the reference value, R, of 1-µm, 1-µm2 and 1-µm3 
respectively; and βd, βa and βv are the gradients of the cumulative PND distributions when 
plotted on log-log scales.   
Although VAd ααα ≠≠  and VAd βββ ≠≠  it is not necessary to determine α and β for 
each relationship.  Rather αd and βd should be determined empirically through a least squares 
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approximation, and (8) through (11) can be used to evaluate the values for the remaining 
parameters. 
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Equations (6) and (7) can be utilized to determine the cumulative surface area and 
cumulative volume functions across a range of particle diameters.  The cumulative surface area 
and cumulative volume of the PND function can be determined from (12) and (13) respectively. 
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where Ac is the cumulative area function in µm2, Amax is the surface area of the largest particle of 
interest in µm2, Amin is the surface area of the smallest particle of interest in µm2; Vc is the 
cumulative volume function in µm3, Vmax is the volume of the largest particle of interest in µm3 
and Vmin is the volume of the smallest particle of interest in µm3. 
Taking the limit of (12) and (13) as βA and βV approach 1 respectively yields the solution 
of the cumulative surface area and volume functions for βA =1 and βV =1. 
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Equations (12) through (16) can be used to examine the granulometric parameters of 
suspended particulates in storm water and selection of solid-liquid separation operations.  For 
instance, if contaminant mass transport is related to the total surface area of the particulates in 
suspension, then targeting for separation the fraction of particulates that possess the most 
cumulative surface area is the most effective method of reducing contaminant transport.  The 
cumulative surface area function allows the designer to determine the location of the greatest 
contribution to total surface area (and therefore contaminant mass) by inspecting the value of βd. 
In (12), if βA = 1/2, corresponding to βd = 1, then the total surface area is evenly 
distributed in equally spaced intervals.  For example, if αd = 106 and βd = 1, then, by (8) and (9), 
αA = 1.77 x 106 and βA = 0.5.  The total surface area of particles with diameters from 2-µm to 4-
µm is 6.3 x 106 µm2, which is the same as the total surface area contributed by particles with 
diameters from 10-µm to 12-µm.  However, if αd remains unchanged but βd is increased such that 
βd = 3, (βA = 1.5), the total surface area of particles with diameters from 2-µm to 4-µm decreases 
to 2.36·106-µm2, while the total surface area contributed by particles with diameters from 10-µm 
to 12-µm decreases to 1.57 x 105 µm2; the total surface area contributed by particles with 
diameters from 2-µm to 4-µm is 15 times as great as the total surface area contributed by 
particles with diameters from 10 µm to 12 µm. 
A similar argument holds for the contribution of equally spaced intervals to the total 
volume of particulates in suspension.  If βV = 2/3, corresponding to βd = 2, then the total 
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contribution to the total volume of particulates is evenly distributed in equally spaced intervals.  
However, if βd > 2, then in evenly spaced intervals, volume increases with decreasing particle 
diameter. 
Multiple Power Law Models for Cumulative Particle Number, Surface Area and Volume 
The PND of the 2 to 75 µm suspended particles of each storm event was modeled using 
both a single power law model and a multiple two-power law model.  For the single power law 
model, a single power law was used to model the data for particles of diameter dp such that 2 µm 
< dp < 75 µm.  For the multiple power law, a single power law was applied to particles with 
diameters such that 2 µm < dp < 13 µm.  A second power law model was fit to particles such that 
13 µm < dp < 75 µm since a change in gradient was consistently observed at the 13 µm particle 
diameter for all hydrologic events at this experimental site.  It should be noted that while 13 µm 
consistently separates particle populations from 2 µm through 75 µm at this site, particle 
population characteristics can be different at different sites depending on factors such as 
anthropogenic loadings, surface conditions and pavement type 
While equations (1) and (12)-(15) apply for a single power law distribution, a slight 
modification is required for a multiple power law analysis.   
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Where j represents the power law analysis number.  For instance, if two power law models were 
used to model a gradation, a total of 2 values for α and 2 values of β would be used to model the 
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gradation.  Then j would take on values of 1 and 2 in equations (17) and (18) to correspond with 
the multiple analyses. 
Data Acquisition and Particle Analyses 
Details of the hydrologic data collection can be found elsewhere (Sansalone et al. 1998, 
Sansalone and Buchberger 1997).  Particle diameter and number for evenly spaced discrete size 
increments was determined using a light blocking laser (HIAC-ROYCO) particle analyzer with a 
2 µm to 400-µm range. The sample collection, handling and counting procedure followed 
Standard Method 2560 (Greenburg et al. 1995).   
Process Selection Diagram 
Once the basic particle data were acquired, process selection diagrams for solid-liquid 
separation were developed assuming a particle specific gravity of 2.73-gm/cm3 (Cristina et al. 
2002).  A detailed explanation of the development of the process selection diagram can be found 
in Cristina et al. (2002).  Separation boundaries between each of the solid-liquid separation 
mechanisms are based on a 90% particle removal by mass (separation from the aqueous solution) 
in 1-hour criterion unless noted otherwise.  For the sedimentation region, it was assumed that 
lateral sheet flow is loading a typical trapezoidal channel drainage system with a flow depth of 
30.5 cm in the channel. 
Number-Volume Mean Size and Particle Counts 
The number-volume mean size, lnv, is the weighted average of the particle diameters 
based on both the number of particles in a given size increment and the volume of spherical 
particles of the same size (Kavanaugh et al. 1980).  Since light obscuration sensors yield 
information about the number of particles and the diameters of these particles, the lnv can be 
calculated to determine the lnv from a discretization of particle sizes within the suspension.   
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where Ni is the number of particles in interval i, (cm-3) and li is the diameter of representative 
particles in interval i.  For individual particle increments, lnv,i is simply a measure of the mean 
particle diameter. 
The lnv and Nt can also be determined directly from a cumulative power law fit of the 
data. 
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Where dpmin and dpmax are the smallest and largest particle diameters of interest respectively.  In 
the case of a multiple power law application, (1) and (19) can be used to determine an Nt,i and an 
lnv,i for each power law model.  An overall lnv and Nt can then be determined through the 
application of (18). 
RESULTS 
 “First Flush” or Continuous Mass Delivery 
Throughout the analysis, the nine measured storm events were separated into two 
categories comprised of the mass-limited high runoff volume events and the flow-limited low 
70 
runoff volume events found in Tables 4.1 and 4.2.  Each storm was examined using a “first 
flush” analysis in order to determine if a first flush phenomenon occurred.  Figure 4.1 is a 
temporal comparison of the incremental, normalized cumulative flow volume and the 
incremental, normalized cumulative particle number density (PND).  For clarity, only four 
particle diameters are shown for each plot.  A disproportionately high delivery of particle 
numbers occurs for any portion of the storm during which the cumulative normalized PND 
exceeds the cumulative normalized flow volume.  A continuous flush or delivery of particles 
occurs if the cumulative PND continuously exceeds the cumulative volume.  All storm events in 
this study exhibited at least a partial first flush for some particle diameters. 
Table 4.1 Number-limited high runoff volume events. 
Event  8-Apr-95 18-Jun-96 7-Jul-96 8-Aug-96 12-Jun-97
Runoff duration, min 288 76 60 52 24 
Runoff volume, L 5439 2779 9643 3877 464 
Mean flow per unit width, L/min/m 0.94 1.83 8.04 3.73 0.97 
Mean residence time, min  1.7 2 1.5 3 5.2 
Rainfall depth, mm  25 11.3 40.4 14.1 2 
Mean rainfall intensity, mm/hr  1.1 2.3 52.6 29.5 3.1 
Vehicles during storm  --- 6496 9643 3897 616 
Time to peak, min 152 42 19 19 15 
Peak Flow, L /min 355 244 322 391 77 
Rainfall duration, min  295 63 50 51 20 
 
Mass-limited, high runoff volume events typically exhibited a continuous flush that 
transported 80% of the total PND in the first 60% of the storm’s duration.  Flow-limited low 
runoff volume events typically exhibit a partial first flush where the particle mass incrementally 
increased throughout the duration of storm.  For the flow-limited events, 80% of the PND was 
not typically expressed until the storm was nearly complete.  The one notable exception is the 
event on 12 June 1997.  However, the average volumetric flow rate during the 12 June 1997 
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event approached 1 L min-1 m-1 of drainage width, close to a mass-limited high runoff volume 
event. 
Table 4.2 Flow-limited, low runoff volume events. 
Event  30-Apr-95 21-May-96 25-Nov-96 16-Dec-96 
Runoff duration, min 100 22 146 324 
Runoff volume, L 211 97 216 269 
Mean flow per unit width, L/min/m 0.11 0.22 0.07 0.04 
Mean pavement residence time min  7.2 6 8 15 
Rainfall depth, mm  1 1 3.1 3.4 
Mean rainfall intensity, mm/hr 0.5 0.6 1.9 1.1 
Vehicles during storm --- 2203 10148 8970 
Time to peak, min 75 119 25 49 
Peak Flow, L /min 8 14 9 4 
Rainfall duration, min  109 35 150 340 
 
In order to illustrate the delivery behavior for all particles ranging from 2-µm to 50-µm, 
the ratios of the areas under the total normalized PND and total normalized flow volume curves 
were computed for each 1-µm increment and the results were plotted in Figure 4.2.  Ratios 
exceeding 1.0, indicate, an average flush for a given particle diameter throughout the duration of 
the storm.  However, the results of Figure 4.2 do not indicate that a continuous flush occurred for 
all events for all particles.  From Figure 4.2, it can be seen that mass-limited high runoff volume 
events in general exhibited a continuous disproportionate delivery for nearly all particle 
diameters investigated, while low runoff volume events tended to express, on average, a 
disproportionate delivery less frequently with only one storm exhibiting a continuous flush of 
particle number for all particle diameters studied. 
Single Versus Multiple Power Law 
Nine rainfall-runoff events were examined and the PND for each event was modeled 
using both a cumulative single power law and a cumulative multiple two-power law consisting of  
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Figure 4.1 First flush of particulate matter as a function of normalized time.  The analyses in the 
left column represent flow-limited events and number-limited events are located in the right 
column. 
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Figure 4.2 First Flush of particulate matter ranging from 2-µm to 50-µm. 
 
one model for particles ranging from 2 µm to 13 µm and a separate power law model for 
particles ranging from 13 µm to 75 µm.  While multiple power laws beyond the two-power law 
model were examined, (i.e. three and four-power law models) the improvement that such models 
provided compared to the two-power law model rapidly diminished at the expense of greater 
complexity for the narrow suspended size range examined. The average αd, βd, coefficient of 
determination, r2, and number of samples, n, for each storm event can be found in Tables 4.3 
through 4.5.  Analysis of the β values for the coarse and fine fractions indicated a statistically 
significant difference in the slopes (P < 10-49).  
The first measured sample of four storm events was plotted in Figure 4.3 and the single 
and multiple power law estimations were superimposed over each plot.  The difference between 
the two models is not readily apparent on log-log scales.  Furthermore, the coefficients of 
determination for both the single power law and the multiple power law always exceeded 0.85 
and were typically in excess of 0.95 for both the single and the multiple power law analyses.   
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Table 4.3.  Mean and relative standard deviation (RSTD) for αd and βd using a single power law 
to model particles from 2-µm to 75-µm. 
Event Mean αd
RSTD 
αd Mean βd
RSTD 
βd n 
8-Apr-95 2.60E+09 1.49 3.47 0.06 27 
30-Apr-95 2.20E+09 0.42 3.39 0.04 21 
21-May-96 2.10E+08 0.54 2.94 0.06 7 
18-Jun-96 3.70E+08 1.09 2.9 0.06 27 
7-Jul-96 7.80E+07 1.55 2.79 0.07 25 
8-Aug-96 1.00E+08 0.96 2.99 0.05 20 
25-Nov-96 9.30E+08 0.49 3.46 0.05 19 
16-Dec-96 3.90E+08 0.32 3.07 0.04 12 
13-Jun-97 3.40E+08 0.52 3.29 0.1 13 
All Events 9.60E+08 1.95 3.16 0.1 171 
 
Table 4.4.  Mean and relative standard deviation of the parameters αd and βd using a single power 
law to model particles from 2-µm to 13-µm 
Event 
Mean 
αd 
RSTD 
αd 
Mean 
βd 
RSTD 
βd 
Mean 
r2 
8-Apr-95 1.3E+8 0.80 1.86 0.18 0.97
30-Apr-95 1.1E+8 0.59 1.51 0.16 0.94
21-May-96 7.9E+7 0.30 2.39 0.11 0.98
18-Jun-96 1.1E+8 0.90 2.22 0.19 0.99
7-Jul-96 1.6E+7 1.26 1.92 0.14 0.99
8-Aug-96 1.5E+7 0.72 1.89 0.21 0.99
25-Nov-96 2.8E+8 0.47 2.66 0.10 0.98
16-Dec-96 1.9E+8 0.15 2.66 0.10 0.99
13-Jun-97 9.3E+7 0.17 2.64 0.19 0.98
All Events 1.1E+8 0.97 2.12 0.24 0.98
 
Table 4.5.  Mean and relative standard deviation of the parameters αd and βd using a single power 
law to model particles from 2-µm to 13-µm. 
Event Mean αd
RSTD 
αd 
Mean 
βd 
RSTD 
βd 
Mean 
r2 
8-Apr-95 8.32E+11 2.49 4.68 0.09 0.99 
30-Apr-95 2.05E+11 1.08 4.49 0.08 1 
21-May-96 6.86E+08 1.53 3.05 0.12 1 
18-Jun-96 3.11E+09 1.44 3.23 0.12 0.99 
7-Jul-96 2.13E+09 2.03 3.47 0.12 0.99 
8-Aug-96 1.65E+11 4.16 3.86 0.16 0.99 
25-Nov-96 5.33E+09 1.07 3.74 0.1 0.99 
16-Dec-96 6.43E+08 0.88 3.07 0.1 1 
13-Jun-97 4.11E+09 1.43 3.63 0.13 0.98 
All Events 1.79E+11 5.05 3.8 0.18 0.99 
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The superiority of the multiple power law over the single power law is not made evident until 
comparisons are made between the measured PND and those predicted by both the single and 
multiple power law models.   
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Figure 4.3 Measured PND and PND estimation based on the use of a single (SPL) and multiple 
power law (MPL) respectively for four measured storm events. 
In order to compare the performance of the single and the multiple power law models, the 
measured PND was used to compute an estimated SA and V of the particles in suspension 
assuming spherical geometry.  Then, both the single and multiple power laws were used to 
estimate the PND, SA and V of each gradation.  The ratios between the values predicted through 
the application of the power law and the measured values are plotted in Figure 4.4.  On average, 
the use of a single power law leads to an overestimation of PND by a factor of 4.4 times the 
measured value while the use of a double power law model overestimates the PND by an average 
of only 1.6 times the measured value.  When comparing the total SA, the single power law model 
estimates an average 1.46 times the calculated SA while the multiple power law estimates only 
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1.05 times the calculated value.  Finally, for total V across the entire gradation, the single power 
law estimates an average of only 90% of the calculated V while the double power law estimates 
an average of 99% of the calculated V.   
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Figure 4.4 Comparison of a single power law model versus a double power law for PND, SA 
assuming spherical particle geometry. 
Since the multiple power law models consistently outperformed the single power law 
models in the areas of interest to this study, the multiple power law was used to determine the 
cumulative SA and V based on PND.  Figure 4.5 contains a plot in which the mean αd and βd for 
all measured storms was used to compute SA and V with error bars indicating one standard 
deviation in the value of βd.  While the coarser fraction contributed an average of 5% to the total 
PND for particles between 2 and 75-µm, it contributed an average of 42% to total SA and 76% to 
the total V of the gradation.   
Process Selection Diagrams 
Figure 4.6a contains individual measurements from discrete samples for both mass-
limited, high runoff volume events and for flow-limited, low runoff volume events.  All samples 
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Figure 4.5 Cumulative PND, SA and V as a function of particle diameter assuming spherical 
particle geometry. 
 
indicated that sedimentation could remove 90% of particulate matter, by mass, with a detention 
time of 120 minutes in a typical roadway drainage system; a linearly extended trapezoidal 
channel loaded by lateral pavement sheet flow.  In order to determine the effects of the power 
law parameters on the solid-liquid separation process, three more plots were created using a αd 
ranging from 104 to 108 and βd values including 1, 2, 3, 4 and 5.  For this analysis, each of three 
gradations was considered.  Figure 4.6b depicts the entire gradation from 2-µm to 75-µm.  Figure 
4.6c contains the fine fraction of particles ranging from 2-µm to 13-µm and Figure 4.6d contains 
the coarse gradation from 13-µm to 75-µm.   
From Figures 4.6b through 4.6d, it was determined that for αd = 104, direct filtration is the 
selected solid-liquid separation process for all values of βd investigated.  As αd increases to 106, 
the value of βd dictates whether direct filtration, shear coagulation or sedimentation will be the 
dominant process.  As αd is increased further to a value of 108, shear coagulation and 
sedimentation dominate the solid-liquid separation process regardless of the value of βd.  In 
Figure 4.6c it can be seen that particles ranging from 2-µm to 13-µm show similar behavior to 
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 Figure 4.6.  Process selection diagrams for suspended solids from nine-measured storm water 
events illustrating the effects of α and β within a process selection diagram.  Diagrams are based 
on measured particle density of 2.73 gm cm-3, and lateral sheet flow to a linearly-extended 
trapezoidal basin with base width of 61 cm, depth of 30.5 cm and side slopes of 4:1 (H:V).   
the entire gradation as a function of αd and βd.  However, particles ranging from 13-µm to 75-µm 
behave quite differently than the other gradations.  The most noticeable difference is the lack of 
data points corresponding to an αd value of 104 and βd values of 4 and 5.  In any gradation of 
particles, there exists a maximum particle size.  In power law models, the maximum size is 
dictated by the value of βd.  As βd increases, the maximum particle diameter decreases.  For αd = 
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104 and βd = 4 or 5, the power law model predicts less than 1-particle/cm3.  Since the log of a 
number less than 1 is negative, the data points do not show on the plot.  However, as in both the 
other plots, various combinations of αd and βd indicate that the loadings are most amenable to 
direct filtration or shear coagulation. 
CONCLUSIONS 
While a disproportionately high and in many cases continuous delivery of particulate 
mass was measured in nearly all storm events, only events with an average volumetric flow rate 
approaching 1 L min-1 m-1 of drainage width exhibited a rapid removal of all particulate matter.  
The consequence of this observation is that for considerations of particle separation the entire 
storm event may require capture and treatment not solely the initial runoff as would be suggested 
using a concentration “first flush” rule-of-thumb.   
The particle number density (PND) of all particulates can be modeled with a cumulative 
power law.  While a single power law reasonably represented granulometric characteristics of 
storm water particulates, and in theory a continuously size-based power law is the most accurate 
representation; within the given suspended particle size range (2 to 75 µm) a multiple power law 
provided reasonable simplicity and accuracy for total PND, surface area and particulate volume.  
The surface area estimate is particularly important.  Since the single power law model estimates 
SA far in excess of the available SA, determinations based on the single power law may lead to 
the conclusion that it is necessary to remove finer particles than is truly necessary.  Therefore, 
the use of the multiple power law is recommended.  However, the break point, the location at 
which the slope of the cumulative PND changed, for the multiple power law analysis was located 
at dp = 13-µm.  It is likely that this break point is site specific.  Therefore, an analysis of each site 
is appropriate when applying the multiple power law analysis. 
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The development of process selection diagrams for the nine measured storms all led to 
the same conclusion.  The combination of number-volume mean size and total PND indicate that 
sedimentation can remove 90% of the particulate matter with a detention time of 120 min in a 
typical roadway drainage facility.  Even for a wide range of simulated αd and βd, it was found 
that, for particles ranging from 2-µm to 75-µm either direct filtration, shear coagulation or 
sedimentation would be required.  However, it is important to note that the separation diagrams 
shown in Figure 4.6 apply to the specific geometry, particle granulometry and assumptions used 
to create the diagrams.  Changes in the assumptions, particle granulometry or the geometry of the 
treatment facility will result in different conclusions.  Therefore, process selection diagrams 
should be constructed for each application of solid-liquid separation. 
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CHAPTER V SELECTION OF POWER LAW MODELS FOR NON-COLLOIDAL 
URBAN RAINFALL-RUNOFF PARTICLES 
 
INTRODUCTION 
Anthropogenic activities in the environment, such as vehicular transport are significant 
sources of particulates (Pratt et al. 1987, Grottker 1987).  Once generated, particles provide 
binding sites and a mobile substrate for transport of reactive constituents (Stumm and Morgan 
1996, Ball et all 1991, Thomann and Mueller 1987).  Consequently, modeling particle number 
density (PND), granulometric mass or constituent mass as a function of size gradation is an 
important task when examining the role of particles in the environment. 
Power law forms can be used to model these particle gradations.  Particle power law 
models (PLMs) have been used for rainfall-runoff and snowmelt (Cristina and Sansalone 2003, 
Cristina et al. 2002).  PLMs have been used to examine water solid/liquid separation processes 
(Kavanaugh et al. 1980).  PLMs have also found application in wastewater research and 
treatment controls (Lawler et al. 1986, Treweek and Morgan 1980, Neis and Tiem 1997).  For 
some gradations, consisting of multiple particle populations, a multiple PLM of single PLMs for 
discrete size ranges has been found to be a more accurate representation of the overall gradation 
(Grout et al. 1998, Bader 1970).  While PLMs have many applications other than particulate 
PNDs, PLMs have several specific forms for particulate PNDs.  This suggests the need to 
examine the selection of power law forms when modeling PND.  Three common forms of the 
power law for modeling particulates as dry granular material or entrained in fluid are the point 
(PF), cumulative (CF) and differential (DF) functions summarized in (1) to (3), respectively.   
pβ
ppi dαN
−=           (1) 
cβ
pcc dαN
−=           (2) 
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( ) βpp dαdd
dN −=           (3) 
In (1), Ni is the number of particles per increment (in this case per size increment, i) with the 
increment characterized by dp, αp is a scaling parameter ({number of particles}/µmβp), βp is the 
dimensionless exponent and dp is particle diameter in µm.  In (2), Nc is the cumulative number of 
particles with diameter larger than dp, αc is a scaling parameter in ({number of particles}/µmβc) 
and βc is a dimensionless exponent.  In (3), dN/d(dp) is the differential change in number of 
particles over a differential change in particle diameters, dp  in {number of particles}-µm1-β.  This 
derivative is approximated with ∆N/∆dp in practice where ∆N/∆dp is the change in the number of 
particles over the width of a particle size increment ∆d (µm).  The scaling parameter α represents 
the rate of change of number of particles when dp = 1 µm and β is again a dimensionless 
exponent.   By integrating (3), βc and β as well as αc and α can be related.   
1ββc −=            (4) 
1β
α
α c −=            (5) 
OBJECTIVES 
This study examined power law forms to model particle number distribution (PND) and 
mass in urban rainfall-runoff.  PLMs were examined for urban rainfall-runoff under three 
common measurement scenarios for particulates.  The particle size classes encountered are 
colloidal (< 1 µm), suspended (1 - ~ 25 µm), settleable (~ 25 – 75 µm) and sediment (> 75 µm).  
Analysis of coarser particles (sediment) is typically performed with a mechanical sieve analysis.  
Since various sets of sieve increments can be configured and a number of common protocols 
exist, the first objective was to evaluate PLMs to replicate the sediment gradation mass based on 
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data from selected sets of sieve increments.  This measurement scenario was based on dry sieved 
mass for the gradation ranging from 75 µm (#200) to 9500 µm (3/8-inch) for sieve data.  For the 
suspended and settleable ranges of particles two methods of laser-based measurement scenarios 
for these particles in aqueous suspension were also analyzed.  From laser-diffraction and laser-
obscuration data (particle volume per size increment), PLMs of PND (determined from particle 
volume data) were evaluated.  Since such optical data are generally measured in linear or 
logarithmic increments, PLMs were evaluated for both scales.  The second objective was to 
evaluate each PLM to replicate particle gradation cumulative volume.  Finally, PND are used to 
study coagulation-flocculation (CF) mechanisms using laser-based data on linear or logarithmic 
increments of particle diameters.  The final objective was to evaluate each PLM to replicate 
particle gradation cumulative volume for temporal rainfall-runoff under a constant velocity 
gradient without addition of a coagulant or flocculant. 
METHODOLOGY  
PLM Assumptions and Methods 
The first step in applying any PLM to simulate PND or mass is the estimation of the 
number of particles (or mass) per increment in the gradation from the measured data.  Typically, 
data are collected by mechanical sieve analyses, generally as particle mass per sieve size 
increment, or by laser-based analyses, expressed as a volume concentration such as µL of 
particles per mL (or liter) of solution.  The number of particles in a given particle size increment 
is then estimated by dividing the total mass (or volume) of particles within the range by the mass 
(or volume) of a single particle of median diameter (d50i) for the increment.  Once the number of 
particles per increment has been estimated, any of the PLMs can be applied to model PND.  
However, it should be recognized that each PLM has differing assumptions and applicability. 
The PF assumes all particles in a size increment have diameter of the median particle 
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diameter based on the gradation interval endpoints (d50i) as opposed to assuming that d50i 
estimates the particle number in the increment.  This argument can be reinforced by analogy to 
the use of stage-discharge relationships in hydrology (Singh 1996).  The stage-discharge 
relationship provides no indication of mechanism.  It simply relates discrete point measurements.  
Similarly, the PF relates discrete values of particle number to representative particle diameter.   
The PF is the most direct of the three PLM to apply.  A linear regression on log-log 
scales is performed with the median particle diameter per particle size increment as the 
independent variable and the particle number per increment as the dependent variable.  The PF is 
not continuous.  Therefore the PF can only be evaluated at the points used in the PF calibration.  
Since the PF assumes that all particles in a size increment have a diameter of d50i, the accuracy of 
PF improves with smaller and more frequent size increments.  
The CF also uses the d50i to estimate the number of particles within a gradation interval.  
However, parameters are estimated regressing the minimum particle diameter of the increment 
(d1) on the independent axis and the cumulative number of particles on the dependent axis with 
the accumulation of particle number proceeding from larger to smaller size particles.   The CF is 
a continuous function and the model parameters have physical significance tied to the specific 
application such as mass, surface area, PND, etc.  Since the CF is continuous, conclusions can be 
reached for increments that do not coincide with those used in the model calibration.  
Additionally, summing the number of particles tends to reduce the natural variability in particle 
number per increment.  In practice, all particles with diameters greater than 0 or for truncated 
distributions from 0 through a chosen dmax contribute to the cumulative number.   
The CF is generally a truncated form of the power law as it is used in practice since for 
most applications there is a dmin and dmax.  For example, if dmax is the largest particle of interest, 
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then there are αcdmax- βc fewer particles included in the estimate than would be counted for the 
continuous PLM.  A truncated CF for PND with a truncation at the particle diameter dmax, would 
then be expressed as: 
( )cc maxpcc ddN β−β− −α=        (6) 
The DF is the differential form of the CF, and parameters of the DF are quantitatively 
different from the CF.  The DF assumes that a representative particle can be used to estimate the 
change in PND over a given increment.  The number of particles per increment is divided by the 
width of the increment, in µm, and parameters are determined by regressing the change in 
particle number on the dependent axis against d50i of the increment on the independent axis.  The 
DF is continuous and hyperbolic so inferences can be made regarding particles sizes not utilized 
in the calibration, within the calibration limits.  
PLM Error Assessment  
The sources of error when modeling particle gradations are random, experimental and 
model.  Our focus is model error.  In this study we define model error as the discrepancy 
between the number of particles within a gradation interval and the number of particles estimated 
to be in the gradation through the use of a representative particle diameter,dr.  In addition to the 
error arising from the use of, for example the median diameter particle between two successive 
sieve sizes (d50i), results from the CF are potentially subject to truncation error, depending on the 
level of truncation and the granulometric index of interest.   
In order to evaluate the effects of model error on the estimation of power law parameters, 
synthetic data were generated from a hypothetical particle gradation that is perfectly represented 
by the DF form of the PLM.  The equations presented are based on the DF.  Parameters 
determined from the CF can be used in these equations provided that the CF parameters are 
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converted to equivalent DF parameters using Equations (4) and (5).   
Particle data are typically collected in terms of a mass (e.g. mechanical sieve) or volume 
(e.g. laser-based techniques) of particles.  In order to model PND, the collected data must be 
converted to PND after which linear regression can be used to estimate the power law parameters 
for the gradation.  The measured gradation volume or mass is converted to particle number 
through the use of Equation (7). 
3
r
i,t
est,i d
V6
N π=
          (7) 
where Ni,est is the estimated number of particles within the ith gradation interval and is 
dimensionless. Vt,i is the volume of particles within the ith gradation interval, as determined from 
a particle analyzer, and is in units of L3.  If, instead of a particle analyzer, a sieve analysis is 
used, then Mi, the mass of particles per gradation, would replace Vt,i and the denominator of 
Equation (7) would include the particle density.  The parameter dr is a representative particle 
within the interval and can be expressed as: 
1
21
r k
ddd +=           (8) 
where dr is the representative particle (L), and k1 is a constant such that (1+d1/d2) < k1 < 
(1+d2/d1) and d1 and d2 are the endpoints of the interval with d2 > d1.  If k1 = 2, then dr = d50i, the 
median diameter particle of the interval. 
A step by step analysis of the methodology used to estimate power law parameters can 
show the model error contributed by the assumption that dr can be used to estimate the number of 
particles in a gradation that is truly represented by a power law.  The first step in this error 
analysis was the generation of “data.”  The cumulative volume of the particle gradation, 
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represented as a DF, can be expressed as: 
∫= 2
1
d
di,t dNVV          (9) 
where Vt,i is the volume of particles within the ith gradation interval and is identical to Vt,i in 
Equation (7), V is the representation of a single particle within the gradation in units of L3, and 
d1 and d2 are the smallest and largest particle diameters within the gradation interval of interest, 
respectively, in units of L. 
A general solution for the cumulative volume of particles within a given gradation 
increment can be determined by integrating Equation (9).  The cumulative volume of the 
gradation is expressed as: 
( )( )β−β− −β−
πα= 4142i,t dd46V
       (10) 
Equation (10) was used to generate the “data” that was, in turn, used to determine the 
error in particle number associated with the use of dr to estimate the particle number per 
gradation interval.  Substitution of Equation (10) into Equation (7) results in the following 
estimate of the number of particles within a gradation interval if all particles are of diameter dr: 
( )321
4
1
4
2
3
1
est,i dd
dd
4
kN +
−
β−
α=
β−β−         (11) 
If all particles within a gradation interval have diameter dr, then Ni,est is not only an 
estimate, it is the number of particles within the gradation interval. However, if all particles 
within a gradation interval do not have diameter dr, then Ni,est may only be an approximation of 
the number of particles within that interval.  In that case, the error is defined as the discrepancy 
between the actual number of particles within the gradation interval (Ni,actual) and Ni,est.  The error 
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can be generally expressed as 1 – Ni,est/Ni,actual where is Ni,actual is determined by integrating 
Equation (3).  This error expression, εN, for particle number (similar procedure for mass) is: 
( )
( ) ( ) ( )3211112
4
1
4
2
3
1
N
dddd
dd
4
1k1 +−
−
β−
β−−=ε β−β−
β−β−      (12) 
The optimum value of k1, the value for which εN = 0 can be determined by equating εN to 
zero and solving for k1.   
( )( ) 31
4
1
4
2
3
21
1
1
1
2
1 dd
dddd
1
4k 


−
+−
β−
β−= β−β−
β−β−       (13) 
The value of k1 determined in Equation (13), when used in conjunction with Equation (8), 
gives the ideal value of dr to be used for any fraction of the gradation.  However, Equation (13) 
shows that k1 is a function of β, d1 and d2.  A second constant can be introduced in order reduce 
the number of variables in Equation (13).  The resulting, equivalent form, of Equation (13) can 
be expressed as: 
( )( ) 31
4
2
3
2
1
2
1 1k
k11k
1
4k 


−
+−
β−
β−= β−
β−       (14) 
where k2 is a constant such that d2 = (k2)(d1). 
The introduction of k2 allows the limit of k1 as k2 approaches one to be calculated, which 
is equivalent to saying the limit of k1 as the interval width approaches zero.  Using l’Hospitale’s 
Rule, the limit of k1 as the interval width approaches zero is two.  In other words, as the interval 
width approaches zero, the dr resulting in zero model error is d50i. 
Figure 5.1 shows this finding graphically for three values of the DF exponent β.  There 
are three plots in Figure 5.1 showing the optimum value of k1 for three intervals including 10 µm  
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Figure 5.1 Ideal value for the parameter k1 in Equation (8) as a function of interval width and the 
power law exponent β.  The ideal value of k1 results in zero model error when a representative 
particle, dr, that is based on k1, is used to estimate the number of particles in an interval from 
measured quantities of either gradation mass or gradation volume. 
through 30 µm (top left), 60 µm through 90 µm (bottom left) and 200 µm through 250 µm (top 
right). For each of these plots, the optimum value of k1 approaches a value of two as the interval 
width approaches zero (k2 approaches one) independent of both the location of the interval in 
question relative to the entire gradation of particles, and of the value of the DF exponent β.   
Since d50i is the limiting particle diameter, Equation (12) can be recast to reflect this 
change for two measurement techniques.  The first technique is linear interval spacing, while the 
second is logarithmic interval spacing.  The error terms are expressed as: 
( ) β−β−
β−β−
−
−
β−
β−−=ε 1
1
1
2
4
1
4
2
3
i50
N dd
dd
4d
11
      (15) 
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4
11
     (16) 
where c is a constant for the logarithmic spacing such that the width of any interval is equal to 
the product of the constant c and d50i.  It should be noted that the error for the logarithmic 
interval spacing is independent of d50i though still a function of the exponent β. 
The preceding discussion focuses on the number of particles per interval.  However, the 
use of the DF requires an estimate of the change in particle number across an interval.  In order 
to use the DF, the number of particles per increment, Ni,est, must be divided by the width of the 
increment yielding the following estimate of ∆N/∆d: 
( ) 12
4
1
4
2
3
i50p
est,i
dd
dd
4dd
N
−
−
β−
α=∆
∆ β−β−       (17) 
where ∆Ni,est/∆dp is the estimated change in particle number over a given increment and all other 
terms are as previously defined. 
Use of Equation (15) in conjunction with Equation (3) yields the following error that is 
introduced into the model through the use of d50i for the estimation of dN/d(dp) using ∆N/∆dp for 
both linear and logarithmic interval spacing, respectively. 
( ) 12
4
1
4
2
3
i50
dN dd
dd
4d
11 −
−
β−−=ε
β−β−
β−
      (18) 
( ) ( ) ( )[ ]β−β− −−+β−−=ε 44dN 2/c12/c14c 11
    (19) 
where εdN is the error per increment for the DF and all other terms are as previously defined. 
Since the error rates are defined by Equations (15) and (16) for estimating Ni,est and by 
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Equations (18) and (19) for estimating ∆Ni,est/∆dp, correction terms can be defined to correct the 
estimates of Ni,est and ∆Nest/∆d, respectively, for model error.  The expressions are: 
( ) 1Nest,ii 1NN −ε−=          (20) 
( ) ( ) 1dNp
est,i
p
i 1
d
N
dd
dN −ε−∆
∆=        (21) 
The arguments for the above derivations seem circular in so far as it is assumed that the 
value of β is not known prior to analysis, yet the error correction terms involve the use of the 
exponent β.  For the application of the correction factors, parameter estimation for the PLM is 
performed in an iterative process.  The first iteration involves estimating either Ni,est or ∆Ni,est/∆d 
followed by parameter estimation using least squares analysis on a log-log scale.  The value of β 
determined from these initial estimates is then used in Equation (20) or (21), as appropriate, to 
correct the initial estimates of Ni,est or ∆Ni,est/∆d determined in the first iteration.  The second 
iteration involves using the corrected values of Ni,est or ∆Ni,est/∆d to again estimate PLM 
parameter values.  A detailed example of this process can be found in the sample application. 
Particle Analyses 
Rainfall-runoff samples analyzed by laser diffraction were collected at an experimental 
rainfall-runoff monitoring site located in urban Baton Rouge, LA.  A detailed description of the 
site and the collection procedures along with QA/QC can be found elsewhere (Dean et al 2004).  
Particle volume distributions (PVD) for the Baton Rouge site were measured using a LISST 
portable particle analyzer manufactured by Sequoia Scientific, Inc.  The instrument measures 
PND for each of 32 logarithmically spaced particle size ranges with the width of each increment 
equal to (c)(d) with c = 0.165.  The d50i for each of the 32 particle classes ranged from 1.36 µm to 
230 µm with a lower bound of 1.2 µm and an upper bound of 249 µm.  Rainfall-runoff samples 
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analyzed by light obscuration were collected at an experimental rainfall-runoff monitoring site 
located in urban Cincinnati.  A detailed description of the site and the collection procedures 
along with QA/QC can be found elsewhere (Sansalone et al. 1998, Sansalone and Buchberger 
1997).  Particle size distributions (PSDs) for evenly spaced discrete size increments were 
determined using a HIAC-ROYCO particle analyzer with a 2 µm to 400-µm range. The sample 
collection, handling and counting procedure followed Standard Method 2560 (Greenberg et al. 
1995).   Algorithms for both instruments assumed that all particles have solid, spherical 
geometry and report the particle volume concentrations (µL/L).  Volume concentration data were 
converted to PND using Equation (7).   
Particle analyses with mechanical sieves followed ASTM D 421 (ASTM 1990).  
Deviation from ASTM D 421 in this study was the inclusion of additional sieve sizes ranging 
from the #4 (4750-µm) through the #200 (75 µm).  The number of particles for each size class 
was determined through the use of Equation (7) and the assumption of a constant particle density 
ρs = 2.65 gm cm-3.   
Several combinations of the sieves were used to examine the number of sieves required 
for particulate modeling.  The first combination included sieve diameters of 4750, 2000, 1400, 
850, 600, 425, 300,250, 181, 150, 106 and 75 µm.  The ASTM D 421 protocol requires the 4750, 
2000, 850, 425, 250, 106 and 75 µm sieve sizes (ASTM 1990).  The USCS protocol included 
sizes 4750, 2000, 425 and 75 µm sizes (Das 2000).  The final combination investigated was the 
series of sieves used by studies by Stone and Marsalek (1996) that included the 2000, 500, 250 
and 63 µm sizes.  There were some minor differences in sieve sizes used in this study and the 
work of Stone and Marsalek.  Differences included replacement of the 500 µm sieve with the 425 
µm sieve and the use of 75 µm as a common endpoint for all analyses. 
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RESULTS 
The study examined the process of modeling non-colloidal particles, in urban rainfall-
runoff, using each of the three commonly employed forms of the power law model.  The goal of 
this examination was to determine if a method for reducing model error for these PLMs could 
lead to appreciably more accurate parameter estimates based on a sum-of-squares-error analysis 
(SSE) between measured and modeled values of specific gradation indices (mass and PND).  The 
specific index for each analysis varied with the measurement technique, either mechanical sieve 
analysis for the sediment fraction (> 75 µm) or laser-based particle analysis of the settleable and 
suspended fractions (1 to 75 µm).  Cumulative gradation mass was the index of interest when 
PND was determined for the sieved sediment fraction, and cumulative, gradation volume was the 
index of interest when PND was determined from the two types of laser-based analysis of the 
settleable and sediment fractions.   
The magnitude of model error was first determined from an analysis of hypothetical 
gradations – gradations that are perfectly represented by power law models with known DF 
parameters α and β.  Figure 5.2 summarizes the model error per increment, introduced through 
the use of the median particle diameter in an increment (d50i) to estimate either the PND per 
increment or the gradient of the PND per increment for three measurement scenarios.  These 
measurement scenarios where represented by two different sets of mechanical sieves and two 
different laser-based analyses with differing spacing.  The d50i was used as the representative 
particle diameter for each of these scenarios.  The upper left plot of Figure 5.2 contains the error 
per increment for a logarithmic increment spacing with logarithmic constant c = 0.16512.  
Although the error is constant for a given value of β, the magnitude of the error varies for both εN 
and εdN as a function of β.  The lower left plot in Figure 5.2 contains the same error analysis with  
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Figure 5.2 Model errors per size gradation increment introduced as a result of using d50i to 
estimate the number of particles in the gradation interval.  The plots show the error in both the 
number of particles (εN) and the error in the estimate of the PND gradient (εdN) for logarithmic 
spacing, linear spacing using 5-µm increments and two separate sieve analyses.  The particle size 
classes encountered are suspended (1 - ~ 25 µm), settleable (~ 25 – 75 µm) and sediment (> 75 
µm).  The data in these plots were generated by hypothetical gradations with known values of the 
power law exponent β shown in legend. 
the exception that the increment spacing is a constant value of 5 µm.  The absolute magnitude of 
the error tangentially approaches zero for all examined values of β, as a function of increasing 
d50i.  The remaining two plots on the right side of Figure 5.2 show the error analysis applied to 
two separate mechanical sieve analyses.  The difference between the two sieve analyses is the 
inclusion of additional sieve sizes for the full stack of sieves as compared to the ASTM D 421 
set.  The smaller the spacing between sieve sizes, the lower the model error introduced through 
the use of d50i.  
Based on Figure 5.2, it would be expected that reductions in SSE based on cumulative 
mass (volume) could be achieved by correcting for model error for the sieve analyses for all 
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values of the power law exponent β examined.  The SSE of the 5-µm spacing could benefit from 
model correction for some values of β.  However, the low error associated with the majority of 
increments indicates that reductions in SSE will be somewhat lower when compared to ASTM D 
421 and the full set of sieves.  Finally, the SSE of the logarithmic spacing would not be expected 
to show great improvement for any of the examined β values.  It should be noted that other 
methods of collecting particle mass with a differing number of sieves would yield different 
values for the error per interval.  Similarly, smaller linear spacing would also yield lower errors 
per interval and a smaller logarithmic constant c would yield lower error per interval.  However, 
the above-mentioned methods coincide with data collected at these interval spacings and, as 
such, can be verified herein.  With these findings in mind, it is now possible to examine data to 
determine if the data behave similarly to the expectations. 
PLM Evaluation for Sediment-Size Particles (dp > 75 µm) 
The first scenario investigated for the use of PLM for modeling urban runoff particulates 
was for the sediment-size particles in the gradation.  Power law parameters were estimated for 
particulate mass collected at each of two urban rainfall-runoff sites.  The sites are located in 
Cincinnati, OH and Baton Rouge, LA.  Particle diameters ranged from 75 µm to 10,000 µm and 
were separated using standard wire-mesh sieve sizes.  For each of the sites, the gradation mass 
collected was normalized to 1000 gm of dry granulometric mass to facilitate the comparison of 
the power law parameters.  Plots of these data along with parameter values for each of the 3 
PLM can be found in Figure 5.3 for the first iteration of parameter estimation. 
When fitting PLM parameters to measured or modeled PND for each of the 3 PLMs the 
coefficients of determination (r2) were all greater than 0.98 based on PND.  The r2 relates the  
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Figure 5.3 PLM fits for storm water particles ranging in diameter from 75 µm through 10,000 
µm collected at two separate experimental facilities.  Data were collected via a mechanical sieve 
analysis using a full stack of sieves (Sansalone et al. 1998).  Data points in plots represent 1st 
iteration of Ni,est, dNi,est/d(dp) and Nc without correction for model error.  The PF is plotted with 
d50i on the independent axis and Ni on the dependent axis.  The DF is plotted with d50i on the 
independent axis and dNi,est/d(dp) on the dependent axis.  The CF is plotted with d1, the 
minimum-sized particle per gradation interval, on the independent axis and Nc on the dependent 
axis.  Only the 1st iteration is shown for explanatory purposes.  The first iteration is shown for 
explanatory purposes. 
modeled PND to the initial estimated number of particles per interval (Ni,est), but Ni,est contains 
the model error introduced through the use of d50i.  Therefore, an analysis of the SSE between 
modeled and measured cumulative mass was also carried out.  In Figure 5.4, cumulative 
gradation mass, and plotted against the measured, cumulative gradation mass for each of the 
PLM.  A comparison of model performance, based on the SSE between cumulative predicted  
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Figure 5.4 Mass balances for three PLM based on 1st iteration parameter values.  Data were 
collected via a mechanical sieve analysis using a full stack of sieves (Sansalone et al. 1998) for 
particles ranging in diameter from 75 µm through 10,000 µm.   
gradation mass and cumulative measured gradation mass, indicates that the PF and DF are more 
accurate models when compared to the CF for the first iteration of parameter estimates using the 
full stack of sieves (Sansalone et al. 1998). 
The results of Figure 5.4 represent the first iteration in the estimation of Ni,est and 
∆Ni,est/∆dp.  The second iteration used the value of β determined in the first iteration as an 
approximation of the β for the gradation.  Estimates of Ni,est and ∆Ni,est/∆dp were then corrected 
using Equations (20) and (21) for the CF and DF, respectively.  PLM parameters were again 
estimated based on the corrected (2nd iteration) values of Ni,est and ∆Ni,est/∆dp.  The second-
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iteration modeled estimates of cumulative mass, using power law parameters that have been 
corrected for model error, can be found in Figure 5.5.  For both events the SSE based on  
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Figure 5.5 Mass balance for three PLM based on 2nd iteration parameter estimates.  Data were 
collected via a mechanical sieve analysis using a full stack of sieves (Sansalone et al. 1998) for 
particles ranging in diameter from 75 µm through 10,000 µm.  The PF is not shown since the 
correction is only appropriate for continuous functions. 
cumulative gradation mass was reduced by one order of magnitude through the use of this 
iterative process.  Although additional iterations are possible, no significant reduction in SSE 
was found with the additional iterations.  Consequently, the iterative process was stopped after 
the second iteration.  The PF is absent from Figure 5.5 since the correction factors are only 
appropriate for continuous functions.   
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The next phase of the study investigated the ASTM D 421 standard set of sieves (ASTM 
1990), the sieve sizes used in the USCS method and those used by Stone and Marsalek (1996).  
The parameters values, corrected for model error, for both the DF and CF can be found in Table 
5.1.  Results indicate that no statistically significant difference exists between the varying sieve 
schemes once the models were corrected for model error (P>0.05).    
Table 5.1.  Power law model (PLM) parameters for CF (Equation (2)) and DF (Equation (3)) 
from two experimental sites based on particle number density (PND) determined from 
mechanical sieve analyses. Parameter values shown are from the 2nd iteration of parameter 
estimation using Equation (20) to correct the 1st iteration estimate of PND and Equation (21) to 
correct the 1st iteration estimate of ∆N/∆d.  All coefficients of determination were found to be in 
excess of 0.98 based on PND.  The surface of the Baton Rouge site is concrete while the surface 
at the Cincinnati site was asphalt.  Differences in SSE were not found to be statistically 
significant (P < 0.05). 
Baton Rouge (2nd Iteration) 
DF (differential function) CF (cumulative function) Method 
α  
(µmβ-1) 
β SSE 
(gm2) 
αc  
µmβ 
β SSE 
(gm2) 
Full Stack of Sieves 
(Sansalone et al. 1998) 
9.450E+16 5.0813 70435 3.192E+16 4.1257 99776 
ASTM D 421 (ASTM 1990) 1.1437E+17 5.1207 73063 3.392E+16 4.1495 89362 
USCS (Das 2000) 1.6581E+17 5.1949 80701 6.181E+16 4.2479 143748 
Stone and Marsalek (1996) 5.6297E+16 4.9681 69355 1.104E+16 3.9180 63219 
  Cincinnati (2nd Iteration) 
Full Stack of Sieves 
(Sansalone et al. 1998) 
2.483E+13 3.7606 34431 2.035E+13 2.8790 24327 
ASTM D 421 (ASTM 1990) 2.934E+13 3.7829 32075 2.242E+13 2.8930 23512 
USCS (Das 2000) 1.264E+14 3.9874 20588 5.149E+13 3.0207 21311 
Stone and Marsalek (1996) 7.847E+13 3.9081 21892 2.269E+13 2.8758 24600 
 
PLM Evaluation for Suspended and Settleable-Size Particles (dp > 1 µm) 
In contrast to the sediment-size fraction where specific sets of sieves were used to 
generate PNDs based on mass, a second class of particle analysis involved measurement of 
PNDs for the settleable and suspended-size fractions through the use of laser-based methods.  
These methods were laser-based light obscuration with a linear particle size increments and 
laser-based small-angle diffraction with a logarithmic particle size increment.  
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PLM Evaluation Using Linear Particle Size Increments 
For this purpose, the number of particles (PND) was determined using a laser-based light 
obscuration measurement system and the data were organized into 5-µm increments.  The data 
were collected across the 12 June 1997 rainfall-runoff event at the urban Cincinnati site.  Details 
of the site, water quality and hydrology can be found elsewhere (Sansalone et al 1998).  Figure 
5.6 summarizes the runoff hydrograph from a 300-m2 paved catchment along with the PLM 
exponent values for each runoff sample from which a PND had been determined.  The minimum, 
mean and maximum values of the parameters for the three PLM can be found in Table 5.2.  The 
trends determined for each of the PLM were approximately parallel to each other throughout the 
event duration. 
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Figure 5.6 Hydrology and power law exponent values, as functions of time, for the 12 June 1997 
rainfall-runoff event using three forms of the power law model including the PF (Equation (1)), 
CF (Equation (2)) and DF (Equation (3)).  Particle number density (PND) was determined from a 
laser particle-counting device.  Data were compressed into 5 µm linear increment with diameters 
ranging from 2 µm through 53 µm.   
Figure 5.7 contains sample plots for these gradations.  A noteworthy feature of Figure 5.7 
is the inflection in the Nc curve at the coarse end of the gradation.  This inflection is the result of 
truncating the PLM at 53 µm as discussed in the background section.  However, the truncation 
was necessary due to the limitations of the particle counting device used.  Consequently, the 
curve of Nc is approximately hyperbolic at the coarse end of the gradation.  The result is that the 
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SSE for the CF tends to be an order of magnitude higher than that of either the PF or DF in this 
application. 
Table 5.2 Power law model (PLM) parameters for PF (Equation (1)), CF (Equation (2)) and DF 
(Equation (3)) from Cincinnati site based on particle number density (PND) determined from a 
light obscuration, particle counting device.  Data were compressed into 5-µm increments ranging 
from 2 µm through 53 µm.  All coefficients of determination were found to be in excess of 0.98 
based on PND.  Parameter values shown include initial estimates of PLM parameters as well as 
parameters corrected for model error using Equation (20) to correct the initial estimate of PND 
and Equation (21) to correct the initial estimate of ∆Ni,est/∆d.  Corrected parameter values for the 
PF are not appropriate since the PF is not a continuous function.  The mean values represent the 
arithmetic mean. 
Uncorrected (1st Iteration) 
PF (point function) DF (differential function) CF (cumulative function) Value 
αp  
(µmβ) 
βp SSE  
(gm2) 
α  
(µmβ-1) 
β SSE  
(gm2) 
αc  
(µmβ) 
βc SSE  
(gm2) 
Min. 3.733E+09 3.4517 2.454E-09 6.113E+08 3.3939 6.523E-09 9.398E+07 2.4607 4.395E-08
Mean 1.258E+10 4.4677 4.082E-08 2.060E+09 4.4099 9.455E-08 1.785E+08 3.1895 1.733E-07
Max. 2.509E+10 5.0741 1.912E-07 4.108E+09 5.0162 4.399E-07 3.502E+08 3.6243 6.691E-07
 Corrected (2nd Iteration) 
Min. N/A N/A N/A 5.272E+08 3.3821 5.143E-10 3.065E+08 2.7380 3.118E-09
Mean N/A N/A N/A 1.405E+09 4.3218 5.541E-08 6.226E+08 3.5555 1.695E-07
Max. N/A N/A N/A 2.429E+09 4.8690 3.248E-07 1.024E+09 4.0399 8.777E-07
 
Paired t-tests were used to determine if a statistically significant difference existed 
between the SSE of the uncorrected PLM for the 13 analyzed samples across the hydrograph.  It 
was found that the SSE of the PF was statistically lower than that of either the DF or the CF for 
the models that were not corrected for model error (P < 0.05).  The SSE of the DF was also 
found to be statistically lower than that of the CF for the uncorrected parameter estimates (P < 
0.05).   
Once the parameter estimates were corrected for model error (2nd iteration), it was found 
that there was a statistically significant reduction in the SSE of the DF when compared to the 
uncorrected (1st iteration) parameter estimates (P < 0.05).  The CF exhibited no significant 
reduction in SSE (P > 0.05).  It was also found that the SSE of the PF was not significantly  
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Figure 5.7 PLM fits for storm water particles ranging in diameter from 2 µm through 53 µm in 5-
µm linear interval spacing.  Data points in plots represent 1st iteration estimates of Ni, dN/d(dp) 
and Nc without correction for model error.  The PF is plotted with d50i on the independent axis 
and Ni on the dependent axis.  The DF is plotted with d50i on the independent axis and dN/d(dp) 
on the dependent axis.  The CF is plotted with d1, the minimum-sized particle per gradation 
interval, on the independent axis and Nc on the dependent axis.  The first iteration is shown for 
explanatory purposes. 
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different from that of the DF once the DF was corrected for model error, but the SSE of both the 
PF and DF (2nd iteration) were significantly lower than that of the CF (2nd iteration) (P < 0.05.  
PLM Evaluation Using Logarithmically Spaced Particle Size Increments 
For this application, the number of particles (PND) was determined using laser-based 
small-angle diffraction and the data were organized into logarithmically spaced increments.  
Data were collected during a 9-hour experiment investigating natural coagulation-flocculation 
(C-F) for urban rainfall-runoff particles.  Figure 5.8 summarizes the values of the PLM exponent 
as a function of time throughout the course of one particular experiment consisting of 31  
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Figure 5.8 Values of PLM exponent for three PLM, including the PF (Equation (1)), CF 
(Equation (2)) and DF (Equation (3)), in urban storm water undergoing natural 
coagulation/flocculation as a function of time.  Data were collected using a laser particle 
counting device that utilized a logarithmic increment spacing with logarithmic constant c = 
0.16512.  Particle diameters ranged from 1.2 µm through 249 µm. 
individual measurements of PND.  The behavior of the power law exponents in Figure 5.8 is just 
the opposite of that in Figure 5.6.  In Figure 5.6, the value of the power law exponents increases 
throughout the event indicating that fewer and fewer large particles were available to be removed 
from the surface.  However, the value of the power law exponents decreases over time in Figure 
5.8 indicating that coagulation/flocculation was occurring whereby small particles were 
coalescing to form progressively larger particles.  As in Figure 5.6, the estimates of the PLM 
exponents in Figure 5.8 are parallel to each other.   
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Sample plots for the logarithmic spacing of particles can be found in Figure 5.9 with the 
data points representing values of Ni,est and ∆Ni,est/∆dp that have not been corrected for model 
error.  The range of parameter values for each of the PLM can be found in Table 5.3 for both the 
uncorrected (1st iteration) and corrected (2nd iteration) parameter estimates.  When the 
logarithmic spacing was used, it was found that none of the PLM outperformed any of the others 
based on SSE (P > 0.05).  Furthermore, there was no statistically significant reduction in SSE 
with the application of the model error correction in accordance with the expectations 
determined from Figure 5.1.   
Table 5.3.  Power law model (PLM) parameters for PF (Equation (1)), CF (Equation (2)) and DF 
(Equation (3)) from Baton Rouge site based on particle number density (PND) determined from 
a laser particle counting device.  Data were separated into logarithmically spaced increments 
ranging from 1.2 µm through 249 µm with logarithmic constant c = 0.16512.  All coefficients of 
determination were found to be in excess of 0.98 based on PND.  Parameter values shown 
include initial estimates of PLM parameters as well as parameters corrected for model error 
using Equation (20) to correct the initial estimate of PND and Equation (21) to correct the initial 
estimate of ∆Ni,est/∆d.  Corrected parameter values for the PF are not appropriate since the PF is 
not a continuous function.  The mean values represent the arithmetic mean. 
 
Uncorrected (1st Iteration) 
PF DF CF Value 
α  β 
SSE 
 (cm6) α  β 
SSE 
 (cm6) α  β 
SSE 
 (cm6) 
Min. 1.619E+08 1.1107 2.545E-03 1.602E+08 1.4361 2.546E-03 2.287E+10 2.2822 2.799E-03
Mean 6.749E+10 2.9726 4.708E-01 4.085E+11 3.9510 1.410E+01 1.558E+11 3.1491 4.501E-02
Max. 1.818E+11 3.7758 1.295E+01 1.101E+12 4.7759 4.353E+02 3.585E+11 3.8475 1.516E-01
  Corrected (2nd Iteration) 
 PF DF CF 
Min. N/A N/A N/A 1.601E+08 1.4361 2.545E-03 2.324E+10 2.2822 2.846E-03
Mean N/A N/A N/A 4.072E+11 3.9510 1.407E+01 1.595E+11 3.1491 4.472E-02
Max. N/A N/A N/A 1.095E+12 4.7759 4.344E+02 3.681E+11 3.8475 1.502E-01
 
CONCLUSIONS 
Model error can be introduced when the median diameter particle is used to estimate 
either the number of particles per increment or the change in particle number, over a given  
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Figure 5.9 Sample PLM for Baton Rouge site.  Data was collected by a laser particle counting 
that counted logarithmically spaced particles ranging from 1.2 µm through 249 µm with 
logarithmic constant c = 0.165195.  Data points in plots represent 1st iteration estimates of Ni, 
dN/d(dp) and Nc without correction for model error.  The PF is plotted with d50i on the 
independent axis and Ni on the dependent axis.  The DF is plotted with d50i on the independent 
axis and dN/d(dp) on the dependent axis.  The CF is plotted with d1, the minimum-sized particle 
per gradation interval, on the independent axis and Nc on the dependent axis.  The first iteration 
is shown for explanatory purposes. 
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increment, when using power law models to model particulate matter found in urban rainfall-
runoff.  This finding is particularly true for large gradation increments such as those encountered 
through the use of mechanical sieve analyses.  When this technique is used, the SSE of the DF 
and CF can be significantly reduced through the use of the correction factors found in Equations 
(20) and (21).  While it was found that the number of sieves can be reduced to four, using the 
appropriate correction factors, the ASTM D 421 standard set of seven sieves seems to offer 
acceptable accuracy for parameter determination through least squares analysis.  The PF was 
found to accurately model the mass of this gradation without correction but is of less utility since 
it is not a continuous function.   
While the SSE of the DF and CF (both 2nd iterations) were found to be similar for the 
sediment fraction of the gradation, the same conclusions were not reached for particles ranging 
from 2 µm to 53 µm.  Additional model error was introduced into the CF through the truncation 
of the function at the 53-µm-diameter particle.  The reduction in random error obtainable by the 
use of the CF was not found to be sufficient to justify its use for this fraction of the gradation.  
The use of correction factors was found to be an effective method of reducing the SSE of both 
the DF and CF, based on cumulative, gradation volume, for gradations measured using this 
technique.   
Correction factors were found to be inefficient (marginal reduction in SSE) for the 
logarithmic spacing of particles with logarithmic constant c = 0.16512.  Use of such correction 
factors did not succeed in significantly reducing the SSE, based on cumulative, gradation volume 
for either the DF or CF (P > 0.05).   
Overall, the DF was found to be the preferred method of modeling particulate matter in 
urban rainfall-runoff using the power law model although there are fractions of the gradation of 
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particles for which the CF and PF perform equally as well.  The advantage of the DF over the CF 
becomes apparent when gradations are truncated and the advantages of the DF over the PF are 
derived from the fact that the DF is the only function of the two that is continuous.  Since 
correction factors were found to significantly reduce the SSE for some gradations, an exploration 
of their use for each application of the DF was deemed appropriate.   
SAMPLE APPLICATION 
the appendix example outlines how the study can be applied to evaluate mass and PND 
prediction for the sediment-size gradation for data generated from a mass-based particle size 
analysis using ASTM D 421.  This framework is applicable to other methods identified (i.e. 
USCS), other particle size increments (i.e. logarithmic), other forms of measurement (i.e. laser 
diffraction) other gradations (i.e. suspended) or sites.  
Based on a representative Baton Rouge gradation, particles ranging from 75 through 
10,000 µm had DF parameters of β = 5.1207 and α = 1.024 x 1017 µmβ-1.  This β value was 
chosen from Table 5.1 and is a representative Baton Rouge site β value determined from sieve 
analysis per ASTM D 421.  The value of α (representative of this gradation) was chosen so the 
cumulative gradation mass was 1000 gm from 75 µm up through the largest particle size 
measured (10,000 µm).  This appendix is a verification example illustrating how to generate α 
and β for PLMs.  Equation (10) was used to generate the “measured” gradation mass found in 
Table 5.4.  From this point forward, it is assumed that α and β are unknown (as would be the 
actual situation) and must be estimated from “measured” data in Table 5.4.   
Initially, the number of particles, Ni per gradation interval are determined by using 
Equation (7) and Table 5.4 “measured” data yielding the initial (first iteration) estimate of Ni,est 
and dNi,est/d(dp) in Table 5.4.  With these initial estimates, linear regression can estimate DF and  
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Table 5.4.  Estimates of Ni,est and dNi,est/d(dp) as a function of iteration number.  Estimates were 
determined by assuming a constant density of 2.65 gm/cm3 and assuming that all particles within 
an interval were of the median diameter (d50i) of that interval.  Iterated values of Ni,est and 
dNi,est/d(dp) were determined by substituting the iterated values of β and βe as well as the first 
iteration estimates of Ni,est and dNi,est/d(dp) into Equations (20) and (21).  Mass and number of 
particles are summed from the coarsest sieve size (the #4 sieve at 4750 µm) to the finest sieve 
size (the #200 sieve at 75 µm).  The sieve size increments are identical to ASTM D 421.  The d50i 
is the d50 of the sieve increment i, and for the largest sieve increment represents the d50 from 
4750-µm to largest measured particle of 10,000-µm.  The number of particles, Ni per gradation 
interval were estimated using Equation (7) and Table 4 “measured” data yielding these initial 
estimate of Ni,est and dNi,est/d(dp).  With these initial estimates, linear regression can be used to 
estimate the DF and CF parameters 
Data Iteration 1 Iteration 2 Iteration 10 
dsieve 
(µm) 
Measured 
Mass 
(gm) 
M(dmed) 
(gm) 
Estimated    
Nc               
(counts) 
Estimated    
dNi/d(dp)    
(counts µm-1)
Estimated  
Nc             
(counts) 
Estimated    
dNi/d(dp)    
(counts µm-1)
Estimated   
Nc              
(counts) 
Estimated    
dNi/d(dp)     
(counts µm-1)
4750 5.44 0.5566 10 0.0019 17 0.0016 17 0.0016 
2000 15.72 0.0533 304 0.107 620 0.088 620 0.088 
850 40.75 0.0040 10454 8.826 21111 7.254 21113 7.254 
425 77.61 0.0004 226344 508 367156 446 367183 446 
250 116.74 5.33E-05 2414843 12506 3268514 11582 3268672 11582 
106 420.81 7.83E-06 56189472 373435 112226219 306622 112237505 306602 
75 322.63 1.03E-06 369889469 10119355 466593016 9792511 466611483 9792405 
 
CF parameters.  DF parameters are determined by regressing dependent ln(dNi,est/d(dp) against 
independent ln(d50i).  CF parameters can be determined by regressing dependent ln(Nc) against 
independent ln(dsieve).  Since particles retained on a given sieve are larger than the given sieve 
opening; dsieve represents d1 in the text.  Regression yields the initial estimate of DF parameters 
of β = 5.0979 and α = 1.0132x 1017 µmβ-1.  Regression yields the initial estimate of CF 
parameters of αc = 2.2464 x 1016 µmβ and βc = 4.1899.  Since Equations (20) and (21) are based 
on the DF form of the PLM, the parameter βc cannot be used directly.  Rather, it must be 
converted to an equivalent DF exponent.  The “equivalent” DF parameters (indicated by 
subscript “e”) can be computed using Equations (4) and (5) with βe = 5.1899 and αe = 9.4124 x 
1016 µmβ-1. 
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With the initial power law parameters estimates, the first iteration of modeled cumulative 
mass was determined by using Equation (10) with β and βe for the DF and CF, respectively, and 
multiplying by a constant particle density of 2.65 gm cm-3. The results can be found in Table 5.5 
under the heading “Iteration 1” and the sum of squared errors for this analysis can be found in 
Table 5.6.  The next step in the iterative process was to use βe and β to correct the initial  
Table 5.5.  “Measured” incremental (retained) and cumulative mass determined from 
representative sediment-size fraction gradation of 1000.0 grams and DF power law parameters of 
β = 5.1207 and α = 1.024 x 1017 µmβ-1. Mass is summed from the coarsest sieve size (the #4 
sieve at 4750 µm) to the finest sieve size (the #200 sieve at 75 µm).  The sieve size increments 
are identical to ASTM D 421.  DF is the differential function, CF is the cumulative function and 
dsieve is the nominal sieve size. 
 
"Measured" mass data Iteration 1 Iteration 2 Iteration 10 
Predicted cumulative mass (grams): 
dsieve 
(µm) 
Mass   
retained 
(grams) 
Cumulative 
mass      
(grams) DF CF DF CF DF CF 
4750 5.44 5 7 3 5 5 5 5 
2000 15.72 21 25 11 21 21 21 21 
850 40.75 62 73 34 62 61 62 61 
425 77.61 140 161 80 140 138 140 138 
250 116.74 256 293 152 256 255 256 255 
106 420.81 677 760 425 677 678 677 678 
75 322.63 1000 1114 643 1000 1003 1000 1003 
 
estimates of Ni,est and dNi,est/d(dp), respectively, for the error introduced to those estimates by the 
assumption that all particles within an interval were of median diameter (d50i).  This initial βe is 
inserted into Equation (15) to determine the error εN while the initial estimate of β (for DF) is 
used in Equation (18) to determine the error εdN.  These error terms are substituted into Equations 
(20) and (21), respectively, to determine the corrected estimates of Ni,est and dNi,est/d(dp), shown 
in Table 5.4 under the “Iteration 2” column as cumulative Ni values (Nc) and as dNi,est/d(dp). 
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Table 5.6 Sum of Squared Errors (SSE) analysis as a function of iteration based on the results of 
Table 5.5. 
Sum of Squared 
Errors (gm2) 
Iteration 
# 
DF CF 
1 21941 206322
2 6 117 
10 9.7E-06 19.2 
 
A second set of regressions for DF and CF parameters was performed on “Iteration 2.”  
The second set of DF parameters are β = 5.1203 and α = 1.0238 x 1017 µmβ-1 and CF are βc = 
4.1405 and αc = 2.5016 x 1016 yielding equivalent DF parameters of βe = 5.1404 and αe = 1.0358 
x 1017 µmβ-1.  These second sets of equivalent parameters were used to re-estimate the modeled 
particle mass (iteration 2 in Table 5.5) by the same process as was used in iteration 1 and the 
SSE can be found under the same heading in Table 5.6.  All coefficients of determination for DF 
and CF sets were in excess of 0.99.  Convergence for both models was rapid and by the second 
iteration both power law models accurately represented the 1000-gm mass and PND indices (Nc 
and dNi/d(dp)).   
With the revised sets of power law parameters that were, in turn, based on iteration 
results in Tables 5.4 and 5.5, the SSE of the DF and CF were rapidly reduced by the second 
iteration.  By the second iteration for the DF and CF the estimates of the power law parameters 
were quite close to values of α and β chosen at the outset of this example and the original 
granulometric mass of 1000-gm was accurately reproduced by both the DF and CF .    
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CHAPTER VI KINEMATIC WAVE MODEL OF URBAN PAVEMENT RUNOFF 
SUBJECT TO TRAFFIC LOADINGS* 
INTRODUCTION 
Urban environments, in particular paved “impervious” surfaces are designed for the rapid 
and efficient transport of storm water flows and result in a significant change to the rainfall-
runoff relationship for urban watersheds.  The highly impervious nature, relative lack of 
roughness and reduced hydraulic resistance of urban pavement and drainage systems results in 
increased urban storm water peak flows and increased flow volumes that promote effective 
transport of particulate and dissolved contaminants such as heavy metals generated by 
anthropogenic urban activities.   
The construction of impervious surfaces such as roadway pavements, parking lots, 
rooftops, sidewalks, driveways and compacted or altered urban surficial soils eliminates soil as a 
storage interface between the subsurface and the atmosphere (Schueler 1987, USEPA 1993).  
Storage abstractions are also significantly reduced or eliminated by such surfaces unless 
anthropogenic forms of such abstractions are designed into the urban hydrologic system such as 
detention/retention basins or infiltration/exfiltration systems.   
Modeling the discharge from impervious surfaces is a crucial step in the optimization of 
best management practices (BMP), or more appropriately storm water unit operations and 
processes that are developing to control runoff quantity and quality.  Singh (1996) has used the 
kinematic wave theory to model overland flow over both impervious and porous beds as well as 
saturated and vadose zone movement of water and contaminants.  Akan (2000) used the 
kinematic wave to model runoff from marine dry docks and Shayya et al. (1993) used the 
kinematic wave theory to analyze furrow irrigation.  However, the kinematic wave theory has 
received little attention for the modeling of rainfall-runoff from pavement and highway surfaces 
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subject to traffic loadings.  Such surfaces, for example interstate and major arterial roadway 
pavement surfaces can represent more than 10% of the developed surface area for a given urban 
area (Sansalone et al 1998).  In-situ passive storm water controls for such linearly extended 
paved areas include infiltration trenches, permeable pavement systems or sorptive-filtration 
partial exfiltration systems loaded by lateral pavement sheet flow (Li et al 1999)  
In the hydrologic process, not all rainfall is translated into runoff.  Some fraction of the 
rainfall is required to satisfy abstractions such as depressional storage, interception and 
infiltration (Becciu and Paoletti 1997).  In the case of highly impervious surfaces such as urban 
paved surfaces and highways subject to traffic loads, the infiltration term is insignificant 
(ignoring potential infiltration through joints and cracks and storage in available porosity) and an 
additional, continuous abstraction associated with traffic is introduced.  There are several 
methods available to estimate the volumetric discharge that indirectly account for abstractions.  
One of the most common methods of estimating the volumetric discharge of such watershed is 
the Rational Method, which usually finds application for small relatively impervious paved 
urban environments (Malcolm 1989). 
OBJECTIVES 
Water quantity parameters including peak flow, temporal translation of the storm water 
hydrograph and total volume of discharge are of critical importance in the design of in-situ unit 
operations and processes for the control of urban runoff quantity and quality.  Design and 
analysis of such controls such as infiltration systems, sorptive-filtration systems, 
detention/retention systems and wetland/vegetated systems requires knowledge of such water 
quantity parameters.  The first objective of this study was to instrument a paved experimental 
300-m2 watershed, monitor and examine a range of storm events of differing hydrology and to 
develop a kinematic wave model that effectively captured the significant aspects of the storm 
116 
water at the edge of the paved highway surface where such hydrographs would load an in-situ 
storm water unit operation and process.  The second objective was to examine the time-
dependence of the Rational Method runoff coefficient for each event of differing hydrology.  The 
final objective was to compare measured time of concentration (TOC) values to those predicted 
from a series of TOC expressions. 
BACKGROUND 
When rainfall loadings satisfy initial abstractions in a highly paved urban watershed such 
as initial wetting of the watershed surface and depressional storage, a hydrograph or wave 
response develops.  For paved watersheds subject to traffic loadings, this wave is capable of 
mobilizing and transporting traffic-generated contaminants in dissolved and particulate form 
across and to the edge of the pavement as lateral pavement sheet flow, qsf (Morris and Wiggert 
1963, Chow 1964).  Once at the edge of the paved surface, qsf is either discharged to an adjacent 
surface, for example grass-covered soil; intercepted and channeled by curb and gutter, collected 
by a hydraulic appurtenance or serves as a direct loading to an in-situ unit operation or process. 
Kinematic Wave 
A wave is any variation in flow as a function of time or distance (Chow et al. 1988).  In 
this study, a primary parameter of interest is the change in flow depth as a function of time and 
position across the sloped pavement section and perpendicular to the flow of traffic.  Since the 
depth of flow was modeled with the roadway surface representing zero-depth, the depth will 
hereafter be referred to as “height”.   
The mass continuity equation and the momentum equation are commonly referred to as 
the Saint Venant (SV) system of equations and are the basis of the wave model used in this 
study.  In the case of lateral pavement sheet flow, the kinematic form of the wave model in the 
absence of backwater effects has been shown to be an appropriate momentum model of the wave 
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or hydrograph.  The SV system of equations utilizing the full momentum equation is reduced to 
the kinematic wave model since the local acceleration, convective acceleration and the pressure 
terms of the SV system of equations can be considered negligible in sheet flow (Akan et al 2000 
and Singh 1996).  Consequently, the momentum equation is reduced to: 
of SS =            (1) 
in which Sf is the friction slope in L L-1 and So is the bed slope in L L-1.   
With the simplification of the momentum equation, the SV reduces to the continuity 
equation (Chow 1988): 
q
x
Q
t
A =∂
∂+∂
∂            (2) 
in which A is the cross sectional area of flow normal to the direction of flow in L2, t is time, Q is 
lateral pavement sheet flow in L3 T-1, x is the spatial coordinate measured positive in the 
direction of flow in L, and q is a distributed inflow in L2 T-1. 
METHODOLOGY 
Experimental System and Data Collection 
Figure 6.1 contains a schematic plan view of the experimental site developed for this 
study.  Rainfall-runoff data was collected from a 15-m by 20-m section of Inter State 75 (I-75) 
South in urban Cincinnati, Ohio (USA).  This section has a transverse slope of 0.02-m m-1 across 
the length of the pavement and a longitudinal slope of 0.004-m m-1.  Storm water flows towards 
the edge of the paved 300-m2 watershed (the edge of the paved shoulder) in the form of lateral 
pavement sheet flow.  Details of the experimental system, data acquisition, and calibration are 
provided in detail elsewhere (Sansalone and Buchberger 1997, Sansalone et al 1996). 
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Figure 6.1 Schematic of I-75 experimental site. 
 
During the study period from 1995 through 1997 an average of 110,251 cars travel this 
segment of highway every day with a standard deviation of 20,271 cars day-1.  A consistent 
weekly pattern of travel was observed in traffic patterns with maximum daily traffic on Friday 
and a minimum daily traffic on Sunday, typical of urban inter state highway systems entering 
urban centers. 
Kinematic Wave Model Development 
Equation (2) can be rewritten on a unit width basis.  As a result, the continuity equation 
can be expressed as: 
I
x
q
t
h sf =∂
∂+∂
∂
          (3) 
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in which h is the depth of water on the plane of flow length L, qsf is the lateral pavement sheet 
flow in L2 T-1 and I is the rainfall intensity in L T-1. 
This convention facilitates the reuse of the model for linear extents of pavement of 
variable drainage width since the total flow is ultimately determined by multiplying the values 
obtained from the model by the width of the flow-contributing watershed.  It should be noted that 
length refers to the length of the flow path traversed by a discharge while width is the direction 
parallel to the flow of traffic as illustrated in Figure 6.1. 
The Manning equation, in conjunction with the chain rule of differentiation, can be used 
to express qsf in terms of h.  The Manning equation, on a unit-width basis is expressed as: 
3
2
2
1
hR
n
Sq
m
o
sf =           (4) 
in which nm is the Manning roughness coefficient (dimensionless) and R is the hydraulic radius, 
which is h for a wide rectangular channel (French 1985).  In the literature, two constants are 
typically defined to simplify the writing of the substitution into the continuity equation (Singh 
1996).  The constants are n = 5/3 and: 
m
o
n
S 2
1
=α            (5) 
With the above-mentioned substitutions, the kinematic wave model is obtained with only 
one dependent variable simplifying the application of the model.  The form of the kinematic 
wave model used throughout this study is: 
I
x
hhn
t
h n =∂
∂+∂
∂ −1α           (6) 
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Kinematic Wave Numerical Model 
The choice of a numerical solution used to approximate the solution of (6) is the Lax-
Wendroff scheme.  Although analytical solutions exist for simple idealized storms, such as 
uniform rainfall intensity throughout the duration of the storm, analytical solutions cannot handle 
the complexity of most real storm events.  
A full derivation of the modified Lax-Wendroff method can be found in Singh (1996).  
This method uses finite differences to approximate the depth of flow for given increments in 
time and space.  In the numerical model a full range of reasonable Manning’s roughness 
coefficients for asphalt pavement were examined.  The numerical model was run for four values 
of the Manning’s roughness coefficient including 0.013, 0.017, 0.020 and 0.025 (ASCE 1992). 
Model Accuracy 
In order to determine if the kinematic wave model was effective at capturing the 
significant components of the storm, four criteria were established prior to the use of the model.  
The chosen criteria were (1) time to peak, (2) peak flow, (3) total volume of flow and (4) 
adjusted total volume of flow. 
The reasoning behind these criteria with respect to the design and analysis of in-situ unit 
operations and processes is the following.  The time to peak afforded a temporal alignment of the 
modeled output with measured data.  The peak flow is a critical design parameter as it represents 
the maximum volumetric flow rate requiring treatment.  The total volume of flow is important 
because it indicates the maximum volume of runoff to be treated.  It is also important from a 
mass balance perspective.  The total, modeled volume of flow (accounting for abstractions and 
other hydrologic losses and system storage) should equal the total volume of rainfall observed 
during the modeled period of the storm.  Finally, the adjusted volume of flow allowed the 
comparison of the modeled data with data collected in the field including a storm-specific 
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volumetric runoff coefficient. 
Runoff Coefficients 
The rational runoff coefficient is a volumetric based coefficient ranging from 0 to 1 that 
indicates the fraction of runoff that will result from a given volume of rainfall (Malcom 1989).  
The equation for the rational method coefficient is expressed as: 
∑=
k k
k
XWI
QC           (7) 
in which Qk is the volumetric flow rate of the kth interval observed at the outlet in L3 T-1, Ik is the 
rainfall intensity of the kth interval in L T-1 and X and W are the length and width of the 
watershed respectively in L (Bedient and Huber 1988).  
Rational runoff coefficients Ck were computed for each time tk using the cumulative 
volume of rainfall and the cumulative volume of flow observed from time 0 to time tk yielding a 
trajectory of the coefficient as a function of time. 
Observed Time of Concentration (TOC) 
The rainfall-runoff lag time was determined as the difference between the centroid of 
time of the rainfall hyetograph to the corresponding centroid of time of the direct runoff 
hydrograph.  An event-based methodology that accounts for multiple hyetographs and 
hydrographs is presented elsewhere (Sansalone et al 1998, Sansalone and Buchberger 1997).  
The observed lag time was converted to an observed TOC by multiplying by 1.42 (Singh 1992). 
Computation of Centroids 
The computation of the centroids for the rainfall hyetograph and the runoff hydrograph 
were determined by the formula: 
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∑
∑
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k
k
k
kk
A
At
t            (8) 
In this expression t  is the location of the global centroid (entire event centroid for those events 
with multiple local centroids) on the t-axis, kt  is the centroid of the local interval represented by 
the area under the rainfall or runoff flow curve Ai and k is the number of intervals over which the 
centroid is to be computed.  A linear change in flow between measured incremental runoff flow 
values was assumed for the computation of the centroid of the discharge hydrograph.  This 
assumption allowed the differential area to be expressed as the integral of a linear equation.  The 
local centroid was then computed as: 
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dubumu
t          (9) 
in which u is the variable of integration, m is the slope of the line connecting measured values of 
discharge in units of L3 T-2, b is the y-intercept of the line connecting measured values of 
discharge in L3 T-1 and k is an index variable. 
Estimated Time of Concentration (TOC) 
The TOC for each storm event was calculated with the kinematic wave, Izzard, Kirpich, 
Federal Aviation Administration (FAA) and the SCS-CN methods found in (10) through (14) 
(Table 6.1).  The average rainfall intensity of each storm during the observed time of 
concentration was used in all formulas requiring rainfall intensity.  The kinematic wave TOC 
was calculated using the Manning roughness coefficients 0.013 0.017, 0.020 and 0.025. 
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Table 6.1 Commonly used time of concentration formulas. 
Equation Name Formula 
10 
Kinematic Wave 
(Wong 1994) 60
11
1
n
n
n
c q
xt
−


= α  
11 
Kirpich 
(Singh 1992) 
385.077.00078.0 −= SLtc  
12 
Izzard 
(Malcolm 1989) 
( )
667.0333.0
33.00007.0025.41
iS
Lcitc
+=  
13 
FAA 
(Chow et al. 1988) 
( ) 33.0
5.0
1.18.1
S
LCtc −=  
14 
SCS-CN 
(SCS 1985) 5.0
7.0
8.0
1900
91000100
S
CN
L
tc


 −
=  
tc  = time of concentration in minutes 
x  = length of watershed in meters 
S  = Slope in L L-1 
α  = S1/2/Manning’s n, its units are m1/3/s 
n = kinematic coefficient and is equal to 5/3 
q = rainfall intensity in meters/second 
i = rainfall intensity in inches/hour 
L = length of the watershed in feet 
c  = retardance coefficient (dimensionless) 
C = rational runoff coefficient (dimensionless) 
CN = SCS curve number (dimensionless) 
 
RESULTS 
Event-based rainfall-runoff flow, volume and rainfall intensities were measured and 
recorded for eleven storms occurring between 8 April 1995 and 12 June 1997.  The observed 
storms varied in duration from less than 30 min to over 300 min.  They varied in peak volumetric 
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flow rate from a minimum of 4 L min-1 on 16 December 1996 to a maximum of 391 L min-1 on 8 
August 1996.  Events also varied in total volume of runoff from a minimum of 97 L on 21 May 
1996 to a maximum of 12,141 L on 7 July 1996.   
Kinematic Wave Model 
Each of the eleven observed storms was modeled using the kinematic wave model with 
the measured rainfall intensity being the only input into the model.  Furthermore, the model was 
run repeatedly using the different Manning coefficients. 
Figure 6.2 contains hyetograph-hydrograph plots for two observed high intensity storm 
events and two low intensity storm events.  On the top axis is the measured rainfall hyetograph 
while the lower axis contains the measured and modeled hyetographs.  The dark circles represent 
measured volumetric flow rates, the dark triangles represent the raw output of the kinematic 
wave model using a Manning n of 0.020 and the white triangles represent the modeled data 
adjusted with the storm-specific rational runoff coefficient.   
To verify that the model output could be correlated to the measured data, a Pearson 
correlation coefficient was computed for each storm and each value of Manning’s roughness 
coefficient used in the modeling process.  From Table 6.2 it can be seen that the modeled output 
consistently captures the behavior of the storm with a correlation of between 69% and 99%.   
Although the model exhibited a high correlation with the observed data, the model 
consistently predicted greater peak discharges as well as greater volumetric discharges than were 
observed in the field.  The reason for the overestimation is that the kinematic model does not 
account for abstractions in the runoff process.  When the storm-specific rational method runoff 
coefficient was applied to each storm event, the measured volume of runoff coincided with the 
predicted volume of runoff with an average error of 4% (Table 6.3).   
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Figure 6.2 Sample results for the kinematic wave modeling of high intensity and low intensity 
rainfall runoff events. 
The model was first run assuming no initial abstractions.  In order to determine if this 
assumption was valid, the model was run for a second time using the volume of rainfall 
measured prior to measured runoff as the value of the initial abstraction.  While this modification 
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marginally improved model accuracy in the early portion of the storms, there was no change in 
the correlation. 
Table 6.2 Pearson correlation coefficients, r, for observed versus modeled events. 
Pearson Correlation Coefficient r Event 
nm = 0.013 nm = 0.017 nm = 0.020 nm = 0.025 
8-Apr-95 0.82 0.88 0.86 0.97 
30-Apr-95 0.93 0.94 0.94 0.94 
8-Sep-95 0.83 0.84 0.84 0.85 
3-Oct-95 0.97 0.94 0.96 0.98 
21-May-96 0.86 0.91 0.93 0.94 
18-Jun-96 0.98 0.98 0.98 0.97 
7-Jul-96 0.97 0.98 0.95 0.98 
8-Aug-96 0.97 0.98 0.99 0.99 
25-Nov-96 0.69 0.7 0.71 0.72 
16-Dec-96 0.71 0.72 0.72 0.72 
12-Jun-97 0.95 0.95 0.94 0.93 
 
Table 6.3 Total volume of runoff observed and modeled output adjusted with observed runoff 
coefficients. 
Volumetric Observed Modeled Flow Adjusted with Runoff Coefficient (L) 
Runoff Flow (Adjusted Flow as a % of Measured Flow) 
Event 
Coefficient (L) nm = 0.013 nm = 0.017 nm = 0.020 nm = 0.025 
8-Apr-95 0.88 5440 5489  (101) 5424  (100) 5380  (99) 5269  (97) 
30-Apr-95 0.56 281 268  (95) 266  (95) 264  (94) 261  (93) 
8-Sep-95 0.35 465 462  (99) 461  (99) 460  (99) 459  (99) 
3-Oct-95 0.52 1334 1322  (99) 1319  (99) 1305  (98) 1299  (97) 
21-May-96 0.35 97 92  (95) 88  (91) 86  (89) 82  (85) 
18-Jun-96 0.81 2753 2757  (100) 2755  (100) 2751  (100) 2747  (100) 
7-Jul-96 0.79 9644 9602  (100) 9599  (100) 9593  (100) 9586  (99) 
8-Aug-96 0.92 3872 3889  (100) 3541  (91) 3539  (91) 3530  (91) 
25-Nov-96 0.23 216 215  (100) 214  (99)  214  (99) 214  (99) 
16-Dec-96 0.19 191 187  (98) 185  (97) 183  (96) 181  (95) 
12-Jun-97 0.74 451 472  (105) 447  (99) 446  (99) 443  (98) 
 
As a consequence of this observation, the modeled output presented in Figure 6.2 was 
multiplied by the event-based volumetric runoff coefficient and the adjusted data was added to 
the plot with white triangle markers in order to distinguish the adjusted data from the raw model 
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output.  The model was not adjusted using an equilibrium runoff coefficient because it was 
desired to verify model performance.  However, in practice an equilibrium runoff coefficient will 
have to be used for predictive purposes. 
Although the model was accurate in predicting the volume of flow for the event 
hydrograph, it was necessary to determine if the model was temporally aligned with the 
measured event hydrograph.  To this end, the times to peak discharge were determined from the 
measured data and were compared to those estimated by the model.  Table 6.4 shows that the 
times to peak predicted by the model coincided with the measured time to peak with an average 
error of 5% indicating good temporal alignment of the modeled and measured event 
hydrographs. 
Table 6.4 Time to peak values (+ 1-min) for all observed storms. 
Measured Modeled Time to Peak, 
Time to (Modeled Time to Peak as a % of Measured) Event 
Peak (min) nm = 0.013 nm = 0.017 nm = 0.020 nm = 0.025 
8-Apr-95 152 151 (99) 153  (101) 154  (101) 153  (101) 
30-Apr-95 75 74  (99) 74  (99) 74  (99) 74  (99) 
8-Sep-95 28 35  (125) 35  (125) 35  (125) 35  (125) 
3-Oct-95 217 217  (100) 217  (100) 217  (100) 217  (100) 
21-May-96 119 117  (98) 117  (98) 117  (98) 117  (98) 
18-Jun-96 42 42  (100) 42  (100) 42  (100) 42  (100) 
7-Jul-96 19 18  (95) 18  (95) 18  (95) 18  (95) 
8-Aug-96 19 19  (100) 19  (100) 19  (100) 19  (100) 
25-Nov-96 25 26  (104) 28  (112) 27  (108) 28  (112) 
16-Dec-96 49 44  (90) 45 (92) 46  (94) 48  (98) 
12-Jun-97 15 16  (107) 16  (107) 16  (107) 16  (107) 
 
Once temporal alignment was verified, attention was turned to the peak discharge.  The 
model consistently overestimates the peak flow rate observed for each storm event.  However, 
when the model is adjusted with the overall runoff coefficient, the peak volumetric runoff rate is 
typically underestimated as in Table 6.5.   
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Table 6.5 Observed and modeled peak volumetric flow rates adjusted with the storm-specific 
runoff coefficient. 
 
The kinematic wave model was also used to compute the depth of flow across the 
pavement section.  For the eleven observed storms, the depth of flow never exceeded 4-mm at 
the downstream edge of the paved shoulder even though the discharge associated with this 300-
m2-drainage area approaches 400 L min-1.  The maximum depth of the plane is directly related to 
rainfall intensity as predicted by the kinematic wave model.  No correlation was found between 
total depth of rainfall and depth of flow on the plane.  The depths predicted by the kinematic 
wave model were verified by field observation at the downstream edge of the pavement during 
rainfall-runoff events. 
Rational Runoff Coefficients 
In order to quantify the continuous abstraction associated with traffic, incremental 
volume-based runoff coefficients were calculated and are presented in Figure 6.3.  The top plot 
contains only high intensity storms for which there were less than 10 vehicles per runoff volume 
(VRV).  For storms of this nature, there is an asymptotic approach to a maximum runoff 
coefficient for each storm that typically fell between 0.6 and 0.9.  For the low intensity storms in 
Measured  Adjusted Peak Flow (L min-1) 
Peak Flow (Adjusted Peak Flow as a % of Measured) Event 
(L min-1) nm = 0.013 nm = 0.017 nm = 0.020 nm = 0.025 
8-Apr-95 355 346  (97) 314  (88) 315  (89) 388  (109) 
30-Apr-95 8 6  (75) 6  (75) 6  (75) 6  (75) 
8-Sep-95 10 5  (58) 5  (54) 5  (54) 5  (53) 
3-Oct-95 248 144  (58) 134  (54) 134  (54) 132  (53) 
21-May-96 14 18  (129) 15  (107) 13  (93) 10  (71) 
18-Jun-96 244 223  (91) 223  (91) 223  (91) 223  (91) 
7-Jul-96 322 424  (132) 417  (130) 403  (125) 381  (118) 
8-Aug-96 391 490  (125) 438  (112) 433  (111) 417  (107) 
25-Nov-96 9 4  (44)  4  (44)  4  (44)  4  (44)  
16-Dec-96 4 2  (50) 2  (50) 2  (50) 2  (50) 
12-Jun-97 77 55  (71) 52  (68) 51  (66) 50  (65) 
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which there were greater than 10 VRV, the abstraction attributable to traffic was increased 
resulting in a lower value for the runoff coefficient that ranged from 0.2 – 0.4.  
Time of Concentration 
The TOC was measured for each observed storm and compared to estimates of the TOC 
found in the literature.  The kinematic wave calculations differed from the others in that the TOC 
was calculated for four values of Manning’s roughness coefficient to coincide with the modeled 
output that will be discussed shortly.  The results of the analysis are located in Tables 6.6 and 
6.7. 
Table 6.6 Time of concentration estimates using four literature methods. 
Modeled TOC (min) 
(Modeled TOC as a % of Observed) Event  
Average Rainfall 
Intensity, mm/hr 
Observed Time of 
Concentration, 
min 
Kirpich Izzard FAA SCS-CN
8-Apr-95 1.1 11 0.88  (8) 17  (155) 16  (145) 12  (109) 
30-Apr-95 0.51 10 0.88  (9) 28  (280) 16  (160) 12  (120) 
8-Sep-95 1.13 7 0.88  (13) 17  (243) 16  (229) 12  (171) 
3-Oct-95 1.81 13 0.88  (7) 12  (92) 16  (123) 12  (92) 
21-May-96 0.63 9 0.88  (10) 25  (278) 16  (178) 12  (133) 
18-Jun-96 2.3 5 0.88  (18) 10  (200) 16  (320) 12  (240) 
7-Jul-96 52.64 2 0.88  (44) 2  (100) 16  (800) 12  (600) 
8-Aug-96 29.51 3 0.88  (29) 3  (100) 16  (533) 12  (400) 
25-Nov-96 1.92 14 0.88  (6) 12  (86) 16  (114) 12  (86) 
16-Dec-96 1.08 15 0.88  (6) 18  (120) 16  (107) 12  (80) 
12-Jun-97 3.05 7 0.88  (13) 9  (129) 16  (229) 12  (171) 
 
It was determined that the Kirpich equation underestimated the TOC for each storm event 
by an average of 8-minutes.  This is likely due to the fact that the slope of this watershed (2%) is 
lower than the conditions for which the Kirpich equation was determined (slopes between 3% 
and 10% ).  Both the FAA and the SCS method returned reasonable results for the TOC with  
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Figure 6.3 Incremental volumetric runoff coefficients plots showing the tangential approach to a 
maximum runoff coefficient value for both high intensity and low intensity storm events. 
average estimates that deviated from the measured values by an average of 7 and 4-minutes 
respectively.  However, since neither of these methods incorporates rainfall intensity, each 
predicts a constant TOC regardless of rainfall intensity.  The Izzard equation performed 
approximately as well as the FAA and SCS methods with the additional benefit that it 
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incorporates rainfall intensity into the computation of the TOC giving differing values for TOC 
for each event as was observed in the field.   
The kinematic wave approximation to the TOC is presented in Table 6.7.  The kinematic 
wave equation, like the Izzard equation, takes into account the rainfall intensity in the estimation 
of the TOC.  However, the kinematic wave consistently returns more accurate predictions of the 
TOC.  The discrepancy between the estimated TOC and the observed TOC, based on the lag 
time, results from the need to use an average rainfall intensity during the observed TOC 
regardless of the magnitude of the standard deviation of the rainfall intensity.  For all values of 
Manning’s n investigated in this study, the kinematic wave approximation deviated from the 
measured value of the TOC by an average of 3 to 4 min. 
Table 6.7 Time of concentration estimates using four values of the Manning’s roughness 
coefficient in the kinematic wave model. 
Average 
Rainfall Time of Concentration (min) 
Intensity (TOC as a % of Observed) Event 
 (mm hr-1) Measured nm = 0.013 nm = 0.017 nm = 0.020 nm = 0.025 
8-Apr-95 1.1 11 10  (91) 11  (100) 13  (118) 14  (127) 
30-Apr-95 0.5 10 13  (130) 15  (150) 17  (170) 20  (200) 
8-Sep-95 1.1 7 10  (143) 11  (157) 12  (171) 14  (200) 
3-Oct-95 1.8 13 8  (62) 9  (69) 10  (77) 12  (92) 
21-May-96 0.6 9 12  (133) 14  (156) 16  (178) 18  (200) 
18-Jun-96 2.3 5 7  (140) 8  (160) 9  (180) 11  (220) 
7-Jul-96 52.6 2 2  (100) 2  (100) 3  (150) 3  (150) 
8-Aug-96 29.5 3 3  (100) 3  (100) 3 (100) 4  (133) 
25-Nov-96 1.9 14 8  (57) 9  (64) 10  (71) 11  (79) 
16-Dec-96 1 15 10  (67) 11  (73) 13  (87) 14  (93) 
12-Jun-97 3 7 6  (86) 8  (114) 8  (114) 10  (143) 
 
CONCLUSIONS 
The kinematic wave model accurately captures the significant aspects of rainfall-runoff 
events such as time to peak, total volume of flow and to a lesser degree, peak discharge for the 
range of Manning’s n applicable to the watershed under study.  This finding indicates that for 
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small, asphalt-paved single land use watersheds subject to traffic loadings, value within the range 
of tabulated Manning’s n values (0.013 to 0.020) appear to be reasonable.   
The ability to accurately predict the hydrograph is crucial for design and analysis of in-
situ unit operations and processes since it is not feasible for designers to wait until a storm of 
interest can be measured particularly if the parameter of interest is a storm with a low frequency 
of occurrence such as a 10-year or 25-year event.  The model is simplified for the impervious 
surface under study because results indicate that initial abstractions played a minor role 
compared to the continuous abstraction of traffic and as such could be ignored without losing 
significant accuracy in the modeled predictions of the discharge hydrograph.   
The constant abstraction associated with traffic, represented as the volume-based runoff 
coefficient, can be estimated based on the relationship between runoff and vehicular traffic.  As 
vehicles travel through a given segment of highway, water is re-entrained by the tires.  While it 
is likely that there is no net loss in runoff volume attributable to traffic in the direction of traffic 
flow, there is some fraction of the re-entrained runoff that is deflected and ejected laterally as 
airborne spray (in the direction of flow) from the watershed.  Although this fraction may still be 
considered runoff eventually, it becomes a loading and potential runoff from an adjacent 
watershed, not the paved watershed with in-situ treatment located at the edge of the paved 
shoulder.  Consequently, in small paved, single land use watersheds, vehicular traffic can be 
considered to be a significant anthropogenic abstraction.  For low intensity events, the peak flow 
and event volume that must be treated by in-situ systems is a small fraction of the conventional 
assumption of a volume-based runoff coefficient of 0.90 for paved surfaces due in large part to 
traffic abstractions.  Only during short duration, high-intensity events under low traffic loadings 
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do volume-based runoff coefficient at equilibrium approach tabulated values given for paved 
surfaces (ASCE 1992, Malcom 1989). 
For the eleven storms examined in this study, it was found that for high intensity storms, 
with less than 10 vehicles per liter of runoff volume (VRV), the runoff coefficient tangentially 
approached a maximum value between 0.6 and 0.9.  For low intensity storms, with more than 10 
VRV, the runoff coefficient tangentially approached a lower maximum value between 0.2 and 
0.4.  Equilibrium values of the runoff coefficient can be used to adjust the raw output of the 
kinematic wave model to predict the total volume of flow that can be reasonably expected from a 
given storm.  It is important to note that 10 VRV was an empirical determination made during 
the course of this study for the site under investigation.  On going research will determine if the 
10 VRV benchmark can be applied to spatially variable locations. 
The kinematic wave theory also gave predictions of the time of concentration that were at 
least as accurate as other, more commonly used runoff prediction methods.  It significantly 
outperformed the Kirpich formula for the watershed under study indicating that the Kirpich 
method may be inappropriate for small, paved, single land use watersheds as is the watershed in 
this study. 
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CHAPTER VII GLOBAL CONCLUSIONS 
The concentration of particulate matter in urban highway snowmelt can be exceedingly 
high reaching values on the order of 105 mg L-1.  The gradations investigated exhibited variation 
in granulometric characteristics, densities and calculated indices both across and within 
gradations.  The coarse fraction of the gradation (dp > 75 µm) was found to be statistically more 
dense than the fine fraction (P < 10-11).  However, using the typically assumed value of 2.65 gm 
cm-3 resulted in an error of 5% - 10% in estimated terminal settling velocities for particles 
ranging from 13 µm through 300 µm and less than 5% for the remainder of the gradation 
indicating that using the typically assumed value of particle density is a reasonable simplification 
when investigating these particle gradations. 
Significant model error can be introduced when a PLM is used and the median diameter 
particle is used to estimate either the number of particles per interval or the change in particle 
number over a given interval.  The SSE of the VF and CF can be significantly reduced through 
the use of correction factors when the sieve interval is large (P<0.05).  The damping of random 
error that is achieved through the use of the CF can overcome the model error introduced by the 
truncation of the gradation for these coarse particles.  The PF was found to accurately model the 
mass of the gradation without correction but is of limited utility since it is not a continuous 
function and, therefore, cannot be used for inferences about the particle gradation for portions of 
the gradation not coinciding with the points used in the calibration of the model.  Overall, the VF 
should be used, with correction, for all occasions when modeling PND with a power law.  The 
VF is hyperbolic regardless of truncation and all errors per interval are independent.  Therefore, 
it satisfies the tenets of the linear regression better than does the CF, its closest competitor for 
modeling PND. 
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While a single power law can reasonable represent many particle gradations, a multiple 
power law analysis may be more appropriate when changes in particle population occur within a 
single gradation.  The multiple power law provides reasonable simplicity and improved accuracy 
for some gradations in the areas of total PND, surface area and particle volume.  However, the 
change in population that occurred for the gradations investigated in this study are likely to be 
site specific and not universally applicable in the study of snowmelt runoff.  Determination of the 
location of the break point, the location at which the slope of the CF changes, should be 
performed for each location at which the potential use of a multiple power law analysis might 
occur. 
A first flush analysis of individual particle sizes in urban rainfall-runoff indicated that 
there was a disproportionately high and, in many cases, continuous delivery of particulate mass 
for nearly every event indicative of a mass-based first flush.  However, only events with average 
volumetric flow rates approaching 1 L min-1 m-1 of drainage width were found to exhibit a rapid 
depletion of particulate matter consistent with the concentration-based definition of the first 
flush.  This finding indicates that greater depths of rainfall may need to be captured and treated 
to achieve water quality goals.  These treatment depths may, in some cases, exceed some 
definitions of the water quality volume based on the concentration first flush rule-of-thumb. 
A PLM was also found to be useful for modeling the relationship between granulometric 
indices, such as cumulative granulometric mass or cumulative gradation surface area, and 
cumulative particulate-bound metal mass.  The PLM was found to be applicable across ten urban 
sites with a separate cumulative power law used to model each of the four heavy metal species of 
interest with the granulometric index on the independent axis and cumulative particulate-bound 
metal mass on the dependent axis.   
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Since two separate PLM, one based on cumulative granulometric mass and one based on 
cumulative gradation SA, were both found to accurately model cumulative gradation-based, 
particulate-bound metal mass, an economic analysis was performed to distinguish between the 
two.  The most cost effective method was found to be a simple sieve analysis (for granulometric 
mass) combined with a calibrated, mass-based version of the PLM.  The use of such calibrated 
PLM provided considerable cost reduction when compared to conventional direct measurements 
of particulate-bound metal mass, particularly when measurements were required on a recurring 
basis as is the case in BMP monitoring. 
Process selection diagrams were created for both urban snowmelt and urban rainfall-
runoff to evaluate potential mechanisms of particle removal for BMP design.  These mechanisms 
include sedimentation, direct filtration, straining, shear coagulation and Brownian coagulation.  
It was found that sedimentation could remove 90% of snowmelt particles within a 30-min 
detention time in a typical roadway drainage system.  The concentration of particulate matter in 
snowmelt ruled out both surficial straining and direct filtration as primary removal mechanisms 
though serial application of these processes could be applied to protect sensitive receiving 
bodies.  The results for rainfall-runoff indicate that sedimentation again could be used to remove 
90% of particles though the detention time was increased to 120 min.  Simulated particle 
gradations, encompassing a wide range of αd and βd parameters indicate that either direct 
filtration, shear coagulation or sedimentation will be the dominant mechanisms of particle 
separation for particles in the 2 µm through 75 µm range.  These diagrams are specific to the 
assumptions and geometry of the site used in this study.  Extrapolation of these diagrams to other 
sites is, therefore, inappropriate and may lead to erroneous interpretations of effective separation 
mechanisms.  Rather, separation diagrams should be created for each application. 
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Modeling the discharge hydrograph from the experimental facility with the kinematic 
wave model was found to be an accurate method of capturing significant aspects of rainfall 
runoff events such as time to peak, total volume of flow and peak discharge.  The choice of 
Manning’s n values used in the model had little appreciable effect on the predicted hydrographs, 
a result that is likely due to the extremely small size of the watershed under investigation.  
Consequently, tabulated values of Manning’s n appear to be appropriate, without revision, for 
single land use watersheds subject to traffic loadings. 
The kinematic wave theory was also found to be at least as accurate as other, more 
commonly used methods, for the prediction of the time on concentration in this watershed.  The 
fact that the kinematic wave method incorporates rainfall intensity into the estimation of the 
TOC can afford designers the ability to examine the capability of BMP to respond to a variety of 
hydraulic loadings that are present in rainfall events of varying intensities.   
The kinematic wave model used in this study did not account for abstractions.  Therefore 
the rational runoff coefficient was used to scale the estimated hydrograph.  Since the watershed 
was 100% impervious, infiltration was negligible.  However, there was a constant abstraction as 
vehicles traversing the watershed re-entrained and ejected runoff from the watershed under study 
and into adjacent watersheds.  Results indicate that this form of abstraction can be significant, 
particularly in low intensity rainfall events in which the volume-based runoff coefficient was 
found to be only a small fraction of the commonly assumed value of 0.9 for highly impervious 
watersheds.  In fact only short duration, high intensity, low traffic volume events tended towards 
this value.  Low intensity events typically exhibited a steady-state rational runoff coefficient 
between 0.2 and 0.4 while high intensity events were found to have coefficients in the range of 
0.6 to 0.9. 
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