In this paper, we propose a method to extend the use of latent topics into higher order n-gram models. In training, the parameters of higher order n-gram models are estimated using discounted average counts derived from the application of probabilistic latent semantic analysis(PLSA) models on n-gram counts in training corpus. In decoding, a simple yet efficient topic prediction method is introduced to predict its topic given a new document. The proposed topic mixture language model (TMLM) displays two advantages over previous methods: 1) having the ability of building topic mixture n-gram LM (n>1) and, 2) without requiring a big general baseline LM. The experimental results show that TMLMs, even using smaller number of topics, outperform LMs implemented using both standard n-gram approach and unsupervised adaptation approaches in terms of perplexity reductions.
INTRODUCTION
This paper proposes a topic mixture language modeling approach by extending the use of latent topic information of PLSA models into higher order n-gram models. The proposed method achieves better performance compared with both standard n-gram modeling approach and unsupervised adaptation approach.
Inspired by the concept of mixture models, the application of topic mixtures in language modeling tasks can be found decades ago. In their early efforts, manually labeled data is used for training and naive Bayesian text classification method for decoding [6] . An attempt with unsupervised method was made by [7] in which topic decomposition were achieved by vector clustering and Expectation Maximization (EM) algorithms. Another unsupervised approach is introduced in by [4] . The proposed technology of latent semantic analysis (LSA) is implemented by using singular value decomposition algorithm, and significant improvements reported in terms of both perplexity and word error rate reductions.
With the progresses made in document modeling technologies [9] recently, attentions have been attracted to incorporate the results into language modeling tasks [1] [2] [3] . The main focuses of these efforts are in the area of unsupervised LM adaptation based on PLSA framework. A common practice they share is to interpolate a document model with a general purpose baseline model.
We investigate topic mixture language modeling approach from different prospects. The basic idea of our approach is to make use of latent topic information derived from PLSA in a different way by extending mixture-of--unigram to mixture-of-n-gram.
The paper is organized as follows. In section 2 we give some brief introduction of PLSA approach. The method of building higher order mixture components will be described in Section 3. We introduce Bayesian topic prediction method in 4. Section 5 will be dedicated to various experiments on perplexity tests with LDC Gigabyte English corpus. Section 6 will conclude with discussions of our findings and possible issues that need further studies.
PLSA FRAMEWORK
Under the formalism of PLSA [1] [9] , the probability of a word in a document is described as: 
The meaning of Eq. (2) 
HIGHER ORDER MIXTURE COMPONENTS
From Eq.(1) we know that PLSA models are unigram TMLMs in which mixture components are word unigram models. One simple way to extend the mixture components into higher order n-gram models is to perform TD to estimate the value of
specifies the soft classification of the documents into latent topic classes, it can be directly used for building higher order topicspecific n-gram models. Given a classified document set
, for each of the topic t , we can build topic-specific n-gram models.
By averaging the n-gram counts with the topic probabilities of each document, n-gram model parameters can be estimated with ML approach which can be described as follows: Eq.(6) can be regarded as a generic training process of topic-specific LMs for which training documents are preclassified into topic domains. When hard classification method is used, documents are classified into disjoint classes, topic probability of a document is either 1 or 0. The parameters of topic-specific n-gram model are estimated only from documents within the topic domain. When soft classification method is used, it discriminatively takes all the documents into consideration according to the probabilities of the documents falling into the topic classes. The parameters are trained from the average counts of ngrams of each document in the corpus.
Basically Eq. (6) is still a rough approximation, only the probabilities of the documents pertaining to the topic classes are used. This is equivalent to the assumption that words in documents are equally generated by topics, which actually is not the case in PLSA.
Knowing the topic t , the probability of word sequence n w w ... 
Eq. (7) is a refined training process, as opposed to Eq.(6). It uses both topic probabilities of the documents and the approximated probabilities of the n-grams being generated by the topic. As a result, in addition to weighting the training data at document level, the training process further narrows down the scope to individual n-gram units of each document in training corpus and weights the importance according to the relevance of the n-grams with the topic. The parameters of the n-gram models can also be regarded as being estimated from discounted average counts, which are obtained by discounting the average counts with the factors represented by the probabilities of n-grams being generated by the topic.
Both Eq. (6) and Eq. (7) can be regarded as the processes of manipulating n-gram counts of training corpus using unigram TMLMs.
BAYESIAN TOPIC PREDICTION
One of the important issues for applying TMLM is to predict topics of new documents, or to dynamically calculate the topic mixture weights from processing contexts. One approach for rapid topic prediction for a new document is to use Bayesian learning by which parameters can be updated based on new observations. Given 
where α serves as a weighting factor of Bayesian learning between prior and current observations, 
where M is the number of documents in training corpus and l is the average document length in terms of number of words in the documents; topic prior probability ) (t p can be approximated from word-document counts in training corpus and topic probabilities of documents of TD results using ) , (
From Eq. (8), (9) 
We experimented with both methods and found that incremental learning is working consistently better than batch learning with the tasks, it therefore is used in our experiments
EXPERIMENTS
We conduct experiments for perplexity tests on part of LDC corpus "English Gigaword LDC2005T12", which consists of units of documents distinguished by markup tags. The training data is selected from "nyt_eng" of year 2002 to 2004 of even and odd month alternatively, totaling 380M bytes disk space, 77,212 documents and 67.8 million words. Test data of 1000 documents are randomly selected from the remaining part.
Topic Decomposition and Model Training
The first step of building TMLMs is to perform topic decompositions. Some pre-processing works have to be carried out: stop-words around 600 in total, numerical expressions and words with unigram count less than 5 are removed. As a result a vocabulary of 135,956 words is selected for word-document table construction and topic prediction. Topic decompositions are performed on the word-document table using PLSA. After topic decomposition, topic dependent word n-gram models are built using Eq.(7). Separately, baseline n-gram models are built with standard method from the entire corpus. In particular, the 3-gram model contains total 6.183 million of probability entries. All the models employ the same vocabulary of 60k most frequent words in the training corpus; Witten-Bell back-off approach is used as the backoff strategy. 
. The row of "# of LM en-tries" represents the total number of probability entries in the models in million units.
Performance against Baseline Models and Adaptation Approaches
In our experiments, we compared the performances of baseline models with that of TMLMs implemented in different n-gram orders. Table 2 . Perplexity of baseline models and TMLMs built with 8 topics.
From Table 2 we notice that the performances of TMLMs are consistently better than those of baseline models. The performance of n-gram TMLM is comparable that of 3-gram baseline model. About 15% of perplexity reduction can be achieved on average by using TMLMs.
We compared the performances of TMLMs with those of LMs enhanced with unsupervised topic adaptation approaches indicated by Eq.(5). Table 3 summarizes the perplexity results of the models built with different number of topics. We observe from Table 3 that larger number of topics has positive influence on LM performances in general. Most importantly, TMLMs with small number of topics (for instance, 4) can substantially outperform LMs enhanced by unsupervised adaptation approaches in which lager number (for instance 20) of topics are used. With the same number of topics in the same document modeling paradigm, TMLM approach achieves overall 10% perplexity reduction over other adaptation approaches. Table 3 . Perplexity results of adaptation approaches and TMLMs.
CONCLUSIONS
We investigated TMLM approaches by extending the mixture components of PLSA models from unigrams to higher order n-grams. A simple topic prediction method is proposed to facilitate the effort of estimating topic probabilities from new documents. We compared the performances TMLMs with those of standard n-gram models. We also compared TMLM approaches with unsupervised LM adaptation approaches. Perplexity test results have shown that 15% perplexity reduction can be achieved over baseline models, and around 10% perplexity reduction can be yielded over unsupervised approaches on average. TMLMs with smaller number of topics can still achieve better performances.
