We compute the action of Hecke operators T J j (p 2 ) on Jacobi forms of "Siegel degree" n and m × m index M, provided 1 j n − m.
from F certain transformation properties under a subgroup of the congruence subgroup associated to F . Jacobi modular forms are functions defined to behave like Fourier-Jacobi coefficients of Siegel modular forms under the "Jacobi subgroup" of the symplectic group. In the seminal work [5] , the authors introduce and study Jacobi modular forms that map H × C into C; similar to elliptic modular forms, these Jacobi forms have a weight, as well as another integer parameter called an index. One of the striking applications of these Jacobi forms is the proof of the Saito-Kurokawa conjecture due to Maass, Andrianov, and Zagier, explicitly identifying certain Siegel modular forms of degree 2 (meaning τ is 2 × 2) as lifts of integral weight elliptic modular forms (see [2, [13] [14] [15] 20] , or Chapter II of [5] ). (In an interesting intermediate step, Jacobi forms are identified with a subspace of the space of half-integral weight modular forms, which was studied further by Kohnen [10, 11] .) In Chapter I of [5] , two types of "Hecke operators" are introduced; one of these changes the index, and it is this that is used to construct the lift of a Jacobi form to a degree 2 Siegel form.
In [4] , Duke and Imamoglu gave a new proof of the Saito-Kurokawa correspondence using L-series and a converse theorem due to Imai [9] ; they conjectured that this correspondence extends (under mild conditions), relating elliptic modular forms and Siegel modular forms of degree 2n. Then in [8] , Ikeda used representation theory and L-series to prove the Duke-Imamoglu conjecture (see also [12] , in which Kohnen reformulates Ikeda's formula). Also, Ikeda shows the lift takes Hecke eigenforms to Hecke eigenforms.
In this paper we return to the study of Jacobi modular forms. In particular, we consider Hecke where α j,Δ (Λ, Ω) is the number of totally isotropic codimension n − j subspaces of (Λ ⊕ Δ) ∩ (Ω ⊕ In [7] we analysed the action of Hecke operators on Siegel modular forms by first explicitly describing a set of coset representatives giving the action of the Hecke operators; these matrices are completely determined except for a choice of matrix G ∈ GL n (Z). The situation here is the same; thus in Propositions 5.1 and 5.2, we describe how to choose G to get a complete, non-redundant set of matrices for each Hecke operator on Siegel modular forms, and in Propositions 5.3 and 5.4 we describe how to choose G to give us matrices for the corresponding maps on Jacobi modular forms.
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Definitions and notation
Let us begin with a brief discussion of Siegel modular forms and the Jacobi subgroup. Then we define Jacobi forms, Hecke-Siegel operators, and their analogues in the Jacobi case.
The degree n symplectic group is
(Here we write t D for the transpose of D.) This group acts on the Siegel upper half-space
(Proposition 1.2.1 of [1] shows C τ + D is invertible; see also [6] . Also, Y > 0 means that as a quadratic form, Y is positive definite.)
Siegel modular forms (defined below) are analytic functions on H (n) that transform under Sp n (Z), or under some subgroup of Sp n (Z) that contains a principle congruence subgroup
(N ∈ Z). In this paper we focus on the subgroups
Definition. A scalar-valued Siegel modular form of (integral) weight k, degree n (> 1), level N, and character χ is an analytic function F :
(Here χ is a Dirichlet character modulo N.) We let M k (Γ (n) 0 (N), χ ) denote the complex vector space of all weight k, degree n Siegel modular forms with level N and character χ . We sometimes abuse the notation and write χ (γ ) 
Note. When n = 1, we need the additional condition that To avoid the distraction of the automorphy factor det(C τ + D)
k , we introduce an action of Sp n (Z) on F : H (n) → C, and more generally, an action of
by fractional linear transformation). Since a Siegel form F is analytic and F (τ + B) = F (τ ) for any symmetric B ∈ Z n,n , F has a Fourier series:
where e{ * } = exp(π iT r( * )) and T runs over all symmetric, n × n even integral matrices with T 0.
(T even integral means T has integer entries with even diagonal entries, and T 0 means that the quadratic form defined by T is positive semi-definite. Note that some authors include a factor of 2 in the definition of e{ * }, and then the matrices T are half-integral with integral diagonal entries.)
where M runs over m × m, symmetric, even integral matrices with M 0, and
The functions f M are called Fourier-Jacobi coefficients; since F has level N and character χ , the f M inherit from F the following transformations: for
and for
Let Sp J n,m (Z) be the subgroup of Sp n (Z) generated by all such matrices γ 1 , γ 2 with N = 1. So 
Definition. Suppose M is a symmetric, even integral m × m matrix, and f :
Then f is a Jacobi modular form of Siegel degree n, weight k, level N, character χ , and index [21] , this space is known to be finite-dimensional.)
As discussed above, a degree n Siegel modular form F has a Fourier series expansion supported on symmetric, even integral n × n matrices T with T 0. We consider each T to be a quadratic form on a rank n Z-lattice Λ relative to some basis for Λ. As T varies, the pair (Λ, T ) varies over all isometry classes of rank n lattices with even integral positive semi-definite quadratic forms. Also, the isometry class of (Λ, T ) is that of (Λ, T ) if and only if 
where Λ varies so that Λ ⊕ Δ varies over all rank n, even integral, positive semi-definite isometry classes, oriented when χ (−1)(−1)
0 (N). Take 1 j n, and set δ =
where γ varies over representatives for (Γ ∩ Γ )\Γ ; we set 
Similarly, f |T J (p) is well defined, and 
Hecke-Jacobi operators
We first find a set of matrices giving the action of
is an n × n matrix, and
Proof. We will write rank p A to denote the rank of the matrix A over Z/pZ; similarly, we will write span p A to denote the Z/pZ-span of the columns of the matrix A. The proof parallels that of Proposition 2.1 of [7] . 
where B 0 is j × r 0 . Since (A, B) 
where 
and set 
Although we will see that with X =
gives the action of the coset of M, it is clear that X / ∈ Γ J unless D = I . However, (D , NY ) is a symmetric coprime pair, where
is a symmetric coprime pair if R t S is symmetric, and G(R, S) integral implies G is integral; by Lemma 2.1.17 of [1], a pair (R, S) of j × j matrices is symmetric and coprime exactly when (R, S) is the bottom row of blocks of an element of Sp j (Z), or equivalently, (S, R) is the top row of blocks of an element of Sp n (Z).) Thus there exist matrices U , V so that
and with 
This shows that for j n − m, p N,
where (G, D, Y ) varies over the triples constructed above. These triples constitute a subset of the triples constructed in [7] for determining the action of T j (p 2 ) on Siegel modular forms; in that case we showed that the triples (G, D, Y ) 
, and Λ 1 varies over all codimension n − j subspaces
The proposition now follows for p N. 
where
where B 0 is j × j. Thus
represents the coset of M; the proposition now follows for the case p|N. 2
We now apply these coset representatives to a Jacobi form to determine the action of the HeckeJacobi operators on Fourier coefficients. , and
Remark. When p|N this simplifies to give us that the
. We will see that the Λ ⊕ Δth coefficient of
is built out of Ω ⊕ Δth coefficients of F where each Ω ⊕ Δ is even integral and
; the sum on Y for this choice of G and D gives us a character sum to test whether Λ ⊕ Δ is even integral. (When p|N, r 1 = r 2 = 0.)
Identify T as the matrix for an even integral quadratic form on Ω ⊕ Δ, relative to some ordered bases (y 1 , . . . , y n−m ), (y n−m+1 , . . . , y n ) for Ω, Δ, respectively. Using this basis for Ω, 
The sum on Y 1 is an incomplete character sum since p det Y 1 ; this sum yields
where Ω 1 T 1 . Thus we can restrict our attention to those T , D, G where
Making a change of variables, we now identify T as the matrix for a quadratic form on Λ ⊕ Δ, and
. As discussed in the proof of Proposition 3.1, for each choice of Ω we have various G, one for each choice of Λ 1 (which is the same as Ω 1 in the previous paragraph); Λ 1 varies so that in the quotient (Λ ⊕ Δ) ∩ (Ω ⊕ Δ)/p(Λ + Ω + Δ), Λ 1 varies over all codimension n − j subspaces independent of Δ. Thus with 
where Y , G = G(Ω) vary as in Proposition 3.1. So the analysis is similar to the case p N, but simpler; adapting the argument for p N easily yields the result. 2
In the above analysis we encounter incomplete character sums when p N. We can complete these by replacing the operator 
, and
Index-changing Hecke maps
In this section we consider T 
While the choice of G is by no means uniquely determined by γ , the corresponding lattice
is the kernel of the homomorphism that takes the ith basis vector of Λ ⊕ Δ to the ith column of (A, A ) modulo p. (a) Fix j so that n − m < j n, and let
. So G transforms with weight k and character χ under
is a Jacobi form with index (n) 0 (N) necessarily has rank n over Z/pZ, and so its top j rows have rank j over Z/pZ. 2
We follow a similar procedure to construct matrices giving the action of T (p) on M k (Γ (n) 
(N), χ ):
For 0 r n, we let G r be the set of matrices G constructed as follows. Let ({d 1 , . . . , d r }, {a 1 , . . . , a n−r }) be an ordered partition of {1, 2, . . . ,n}. G 0 is the n × r matrix whose s, t-entry is 1 if s = d t , and 0 otherwise. G 1 is an n × (n − r) matrix whose s, t-entry is α st where α st is 1 if s = a t , α st = 0 if s < a t or s = a i (some i = t), and α st ∈ {0, 1, . . . , p − 1} otherwise. G = (G 0 , G 1 ) ∈ GL n (Z). Let ({d 1 , . . . , d r }, {a 1 , . . . , a n−r }) be an ordered partition of {1, 2, . . . ,n − m}. G 0 is the n × r matrix whose s, t-entry is 1 if s = d t , and 0 otherwise. G 1 is a matrix whose s, t-entry is α st where α st is 1 if s = a t , α st = 0 if s < a t or s = a i (some i = t), and α st ∈ {0, 1, . . . , p − 1} otherwise. G 2 is the n × n matrix 0 I m , and G = (G 0 , G 1 , G 2 ) . Also 
