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a b s t r a c t
We develop three numerical methods to solve coupled forward–backward stochastic
differential equations.Wepropose three different discretization techniques for the forward
stochastic differential equation. A theta-discretization of the time-integrands is used
to arrive at schemes with conditional expectations. These conditional expectations are
approximated by using the COS method, which relies on the availability of the conditional
characteristic function of the discrete forward process. The numerical methods are applied
to different problems, including a financial problem. Richardson extrapolation is used to
obtain more accurate results, resulting in the observation of second-order convergence in
the number of time steps. Advantages and disadvantages of each method are compared
against each other.
© 2015 Elsevier B.V. All rights reserved.
1. Introduction
In recent years, the theory and applicability of forward–backward stochastic differential equations (FBSDEs) has grown.
Such equations essentially consist of two parts, a forward stochastic differential equation (FSDE) which has to satisfy an
initial condition, and a backward stochastic differential equation (BSDE), which has to satisfy a terminal condition:
Xt = X0 +
 t
0
µ(s, Xs, Ys, Zs)ds+
 t
0
σ(s, Xs, Ys)dWs,
Yt = g(XT )+
 T
t
f (s, Xs, Ys, Zs)ds−
 T
t
ZsdWs,
(1.1)
where X0 is the initial condition of the forward SDE, T is the (finite) time horizon,Wt is a Brownian motion process,µ and σ
are the drift and diffusion of the forward SDE, f is the generator of the backward SDE and g is the terminal condition. Further
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technical details will be discussed in Section 2. A solution to (1.1) consists of three processes, a process Xt from the forward
component, and two processes Yt and Zt from the backward component. Process Zt can be interpreted as a control process
such that Zt steers Yt towards the terminal condition and such that all processes are adapted.
In Eq. (1.1), the processes Xt , Yt and Zt are coupled. The forward component Xt is allowed to couple into the generator
f and the backward components Yt and Zt are allowed to couple in the drift µ and/or the diffusion σ . In certain problems
the functions µ and σ do not depend on the processes Yt and Zt and in this case (1.1) reduces to a decoupled FBSDE. Such
equations are less complex than coupled FBSDEs but still form a concept with a wide range of applicability, especially in
financial mathematics. Decoupled FBSDEs have been applied for the pricing of American options in [1]. A jump diffusion
model for decoupled FBSDEs was treated in [2]. Othermarket imperfections, such asmarkets with frictions or amarket with
short selling constraints can also be incorporated with decoupled FBSDEs.
However, coupled FBSDEs form a concept with an even wider range of applicability, encompassing decoupled FSDEs, and
can be used to approach nonlinear problems. For example, coupled FBSDEs were used to model financial markets where a
large investor can influence the stock price in [3]. The solution of a coupled FBSDE is related (see [4]) to the solution of a
second-order quasilinear partial differential equation (PDE), widening the range of applications. Nonlinear pricing models,
such as a market model where we can only hedge a financial option with a correlated asset, but not the underlying itself, as
discussed in [5], can also be modelled easily with coupled FBSDEs due to this connection with PDEs.
In general, we do not have the explicit solution of the coupled FBSDE (1.1) available to us. Therefore, there has been a
lot of interest in the development of efficient numerical methods for coupled FBSDEs. However, the coupling of the forward
and backward components in Eq. (1.1) makes the construction of numerical methods more involved. For decoupled FBSDEs,
that do not have the added difficulty of the coupling, efficient algorithms already exist. Probabilistic methods rely on the
dynamic programming equations developed in [6] and [7] and subsequently spawned a number of efficientmethods, such as
the BCOS method developed in [8], the convolution method from [9] or the integration methods from [10]. The research on
efficient numerical methods for coupled FBSDEs is still ongoing. This paper is a step in that direction. Traditionally, there are
two main problems to tackle when approximating coupled FBSDEs. Firstly, we need a method to deal with the coupling of
the backward processes Yt and Zt into the forward process and secondly, we need to approximate the resulting conditional
expectations.
We will use two techniques available in the literature, one from [11] and one from [12], and also introduce a new
technique to approach the first problem. We will use a theta-method, first applied to decoupled FBSDEs in [13], to obtain
flexibility in the computational effort of our methods. For the second problem, we use the COS method, developed in [14],
and this will result in three different numerical methods for coupled FBSDEs.
Furthermore, we discuss two numerical experiments, to test the numericalmethods.Wewill see that not allmethods can
cope with these experiments, and that each numerical method has its own advantages and disadvantages. To increase the
speed of convergence, we will use Richardson extrapolation to obtain second-order accurate, in the number of timesteps,
numerical approximations. Finally, we discuss a financial problem which can be modelled by coupled FBSDEs.
2. Forward–backward stochastic differential equations
We first introduce notation that will be used throughout the paper, and introduce a discretization of the general coupled
FBSDE that forms the basis of the three schemes discussed in the paper.
2.1. Definitions
Let Wt be a standard one-dimensional Brownian motion process on the probability space

Ω,F , (Ft)0≤t≤T , P

, where
T > 0 is a fixed finite time horizon and F denotes the natural filtration generated by the process Wt , with the usual P-
augmentation so that the probability space is complete. We define the following spaces
1. S2 (0, T ) denotes the set of R-valued predictable measurable processes Yt such that
E

sup
0≤t≤T
|Yt |2

<∞.
2. H2 (0, T ) denotes the set of R-valued predictable measurable processes Zt such that
E
 T
0
|Zt |2dt

<∞.
3. L2T (R) denotes the set of FT -measurable random variables X that are square integrable.
Throughout this paper, we consider the coupled forward–backward stochastic differential equation:
Xt = X0 +
 t
0
µ(s, Xs, Ys, Zs)ds+
 t
0
σ(s, Xs, Ys)dWs, (2.1a)
Yt = g(XT )+
 T
t
f (s, Xs, Ys, Zs)ds−
 T
t
ZsdWs, (2.1b)
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where f : Ω × [0, T ] × R × R × R → R is P ⊗ B ⊗ B-measurable and continuous. Here, P denotes the set of Ft-
progressively measurable scalar processes on Ω × [0, T ]. The function f is commonly referred to as the generator of the
coupled FBSDE. Furthermore, g : Ω → R is assumed to be in L2T (R). The drift µ : Ω × [0, T ] × R × R × R → R and
diffusion σ : Ω × [0, T ] × R × R→ R are also assumed to be continuous and respectively P ⊗ B ⊗ B ⊗ B-measurable
and P ⊗B ⊗B-measurable.
For a solution of the coupled FBSDE to exist, we need the following standing assumptions (cf. [15])
1. The functions µ, σ , f and g are uniformly Lipschitz continuous in the space variables, for all t ∈ [0, T ]. For example, f
should satisfy
|f (t, x, y, z)− f (t, x′, y′, z ′)| ≤ K(|x− x′| + |y− y′| + |z − z ′|),
for all t ∈ [0, T ]. Moreover, we assume these functions are continuously differentiable in all variables.
2. The functions µ, f and g satisfy the growth conditions:
|f (t, x, y, z)| ≤ K(1+ |y| + |z|),
|µ(t, x, y, z)| ≤ K ,
|g(x)| ≤ K ,
for some K > 0.
3. The diffusion σ has bounded second derivatives, and has positive lower and upper bound:
c ≤ σ(t, x, y) ≤ C,
where 0 < c < C .
In particular, assumption (A2) entails that the function f is uniformly bounded in x. The solution to the coupled FBSDE is
given by the triplet (X, Y , Z), where X and Y are continuous, real-valued and adapted processes andwhere Z is a continuous,
real-valued and predictable process such that the triplet solves (2.1a)–(2.1b). Under assumptions (A1)–(A3) it can be proven
that a unique solution (X, Y , Z) ∈ S2(0, T )× S∞(0, T )× H2(0, T ) to the coupled FBSDE (1.1) exists.
Under the standing assumptions, a ‘nonlinear Feynman–Kac’ theorem can also be proven. Consider the quasilinear partial
differential equation (PDE):
Dtv(t, x)+ µ(t, x, y, z)Dxv(t, x)+ 12Dxxv(t, x)σ (t, x, v(t, x))
2
− f (t, x, v(t, x),Dxv(t, x)σ (t, x, v(t, x))) = 0,
v(T , x) = g(x),
(2.2)
where Dt denotes the time derivative and Dx and Dxx denote the first and second order partial derivative to x, respectively.
In the following, let X t,xs denote the solution to the forward component (2.1a), starting in x at time t and where s ∈ [t, T ].
The solution to the corresponding backward component (2.1b) is denoted by (Y t,xs , Z
t,x
s ). The following theorem holds:
Theorem 2.1 (Nonlinear Feynman–Kac Theorem [16,4]). If the PDE (2.2) has a solution v(t, x) ∈ C1,2, the solution (Xt , Yt , Zt)
of the (Markovian) coupled FBSDE (2.1a)–(2.1b) can be represented as
Y t,xs = v(s, X t,xs ),
Z t,xs = Dxv(s, X t,xs )σ (s, X t,xs , v(s, X t,xs )),
(2.3)
for all s ∈ [t, T ].
The converse statement also holds in the viscosity sense. Suppose (X t,xs , Y
t,x
s , Z
t,x
s ) is a solution to the coupled FBSDE, then
the function defined by v(t, x) = Y t,xt is a viscosity solution to the PDE (2.2) (see [4]).
As a consequence of Theorem 2.1, solving a coupled FBSDE is the same as solving the corresponding quasilinear PDE.
Therefore, numerical discretization schemes for PDEs may be used to approximate the solution of a coupled FBSDE.
In this paper we will focus on the probabilistic point of view, while borrowing some results from Theorem 2.1. We will
discretize the forward component by the simple Euler scheme and the backward component by a theta-scheme. The use of
a theta-scheme introduces two parameters θ1 and θ2, which are used to generate multiple discretizations. These different
discretizations can then be compared later on in terms of efficiency and order of convergence. In the next subsection we
will discuss the discretization of the forward and backward components of the coupled FBSDE.
2.2. Discretization of the coupled FBSDE
The Euler method is a well-known scheme to approximate the solution of (2.1a). Let Π be a partition of time points
0 = t0 < t1 < · · · < tM = T of [0, T ] with a fixed time step 1t := tm+1 − tm for m = M − 1, . . . , 0. Throughout
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this paper, we use the notation Xm to denote the value of any arbitrary stochastic process Xt at time point tm and we set
1Wm+1 = Wm+1 −Wm, whereWm isN (0, tm)-distributed.
The local evolution, i.e. the evolution on a small time interval [tm, tm+1), of the forward SDE (2.1a) is given by:
Xm+1 = Xm +
 tm+1
tm
µ(s, Xs, Ys, Zs)ds+
 tm+1
tm
σ(s, Xs, Ys)dWs. (2.4)
The Euler approximation X∆m+1 of Xm+1 is then given by
X∆m+1 = X∆m + µ(tm, X∆m , Y∆m , Z∆m )1t + σ(tm, X∆m , Y∆m )1Wm+1, (2.5)
which can be interpreted as a left-point approximation rule for the integrals appearing in (2.4). It is known (see [17]) that
the classical Euler scheme has strong order of convergence equal to 12 and weak order of convergence equal to 1.
To discretize the backward equation, we look at the local evolution of the backward component (2.1b) of the coupled
FBSDE. We then start with
Ym = Ym+1 +
 tm+1
tm
f (s, Xs, Ys, Zs)ds−
 tm+1
tm
ZsdWs. (2.6)
One can obtain an approximation of the process Yt by taking conditional expectations with respect to the underlying
filtration Fm. Using standard techniques in stochastic analysis (Fubini’s theorem, properties of the Itô integral and the
Itô isometry) and by approximating the integrals that appear with a theta method, as in [8], one obtains the following
approximation
Ym = Em [Ym+1 ]+
 tm+1
tm
Em [f (s, Xs, Ys, Zs) ] ds
≈ Em [Ym+1 ]+1tθ1f (tm, Xm, Ym, Zm)+1t(1− θ1)Em [f (tm+1, Xm+1, Ym+1, Zm+1) ] , (2.7)
where θ1 ∈ [0, 1]. Here Em [· ] denotes E [· | Fm]. Similarly, by first multiplying Eq. (2.6) with 1Wm+1 and then taking
conditional expectations, one can obtain an approximation for Zm as well:
Zm ≈ −θ−12 (1− θ2)Em [Zm+1 ]+1t−1θ−12 Em [Ym+11Wm+1 ]
+ θ−12 (1− θ2)Em [f (tm+1, Xm+1, Ym+1, Zm+1)1Wm+1 ] , (2.8)
where θ2 ∈ (0, 1]. As a consequence of Theorem 2.1, the terminal values YM and ZM can be computed by using the terminal
condition as follows
YM = g(XM), (2.9)
ZM = σ(tM, XM, YM)Dxg(XM). (2.10)
Eqs. (2.7)–(2.10) will form the basis for all three numerical methods that will follow. Since, for our schemes, the terminal
conditions (2.9) and (2.10) are functions of the time t and the Markov process X∆, we get by an induction argument that
also the approximations Y∆m and Z
∆
m are of the form:
Y∆m = y(tm, X∆m ),
Z∆m = z(tm, X∆m ).
(2.11)
Furthermore, since the filtration F is generated by the Brownian motionWt , we get that
Em [· ] = E [· | Fm] = E [· | Xm = x] , (2.12)
which we will approximate by Exm [· ] := E
· | X∆m = x. We can rephrase scheme (2.7)–(2.10) as follows:
y(tM, x) = g(x), z(tM, x) = Dxg(x)σ (tM, x, g(x)), (2.13)
y(tm, x) = Exm

y(tm+1, X∆m+1)
+1tθ1f (tm, x, y(tm, x), z(tm, x))
+1t(1− θ1)Exm

f (tm+1, X∆m+1, y(tm+1, X
∆
m+1), z(tm+1, X
∆
m+1))

, (2.14)
z(tm, x) = −θ−12 (1− θ2)Exm

z(tm+1, X∆m+1)
+1t−1θ−12 Exm y(tm+1, X∆m+1)1Wm+1 
+ θ−12 (1− θ2)Exm

f (tm+1, X∆m+1, y(tm+1, X
∆
m+1), z(tm+1, X
∆
m+1))1Wm+1

, (2.15)
form =M−1, . . . , 0 and x in a predefined computational domain. The parameters θ1 and θ2 give us control of the behaviour
and computational effort of our numerical methods. Setting θ1 = 0 will result in an explicit scheme for the backward
component, while setting θ1 ≠ 0 results in an implicit scheme. In the implicit case, we end up with a fixed-point problem
for the function y(t, x), which we will solve by using Ppicard Picard iterations.
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It is important to note that scheme (2.13)–(2.15) does not yet provide a fully implementable scheme. Indeed, for the
computation of y(tm, x) and z(tm, x) we need the Euler approximation of X∆m+1, which in turn needs the approximations
y(tm, x) and z(tm, x) due to the coupling of the backward components in the forward process. In the next section, we will
discuss three different methods to tackle this problem, resulting in three different algorithms.
First, however, we introduce the BCOS method, originating from [14], and further developed and successfully applied to
decoupled FBSDEs in [8,18], for the approximation of the different conditional expectations arising in scheme (2.13)–(2.15).
2.3. Computation of conditional expectations with COS method
In this section we derive the COS approximation for the conditional expectations in (2.13)–(2.15) under the forward
dynamics (2.1a). Since the three algorithms wewill discuss differ from this scheme, the final COS formulas used in the three
algorithms will look different from the ones obtained in this section. However, they are alike and the derivation for each
algorithm does not change significantly (in each scheme the forward dynamics are different), so we discuss the derivation
first.
It can be seen from Eqs. (2.13)–(2.15) that all conditional expectations we need to approximate are either of the form
Exm

h(tm+1, X∆m+1)

or Exm

h(tm+1, X∆m+1)1Wm+1

, where h(t, x) is some given function. In the following, let N > 0 denote
the number of Fourier cosine coefficients we use, and let [a, b] denote our computational domain.
For the first conditional expectation, the COS formula gives us:
Exm

h(tm+1, X∆m+1)
 ≈ N−1′
j=0
Hj(tm+1)Exm

cos

jπ
X∆m+1 − a
b− a

=
N−1′
j=0
Hj(tm+1)ℜ

φX∆m+1

jπ
b− a
 X∆m = x expijπ −ab− a

, (2.16)
where i is the complex unit,
′ denotes an ordinary summation where the first term is weighted by one-half, Hj(tm+1)
denotes the Fourier-cosine coefficients of h(t, x) at time tm+1, and φX∆m+1(u|x) is the conditional characteristic function of
X∆m+1, given X∆m . The ≈ sign in (2.16) is due to the fact that we approximate an infinite sum with a finite number of terms.
The computation of the Fourier-cosine coefficients is outlined below, in Eq. (2.21). Since we know the evolution of X∆m+1
from Eq. (2.5), we can compute the conditional characteristic function:
φX∆m+1(u|X
∆
m = x) = E

exp

iuX∆m+1
 | X∆m = x
= exp

iux+ iuµ(tm, x, y(tm, x), z(tm, x))1t − 12u
2σ 2(tm, x, y(tm, x))1t

. (2.17)
It is interesting to note that the conditional characteristic function is not only space-dependent, but time-dependent as well.
Applying the COS formulas to the conditional expectation Exm

h(tm+1, X∆m+1)1Wm+1

, we get:
Exm

h(tm+1, X∆m+1)1Wm+1
 ≈ N−1′
j=0
Hj(tm+1)Exm

cos

jπ
X∆m+1 − a
b− a

1Wm+1

=
N−1′
j=0
Hj(tm+1)ℜ

Exm

exp

ijπ
X∆m+1
b− a

1Wm+1

exp

ijπ
−a
b− a

. (2.18)
Applying integration by parts, one obtains for the expectation term in Eq. (2.18), where we substitute u = jπb−a , to simplify
representation:
Exm

exp

iuX∆m+1

1Wm+1

= Exm
exp
iux+ iuµ(tm, x, y(tm, x), z(tm, x))  
=:m(tm,x)
1t + iu σ(tm, x, y(tm, x))  
=:s(tm,x)
1Wm+1
1Wm+1

= 1√
2π
√
1t
 ∞
−∞
exp (iux+ ium(tm, x)1t + ius(tm, x)ξ) ξ exp

−1
2

ξ√
1t
2
dξ
= s(tm, x)1t√
2π
√
1t
 ∞
−∞
Dx exp (iux+ ium(tm, x)1t + ius(tm, x)ξ) exp

−1
2

ξ√
1t
2
dξ
= 1tσ(tm, x, y(tm, x))Exm

Dx exp

iuX∆m+1
 
. (2.19)
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This derivation can be found in [18] in the case of decoupled FBSDEs and for more general discretizations of the forward
SDE. Substituting Eq. (2.19) in (2.18) gives us
Exm

h(tm+1, X∆m+1)1Wm+1

≈ 1tσ(tm, x, y(tm, x))
N−1′
j=0
Hj(tm+1)ℜ

Exm

Dx exp

ijπ
X∆m+1
b− a

exp

ijπ
−a
b− a

= 1tσ(tm, x, y(tm, x))
N−1′
j=0
Hj(tm+1)ℜ

i
jπ
b− aφX∆m+1

jπ
b− a
 X∆m = x expijπ −ab− a

. (2.20)
Since the conditional characteristic function is space-dependent, the computations of the conditional expectations in (2.18)
and (2.20) include a densematrix–vectormultiplication, aswe cannot employ a Fast Fourier Transform (FFT) algorithmhere.
Finally, we need to approximate the Fourier-cosine coefficients Hj(tm+1) of h at time points tm, where m = 0, . . . ,M
and j = 0, . . . ,N − 1. The Fourier-cosine coefficients of h at time tm are defined by
Hj(tm+1) = 2b− a
 b
a
h(tm+1, x) cos

jπ
x− a
b− a

dx. (2.21)
Although this integral may be available to us analytically for some problems, in general it is not and we will approximate
the integral with a discrete Fourier-cosine transform. To obtain such an approximation, we take N equidistant grid-points
xn on the grid [a, b] and compute the value of h(tm+1, x) on these grid-points. The midpoint integration rule then gives us
the approximation
Hj(tm+1) = 2b− a
 b
a
h(tm+1, x) cos

jπ
x− a
b− a

dx
≈ 2
b− a
N−1′
n=0
h(tm+1, xn) cos

jπ
xn − a
b− a

δx
= 2
N
N−1′
n=0
h(tm+1, xn) cos

jπ
2n+ 1
2N

. (2.22)
This approximation is known as the discrete Fourier-cosine transform, for which efficient algorithms exist (we will use
MATLAB’s function dct).
We nowhave themachinerywe need to approximate the conditional expectations in scheme (2.13)–(2.15). Convergence
of this scheme, with the COS formulas (2.16) and (2.20), is established for the decoupled case in [18]. However, as noted
before, this scheme still does not provide an implementable scheme in our situation due to the coupling of the backward
components in the forward component (and vice versa).
3. Numerical schemes
In this section, we will describe three different approaches to deal with the coupling in scheme (2.13)–(2.15), which will
result in three different algorithms. These algorithms will all use Eqs. (2.16) and (2.20) in a slightly different fashion. Where
necessary, we will point out the main differences in their derivations.
Recall that N denotes the number of Fourier-cosine coefficients used in the COS method and that [a, b] denotes the
integration interval1 on which we approximate the forward process Xt .
3.1. Explicit method
Firstly, one can use a technique from [11] to obtain an explicit scheme for coupled FBSDEs. Suppose we are working on
the time interval [tm, tm+1) and that approximations y(tm+1, ·) and z(tm+1, ·) are available on [a, b]. Assuming the time step
1t = tm+1− tm is small, these approximations can be interpreted as predictors of the solution at time point tm. The following
approximation of the forward process then appears:
Xm+1 = x+ µ(tm+1, x, y(tm+1, x), z(tm+1, x))1t + σ(tm+1, x, y(tm+1, x))1Wm+1, Xm = x. (3.1)
1 As the characteristic function changes on each interval, one could choose [am, bm] as the computational domain for each m = 0, . . . ,M. A choice for
am and bm could be based on the cumulants of the forward dynamics, as in [14,8,18], with corresponding minimum (for a) and maximum (for b) values of
the processes Yt and Zt . In our examples however, we fix a and b for all time intervals.
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This equation differs from (2.5) in the sense that we now use the right-point approximation for the y, z and time components
in the drift and diffusion. It can be interpreted as a sort of backward Euler approximation of the forward SDE.
Since we use a different approximation of the forward process Xt , the conditional characteristic function of X∆m will be
different as well. The difference is small however, since we only have to replace tm in (2.17) with tm+1:
φX∆m+1(u|X
∆
m = x) = exp

iux+ iuµ(tm+1, x, y(tm+1, x), z(tm+1, x))1t − 12u
2σ 2(tm+1, x, y(tm+1, x))1t

. (3.2)
Furthermore, we have to replace tm with tm+1 in Eqs. (2.16) and (2.20), as their derivations do not change. Again, to simplify
notation, we define
Φj(x) = ℜ

φX∆m+1

jπ
b− a
 X∆m = x expijπ −ab− a

(3.3)
Φ¯j(x) = ℜ

i
jπ
b− aφX∆m+1

jπ
b− a
 X∆m = x expijπ −ab− a

. (3.4)
In the rest of this subsection we denote the Fourier cosine-coefficients of z(tm, x), y(tm, x) and f (tm, x, y(tm, x), z(tm, x))
respectively by Zj(tm), Yj(tm) and Fj(tm) (for j = 0, . . . ,N − 1). Since the approximation of the forward process does not
depend anymore on the approximations of the backward processes on time tm, we obtain an explicit, fully implementable
scheme.
Assume we want to compute z(tm, x) and y(tm, x) for arbitrary m. By using the COS formulas (2.16) and (2.20), adapted
by substituting tm+1 instead of tm, we obtain the approximations
z(tm, x) ≈
N−1′
j=0
−1− θ2
θ2
Zj(tm+1)Φj(x)
+

1
1tθ2
Yj(tm+1)+ 1− θ2
θ2
Fj(tm+1)

σ(tm+1, x, y(tm+1, x))1tΦ¯j(x). (3.5)
y(tm, x) ≈ 1tθ1f (tm, x, y(tm, x), z(tm, x))+
N−1′
j=0
Φj(x)

Yj(tm+1)+1t(1− θ1)Fj(tm+1)

= 1tθ1f (tm, x, y(tm, x), z(tm, x))+ p(tm+1, x). (3.6)
In the case θ1 > 0, we obtain an implicit equation for y(tm, x). We use Ppicard Picard iterations to determine y(tm, x),
with initial guess Exm

y(tm+1, X∆m+1)

. In the case θ1 = 0, we obtain an explicit approximation for y(tm, x), resulting in a
computationally cheaper scheme (while still maintaining the same accuracy).
The explicit algorithm is summarized in Algorithm 1.
Algorithm 1: Explicit method
1: Compute the terminal functions y(tM, x) and z(tM, x) by using the terminal condition.
2: Approximate the terminal coefficients Yj(tM), Zj(tM) and Fj(tM), by using a discrete Fourier-cosine transform.
3: form =M − 1 to 0 do
4: Compute the functions z(tm, x), y(tm, x) and f (tm, x, y(tm, x), z(tm, x)) by using
5: formulas (3.6) and (3.5).
6: Subsequently, approximate the corresponding coefficients Zj(tm), Yj(tm) and Fj(tm) by
7: using a discrete Fourier-cosine transform.
8: end for
At the terminal time tM we compute the Fourier-cosine coefficients by using the terminal condition
Yj(tM) = 2b− a
 b
a
g(x) cos

jπ
x− a
b− a

dx, (3.7)
Zj(tM) = 2b− a
 b
a
Dxg(x)σ (tM, x, g(x)) cos

jπ
x− a
b− a

dx, (3.8)
Fj(tM) = 2b− a
 b
a
f (tM, x, g(x),Dxg(x)σ (tM, x, g(x))) cos

jπ
x− a
b− a

dx. (3.9)
It is clear that the explicit method is computationally simple. Furthermore, for any arbitrary value ofm, we need to store the
values y(tm+1, x) and z(tm+1, x) for Eqs. (3.6) and (3.5). When wemove on to the next iteration, these values are not needed
anymore and can be removed.
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The computation time for the explicit method is linear in the number of time steps M . The following computations are
done when computing the approximations for time tm:
• Computation of the conditional characteristic function on an x-grid in O(N) operations.
• Computation of z(tm, x) and p(tm, x) on a x-grid in O(N2) operations.
• Initialization of the Picard method: Computation of Exm

y(tm+1, X∆m+1)

in O(N2) operations.
• Computation of the P Picard approximations for y(tm, x) in O(PpicardN) operations.
• Computation of the Fourier coefficients Zj(tm), Yj(tm) and Fj(tm)with the DCT in O(N log(N)) operations.
The functions z(tm, x), p(tm, x) and the initial estimate for the Picard method are computed on a x-grid with N equidistant
points, and is of order of complexity O(N2). It is the most time-consuming computation in the algorithm, although the
computational time can be improved by computing z(tm, x) and p(tm, x) in parallel. The total complexity of the explicit
method is O(M(N + N2 + PpicardN + N log(N))).2
3.2. Local method
As an alternative to the explicit method, one may consider whether it were possible to iterate over each time interval
[tm, tm+1) individually for allm = 0, . . . ,M − 1. In this way, one obtains an iterative, localmethod. The method employed
in this section has not been seen in the literature, although the method in [10] shows resemblance.
Suppose we work on a local interval [tm, tm+1) for some m ∈ {0, . . . ,M − 1} and that approximations of the Fourier-
cosine coefficients of y(tm+1, x) and z(tm+1, x) are available to us. Again, we start with an initial guess for the functions
y0(tm, x) and z0(tm, x).
In the first local iteration, we use the approximated Fourier-cosine coefficients of y(tm+1, x) and z(tm+1, x) and the
conditional characteristic function to obtain a first approximation of y(tm, x) and z(tm, x). In the next iteration, we again
use the approximated Fourier-cosine coefficients of y(tm+1, x) and z(tm+1, x) and the approximations of y(tm, x) and z(tm, x)
from the previous iteration to obtain a second approximation.
This procedure is repeated for a predefined number of iterations.When the algorithm is done iterating, we fix y(tm, x) and
z(tm, x) and compute their Fourier-cosine coefficients. By repeating this procedure for each local time interval, we obtain
an iterative scheme which we will call the localmethod.
Let Plocal denote the number of local iterations per time interval and let k = 0, . . . , Plocal denote the current local
iteration. Furthermore, we denote by X∆,km , y
k(tm, x) and zk(tm, x) respectively the value of X∆m , y(tm, x) and z(tm, x) in
iteration k and let YPj (tm), Z
P
j (tm), F
P
j (tm) denote respectively the Fourier-cosine coefficients of y
P(tm, x), zP(tm, x) and
f (tm, x, yP(tm, x), zP(tm, x)), where P represents Plocal. Finally, the conditional expectations Exm [· ] in (2.13)–(2.15) have to
be replaced by Ek,xm [· ] := Em
·|X∆,km = x.
The conditional characteristic function of X∆,km+1 is now given by
φX∆,km+1
(u|X∆,km = x) = E

exp

iuX∆,km+1

| X∆,km = x

= exp

iux+ iuµ(tm, x, yk(tm, x), zk(tm, x))1t − 12u
2σ 2(tm, x, yk(tm, x))1t

. (3.10)
However, we do not have the functions yk(tm, x) and zk(tm, x) available to us during iteration k. Therefore, we use the
approximation
φX∆,km+1
(u|X∆,km = x) = E

exp

iuX∆,km+1

| X∆,km = x

≈ E

exp

iuX∆,k−1m+1

| X∆,k−1m = x

= exp

iux+ iuµ(tm, x, yk−1(tm, x), zk−1(tm, x))1t − 12u
2σ 2(tm, x, yk−1(tm, x))1t

= φX∆,k−1m+1 (u|X
∆,k−1
m = x). (3.11)
In the local method, when we are finished iterating over a time interval [tm+1, tm+2), we fix the approximated functions
y(tm+1, x) and z(tm+1, x) and as a consequence their Fourier-cosine coefficientsY(tm+1) andZ(tm+1), by setting them equal
to yP(tm+1, x), zP(tm+1, x), YPj (tm+1) and Z
P
j (tm+1) respectively. During the local iterations on the next interval, [tm, tm+1),
these values remain fixed.
2 The COS method can be generalized to higher dimensions, for example as in [19]. In this case the complexity analysis is slightly more involved and the
method becomes more costly, although some of the computations can be done in parallel to obtain an increase in speed.
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Therefore, we use the Fourier-cosine coefficients YP(tm+1) and ZP(tm+1) in the COS approximations, i.e.
Ek,xm

hP(tm+1, X∆,km+1)

≈
N−1′
j=0
HPj (tm+1)ℜ

φX∆,k−1m+1

jπ
b− a
 X∆,k−1m = x expijπ −ab− a

, (3.12)
and
Ek,xm

hP(tm+1, X∆,km+1)1Wm+1

≈ 1tσ(tm, x, yk−1(tm, x))
N−1′
j=0
HPj (tm+1)ℜ

i
jπ
b− aφX∆,k−1m+1

jπ
b− a
 X∆,k−1m = x expijπ −ab− a

, (3.13)
where hP(tm+1, x) denotes the fixed approximation of the function h(tm+1, x) andHPj (tm+1) its Fourier-cosine coefficients.
The final COS approximations of zk(tm, x) and yk(tm, x) are equal to
zk(tm, x) ≈
N−1′
j=0
−1− θ2
θ2
ZPj (tm+1)Φ
k−1
j (x)
+

1
1tθ2
YPj (tm+1)+
1− θ2
θ2
F Pj (tm+1)

σ(tm, x, yk−1(tm, x))1tΦ¯k−1j (x). (3.14)
yk(tm, x) ≈ 1tθ1f (tm, x, yk(tm, x), zk(tm, x))+
N−1′
j=0
Φk−1j (x)

YPj (tm+1)+1t(1− θ1)F Pj (tm+1)

,
= f (tm, x, yk(tm, x), zk(tm, x))+ pk(tm+1, x), (3.15)
whereΦk−1j (x) and Φ¯
k−1
j (x) (compared to (3.22) and (3.23)) denote
Φk−1j (x) = ℜ

φX∆,k−1m+1

jπ
b− a
 X∆,k−1m = x expijπ −ab− a

(3.16)
Φ¯k−1j (x) = ℜ

i
jπ
b− aφX∆,k−1m+1

jπ
b− a
 X∆,k−1m = x expijπ −ab− a

. (3.17)
In the case θ1 > 0, we have an implicit equation for yk(tm, x)which wewill again solve by using Ppicard Picard iterations with
initial guess Ek,xm

yP(tm+1, X∆,km+1)

.
The local method is summarized in Algorithm 2. At the terminal time, we set yP(tM, x) = g(x) and zP(tM, x) =
Dxg(x)σ (tM, x, g(x)) and compute the Fourier-cosine coefficientsYPj (tM),Z
P
j (tM) andF
P
j (tM) by using the discrete Fourier-
cosine transform as in Eqs. (3.7)–(3.9). For a small enough timestep, we can expect y(tm−1, x) to be reasonably close to
y(tm, x). Hence, we set the initial estimates y0(tm−1, x) and z0(tm−1, x) equal to the final approximations for the previous
time point tm.
Algorithm 2: Local method
1: Compute the terminal functions yP(tM, x) and zP(tM, x) by using the terminal condition.
2: Approximate the terminal coefficients YPj (tM), Z
P
j (tM) and F
P
j (tM), by using a discrete Fourier-cosine transform.
3: for all x ∈ [a, b] do
4: y0(tM−1, x)← g(x)
5: z0(tM−1, x)← Dxg(x)σ (tM, x, g(x))
6: end for
7: form =M − 1 to 0 do
8: for k = 1 to Plocal do
9: Compute the functions zk(tm, x), yk(tm, x) and f (tm, x, yk(tm, x), zk(tm, x)) by using
10: formulas (3.15) and (3.14) and functions zk−1(tm, x), yk−1(tm, x) from the previous
11: local iteration.
12: end for
13: Approximate the corresponding coefficients ZPj (tm), Y
P
j (tm) and F
P
j (tm) by using a
14: discrete Fourier-cosine transform.
15: y0(tm−1, x)← yP(tm, x)
16: z0(tm−1, x)← zP(tm, x)
17: end for
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The algorithm then computes a first approximation y1(tM−1, x) and z1(tM−1, x) according to Eqs. (3.14) and (3.15).
In the next iteration, we use these approximations in the conditional characteristic function to obtain a more accurate
approximation y2(tM−1, x) and z2(tM−1, x). We do this Plocal times until we obtain approximations yP(tM−1, x) and
zP(tM−1, x). Finally, we compute the Fourier-cosine coefficients YPj (tM−1), Z
P
j (tM−1) and F
P
j (tM−1).
This procedure is repeated for all time intervals [tm, tm+1), m = 0, . . . ,M − 1. Since the conditional characteristic
functions at time point tm and iteration k depend on yk−1(tm, x) and zk−1(tm, x), we need to store these values in computer
memory, as well as the Fourier-cosine coefficients YPj (tm+1), Z
P
j (tm+1) and F
P
j (tm+1). Therefore, the local method needs to
store fewer values than the global method and equally as many values as the explicit method. However, the local method
does require more computational effort than the explicit method.
The explicit method performs the same operations as the explicit method in each time step, but these operations are
performed repeatedly for every local iteration. Hence, the total complexity of the algorithm is equal toO(MPlocal(N +N2+
PpicardN + N log(N))).
3.3. Global method
Lastly, one can use a technique proposed in [12], where an iterative procedure is used over the complete time domain.
In the first iteration, we start with an initial guess for the functions y(tm, x) and z(tm, x) for all time points tm, which is
then substituted in the characteristic function (2.17) of X∆m+1. As a result, the characteristic function at time tm does not
depend on the functions y(tm, x) and z(tm, x) anymore, and Eqs. (2.13)–(2.15) in combination with the COS formulas are
fully explicit and a next estimate of the functions y(tm, x) and z(tm, x) can be computed. By substituting these new estimates
in the conditional characteristic function in the next iteration and repeating this procedure, we arrive at an iterative scheme
which we will call the globalmethod here.
Thismethod also shows resemblancewith the iterated optimal stoppingmethoddeveloped in [20]. Here, a similar iterative
procedure is employed to solve a certain type of nonlinear control PDEs. One drawback of this method, which also holds for
the global method discussed in this section, is that the approximated solutions at all time steps and all grid points need to
be stored in computer memory.
Wewill essentially use the notation from Section 3.2, but with a slightly different meaning. Let Pglobal denote the number
of iterations in the global scheme and let k = 0, . . . , Pglobal denote the current iteration. Furthermore, let yk(tm, x) and
zk(tm, x) respectively denote the approximations of y(tm, x) and z(tm, x) in the kth iteration. The Fourier-cosine coefficients
of y(tm, x), z(tm, x) and f (tm, x, y(tm, x), z(tm, x)) in iteration k will be denoted by Ykj (tm), Z
k
j (tm) and F
k
j (tm) respectively.
For the rest of this subsection we again let Ek,xm [· ] := Em
·|X∆,km = x, where X∆,km denotes the value of X∆m in the kth global
iteration.
The same logic as for Eqs. (3.10) and (3.11) also applies here. The conditional characteristic function of X∆,km+1 is given by
φX∆,km+1
(u|X∆,km = x) = E

exp

iuX∆,km+1

| X∆,km = x

= exp

iux+ iuµ(tm, x, yk(tm, x), zk(tm, x))1t − 12u
2σ 2(tm, x, yk(tm, x))1t

. (3.18)
However, since we do not have the functions yk(tm, x) and zk(tm, x) available to us during iteration k and time point tm, we
use the previous iteration to approximate the conditional characteristic function, i.e.
φX∆,km+1
(u|X∆,km = x) = E

exp

iuX∆,km+1

| X∆,km = x

≈ E

exp

iuX∆,k−1m+1

| X∆,k−1m = x

= exp

iux+ iuµ(tm, x, yk−1(tm, x), zk−1(tm, x))1t − 12u
2σ 2(tm, x, yk−1(tm, x))1t

= φX∆,k−1m+1 (u|X
∆,k−1
m = x). (3.19)
The COS formulas (2.16) and (2.20) change to
Ek,xm

h(tm+1, X∆,km+1)

≈
N−1′
j=0
Hkj (tm+1)ℜ

φX∆,k−1m+1

jπ
b− a
 X∆,k−1m = x expijπ −ab− a

, (3.20)
and
Ek,xm

h(tm+1, X∆,km+1)1Wm+1

≈ 1tσ(tm, x, yk−1(tm, x))
N−1′
j=0
Hkj (tm+1)ℜ

i
jπ
b− aφX∆,k−1m+1

jπ
b− a
 X∆,k−1m = x expijπ −ab− a

. (3.21)
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The derivations of these formulas are identical to the original derivations. Assumewewant to compute zk(tm, x) and yk(tm, x)
for arbitrarym and k and assume, for now, that the Fourier-cosine coefficients at time point tm+1 in the current iteration are
known.
For the computation of zk(tm, x), we need to compute the conditional expectations Ek,xm

zk(tm+1, X∆,km+1)

,
Ek,xm

yk(tm+1, Xk,∆m+1)1Wm+1

and Ek,xm

f (tm+1, X∆,km+1, yk(tm+1, X
∆,k
m+1), zk(tm+1, X
∆,k
m+1))1Wm+1

. To simplify presentation,
we define
Φk−1j (x) = ℜ

φX∆,k−1m+1

jπ
b− a
 X∆,k−1m = x expijπ −ab− a

, (3.22)
Φ¯k−1j (x) = ℜ

i
jπ
b− aφX∆,k−1m+1

jπ
b− a
 X∆,k−1m = x expijπ −ab− a

. (3.23)
Using the COS formulas (3.20) and (3.21), we obtain the following approximations:
Ek,xm

zk(tm+1, Xk,∆m+1)

≈
N−1′
j=0
Zkj (tm+1)Φ
k−1
j (x), (3.24)
Ek,xm

yk(tm+1, Xk,∆m+1)1Wm+1

≈ σ(tm, x, yk−1(tm, x))1t
N−1′
j=0
Ykj (tm+1)Φ¯
k−1
j (x), (3.25)
Ek,xm

f (tm+1, Xk,∆m+1, y
k(tm+1, Xk,∆m+1), z
k(tm+1, Xk,∆m+1))1Wm+1

≈ σ(tm, x, yk−1(tm, x))1t
N−1′
j=0
F kj (tm+1)Φ¯
k−1
j (x). (3.26)
The final approximation zk(tm, x) is then given by substituting the above three equations in (2.15):
zk(tm, x) ≈
N−1′
j=0
−1− θ2
θ2
Zkj (tm+1)Φ
k−1
j (x)
+

1
1tθ2
Ykj (tm+1)+
1− θ2
θ2
F kj (tm+1)

σ(tm, x, yk−1(tm, x))1tΦ¯k−1j (x). (3.27)
For the computation of yk(tm, x), we need to compute the conditional expectations Ek,xm

yk(tm+1, X∆,km+1)

and
Ek,xm

f (tm+1, X∆,km+1, yk(tm+1, X
∆,k
m+1), zk(tm+1, X
∆,k
m+1))

. Using the COS formula (3.19), we obtain:
Ek,xm

yk(tm+1, X∆,km+1)

≈
N−1′
j=0
Ykj (tm+1)Φ
k−1
j (x), (3.28)
Ek,xm

f (tm+1, X∆,km+1, y
k(tm+1, X∆,km+1), z
k(tm+1, X∆,km+1))

≈
N−1′
j=0
F kj (tm+1)Φ
k−1
j (x). (3.29)
The final approximation yk(tm, x) is then given by substituting the above two equations in (2.14):
yk(tm, x) ≈ 1tθ1f (tm, x, yk(tm, x), zk(tm, x))+
N−1′
j=0
Φk−1j (x)

Ykj (tm+1)+1t(1− θ1)F kj (tm+1)

,
= 1tθ1f (tm, x, yk(tm, x), zk(tm, x))+ pk(tm+1, x). (3.30)
In the case θ1 > 0, we obtain an implicit equation for yk(tm, x). We use Ppicard Picard iterations to determine yk(tm, x) with
initial guess Ek,xm

y(tm+1, X∆,km+1)

.
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Algorithm 3: Global method
1: form = 0 toM − 1 and all x ∈ [a, b] do
2: y0(tm, x)← 0
3: z0(tm, x)← 0
4: end for
5: for k = 1 to Pglobal do
6: Compute the terminal functions yk(tM, x) and zk(tM, x) by using the terminal condition.
7: Approximate the terminal coefficients Ykj (tM), Z
k
j (tM) and F
k
j (tM), by using a discrete
8: Fourier-cosine transform.
9: form =M − 1 to 0 do
10: Compute the functions zk(tm, x), yk(tm, x) and f (tm, x, yk(tm, x), zk(tm, x)) by using
11: formulas (3.30) and (3.27) and functions zk−1(tm, x), yk−1(tm, x) from
12: the previous global iteration.
13: Subsequently, approximate the corresponding coefficients Zkj (tm), Y
k
j (tm) and F
k
j (tm)
14: by using a discrete Fourier-cosine transform.
15: end for
16: end for
Algorithm 3 summarizes the global method. Initially, we set3 y0(tm, x) = 0 and z0(tm, x) = 0 for all time points tm,m =
0, . . . ,M − 1 and all x ∈ [a, b]. At the terminal time t = tM we set yk(tM, x) = g(x) and zk(tM, x) = Dxg(x)σ (tM, x, g(x))
and compute Zkj (tM), Y
k
j (tM) and F
k
j (tM) for all k = 1, . . . , Pglobal by using the discrete Fourier-cosine transform
Ykj (tM) =
2
b− a
 b
a
g(x) cos

jπ
x− a
b− a

dx, (3.31)
Zkj (tM) =
2
b− a
 b
a
Dxg(x)σ (tM, x, g(x)) cos

jπ
x− a
b− a

dx, (3.32)
F kj (tM) =
2
b− a
 b
a
f (tM, x, g(x),Dxg(x)σ (tM, x, g(x))) cos

jπ
x− a
b− a

dx. (3.33)
We then compute the functions z1(tM−1, x) and y1(tM−1, x) on the equidistant x-grid [a, b] according to formulas (3.27)
and (3.30). Subsequently, the Fourier-cosine coefficients Z1j (tM−1), Y
1
j (tM−1) and F
1
j (tM−1) are computed. This procedure
is repeated until we reach the starting time t0. As we have reached t0, we have a first approximation y1(tm, x) and z1(tm, x)
for all times tm and the first iteration of the algorithm is completed.
In the next iteration, new, more accurate, approximations z2(tm, x) and y2(tm, x) can be computed by using the functions
z1(tm, x) and y1(tm, x) from the previous iterations in Eqs. (3.27) and (3.30) for all m = 0, . . . ,M − 1. The algorithm is
iterated until we have completed Pglobal iterations.
Here, we note that the global method also shows resemblance to the waveform relaxation methods discussed in [21].
These methods are characterized by an iteration over the time domain, followed by an iteration over the space domain (the
global iteration). Convergence of waveform relaxation methods is fast for a small time duration T , a feature that the global
method discussed here also exhibits, as we will see in Section 4.2.
From Algorithm 3, the difference with the local method is immediately clear. Instead of iterating over the individual
time intervals, represented by the inner loop in Algorithm 2, the global method iterates over the complete time domain,
represented by the global loop in Algorithm 3. The algorithm is computationally more demanding than the explicit and
local methods. During global iteration k, we need all values yk−1(tm, x) and zk−1(tm, x) for all values m = 0, . . . ,M − 1.
Therefore, the global method has to store all values in computer memory.
The globalmethod performs the same operations in each time step as the explicit method. However, we now also need to
compute an initial guess for the solution on an x-grid with N equidistant points for each time-point tm. This computation is
of order of complexityO(MN). Furthermore, the computations for each separate time-point are performed for every global
iteration. Hence, the total complexity of the global method is equal to O(MPglobal(N + N2 + PpicardN + N log(N))).
Establishing the convergence of these iterations is hard, but the authors of [12] provide assumptions under which the
iterations converge to the true solution as the time step goes to zero and the number of iterations grows. Most notably, they
assume that the drift µ and the diffusion σ are not dependent on Z and that one of the following holds for the FBSDE under
consideration:
3 This initial guess is somewhat arbitrary. Another possibility could be to use one of the other numerical methods discussed in this section with a small
number of time stepsM , and interpolate this result to obtain an initial guess for the global method.
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• Small time duration.
• Weak coupling of Y into the forward SDE or weak coupling of X into the backward SDE.
• Either the driver function f (t, x, y, z) is strongly decreasing in y or the drift function µ(t, x, y, z) is strongly decreasing
in X .
In this case, the theoretical framework presented in Section 2 ensures us that the global iterations converge to the true
solution as the time step goes to zero and the number of iterations grows. However, when we are not in one of the above
cases, we will see in Section 4.2 that the iterations do not necessarily converge. Furthermore, the speed of convergence of
the iterations depends on the strength of the coupling of the FBSDE. Stronger coupling implies slower convergence of the
iterations.
4. Numerical experiments
In this sectionwewill apply the numerical methods developed in Sections 3.3–3.1 to several coupled FBSDEs and analyse
their convergence behaviour. MATLAB 8.2.0.701 was used for the computations, with an Intel(R) Core(TM) i7-3537U CPU @
2.00 GHz and 4.0 GB of RAM.
We first test the methods on two different BSDEs, taken from the literature. These problems are used to test the
capabilities of our numericalmethods. The error in the approximations of y(0, x0) and z(0, x0) are studied for each algorithm
as the time step gets smaller. The second problem poses more difficulties, since the diffusion also depends on the process
Zt . Richardson extrapolation is applied to this example as well, to accelerate the speed of convergence in the number of
timestepsM. Finally, we discuss a FBSDE arising from a financial problem.
For each method, we test the following schemes.
Scheme A: θ1 = 1 and θ2 = 1 Scheme C: θ1 = 12 and θ2 = 12
Scheme B: θ1 = 0 and θ2 = 1 Scheme D: θ1 = 0 and θ2 = 12
For the local method and the global method, we use a stopping criterion to determine when we should stop iterating.
For the local method, we keep iterating until
max
|yk(tm, x0)− yk−1(tm, x0)|, |zk(tm, x0)− zk−1(tm, x0)| ≤ ϵ0, (4.1)
and for the global method, we keep iterating until
max
1≤m≤M
|yk(tm, x0)− yk−1(tm, x0)|, |zk(tm, x0)− zk−1(tm, x0)| ≤ ϵ1, (4.2)
where k denotes the local or global iteration, and ϵ0 and ϵ1 are set to 10−3. In the case θ1 > 0, we also have to perform a
number of Picard iterations for each time point tm. Here we use the same type of stopping criterion as in (4.1).
As a consequence of the Fourier cosine methods employed in this paper, the local error near the boundaries of
the integration interval [a, b] can disrupt our algorithm. A method to deal with these local errors is discussed in [22].
Alternatively, the authors of [23] use a different grid discretization in their Fourier approach that may be applicable to
our approach as well. In all of our examples, we take a relatively wide integration range, as to make sure these local errors
do not influence the approximations in the areas of our interest.
4.1. Example 1: example from Milstein and Tretyakov [24]
The first problem is taken from [24]. We consider the following coupled FBSDE:
Xt = X0 +
 t
0
Xs

1+ X2s

2+ X2s
3 ds+  t
0
1+ X2s
2+ X2s
 1+ 2Y 2s
1+ Y 2s + exp

− 2X2ss+1
dWs, (4.3)
Yt = exp

− X
2
T
T + 1

−
 T
t
a(s, Xs, Ys)+ b(s, Xs, Ys)Zsds+
 T
t
ZsdWs, (4.4)
where
a(t, x, u) = 1
t + 1 exp

− x
2
t + 1

4x2(1+ x2)
(2+ x2)3 +

1+ x2
2+ x2
2 
1− 2x
2
t + 1

− x
2
t + 1

, (4.5)
b(t, x, u) = x
(2+ x2)2
1+ u2 + exp − 2x2t+1
1+ 2u2 . (4.6)
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Table 4.1
Error in the approximations of y(0, x0) and z(0, x0) for the explicit method.
M Error N = 8 N = 16 N = 32 N = 64
M = 16 Y0 1.167E−01 1.124E−02 1.142E−02 1.142E−02Z0 9.194E−02 1.954E−02 2.181E−02 2.181E−02
M = 32 Y0 1.169E−01 5.630E−03 5.862E−03 5.862E−03Z0 8.850E−02 8.186E−03 1.062E−02 1.061E−02
M = 64 Y0 1.170E−01 2.701E−03 2.968E−03 2.968E−03Z0 8.708E−02 2.682E−03 5.198E−03 5.196E−03
M = 128 Y0 1.167E−01 1.206E−03 1.493E−03 1.493E−03Z0 8.645E−02 8.661E−07 2.566E−03 2.565E−03
M = 256 Y0 1.170E−01 4.506E−04 7.489E−04 7.490E−04Z0 8.616E−02 1.321E−03 1.274E−03 1.273E−03
M = 512 Y0 1.170E−01 7.100E−05 3.750E−04 3.751E−04Z0 8.603E−02 1.976E−03 6.345E−04 6.342E−04
Fig. 4.1. Plot of the error of the explicit method for example 1.
Note that this FBSDE satisfies the assumptions in Section 2. It is known that the solution of (4.3)–(4.4) is given by
y(t, x) = exp

− x
2
t + 1

, z(t, x) = − 2x(1+ x
2)
(t + 1)(2+ x2) exp

− x
2
t + 1

. (4.7)
For the experiment, we use T = 1 and X0 = 1 and set a = −5 and b = 5, with a and b the interval boundaries of the
integration range [a, b]. First, we will analyse the error in the approximations of y(0, x0) and z(0, x0) for different values of
N . Table 4.1 shows the error for these approximations.
Here, the approximations are obtained by using the explicit method and scheme B. Accurate results are quickly obtained
for small values of N . Furthermore, we observe that the error in the approximations is dominated by the number of time
pointsM, as the error stops decreasing at some point for increasing values of N . Therefore, we are more concerned with the
behaviour of the error as the number of time points varies. For all following numerical tests, we will take N = 29 to ensure
sufficient accuracy.
For the explicit method, the error in the approximation y(0, x0) and z(0, x0) can be found in Fig. 4.1. The results for the
local method and the global method do not differ significantly from the explicit method, so these will not be shown here.
All methods (and all schemes) achieve first-order convergence. Although scheme C, where θ1 = θ2 = 12 , should achieve
second-order convergence for the approximation of the integrals in (2.6), the error in the Euler approximation of the forward
SDE is too large for the global error to converge quadratically. Furthermore, we observe some oscillating behaviour in the
case θ2 = 12 for the component Zt , in accordance with [18].
4.2. Example 2: diffusion depending on Zt
The next example is taken from [10], and is a problem where the diffusion coefficient in the forward SDE depends on Zt .
Such equations form a class of problemswhere an efficient numerical method is not yet available. The theory for this class of
FBSDEs is considerably more complicated than the theoretical framework from Section 2. Existence and uniqueness results
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Fig. 4.2. Plot of the error of the local method for example 2.
for this type of problem are proven in [25,26]. The FBSDE used for the numerical test is given by:
Xt = X0 −
 t
0
1
2
sin(s+ Xs) cos(s+ Xs)(Y 2s + Zs)ds+
 t
0
1
2
cos(s+ Xs)(Ys sin(s+ Xs)+ Zs + 1)dWs, (4.8)
Yt = sin(T + XT )+
 T
t
YsZs − cos(s+ Xs)ds−
 T
t
ZsdWs. (4.9)
The exact solutions to Eqs. (4.8)–(4.9) are
y(t, x) = sin(t + x), z(t, x) = cos2(t + x). (4.10)
For this experiment, we set T = 0.1, X0 = 1.5, a = −2π and b = 2π . As the diffusion coefficient now depends on the
process Zt , Theorem 2.1 does not apply and we do not know the terminal coefficientsZj(tM) and Fj(tM). Therefore, we take
θ2 = 1 in the first time step for all schemes. In this case, the numerical approximation does not depend on Zj(tM) and
Fj(tM).
We observe that the global iterations do not converge to the exact solution for any choice of θ1 and θ2, regardless of how
small the time step is taken.4 This is not completely surprising, as the authors in [12] assume that the drift and diffusion
are not dependent on the process Z . From the footnote, we also see that the assumption of a small time duration might be
violated as well.
The results for the local and explicit methods can be found in Figs. 4.2 and 4.3.
We observe that the explicit method converges, for all schemes, to the exact solution and we observe oscillatory
behaviour in the case θ2 = 12 . The local method only converges in the case θ2 = 1. In the case θ2 = 12 , the local iterations
for the Z-component do not seem to converge as the number of local iterations increases. Therefore, the results for the local
method are only displayed for θ2 = 1.
Table 4.2 shows the CPU times for the local and explicitmethods. Here,we observe that the explicitmethod is significantly
faster than the local method. Notice that at each time step the characteristic function is recomputed, and that the computing
time grows linearly in the number of time stepsM .
Remark. A generalized θ-scheme based on four parameters θ˜1, . . . , θ˜4 is proposed in [27], and second-order convergence is
proven for θ˜1 = θ˜2 = θ˜3 = 12 and |θ˜4| < θ˜3. Schemes C and D are special cases of this generalized scheme where |θ˜4| = θ˜3.
The authors note that θ˜4 controls the stability of themethod, and this can explain the observed non-convergence of the local
iterations here. An implementation of this generalized scheme where θ˜1 = θ˜2 = θ˜3 = 12 and θ˜4 = 0 for the local method
does show convergence of the local iterations. Nevertheless, themethod is slower than the explicitmethod andwe therefore
do not pursue it any further here.
4 For schemes A and B, convergence of the global iterations is obtained for a smaller value of the time duration, T = 0.01, and for an initial guess that is
closer to the exact solution, such as y0(t, x) = sin(x) and z0(t, x) = cos(x). Furthermore, the convergence of the iterations in this case is faster for smaller
T , emphasizing the resemblance with the waveform relaxation method.
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Fig. 4.3. Plot of the error of the explicit method for example 2.
Table 4.2
CPU times of the local and explicit methods (s).
(N = 29)M 4 8 16 32 64 128 256
Local method, scheme A 0.5484 1.1212 1.9752 3.8043 7.6687 15.7155 31.3762
Local method, scheme B 0.5897 1.1065 2.0876 4.0386 8.1636 15.7807 31.4967
Explicit method, scheme A 0.1125 0.2036 0.3913 0.7646 1.4978 2.9488 6.2186
Explicit method, scheme B 0.1158 0.2408 0.4511 0.9013 1.6829 3.1934 6.4432
4.3. Example 3: Richardson extrapolation
From the previous examples, we see that in the case θ1 = 1 the convergence behaviour of our numerical methods is
smooth and monotone (cf. Fig. 4.2, for example). In such cases, it is known that Richardson extrapolation can be used to
obtain a numerical method that has higher order of convergence. In our case, the application of Richardson extrapolation
can provide a second-order method for coupled FBDEs.5
Suppose we wish to approximate the solution y(t, x) of an arbitrary coupled FBSDE at the point (t0, x0). Given all other
parameters, our numerical method only depends on the step size1t = T
M
. Let yˆ(1t) denote the approximation of y(t0, x0),
assuming the error expansion of the method is of the form
yˆ(1t) = y(t0, x0)+ K1t + O(1t2), (4.11)
we can obtain the two equations
yˆ(1t) = y(t0, x0)+ K1t + O(1t2), (4.12)
yˆ

1t
2

= y(t0, x0)+ K 1t2 + O(1t
2). (4.13)
By rearranging these equations, we can derive that
2yˆ

1t
2

− yˆ(1t) = y(t0, x0)+ O(1t2), (4.14)
is a second-order approximation.We apply Richardson extrapolation for the explicit and localmethods on the problem from
Section 4.2
Xt = X0 −
 t
0
1
2
sin(s+ Xs) cos(s+ Xs)(Y 2s + Zs)ds
 t
0
1
2
cos(s+ Xs)(Ys sin(s+ Xs)+ Zs + 1)dWs, (4.8)
Yt = sin(T + XT )+
 T
t
YsZs − cos(s+ Xs)ds−
 T
t
ZsdWs. (4.9)
5 Another approach is to use a weak second-order discretization of the forward SDE. In this case, one can achieve second-order convergence for
θ1 = θ2 = 12 , but the resulting algorithm is computationally expensive, as we have to approximate the first and second spatial and the time derivatives of
y(t, x) and z(t, x) as well.
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Fig. 4.4. Plot of the error of the local method in combination with Richardson extrapolation.
Fig. 4.5. Plot of the error of the explicit method in combination with Richardson extrapolation.
We use the same parameters as in Section 4.2. Since the explicit method converges for θ2 = 12 , we also test schemes C and
D on this problem. The results are displayed in Figs. 4.4 and 4.5.
From Fig. 4.4, we see that we indeed achieve second-order convergence, even for the computationally cheaper schemes
where θ1 = 1. The increase in order of convergence comes at a low price, since we only need to compute the approximation
at two different step sizes, and these computations can even be performed in parallel.
For the explicit method, Fig. 4.5 shows that we achieve second-order convergence6 in the y-component for all schemes.
We achieve second-order convergence in the z-component for the schemes where θ2 = 1. This was to be expected from
Fig. 4.3, as we see that the schemes with θ2 = 12 show oscillatory behaviour. Therefore, the assumption that the error for
these schemes is of the form (4.11) may be invalid and Richardson extrapolation will not work.
Concluding, we can achieve the same accuracy as in Figs. 4.2 and 4.3 in only 16 th of the CPU times in Table 4.2, so that
CPU times are really competitive with state-of-the-art nonlinear PDE solvers.
4.4. Example 4: hedging with a correlated asset
We discuss a model for hedging an option with a correlated asset, as in [5]. Let V (t, St) denote the value of an option on
an underlying asset St , with dynamics given by
St = S0 +
 t
0
µ¯Sudu+
 t
0
σ¯ SudW 1u , (4.15)
6 Second-order convergence is also obtained for the global method, when using Richardson extrapolation. However, the global method is only capable
of solving the first problem, so we omit the results here.
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Table 4.3
Parameter values for problem 5.
r ρ σ¯ µ¯ σ¯ ′ λ K T X0 M a b
0.05 0.9 0.2 0.07 0.3 0.2 100 1 100 200 0 400
where µ¯ is the drift rate, σ¯ is the volatility andW 1t is a Brownian motion. Suppose that we cannot trade in this asset, but we
can trade in an asset Ht , that is correlated with St , with dynamics given by
Ht = H0 +
 t
0
µ¯′Hudu+
 t
0
σ¯ ′HudW 2u , (4.16)
whereW 2t is another Brownian motion correlated withW
1
t with correlation parameter ρ. By setting up a trading portfolio
Πt consisting of shorting the contract V and holding a risk-free bond and πt assets Ht , where πt is chosen to minimize the
(real-world) variance of the portfolio at time t , one can arrive at the following dynamics of the portfolio
Πt = Π0 −
 t
0
DtV (u, Su)+ r ′SuDxV (u, Su)− rV (u, Su)+ σ¯
2S2u
2
DxxV (u, Su)du
+
 t
0
SuDxV (u, Su)σ¯ ρdW 1u −
 t
0
SuDxV (u, Su)dW 2u , (4.17)
where r denotes the risk-free interest rate and r ′ = µ¯ − (µ¯′ − r) σ¯ ρ
σ¯ ′ . Eq. (4.17) contains the drift rates µ¯ and µ¯
′. In the
complete market setting these drift rates vanish from the pricing PDE, but in this case we are required to estimate them.
Since these are difficult to estimate accurately in practice, we assume we can only estimate a range of values [r ′min, r ′max] for
r ′.
It can then be shown [5], assuming the unhedgeable residual risk is not diversifiable, that the worst case price for a short
position in the option must satisfy the nonlinear PDE
DtV (t, x)+

r∗ + λ∗sgn(DxV (t, x))

xDxV (t, x)+ σ¯
2x2
2
DxxV (t, x)− rV (t, x) = 0, (4.18)
where r∗ = r ′max+r ′min2 and λ∗ =
r ′max−r ′min
2 . We will price a straddle option in this model, within the FBSDE framework.
By Theorem 2.1, the solution V (t, x) to this PDE is equal to the solution Yt of the following coupled FBSDE
Xt = X0 +
 t
0
r∗ + λ∗sgn

Zs
σ¯Xs

Xsds+
 t
0
σ¯Xsds, (4.19)
Yt = g(XT )+
 T
t
rYsds−
 T
t
ZsdWs, (4.20)
where g(x) is the payoff of a straddle option
g(x) = max(K − x, 0)+max(x− K , 0), (4.21)
and K is the strike of the straddle. Analogously, one can derive that the worst case price for a long position in the option
must satisfy the PDE
DtV (t, x)+

r∗ − λ∗sgn(DxV (t, x))

xDxV (t, x)+ σ¯
2x2
2
DxxV (t, x)− rV (t, x) = 0. (4.22)
In this case, the solution V (t, x) satisfies the same FBSDE, but with the plus sign changed to a minus sign in the drift of the
forward SDE.
As the explicit method is the fastest of the three methods discussed in this paper, we test it on this problem. We set the
following parameters, taken from [5] (see Table 4.3).
The parameters µ¯′, r∗ and λ∗ can be computed from the relations
µ¯′ = r + (µ¯− r) σ¯
′ρ
σ¯
, (4.23)
r∗ = µ¯− µ¯′ − r σ¯ ρ
σ¯ ′
, (4.24)
λ∗ = λσ¯

1− ρ2. (4.25)
The derivations for these relationships can be found in [5]. The solution V (t, x) at the initial time t = 0 is displayed in
Fig. 4.6.
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Fig. 4.6. Plot of the cross-hedging price and the Black–Scholes price at time t = 0.
From Fig. 4.6, we see that a short position in the contract costs more than in the standard Black–Scholes setting. Since the
correlation is not perfect, we have to buy more shares of Ht for the replicating portfolio to hedge the movements of St in the
case of a short position. Analogously, we have to buy fewer shares of Ht in the case of a long position, hence the replicating
portfolio is cheaper in that case.
In [5] it is reported that the option value at the initial time is equal to 17.13 for a short position, and equal to 15.19 for a
long position in the option. ForM = 5000, we obtain the following values, after applying Richardson extrapolation:
Short position: 17.13137897
Long position: 15.18871568
Establishing the fact that our method converges to the true solution in only a few seconds.
5. Conclusion
In this paper we discussed three different numerical methods, based on a probabilistic view and the BCOS method,
for solving coupled forward–backward stochastic differential equations. A theta-method was used for approximating the
integrands in the time discretization. While it is known theoretically that the approximation with θ1 = θ2 = 12 converges
quadratically, the global error of all three methods converges only linearly due to the approximation error of the forward
SDE by an Euler SDE discretization.
We have discussed three methods for dealing with the coupling between the forward and backward processes, with
significant differences among them, the global, the local and the explicit methods. The explicit method appears to perform
best, as it is fastest and it is accurate, compared against the global and local methods. The global method only converges for
relatively simple problems, while the local method is computationally somewhat more expensive than the explicit model,
and can be unstable for θ2 = 12 .
Richardson extrapolation was used to accelerate the speed of convergence, resulting in second-order convergence. As
expected, we do not observe second-order convergence for the schemes where θ2 = 12 , due to oscillatory behaviour in the
Zt-component. Resulting is a highly efficient numerical technique based on Fourier cosines series for the approximation of
quasilinear PDEs that are cast in the form of coupled FBSDEs.
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