Abstract. We give a classification of all weak R-matrices on D(G), the Drinfeld double of a finite group G, over an arbitrary field. As an application we determine all quasitriangular structures and ribbon elements of D(G) explictly in terms of group homomorphisms. When the field is algebraically closed and of characteristic 0 this can equivalently be interpreted as an explicit description of all braidings of the braided fusion category Rep(D(G)).
Introduction
Quasitriangular (quasi-)bialgebras were first introduced by Drinfel ′ d [6, 7, 8 ] as a way of producing solutions to the quantum Yang-Baxter equation. These have applications in statistical mechanics, where they yield exactly solvable lattice models [11] , as well as in quantum computing, where they can be characterized as universal quantum gates [13, 26] . A number of knot and link invariants can also be constructed from such objects [12, 24] .
From a categorical point of view, if H is a quasitriangular (quasi-)Hopf algebra over the field of complex numbers then Rep(H) is a braided fusion category. In particular, the braidings of Rep(H) are precisely given by the quasitriangular structures of H [17, Theorem 10.4.2] . The braided fusion categories Rep(D(G)), the representations of group doubles, and more generally Rep(D ω (G)) [5] , have been of substantial recent interest in their own right. See [9, 16, 18, 19, 20] and the references therein.
A number of equivalent characterizations of quasitriangular structures, also known as universal R-matrices, have been provided for various types of Hopf algebras [10, 25, 27] . In this paper we will provide a complete and explicit description of the quasitriangular structures of D(G) over an arbitrary field in terms of central subgroups and group homomorphisms.
We note that a number of results in this paper could be stated in greater generality than given. In particular, Lemma 2.2 is just a specific instance of the general ansatz of splitting a given algebraic object into distinct pieces (not necessarily with the same structure) and using this decomposition to analyze the original object. The lemma in particular can be used to give various generalizations of Theorem 2.1 and [1, Theorem 2.2] to morphisms between various combinations of bismash (co)product Hopf algebras. This in turn becomes a description of weak R-matrices and quasitriangular structures on bismash products in much the same fashion. However, doing so in such generality results in lengthy lists of equations for which the author is unable to find meaningful structure or simplifications. As such we restrict focus to the doubles of groups, where the equations take on a reasonably straightforward description in group theoretical terms.
The paper is structured as follows. In Section 1 we introduce the relevant notation and background. In Section 2 we characterize all Hopf algebra morphisms D(G) * co → D(G), which is equivalently a description of all weak R-matrices. In Sections 3 and 4 we compute the equivalent conditions for a weak R-matrix to have the appropriate commutation relationship with the comultiplication. Finally, in Section 5 we combine these results to describe all quasitriangular structures of D(G). Finally in Section 6 we consider when two quasitriangular structures are equivalent under Aut(D(G)), and compute the ribbon elements for any quasitriangular structure.
Preliminaries
Let H be a Hopf algebra over a field . Suppose that R ∈ H ⊗ H satisfies the following relations:
, and similarly for R 23 and R 12 . Any such element is invertible, with R −1 = S ⊗ id(R). Such an element is called a weak R-matrix on H [4] .
Furthermore, if a weak R-matrix R satisfies h (2) ⊗ h (1) = R(h (1) ⊗ h (2) )R −1 for all h ∈ H then R is said to be a quasitriangular structure, or (universal) R-matrix, of H. If such an element exists, we say that H is quasitriangular, and denote the pair by (H, R), or simply H when the structure is understood from the context. Given two quasitriangular structures R, R ′ on H, we say that R and R ′ are equivalent, denoted R ∼ R ′ , if there is a Hopf isomorphism X : H → H such that X ⊗ X(R) = R ′ . As noted by Radford [21] there is a -linear injection F :
In the subsequent, F will always refer to this injection. When H is finite dimensional then R ∈ H ⊗ H satisfies equations (1.1) to (1.4) if and only if F (R) is a morphism of Hopf algebras H * co → H. Indeed, there are always finitely many such R under mild assumptions on H and . On the other hand, given a morphism of Hopf algebras ψ : H * co → H and any basis B of H then
where h * is the element dual to h, satisfies F (R) = ψ. Thus R is a weak R-matrix, and by injectivity of F it is independent of the choice of basis of H.
Let K, L also be Hopf algebras over . Given morphisms f : H → K and g : L → K, by f g we mean that the images of f and g commute elementwise, and say that f and g commute. Dually, for f : H → K and g : H → L, by f g we mean that the morphisms cocommute:
We say that f is biunitary if it is both unitary and counitary. All algebra morphisms are unitary, and all coalgebra maps are counitary, so we will not specify unitary or counitary in these cases. A counitary algebra morphism is also called a morphism of augmented algebras. All morphisms and spaces of morphisms will be of Hopf algebras or groups as appropriate, unless otherwise specified.
For a finite group G we let G be its group algebra over and G be the dual Hopf algebra. The group of -linear characters of G is denoted by G, and is identified with the group-likes of G . We denote the conjugation actions of G on G and G both by ⇀. Note that
G co , g ∈ G, the algebra structure is given by the semidirect product formula 
We also have the quasitriangular structure
Classifying weak R-matrices for D(G)
We wish to give a useful description of Hom(D(G) * co , D(G)), which then gives us a complete description of the weak R-matrices by (1.5). This will involve a number of computations, so we state the result now and proceed to prove it in stages. The idea is similar to that used by Agore et al. [1] to classify the morphisms between bismash products of Hopf algebras. D(G) is of this form, but D(G) * co is a smash coproduct, so we must develop an appropriate version for the present context. 
For such a quadruple, the morphism is given by
On the other hand, given any linear map ψ : D(G)
* co → D(G), we define the components u, r, p, v by defining
We use the notation of the theorem throughout the rest of the paper without further mention. In particular we implicitly identify a morphism with its quadruple, adding indices or superscripts to the components to identify the particular morphism as necessary. We will denote trivial morphisms by 0 and identity morphisms by 1.
It is easy to see, as in [14, Theorem 2.1], that the component p is uniquely determined by a Hopf isomorphism A → B, where A, B are abelian subgroups of G. Subsequently we have isomorphisms A ∼ = A ∼ = B. Whenever we mention A, B in the subsequent we are referring to these subgroups.
We now proceed to prove the theorem. We will show how to obtain the desired quadruple of maps and compatibility conditions from ψ ∈ Hom(D(G) * co , D(G)). The reverse direction is then a simple check. We need the following lemma, a proof of which can be found in [ 
So suppose we are given ψ ∈ Hom(D(G) * co , D(G)). We have that D(G) is a tensor product as a coalgebra, and subsequently D(G) * co is a tensor product as an algebra. Thus both parts of the lemma apply, and we may write (2) ). Furthermore, it is easily seen that α, β preserve the counit and that γ, δ preserve the unit.
In addition ev 1 ⊗ id : D(G) → G is a morphism of Hopf algebras, whence we conclude that δ is in fact a morphism of Hopf algebras. Applying the lemma again, we may write δ(f ⊲⊳ g) = p(f )v(g) for p :
G co → G a morphism of Hopf algebras and v : G op → G a morphism of augmented algebras satisfying p v. Since G co is a Hopf subalgebra of D(G) * co we also have that α is a morphism of Hopf algebras. Therefore
We define r(g) = γ(ε#g). This yields the quadruple (u, r, p, v) in the theorem. We now need to prove that the indicated compatibility relations hold, and that ψ has the indicated form.
We first show that we can write β in terms of r, p, v. Since γ δ we have
By then computing ψ(f #g) = α(f )β(g) we find that (2.8) holds. To get (2.3) we first observe that
The desired relation then follows by applying id ⊗ε.
Similarly we have
Applying id ⊗ε we find that (2.4) holds. We can also easily compute that
which is (2.5). By computing ∆β(g) in two different ways we similarly find that (2.6) holds.
In order for α β to hold we see that for all f
Applying id ⊗ε to both expressions we find that (2.7) holds. This completes the proof. By the bijective correspondence between the weak R-matrices and Hom(D(G) * co , D(G)) we have the following description of the weak R-matrices.
is a weak R-matrix with F (R) = (u, r, p, v).
Remark. Expressing the comultiplication of D(G)
* co with the more general form of a semidirect coproduct would permit one to write R in terms of arbitrary bases for G co and G. This does not provide a meaningful benefit in the subsequent, so we choose to express R in the standard bases. G co → G co , (u, 0, 0, 0) corresponds to the weak R-matrix R u = g∈G ε ⊲⊳ g ⊗ u(e g ) ⊲⊳ 1. When u = id we get the standard R-matrix. Note that τ (R
Example 2.6. For any group homomorphism r : G op → G, (0, r, 0, 0) gives the weak R-matrix R r = g∈G e g ⊲⊳ 1 ⊗ r(g)
We wish to determine those weak R-matrices which commute with the coproduct, which we will call the central weak R-matrices, as well as the quasitriangular structures. To determine the central weak R-matrices and quasitriangular structures of D(G) explicitly we need to check the equalities
respectively. It suffices to check these identities for elements of the form ε ⊲⊳ x and f ⊲⊳ 1. In this section we consider the former, and in the next section we consider the latter.
To this end we compute 
which is equivalent to g ⇀ u(f ) = u(g ⇀ f ) for all g ∈ G, f ∈ G co . Similarly, applying id ⊗ε ⊗ id ⊗ε yields r(h) = x ⇀ r(x ⇀ h), or equivalently that x ⇀ rS(h) = rS(x ⇀ h). Lastly id ⊗ε ⊗ ev 1 ⊗ id yields g ⇀ vS(h) = vS(g ⇀ h). Note that vS : G → G is a morphism of augmented algebras.
This proves sufficiency of the following, and the necessity is a simple check. 
Weak R-matrices commuting with ∆

G
We now check the equality of (3.1) for elements of the form f ⊲⊳ 1. To this end we compute For the special case f ∈ Im(u) an application of (2.3) shows that u is a morphism of Hopf algebras. So we may write u * = α for some group homomorphism α ∈ End(G). Now for any h ∈ G, let c = α(h). Then applying id ⊗ ev h to the above equality we find (p(e 1 ) ⇀ f )(h) = f (h). This equation holds for all h ∈ G if and only if B ≤ Z(G).
Applying id ⊗ε ⊗ ev 1 ⊗ id to (4.1) and (4.2) and equating we find
Thus for all s ∈ G we have
This forces A ≤ Z(G). Then from (2.5) we conclude that v is a group homomorphism. Similarly, (2.4) becomes
Since r is unitary we conclude that r(g) is invertible for all g ∈ G. Subsequently, (2.7) simplifies to v(g) ⇀ u(a) = u(a). 
In particular for all s, h ∈ G f (2) e s ⊗ f (1) r(s)e h = c∈G e s (α(h) ⇀ f (2) ) ⊗ r(s)e h v(s) ⇀ f (1) .
Therefore for any fixed s, h ∈ G we have
which is equivalent to
Since r(s) is invertible, r(s)(h) = 0. The arbitrary choice of f then makes this equation equivalent to
The relation obtained by applying ev 1 ⊗ id ⊗ ev 1 ⊗ id is trivially true in all cases. This proves necessity in the following, with sufficiency being a simple check.
and only if the following all hold: i) u is a morphism of Hopf algebras, in which case we write
Example 4.2. Any α, v with central image clearly satisfy (4.6). We will see later that these are the only possibilities for a central weak R-matrix. Now when we consider (3.2), instead, we easily observe that all of the preceeding arguments apply, with the exception that (4.6) is replaced with 
is satisfied for all s, h ∈ G.
Example 4.4. If α has central image and for all s ∈ G op v(s) = zs −1 for some central element z depending on s, then (4.7) is clearly satisfied. Conversely, if v has central image and for all s ∈ G α(s) = zs for some central element z depending on s, then once again (4.7) is satisfied. We will see later that these are the only possibilities for a quasitriangular structure when G is indecomposable, and that α, v are naturally built from such examples on indecomposable factors otherwise.
The central weak R-matrices and quasitriangular structures
Having computed the commutation relations we can now easily give a precise description of the central weak R-matrices and the quasitriangular structures.
For any finite group G we may use Krull-Schmidt to write G = G 0 × G 1 × · · · × G n where G 0 is abelian and G i is an indecomposable non-abelian group for all 1 ≤ i ≤ n. Let ι i , π i be the corresponding injection and projection respectively for G i , 0 ≤ i ≤ n. For any endomorphism w : G → G define w ij = π i • w • ι j , and set w i = w ii . The w ij are also endomorphisms of G and uniquely determine w [3] . We make the analogous description when w : G op → G as well.
Proposition 5.1. A weak R-matrix (u, r, p, v) is a central weak R-matrix if and only if the following all hold:
In this case the weak R-matrix may be written as a,c,s∈G e s ⊲⊳ ac ⊗ r(s)u(e c ) ⊲⊳ p(e a )v(s).
Proof. The only remaining case is to suppose R is a central weak R-matrix and to show that v, u * ∈ Hom(G, Z(G)) follows from (4.6), with α = u * . By Lemma 3.1 Sv, u * are normal group endomorphisms G → G. Decompose G and its endomorphisms as before. It follows that without loss of generality we may consider (4.6) under the assumption that G is indecomposable and non-abelian. We note that α and Sα * id are simultaneously normal group endomorphisms. Therefore by normality of α and assumptions on G either α or Sα * id is a central automorphism. In this case the other is necessarily in Hom(G, Z(G)). Similarly, either vS is a central automorphism or vS ∈ Hom(G, Z(G)). It is easily checked that (4.6) then holds if and only if α, vS ∈ Hom(G, Z(G)), as desired.
As a consequence we have the following. 
where the multiplication of central weak R-matrices is given by component-wise convolution products.
Using similar arguments to those in the proof of Proposition 5.1 we obtain the following explicit description of the quasitriangular structures of D(G). 
iii) u * , Sv are normal endomorphisms of G; iv) For each 1 ≤ i ≤ n exactly one of the following holds:
In this case we have
In particular there is a 2 n -to-1 correspondence between quasitriangular structures and the central weak R-matrices. When G is abelian the quasitriangular structures and central weak R-matrices are (trivially) the same.
Proof. Given a set E ∈ P({1, ..., n}), then for a central weak R-matrix (u, r, p, v) we construct a quasitriangular structure (u ′ , r, p, v ′ ) by definining
Note that the correspondence is dependent upon the choice of decomposition of G. Since the quasitriangular structures themselves are independent of this decomposition, we will simply leave a fixed but otherwise arbitrary choice of decomposition for G implicit. The quasitriangular structures associated to the sets E = ∅ and E = {1, ..., n}, however, are canonically determined and do not depend on the choice of decomposition. The quasitriangular structures obtained from the trivial weak Rmatrix are the standard quasitriangular structures R 0 and R 1 = τ (R
Remark. The last two conditions from the theorem can be restated as follows. Let v : G/G 0 → G/G 0 be given byv ij = Sv ij for i, j > 0, and similarly forû. Then the last two conditions are equivalent tov,û * being normal andû * * v ∈ Aut c (G/G 0 ). In other words,v andû * give a convolution factorization of a central automorphism of G/G 0 into normal endomorphisms. It is worth pointing out that neither v 0 nor u 0 need be an isomorphism, and indeed that u * * v need not be a central automorphism of G.
Example 5.4. For any quasitriangular structure R = (u, r, p, v) associated to E ∈ P({1, ..., n}) we can easily check that τ (R −1 ) = (Sv * , Sr * , Sp * , Su * ) is a quasitriangular structure associated to E c . Indeed, R is obtained from the trivial central weak R-matrix if and only if τ (R −1 ) is obtained from the trivial central weak R-matrix.
Example 5.5. The rank of a quasitriangular structure R = (u, r, p, v) is the dimension of the image of F (R), and (D(G), R) is a minimal quasitriangular Hopf algebra precisely when the rank equals |G| [22] . Since the rank is necessarily at least |G| we say that R itself is minimal. It is well-known, and easily checked, that R 0 and
0 ) are minimal. More generally, R and τ (R −1 ) are simultaneously minimal, and any of the quasitriangular structures constructed from the identity of the central weak R-matrices is minimal.
We can easily see that D(G) may have many non-minimal quasitriangular structures. For example (u, 0, 0, v) is a non-minimal quasitriangular structure whenever one of u * , Sv is a central automorphism and the other is non-trivial (necessarily with central image). On the other hand, (u, r, 0, 0) is a minimal quasitriangular structure for all u * ∈ Aut c (G) and bicharacters r.
Equivalence classes and ribbon elements
We will now consider the equivalence classes of quasitriangular structures under Aut(D(G)). The relation is defined by R ∼ R ′ if X ⊗ X(R) = R ′ for some X ∈ Aut(D(G)). The automorphisms of D(G) are completely described in [14, 15] .
They can be described by matrices α β γ δ with δ, α * ∈ End(G); γ : G co → G a morphism of Hopf algebras; and β ∈ Hom(G, G) a bicharacter. We leave the precise details to the provided references, noting only the following ones:
We note that γ and p are analogous in form, and in particular that γ is determined by suitable abelian subgroups. The first two conditions are equivalent to these subgroups being central. As such we could also write p id and p id instead of A, B ≤ Z(G), if desired.
Lemma 6.1. Let (u, r, p, v) be a quasitriangular structure of D(G), and let Proof. A straightforward application of the definitions yields the desired equations.
Proof. The result follows from example 5.4 and the previously noted properties of X and R = (u, r, p, v).
We note that from (6.4) it is clear that the set E associated to X ⊗ X(u, r, p, v) is entirely determined by δvα * , or equivalently by δu * α * . Indeed we have the following result on the sets associated to equivalent quasitriangular structures.
equivalent quasitriangular structures of D(G) associated to the sets E, E
′ respectively. Then there is a permutation σ ∈ S n such that σ satisfies:
In particular, we may suppose that σ is equivalent to an automorphism of G that permutes isomorphic factors.
Proof. Let X = α β γ δ ∈ Aut(D(G)) be such that X ⊗ X(R) = R ′ , and write
By the preceeding remark we know that the set associated to R is entirely determined by δvα * . By [14, 15] we may suppose that G 0 is trivial and that δ, α * ∈ Aut(G). By the same results we may
The ζ term, being central, does not contribute to the determination of the set E ′ , so we may suppose that ζ is trivial. Then
Since the v ij are central whenever i = j it follows that σ(E) = E ′ , as desired.
One consequence of the above is that the equivalence class for a quasitriangular structure associated to E = ∅ or E = {1, ..., n} consists entirely of elements associated to the same set, regardless of repeated factors. On the other hand, suppose we instead write G = G 0 × H 1 × · · · × H k where H i and H j have no common direct factors when i = j. Then we would have a natural association of quasitriangular structures to subsets of {1, ..., k} such that the set associated to a quasitriangular structure depends only on its equivalence class. The value of k will be maximal precisely when every H i is a direct product of isomorphic indecomposable groups.
In principle we can determine the equivalence classes of the quasitriangular structures of D(G), but for any particular group ad hoc computations are necessary to compute all classes precisely. The simplest case is when G is centerless and perfect, since then we have precisely two quasitriangular structures: R 0 and τ (R −1 0 ). As a final application we obtain a straightforward description of the ribbon elements of D(G). This satisfies u R = Su R , so that u R is also a ribbon element. The general ribbon element is then determined as described in [23] . The quantum Casimir element is v. Since all components of u * are also either central or central automorphisms, we conclude that Su R = u R and that the quantum casimir element has the indicated form. Since D(G) is involutory u R must be central, from which it follows that u R is a ribbon element for (D(G), R).
