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Abstract
A normal mixture is one of the most important models in statistics, in theory and
in application. The test of homogeneity in Normal mixtures is used to determine the
optimal number of its components, but it has been challenging since the parameter
set for the null hypothesis contains singular points in the space of the alternative one.
Although in such a case a log likelihood ratio does not converge to any chi-square
distribution, there has been a lot of research on cases that employ the maximum
likelihood or a posterior estimators.
We studied the test of homogeneity based on the Bayesian hypothesis test and
theoretically derived the asymptotic distribution of the marginal likelihood ratio in
the following two cases: (1) the alternative hypothesis is a mixture of two fixed normal
distributions with an arbitrary mixture ratio, (2) the alternative is a mixture of two
normal distributions with localized parameter sets. The results show that the log
likelihood ratios are quite different from regular statistical model ratios.
Keywords: hypothesis test, Bayesian statistics, singular model, mixture model, likelihood
ratio
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1 Introduction
Normal mixtures have been widely used for analyzing various problems, such as pattern
recognition, clustering analysis, anomaly detection, etc. since they were first applied to
Pearsons biology research in the 19th century [1]. It is one of the most important models
in statistics, in theory and in practice [2].
The number of components for a given set of data must be determined when a normal
mixture model is employed. Testing homogeneity to determine whether the data is de-
scribed by a single normal distribution or by a mixture distribution is therefore important,
and it has been investigated by many researchers (for a recent review on this topic, see
example [3]).
In a normal mixture, the correspondence between a parameter and a probability density
function is not one-to-one, and the Fisher information matrix of the statistical model that
represents alternative hypotheses becomes singular at the null hypothesis parameter. As
a result, the log likelihood ratio of the test of homogeneity for the normal mixture model
does not converge into any chi-square distributions, unlike the regular models [4][5][6].
Therefore, studying the mathematical structure for testing homogeneity in normal mix-
ture models is necessary for both theoretical foundation and practical application. Various
methods have been proposed; for example, the modified likelihood ratio test, the method
that adds a regularizing term [7][8], an EM algorithm for calculating the modified likeli-
hood ratio [9][10], and a D test [11]. However, research for the Bayesian hypothesis test of
homogeneity based on the marginal likelihood ratio of normal mixture remains insufficient.
While such studies remains insufficient, studies of learning theory of singular models
based on the framework of Bayesian statistics have rapidly progressed in recent years. One
of the achievement of such theoretical study is WAIC, a new information criteria that can
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be applied to singular models[12].
Under these background, in this paper, we study the test of homogeneity of normal
mixture models based on the framework of a Bayesian hypothesis test using the marginal
likelihood ratio as test statistics. We theoretically derive the asymptotic distributions of
the test statistics for two cases. The null hypothesis is that a sample is taken from a
single normal distribution that is fixed in both cases. In the first case, the alternative
hypothesis is an arbitrary mixture of normal distributions that have fixed averages. In
the second case, the alternative hypothesis is an arbitrary mixture of normal distributions
that have arbitrary averages in a local region. In both cases, the marginal likelihood ratios
converge into some probability distributions, which is different from the well-known chi-
square distribution.
The paper is organized as follows. In Section 2, we review the framework of the Bayesian
likelihood ratio test, which can be seen as a generalization of a conventional likelihood ratio
test. In Sections 3 and 4, we review our main results, deriving the asymptotic distribution of
the Bayesian likelihood ratio assuming a prior, specific form. We also numerically present
the level and power of the hypothesis test based on this, and we discuss the effect of
hyperparameters. In Section 5, we summarize our results and give our conclusion.
2 Framework of Bayesian Hypothesis Test
In this section, we introduce the framework of a Bayesian hypothesis test.
A parametric probability density function for the test of homogeneity is given by:
p(x|w) = (1− a)N (0, 12) + aN (b, 12), (1)
where a and N (b, 12) show the mixture ratio and the normal distribution with an average
b, respectively. The parameter of this model is w = (a, b), where 0 ≤ a ≤ 1 and b ∈ R.
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We study a case in the Bayesian framework where a parameter w0 is generated from
a prior ϕ(w) and a sample Xn is independently generated from p(x|w). Such a case is
sometimes described as
w0 ∼ ϕ(w), Xi ∼ p(x|w0).
The null and alternative hypotheses are set as
N.H. : w0 ∼ ϕ0(w), Xi ∼ p(x|w0),
A.H. : w0 ∼ ϕ1(w), Xi ∼ p(x|w0).
Let {Xn = (X1, X2, ..., Xn) ∈ R1} be a sample where n is a sample size. For a given function
T (Xn) and a real value t, a hypothesis test is defined by a determining procedure,
T (Xn) ≤ t =⇒ N.H.,
T (Xn) > t =⇒ A.H..
The level and power of this hypothesis test are defined by the probability that A.H is chosen
on the assumption that Xn is generated by N.H. and A.H., respectively.
Level(T, t) = Probability(A.H.|N.H.),
Power(T, t) = Probability(A.H.|A.H.).
Given hypothesis tests T and U , T is more powerful than U only if
Level(T, t) = Level(U, u) =⇒ Power(T, t) ≥ Power(U, u)
holds for an arbitrary set (t, u). A test T is the most powerful test if it is more powerful
than any other test. In the Bayesian hypothesis test, it was proved that the test using the
marginal likelihood ratio is the most powerful test, where the Bayesian marginal likelihood
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ratio is defined by
L(Xn) =
∫
ϕ1(w)
∏
i
p(Xi|w)dw∫
ϕ0(w)
∏
i
p(Xi|w)dw
. (2)
In the following sections, we derive the asymptotic properties of L(Xn) in the test of
homogeneity. For N.H., we adopt
ϕ0(a, b) = δ(a)δ(b),
whereas, we study two cases for A.H.,
1. ϕ1(a, b) = Ua(0, 1)× δ(b− β),
2. ϕ1(a, b) = Ua(0, 1)× Ub(0, B),
where Ua(0, 1) and Ub(0, B) are the uniform distributions of a on the interval (0, 1) and b
on (0, B), respectively. Then, it follows that
L(Xn) =
∫
exp(H(a, b)) ϕ1(a, b) da db, (3)
where H(a, b) is the log likelihood ratio function,
H(a, b) =
n∑
i=1
log
p(Xi|a, b)
p(Xi|0, 0) (4)
=
n∑
i=1
log
{
(1− a) + a exp
(
bXi − b
2
2
)}
. (5)
3 Case 1: Mixture of Distinguishable Distributions
In this section, we consider case 1 and derive the asymptotic distribution of the test statis-
tics, marginal likelihood ratio. We also calculate the level of the hypothesis test numerically
based on the asymptotic distribution derived here.
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Theorem 1. Assume that N.H. and A.H. are given by δ(a)δ(b) and
ϕ1(a, b) = Ua(0, 1)δ(b− β),
respectively, where β = β0×n− 12 . Then the statistic of the most powerful test converges to
the following random variable in distribution,
L(Xn) →
√
2π
2β0
[
erf
{
β0√
2
(1− 1
β0
G)
}
+ erf
{
1√
2
G
}]
exp(
1
2
G2), (6)
where G is a Gaussian random variable whose average and variance are zero and one
respectively and erf(x) is the error function,
erf(x) =
2√
π
∫ x
0
e−t
2
dt.
Proof. The log likelihood ratio function is given by
H(a, β) =
n∑
i=1
log
[
(1− a) + a exp
(
βXi − β
2
2
)]
.
By using the extreme statistics, the maximum of Xi satisfies
max {Xi} ≡ XM = Op
(√
2 logn
)
,
resulting in
βXi − β
2
2
≤ βXM − β
2
2
= Op
(√
log n
n
)
. (7)
Let α be a constant which satisfies 1 < α. Then
βXi − β
2
2
∼ op
(√
(log n)α
n
)
.
Hence
exp
(
βXi − β
2
2
)
= 1 +
(
βXi − β
2
2
)
+
1
2!
(
βXi − β
2
2
)2
+
1
3!
(
βXi − β
2
2
)3
× eC0 ,
6
where C0 is a random variable that satisfies

0 ≤ C0 ≤ βXi − β22 (βXi − β
2
2
≥ 0),
βXi − β22 ≤ C0 ≤ 0 (otherwise).
Therefore,
1
3!
(
βXi − β
2
2
)3
eC0 ∼ op
(
(log n)3α/2
n
3
2
)
.
It follows that
H(a, β) =
n∑
i=1
log
[
1 + a
{(
βXi − β
2
2
)
+
1
2
(
βXi − β
2
2
)2}
+ op(
1
n
).
]
=
n∑
i=1
log
[
1 + aβXi − aβ
2
2
+
aβ2X2i
2
+ op(
1
n
).
]
Then, by applying log(1 + ǫ) = ǫ− ǫ2/2 +O(ǫ3) to this equation, we obtain
H(a, β) =
n∑
i=1
[
aβXi − 1
2
aβ2 +
1
2
aβ2X2i −
1
2
a2β2X2i
]
+ op(1). (8)
We use the following notations,
γ ≡
∑
i βXi +
1
2
∑
i (βXi)
2 − 1
2
β2
1
2
∑
i (βXi)
2
,
δ ≡ 1
2
∑
i
(βXi)
2 .
The log likelihood ratio function is expressed by
H(a, β) = −δ(a− γ/2)2 + δγ2/4,
resulting in
L({Xn}) =
∫
1
0
da exp
[
−δ(a− 1
2
γ)2
]
× exp
[
1
4
× γ2δ
]
=
√
π
2
√
δ
[
erf
(
γ
√
δ
2
)
+ erf
(√
δ(1− γ
2
)
)]
× exp
[
1
4
× γ2δ
]
,
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where erf(x) is the error function defined by
erf(x) =
2√
π
∫ x
0
e−t
2
dt.
Then, by using the convergence in distribution,
γ → 2
β0
N (0, 12), (9)
and the convergence in probability
δ → 1
2
β20 , (10)
the theorem is completed.
A remarkable feature of this expression is that L(Xn) does not explicitly depend on the
sample size n. The reason is that, in the current setting, the distance between two centers
of the clusters is O(n−1/2), when increasing the sample size n, the posterior distribution
becomes localized around the true parameter. But at the same time, the fluctuation around
the true parameter induced by the randomness of the sample is of the same magnitude with
the speed that the posterior distribution is approaching the true parameters when increasing
the sample size. As a result of this, these two effects cancel and L(Xn) does not explicitly
depend on the sample size n.
3.1 Evaluation of the level
Here, we discuss the critical region and level for the construction of hypothesis test based
on the results above. From the definition, the level of the test is given as the probability
that L(Xn) exceeds a certain threshold value a.
To see its behavior, we numerically calculated the level by generating 1,000 random
samples from the standard normal distribution N (0, 12) and calculated L(Xn) by using
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them according to each sample, then we evaluated the level as a portion of the L(Xn) that
exceeded the threshold.
Figure 1 shows the plot of the level as a function of the threshold for each β.
Figure 1: The level as a function of the threshold
The level drops rapidly when the threshold exceeds some value. This tendency becomes
clear in small β cases. This can be understood as follows.
We considered a ”delicate situation“, the discrimination between the null hypothesis
and the alternative hypothesis is unclear. If we choose a small a threshold, the level is
large, but as the threshold value increases, the level sharply decreases, because the null
hypothesis and the alternative hypothesis are similar in the delicate situation, and the
probability that the value of marginal likelihood ratio becomes large is expected to be very
low.
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Figure 2 shows the results of our numerical calculation of the threshold that gives the 5%
level as a function of β. From the asymptotic distribution we obtained above, L→ 1
2
when
β is sufficiently large, and L→ 1 is within the limit of β → 0. We can see this behavior from
this numerical experiment. When we conduct a hypothesis test, an appropriate threshold
value can be chosen from the asymptotic distribution of L.
Figure 2: The relation between the threshold that gives a 5% level and β
To confirm the validity of the result obtained above, we numerically calculated the value
of the logarithmic marginal likelihood L(Xn) by using a set of a finite number of samples
obtained from the null hypothesis and calculated the probability that L(Xn) will enter
the critical region. The threshold of the critical region is determined from the asymptotic
distribution obtained above. The asymptotic theory is considered valid if the probability
that the marginal likelihood ratio calculated from each sample to be included in the critical
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region is sufficiently close to 5%.
In our numerical calculation, we set the sample size of each data set as n = 50 and
n = 100. Ten thousand sets of samples were generated from the null hypothesis, and we
calculated the rejection rate from them by calculating how many sets satisfy the condition
that L(Xn) falls within the critical region. The result is shown in the table 1.
From this result, the rejection rate calculated numerically sufficiently matches the sig-
nificance level 5% in both n = 50 and n = 100. Therefore, the critical region we derived
is considered adequate in these cases, and the validity of the asymptotic distribution we
derived was also recognized.
Table 1: The rejection rate calculated from the samples generated from the null hypothesis
parameters rejection rate
β threshold of 5% n = 50 n = 100
0.5 1.464 5.07% 4.76%
1 2.02 5.56% 5.15%
1.5 2.475 5.13% 4.92%
2 2.929 4.88% 5.03%
4 Case 2: Mixture of Uniform Distributions
As another example of a specific prior that describes an alternative hypothesis, we study the
case that the alternative is a mixture of two normal distributions with localized parameter
sets, in this section. Hereafter, the support of the prior is given as [0, B].
11
4.1 Asymptotic distribution of the test statistics
Theorem 2. Assume that N.H. and A.H. are given by δ(a)δ(b) and
ϕ1(a, b) = Ua(0, 1)Ub(0, B)
respectively, where B = B0 × n− 12 . Then, the statistic of the most powerful test converges
into the following random variable in distribution,
L(Xn) → 1
B0
∫ B2
0
0
1
2
√
t
log
(
B20
t
)
e−t/2 cosh
(
ξ
√
t
)
dt (11)
where ξ is a Gaussian random variable whose average and variance are zero and one,
respectively.
Proof. In the same way as the proof of Theorem 1, the statistic of the most powerful test
is given by
L(Xn) =
∫
1
0
da
∫ B
0
db
B
exp(H(a, b)),
where
H(a, b) =
∑
i
log
{
(1− a) + a exp
(
bXi − 1
2
b2
)}
By using b ∈ [0, B0/
√
n] in the same way as the previous section,
H(a, b) =
∑
i
[
abXi − 1
2
ab2 +
1
2
ab2X2i −
1
2
a2b2X2i
]
+ op(1). (12)
Hence,
H(a, b) = −n
2
a2b2 +
∑
i
[
abXi +
1
2
ab2
(
X2i − 1
)− 1
2
a2b2
(
X2i − 1
)]
+ op(1). (13)
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Let us define two random variables
ξ =
1√
n
∑
i
Xi (14)
η =
1√
n
∑
i
(X2i − 1) (15)
where ξ and η converge to normal distributions as n→∞. Since |b| ≤ B0/n,
H(a, b) = −n
2
a2b2 +
√
n
(
abξ +
1
2
ab2η − 1
2
a2b2η
)
+ op(1)
= −n
2
a2b2 +
√
nabξ + op(1).
By using simple notation ε = op(1), it follows that
L =
∫
1
0
da
∫ B0/√n
0
db exp(−n
2
a2b2 +
√
nab(ξ1) + ε)
√
n
B0
=
1
2
∫
1
0
da
∫ B0/√n
−B0/
√
n
db exp(−n
2
a2b2 ±√nab(ξ1) + ε)
√
n
B0
=
1
2
∫ B2
0
0
dt
∫
1
0
da
∫ B0/√n
−B0/
√
n
db δ(t− na2b2)e−t/2±ξ
√
t+ε
√
n
B0
=
1
2
∫ B2
0
0
1
n
dt
∫
1
0
da
∫ B0/√n
−B0/
√
n
db δ(t/n− a2b2)e−t/2±ξ
√
t+ε
√
n
B0
, (16)
where ± means + under b > 0, − under b < 0. By using the formula regarding the δ
function,
∫
1
0
da
∫ B0/√n
−B0/
√
n
db δ(t/n− a2b2)
= 2
[
−1
4
(
t
n
)−1/2
log
(
t
n
)
+
1
2
(
t
n
)−1/2
log
(
B0√
n
)]
,
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we obtain the asymptotic form
L =
1
n
∫ B2
0
0
dt
[
−1
4
(
t
n
)−1/2
log
(
t
n
)
+
1
2
(
t
n
)−1/2
log
(
B0√
n
)]
e−1/2t±ξ
√
t+ε
√
n
B0
=
1
B0
∫ B2
0
0
[{
1
4
(log n− log t) 1√
t
+
1
2
1√
t
(
logB0 − 1
2
log n
)}
× e−t/2±ξ
√
t+ε
]
dt
→ 1
B0
∫ B2
0
0
1
2
√
t
log
(
B20
t
)
e−t/2 cosh
(
ξ
√
t
)
dt, (17)
where the last convergence shows that in distribution.
The distribution of L is decided only from ξ. Clearly, L increases monotonously with
respect to ξ, and cosh
(
ξ
√
t
)
is an even function with respect to ξ, we can determine the
critical region, from the well-known critical region of two-sided hypothesis test of ξ.
For example, under the null hypothesis, the random variable ξ obeys the standard
normal distribution, and the 5 % critical region is given as |ξ| > 1.96.
As a result, the 5 % critical region of the test statics L is given as follows, because L is
a monotonically increasing function of ξ.
|L| > 1
B0
∫ B2
0
0
1
2
√
t
log
(
B20
t
)
e−t/2 cosh
(
1.96
√
t
)
dt (18)
For example, if we choose B0 = 1, the 5% critical region of L is given as
|L| > 2.298
Figure 3 plots L as the function of ξ for several values of B0. In this figure, the light-
blue-colored region means the 5% critical region.
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Figure 3: The test statics L as a function of the random variable ξ for several values of B0.
The light-blue-colored region means the 5% critical region.
The log marginal likelihood ratio F is calculated from the asymptotic behavior of the
test statistics.
F = − logL
We note that the F does not depend explicitly on sample size n as a result of the
asymptotic behavior of the test statics L, which does not explicitly depend on n.
Figure 4 shows the behavior of F as a function of ξ.
15
Figure 4: The log marginal likelihood ratio F as a function of the random variable ξ for
several values of B0.
Interestingly, when B0 is small, the value of F is always negative, regardless of any ξ,
and F becomes positive under large B0 and small ξ.
It is well known that the log marginal likelihood ratio F (also called the logarithm of
Bayes factor) can be used for the choice of hypothesis. Using the Bayes factor for this
purpose gives very simple and effective procedure, therefore it is used in various situations.
The procedure is as follows. When F calculated from the data becomes greater than one,
we choose the alternative hypothesis that corresponds to the numerator in the likelihood
ratio, and otherwise, we choose the null hypothesis.
However, as we show above, when the two centers of the mixture distribution are near
and the distance between them scales n−1/2, the overlap of the distribution of the null
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hypothesis and the distribution of the alternative hypothesis is large, and the sign of Bayes
factor can become negative for any ξ.
In other words, when the two hypotheses are difficult to distinguish, the hypothesis test
using the Bayes factor may choose the null hypothesis for any data, and it cannot work
well. In such delicate cases, the Bayesian likelihood ratio test we discussed in this paper is
expected to work because the hypothesis test is based on the probabilistic behavior of the
test statics L, not on the value of L itself.
To conclude this section, let us mention the relation between the result obtained above
and the general asymptotic form of the log marginal likelihood of the singular model, which
is derived based on the theory of algebraic geometry[13].
In Theorem 2, we derived the asymptotic form of L and saw that L did not depend on
the sample size n as the result of the scaling law B ∝ n−1/2 that we applied.
Generally, we can consider another scaling B ∝ n−α, where α > 0 is a constant. As long
as α ≤ 1
2
, we can calculate the asymptotic form of L in the same way with the derivation
of Theorem 2. The result is as follows.
L =
1
B0n1/2−α
∫ B2
0
n1−2α
0
1√
t
log
[
B20n
1−2α
t
]
e−t/2 cosh ξ
√
tdt (19)
We can immediately obtain the log marginal likelihood ratio F = − logL.
F =
(
1
2
− α
)
logn− (1− 2α) log (log n) + op(log (log n)) (20)
From the general theory, the asymptotic form of log marginal likelihood becomes
F =
λ
2
log n− (m− 1) log (logn) + op(log (logn)) (21)
We can see that our result corresponds to λ = 1
2
− α and m = (2− 2α). The sample
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sizes dependency on the support of prior affects the real canonical log threshold λ and the
multiplicity m. We mainly treated α = 1
2
in this paper as a “critical” case, where the λ
and m vanished effectively. In such a case, the main term of F becomes stochastic. This
is why it can be difficult to apply conventional Bayes-factor-based testing to such a case.
5 Conclusion
In this paper, we examined the test of homogeneity in a normal mixture model based on a
Bayesian hypothesis testing framework.
We discovered that the asymptotic behavior of the log marginal likelihood ratio is
different from the conventional chi squared distribution because normal mixture models
are singular.
In Section 3, we discussed the case that the alternative hypothesis is a mixture of two
fixed normal distributions with an arbitrary mixture ratio. We determined the asymptotic
behavior of the log marginal likelihood ratio. By using this expression, we also numerically
obtained the relation between the critical region and the hyperparameter of prior. As a
result of this, we could construct a hypothesis test from the results we obtained.
In Section 4, we determined the asymptotic behavior of the marginal likelihood ratios
when the alternative is a mixture of two normal distributions with localized parameter sets.
The derived asymptotic distribution is different from those of regular models. We also saw
that a Bayesian likelihood ratio test could be effective when the hypothesis test based on
the Bayes factor is ineffective.
Since the research of the Bayesian likelihood ratio test of the singular model remains
insufficient, there is much that remains to be studied. In this paper, we evaluated the
log marginal likelihood ratio analytically, but it is also important to study the approxi-
18
mation method of the log marginal likelihood ratios with high accuracy. One candidate is
variational Bayes, which is considered a efficient method to approximate the posterior dis-
tribution. Therefore, studying how we apply it to a Bayesian hypothesis test is a promising
direction for future research.
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