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Abstract
In the past, research on fire detection has paid much attention to improvement of fire detection
hardware equipment, especially the upgrade of sensors. However, the detection method based on
deep neural networks is rarely mentioned. Especially the neural networks that can be embedded
into the limited storage space modules.

This research uses light-weighted neural networks based on MobileNet-V2 to perform
classification experiments on an expanded fire detection dataset. In the experiment, the network
structure was quantitatively analyzed, and the classification results were compared and analyzed.
The research results are as follows:
A.

The improved light-weighted convolutional neural networks based on MobileNet-V2
further reduce the model size, and the feature extraction capability of the improved model
is not significantly reduced compared with the original structure.

B.

The modified neural network based on Squeeze-Net is another strategy for building a
lightweight backbone for fire detection. The modified backbone is combined with 1×1
convolutional layers to reduce the number of parameters and keep the same size output of
the module.

C.

In the improved light-weighted neural networks, the modified channel attention block and
spatial attention block are combined into a lightweight mixed attention module, then
embedded into the backbone to enhance the feature expression ability of the neural
networks.

The research on lightweight neural networks has enriched the methods for fire detection and
provided more strategies for applying neural networks to embedded devices.
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List of Abbreviations
CNN

Convolutional Neural Network

CAM

Channel attention module

SAM

Spatial attention module

Conv

Convolutional layer
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Chapter 1
Introduction
1.1 Background
The fire disaster is a devastating phenomenon and one of the most serious disasters. In 2018, 4.5
million fires took place around the world and 2.7 billion people were affected. In 2019, a wildfire
occurred in Australia which lasted over 4 months and caused at least 34 deaths, destroyed
approximately 18.6 million hectares and more than 5900 buildings. The frequency and
contingency of fire disasters are much higher than most natural disasters. The destructiveness of
fire disasters is second only to some severe natural disasters such as floods and droughts. Fire
disasters can be caused by humans, intentionally or unintentionally, and can be caused by
lightning and extreme drought conditions with high temperature.

The fire disaster can be one of the most devastating disasters because of the unpredictability and
complex factors. Similarly, the dense smoke caused by fires can be toxic and can make people
suffer from hypoxia and even death. Sometimes, explosions can also be caused by fire. Often, fires
will cause casualties and property losses. Therefore, fire detection is particularly important to
ensure the safety of life and property.

Usually, there are many factors that cause fire, and this makes the prediction very difficult. The
characteristics of fires are very complicated and variable. For example, it will be affected by the
topography，properties of combustibles and building structures. The spread of fire is extremely
fast, under normal circumstances and will spread at a very high rate. Usually when the fire is
visually detected through smoke, this already indicates that fire has taken hold. Therefore,
accurate fire detection in the early stage is particularly important.

There are many methods of fire detection. Traditional detection systems rely on sensors such as
temperature sensors, smoke sensors and photoelectric sensors. Figure 1.1-1 illustrates the
traditional fire detection system based on sensors.
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Figure 1.1-1. Traditional fire detection system

This system can sample the concentration of particles in air, measure temperature, sense strength
of light and detect the concentration of special gases in air such as CO[21].

Traditional fire detection methods have great limitations, and they must combine multiple sensors
to achieve higher detection accuracy. However, the accuracy of detection sensors is easily affected
by the surrounding environment. For instance, particulate matter detectors may be undetected
when the concentration of particulate matter in ambient air is high. When air circulates fast, the
special gas detector may not work. Obviously, the fire detector needs to be close to the fire source,
and sensors can only work after a certain period. Due to the complexity of the fire disaster
situation, the detection effect of traditional methods cannot satisfy high-precision and timely
detection.

In recent years, there are many fire detection systems which utilize vision systems and image
processing methods to detect fire hazards. And the images and videos captured by the vision
system contain rich information that can be easily used. Compared with traditional fire disaster
detection methods, the detection strategy based on a vision system has many apparent advantages.
For instance, the detection camera can be placed far away from the target area, and it can make the
camera capture rich informative images or videos, such as the top of buildings and even an
unmanned aerial vehicle (UAV). The vision-based fire detection system can be used easily in
cities as there are many surveillance systems in place. Compared with a traditional fire detection
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system, it is much more affordable for users.

There are two mainstream classes to detect fire and smoke by processing the images or videos
captured by the camera. One is based on video consecutive frames, and the other is based on a
single video frame. The fire detection method based on consecutive frames can be achieved by the
frame difference method and background difference method. It utilizes the dynamic properties of
flame and smoke to extract moving regions. The fire detection method based on a single frame can
be realized by threshold segmentation, region growing and fuzzy clustering. However, these
strategies must be applied based on prior Knowledge. The image or video preprocessing procedure
is essential for the methods mentioned above. As for the detection of flame, there are some
methods based on flame’s color factor and brightness characteristics. The smoke detection
methods can utilize factor of irregularities of the smoke profile. Figure 1.1-2 indicates the fire
detection system based on color analysis.

Figure 1.1-2. Fire detection system based on RGB threshold analysis

Researchers proposed some different methods to detect flame and smoke by using different
strategies to obtain a color model. Liu C B et al use spectral, spatial and temporal models to detect
fire and smoke[22]. Celik T et al use YCbCr color space to generate the color model and
detection[24]. Kim Y H et al use the RGB color model to do the task of fire detection[23].

As the application of deep neural networks to vision tasks has become a trend, there are many
neural networks that can be applied to detection tasks and classification tasks [4]. Muhammad K et
al use modified GoogLenet as the backbone to detect fire disaster[25]. Q Zhang et al propose a
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method based on CNN as a classifier to extract flame features to detect forest fire[26]. J Shama et
al propose the fire detection method based on VGG-16 and Resnet-50, which indicates that the
deeper neural networks for fire detection can have a better performance[27]. Figure 1-3 indicates
the model by using deep neural networks to detect fire.

Figure 1.1-3. Fire detection methods by using CNN

The attention mechanism has been one of the research hotspots in recent years. Attention
mechanism in computer vision is an effective way to help deep neural networks capture important
features and ignore annoying noise. Most attention structures are flexible and can be inserted into
different deep neural networks as an additional block. The attention mechanism is inspired by the
human vision system which can help humans to focus attention on the interested region and ignore
the less important area.

Many researchers have proved the effectiveness of the attention mechanism in vision tasks, and it
has obvious improvement to deep neural networks. Usually, the attention mechanism can extract
channel or spatial relationships to re-weight the feature maps, so that this procedure can help the
deep neural networks to learn which channel or position is much more important than others. A
classification method of attention mechanism has three classes: channel attention, spatial attention
and mixed attention.
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Jie Hu et al propose an influential structure of the channel attention module, which use global
pooling to converge spatial information and use two fully connected layers to generate channel
correlations[14]. Wang Q et al propose an efficient way to generate channel dependencies and
build the structure based on SE-Net[15]. Chen Y et al propose a network that can learn spatial
wise correlations and generate spatial attention bias[14]. Woo S et al propose a mixed module
with channel attention and spatial attention, which exploit that channel attention focus on “what”
and spatial attention focus on “what”. The other methods are explained in chapter 2.

While the backbone of the detection network is chosen according to Mobile-Net-V2. The
MobileNetv2 architecture is based on an inverted residual structure. The main branch of the
original residual structure has three convolutions, and the two point-by-point convolution channels
have more channels. The inverted residual structure is just the opposite. The number of
convolution channels (still using the depth separation convolution structure) is more, and the one
next to it is smaller. In addition, it is effective to remove the nonlinear transformation in the main
branch, which can maintain the expressiveness of the model[55]. By using the light-weighed
backbone of the detection network, the performance of the detection task is apparently enhanced.
However, the network can get a trade-off between feature representation ability and detection
efficiency.

1.2 The gap of knowledge
Many researchers have worked on building a fire detection system that relies on combining
different sensors or customizing a new network. However, few of these studies focus on the lightweight network which can be embedded into real-time fire detection systems. On the one hand,
most previous studies obtained a better performance of fire detection by combining different types
of sensors and upgrading sensor hardware. Nevertheless, the sensors’ combined system is highly
dependent on the instrument and the environment in which the instrument is used. The detection
result is easily affected and may cause mis detection if the environmental conditions change. On
the other hand, the customized neural networks for fire detection are based on some deep neural
networks which achieved an accuracy rate comparable to that of senor-based systems. However,
too many parameters in networks cause an inevitable computational burden.
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1.3 Scope and methodology
In this study, the focus will be on combining deep neural networks and mixed attention
mechanisms as fire detection networks. First, a lightweight network (MobileNet-V2) is selected as
the backbone of the detection network, and the structure is modified and has fewer parameters.
Besides, adding inception blocks to make the network can capture different size feature maps.
Then combining the modified mixed attention mechanism with the backbone which will be fed
with lots of flame and smoke images as the training dataset and testing dataset.

In this thesis, a mixed attention module is built based on the ECA block and CBAM block. Then
modifies it into a lightweight block so that it will only have a slight computational burden on the
whole network.

1.4 Research aims and objectives
The aim of this study is to develop a light-weighted neural network for fire detection.
The objectives of this research are:

(1) Building a light-weighted neural network backbone that can be used for fire detection. And the
network can achieve a trade-off between detection accuracy and detection efficiency.

(2) Developing a modified attention block that can be inserted into the backbone of the neural
network and only adds a slight computational burden without affecting the performance of
detection.

1.5 Thesis structure
The rest of this thesis is organized as follows:
 Chapter 2

In this chapter, a comprehensive survey is conducted on the existing fire detection systems which
are sensor-based systems and vision-based systems. It also introduces some latest fire detection
systems based on deep neural networks.
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 Chapter 3

This chapter contains the theoretical and mathematical definitions of the modified fire detection
network. The deep neural networks’ structure is also presented in this chapter.
 Chapter 4

This chapter shows the experiment steps of modifying an efficient deep neural network into a
light-weighted neural network for a fire detection system. In addition, comparing the results of the
classification task by using different attention blocks in the neural networks, and modifying the
attention module into a high-accurate and light-weighted block which can be inserted into the
backbone of detection networks without too much computational cost.
 Chapter 5

The content of this chapter is summarized, and it proposes the directions for future research to be
improved.
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Chapter 2
Literature review
2.1 Introduction
Traditional fire detection relies on a variety of sensors to make an estimate of the nature of the
fire. Because of the characteristics of the fire itself, the fire will be affected by factors such as
terrain, temperature, and air mobility, making it difficult to detect fires. The working status will
also be affected by environmental changes.

Conventional fire detection systems rely on the strategy of combining multiple sensors. Deve K B
et al propose a smart fire detection system based on a wireless sensor network and a global system
for mobile communication[53]. The proposed strategy uses smoke and temperature sensors to
detect whether a fire has taken place. The proposed system detects the fire by using a range of
temperature changes. It is predefined in the threshold, so when the temperature changes surpass
the threshold, it detects fire. The semiconductor sensors are also used to detect smoke. However,
the two sensors which are usually installed in small spaces such as a kitchen, the results of the
detection system are easily affected when there is fast airflow in the kitchen. So, the conventional
fire detection system is based on sensors and can achieve a high detection accuracy, but it is easily
affected by the environment.

Other conventional fire detection methods are based on a vision system, which can use the
characteristics of fire (color, moving station)[54]. Most color-based methods are RGB color space,
and the flame’s RGB range format has the rule of R>G>B. And the smoke’s RGB color range has
the rules of similar value of R, G and B. Fire detection systems based on moving stations utilizing
the characteristics of flame and smoke are all dynamic formats. By analyzing the moving regions
in the video, the system can capture the moving parts in the frames. However, the accuracy of this
conventional fire detection method is not good as the approach of the sensor-based system. Table
2.1-1 below illustrates the comparison of two conventional fire detection strategies.
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Table 2.1-1.Comparison of conventional fire detection strategies
Detection
strategy

Hardware

Advantage

Sensorbased

Temperature
sensor,
Semiconductor
sensor,
Photoelectric
sensor

 Each sensor can be
optimized by replacing
different model.
 Combined sensor has high
detection accuracy.

 Easy to be affected when the
environment is changed.
 High equipment price.

Visionbased

Camera,
surveillance

 Easy to be engaged in city
with perfect surveillance
system.
 Low equipment price

 Complex equipment application
conditions
 The realization of the system
requires a lot of prior knowledge

Disadvantage

With the rise of computer vision, the use of vision systems to complete high-precision fire
detection has become a trend. The use of the visual system for fire detection avoids many
detection errors caused by environmental factors, and the visual system can receive wider and
richer image information as aid to judging whether a fire has occurred.

In 2016, Qingjie Zhang et al proposed a method based on deep CNN to detect forest fire[26]. The
fire detection is operated in a cascaded fashion. The full image is first tested by the global imagelevel classifier. If the fire is detected, the fine-grained patch classifier is followed to detect the
precise location of fire patches. Learning a binary classifier using our annotated patches is
straightforward. One proposed method is learning a fire patch classifier from scratch. However,
training such a classifier is nontrivial because the positive and negative samples are unbalanced.
One shortcoming of the above patch classifier is that the classifier is trained with local patches
which do not contain global information. Also, the computation of these patch classifiers is high
due to it having to test multiple patches for every frame. Another proposed method is the cascade
CNN fire detector.

In 2016, Sebastien Frizzi et al proposes a CNN for fire and smoke detection[30]. This method
adopts a 9 layers’ CNN as the classification structure. Obviously, it is a method that the network is
training from scratch, and it will be time-consuming when training the network. However, this
network takes 2d images as input, it will be much more efficient if the network takes 3d images as
input.
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In 2018, Khan Muhammad et al proposes a convolutional neural network to detect fire[25]. The
base neural network is inspired by GoogLenet. Compared with other networks like Alexnet,
GoogLenet has better performance, and it is also a small size model. So, it is suitable to be
implemented on FPGAs and other hardware. Compared with Frizzi’s custom CNN, the modified
GoogLenet has a deeper structure and better performance. However, the computational burden in
GoogLenet is much higher than Frizzi’s custom network. But compared with the deep networks
today, the GoogLenet is a simple and small-size structure even though it has 22 layers (eg. VGG19 is a module with 19 layers in depth and 144 Mb of the size of parameters, but GoogLenet is a
network with 7 Mb of the size of parameters).

In 2018, Khan Muhammad et al propose a network inspired by SqueezeNet. This fire detection
network is modified from SqueezeNet and has a deeper structure than SqueezeNet. Transfer
learning is being used to accelerate the training process, and get better performance based on the
modified network. In 2018, Khan Muhammad et al propose an early fire detection strategy based
on CNN[28]. The customed CNN has 8 layers and after fine-tuning and training, the network has
an accuracy of 94%

In 2019, Byoungjun Kim and Joonwhoan Lee proposed a video-based detection method[29]. The
network applies faster R-CNN as the backbone and combines the long short-term memory
classifying. LSTM can accumulate the temporal features for decision making through memory
through the memory cells which preserve the internal states and the recurrent behaviour.

In 2019, Arpit Jadon et al propose FireNet, a neural network trained from scratch[43]. The FireNet
is designed based on the trade-off of speed and precision. The traditional fire detection neural
networks based on some deep neural networks with large number of parameters. Obviously, a
network with a large computation consumption is hard to be embedded into mobile devices like
FPGA. The network includes only three convolutional layers and four dense layers, which is really
a lightweight structure. The work done by AJ can get better performance than previous works. As
the FireNet is designed to consider the real need for fire detection. The network is not structured
based on deep neural networks like AlexNet or GoogLent, which may contain a large number of
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parameters. The lightweight network is the best choice for being embedded into a device, which
has limited memory. The FireNet is a typical method considering accuracy and size. However, the
accuracy (93.91%) may not meet the requirements of real reality detection tasks.

The comparison of customed CNN and existed CNN (pre-trained CNN) performing in the fire
detection task is showed in Table 2.1-2.

Table 2.1-2. Comparison of customed CNN and pretrained CNN in fire detection
Name of detection strategy

Advantages


Customed CNN




Pretrained CNN



The structure can be changed
according to different
application environment.
Light-weighted structure

Stable performance for
different tasks.
Easy to be converted to a
stable accuracy curve.

Disadvantages
 The accuracy of
customed CNN is not
good as pretrained
CNN.
 Training progress is
time consuming.
 Most of networks
have many layers and
parameters.

2.2 Deep convolutional neural networks
The neural network system of the human brain is an extremely large and sophisticated mechanism.
A deep neural network is built by imitating function of the human brain neural network. In recent
years, many researchers have made great contributions to the optimization of neural networks, so
that neural networks can be applied to many different tasks.

Compared with the method of manually labelling features in image processing, CNN can
automatically perform feature extraction. In the forward propagation of the neural network, the
kernel in the convolutional layer extracts the required features by convolution with the feature
image. The forward propagation process of the neural network is actually a mapping function from
input X to output Y: 𝒇(𝑿) = 𝒀. The coefficient of function is the network parameter (weight: w)
that needs to be trained. If function coefficients are determined, there is a corresponding output 𝒚𝒊
for any input 𝒙𝒊 . The principle of forward propagation is shown in Figure 2.2-1. In the formula, σ
is the activation function(sigmoid).
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Figure 2.2-1. Forward propagation

The backpropagation of neural networks is the key to neural network's learning ability. The
process of back propagation is the process of computing the cost function C to modify weight (w)
and bias (b) in the network. If the current cost function value has a huge disparity with expected
value, then we adjust value of w and b to make new cost function value closer to the expected
value (the greater the difference from expected value, the greater the adjustment range of w and
b). This process is repeated until the final cost function value is within the error range, and the
algorithm stops. In the formula below, 𝜹𝟏 is the error of the output layer, 𝑾+
𝟏 is updated weight,
and 𝝆 is the learning rate.
𝜕𝐶
𝜕𝑊1

= 𝛿1 𝐹3 ；

𝑊+
1 = 𝑊1 − 𝜌 ∗

𝜕𝐶
𝜕𝑊1

LeNet-5 was proposed by LeCun et al in 1998 to solve the visual task of handwritten digit
recognition[56]. Since then, the most basic architecture of CNN has been built with a
convolutional layer, pooling layer, and a fully connected layer. LeNet-5 consists of three
convolutional layers, two fully connected layers and an average pooling layer. In this structure, the
convolutional layer is used to extract spatial features, and the average pooling layer is used for
down-sampling. The convolution operation is a sparse connection method, which effectively
reduces computational complexity. The creation of LeNet-5 had a profound impact on the
subsequent establishment of neural networks. The network structure is shown in Figure 2.2-2.
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Figure 2.2-2. Structure of LeNet-5

AlexNet was proposed by Alex Krizhevsky, Hinton and others in 2012[1]. The network is an 8layer structure composed of 5 convolutional layers and 3 fully connected layers. In the network
structure, a dropout layer is added after the fully connected layer to reduce overfitting. Compared
with the data set with the picture size of 32×32×1 used by LeNet-5, AlexNet uses the standard
data set of ImageNet as the training data set. The picture size in the training set is 227×227×3,
which can use the larger size picture as the training data set. The network structure is shown in
Figure 2.2-3. Compared with the classic model LeNet-5, AlexNet has a deeper network structure
and can achieve better performance.

Figure 2.2-3. Structure of AlexNet

ResNet is a classic neural network structure in recent years. ResNet was proposed in 2015 and
won first place in the ImageNet classification competition [58]. Its structure is simple and
practical. After that, many neural network structures are completed on the basis of ResNet-50 or
ResNet-101. In the ResNet network structure, the core is the module containing the "short cut"
connection mode. This structure can help the neural network to transfer the feature information
from the shallow layer to the deeper layer so that the number of network layers is greatly
deepened. In the neural network, the deep layer can obtain the information of the shallow layer by
"short cut", which makes the feature information obtained in the deep layer richer. The "short cut"
module in ResNet-34 adopts the structure on the left, and the "short cut" module in ResNet-
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50/101/152 adopts the structure on the right in Figure 2.2-4. In the structure on the right, in order
to reduce the number of parameters and the amount of calculation, the 3×3 convolutional layer in
the left picture is changed to two 1×1 convolutional layers. The network structure of the ResNet
series provides a reference for the deeper development requirements of the neural network,
making the neural network capable of more and more complex task requirements.

Figure 2.2-4. Structure of shortcut

While deepening the structure of the neural networks, it inevitably increases the number of
network parameters and the amount of calculation during the training process. So, some deep
neural networks cannot be applied to tasks that are sensitive to computational efficiency. Based on
the requirements for computational efficiency and computational accuracy, many researchers have
focused on designing simpler neural network models while ensuring the performance of the
network. Small CNN has the following advantages:
A. When using a distributed platform for training, if a smaller CNN is used, it means that the
amount of communication between the various subsystems will be reduced, which will help
improve training performance.
B. In the future, many AI-based platforms will have online upgrade functions. A smaller CNN
will help improve transmission efficiency and reduce cloud transmission pressure.
C. A smaller CNN can be more suitable for platforms with limited hardware memory.

SqueezeNet was proposed by FN et al in 2017[59], achieved the same correct rate as AlexNet on
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ImageNet, but the number of parameters is only 1/50 of AlexNet. In the SqueezeNet network
structure, there are 8 fire modules. Each fire module is composed of a squeeze module and
expands of module. The structure of the Fire module is shown in Figure 2.2-5. As a large number
of 1×1 and 3×3 convolutional layers are used, the number of parameters is greatly reduced. And if
the deep compress method is used to further reduce the parameter amount, the parameter number
can be reduced to 0.47MB. This obviously greatly encourages researchers to explore deep learning
on embedded devices.

Figure 2.2-5. Fire module

Xception was proposed by Chillet and Francois in 2017[59]. It proposes to use a depth separable
method to replace the conventional convolution operation, which is an improvement based on
inception. In Xception, firstly, use 1×1 ordinary convolution on the input, and then perform 3×3
convolution operations on each channel after 1×1 convolution, and finally combine the results into
one feature using channel-wise concatenation. Xception introduces deep separable convolution on
the basis of Inception, which improves the performance of the model without basically increasing
the complexity of the network.

The MobileNet series was first proposed by Sandler, Mark, et al in 2017 [61]. Similar to Xception,
a depth separable convolution operation is used in MobileNet-V1 to reduce the number of
parameters of the network structure. Therefore, it achieves a trade-off between accuracy and
latency. In MobileNet-V1, the depth-wise separable convolution is divided into depth-wise
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convolution and point-wise convolution. Depth-wise convolution uses different convolution
kernels for each input channel. Point-wise convolution uses a 1×1 convolution kernel to perform
convolution operations. This can greatly reduce the number of calculations and model parameters.
The depth separable convolution structure (Depth-wise convolution & Point-wise convolution) is
shown in Figure 2.2-6. Based on V1, MobileNet-V2 uses linear bottleneck modules and residual
bottleneck modules to improve network performance and at the same time ensure higher network
efficiency.

Figure 2.2-6. Depth-wise convolution and Point-wise convolution

2.3 Attention mechanism
Convolutional neural networks (CNNs) have been extensively applied in various visual tasks, for
example, image classification, semantic segmentation and object detection. The appearance of
AlexNet and GoogLenet has had a very deep impact on the various networks produced in
subsequent research[1][3]. A lot of research is devoted to improving the performance of
convolutional neural networks[2] [4] [5]. Recently, attention mechanism has been adopted as an
effective method to improve the performance of deep convolutional neural networks. And the
attention mechanism in computer vision works like the human attention system.

Like the CNN, which is inspired by the human nervous system, the attention mechanism in
computer vision is also similar to the process of the human visual system receiving and processing
visual information. Decades ago, neurologists and computer scientists have done research on the
human visual system. They found that the selective attention mechanism has been widely applied
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in life. For example, the spotlight on the stage can focus the beam on a certain character, which
can help the audience focus on the important actors in the current scene. In addition, people
always can easily identify people they know among a group of people and focus the attention on
them. And people can selectively pay attention to some keywords based on their interest in a
sentence.

As the human brain’s ability to process information is limited, the human brain accepts
information from the visual system but cannot process the whole image’s information. Instead, the
human brain will actively and selectively focus on important visual information and ignore
unimportant parts. This ability will leave the brain more space to concentrate on details of
attention regions and improve processing accuracy and effectiveness.

Similar to the human visual system, the attention mechanism can help the neural networks to
obtain valuable information and suppress noise. The attention mechanism can be divided into
three main parts due to the different dimensions of the fusion information: channel attention,
spatial attention and mixed attention.

Figure 2.3-7 Human attention when observing image

2.3.1 Channel attention
Channel attention aims to obtain the correlation between different channels and automatically
generate the importance of each feature map through network training, and finally allocate
different weight correlations to each channel. Then reinforce significant features and suppress less
important features.
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Channel attention is an effective mechanism utilizing channel-wise dependency to reweight the
feature maps. Some typical networks exploit different strategies to compress spatial-wise
information and generate the weight parameters to reweight the original feature maps
[8][10][14][13].

In 2015, one classic and influential network SE-Net[14] take advantage of the global average
pooling layer to compress spatial-axis information, which can fuse feature maps from W×H×C
into 1×1×C. Then the feature maps transform features to weight parameters by two fully
connected layers and a sigmoid function in series, which can form channel dependency
relationships of all channels. This is an effective and efficient strategy to merge spatial-wise
information and generate channel correlations. Furthermore, this strategy inspires many
subsequent channel attention modules to be inserted into CNN structures and improve the
performance of networks.

Figure 2.3-1 SE-block: squeeze and excitation operation

In 2018, Yunpeng Chen et al exploit the channel attention module (A2-Nets) based on SE-Net[10].
Different from SE-Net, double attention block gathers information by second-order attention
pooling instead of global average pooling and adaptively distributes the channel attention weight
to feature maps. As SE-Net will distribute single-channel dependency to all positions in one
feature map, it is a roughly distribution strategy and overpasses different positions of one feature
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map with the channel attention weight. First, the double attention block uses bilinear pooling to
obtain second-order information and generate whole channels’ representations. Compared with
global average pooling, bilinear pooling can obtain more complicated relationships among
different channels. Then the distribution procedure is processed by a 1×1 convolution layer to
generate the allocation matrix. In fact, the channel attention module also takes the spatial
information into consideration, but it is just an allocation strategy and does not merge channel
information. So that the double attention module gets a better performance based on SE-Net but
much more complicated compared with the previous structure.

In 2019, Xiang Li et al proposed a network that takes the initiative to select the kernel size of the
attention block[10]. Inspired by Inception-block and SE-block, SK-Net introduces multiple
convolution kernel branches to learn feature map attention at different scales from the perspective
of multi-scale feature representation[2]. Similar to SE-Net, SK-Net fuse spatial-wise information
with global average pooling and decrease the channel dimension by a fully connected layer. But
SK-Net splits the original feature maps by different kernel size into different size feature maps, so
that various feature maps can get accordingly different size kernel. Obviously, the different
kernels can help the network capture different size objects. By contrast with SE-Net, SK-Net gets
better performance with the different receptive fields. After rescaling the attention parameters to
1×1×C, the feature maps with different sizes can bias channel dependency parameters and fuse the
attention descriptors with different size feature maps. SK-Net adopts an effective method to
capture different size features and get better performance to a dataset with different size objects.
However, the attention bias still captured by a fully connected layer, which may cause an extra
computation burden to the whole network.

In 2019, Zilin Gao et al proposed a network (GSoP[15]), which can compress the original feature
map from H×W×C to C×C and generate the weight vector. It uses a second-order pooling strategy
instead of global average pooling, which can reflect the relationship among channels in the form
of covariance[16][19][18]. As the purpose of deep convolutional neural networks is to characterize
classes in a high-dimensional field, it is hard to learn higher-order representations. Global average
pooling can help neural networks learn low degree representations. Instead, global second-order
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pooling (GSoP) can help networks effectively introduce higher-order representations along the
spatial dimension. First, the network uses a 1×1 convolutional layer to reduce the channel number
and we can obtain a C×C feature map after the second-order pooling operation. By using row-wise
convolution, it can get a weight vector of 1×1×4C. GSoP is an effective way to fuse high-order
feature correlations, but the process of computing the weight bias is a large computing
consumption to the network. So, it is hard to be utilized in some deep neural networks to be used
as an efficient way to complete real-time tasks.

In 2019, Huayu Li et al proposed a variant of SE-Net (Channel Locality Block)[12]. In SE-Net,
fully connected layers in excitation operation cause an apparent computing consumption to the
tasks, and the network obtains the global representations from all channels. Instead, the channel
locality block generates descriptors along nearby channels, not all channels. And using the locality
of channels makes the network more robust. In the paper, global average pooling and global maxpooling are all used simultaneously to generate the channel dependency and generate a 2×1×C
feature map. Then it uses a 2×1 filter to learn the correlation of two vectors. The network uses
only one filter to get the relationship of different channels but makes the structure stronger to learn
the relationship between the two vectors. Then the global information is processed by one
convolutional layer with 2×1×C/4 and generates a 1×1×C vector which is a weighed attention
vector and can be multiplied with the original feature maps. However, the channel locality block
uses a nearby channel relationship instead of global channel attention representations and reduces
the influence of invalid channels on the whole attention block to some extent.

In 2019, Yue Cao et al proposed GC-Net[13], which is still an improved version of SE-Net.
Inspired by a non-local neural network[20], which can capture long-range dependencies, GC-Net
can model the global information and share a similar structure with SE-Net. By comparing the
performance of NL block and SE block, GC-Net structured with modules from the two blocks’
optimal part. Without rescaling the feature maps during the process of capturing the channel interdependency, GC-Net collects spatial information by one 1×1 convolutional layer similar to the NL
block. And the rest of it is similar to the SE block with two 1×1 convolutional layers which can
generate the relationship of channels. GC-Net also uses a hyper-parameter r to reduce the model

30

complexity. GC-Net reduces the computation consumption and still keeps a high accuracy.
However, the structure lost some channel inter-dependencies as it uses a rescaling strategy during
recalibrating the global information.

In 2020, Qilong Wang et al proposed ECA-Net, which is another influential structure after SENet[8]. As most channel attention modules dedicated to developing a complex structure to obtain
an apparent better performance, it is inevitable to increase the complexity of the network. As a
result of that, few channel attention modules can be applied to the neural network backbone,
which can be used as an efficient module for some specific tasks like real-time object detection.
Based on SE-Net, the importance of global channel inter-dependency has been proven. But the
two fully connected layers in SE-Net can be a computing burden to the attention module. And
channel-wise decreasing will affect the performance of capturing the relationship among channels.
After global average pooling, the module sends the feature maps into a 1×1 convolutional layer,
which captures channel inter-dependencies of each channel with its n nearby channels. It is known
to be efficient and effective. The strategy of modelling the channel attention bias is similar to
group convolution, which also reduces the computational burden. ECA-Net indicates that
lightweight and less computational burden channel attention module can be inserted into
lightweight networks and get state-of-the-art performance. However, ECA-Net only applies global
average pooling operation as the method to get the spatial wise representations and neglects that
other pooling methods like global max pooling. The performance of the network can be improved
by adding channel attention and spatial attention, but it only uses channel attention as an
additional module to improve the performance. So, it can manage a trade-off between
computational burden and accuracy by using both lightweight channel attention and spatial
attention.

2.3.2 Spatial attention
Spatial attention aims to improve the feature expression of key regions. In essence, it transforms
the spatial information in the original image into another space and retains the key information by
the spatial conversion module and generates a weight mask for each position. The output is
weighted to enhance the specific target area of interest while weakening the irrelevant background
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area.

The idea of spatial attention is similar to channel attention, which compresses information of one
dimension to generate the descriptor of another dimension. That means the spatial attention
module will obtain the relationship of each position.

In 2015, Jaderberg M et al proposed a spatial transformer network[35], a typical structure of
spatial attention module. This structure can be embedded in any neural network as a module. It
helps to select the appropriate target area and perform scale transformation, which can simplify the
classification process and improve the accuracy of classification. Some neural networks can
perform recognition tasks in datasets with images of different size. This article uses the attention
mechanism to transform the spatial information in the original picture into another space and
retain the key information. The idea of this article is very clever because the pooling layer in the
convolutional neural network directly uses some max pooling or average pooling methods to
compress the picture information, reduce the amount of calculation and improve the accuracy.
However, researchers in this paper believe that the previous pooling method is too violent, directly
merging the information will cause the key information to be unrecognizable, so a module called
spatial transformer is proposed to correspond to the spatial information in the feature maps and
extract the key information. As for the structure of STN, it includes three parts: localization
network, grid generator and sampler. A localization network is used to generate affine
transformation coefficients. The input U (can be a picture or a feature map) is data of W×H×C,
and the output is a coefficient of spatial transformation. The dimension of output is determined by
the transformation type, for instance, if it is an affine transformation, it is a 6-dimensional vector.
The grid generator transforms the input according to the parameters generated above so that the
original image or feature map is transformed by translation, rotation, etc. It is verified that the
network will have optimal performance with 4 STN in parallel.

In 2018, Roy, Abhijit Guha et al proposed the SCSE module[63]. Prompted by SE-Net, this paper
proposed three other attention modes (sSE, cSE and scSE) to adjust network features, increasing
the weight of important feature maps or feature channels and reducing the impact of unimportant
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features. Therefore, it improves the results of image segmentation. In the spatial attention module
(sSE), the squeeze operation is performed with 1×1 convolution to generate an H×W×1 feature
map. Then, the feature map is multiplied by the input image. After the activation function
(sigmoid), the feature maps with spatial attention weight are generated. The core idea is based on
the operation of squeeze and excitation in SE-Net. Unlike SE-Net, the squeeze operation is for
channel-dimensional feature information, and it is completed by using a 1×1 convolutional layer,
rather than through the global Average pooling layer to complete. The spatial attention module is
represented by Figure 2.3-2.

Figure 2.3-2 Structure of spatial attention module in SCSE

2.3.3 Mixed attention
Channel attention and spatial attention have been verified the effectiveness when being embedded
into CNNs. However, single-channel attention generates channel correlation bias and ignores the
spatial relationships. And single spatial attention generates the spatial descriptor and compresses
the channel information. So, the combination of channel attention and spatial attention is an
inevitable trend, which can improve the performance of CNNs significantly.

Research by many scholars, channel attention aims to explain the "what" section, which means the
channel attention mechanism contains more detailed information, which can help the neural
networks understand the content in the image. Whereas spatial attention aims to illustrate the
“where” section, which means the spatial attention mechanism collects the position information
and can help the neural networks recognize the position of the target.
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In 2017, Chen L et al proposed SCA-CNN, which uses both spatial-wise and channel-wise
attention in CNN[37]. Visual attention has been successfully used in structural prediction tasks.
For example, visual captioning and question answering. The existing visual attention models are
all based on space, that is, re-weighting the feature map of the last convolutional layer. Based on
the principle of CNN, the extracted feature map has the attributes of spatial, channel-wise, and
multi-layer. However, some existing image caption methods mainly consider spatial attributes,
and the attention mechanisms used are also spatially attentive weights. Therefore, on this basis,
researchers in this paper propose to make full use of the above three attributes of CNN to carry out
the task of image captioning. They also propose to use the combination of spatial, channel-wise
and multi-layer attributes for the application of the attention mechanism, mutual influence and
mutual promotion. The channel attention module and spatial attention module are connected in
series. Channel attention is realized by reshaping the original feature maps into C vectors, each
vector’s dimension is W×H. Then, using average pooling to process the vectors. The spatial
attention module is similar to the channel attention module, which generates a W×H×1 feature
map. In fact, the channel attention procedure shares the same idea with SE-Net, which compresses
the spatial information and then generates the correlation bias of channel-wise information.

In 2018, S Woo et al propose a CBAM block, which combined channel attention and spatial
attention[34]. Inspired by SE-Net and having a better performance with spatial attention module.
The structure of CBAM is similar to SCA, which has channel attention and spatial attention
connected in series. Different from SE-Net only uses global average pooling to compress spatial
information, CBAM uses both global average pooling and global max pooling to obtain the
compressed spatial information. Each channel of the feature map is regarded as a feature detector.
And the subsequent channel attention operation is almost the same with SE-Net. In order to
calculate spatial attention, it first uses max pooling and the average pooling in the dimension of
the channel to obtain two different feature descriptions. Then use concatenation to merge the two
feature descriptions and use the convolution operation to generate the spatial attention map. The
reason why using average pooling and max pooling in parallel is that pooling operation is the
extracting process of high-level features, and using different pooling means that the extracted
high-level features are more abundant. CBAM is a classic mixed attention module that is based on
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SE-Net. It obtains optimal performance. However, computational consumption is a burden to
CNNs like VGG-16 with inserting CBAM block after all convolutional layers. As the block of
shared MLP has many parameters.

In 2018, the same team of CBAM proposes a bottleneck attention module (BAM)[39]. Share the
same idea of SE-Net, the channel attention weight is aggregated by global average pooling and
two fully connected layers. The spatial attention weight is obtained by one bottleneck structure
and generates a H×W×1 feature map. And the channel attention module is aggregated with spatial
attention in parallel. In BAM, the computational burden is decreased to some extent by using
bottleneck structure and dilated convolution in spatial attention.

In 2019, Fu J et al proposes DA-Net [40]. In DA-Net, the channel attention block and spatial
attention module are connected in parallel. And different from CBAM and BAM, DA-Net solves
scene segmentation tasks by capturing rich contextual relevance based on self-attention
mechanisms. The Position attention module integrates selective features by weighting and
summing the features at all positions. Similar features can be related to each other, regardless of
distance. At the same time, the channel attention module selectively emphasizes interdependent
channel maps by integrating related features between all channel maps. In the spatial attention
module, the input A is C×H×W, after the convolutional operation, three feature maps B, C and D
(C×H×W) are generated. Then C is adjusted to C×N (N=H×W), and B will be transposed to N×C.
B and C then do matrix multiplication and apply softmax to calculate the spatial attention map S.
the procedure of calculating channel attention is similar to position attention: reshaping and
transposing A respectively, multiplying the obtained two feature maps and then using softmax to
obtain channel attention map X(C×C). Then X and A will be multiplied with the scale factor β and
the feature map will be reshaped into the original shape. Finally, it will be added with A to get the
final output E. Among them, β is initialized to 0, and gradually learning is assigned to a larger
weight. The DA-Net can be called another classic mixed attention module as the efficient
aggregation strategy. Figure 2.3-3 illustrates two typical structures of mixed attention mechanism.
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Figure 2.3-3 Structure of mixed attention mechanism

In 2021, QLZYB Yang et al proposed shuffle attention block (SA-Net)[42], which aims to reduce
the computational consumption when both use channel attention and spatial attention. Inspired by
ShuffleNet and SGE, this module uses the shuffle unit to effectively combine two types of
attention mechanisms. SA groups the channel dimensions into multiple sub-features, and then
processes them in parallel. Then, for each sub-feature, SA uses the shuffle unit to describe the
feature dependency in the spatial and channel-wise dimensions. After that, all the sub-features are
aggregated together. The "channel shuffling" operator is used to enable the correlation of
information between different sub-features. So, it is a light-weighted and efficient integrated
module that integrates two attention mechanisms. For each sub-feature, SA uses shuffle units to
construct channel attention weight mask and spatial attention weight mask at the same time.

2.3.4 Conclusion
Based on the summary of previous fire detection research methods, almost no light-weighted
neural network with an attention mechanism is used as a fire detection strategy. In addition, the
mixed attention mechanism can bring obvious performance improvement to CNN. Combining a
light-weighted neural network with a mixed attention mechanism may be able to achieve a tradeoff between fire detection accuracy and fire detection efficiency. And this method will enrich the
fire detection strategy.
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Chapter 3
The methodology
3.1 Introduction
Based on the findings of the literature review chapter, an effective and efficient fire detection
method that can be applied to real-world scenarios is very important and necessary. Conventional
sensor-based fire detection methods are largely limited to complex application environments.
Even the use of image processing technology based on vision systems will be limited to the
detection environment. However, the fire detection method based on the convolutional neural
network is not limited to the environment in which the detection equipment is applied. Factors
such as brightness changes, particulate matter in the air and temperature changes will affect the
equipment collection process and result generation. Applying convolutional neural networks to
fire detection systems can not only achieve higher detection accuracy but also save equipment
procurement costs.

The precise capture of image features by convolutional neural networks largely depends on the
richness of the training dataset. The small datasets are not suitable for actual detection tasks, as the
small datasets cannot meet the training requirements and the problem of training over-fitting is
prone to occur. Collecting and producing effective and enough datasets are the first problem to be
solved. Existing fire image datasets used for research have the problems of the insufficient number
of images and single collection scene. Therefore, this research first gathers the existing flame and
smoke image datasets in different scenes, and then adds a large number of flame and smoke
images collected from the Internet. Finally, we obtain the positive samples that can be used to
train the CNN. As for background samples, the dataset is composed of images of cities and the
wild that have not occurred fires collected on the Internet.

The choice of the backbone structure for detection is another problem that needs to be solved.
Although the existing deep convolutional neural networks have good classification and detection
accuracy, they are aimed at visual tasks with complex categories and huge training datasets. There
are problems of cumbersome network structure, a large number of parameters and time-consuming
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training in previous structures. In the fire detection task, the categories to be detected are flame,
smoke, and normal scenes without fire. If the existing deep convolutional neural network is
directly used as the backbone of the fire detection network, the detection accuracy can be greatly
improved. However, due to the time-consuming training and the great number of parameters, it
cannot be applied to actual fire detection tasks. Therefore, this research is based on a lightweighted CNN as the backbone of fire detection, which can meet the high feature capture ability
and be applied to actual fire detection tasks more efficiently.

Based on the introduction of the attention mechanism in the previous chapter, adding the attention
module can effectively improve the feature expression ability of the CNN. Neural networks using
channel attention modules or spatial attention modules can obtain better feature extraction
capabilities, but the CNN using mixed attention modules can achieve higher detection accuracy.
As the insertion of the attention module will increase the amount of calculation for training, it is
necessary to minimize the impact of adding additional modules on the backbone network. In this
research, a comprehensive study will be done on the design of a mixed attention module, the
number of modules inserted and the position where they are inserted into the backbone.

The process of collecting the fire dataset is explained in section Ⅰ. The construction of the
backbone for fire detection tasks is presented in section Ⅱ. The construction of the attention
module is shown in section Ⅲ.

3.1.1 Fire dataset
In this section, the components and construction methods of the fire data set are described. The
CNN will be fed a great number of images as the training dataset during the training process.
However, the scale of existing fire images and video datasets cannot meet the demand. Here we
list some small datasets in Table 3-1. In this article, 5134 flame images are collected from existing
datasets. By collecting flame and smoke images on the Internet, the flame dataset and smoke
dataset are expanded to 10,000 images respectively. Existing flame datasets include not only fire
images in different scenes but also video frames collected by monitoring equipment. The flame
dataset used for expansion is composed of images in various scenes and pure background. The
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smoke dataset used for expansion consists of flame-free smoke images and video frames collected
by monitoring equipment in various scenarios. The dataset structure used to train the fire detection
network is shown in Figure 3.1-1.

As the size of images in the fire dataset is different, they cannot be fed into the neural network
during the training process. So, in this paper, before the image is fed to the neural network, the
size of the images will be uniformly resized to 224×224×3. In this paper, 70% of fire dataset
images are used as training dataset, 20% of images are used as validation dataset, and the rest of
images are used as test dataset.

Table 3.1-1. Existing flame and smoke dataset
Source
University of Split Faculty of Electrical
Engineering, Mechanical Engineering and
Naval Architecture
Collections, Durham University
Cair, GitHub

Category

The amount of data

Wildfire
smoke

98 images

Flame
Flame

4926 images
110 images

Figure 3.1-1. Structure of fire dataset

3.1.2 Attention module
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In this section, the structure of the attention module is described. Previous studies have shown that
whether it is simply adding a channel attention module, a spatial attention module or a mixed
attention module, can effectively improve the neural network's ability to represent image features.

3.1.3 Channel attention module
In the classic channel attention module SE-module, the global average pooling layer is used to
compress the spatial dimension information. Then the two fully connected layers are used to
generate the channel attention weight, representing the interdependence of different channels. The
attention weights generated by the channel attention module will be multiplied with each channel
of the original feature map to generate a new feature map with different weights. The structure of
the classic channel attention module is shown in Figure 3.1-2.

Figure 3.1-2. Structure of classic channel attention block

However, the classic channel attention module has two obvious shortcomings. On the one hand,
only one global average pooling layer is used to compress global information. On the other hand,
the calculation amount of the channel attention module is not considered, and the fully connected
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layer will destroy the image’s spatial structure.

The original feature map will be input into the global average pooling layer and calculate the
average value of all pixels in each channel as the compressed value. This evaluation method
weakens the impact of the maximum value in the feature map on the image feature representation
ability. So that, there is a problem of insufficient feature expression in the process of compressing
global information. The global max pooling layer calculates the maximum value of each channel
of the input image and generates the output vector (1×1×C). Therefore, the global max pooling
layer can also compress the spatial dimension information of the original feature map. Adding the
global maximum pooling layer into CNN can make up for the shortcomings caused by only using
the global average pooling layer.

In the process of obtaining the correlation between channels, each neurone in the next layer is
obtained by multiplying all the neurons in the previous layer by the weight and then adding the
bias. Without considering the bias, if the input feature image is H×W×C and the number of
neurons in the fully connected layer is N, the calculation formula for the number of parameters of
the fully connected layer is:

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 = 𝐶 × 𝑁

In SE-block, the feature map will be input into two fully connected layers. In order to reduce the
complexity of the model, the dimensionality reduction parameter r is added. After the first fully
𝐶

connected layer, the number of channels is reshaped to . After the second fully connected layer,
𝑟

the number of channels will come back to C. The number of parameters of the module is shown
below:

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 = 2 ×

𝐶2
𝑟

In order to reduce the number of parameters, one 1×1 group convolution layer is used instead of
two fully connected layers. Adding one 1×1 group convolution layer will not change the spatial
structure of the image. In addition, the input image can be of any size, because the number of
parameters of the fully connected layer depends on the size of the image. As the number of
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parameters of the convolution kernel has nothing to do with the image size, the input size of the
convolution layer can be arbitrary. Figure 3.1-3 is a schematic diagram of group convolution.
Without considering the bias, the feature map size after the global average pooling layer and the
global max pooling layer is 1×1×C. In the process of calculating the number of parameters, G
represents the number of groups. The number of parameters of the convolution layer is calculated
below.

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 =

𝐶×𝐶
𝐺

In ECA-Net, the application of the channel attention module without dimensionality reduction
operation has proved to be better than the channel attention module with dimensionality reduction
operation. In the new channel attention module, one group convolution is used to correlate the
interdependence between channels. The number of parameters of the new channel attention
module is compared with the number of parameters of the channel attention module in the original
SE-Net:
𝑟

𝑛 = 2×𝐺， （n<1）

Figure 3.1-3. Group convolution

In the above formula, the value of r is 16 and the value of G is greater than 8. If there is no
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dimensionality reduction operation between the two fully connected layers, the ratio of the number
of parameters of the new channel attention module to the number of parameters of the SE-module
without dimensionality reduction operation is:

𝑛=

1
2×𝐺

The final generated channel attention module is shown in Figure 3.1-4. The feature maps obtained
from the global average pooling layer and the global maximum pooling layer are added firstly.
Then feature maps will be input into the grouped convolutional layer. The output of the grouped
convolutional layer is passed through the activation function sigmoid to generate channel attention
weights. The channel attention calculation formula is:

𝐶𝐴𝑓 = 𝜎(𝐺𝐶(𝐺𝐴𝑢𝑔𝑃𝑜𝑜𝑙(𝐹) + 𝐺𝑀𝑎𝑥𝑃𝑜𝑜𝑙(𝐹)))
In this formula, GC denotes the group convolution layer, and σ represents the sigmoid function.

Figure 3.1-4. Structure of channel attention block

3.1.4 Spatial attention module
In the new spatial attention module, the channel-dimensional information compression also relies
on global average pooling and global max pooling operations. Different from the information
compression method in the channel attention module, in the spatial attention module, the global
average pooling and global max pooling operations are calculated along the channel dimension.
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After the pooling operation, two feature maps (H×W×1) are generated. The two generated feature
maps are concatenated and generate H×W×2 feature maps. This part of the structure is the same as
the spatial attention module in CBAM. In CBAM, a convolutional layer is used to process the
generated feature maps. But in the new spatial attention module, a group convolution layer is used
to associate the dependencies of each pixel. Finally, the spatial attention weight is generated by the
sigmoid activation function. The structure of the spatial attention module is shown in Figure 3.1-5.

Figure 3.1-5. Structure of spatial attention block

Ignoring the influence of bias, if the input image size is H×W×2 and the ordinary convolution
layer adopts a 7×7 convolution kernel. The number of parameters of the module is:

7 × 7 × 2 × 1 = 98

The kernel size of the group convolution layer is 7×7, and the number of groups is G. The number
of parameters of the module is:
7 × 7 × 2 × 1 98
=
𝐺
𝐺
Obviously, the parameter amount of the grouped convolution method is reduced to 1/G number of
parameters of the ordinary convolutional layer. The output of the grouped convolutional layer
passes through the activation function sigmoid to generate spatial attention weights. So, the spatial
attention calculation formula is:

𝑆𝐴𝑓 = 𝜎(𝐺𝐶([𝐺𝐴𝑢𝑔𝑃𝑜𝑜𝑙(𝐹); 𝐺𝑀𝑎𝑥𝑃𝑜𝑜𝑙(𝐹)]))
GC denotes a group convolutional layer with a convolution kernel size of 7×7, and σ is a sigmoid
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function.

3.1.5 Mixed attention module
The channel attention module solves the problem of "what", while the spatial attention solves the
problem of "where". Therefore, the mixed spatial attention module and the channel attention
module can improve the feature representation ability of the neural network to a greater extent. So
that the attention can be better focused on important targets in the feature extraction stage of
various tasks.

Based on the channel attention module and spatial attention module proposed above, two attention
modules can be combined as a mixed attention module. There are two modes of the combination
of channel attention module and spatial attention module in the traditional mixed attention
module. One is in series, and the other is in parallel. As for the structure selection of the mixed
attention module, the classification experiment is performed to decide which mode should be used.
The mixed attention module of the two connection modes will be inserted into the backbone of the
VGG-16 respectively. In terms of the results, the performance of the neural network with a mixed
attention module in the series mode is slightly better than that of a parallel mixed attention
module. The results of the experiment are described in Chapter 4. The structure of the two mixed
attention modules is shown in Figure 3.1-6.

Figure 3.1-6. Two connection modes of mixed attention block

3.1.6 Number of attention modules and insertion positions
The function of the mixed attention module is to generate attention weights and multiply the
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attention weights with the original feature maps to generate new feature maps with attention
weights. In SE-Net, the channel attention module is inserted into each convolutional layer of the
neural network. The classification performance of the network applicated in the ImageNet dataset
is greatly improved. In theory, the more attention modules are inserted, the improvement of
network performance will be more obvious. However, the insertion of too many attention modules
will inevitably increase the computational burden of the network, making the neural network
training process more time-consuming. How to improve performance without generating too much
computational burden on the network is a problem that needs to be solved urgently.

By comparing the classification results of inserting different numbers of mixed attention modules
in the neural network, inserting a single mixed attention module into the network has greater
improvement than the classification results without the mixed attention module. However,
increasing the number of attention modules has no obvious effect on the improvement of the
classification results of the network, even greatly increases the time required to train the neural
network. The comparison results are presented in Chapter 4. Therefore, a single mixed attention
module is selected to be inserted into the neural network. So, it can effectively improve the feature
expression ability of the neural network without increasing too much computational burden.

For the research on the insertion position of the mixed attention module, by comparing the results
of the neural network in the classification task with inserting a single mixed attention module in
different positions. The results show that inserting the mixed attention module after the deep
convolutional layer of the neural network is significantly better than that after the shallow
convolutional layer. This also proves that the mixed attention module can better help the neural
network to extract deep features. The results are presented in chapter 4. The insertion position is
shown in Figure 3.1-7.
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Figure 3.1-7. Insertion position

3.1.7 The structure of the modified MobileNet-V2
The backbone of the neural network is responsible for the important work of feature extraction.
An efficient neural network can capture more effective features. Most of the existing neural
networks pursue higher classification, detection or segmentation accuracy, and further improve the
structure of the neural network, and continue to deepen or increase the complexity of the structure
to obtain better feature expression capabilities.

The existing classic neural network structure, such as the VGG series, has gradually increased
from a 13-layer structure to a 16-layer structure and a 19-layer structure[64]; the ResNet series has
gradually increased from an 18-layer structure to a 34-layer, 50-layer, 101-layer and 152-layer
structure. The network continues to deepen the depth of the backbone structure, while obtaining
better classification, detection or segmentation results. It can make the neural network more
suitable for more complex tasks. However, deepening the network structure or increasing the
complexity of the network structure will greatly increase the amount of calculation, making the
deep neural network not suitable for some tasks that require high detection efficiency. And these
deep neural networks cannot be embedded in a hardware system with a small capacity. For the
neural network used for fire detection, it needs to be able to detect flame or smoke more
sensitively. And the scale of the model can be small enough to support being embedded in small
devices.

3.1.8 The number of layers of the network
47

In this chapter, the main structure of the backbone is designed according to MobileNet-V2.
MobileNet-V2 is an upgraded version of MobileNet-V1. Compared with MobileNet-V1,
MobileNet-V2 changes the bottleneck structure in the network: 1×1 convolution is used to
increase the dimension before the 3×3 convolutional layer and reduce the dimension after the 3×3
convolutional layer. Compared with the direct use of a 3×3 convolutional structure network
performance is better. And MobileNet-V2 removes the nonlinear output layer behind the smalldimensional output layer in the linear connection bottleneck structure. The network has 7 linear
bottleneck structure modules and 10 residual bottleneck structure modules, with a total of 53
layers.

For fire detection tasks and classification tasks, the targets that need to be detected are flame,
smoke, and non-fire scenes. The backbone structure of the neural network needs to use a lightweighted model. Refer to the light-weighted model MobileNet-V2 to construct a new neural
network as the backbone. In the backbone, the number of linear bottleneck structure modules and
the number of residual bottleneck structure modules are 2 and 3 respectively, with a total number
of 18 layers. Compared with the MobileNet-V2 model, the number of parameters of the
constructed light-weighted backbone is reduced apparently. The network structure is shown in
Figure 3.1-8.

3.1.9 Light-weighted backbone
In order to further reduce the number of parameters of the network, all 1×1 convolutional layers in
the linear bottleneck structure module and the residual connection bottleneck structure module are
changed to 1×1 grouped convolutional layers. Then the number of parameters of each 1×1
grouped convolutional layer is reduced to 1/G of the parameter number of the original
convolutional layer, where G is the number of groups in the grouped convolutional layer. The
linear bottleneck structure module and the residual bottleneck structure module are shown in
Figure 3.1-9.
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Figure 3.1-8. Structure of backbone

Figure 3.1-9. Linear block and residual block

3.1.10 Light-weighted neural network with attention mechanism
In this chapter, the backbone of the new neural network is designed in terms of MobileNet-V2 and
MobileNet-V3. In order to increase the inception field of the first layer, the original convolutional
layer with 3×3 kernel size is replaced by a dilated convolutional layer with 3×3 kernel size and 2
dilation factors. In fact, the reception field of 3×3 kernel size and 2 dilation factor convolutional
layer is equal to a 5×5 convolutional layer, while having fewer parameters. By using this method,
the network can get more information from the first layer.

Based on the MoileNet-V3’s backbone design, the last stage of the network is structured as a light-

49

weighted style. In the last stage of the modified backbone, there are two convolutional layers
removed to reduce the computational burden. The modified last stage is shown in Figure 3.1-10.

Figure 3.1-10.Light-weighted last stage
Based on the mixed attention module and backbone proposed above, a light-weighted neural
network with an attention block suitable for fire detection can be combined. Name the new neural
network as LFNet-1(lightweight fire detection network). The structure of LFNet-1 is shown in
Figure 3.1-11.

Figure 3.1-11. Structure of LFNet-1

3.2 The structure of the modified Squeeze-Net
In the Squeeze-Net network structure, there are 8 "fire modules" connected in series, and the
network structure has a total of 18 layers. Each module is composed of a "squeeze" module and an
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"expand" module. And the network uses convolutional layers with kernels size of 1×1 and 3×3 to
form the fire module. In order to reduce the size of the whole structure, all fire modules are
modified into light-weighted blocks. The structure of the fire module is shown in Figure3.5-1.

In recent years, convolutional layers with a kernel size of 1×1 are often used for dimensionality
reduction or dimensionality increase operations. The 1×1 convolutional layer is used in the fire
module to reduce the dimensionality, which reduces the dimensionality of the input to the 3×3
convolutional layer, thereby reducing the introduction of parameters.

This idea came from the early GoogLenet. In GoogLenet, the inception module can output feature
maps of different scales through different convolution kernels, but the 3×3 and 5×5 convolution
layers in the module introduce a large number of parameters. In order to simplify the parameter

Figure 3.2-1 Structure of fire module

amount, 1 ×1 convolution [2]. While 1×1 convolution increases nonlinearity, it does not affect the
receptive field of the convolutional layer. The process of reducing the number of parameters by
using 1 ×1 convolutional layers in GoogLenet is shown in Figure 3.5-2.
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Figure 3.2-2 The process of parameter reduction

Based on the above-mentioned method of simplifying the structure, the "fire" module is further
simplified by adding 1×1 convolution before the 3×3 convolution in the module. And the number
of channels is 1/2 of the number of 1×1 convolution channels in the "squeeze" operation. The
modified fire module is shown in Figure 3.5-3.

Figure 3.2-3 Structure of modified fire module

If the number of input feature map channels is 16, and the number of 1×1 convolution channels
added is 8, then the parameters of the original "expand" module are:
NP=16×64×32 +16×64=10240
The number of parameters after adding 1×1 convolution is:
NP=16×8+8×64×32 +16×64=5760
According to the results, the number of parameters after lightweight operation is reduced to about
half of the original structure parameters. If all the fire modules are modified by using the same

52

strategy mentioned above, the number of the layer will increase to 26 layers. But the number of
parameters is reduced significantly. After adding the modified mixed attention block into the
lightweight backbone, the light-weighted neural network is built, names it as “LFNet-2”.
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Chapter 4
Experiments and Results
4.1 Introduction
This chapter presents the construction process of a light-weighted neural network with an attention
mechanism. During the process of the experiment, the constructed attention module, the backbone
structure of the neural network and the modified neural networks are tested respectively. And the
test results are compared and analyzed based on the existing attention structure and neural
networks.

4.2 Experimental environment
The hardware equipment used in the experiment: a computer (CPU: i7-10750, main frequency:
2.60GHz, memory: 16GB, operating system: Windows10, graphics card: GTX1660Ti, video
memory: 6GB). The software to be used: MATLAB 2020b, Deep Network Designer. The details
of the dataset used in the experiment are shown in Table 4.3-1.

Table 4.2-1. Dataset
Item

Category

Number of
images

Flame

10,000

Smoke

10,000

Non-fire

10,000

Fire dataset

Size of images

224×224×3

4.3 Effectiveness of the attention module
After completing the construction of the attention module and the backbone, perform performance
tests on the new structures. For the attention module, the optimization and design of the channel
attention module and the spatial attention module are first completed. Then the channel attention
module and the spatial attention module are reasonably combined to form a mixed attention
module.
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In the experiment to verify the effectiveness of the attention module, the classical neural network
VGG-16 is used as the backbone. In this part of the experiment, the fire dataset with half of the
total number of images is used to verify the effectiveness of the attention modules. The attention
modules are inserted into the main structure to perform classification experiments. In the
experiment, the original network and the network with the classic channel attention module (SEblock) were set as the control group. They will be compared with the networks with the improved
channel attention module, spatial attention module and mixed attention module. During the
experiment, the number of added SE-blocks and the number of improved attention modules are all
one. The experimental results are presented in Table 4.3-2.

Table 4.3-1. Classification experiment
Model
VGG-16

Accuracy
92.25%

VGG-16 + SE-block

92.75%

VGG-16 + CA-block

93.08%

VGG-16 + SA-block

92.50%

VGG-16 + Mixed attention block

93.64%

By analyzing the experimental results, adding the channel attention module will greatly improve
the performance of the original network. And the neural network with the improved channel
attention module performs better than the neural network with the SE-block in the classification
task. The experimental results prove the effectiveness of the improved channel attention modules.

In the experiment to verify the effectiveness of spatial attention, with the same neural network
training parameters, the classification ability of the neural network which adds the channel
attention module and the spatial attention module separately has been effectively improved. And
the classification accuracy of the neural network with the channel attention module alone is
slightly higher than the classification accuracy of the neural network with the spatial attention
module alone. However, the two modules have a slight difference in network performance
improvement.

In the experiment of verifying the effectiveness of the mixed attention module, the control group
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is set as neural networks that are separately added to the channel attention module and the spatial
attention module. By analyzing the experimental results, the performance of the neural network
with the mixed attention module in the classification task is better than the performance of neural
networks with the channel attention module or the spatial attention module alone.

4.4 The number and insertion position of attention modules
It is mentioned in the classic SE-Net that adding SE-block after each convolutional layer in the
VGG-16 can significantly improve network performance. For the experiment to determine the
number of modules to be inserted, the backbone uses Modified-1, and the number of attention
modules is gradually increased from 1 to 5. Record the classification accuracy and training time of
the neural network. The experimental results are shown in Table 4.4-1.

Table 4.4-1.Number of block experiment
Number of modules
Original network

Accuracy
91.75%

Time
118min 32s

1 block

92.54%

122min 15s

2 blocks

92.65%

128min 56s

3 blocks

92.92%

135min 23s

4 blocks

92.95%

142min 10s

5 blocks

92.96%

150min 35s

By analyzing the experimental results, increasing the number of attention modules inserted is
helpful to the performance of the network. But increasing the number of modules introduces a
large number of parameters into the structure, which greatly increases the training time. The more
attention modules are added, the less obvious the effect on performance improvement. Therefore,
to weigh the relationship between accuracy and training efficiency, inserting only one attention
module is the best choice.

In the experiment to determine the insertion position of the attention module, the mixed attention
module is inserted into three positions: in the first stage of the network, the middle stage and the
last stage respectively. The backbone is Modified-V1. The experimental results are presented in
Table 4.4-2.
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Table 4.4-2.Position experiment
Position
Original network

Accuracy
91.75%

In first stage

91.82%

In mid stage

92.30%

In last stage

92.54%

By analyzing the experimental results, adding the mixed attention module in the last stage can
achieve better performance improvement. The experimental results show that the attention module
can help the neural network to extract more deep layer features.

Figure 4.4-1. Classification accuracy with attention block in different position

4.5 Structure of LFNet-1
In considering the requirements of a fire detection system for detection efficiency, network design
must take into account the influence of model complexity on detection efficiency. Since there are
only three types of targets that need to be identified in the fire detection scene, the use of a classic
neural network with a large number of layers, such as MobileNet-V2, will cause waste of
computing resources.

LFNet-1 is a lightweight neural network designed based on MobileNet-V2. The network structure
has a total of 18 layers. In the experimental stage, the effectiveness of LFNet-1 was verified by
comparing the fire scene image classification capability of the original LFNet-1 with the fire scene
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image classification capability of LFNet-1. The experimental results are shown in Table 4.5-1.

Table 4.5-1.Comparison of classification capabilities
Model
MobileNet-V2

Accuracy
95.68%

LFNet-1（without attention module）

92.50%

LFNet-1

93.85%

By analyzing the experimental results, the performance of LFNet-1 without the attention module
is much lower than that of MobileNet-V2. Although the performance of LFNet-1 is slightly lower
than that of MobileNet-V2, LFNet-1 compensates for the performance degradation caused by the
reduction in the number of layers by adding a mixed attention mechanism. And the convolutional
layers in LFNet-1 are all group convolutional layers, which greatly reduce the number of network
parameters. LFNet-1 achieves a trade-off between accuracy and efficiency.

4.6 Structure of LFNet-2
In the experiment to verify the effectiveness of LFNet-2, the experimental conditions and
configuration are the same as the classified experimental environment of LFNet-1. When training
LFNet-2, the strategy of transfer learning is used to accelerate the training speed. The
experimental results are shown in Table 4.6-1.
Table 4.6-1 Classification results of different neural networks
module
Sqeezenet

accuracy
96.93%

parameter
1.24Mb

Modified-2（without

95.41%

0.44Mb

96.30%

0.44Mb+65Bit

attention block）
Modified-2

According to the experimental results, LFNet-2 without the mixed attention module has a slight
decrease in classification accuracy compared to the original network. The phenomenon may be
since when a 1×1 convolutional layer is added to reduce the number of parameters, the parameter
training is difficult to get to the effect of the original network in the 1000-category database is
achieved, and the operation of 1×1 convolution for dimensionality reduction loses the correlation
between channels to some extent, resulting in a decrease in network performance. However, the
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introduction of 1×1 convolution greatly reduces the number of parameters and achieves a balance
of efficiency and accuracy while ensuring high performance. The structure of LFNet-2 is shown in
Figure 4.6-1

Figure 4.6-1

4.7 Visualization of CNN
The learning process of convolutional neural networks is regarded as a black box by many people.
Through forward, backward and gradient propagation, the learnable parameters in the neural
network are constantly revised, so that the network predictive value is constantly approaching the
optimal solution. This learning process cannot be clearly reflected in the training process of the
neural network, because this black-box mode of learning cannot give relevant researchers an
opportunity for improvement in the training of the neural network. In recent years, many
researchers have devoted themselves to the visualization of neural networks, so that subsequent
research can more intuitively show what neural networks have learned.

In the field of computer vision, the heat map is usually based on the color classification of pixels
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in the image. The imaging characteristics are similar to infrared imaging. The color of the hightemperature area is reddish, and the color of the low-temperature area is blue. In the same way, the
heat map in computer vision can be presented using the weight value of the neural network
training process, and the change of color reflects the changing trend of the activation value of a
certain category of the neural network in the feature map. For example, inputting a dataset
containing cats and dogs into a neural network for classification tasks, if CNN determines that the
test picture is a cat, the red area of its heat map will be generally distributed in the image area
containing the cat, and the brightness of the color reflects the neural network’s attention in the
feature map.

The class activation map (CAM) generates a heat map through visual operations, and the
generated heat map shows the results of the neural network as the most significant during the
training process through different colors [67]. Researchers can judge the features learned by the
neural network and the areas of focus by observing the area of the heating value distribution in the
heat map, so it can be used to interpret the results of the CNN prediction category. In CNN, the
deep layers in the network contain more feature information than the shallow ones, and there is no
doubt that the last convolutional layer in the network structure contains richest spatial and
semantic information. The process of generating a heat map needs to use the features of the last
convolutional layer and replace the following FC (fully connected layer) and softmax layers with
GAP (global average pooling). The global average pooling operation is calculated by calculating
the feature map. The average value of all pixels is used as the value of the entire feature map. In
CNN, each feature map 𝐹 𝐾 has a corresponding weight 𝑤𝑘𝐿 . The CAM corresponding to the
corresponding category L is obtained by calculating the weighted sum of the weight and the
feature map after the global average pooling layer. The corresponding prediction score can be
obtained.
𝐶𝐴𝑀 = ∑𝑤𝑘𝐿 × 𝐹 𝐾
In order to obtain CAM, the structure of the neural network must be changed. Because the model
is changed, the dataset must be fed again to train the neural network, so that the corresponding
weight can be obtained. This shortcoming limits the application scenarios of CAM. As a remedy
for CAM defects, Grad-CAM uses gradient values to generate heat maps.
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Grad-CAM uses the last layer of Conv (convolutional layer) during backpropagation to obtain the
gradient value [67] and then calculates the average value for each feature map, and finally
calculates the activation value of the last convolutional layer Multiply the average value of the
gradient feature map. This process of obtaining the heat map can be regarded as the multiplication
of the value describing the importance of the channel by the convolution activation value, and the
weighting operation is performed. The final generation of the heat map is determined according to
the final product value.

Through the visual operation of the improved neural network, the Grad-CAM heat map is
generated to more intuitively reflect the improved lightweight neural network model for feature
extraction and feature expression capabilities in fire detection tasks. The lightweight neural
network LFNet-1 is trained on the classification task of a data set containing flames, smoke and
normal scenes, and then visualizes the prediction results.

The last multiplication layer in the neural network is selected as the feature layer, and the GradCAM heat map generation experiment is performed. Visualize the prediction results of VGG-16
(with or without attention module) in the fire image classification experiment. The experimental
results are shown in Figure 4.7-1.

Figure 4.7-1 Visualization of VGG-16
Compared with the visualization results of the classification results of VGG-16 in the
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classification task, after adding the hybrid attention module, the ability to extract flame features is
enhanced, which can reduce the attention to the background area in the environment of identifying
smoke and background. It shows that adding the hybrid attention module can improve the feature
extraction ability of the neural network for flame and smoke.

In the experiment to verify the effectiveness of the lightweight neural network LFNet-1, the results
of the classification experiment are visualized, and the results are shown in Figure 4.7-2

To compare and analyze the visualization results of LMA-Net 's classification results in the fire
image classification task, the LMA-Net with the improved attention module can better allocate the
attention of the neural network to the important feature areas in the image, and the image the
inconspicuous part of the smoke can also be well-identified.

Figure 4.7-2 Visualization results of LFNet-1
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Chapter 5
Summary and Outlook
5.1 Summary
Because of its unpredictability and complex environment, fire detection is a problem that needs to
be solved urgently. The sensor-based fire detection system has matured, but the improvement in
detection accuracy largely depends on the improvement and upgrading of hardware equipment,
and the detection accuracy is easily affected by the surrounding environment. The fire detection
system based on the neural network does not rely on sensors and is more flexible. With the
popularity of surveillance camera installations, neural network-based fire detection systems can
easily be embedded into existing surveillance equipment, saving huge equipment procurement
costs.

With the development of deep learning, traditional deep neural networks have been applied to all
areas of life because of their excellent performance and easy scalability. But for fire detection
tasks with high detection requirements, it is necessary to use a lightweight neural network as the
backbone network of the detection system and to ensure the accuracy of detection.

In this thesis, the improved hybrid attention module is combined with a lightweight neural
network to ensure that the neural network has high detection accuracy without introducing too
much computational burden and achieves a balance between detection accuracy and detection
efficiency.

In this paper, the lightweight neural network based on the attention mechanism for fire detection
has the following innovations and advantages:
A. Collected and produced a complete fire detection data set.
B. From the perspective of lightweight, a mixed attention module is designed to minimize the
introduction of parameters while ensuring the effectiveness of the module in improving the
performance of the neural network.
C. In response to the efficiency requirements of fire detection, the existing deep neural networks
are improved, and the attention mechanism is combined to achieve a balance between
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detection accuracy and detection efficiency.
D. At present, deep learning is applied to various scenarios, but the neural network with attention
mechanism is still rarely mentioned in the literature. It is a good attempt to combine the
lightweight attention module with lightweight neural networks.

The main shortcomings are as follows:
A. The flame data in the data set is too complex, which makes the neural network not specific to
the flame recognition and may miss the problem.
B. The data set used in this article is a fixed 224×224×3 image as the input image, but the image
collected by the device in real life may be of any size, which is not universal.

C. At present, the mixed attention module is used to improve the feature expression ability of
neural networks. It is inevitable that there are more parameters than purely using channel
attention or spatial attention.

5.2 Future work
There is still much room for improvement in the application of lightweight neural networks in fire
detection. Most of the existing research results do not consider the requirements of the actual
application environment. Neural network design requirements should pay more attention to actual
needs, and a more realistic fire detection system should be constructed according to the
capabilities of the hardware collection equipment and the quality of the collected images. In view
of the fact that there is still a lot of room for improvement in the performance of the abovementioned lightweight neural network, the backbone structure of the neural network can be
redesigned to improve the network performance under the premise of ensuring lightweight.
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