Abstract: High-dimensional data sets arising in a wide variety of applications often exhibit inherently low-dimensional structure. Detecting, measuring, and exploiting such low intrinsic dimensionality has been the focus of much research in the past decade, with implications and applications in many fields including high-dimensional statistics, machine learning, and signal processing. In this vein, active and compelling research in machine learning explores the topic of manifold learning, where the low-dimensional sets manifest as an unknown manifold structure that must be learned from the sampled data. Manifold learning seems quite distinct from the comparably popular subject of dictionary learning, where the lowdimensional structure is the set of sparse (or compressible) linear combinations of vectors from a finite linear dictionary. However, Geometric Multi-Resolution Analysis (GMRA) [2] was introduced as a method for producing, in a robust multiscale fashion, an approximation to a low-dimensional manifold structure (should it exist), while simultaneously providing a dictionary for sparse representation of the data, thereby creating a connection between these two problems. In this work, we prove non-asymptotic probabilistic bounds for GMRA approximation error under certain assumptions on the geometry of the underlying distribution. In particular, our results imply that if the data is supported near a low-dimensional manifold, the proposed sparse representations result in an error primarily dependent upon the intrinsic dimension of the manifold, and independent of the ambient dimension.
Introduction
In many high-dimensional data analysis problems, an efficient representation of the data can dramatically boost the statistical performance and the computational efficiency of learning algorithms. Inversely, in the absence of efficient representations, the curse of dimensionality renders many statistical learning tasks completely untenable, requiring sample sizes exponential in the ambient dimension. For example, parametric statistical modeling restricts the family of candidate distributions for the data to a finite-dimensional (typically non-linear) space of probability distributions. In the non-parametric case, the data is modeled by a distribution chosen from a space of probability distributions such that the number of data samples governs the complexity of this space and its members. In the past decade several geometric models for high-dimensional data have been extensively studied. While this set of models is certainly not disjoint from those mentioned above, it emphasizes the construction of complex statistical models based on geometric assumptions for the data. Analogously, even simple tasks (e.g. finding a set of nearest points to every point in a data set) may become prohibitively expensive without efficient data structures and representations that are also sufficiently agnostic with respect to the structure of the data and the task. The works [2, 16] introduced a construction that yields efficient representations of intrinsically low-dimensional data sets, while also enabling the rapid calculation of other interesting properties of data. In this paper we extend the analysis of (a slightly modified version of) that construction, and prove strong finite-sample guarantees for its behavior under general conditions on the geometry of the probability distribution generating the data. In particular, we show that these conditions are satisfied when the probability distribution is concentrated near a manifold, which robustly accounts for noise and modeling errors.
To introduce and motivate this work, recall that one of the most classical assumptions asserts that the data, modeled as a set of points in R D , in fact lies on (or perhaps very close to) a single d-dimensional affine subspace V ∈ R D where d D. Tools such as PCA [38, 39, 58] estimate V in a stable fashion under suitable assumptions. Generalizing this model, one may assert that the data lies on a union of several low-dimensional affine subspaces instead of just one, and in this case the estimation of the multiple affine subspaces from data samples already inspired intensive research because of its subtle complexity [12, 30, 32, 37, 49-51, 61, 65, 68, 70, 72] .
A popular form of this model is that of k-sparse data, where there exists a dictionary Φ = {ϕ i } m i=1 ⊂ R D for which each observed data point x ∈ R d may be expressed as a linear combination of at most k D elements of Φ. These sparse representations offer great convenience and expressivity for both signal processing tasks and statistical estimation (see e.g. [1, 9, 17, 27] , and many more), and in a geometric language such sparse representations are generally attainable when the local intrinsic dimension of the observations is small. A seemingly unrelated geometric model for data assumes that the data is supported on a suitably regular manifold M of dimension d isometrically embedded in R D [3, 20, 23, 24, 28, 29, 33, 41, 42, 47, 48, 60, 64, 73] . This setting has been recognized as useful in a variety of applications (e.g. [11, 19, 59] ), influencing work in the applied mathematics and machine learning communities during the past several years.
A crucial point is that one needs to either be given (or otherwise estimate) the dictionary Φ (respectively, the manifold M) in order to take advantage of the geometric structure associated with sparsity (respectively, low-dimensionality of the manifold). A prototypical example of this situation is compressed sensing (see e.g. [10, 27] and references therein), where sparse representations of D-dimensional signals are recovered from n (suitable) linear measurements via linear programming, with n is essentially proportional to the sparsity level (rather than the ambient dimension D), and where the data admit sparse representations in a known dictionary. This observation motivated research into dictionary learning and manifold learning, where these geometric structures are learned from the data [3, 6, 20-23, 23, 24, 28, 29, 41, 42, 52-54, 60, 62-64, 73] . These two branches of research have proceeded mostly independently of each other. The work [2, 16] showed that, for intrinsically low-dimensional data, one may perform dictionary learning very efficiently by exploiting the underlying geometry, which illuminates the connections between manifold learning and dictionary learning.
It has also been recognized that in many cases data does not naturally aggregate on a smooth manifold [47, 48, 69] , with problems arising in imaging providing a glaring set of examples that contradict the smoothness conditions. This phenomenon is not as widely recognized as it probably should be; we believe that it is crucial to develop methods (both for dictionary and manifold learning) that are robust not only to noise, but also to modeling error. Such concerns motivated the work on intrinsic dimension estimation of noisy data sets [47, 48] , where smoothness of the underlying distribution of the data is not assumed, but only certain assumptions (possibly varying with the scale of the data) are made. The central idea of that work is to perform the multiscale singular value decomposition (MSVD) of the data (this idea was inspired by the work in classical geometric measure theory [25, 43] ). These techniques were further extended in several directions [13] [14] [15] , and in particular [2, 16] built upon this work to construct multiscale dictionaries for data, called the Geometric Multi-Resolution Analysis (GMRA). It was demonstrated that in the infinite sample limit, under a manifold model assumption for the distribution of the data (with mild regularity conditions for the manifold), the GMRA algorithm efficiently learns a dictionary in which the data admit sparse representations. More interestingly, the examples in that paper show that real-world data sets do not admit a structure consistent with the smooth manifold modeling assumption, but nevertheless the GMRA construction for the same data sets exhibits robustness to this model error. This behavior is an inherent feature of the design: GMRA combines two elements that add stability, namely, a multiscale decomposition and a localized SVD.
In this paper, we prove that the GMRA procedure is indeed robust to noise and model error under suitable partition-dependent conditions on the distribution generating the data. Furthermore we show that if the data-generating distribution is supported on a tubular neighborhood of a closed 1 manifold, then an algorithm nearly indistinguishable from the original GMRA algorithm generates partitions satisfying the desired conditions with high probability. It should be noted that our method of proof produces non-asymptotic sample bounds, and requires several explicit geometric arguments not previously available in the literature (at least to our knowledge). Our geometric bounds should be of independent interest to the general manifold learning community.
The GMRA construction is therefore proven to produce at the same time a manifold learning algorithm, in sense that it outputs a suitably close approximation to a manifold when there is one underlying the data, and to provide a dictionary in which the data is represented sparsely; moreover the construction is guaranteed to be robust with respect to noise and to significant perturbations of the manifold model. The GMRA construction and compression algorithms are fast, inherently online, do not require nonlinear optimization, and are not iterative. Finally, these results may be combined with the GMRA compressed sensing results and algorithms presented in [40] , yielding both a method to learn a dictionary in a stable way on a finite set of training data, and a way of performing compressive sensing and reconstruction from a small number of linear projections.
This paper is organized as follows: Section 2 introduces the main definitions and notation employed throughout the paper. Section 3 explains the main contributions, formally states the results and provides comparison with existing literature. Finally, Sections 4 and 5 are devoted to the proofs of our main results, Theorem 3.1 and Theorem 3.2.
Geometric Multi-Resolution Analysis (GMRA)
This section describes the mathematical framework and the main objects studied in the paper.
Notation
We shall let · denote the standard Euclidean norm in R D , Proj V stands for the orthogonal projection onto a linear subspace V ⊆ R D , dim(V ) for its dimension and V ⊥ for its orthogonal complement. For x ∈ R D , let Proj x+V be the affine projection onto the affine subspace x + V defined by Proj x+V (y) = x + Proj V (y − x), for y ∈ R D . Let B d (0, r) be the Euclidean ball in R d of radius r centered at the origin, and set B(0, r) := B D (0, r).
Given a matrix A ∈ R k×l , we write A = [a 1 | · · · |a l ], where a i stands for the ith column of A. The operator norm is denoted by A , the Frobenius norm by A F and the matrix transpose by
Finally, we use span{a i } l i=1 to denote the linear span of the columns of A. Given a C 2 function f : R l → R k , let f i denote the ith coordinate of the function f for i = 1, . . . k, Df (v) the Jacobian of f at v ∈ R l , and D 2 f i (v) the Hessian of the ith coordinate at v.
In what follows, dVol denotes the Lebesgue measure on R D , and if U ⊂ R D is Lebesgue measurable, Vol(U ) stands for the Lebesgue measure of U . We will use Vol M to denote the volume measure on a d-manifold M in R D (note that this coincides with the d-dimensional Hausdorff measure for the subset M of R D ), and d M (x, y) to denote the geodesic distance between two points x, y ∈ M.
Finally, for x, y ∈ R, x ∨ y := max(x, y).
Definition of GMRA
We assume that the data is generated as samples from a Borel probability measure Π on R D . Let 1 ≤ d ≤ D be an integer. A GMRA with respect to the probability measure Π consists of a collection of (nonlinear) operators P j : R D → R D , j = 0, 1, 2, . . .. For each "resolution level" j ≥ 0, P j is uniquely defined by a collection of pairs of subsets and affine projections,
k=1 , where the subsets
are pairwise disjoint and the union of all members is R D ). P j is constructed by piecing together local affine projections. Namely, let
where c j,k ∈ R D and V j,k are defined as follows. Let E j,k stand for the expectation with respect to the conditional distribution dΠ j,k (x) = dΠ(x|x ∈ C j,k ). Then
where the minimum is taken over all linear spaces V of dimension d. In other words, c j,k is the conditional mean and V j,k is the subspace spanned by eigenvectors corresponding to d largest eigenvalues of the conditional covariance matrix
Note that we have implicitly assumed that such a subspace V j,k is unique, which will always be the case throughout this paper. Given such a {(C j,k , P j,k )} N (j) k=1 , we define
where I{x ∈ C j,k } is the indicator function of the set C j,k . It was shown in [2] that if Π is supported on a smooth, closed d-dimensional submanifold M → R D , and if the partitions
j=1 satisfy some regularity conditions for each j, then, for any x ∈ M, x − P j (x) ≤ C(M)2 −2j for all j ≥ j 0 (M). This means that the operators P j provide an efficient "compression scheme" x → P j (x) for x ∈ M, in the sense that every x can be well-approximated by a linear combination of at most d + 1 vectors from the dictionary formed by {c j,k } N (j) k=1 and the union of the bases of V j,k , k = 1 . . . N (j). Furthermore, operators efficiently encoding the "difference" between P j and P j+1 were constructed, leading to a multiscale compressible representation of M.
In practice, Π is unknown and we only have access to the training data X = {X 1 , . . . , X n }, which are assumed to be i.i.d. with distribution Π. In this case, operators P j are replaced by their estimators
k=1 is a suitable partition of R D obtained from the data,
X j,k = C j,k ∩ X , and |X j,k | denotes the number of elements in X j,k . We shall call these P j the empirical GMRA. We remark that the "intrinsic dimension" d is assumed to be known throughout this paper. In practice, it is easily estimated within the GMRA construction, using the "Multiscale SVD" ideas of [47, 48] . The estimation technique is based on inspecting, for a given point x ∈ C j,k , the behavior of the singular values of the covariance matrix Σ j,k as j varies. For alternative methods, see [7, 46] and references therein.
Main results
Our main goal is to obtain the non-asymptotic probabilistic bounds on the performance of the empirical GMRA under certain structural assumptions on the underlying distribution of the data. In practice, the data rarely belongs precisely to a smooth low-dimensional submanifold. One way to relax this condition is to assume that it is "sufficiently close" to a nice set. Here we assume that the underlying distribution is supported in a thin tube around the manifold. We make no assumptions about the structure or distribution of the noise, instead trying to understand how the error of sparse approximation depends on the "thickness" of the tube, which quantifies stability and robustness of our algorithm. Another way to model this situation is to allow the additive noise, whence the observations are assumed to be of the form X = Y + ξ, where Y belongs to a submanifold of R D , ξ is independent of Y and the distribution of ξ is known. This leads to a singular deconvolution problem, see [34, 45] .
We will measure performance of the empirical GMRA by the L 2 (Π)-error
where P j is defined by (2.4). As we mentioned before, our GMRA construction is entirely datadependent: it takes the point cloud of cardinality n as an input and for every j ∈ Z + returns the partition
k=1 and associated affine projectors P j,k . The presentation is structured as follows: we start from the natural decomposition
and state the general conditions on the underlying distribution and partition scheme that suffice to guarantee that 1. the distribution-dependent operators P j yield good approximation, as measured by
2. the empirical version P j is with high probability close to P j , so that
This leads to our first result, Theorem 3.1, where the error E x − P j (x) 2 of empirical GMRA is bounded with high probability.
After developing this general result, we then consider the special but important case where the distribution Π generating the data is supported in thin tube around a smooth submanifold, and for a (concrete, efficiently computable, online) partition scheme we show that the conditions of Theorem 3.1 are satisfied. This is summarized in the statement of Theorem 3.2, that may be interpreted as proving finite-sample bounds for our GMRA-based dictionary learning scheme for high-dimensional data that suitably concentrates around a manifold. It is important to note that most of the constants in our results are explicit. The only geometric parameters involved are the dimension d of the manifold (but not the ambient dimension D), its reach (see (3.4)) τ and the "tube thickness" σ.
Among the existing literature, the recent paper [8] is close in scope to our work. In particular, in that paper authors present probabilistic guarantees for approximating the manifold with a global solution of the so-called k-flats [5] problem in the case of distributions supported on manifolds.
In it important to note, however, that our estimator is explicitly computable, while exact global solution of k-flats is usually unavailable and certain approximations are used in practice, and sensitive to initialization. We also seamlessly tackle the case of noise and model error, which is beyond what was studied previously. A more detailed comparison of theoretical guarantees for k-flats and for our approach is given after we state the main results in subsection 3.2 below. Another body of literature connected to this work studies the complexity of dictionary learning. For example, [36] presents rather general bounds for the complexity of learning the dictionaries (those results build on and generalize [55, 66] , among several others). The emphasis of that work is on the generality of the approach, at the expense of obtaining bounds that are rather pessimistic in general (even in the standard case of data lying on one hyperplane) and depend on the ambient dimension D of the problem, while the bounds we present only depend on the intrinsic dimension of the data.
In the course of the proof, we obtain several results that might be of independent interest. In particular, Lemma 5.4 gives upper and lower bounds for the volume of the tube around a manifold in terms of the reach (3.2) and tube thickness. While the exact tubular volumes are given by Weyl's tube formula [35] , our bound are exceedingly easy to state in terms of simple global geometric parameters.
For the details on numerical implementation of GMRA and its modifications, see [2, 16] .
Finite sample bounds for empirical GMRA
In this section, we shall present the finite sample bounds for the empirical GMRA described above. For a fixed resolution level j, we first state sufficient conditions on the distribution Π and the partition
k=1 for which this finite sample bound holds. Suppose that for all integers j min ≤ j ≤ j max the following is true:
(A2) There is a positive constant θ 2 = θ 2 (Π) such that for all k = 1, . . . , N (j), if X is drawn from Π j,k then, Π -almost surely,
D denote the eigenvalues of the covariance matrix Σ j,k (defined in 2.3) arranged in the non-increasing order. Then there exist σ = σ(Π) ≥ 0, and θ 3 = θ 3 (Π), θ 4 = θ 4 (Π) > 0, and some α ∈ (0, 1] such that for all k = 1 . . . N (j),
i. Note that the constants θ i , i = 1 . . . 4, are independent of the resolution level j. ii. It is easy to see that Assumption (A3) implies a bound on the "local approximation error": since P j acts on C j,k as an affine projection on the first d "principal components", we have
iii. The parameter σ is introduced to cover "noisy" models, including the situations when Π is supported in a thin tube of width σ around a low-dimensional manifold M. Whenever Π is supported on a smooth d-dimensional manifold, σ can be taken to be 0. iv. The stipulation
is of a technical nature. Its purpose is to guarantee that the spectral gap λ
We are in position to state our main result.
Theorem 3.1. Suppose that (A1)-(A3) are satisfied, and let X 1 , . . . , X n be an i.i.d. sample from Π, and setd := 4d 2 θ 4 2 /θ 2 3 . Then for any j min ≤ j ≤ j max and any t ≥ 1 such that
Distributions concentrated near a smooth manifold
We now discuss an important class of models satisfying Assumptions (A1)-(A3), and an algorithm to construct the suitable partitions {C j,k }. Let M be a smooth (or at least C 2 , so changes of coordinate charts admit continuous second-order derivatives), closed d-dimensional submanifold of R D . We recall the definition of the reach [31] , an important global characteristic of M. Let
and we shall always use τ to denote the reach of the manifold M. Assume that 0 ≤ σ < τ . We shall say that the distribution Π satisfies the (τ, σ)-model assumption if there exists a bounded smooth (or at least C 2 ) submanifold M → R D with reach τ such that supp(Π) = M σ , Π is absolutely continuous with respect to U Mσ -the uniform distribution on M σ , and the Radon-Nikodym derivative dΠ dU Mσ satisfies, U Mσ -almost surely,
Our partitioning scheme is based on the data structure known as the cover tree [4] (see also [18, 44, 71] ). We briefly recall its definition and basic properties. Given a set of n distinct points S n = {x 1 , . . . , x n } in some metric space (S, ρ), the cover tree T on S n satisfies the following: let T j ⊂ S n , j = 0, 1, 2, . . . be the set of nodes of T at level j. Then 1. T j ⊂ T j+1 ; 2. for all y ∈ T j+1 , there exists z ∈ T j such that ρ(y, z) < 2 −j ; 3. for all y, z ∈ T j , ρ(y, z) > 2 −j .
Remark 2. Note that these properties imply the following: for any y ∈ S n , there exists z ∈ T j such that ρ(y, z) < 2 −j+1 . Theorem 3 in [4] shows that the cover tree always exists; for more details, see the aforementioned paper.
We will construct a cover tree for the collection X 1 , . . . , X n of i.i.d. samples from the distribution Π with respect to the Euclidean distance ρ(x, y) := x − y . Assume that
(the ties are broken by choosing the smallest value of k), and partition R D into the Voronoi regions
Let ε(n, t) be the smallest ε > 0 which satisfies
where
, δ 1 = arcsin(ε/8τ ), and δ 2 = arcsin(ε/16τ ). We are ready to state the main result of this section. Theorem 3.2. Suppose that Π satisfies the (τ, σ)-model assumption. Let X 1 , . . . , X n be an i.i.d. sample from Π, construct a cover tree T from {X i } n i=1 , and define C j,k as in (3.6). Assume that ε(n, t) < σ. Then, for all j ∈ Z + such that 2 −j > 8σ and
and Π satisfy (A1), (A2), and (A3) with probability ≥ 1 − e −t for
Theorem 3.2 can be combined with Theorem 3.1 as follows: given an i.i.d. sample {X 1 , . . . , X 2n } from Π, use the first n points {X 1 , . . . , X n } to construct the partition C j,k while the remaining {X n+1 , . . . , X 2n } are used to obtainP j (see (2.4) ). This makes our GMRA construction entirely data-dependent.
It is useful to compare our rates with results of Theorem 4 in [8] . In particular, this theorem implies that, given a sample of size n from the Borel probability measure Π on the smooth ddimensional manifold M, the L 2 (Π)-error of approximation of M by k n = C 1 (M, Π)n d/(2(d+4)) affine subspaces is bounded by C 2 (M, Π)n −2/(d+4) . Here, the dependence of k n on n is "optimal" in a sense that it minimizes the upper bound for the risk obtained in [8] .
with high probability, which is a significantly faster rate. We should note, however, that our results require the stronger condition (3.5) on the underlying measure Π, while theoretical guarantees in [8] are obtained assuming only the upper bound
is the uniform distribution over M. Nevertheless, one may easily satisfy our stronger condition by adding a sufficiently small dither term.
It is natural to ask if it is possible to prove the lower bounds and check that the rate (3.8) is optimal. The complete answer to this question is a priority for our future work.
Preliminaries
This section contains the remaining definitions and preliminary technical facts that will be used in the proofs of our main results.
Given a point y on the manifold M, let T y M be the associated tangent space, and let T ⊥ y M be the orthogonal complement of T y M in R D . We define the projection from the tube M σ (see (3. 3)) onto the manifold Proj M : M σ → M by Proj M (x) = argmin y∈M x − y and note that σ < τ , together with (3.2), implies that Proj M is well-defined on M σ , and Proj M (y + ξ) = y whenever y ∈ M and ξ ∈ T ⊥ y M ∩ B(0, σ). Next, we recall some facts about the volumes of parallelotopes that will prove useful in Section 5. For a matrix A ∈ R k×l with l ≤ k, we shall abuse our previous notation and let Vol(A) also denote the volume of the parallelotope formed by the columns of A. Let A and B be k × l 1 and k × l 2 matrices respectively with l 1 + l 2 ≤ k, and note that Assuming that I is the l 1 × l 1 identity matrix, we have the bound Vol A I ≥ 1. The following proposition gives volume bounds for specific types of perturbations that we shall encounter.
We postpone the proof to the appendix. Finally, let us recall several important properties of the reach:
Proposition 4.2. The following holds:
i. For all x, y ∈ M such that x − y ≤ τ /2, we have 
Proofs of the main results
The rest of the paper is devoted to the proofs of our main results.
Proof of Theorem 3.1
Assumption (A3) above controls the L 2 (Π) approximation error of x ∈ M by P j (x) (see Remark 1, part ii ), hence we will concentrate on the stochastic error P j (x) − P j (x) . To this end, we will need to estimate c j,k − c j,k and Proj
One of the main tools required to obtain this bound is the noncommutative Bernstein's inequality.
Theorem 5.1 (Theorem 2.1 in [56] ). Let Z 1 , . . . , Z n ∈ R D×D be a sequence of independent symmetric random matrices such that EZ i = 0 and Z i ≤ U a.s., 1 ≤ i ≤ n. Let
Then for any t ≥ 1
with probability ≥ 1 − e −t , whereD := 4
Note that we always haveD ≤ 4D. We use this inequality to estimate Σ j,k −Σ j,k : let Π(dx|A) be the conditional distribution of X given that X ∈ A, and set
I{X i ∈ C j,k } to be the number of samples in C j,k , k = 1 . . . N (j). Let I ⊂ {1, . . . , n} be such that |I| = m. Conditionally on the event A I := {X i ∈ C j,k for i ∈ I , and X i / ∈ C j,k for i / ∈ I}, the random variables {X i , i ∈ I} are independent with distribution Π j,k . Then
To estimate Pr Σ j,k − Σ j,k ≥ s | A {1,...,m} , we use the following inequality. Recall that
where θ 2 , θ 3 are the constants in Assumptions (A2),(A3).
Lemma 5.1. Let X, X 1 , . . . , X m be an i.i.d. sample from Π j,k . Set
Assume that m ≥ t + log(d ∨ 8). Then with probability ≥ 1 − 2e −t ,
Proof. We want to estimate
Set r := θ 2 · 2 −j . Recall that x − c j,k ≤ r for all x, y ∈ C i,j by Assumption (A2). It implies that
Therefore, by Theorem 5.1 applied to
with probability ≥ 1 − e −t . Note that Σ j,k ≤ tr (Σ j,k ) ≤ r 2 . Moreover,
by Assumption (A3) and the definition of r. Since
For the second term in (5.3), note that (c j,k − c j,k )(c j,k − c j,k ) = c j,k − c j,k 2 . We apply Theorem 5.1 to the symmetric matrices
Noting that G i = X i − c j,k ≤ r almost surely,
and tr (EG 2 i ) EG 2 i = 2, we get that for all t such that t + log 8 ≤ m, with probability
hence with the same probability
and the claim follows.
Given the previous result, we can estimate the angle between the eigenspaces of Σ j,k and Σ j,k :
Theorem 5.2 (Davis-Kahan [26] , also see Theorem 3 in [74] ).
d by Assumption (A3), the previous result implies that, conditionally on the event {m j,k = m}, with probability ≥ 1 − 2e −t ,
It remains to obtain the unconditional bound. Set n j,k := nΠ(C j,k ) and note that n j,k ≥ θ 1 n2 −jd by Assumption (A1). To this end, we have Pr max
Pr (m j,k < n j,k /2) .
I{X i ∈ C j,k }, hence Em j,k = n j,k and Var(m j,k ) ≤ n j,k . Bernstein's inequality (Lemma 2.2.9 in [67] ) implies that
n2 −jd , and, since N (j) ≤ 
We are in position to conclude the proof of theorem 3.1: given x ∈ C j,k , note that
Together with Assumption (A2), (5.5) and (5.6), it implies that with high probability
Combined with Assumption (A3) (see Remark 1, part ii ), this yields the result.
Proof of Theorem 3.2
Recall that M → R D is a smooth (or at least C 2 ) compact manifold without boundary, with reach τ , and equipped with the volume measure dVol M . Our proof is divided into several steps, and each of them is presented in a separate subsection to improve readability.
Local inversions of the projection
In this section, we show that, for r < τ /8, the projection map Proj y+TyM is injective on B(y, r) ∩ M, and hence invertible by part iv. of Proposition 4.2. We also demonstrate that the derivatives of this inverse are bounded in a suitable sense. These estimates shall allow us to develop bounds on volumes in M σ . We begin by proving a bound on the local deviation of the manifold from a tangent plane.
Lemma 5.2. Suppose η ∈ T ⊥ y M with η = 1 and z ∈ B(y, r) ∩ M, where r ≤ τ /2. Then
Since γ is a geodesic, there is a v ∈ T y M with v = 1 such that the Taylor expansion
By Proposition 4.2, γ (t) 2 ≤ 1/τ for all t and d M (z, y) ≤ 2r, so we have that
Our next lemma quantitatively establishes the local injectivity of the affine projections onto tangent spaces. 
By part iii. of Proposition 4.2, there is a u ∈ T y M such that u, v ≥ v cos(φ) where φ is the angle between T y M and T a M. Then
It then follows from r < τ /8 that Proj TyM (b − a) = 0, and hence Proj y+TyM (a) = Proj y+TyM (b) and injectivity holds.
There are two important conclusions that Lemma 5.3 provides. First of all, it indicates that, under a certain radius bound, the manifold does not "curve back" into particular regions. This is helpful when we begin to examine upper bounds on local volumes. More importantly, if we let J y,r = Proj y+TyM (B(y, r) ∩ M), then there is a well-defined inverse map f of Proj y+TyM , f : J y,r → B(y, r) ∩ M, when r < τ /8. Part iv of Proposition 4.2 implies that f is at least a C 2 function, and part v of Proposition 4.2 implies that there is a d-dimensional ball inside of J y,r of radius cos(θ)r, where θ = arcsin(r/2τ ).
Whenever we refer to such an f , we think of J y,r as a subset in the span of the first d canonical directions, and we identify f with the value f takes in the span of the remaining D − d directions. Thus, we identify f with the function whose graph is a small part of the manifold. Such an identification is obtained via an affine transformation, so we may do this without any loss of generality. Using these assumptions, we may prove the following bounds.
Proposition 5.1. Let ε < τ /8, and assume f is defined above so that
is the inverse of Proj y+TyM in B(y, ε) for some y ∈ M. Then
and sup
Proof. For ε < τ /8, we may define the embedding
where we have assumed (without loss of generality) that y = 0 and T y M coincides with the span of the first d canonical orthonormal basis members. The domain of this map is the set
and the Jacobian of this map is
It is clear that the inverse of the above map is given by
which is at least a C 1 map. Thus, a necessary condition for the τ -radius normal bundle to embed is that the Jacobian exhibited above is invertible, which in turn implies that
for all ζ = 0 when (v, β) ∈ Ω. This reduces to (I + β i D 2 f i (v) + Df (v) T Df (v))ζ = 0, and so a necessary condition for embedding is then that the norm of
In particular, this must be true if β < τ / 1 + Df (v) 2 . This reduces to the condition that the operator norm
By the fundamental theorem of calculus, we have that
which together with (5.10) and (5.9) yields the bound
Since this inequality also holds for any v with v ≤ ε , taking a supremum yields
and hence
for all ε ≥ 0, and a is continuous by continuity of Df (v) . Setting b(ε ) = a(ε )/(1 + a(ε )), we get
Examining the polynomial x(1 − x) 2 , we see that the sublevel set x(1 − x) 2 ≤ ω consists of two components when ω < 4/27. Also note that if ω < 1/8, then
Consequently, if x is such that x(1 − x) 2 ≤ ω and is in the interval containing zero in the sublevel set
By these observations, continuity of b(ε ), and the fact that b(0) = 0, we have that a(ε ) ≤ 
From the bound in (5.9) we now acquire the bound
(5.12)
Volume bounds
The main result of this section is Lemma 5.4, which allows us to compare volumes in M σ with volumes in M. It also establishes an upper bound on volumes, which is an essential ingredient when we control the conditional distribution of Π subject to being in a particular C j,k .
Lemma 5.4. Suppose σ < τ , suppose U ⊆ M is measurable, and define P :
Proof. We first prove part i. Let ε > 0 satisfy ε < τ /8. Because of (5.8) and the fact that β ≤ σ, we have that
Since this is also a bound for the columns of
On the other hand, we have that
since (5.7) implies the bounds
, and the above is the largest this quantity may be subject to these bounds.
When these estimates are joined together, we have an inequality
.
For an arbitrarily small ε > 0, let {U γ } γ∈Γ denote a finite partition of U into measurable sets such that there for each γ ∈ Γ, there is a y γ satisfying U γ ⊂ M ∩ B(y γ , ε). Let f γ denote the inverse of P γ = Proj yγ +Ty γ M in U γ , and set
. Consequently, we have that
Since ε > 0 was arbitrary, we obtain
This completes the proof of upper bound in part i. Using a similar partition strategy, we have that
In the inequalities above, we have used the fact that there is a ball of radius 1 − ε τ σ inside of E γ,v for each γ and each v. Aggregating all of the sums and letting ε → 0 yields the lower bound in part i.
We now prove part ii. Note that
Part ii. now follows from part i. and the fact that
Vol(B d (0, r + σ)).
Absolute continuity of the pushforward of U Mσ and local moments
Recall that U Mσ is the uniform distribution over M σ , and let
Vol M (M) be the uniform distribution over M. In this section, we exploit the volume bounds of the previous subsection to obtain control over probabilities and local moments of U Mσ . Our first result allows us to get the lower bounds for the "small ball" probabilities associated to U Mσ that are independent of the ambient dimension D.
Lemma 5.5. Suppose σ < τ , and let U Mσ denote the pushforward of U Mσ under Proj M . Then U Mσ and U M are mutually absolutely continuous with respect to each other, and
Proof. This is a straightforward consequence of part i. of Lemma 5.4.
Lemma 5.6. Suppose Π is a distribution supported on M σ , and let r < τ /2. Further assume that Z is the random variable drawn from Π conditioned on the event Z ∈ Q where M σ ∩ Q ⊂ B(y, r) for some y ∈ M. If Σ is the covariance matrix of Z, then
where λ i (Σ) are the eigenvalues of Σ arranged in the decreasing order.
Proof. By the variational characterization of eigenvalues, we have that
Thus, we have that
Observe that
Now for any z ∈ M σ ∩ B(y, r), we have that z = β + x where x ∈ M, and β ∈ T ⊥ x M satisfies β ≤ σ. Moreover, there is a unique decomposition x = η + v + y where η ∈ T ⊥ y M and v ∈ T y M. Thus,
by Lemma 5.2, and we obtain the bound
This establishes the required estimate.
Finally, we derive a lower bound on the upper eigenvalues of the local covariance for the uniform distribution (needed to satisfy Assumption (A3)). This is done in the following lemma.
for some y ∈ M and σ < r 1 < r 2 < τ /8 − σ. Let Z be drawn from U Mσ conditioned on the event Z ∈ Q, and suppose Σ is the covariance matrix of Z. Then
Proof. For any unit vector u ∈ T y M we have
using the inclusion assumptions, and by adding and subtracting the constant vector y. We now seek to reduce the domain of integration and perform a change of variables. Since r 1 ≤ τ /8, the inverse of the affine projection onto y + T y M is injective. Without loss of generality, we assume y = 0 and T y M is the span of the first d standard orthonormal vectors. Letting f denote the inverse of the affine projection onto y + T y M, we see that the map
for x ∈ M ∩ B(y, r 1 − σ), and hence the image of g is contained in M σ ∩ B(y, r 1 ). Since the absolute value of the determinant of the Jacobian of g is always 1 (it is lower triangular with ones on the diagonal), employing the change of coordinates in the reduced domain of integration yields
Note that B(y, cos(θ)(r 1 − σ)) ∩ (y + T y M) ⊂ A. This immediately reduces to
where q = cos(δ)(r 1 −σ) and δ = arcsin((r 1 −σ)/2τ ). Noting that B d (0,q) u, v dv = 0 by symmetry, we now use linearity of the inner product to further reduce the integrand:
By Lemma 5.4, we then obtain
By the variational characterization of eigenvalues, we then see that λ d (Σ) satisfies the desired bound.
Putting all the bounds together
In this final subsection, we prove Theorem 3.2. We begin by translating Proposition 3.2 of [57] into our setting. As before, let X = {X 1 , . . . , X n } be an i.i.d. sample from Π, and the φ 1 be the constant defined by (3.5).
Proposition 5.2 (cf. [57] , Proposition 3.2). Suppose 0 < ε < τ 2 , and also that n and t satisfy 13) where
, δ 1 = arcsin(ε/8τ ), and δ 2 = arcsin(ε/16τ ). Let E ε/2,n be the event that
B(Y i , ε/2)). Then, Π n (E ε,n ) ≥ 1 − e −t , where Π n is the n-fold product measure of Π.
Proof. The proof closely follows the one given in [57] . The only additional observation to make is that, if Π is the pushforward measure of Π under Proj If ε τ , previous proposition implies that we roughly need n ≥ Const(M, d)
ε points to get an ε-net for M. For the remainder of this section, we identify ε := ε(n, t) with the smallest ε > 0 satisfying (5.13) in the statement of Proposition 5.2, and we also assume that ε < σ. Take j ∈ Z + such that σ < 2 −j−2 < τ.
(5.14)
Let C j,k be the partition of R D into Voronoi cells defined by (3.6) . Recall that T j = {a j,k } N (j) k=1 ⊂ X is the set of nodes of the cover tree at level j, and set z j,k = Proj M (a j,k ). Proof. Assume the event E ε/2,n = {{Y 1 , . . . , Y n } is an ε/2 -net in M} occurs. By Proposition 5.2, Pr(E ε/2,n ) ≥ 1 − e −t . Since the elements of T j are 2 −j -separated, for any 1 ≤ k ≤ N (j), B(a j,k , 2 −j−1 ) ⊆ C j,k . Moreover, since σ ≤ 2 −j−2 and a j,k − z j,k ≤ σ, B(z j,k , 2 −j−1 − 2 −j−2 ) ⊆ B(z j,k , 2 −j−1 − σ) ⊆ B(a j,k , 2 −j−1 ), hence the inclusion B z j,k , 2 −j−2 ⊆ C j,k follows.
To show that C j,k ∩ M σ ⊆ B(a j,k , 3 · 2 −j−2 + 2 −j+1 ), pick an arbitrary z ∈ M σ . Note that on the event E ε/2,n , there exists y ∈ {Y 1 , . . . , Y n } satisfying z − y ≤ ε/2 + σ. Let x(y) ∈ X be such that y = Proj M (x(y)). By properties of the cover trees (see Remark 2), there exists x * ∈ T j such that x(y) − x * ≤ 2 −j+1 . Then z − x * ≤ z − y + y − x(y) + x(y) − x * ≤ ε/2 + 2σ + 2 −j+1 ≤ 3 · 2 −j−2 + 2 −j+1 .
Since z was arbitrary, the result follows. Finally, B(a j,k , 3 · 2 −j−2 + 2 −j+1 ) ⊂ B(z j,k , 3 · 2 −j ) holds since a j,k − z j,k ≤ 2 −j−2 .
We now use Lemma 5.8 to obtain bounds on the constants θ i for i = 1, . . . , 4 and α. We prove a lemma for each of the assumptions (A1), (A2), and (A3) and then collect them as the proof of Theorem 3.2.
Proof of Theorem 3.2. Since the hypotheses of Lemma 5.8 are satisfied with high probability, we first obtain Π(C j,k ) ≥ Π(B(z j,k , 2 −j−2 ))
where δ = arcsin((2 −j−2 − σ)/2τ )). Thus,
Since the support is contained in a ball of radius 3 · 2 −j , we easily obtain that θ 2 ≤ 12. Finally, it is not difficult to deduce from Lemmas 5.6 and 5.7 that , λ 1 ) , . . . , max(0, λ d )) T , λ − := λ + − λ, and define F := Q diag(λ + )Q T , G = Q diag(λ − )Q T .
Recall the matrix determinant lemma: let T ∈ R k×k be invertible, and let U, V ∈ R k×l . Then
Applying it in our case with U =
, and T = I X T X −I , we have that
Therefore, we conclude that
and combining this with the expression from the matrix determinant lemma completes the proof.
