This article shows that the evidence of long memory for the daily R$/US$ exchange rate series after the implementation of the Real Plan is not robust when we analyze the existence of structural breaks in this series. We demonstrate that the long memory observed is caused by changes in the structure of variance, captured by a Markov Switching model in all the parameters.
Introduction
The class of models known as Long Memory has recently received great attention in time series models.The most widely used specification of these equations is the one of autoregressive models with fractional order of integration, known as ARFIMA(p,d,q).
The ARFIMA model, introduced by Granger and Joyeaux [21] and Hosking [26] , is the generalization of the concept of the order of integration used in ARIMA models, thus allowing the order of integration to be a fractional number. We can represent this process as:
where e t is a white noise process. The autocorrelation function has a polynomial decay pattern in fractionally integrated models, differently from other models in which it decays exponentially. This corresponds to the idea of long memory captured in these models. We observed this property when looking at the correlogram of the exchange rate log-return series (figure 1).
Properties of the ARFIMA model
The ARFIMA model properties have been widely studied in the literature; the most important of which will be presented next. When the order of integration d of the series is lower than 0.5, the series y t is covariance-stationary and it has an infinite Moving Average representation: 1 Ibmec Business School 2 Professor of Economics at Federal University of Rio Grande do Sul (UFRGS) and associated researcher at CNPq
Where
When d is greater than -0.5, y t is invertible and has an infinite autoregressive representation:
with
For -0.5 < d < 0.5 the ACF of y t is given by
in the same case, the PACF is given by
If the fractionally differenced (1 − L) d y t series follows an ARMA(p,q) process, we say that this series is an ARFIMA(p,d,q) process. To find the representation of (1 − L)
d we can use a binomial expansion for fractional powers:
The most important characteristic is that, although the ACF of an ARFIMA series is not of a great magnitude, it has a slow decay. This corresponds to the notion of long memory, and the autocorrelations are significant even at very long intervals, as clearly shown in the ACF and PACF graphs of the exchange rate log return series. This characteristic means that shocks to the exchange series have an extremely slow dissipation, that is, high persistence.
Sample and Estimation -ARFIMA model
The sample used in our study consists of 1,882 daily observations of the R$\US$ exchange rate log returns from July 1st 1994 to January 4, 2002 . The main motivation to work with log returns is that they are usually stationary (covariance-stationary). A second advantage of working with log returns, instead of a series in level form, is that log returns present the behavior of the conditional volatility of the series in a more intuitive manner, as shown in figure 2. The descriptive statistics are shown in table 1 for the exchange rate series in level form, returns (P t − P t−1 ), and log-returns. Table 3 : ARFIMA -Sample 12-1881
Given the evidence of long memory shown by the ACF and PACF graphs, along with long memory measurements, such as the R/S statistics by Lo, KPSS statistics and Robinson's nonparametric estimation of the order of integration (Table 2) , we estimate a series of specifications of an ARFIMA(p,d,q) model by using the Whittle exact maximum likelihood 3 estimation for the exchange rate log return series. Since orders greater than 3 for AR and MA parameters were not significant in this model, we tested the possible combinations with AR and MA parameters lower than 4, as shown in table 3.
By testing all the possible combinations for the ARMA(p,q) part with maximum p and q of 2, we selected the ARFIMA model (2,d,0) by the Akaike information criteria, as shown in table 4.
All the estimated parameters are highly significant, including the parameter that corresponds to the fractional order of integration d of 0.201205. This result would be consistent with the evidence shown by the autocorrelation graph and by the persistence measures ( figure 3 . However, this result should be carefully analyzed. There is a voluminous literature in econometrics that shows that structural breaks and heteroskedasticity can influence the results of econometric procedures. Maybe the most representative example is the work on the influence of structural breaks and heteroskedasticity on the results of unit root tests. Unit root tests have as null hypothesis an I(0) process against an alternative hypothesis of an I(1) process, while in our process we are interested in determining the value of a non-integer order of integration I.
In order to verify whether the estimation methods for long-memory models are robust in the presence of structural breaks, we will carry out a series of procedures to check the behavior of the test in situations of change in heteroskedasticity and in autoregressive parameters.
ARFIMA-GARCH Model
A remarkable characteristic of the exchange rate log return series is that the variance of this series is not constant, showing conditional heteroskedasticity. A relevant point is to verify whether conditional heteroskedasticity could induce long-term persistence.
In a first moment, in order to verify this effect, we will estimate a model that combines fractional order of integration and a GARCH (1,1) structure for the conditional variance. The joint estimation allows us to efficiently test, with the control of conditional heteroskedasticity effect, if the order of integration will still be significant.
ARFIMA-GARCH(1,1)
We estimate a series of ARFIMA models, keeping a GARCH (1,1) structure fixed by using the full sample. The estimation results are shown in table 5. We report the value for the AIC criteria multiplied by the sample size, which is a common procedure in ARFIMA modeling. The model selected by the AIC-T criteria is the ARFIMA (2,d,0)-GARCH (1,1) model. Two phenomena that occur in the estimation of some these models are: the convergence in the maximization of the likelihood function was not achieved; and the value estimated for the fractional order of integration in some models with moving average terms was quite significantly different from the others and very close to one. This difference exists because of the common roots for the autoregressive terms and the moving average in the polynomial that defines the estimated ARMA process. This problem makes the estimation of the order of integration parameter unreliable and, therefore, we disregarded the models in which common roots were present.
In the selected ARFIMA (2,d,0)-GARCH(1,1) model (table 6), we observed that the order of integration parameter is significantly smaller than the one estimated in the ARFIMA(2,d,0) model without the GARCH component. By the value of the standard deviation of this parameter, we do not reject the null hypothesis that it is statistically not different from zero.
When we jointly estimate the coefficient of fractional integration and GARCH parameters, by controling the existence of conditional heteroskedasticity, the existence of long memory is no longer observed; thus, we have some evidence that the phenomenon of long persistence could be generated by changes in the series variance.
However, the non-significance of parameter d could be produced by some structural break in the mean process or by some sampling problem. To verify whether these effects were present, we estimated a Markov Switching model, whereby we captured the structural changes presented by the exchange rate log return series, and we showed that the characteristics of the exchange rate log return series can be generated by alternating short memory processes. This model will also be the basis for the Monte Carlo study, which enhances the conclusions of the present article.
Markov Switching Model
The basic idea of Markov Switching model is to decompose a series in a finite sequence of distinct stochastic processes, or regimes, as more widely known in the literature. The current process in each regime is linear, but the combination of processes produces a nonlinear regime. A simple example is the autoregressive model of first order, which is subject to changes in the autoregressive parameter and is represented by the following system:
where r represents the current regime. Thus, parameter φ 1 describes the behavior of the series when the current regime is 1, but if the current regime is 2, the parameter that will describe the behavior of the series will be φ 2 .
As we have not observed the stochastic process that determines which the current regime is, we need some way to infer probabilities on which regime is current at period t. The basic idea of Markov Switching model is to describe the stochastic process that determines the switch from one regime to another by means of a Markov Chain. Markov Chain is used to model the behavior of a state variable (or of a combination of variables) that determines which regime is current, as this variable cannot be directly observed.
A Markov chain can be represented as follows: Suppose that the probability of a variable s t assuming some particular j value, depending only on the previous value s t−1 , is given by the following equation
This process is described as a Markov chain with n-states, whose probability P ij indicates the probability of state i being followed by state j. If we observe that
we can build the so-called transition matrix, where line i, column j, give the probability of state i being followed by state j.
The main characteristic of this Markov transition matrix of first order is that the probability of transition to the next regime relies only on the current regime, which simplifies the modeling and, especially, the estimation methods.
Estimation and Specification Tests
To find the correct specification for the Markov Switching model that is more appropriate to our data, we used a combination of the general to specific procedures with an analysis of adequacy of the specifications. This mixed procedure was carried out due to the extremely computationally intensive burden for the estimation of these models and also because the test distribution of the number of regimes does not have a standard distribution.
We departed from a general model with 10 regimes and 12 lags and regime switches in the intercept, in autoregressive parameters and in variance which, by using Krolzig [28] notation, is an MSIAH(10)-ARX(12) (Markov Switching Intercept Autoregressive Heteroskedasticity) model. We also included a tendency variable in the specification of the model, which proved to be necessary and relevant.
The models were estimated by means of the EM algorithm proposed by Dempsteir, Laird and Rubin [10] in the form of a BHLK (Baum-Lindgren-Hamilton-Kim) filter, using MSVAR software by Hans Martin Krolzig. In order to discuss this estimation method properly, we would need a presentation that drifts away from the context of application of the method proposed in the present article. The paper written by Krolzig [28] (chapters 5, 6 and 8) discusses this topic in further details.
Determination of the number of regimes
The major problem with the determination of the appropriate specification for a Markov Switching model is to determine the number of regimes. Tests used to determine the null hypothesis of n-1 regimes against the alternative hypothesis of n regimes do not have a standard distribution, since the null hypothesis is not identified due to the presence of nuisance parameters.
The usual procedure of testing this hypothesis by means of a likelihood ratio test is not valid because the probabilities associated with the additional regime are not identified in the null hypothesis, thus violating the normal conditions of regularity of this test.
Although some procedures used for the derivation of the asymptotic distribution have been proposed by Hansen [25] and Garcia and Perron [18] , they are not valid for our general model and require the simulation of the data contained in a grid of values for the nuisance parameters, which would mean a time-consuming simulation for each specification tested. To determine the number of regimes, we will use 3 methods. The first one consists in using information criteria, since Akaike and Schwartz criteria have shown to never underestimate the minimum number of regimes. The second method involves an approximation to the asymptotic distribution of the test, based on Ang, A. and Bekaert, G. [1] . The third method consists in carrying out specification tests to check the necessity for an additional regime preferred procedure. Table 7 shows the log-likelihood, AIC and BIC information criteria, and the number of parameters, restrictions and nuisance parameters associated with each regime. We estimate MSIAH models with a number of regimes from 10 to 2, and a model with one regime that corresponds to the linear model.
The number of autoregressive lags was selected through AIC and BIC information criteria; a number of 5 lags was considered to be appropriate. According to the [1] show that the asymptotic distribution of the likelihood ratio test between n-1 and n regimes can be approximated by a Chi-square distribution, where the number of degrees of freedom is given by the number of nuisance parameters of the model with n regimes plus the number of restrictions imposed by regime n on regime n-1. The test statistics is calculated in a usual fashion in likelihood ratio tests, LR=2(log-likelihood(n)-log-likelihood(n-1)), where n and n-1 are the models with n and n-1 regimes. A test with a significance level of 1% indicates the necessity for a model with 5 regimes, whereas a significance level of 5% shows the necessity for a model with 6 regimes. This test is, however, based on an approximation to the correct critical values and therefore we need further support in order to decide on the optimal number of regimes.
The criterion used to decide on the necessary number of regimes arose from the idea of checking the necessity for an additional regime by means of specification tests. A test through which our viewpoint proves adequate within this context is BDS statistics, a robust test used to determine the presence of remaining structures both in the mean and in the variance of the process. Therefore, BDS statistics is efficient in checking whether the proposed specification can capture the whole structure of n-1 regimes. Table 9 shows the results of the BDS statistics applied to the residuals of the models with 6 and 7 regimes. In the residuals of the model with 6 regimes, BDS statistics rejects at 5% that these regimes are IID in dimensions 2 and 3, showing some evidence that, with 6 regimes, there is still some uncaptured structure in the mean and/or variance. To check whether 7 regimes are enough to capture all the structure present in the mean and variance, we applied the BDS (7)-ARX(5) as being IID, which indicates that we should work with 7 regimes, thus capturing all the dependence structure present in the exchange rate log-return series.
Determination of the functional form
Contrariwise to the determination of the number of regimes, the specification test for the most appropriate functional form, in relation to the parameters subject to Markov Switching, has a standard distribution. By using the principle of likelihood ratio, the test statistics is 2(Log-likelihood (unrestricted model)-Log-likelihood (restricted model)), and the distribution is a Chi-square distribution with the number of degrees of freedom correponding to the number of imposed restrictions. We tested the general MSIAH (intercept changes, autoregressive parameters and variance) model against the other possible specifications. Table10 shows that, according to the LR (Likelihood Ratio) test, the general MSIAH specification is the most appropriate specification, with changes in all parameters, since the other specifications, which determine that some parameters be constant throughout the regimes, are inappropriate.
The analysis of the residuals, presented in table 11and in graph 4 ,shows that the prediction errors of the model have autocorrelation problems, ARCH and heteroskedasticity. However, the standardized residuals, that is, those divided by the variance that corresponds to the regime to which they have great probabilities of belonging, are uncorrelated ,homoskedastic and do not have a conditional ARCH structure. The correction of the switching structure in the unconditional variance by the standardization of residuals shows that, for the exchange rate log-return series, most of the structure present in the series is generated by the changes in unconditional variance.
Standardized Residuals
Dist.
Stat 
Estimated Model
The estimated MSIAH(7)-ARX(5) model corresponds to the following specification:
Estimated parameters are shown in table 12, along with the standard deviations and t statistics associated with each parameter. While there are regimes in which all the parameters are significant, as in regime 1, no parameter is statistically significant in regime 2. Another interesting fact is that the tendency is only different from zero in regime 7, but the presence of the tendency was confirmed by specification tests. The transition matrix is shown in table14. Figure 5 shows the estimated probabilities of each regime for each observation in the sample. The graph shows the forecast, filtered (using the information up to period t) and the smoothed probabilities (using the information of the whole sample to infer the probabilities at moment t). This graph shows us that the model associates 3 exclusive regimes (regimes 2, 3 and 4) with the exchange band regime, while the other regimes are present in the remaining regimes of the sample. Regimes 1, 5 and 6 are identified with the periods of free exchange rate variation, whereas regime 7 can be identified, according to the table 12, with the periods of exchange rate crisis, thus combining high variance of the exchange rate with a tendency towards strong devaluation.
Table15 shows the number of observations for each regime, and associates an unconditional probability with each one of the regimes. Regimes 2, 3 and 4, when added, have an associated probability of 0.5933, which corresponds approximately to the percent values of the sample of the band regime (1131/1882=0.6024). Regimes 4, 5 and 6 with a joint probability of 0.4985, correspond to free and controlled periods of fluctuation of the exchange rate. Regimes 1 and 7 correspond the regimes with low probabilities. Regime 1 is associated with periods of continuous exchange rate devaluation, whereas regime 7 is characterized by strong exchange rate devaluation and high volatility.
The association of regimes 3,4 and 5 with the exchange band regime can be seen on the graph of probabilities associated with regimes and also on the transition matrix. The transition matrix shows that the transition probabilities of regimes 3,4 and 5 for the other regimes are almost null, but very significant between them. We can interpret the existence of 3 regimes within the periods of exchange bands as the presence of 2 regimes acting as the upper and lower limits of the band, and a third regime as the exchange rate value within the limits of the band. By looking at the parameters estimated for these regimes, we can identify regime 3 as being the regime with normal values within the limits of the exchange band, while the values of regime 4 are close to the lower limit, and regime 5 contains the returns with values close to the upper limit of the band.
This conclusion is consistent with the mean values of duration of these regimes, since the mean duration of regimes 4 and 5 is 3.5 days on average, while the mean duration of regime 3 is Table 16 : Eigenvalues of Transition Matrix 7.8 days. The fact that the duration of these regimes in effect during the exchange band regime is short shows that frequent interventions in the exchange rate market were necessary to keep the value within the intervals established by the Central Bank. We can observe that regime 2 is the most persistent, with an average duration of 38.08 days, followed by regime 6 with 22.63 days. These two regimes are characterized by the lowest correlations between the estimated regimes. The other regimes are much less persistent, with frequent switches. An interesting characteristic is that regime 7, associated with moments of crisis in the exchange market, even with the lowest unconditional probability among all regimes, has the third highest mean persistence, lasting, on average, 8 days. This occurs because the probability of being in regime 7 compared with the probability of remaining in regime 7 is 87%, according to the transition matrix. It is also relevant to observe that regime 1, which is associated with periods of exchange rate devaluation, has a greater probability of preceding regime 7. This characteristic is consistent with the existence of extreme values and groups of high volatility in the series, which is frequently modeled through GARCH models.
The eigenvalues of the transition matrix are shown in table16. Since the first eigenvalue is equal to one and the other eigenvalues are within the unit circle, the transition matrix is ergodic, as the transition matrix is also irreductible. Thus, the eigenvector associated with the unit eigenvalue present in 16 represents the ergodic probabilities of the process. This vector also indicates the unconditional probability of each regime, and therefore we build the table 15 . The fact that the transition matrix is ergodic confirms that our regime is stationary since, according to Hamilton [22] (pages 681 and 682), a Markov switching process with an ergodic transition matrix is always covariance-stationary.
ARFIMA model applied to the residuals of the MSH model
To check whether the variance structure determined by the Markov Switching model presented in chapter 2 could also be conducive to the presence of long memory, we carried out a two-step procedure to test this hypothesis.
The first step consisted in estimating a Markov switching model for the exchange rate log return series. So as not to affect the autocorrelation structure of the log return series, the only Figure 7 shows the graph of the autocorrelation function for this estimated series. One should observe that even though the autocorrelation pattern is the same as that of the original log return series, in the standardization in which the 7 variances estimated by the MSH model were used, all correlations are within the range of significance. Therefore, after the presented autocorrelations were corrected by the variance, they became statistically nonsignificant.
The models estimated for the series of standardized residuals of the MSH model are shown in table 17 . Since, by definition, the residuals have mean zero, we restricted the estimation of these ARFIMA models by causing the mean to be zero and by not including a constant in the estimation.
Although, according to the graph of the partial autocorrelation function, none of the cor- The result of this two-step procedure is also consistent with the hypothesis that the long persistence found by ARFIMA models without adjustment for the variance structure is a spurious phenomenon induced by unconditional switching heteroskedasticity.
Two observations should be made as to the validity of the two-step estimation procedure. The first one is that since we have not jointly estimated parameter d and the variances used to standardize data, the procedure is statistically inefficient. The second one is concerned with the fact that as we are working with a dependent variable constructed with an estimation procedure, the t test of the hypothesis that the parameter is different from zero, using a distribution t (or Normal, by the number of the degrees of freedom), is only valid asymptotically.
Monte Carlo Study
The possibility of the long memory observed in our exchange rate log return series being spurious had already been studied in the literature. Bollerslev and Mikkelson [6] , in a study of the possibility of long memory in volatility in stock market indices, suggest that the long memory detected in these indices could be a result of aggregation, since individual residuals did not have significant long memory components in volatility. Table 19 : DGP -Unconditional Probabilities, Unit Variance
Granger [20] shows that the sum of autoregressive AR(1) processes of first order randomly taken from some adequate distribution (in this study, Granger used a beta distribution), generates processes with long memory in the process mean when the number of terms in the sum increases.
Based on these results, we used a Monte Carlo study in order to identify whether the long memory in our exchange rate log return series could be generated by the sum of autoregressive components or by structural changes in conditional variance.
Description of Monte Carlo experiment
The aim of our procedure was to test, by simulation, whether a generating process consistent with the model we estimated in chapter 2 could induce the presence of long memory in a series, even if the memory of this process is short.
The statistical data-generating mechanism (DGP -Data Generating Process) we selected was a Markov switching model for all parameters (intercept, autoregressive parameters and unconditional variance) of an autoregressive process of order 5, according to representation 12.
The parameters chosen to represent the DGP of our data were the parameters estimated by the MSIAH(7)-AR(5)model for the exchange rate log return series. We removed the trend component, which was only significant in regime 7 as a way to make the obtained results easily comparable. By using this DGP, we tested four specifications for the process.
Simulation using unconditional probabilities and unit variance
The first specification for the generating process was to produce 2,000 replications of a process with the parameters defined in table 12, in which the current regime was determined by the unconditional probability of data. In this first specification for the Monte Carlo experiment, the regimes were taken from a uniform distribution with values determined by table 12. Thus, we did not have the structure of a Markov chain for the determination of the current regime. In this first experiment, the variance of the error component of each replication had a unit variance. In brief, this procedure tests whether the sum of AR(5) processes taken from a uniform distribution can induce long memory. Two thousand replications for sample sizes 100, 500 and 2000 were carried out.
The results of this experiment are shown in The mean estimated for each sample size is near zero, but the number of estimated significant d is higher than 10% for the samples with sizes 500 and 2000, although it is difficult to establish some behavior pattern in this experiment. However, we prove that the sum of AR (5) components selected by a uniform distribution with the employed probabilities can induce the presence of long memory for the set of parameters used in the experiment's DGP.
Simulation using unconditional probabilities and variances of the MSIAH model
The second experiment uses the same structure of the previous experiment (transition of regimes determined by a uniform distribution, without using Markov transition matrix), but now the error component of each autoregression has a different variance. For the experiment, we associated the variances estimated in table 12 with each autoregression used. In this experiment, we could prove that changes in the variance of the process induce long memory on the behavior of the series. The number of significant parameters of fractional integration remarkably increases with the sample size, as observed in the second column of table 20.
Simulation using the Markov structure for regimes -Fixed variance
In this experiment, the data-generating mechanism is a Markov Switching model in autoregressive parameters and in the intercept, and the transition between regimes is determined by a transition matrix according to 11. To define the DGP used in the experiment, we used the parameters estimated in chapter 2 (table 12) and also the transition matrix (table 14) estimated by the same model. To isolate the effect of the Markov structure on variance, the error component had a unit variance in this experiment. Just as in previous experiments, we generated 2,000 replications for samples with sizes 100, 500 and 2000. The results of this experiment (table 21) show a relevant proportion of parameters of fractional order of integration that are statistically significant (8.05% in the sample with size 100 and 13.95% in the sample with size 2000). The number of estimated parameters d greater than 0.05 and 0.10 also increases for samples with size 100 and 500, although part of them is not statistically significant (the proportion of values in column 3 is greater than that in column 2). An interesting phenomenon captured in this experiment is that the increase in the sample size elevates the number of long memory processes. The mean vector for the estimated parameters d has also increased significantly (means of 0.02, 0.09 and 0.16 for samples with size 100,500 and 2000).
Simulation using total Markov structure in regimes
The DGP of the last experiment allows all parameters in an autoregressive process to change according to a Markov transition chain, since in this experiment, we allow unconditional variance to undergo changes. The data-generating process is an MSIAH(7)-AR(5) model with parameters defined by table 12 and the transition matrix shown in table 14. Again, we generated 2,000 replications for each sample size; however, in this experiment, we used sample sizes 50,100, 250,500,750,1000, 1500,2000, 5000 and 10000.
The results of the Monte Carlo experiment for this DGP, which allows variances to change according to a Markov chain, are quite interesting. Table 22 , containing the results of this experiment, shows that the number of spurious long memory processes grows in a hyperbolic fashion with the increase of the sample size. The number of processes with statistically significant values for the order of fractional integration is 2.60% for sample with size 50, amounts to 18.90% in sample size 1000 and reaches 63.20% for sample size 10000.
When we analyze the column that contains the proportion of estimated parameters of the order of fractional integration greater than 0.05, the results are even more striking. The proportion of processes with d greater than 0.05 is 3.20% with sample size 50, reaches 49.2% with a sample size 1000 and for sample size 10000, the number of parameters d amounts to 97.6%, nearly all the generated data. Interestingly enough, even though the mean for the estimated d values increases with sample size, the value of d was not greater than 0.5 (stationarity threshold for long memory processes) in any of the experiments carried out with this DGP specification. Thus, we can infer that with the increase of sample size to infinity, the mean for the estimated parameters d must converge towards a value close to but below 0.5. This is due to the fact that the DGP was always a stationary process, as observed by the eigenvalues of each autoregression. A graph showing the tendency of convergence of parameters is presented in figure 8 .
The results of Monte Carlo experiment reveal that at least for the DGP used, corresponding to the estimated process for the exchange rate log return series by the MSIAH model, there is a great probability for the long memory estimated in section 1.3 to be spurious.
Conclusions
In this article, we analyzed whether the evidence of long persistence (long memory) found in the exchange rate log return series was robust. The estimation of ARFIMA model of Granger and Joyeux, which is the most widely used to model the long memory, obtained a significant parameter for the order of fractional integration, which would be consistent with the long, significant autocorrelations observed in the exchange rate log return series.
Because of conditional heteroskedasticity in the series, we carried out a series of procedures to verify whether the procedures for estimating the long persistence were robust in the presence of conditional heteroskedasticity.
The first step was to estimate an ARFIMA(p,d,q)-GARCH(1,1) model in which we jointly modeled the order of fractional integration with a GARCH model. The result of this procedure showed that the evidence of long memory was weak when we controlled heteroskedasticity in the sample. The existence of a long memory structure in this series, captured by the parameter of the order of fractional integration in the ARFIMA model, did not prove robust. Although the long memory models estimated without control over conditional heteroskedasticity were significant when we estimated ARFIMA models in which we had the autoregressive structure of the conditional variance of this series by means of a GARCH component, the parameter of fractional integration was no longer statistically significant. Next, a two-step procedure was used in order to attempt to control heteroskedasticity by means of an MSH (Markov Switching Heteroskedasticity) model. First, we estimated an MSH model for the exchange rate log return series. Afterwards, we estimated an ARFIMA model for the standardized residuals of this model, which corrected the changes in the unconditional variance of the series. The results of this procedure showed that the evidence of long memory could not be sustained when we controlled heteroskedasticity by means of a Markov Switching model.
Finally, we carried out a series of Monte Carlo studies in order to confirm that there was a great probability of spurious long memory in the processes with changes in the unconditional variance controlled by a Markov chain. The probability of a Markov switching model inducing long memory on the series grew in a hyperbolic fashion with sample size. Therefore, we confirmed by a controlled experiment that, in addition to Granger's conclusion that the sum of AR(1) processes generates fractional integration processes, the sum of autoregressive processes with different unconditional variances controlled by a Markov Chan can generates spurius long memory. The Monte Carlo experiment showed that the processes with long memory were present in almost all the generated series, due to the increase in sample size, whereas the short memory process was the actual data-generating mechanism.
The existence of heteroskedasticity does not allow the analysis of the dependence structure in autocorrelations to be statistically reliable. This occurs due to the fact that the definition of significant autocorrelations by means of procedures such as Box-Pierce test are explicitly based on the hypothesis that variance is constant. The fact that variance is not constant in our series can make statistically weak dependence structures significant. This is an even more serious problem when we observe that the joint tests for n autocorrelations are based on the fact that the squared sum of the square root of tested autocorrelations, multiplied by the sample size, have a chi-square distribution. Since our series consists of the sum of components from different distributions, the hypothesis of normality is violated and so is the hypothesis of a chi-square distribution (squared sum of normal standard distributions) used as distribution of autocorrelation tests.
By using the same reasoning, we observe that the estimation of the order of fractional integration in the ARFIMA model is not robust in the presence of heteroskedasticity. The Monte Carlo procedure showed that if we generate a short memory series but with Markov switching in unconditional heteroskedasticity, we induce a spurious long memory process. As the long memory process is defined as the existence of significant autocorrelations even at very distant intervals, the problem of heteroskedasticity and non-normality in returns is present in the significance test for the order of fractional integration parameter, which corresponds to the long memory process.
Such evidence shows that the long dependence structure between autocorrelations could be generated by a short memory process with structural breaks in the unconditional variance parameters; therefore, the existence of long memory in this series should be carefully considered.
Even though the literature on observational equivalence between Markov switching and long memory models is vast, our study shows that structural breaks originated by changes in the unconditional variance parameters of this series are the major component that triggers this behavior.
The final conclusions are that the long memory models of the ARFIMA class are not robust in the presence of heteroskedasticity and that the results found by these models in this situation should be carefully analyzed. It is still necessary to develop corrections for heteroskedasticity in the estimators of ARFIMA models.
This study allows us to infer that the persistence of shocks to the exchange rate log return series is quite low. The hypothesis that shocks to the exchange rate log return series have an effect after relatively long periods is not supported by the results of the procedures carried out in the present study.
