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Abstract
The model checking problem of pushdown systems (PMC problem, for short) against standard branching temporal logics has
been intensively studied in the literature. In particular, for the modal µ-calculus, the most powerful branching temporal logic
used for verification, the problem is known to be EXPTIME-complete (even for a fixed formula). The problem remains EXPTIME-
complete also for the logic CTL, which corresponds to a fragment of the alternation-free modal µ-calculus. For the logic CTL∗,
the problem is known to be in 2EXPTIME. In this paper, we show that the complexity of the PMC problem for CTL∗ is in fact
2EXPTIME-complete. Moreover, we give a new optimal algorithm to solve this problem based on automata theoretic techniques.
Finally, we prove that the program complexity of the PMC problem against CTL (i.e., the complexity of the problem in terms of
the size of the system) is EXPTIME-complete.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Model checking is a useful method to verify automatically the correctness of a system with respect to a desired
behavior, by checking whether a mathematical model of the system satisfies a formal specification of this behavior
given by a formula in a suitable propositional temporal logic. There are two types of temporal logic: linear and
branching. In linear temporal logics, each moment in time has a unique possible future (formulas are interpreted
over linear sequences corresponding to single computations of the system), while in branching temporal logics, each
moment in time may split into several possible futures (formulas are interpreted over infinite trees, which describe
all the possible computations of the system). The size of an instance of a model checking problem depends on two
parameters: the size of the finite formal description of the given system and the size of the formula. In practice, the
formula is normally very small, while the description of the system is often very large. Therefore, the complexity of
the problem in terms of the size of the system (called program complexity) is very important in practice. Traditionally,
model checking is applied to finite-state systems, typically modelled by labelled state-transition graphs.
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Recently, the investigation of model-checking techniques has been extended to infinite-state systems. An active
field of research is the model-checking of infinite-state sequential systems. These are systems in which each state
carries a finite, but unbounded, amount of information e.g. a pushdown store. The origin of this research is the result of
Muller and Schupp concerning the decidability of the monadic second-order theory of context-free systems [17]. This
result can be extended to pushdown systems [3], and it implies decidability of the model checking problem for all those
logics (modal µ-calculus, CTL∗, CTL, etc.) which have effective translations to the monadic second-order logic. As
this general decidability result gives a non-elementary upper bound for the complexity of model checking, researchers
have sought decidability results of elementary complexity. Concerning pushdown systems, model checking with
branching-time logics is quite hard. In particular, Walukiewicz [24] has shown that model checking these systems
with respect to modal µ-calculus, the most powerful branching temporal logic used for verification, is EXPTIME-
complete. Even for a fixed formula in the alternation-freemodal µ-calculus, the problem is EXPTIME-hard in the size
of the pushdown system. The problem remains EXPTIME-complete also for the logic CTL [25], which corresponds to
a fragment of the alternation-free modal µ-calculus. However, the exact complexity in the size of the system (for a
fixed CTL formula) is an open problem: it lies somewhere between PSPACE and EXPTIME [1]. In [25], Walukiewicz
has shown that even for the simple branching-time logic EF (a fragment of CTL), the problem is quite hard since it is
PSPACE-complete (even for a fixed formula). For the branching-time temporal logic CTL∗, Esparza et al. in [12] have
shown that the problem is in 2EXPTIME by an exponential time reduction (in the size of the formula) to the pushdown
model checking problem against LTL. However, the exact complexity of the problem is unknown.
For standard linear temporal logics, model-checking pushdown systems with LTL and the linear-time µ-calculus
are EXPTIME-complete [1]. However, the problem is polynomial in the size of the pushdown system. It follows that
the problem is only slightly harder than for finite-state systems, where it is PSPACE-complete but polynomial for any
fixed formula [20,21]. For optimal pushdown model-checking algorithms, see also [2,13,11,12,19].
In this paper, we study the complexity of the pushdown model checking problem (PMC problem, for short) against
CTL∗ and the program complexity of the PMC problem against CTL. In particular, we prove the following two results:
• The PMC problem against CTL∗ is 2EXPTIME-complete (and EXPTIME-complete in the size of the system).
• The program complexity of the PMC problem against CTL is EXPTIME-complete.
Note that for finite-state systems, the model checking problem for CTL∗ has the same complexity as the model
checking for LTL [6], and it can be solved by combining the state labelling technique from CTLmodel checking (based
on a sequence of reachability tests) with LTL model checking. Moreover, for pushdown systems, as seen earlier, the
model checking problem for both CTL and LTL is EXPTIME-complete. This would suggest that the PMC problem
for CTL∗ may be solvable in single exponential time. Therefore, our 2EXPTIME-hardness result could seem slightly
surprising. However, we also note a correlation in terms of complexity between the branching-time PMC problem and
the satisfiability problem for branching-time temporal logics. Indeed, it is well known that the satisfiability problem
is EXPTIME-complete for CTL [7] and modal µ-calculus [9], and it is 2EXPTIME-complete for CTL∗ [9,23].
As mentioned above, for the PMC problem against CTL∗, membership in 2EXPTIME was shown in [12]. Here, we
give a new optimal algorithm to solve this problem which is based on automata-theoretic techniques. In particular,
we propose an exponential time reduction (in the size of the formula) to the emptiness problem of alphabet-
free alternating parity pushdown automata. The emptiness problem for this class of automata can be solved by a
construction similar to that given in [14] to solve the emptiness problem for nondeterministic parity pushdown tree
automata (the algorithm in [14] is based on a polynomial reduction to the emptiness of two-way alternating parity
finite-state tree automata, which is known to be decidable in exponential time [22]). 2EXPTIME-hardness is shown by
a technically non-trivial reduction from the word problem for EXPSPACE-bounded alternating Turing Machines.
The EXPTIME-hardness of the pushdown model checking problem against CTL was shown by Walukiewicz [25]
using a reduction from the word problem for PSPACE-bounded alternating Turing Machines. We use the basic ideas of
the construction in [25] in order to prove that the program complexity of the problem (i.e., assuming the CTL formula
is fixed) is still EXPTIME-hard.
2. Preliminaries
In this section we recall syntax and semantics of CTL∗ and CTL [8,5]. Also, we define pushdown systems and the
model checking problem.
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CTL∗ and CTL logics. The logic CTL∗ is a branching-time temporal logic [8], where a path quantifier, E (“for some
path”) or A (“for all paths”), can be followed by an arbitrary linear-time formula, allowing Boolean combinations and
nesting, over the usual linear temporal operators X (“next”), U (“until”), F (“eventually”), and G (“always”). There
are two types of formulas in CTL∗: state formulas, whose satisfaction is related to a specific state, and path formulas,
whose satisfaction is related to a specific path. Formally, for a finite set AP of proposition names, the class of state
formulas ϕ and the class of path formulas θ are defined by the following syntax:
ϕ := prop | ¬ϕ | ϕ ∧ ϕ | A θ | E θ
θ := ϕ | ¬ θ | θ ∧ θ | Xθ | θ U θ
where prop ∈ AP . The set of state formulas ϕ forms the language CTL∗. The other operators can be introduced as
abbreviations in the usual way: for instance, Fθ abbreviates true U θ , and Gθ abbreviates ¬F¬θ .
The Computation Tree Logic CTL [5] is a restricted subset of CTL∗, obtained by restricting the syntax of path
formulas θ as follows: θ := Xϕ |ϕ U ϕ. This means that X and U must be immediately preceded by a path quantifier.
The models for the logic CTL∗ are labelled graphs 〈W,→, µ〉, whereW is a countable set of vertices,→⊆ W ×W
is the edge relation, and µ : W → 2AP maps each vertexw ∈ W to the set of atomic propositions that hold inw. Such
labelled graphs are called transition systems (TS, for short) here. In this context, vertices are also called (global) states.
For w → w′, we say that w′ is a successor of w. A path is a (finite or infinite) sequence of vertices pi = w0, w1, . . .
such that wi−1 → wi for every 1 ≤ i < |pi |. We denote the suffix wi , wi+1, . . . of pi by pi i , and the i-th vertex of pi
by pi(i). A maximal path is either an infinite path or a finite path leading to a vertex without successors.
Let G = 〈W,→, µ〉 be an TS, w ∈ W , and pi be a maximal path of G. For a state (resp., path) formula ϕ (resp.,
θ ), the satisfaction relation (G, w) |H ϕ (resp., (G, pi) |H θ ), meaning that ϕ (resp., θ ) holds at state w (resp., holds
along pi ) in G, is defined by induction. The clauses for proposition letters, negation, and conjunction are standard. For
the other constructs we have:
• (G, w) |H A θ iff for each maximal path pi in G from w, (G, pi) |H θ ;
• (G, w) |H E θ iff there exists a maximal path pi from w such that (G, pi) |H θ ;
• (G, pi) |H ϕ iff (G, pi(0)) |H ϕ;
• (G, pi) |H Xθ iff pi(1) is defined and (G, pi1) |H θ ;
• (G, pi) |H θ1 U θ2 iff there exists i ≥ 0 such that (G, pi i ) |H θ2 and for all 0 ≤ j < i , we have (G, pi j ) |H θ1.
Pushdown systems. A pushdown system (PDS, for short) is a tuple S = 〈AP,Γ , P,∆, L〉, where AP is a finite set
of proposition names, Γ is a finite stack alphabet, P is a finite set of (control) states,∆ ⊆ (P×(Γ ∪{γ0}))×(P×Γ ∗)
is a finite set of transition rules (where γ0 6∈ Γ is the stack bottom symbol), and L : P × (Γ ∪ {γ0}) → 2AP is a
labelling function. A configuration is a pair (p, α), where p ∈ P is a control state and α ∈ Γ ∗ · γ0 is a stack content.
For each (p, B) ∈ P × (Γ ∪ {γ0}), we denote by nextS(p, B) the finite set (possibly empty) of the pairs (p′, β) such
that 〈(p, B), (p′, β)〉 ∈ ∆. The size |S| of S is |P| + |∆|, with |∆| =∑〈(p,B),(p′,β)〉∈∆ |β|.
The semantics of an PDS S = 〈AP,Γ , P,∆, L〉 is described by a TS GS = 〈W,→, µ〉, where W is the set of
pushdown configurations, for all (p, B · α) ∈ W with B ∈ Γ ∪ {γ0}, µ(p, B · α) = L(p, B), and → is defined as
follows:
• (p, B ·α)→ (p′, β) iff there is 〈(p, B), (p′, β ′)〉 ∈ ∆ such that either B ∈ Γ and β = β ′ ·α, or B = γ0 (note that
α is empty) and β = β ′ · γ0 (note that every transition that removes the bottom symbol γ0 also pushes it back);
The pushdown model checking problem (PMC problem, for short) against CTL (resp., CTL∗) is to decide, for a
given PDS S, an initial configuration w0 of S, and a CTL (resp., CTL∗) formula ϕ, whether (GS , w0) |H ϕ.
3. Tree automata
In order to solve the PMC problem for CTL∗, we use an automata theoretic approach; in particular, we exploit the
formalisms of Alternating Parity (finite-state) Tree automata (APT , for short) [18,10] and Alphabet-free alternating
parity pushdown automata (PD-APA, for short).
LetN be the set of positive integers. A tree T is a subset ofN∗ such that if i ·x ∈ T for some i ∈ N and x ∈ N∗, then
also x ∈ T and for all 1 ≤ j < i , j · x ∈ T . The elements of T are called nodes, and the empty word ε is the root of
T . For x ∈ T , the set of children (or successors) of x (in T ) is children(T, x) = {i · x ∈ T | i ∈ N}. For x ∈ T , a (full)
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path pi of T from x is a minimal set pi ⊆ T such that x ∈ pi , and for each y ∈ pi such that children(T, y) 6= ∅, there
is exactly one node in children(T, y) belonging to pi . For k ≥ 1, the (complete) k-ary tree is the tree {1, . . . , k}∗. For
an alphabet Σ , a Σ -labelled tree is a pair 〈T, V 〉, where T is a tree and V : T → Σ maps each node of T to a symbol
in Σ . Note that 〈T, V 〉 corresponds to the labelled graph GT = 〈T,→, V 〉 where x → y iff y ∈ children(T, x). If
Σ = 2AP , then for every CTL∗ formula ϕ over AP , we say that 〈T, V 〉 satisfies ϕ if (GT , ε) |H ϕ.
For a set X , let B+(X) be the set of positive Boolean formulas over X . Elements of X are called atoms. For Y ⊆ X
and ψ ∈ B+(X), we say that Y satisfies ψ iff assigning true to all elements of Y and assigning false to all elements
of X \ Y , makes ψ true. For k ≥ 1, we denote by [k] the set {1, . . . , k}.
Alternating parity (finite-state) tree automata (APT). We describe APT over (complete) k-ary trees for a given
k ≥ 1. Formally, an APT is a tupleA = 〈Σ , Q, q0, δ, F〉, where Σ is a finite input alphabet, Q is a finite set of states,
q0 ∈ Q is an initial state, δ : Q × Σ → B+([k] × Q) is a transition function, and F is a parity acceptance condition
[10], i.e., F = {F1, . . . , Fm} is a sequence of subsets of Q, where F1 ⊆ F2 ⊆ · · · ⊆ Fm = Q (m is called the index
of A).
A run of A on a Σ -labelled k-ary tree 〈T, V 〉 (where T = [k]∗) is a labelled tree 〈Tr , r〉 in which each node is
labelled by an element of T × Q. A node in Tr labelled by (x, q) describes a copy of the automaton that is in the state
q and reads the node x of T . Note that many nodes of Tr can correspond to the same node of T . The labels of a node
and its children (successors) have to satisfy the transition function. Formally, a run over 〈T, V 〉 is a T × Q-labelled
tree 〈Tr , r〉 such that r(ε) = (ε, q0), and for all y ∈ Tr with r(y) = (x, q), the following holds:
• there is a (possibly empty) set {(h1, q1), . . . , (hn, qn)} ⊆ [k] × Q satisfying δ(q, V (x)) such that for each
1 ≤ j ≤ n, j · y ∈ Tr and r( j · y) = (h j · x, q j ).
Note that several copies of the automaton may go in the same direction (in the input tree) and that the automaton
is not required to send copies to all the directions. The automaton A is balanced if for each (q, σ ) ∈ Q × Σ ,
δ(q, σ ) is a positive Boolean combination of sub-formulas (called generators) either of the form
∨i=k
i=1(i, q ′) or of
the form
∧i=k
i=1(i, q ′) (note that q ′ is independent from the specific direction i). The size |A| of a balanced APT A is|Q| + |δ| + |F |, where |δ| =∑(q,σ )∈Q×Σ |δ(q, σ )| and |δ(q, σ )| is the length of the formula obtained from δ(q, σ )
considering each generator occurring in δ(q, σ ) as an atomic proposition.
For a run 〈Tr , r〉 over 〈T, V 〉 and an infinite path pi ⊆ Tr , let inf r (pi) ⊆ Q be the set such that q ∈ inf r (pi) iff
there are infinitely many y ∈ pi such that r(y) ∈ T × {q}. For the parity acceptance condition F = {F1, . . . , Fm}, pi
is accepting if there is an even 1 ≤ i ≤ m such that inf r (pi) ∩ Fi 6= ∅, and for all 1 ≤ j < i , inf r (pi) ∩ F j = ∅. A
run 〈Tr , r〉 is accepting if all its infinite paths are accepting. The automaton A accepts an input tree 〈T, V 〉 iff there is
an accepting run of A over 〈T, V 〉. The language of A, denoted L(A), is the set of Σ -labelled (complete) k-ary trees
accepted by A.
It is well known that formulas of CTL∗ can be translated to tree automata. In particular, we are interested in optimal
translations to balanced APT .
Lemma 1 ([16]). Given a CTL∗ formula ϕ over AP and k ≥ 1, we can construct a balanced APT of size O(2|ϕ|)
and index O(|ϕ|) that accepts exactly the set of 2AP -labelled complete k-ary trees satisfying ϕ.1
Alphabet-free alternating parity pushdown automata (PD-APA). An PD-APA is a tuple P = 〈Γ , P, p0, α0, ρ, F〉,
where Γ is a finite stack alphabet, P is a finite set of (control) states, p0 ∈ P is an initial state, α0 ∈ Γ ∗ ·γ0 is an initial
stack content, ρ : P×(Γ∪{γ0})→ B+(P×Γ ∗) is a transition function, and F = {F1, . . . , Fm} is a parity acceptance
condition over P . Intuitively, when the automaton P is in state p and the stack contains a word B · α ∈ Γ ∗.γ0, then P
chooses a (possibly empty) finite set {(p1, β1), . . . , (pn, βn)} ⊆ P × Γ ∗ satisfying ρ(p, B), and splits into n copies
such that for each 1 ≤ j ≤ n, the j-th copy moves to state p j and updates the stack content by removing B and
pushing β j .
Formally, a run of P is a P × Γ ∗.γ0-labelled tree 〈Tr , r〉 such that r(ε) = (p0, α0) and for all y ∈ Tr with
r(y) = (p, B · α) and B ∈ Γ ∪ {γ0}, the following holds:
1 Ref. [16] gives a translation from CTL∗ to Hesitant alternating tree automata which are a special case of parity alternating tree automata.
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• there is a (possibly empty) finite set {(p1, β1), . . . , (pn, βn)} ⊆ P × Γ ∗ satisfying ρ(p, B) such that for each
1 ≤ j ≤ n, j · y ∈ Tr and r( j · y) = (p j , β j · α) if B 6= γ0, and r( j · y) = (p j , β j · γ0) otherwise (note that in
this case α = ε).
The notion of accepting path pi ⊆ Tr is defined as for APT with inf r (pi) defined as follows: inf r (pi) ⊆ P is the set
such that p ∈ inf r (pi) iff there are infinitely many y ∈ pi for which r(y) ∈ {p} × Γ ∗ · γ0. A run 〈Tr , r〉 is accepting
if every infinite path pi ⊆ Tr is accepting. The emptiness problem for PD-APA is to decide, for a given PD-APA, the
existence of an accepting run.
For (p, α) ∈ P × Γ ∗, the size of (p, α) is |α|. The size |ρ| of the transition function is given by∑
(p,B)∈P×(Γ∪{γ0}) |ρ(p, B)|, where |ρ(p, B)| is the sum of the sizes of the occurrences of atoms in ρ(p, B).
In the following, we are interested in the emptiness problem for PD-APA. In [14], an optimal algorithm is given
to solve the emptiness problem for nondeterministic parity pushdown tree automata. This algorithm is based on a
polynomial reduction to the emptiness of two-way alternating parity tree automata, which is known to be decidable in
exponential time [22]. By a straightforward readaptation of the proof given in [14] we obtain the following.
Proposition 1. The emptiness problem for PD-APA with index m and transition function ρ is solvable in time
exponential in m · |ρ|.
4. An automata-theoretic algorithm for the PMC problem against CTL∗
In this section, we give an automata-theoretic algorithm to solve the PMC problem against CTL∗. We fix a PDS
S = 〈AP,Γ , P,∆, L〉, an initial configuration w0 = (p0, α0) of S, and a CTL∗ formula ϕ. The unwinding of
the TS GS = 〈W,→, µ〉 from w0 induces a W -labelled tree 〈TS , VS〉: the root of TS is associated with the initial
configuration w0, and the children of each node x ∈ TS labelled by w ∈ W correspond to the successors of w.2 In the
following, we sometime view 〈TS , VS〉 as a 2AP -labelled tree, taking the label of a node x to be µ(VS(x)) instead of
VS(x). Which interpretation is intended will be clear from the context.
Evidently, (GS , w0) |H ϕ iff 〈TS , VS〉 satisfies ϕ. Therefore, the model checking problem of S against ϕ can
be reduced to check whether 〈TS , VS〉 belongs to the language of the APT (whose existence is guaranteed by
Lemma 1) accepting the tree-models of ϕ. However, the branching degree of TS is not uniform and, in particular,
some nodes of TS may not have successors. We solve this problem as follows. Note that the number of successors of
each configuration is finite. Moreover, the maximum of such numbers, denoted by k, is defined and can be trivially
computed from the transition relation ∆ of S. We can encode the computation tree 〈TS , VS〉 as a 2AP∪{t} ∪ {nil}-
labelled complete k-ary tree (where nil and t are fresh proposition names not belonging to AP) in the following way:
first, we add the proposition t to the label of all leaf nodes (corresponding to configurations without successors) of
the tree TS ; second, for each node x ∈ TS with d children 1 · x, . . . , d · x (note that 0 ≤ d ≤ k), we add the children
(d + 1) · x, . . . , k · x and label these new nodes with nil; finally, for each node x labelled by nil we add recursively
k children labelled by nil. Let 〈[k]∗, V˜S〉 be the tree thus obtained. Since a node labelled by nil stands for a node that
actually does not exist, we have to take this into account when we interpret CTL∗ formulas over the tree 〈[k]∗, V˜S〉.
This means that we have to consider only the paths in this tree (called “legal” paths) that either never visit a node
labelled by nil or contain a terminal node (i.e. a node labelled by t). Note that a path is not “legal” iff it satisfies the
formula ¬t U nil. In order to achieve this, we define inductively a function f : CTL∗ formulas → CTL∗ formulas3
such that f (ϕ) restricts path quantification to only “legal” paths:
• f (prop) = prop for any proposition prop ∈ AP;
• f (¬ϕ) = ¬ f (ϕ);
• f (ϕ1 ∧ ϕ2) = f (ϕ1) ∧ f (ϕ2);
• f (Eθ) = E((G¬nil) ∧ f (θ)) ∨ E((F t) ∧ f (θ));
• f (Aθ) = A((¬t U nil) ∨ f (θ));
• f (Xθ) = X ( f (θ) ∧ ¬nil);
• f (θ1 U θ2) = ( f (θ1) ∧ ¬nil) U ( f (θ2) ∧ ¬nil).
2 Assuming thatW is ordered, there is indeed only a single such tree. Since CTL∗ formulas cannot distinguish between trees obtained by different
orders, we do not lose generality by considering a particular order.
3 Here, for CTL∗ formulas we mean both state and path formulas.
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Note that | f (ϕ)| = O(|ϕ|). By definition of f , it follows that 〈TS , VS〉 satisfies ϕ (i.e., (GS , w0) |H ϕ) iff
〈[k]∗, V˜S〉 satisfies f (ϕ).
Let A f (ϕ) = 〈2AP∪{t} ∪ {nil}, Q, q0, δ, F〉, with F = {F1, . . . , Fm}, be the balanced APT (whose existence is
guaranteed by Lemma 1) accepting exactly the 2AP∪{t} ∪ {nil}-labelled complete k-ary trees that satisfy f (ϕ). We
have to check whether 〈[k]∗, V˜S〉 belongs to the language L(A f (ϕ)). We reduce this problem to the emptiness of a
PD-APA P = 〈Γ , (P ∪ {nil})× Q, (p0, q0), α0, ρ, F ′〉, which is defined as follows. The states of P consist either of
pairs of states of S and states of A f (ϕ), or pairs of the form (nil, q) where q is a state of A f (ϕ). Intuitively, when the
automaton P is in state (p, q) ∈ P × Q with stack content α, and (p, α) is a configuration associated with some node
x of 〈TS , VS〉, then P simulates the behaviour of A f (ϕ) starting from state q on the input tree given by the subtree of
〈[k]∗, V˜S〉 rooted at node x . Moreover, in state (nil, q), P simulates the behaviour of A f (ϕ) from state q on the input
tree in which all nodes are labelled by nil.
The parity acceptance condition F ′ is given by {(P ∪ {nil}) × F1, . . . , (P ∪ {nil}) × Fm}. Finally, the transition
function ρ is defined as follows:
• for each (p, q) ∈ P × Q and B ∈ Γ ∪ {γ0}, ρ((p, q), B) is defined as follows. Let nextS(p, B) =
{(p1, α1), . . . , (pd , αd)} (note that 0 ≤ d ≤ k). If d > 0 (resp., d = 0), then ρ((p, q), B) is obtained
from formula δ(q, L(p, B)) (resp., δ(q, L(p, B) ∪ {t})) by replacing each generator occurring in it of the
form
∨i=k
i=1(i, q ′) with
∨i=d
i=1((pi , q ′), αi ) ∨ ((nil, q ′), ε), and each generator of the form
∧i=k
i=1(i, q ′) with∧i=d
i=1((pi , q ′), αi ) ∧ ((nil, q ′), ε);
• for each q ∈ Q and B ∈ Γ ∪ {γ0}, ρ((nil, q), B) is obtained from formula δ(q, nil) by replacing each generator
occurring in it of the form Ci=ki=1(i, q ′), where C ∈ {
∨
,
∧}, with ((nil, q ′), ε).
By construction, it easily follows that P has an accepting run iff 〈[k]∗, V˜S〉 ∈ L(A f (ϕ)).
Note that the size |ρ| of the transition function of P is bounded by |δ| · |∆|. By Lemma 1, it follows that P has
index O(|ϕ|) and |ρ| is bounded by O(2|ϕ| ·∆). Then, by Proposition 1 we obtain the main result of this section.
Theorem 1. Given a PDS S = 〈AP,Γ , P,∆, L〉, a configurationw0 of S, and a CTL∗ formula ϕ, the model checking
problem of S with respect to ϕ is solvable in time exponential in |∆| · 2|ϕ|.
5. Lower bounds
In this section, we give lower bounds for the PMC problem against CTL∗, and for the program complexity of
the PMC problem against CTL. The lower bound for CTL (resp., CTL∗) is shown by a reduction from the word
problem for PSPACE-bounded (resp., EXPSPACE-bounded) alternating Turing Machines. Without loss of generality,
we consider a model of alternation with a binary branching degree. Formally, an alternating Turing Machine (TM, for
short) is a tupleM = 〈Σ , Q, Q∀, Q∃, q0, δ, F〉, where Σ is the input alphabet, which contains the blank symbol #,
Q is the finite set of states, which is partitioned into Q = Q∀ ∪ Q∃, Q∃ (resp., Q∀) is the set of existential (resp.,
universal) states, q0 is the initial state, F ⊆ Q is the set of accepting states, and the transition function δ is a mapping
δ : Q × Σ → (Q × Σ × {L , R})× (Q × Σ × {L , R}).
Configurations of M are words in Σ ∗ · (Q × Σ ) · Σ ∗. A configuration η · (q, σ ) · η′ denotes that the tape
content is ηση′, the current state is q , and the reading head is at position |η| + 1. When M is in state q
and reads an input σ ∈ Σ in the current tape cell, then it nondeterministically chooses a triple (q ′, σ ′, dir) in
δ(q, σ ) = 〈(ql , σl , dirl), (qr , σr , dirr )〉, and then moves to state q ′, writes σ ′ in the current tape cell, and its reading
head moves one cell to the left or to the right, according to dir. For a configuration c, we denote by succl(c) and
succr (c) the successors of c obtained choosing respectively the left and the right triple in 〈(ql , σl , dirl), (qr , σr , dirr )〉.
The configuration c is accepting if the associated state q belongs to F . Given an input x ∈ Σ ∗, a computation tree
ofM on x is a tree in which each node corresponds to a configuration. The root of the tree corresponds to the initial
configuration associated with x .4 A node that corresponds to a universal configuration (i.e., the associated state is
in Q∀) has two successors, corresponding to succl(c) and succr (c), while a node that corresponds to an existential
configuration (i.e., the associated state is in Q∃) has a single successor, corresponding to either succl(c) or succr (c).
4 We assume that initiallyM’s reading head is scanning the first cell of the tape.
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The tree is accepting if all its paths (from the root) visit an accepting configuration. An input x ∈ Σ ∗ is accepted by
M if there exists an accepting computation tree ofM on x .
IfM is PSPACE-bounded (resp., EXPSPACE-bounded), then there is a constant k ≥ 1 such that for each x ∈ Σ ∗, the
space needed byM on input x is bounded by k ·|x | (resp., 2k·|x |). It is well known [4] that EXPTIME (resp., 2EXPTIME)
coincides with the class of all languages accepted by PSPACE-bounded (resp., EXPSPACE-bounded) alternating Turing
Machines.
The EXPTIME-hardness of the pushdown model checking problem against CTL was shown by Walukiewicz [25]
using a reduction from the word problem for PSPACE-bounded alternating Turing Machines. We use the basic ideas of
the construction in [25] in order to prove that the program complexity of the problem (i.e., assuming the CTL formula
is fixed) is still EXPTIME-hard.
Theorem 2. The program complexity of the PMC problem for CTL is EXPTIME-hard.
Proof. We show that there is a CTL formula ϕ such that given a PSPACE-bounded alternating Turing Machine
M = 〈Σ , Q, Q∀, Q∃, q0, δ, F〉 and an input x , it is possible to define a PDS S and a configuration w of S, whose
sizes are polynomial in n = k · |x | and in |M|,5 such thatM accepts x iff (GS , w) |H ϕ.
Note that any reachable configuration ofM over x can be seen as a word in Σ ∗ · (Q × Σ ) · Σ ∗ of length exactly
n. If x = σ1 . . . σr (where r = |x |), then the initial configuration is given by (q0, σ1)σ2 . . . σr ## . . . #︸ ︷︷ ︸
n−r
.
S guesses accepting computation trees ofM starting from TM configurations of length n. The internal nodes of
these trees are non-accepting configurations, and the leaves are accepting configurations. The trees are traversed as
follows. If the current non-accepting configuration c is universal, then S, first, will examine the subtrees associated
with the left successor of c, and successively the subtrees associated with the right successor. If instead c is existential,
then S will guess one of the two successors of c and, consequently, it will examine only the subtrees associated
with this successor. In order to guess an accepting tree (if any) from a given configuration, S keeps track on
the stack of the path from the root to the actual TM configuration by pushing the newly guessed configurations
and popping when backtracking along the accepting subtree guessed so far. The stack alphabet of S is given by
Σ ∪ (Q × Σ ) ∪ {∃l , ∃r ,∀l ,∀r } where ∃l and ∃r (resp., ∀l and ∀r ) are used to delimit the left and right successors of
an existential (resp., universal) configuration. The behaviour of S can be subdivided in three steps.
1.Generation of a TM configuration (operative phase) — S generates nondeterministically, by push transitions, a
TM configuration c followed by a symbol in {∀l , ∃l , ∃r } on the stack, with the constraint that ∀l is chosen iff c is a
universal configuration (i.e., the TM state q associated with c belongs to Q∀). In this phase, a (control) state of S
has the form (gen, q, i, flag), where q ∈ Q keeps track of the TM state associated with c, gen is a label identifying
the current operation of S, i ∈ {0, . . . , n+ 1} is used to ensure that c has exactly length n, and flag ∈ {0, 1} is used
to ensure that c ∈ Σ ∗ · (Q × Σ ) · Σ ∗.
When S finishes generating a TM configuration c followed by a symbol m ∈ {∀l , ∃l , ∃r }, i.e. S is in a state of
the form (gen, q, n + 1, 1), then it chooses nondeterministically between two possible options. Choosing the first
option, S goes to state cont, pops m from the stack, and performs Step 3 (see below). Choosing the second option,
the behaviour of S depends on whether c is accepting. If c is not accepting (i.e., q /∈ F), then S guesses a successor
of c going to a state of the form (gen, q ′, 0, 0) for some q ′ ∈ Q without changing the stack content. Therefore,
Step 1 is newly performed. If, instead, c is accepting (i.e., q ∈ F), then S goes to state rem, pops m from the stack,
and performs Step 2 (see below).
2. Removing a TM configuration (operative phase) — When S is in state rem, it removes deterministically by pop
transitions the TM configuration c on the top of the stack (if any). After having removed c, if the symbol on the top
of the stack, say B, belongs to {∀r , ∃l , ∃r } (this means intuitively that S has already generated a “pseudo” accepting
computation tree for the TM configuration currently on the top of the stack), then S pops B from the stack and goes
to state rem (i.e., Step 2 is newly performed). If instead B = ∀l , then S goes to a state of the form (gen, q ′, 0, 0)
for some q ′ ∈ Q and replaces ∀l with the symbol ∀r on the top of the stack. Therefore, Step 1 is newly performed.
Finally, if B = γ0 (i.e., the stack is empty), then S goes to state fin and terminates its computation.
5 Where k ≥ 1 is a constant such that for each input y ∈ Σ∗, the space needed byM on input y is bounded by k · |y|.
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3. Checking δ-consistency (control phase) — When S is in state cont, it checks that one of the following holds:
• the stack contains exactly one TM configuration.
• The stack content has the form c′ · m · c · α where c and c′ are TM configurations and m ∈ {∃l , ∃r ,∀l ,∀r }.
In the first case, S signals success by generating (by its finite control) the symbol good. In the second case, S
signals success if and only if c′ is a TM successor of c in accordance with m, i.e.: c′ = succs(c) where s = l
iff m ∈ {∃l ,∀l}. In order to understand how this can be done by using a number of states polynomial in n and
|M|, let c = a1 . . . an . For each 1 ≤ i ≤ n, the value a′i of the i-th cell of succl(c) (resp., succr (c)) is completely
determined by the values ai−1, ai and ai+1 (taking an+1 for i = n and a0 for i = 1 to be the special symbol “−”).
As in [15], we denote by nextl(ai−1, ai , ai+1) (resp., nextr (ai−1, ai , ai+1)) our expectation for a′i (these functions
can be trivially obtained from the transition function ofM). Then, in state cont, S chooses nondeterministically
between n states, cont1, . . . , contn without changing the stack content. For each 1 ≤ i ≤ n, if S is in state conti ,
then first, it deterministically removes c′ · m from the stack, keeping track by its finite control of m and the i-th
symbol a′i of c′. Successively, S deterministically removes c from the stack, keeping also track of the symbols ai−1,
ai , and ai+1. Finally, S checks whether a′i = nexts(ai−1, ai , ai+1) with s = l iff m ∈ {∃l ,∀l}. If this condition is
satisfied (and only in this case), then S generates the symbol good and terminates the computation.
Formally, S = 〈AP,Γ , P,∆, L〉 is defined as follows:
• AP = {op, cont, good, fin} and Γ = Σ ∪ (Q × Σ ) ∪ {∀l ,∀r , ∃l , ∃r };
• P = {good, fin, rem} ∪ PG ∪ Pδ where PG = {(gen, q, i, flag) | q ∈ Q, 0 ≤ i ≤ n + 1, flag ∈ {0, 1}, flag = 0 if
i = 0 and flag = 1 if i = n, n + 1} is the set of (control) states used in Step 1, and Pδ , which is used in Step 3, is
given by
{cont, cont1, . . . , contn} ∪ {(conti , j, a) | 1 ≤ i, j ≤ n and a ∈ Σ ∪ (Q × Σ )}
∪{(conti , j, a,m, a1, a2, a3) | 1 ≤ i ≤ n, 0 ≤ j ≤ n, m ∈ {∀l ,∀r , ∃l , ∃r },
a, a1, a2, a3 ∈ Σ ∪ (Q × Σ ) ∪ {−}, and a 6= −}
• 〈(p, B), (p′, β)〉 ∈ ∆ iff one of the following holds:
– Step 1 (generation of a TM configuration). If p ∈ PG , then:
∗ if p = (gen, q, i, flag) and i < n, then β = B ′B with B ′ ∈ Σ ∪ ({q} × Σ ) and p′ = (gen, q, i + 1, flag′).
Moreover, if flag = 1, then B ′ ∈ Σ and flag′ = 1; otherwise, flag′ = 0 iff B ′ ∈ Σ .
∗ if p = (gen, q, n, 1), then p′ = (gen, q, n + 1, 1) and β = B ′B with B ′ = ∀l if q ∈ Q∀, and B ′ ∈ {∃l , ∃r }
otherwise.
∗ if p = (gen, q, n+1, 1), then or (1) β = ε and p′ = cont, or (2) q /∈ F , β = B ∈ Γ , and p′ = (gen, q ′, 0, 0)
for some q ′ ∈ Q, or (3) q ∈ F , β = ε, and p′ = rem.
– Step 2 (Removing a TM configuration). If p = rem, then:
∗ if B ∈ Σ ∪ (Q × Σ ) ∪ {∀r , ∃l , ∃r }, then β = ε and p′ = rem;
∗ if B = ∀l , then β = ∀r and p′ = (gen, q ′, 0, 0) for some q ′ ∈ Q;
∗ if B = γ0, then β = ε, and p′ = fin.
– Step 3 (Checking δ-consistency). If p ∈ Pδ , then:
∗ if p = cont, then β = B and p′ = conti for some 1 ≤ i ≤ n.
∗ If p = conti , then B ∈ Σ ∪ (Q × Σ ), β = ε, and p′ = (conti , 1, B);
∗ if p = (conti , j, a) and j < n, then B ∈ Σ ∪ (Q × Σ ), β = ε, and p′ = (conti , j + 1, a′) where a′ = B if
j = i − 1, and a′ = a otherwise;
∗ if p = (conti , n, a), then either B = γ0, β = ε, and p′ = good, or B ∈ {∃l ,∀l , ∃r ,∀r }, β = ε, and
p′ = (conti , 0, a, B,−,−,−);
∗ if p = (conti , j, a,m, a1, a2, a3) and j < n, then B ∈ Σ ∪ (Q × Σ ), β = ε, and p′ = (conti , j +
1, a,m, a′1, a′2, a′3) where for each 1 ≤ h ≤ 3, a′h = B if j = i + h − 3, and a′h = ah otherwise;∗ if p = (conti , n, a,m, a1, a2, a3), then a = nexts(a1, a2, a3) where s = l if and only if m ∈ {∃l ,∀l}.
Moreover, β = ε and p′ = good.
• For all B ∈ Γ ∪ {γ0}, L(good, B) = {good}, L(fin, B) = {fin}, L(rem, B) = op, for all p ∈ PG , L(p, B) = {op},
and for all p ∈ Pδ , L(p, B) = {cont}.
Let GS = 〈W,→, µ〉. By construction, the following holds:
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Claim Given a TM configuration c with TM state q, there is an accepting computation tree ofM over c iff there is
a path of GS of the form pi = w0, w1, . . . wn such that w0 = ((gen, q, n, 1), c · γ0), µ(wn) = fin, and for
each 0 ≤ i ≤ n − 1, µ(wi ) = op and if wi has a successor w′i such that µ(w′i ) = cont, then each path from
w′i visits a state of the form (good, β).
The condition in the claim above can be encoded by the following CTL formula
ϕ := E
([
op ∧ AX (cont → AFgood)] U fin). (1)
Let c0 be the initial TM configuration (associated with the input x). Then, by the claim above, it follows thatM
accepts x iff (GS , w) |H ϕ where w = ((gen, q0, n, 1), c0 · γ0). Since ϕ is independent fromM and n, and the sizes
of |S| and w are polynomial in n and |M|, the theorem holds. 
Theorem 3. Pushdown model checking against CTL∗ is 2EXPTIME-hard.
Proof. Let M = 〈Σ , Q, Q∀, Q∃, q0, δ, F〉 be an EXPSPACE-bounded alternating Turing Machine, and let k be a
constant such that for each x ∈ Σ ∗, the space needed byM on input x is bounded by 2k·|x |. Given an input x ∈ Σ ∗,
we define an PDS S, a configuration w0 = (p0, γ0) of S, and a CTL∗ formula ϕ, whose sizes are polynomial in
n = k · |x | and in |M|, such thatM accepts x iff (GS , w0) |H ϕ. Some ideas in the proposed reduction are taken
from [15], where lower bounds for the satisfiability of extensions of CTL and CTL∗ are given.
Note that any reachable configuration ofM over x can be seen as a word in Σ ∗ · (Q × Σ ) · Σ ∗ of length exactly
2n . If x = σ1 . . . σr (where r = |x |), then the initial configuration is given by (q0, σ1)σ2 . . . σr ## . . . #︸ ︷︷ ︸
2n−r
.
Each cell of a TM configuration is coded using a block of n symbols of the stack alphabet of S. The whole
block is used to encode both the content of the cell and the location (the number of cell) on the TM tape (note
that the number of cell is in the range [0, 2n − 1] and can be encoded using n bits). The stack alphabet is given by
{∀l ,∀r , ∃l , ∃r } ⋃ (Σ ∪ (Q ×Σ ))× 2{b,e, f,cn,l}, where b is used to mark the first element of a TM block, e (resp., f )
to mark the first (resp., the last) block of a TM configuration, cn to encode the number of cell, and l to mark a left TM
successor.
The behaviour of S is similar to that of the pushdown system defined in the proof of Theorem 2. The main
differences can be summarized as follows:
• Generation of a TM configuration (Step 1). When S generates nondeterministically a TM configuration c on the
stack, it ensures that each block of c has length n and the symbols b, f , and e are used properly. Moreover, if c
is generated as a successor of an other TM configuration, i.e. the stack content before generating c has the form
m · α with m ∈ {∃l , ∃r ,∀l ,∀r }, then S ensures that the label l is used properly, i.e. any element of c is marked by
l iff m ∈ {∃l ,∀l}. However, S does not ensure that the cell numbers of c are encoded properly (indeed, this would
require a number of control states exponential in n).
• Generation of the initial TM configuration — Starting from the global state w0 = (p0, γ0), S, first, generates the
encoding of the initial TM configuration c0 (associated with the input x) on the stack. Note that S ensures that c0
has the form (q0, σ1)σ2 . . . σr## . . .. However, S does not ensure that the number of blanks to the right of σr is
exactly 2n − r .
• Checking δ-consistency—As for the pushdown system defined in the proof of Theorem 2, after having generated
a TM configuration on the stack, S can choose nondeterministically to go to the (control) state cont. When S is
in state cont, it chooses nondeterministically between two options cont1 and cont2 (without changing the stack
content). Assume that the stack content has the form c · α, where c is a “pseudo” TM configuration generated in
Step 1, and either α is empty or it has the form m · c′ · α′ where m ∈ {∃l , ∃r ,∀l ,∀r } and c′ is a “pseudo” TM
configuration. Then, choosing option cont1, S removes deterministically (by pop transitions) c from the stack and
terminates its computation. The computation tree 〈T, V 〉 of GS rooted at the global state associated with cont1
reduces to a finite path pi (corresponding to the configuration c). We use a CTL∗ formula ϕ1 on this tree 〈T, V 〉 in
order to require that the cell numbers of c are encoded correctly (this also implies that the number of blocks of c
is exactly 2n). For each node u ∈ pi , let cn(u) be the truth value (1 for true and 0 for false) of the proposition cn
in u. Let us consider two consecutive TM blocks u1 . . . unu′1 . . . u′n along pi , and let k (resp., k′) be the number of
cell of the first block (resp., the second block), i.e., the integer whose binary code is given by cn(u1) . . . cn(un)
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(resp., cn(u′1) . . . cn(u′n)). We have to require that k′ = (k + 1) mod 2n , and k = 0 (resp., k′ = 2n − 1) if u1 . . . un
corresponds to the first block of c, i.e. u1 is labelled by proposition e (resp., u′1 . . . u′n corresponds to the last block


















(AX) j (¬cn ∧ (AX)ncn) ∧
∧
i> j
(AX)i (cn ∧ (AX)n¬cn) ∧ ∧
i< j
(AX)i (cn ↔ (AX)ncn)
]] )
.
Choosing the second option cont2, S, first, removes deterministically c from the stack by pop transitions with the
additional ability to generate by its finite control the symbol check1 (this means that the labels of the corresponding
configurations of S contain the proposition check1). Successively, assuming that α has the formm ·c′ ·α′, S removes
m · c′ from the stack (by pop transitions) and simultaneously generates (by its finite control) at most at one block
of c′ the symbol check2. After this operation, S terminates its computation. Let 〈T, V 〉 be the computation tree of
GS rooted at the global state associated with cont2. If α is empty, then by construction, T reduces to a finite path
labelled by proposition check1 and corresponding to configuration c. If instead α has the form m · c′ · α′, then each
path (from the root) of T consists of a sequence of nodes corresponding to c labelled by check1, followed by a
sequence of nodes corresponding to c′ with at most one block labelled by check2. This allows us to define a CTL∗
formula ϕ2, asserted on the tree 〈T, V 〉, (whose size is polynomial in n and |M|) in order to require that in the case
α is not empty (i.e., α has the form m · c′ · α′), c is a TM successor of c′ in accordance with m, i.e. c = succs(c′)
where s = l iff m ∈ {∃l ,∀l} (note that by Step 1, m ∈ {∃l ,∀l} iff c is marked by symbol l). Formula ϕ2 is defined
as follows:
ϕ2 = AG(¬check2) ∨ AG((check1 ∧ b)→ E(θ1 ∧ θ2))
where the path formulas θ1 and θ2 are defined below. Note that the subformula AG(¬check2) manages the case in
which α is empty. In the other case, we require that for each node u ∈ T labelled by check1 and b, i.e. associated
with the first element of a block bl of c, there is a path pi from u satisfying the following two properties:
1. pi visits a node labelled by check2 and b, i.e. associated with the first element of a block bl ′ of c′, such that bl
and bl ′ have the same number of cell. This requirement is specified by the path formula θ1:
θ1 = ψ1 ∧ X (ψ2 ∧ X (ψ3 ∧ . . . X (ψn) . . .))
where for each 1 ≤ j ≤ n, ψ j is defined as follows(
cn → F(check2 ∧ b ∧ X j−1 cn)
) ∧ (¬cn → F(check2 ∧ b ∧ X j−1 ¬ cn)).
2. Let Σ˜ := Σ ∪ (Q×Σ ), and let us denote by σ(b̂l) the Σ˜ -value of a TM block b̂l. By construction and Property
1 above, there is exactly one node of pi that is labelled by check2 and b. Moreover, by Property 1 this node
is associated with a TM block bl ′ of c′ having the same number of cell as bl. Therefore, we have to require
that σ(bl) = nexts(σ (blprec), σ (bl ′), σ (blsucc)) where blprec and blsucc represent the blocks that precede and
follow bl ′ along pi , respectively, and s = l iff the TM configuration c is a left TM successor (i.e. all nodes of
bl are labelled by proposition l). This requirement is expressed by the path formula θ2. We distinguish three
cases depending on whether bl corresponds to the first block, to the last block, or to a non-extremal block of the
associated T M configuration c. For simplicity, we consider only the case in which bl is a non-extremal block.
The other cases can be handled similarly.
θ2 = (¬ f ∧ ¬e) −→∨σ1,σ2,σ3∈Σ˜ (F(σ1 ∧ (X)n(σ2 ∧ b ∧ check2 ∧ (X)nσ3)) ∧
(l → nextl(σ1, σ2, σ3)) ∧ (¬l → nextr (σ1, σ2, σ3))).
Finally, formula ϕ is obtained from formula (1) in the proof of Theorem 2 by replacing the subformula AX (cont →
AFgood) in (1) with the formula AX
[
cont → (EX (cont1 ∧ ϕ1) ∧ EX (cont2 ∧ ϕ2))]. 
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Fig. 1. Complexity results on pushdown model checking.
Now, we can prove the main result of this paper.
Theorem 4. (1) The program complexity of the PMC problem for CTL is EXPTIME-complete.
(2) The PMC problem for CTL∗ is 2EXPTIME-complete. The program complexity of the problem is EXPTIME-
complete.
Proof. Claim 1 follows from Theorem 2 and the fact that model-checking pushdown systems against CTL is known
to be EXPTIME-complete [25], while Claim 2 directly follows from Theorems 1 and 3, and Claim 1. 
6. Conclusion
In this paper, we have characterized the complexity of the pushdown model checking problem against CTL∗ (which
subsumes both CTL and LTL), showing that it is 2EXPTIME-complete. Moreover, we have shown that the program
complexity of the pushdown model checking problem against CTL is EXPTIME-complete. Fig. 1 summarizes the main
complexity results known in literature about the pushdown model checking problem with respect to standard regular
propositional temporal logics. Fig. 1 includes also our complexity results.
Our results confirm that with pushdown systems, the model checking problem is much harder for branching-time
temporal logics than for linear-time temporal logics.
An interesting open problem is the complexity (in particular, the program complexity) for both the existential and
universal fragments of CTL∗, which subsume LTL.
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