Abstract. This overview takes the reader from the classical contrast and assimilation studies of the past to today's colour research, in a broad sense, with its renewed emphasis on the phenomenological qualities of visual perception. It shows how the shift in paradigm from local to global effects in single-unit recordings prompted a reappraisal of appearance in visual experiments, not just in colour, but in the perception of motion, texture, and depth as well. Gestalt ideas placed in the context of modern concepts are shown to inspire psychophysicists, neurophysiologists, and computational vision scientists alike. Feedforward, horizontal interactions, and feedback are discussed as potential neuronal mechanisms to account for phenomena such as uniform surfaces, filling-in, and grouping arising from processes beyond the classical receptive field. A look forward towards future developments in the field of figure -ground segregation (Gestalt formation) concludes the article.
During the past fifteen years, we have witnessed a neo-Gestalt approach emerging in the visual sciences that has deep historical roots in European psychology and at the same time unites several once separate fields and approaches. This and the previous special issue (Perception, 26 number 4, April 1997) on contextual colour effects may serve as a platform from which to consider this development and discuss vision and visual perception at large. It is an attempt combining many approaches (phenomenological, neurophysiological, computational) to identify possible underlying mechanisms. This interdisciplinary approach distinguishes present concepts of perceptual organisation from previous views (Wagemans and Kolinsky 1994) and offers a link between the past and the future for a better understanding of visual perception.
1 Colour and brightness on extended surfaces The observation that an extended surface appears to change in brightness or hue in a way that depends on the luminance and colour of its surround goes back at least to Leonardo da Vinci and Goethe (Wade 1996) . Chevreul (1839) was the first to study the phenomenon systematically when it was noticed that colours used in weaving tapestries looked different than expected. He demonstrated that this effect was not an artifact of manufacturing, but was produced perceptually by the coloured surround. About thirty years later, Ewald Hering (1878) published his famous treatise Zur Lehre vom Lichtsinn with a chapter dedicated to the phenomenon of 'Flachenkontrast' or surface contrast. Hess and Pretori (1894) measured these contrast effects psychophysical^ by matching the appearance of coloured papers surrounded by other colours with samples presented on a gray background. Jameson and Hurvich (1961) and Hurvich and Jameson (1966) elaborated on these findings in a remarkable series of studies and interpreted their results in terms of Hering's opponent-colour theory.
After a long period during which vision researchers and psychophysicists concentrated mainly on colour detection and discrimination, appearance has again been recognised as an important means for understanding colour perception (see the studies by Walraven 1973 Walraven , 1976 Larimer et al 1975; and Werner et al 1984) . A similar shift of emphasis has occurred in contemporary models of colour constancy (Maloney and Wandell 1986; McCann 1987; D'Zmura 1992) where colour descriptors had been used to account for illumination invariance (Land 1983 ), but few attempts have been made to also model contextual effects on colour appearance. This special issue is intended to encourage researchers to take an integrated approach towards contextual effects on colour appearance, encompassing visual percepts, neural mechanisms, and theoretical concepts. Since colour vision may be assumed to share mechanisms with other phenomena of lateral interaction, this editorial takes a broader view by including texture and motion perception as well. Although our understanding of the neural circuitry is limited, the phenomena under consideration are real and indisputable. To explain them we should use perceptual evidence in constraining our search for the underlying mechanisms. Surfaces enclosed by boundaries, rather than edge effects, have become the main focus of interest, and a cellular basis for these mechanisms will have to be sought in cortical visual areas rather than in interactive processes in the retina as originally proposed by Mach (1865). Such mechanisms would have to extend beyond the classical receptive field; and they might even have to allow for mutual interaction between any two points in the visual field, regardless of the distance between them (Hering 1878).
From local to global interaction
The shift in attention from contours and edges (in a broad sense) to uniform surfaces was stimulated by the neurophysiological study of Baumgartner et al (1984) on illusory contours in Kanizsa-type figures. These researchers recorded the response of 'coutour neurons' in area V2 of the primate visual cortex to one of two types of stimuli: a continuous bar moving across the receptive field of the cell; and the top and bottom parts of this same bar (ie without the middle section) moving in the same manner, but outside the receptive field. In humans, this latter stimulus elicits perception of a bright illusory bar connecting across the gap. Baumgartner et al (1984) found that cells responded to the interrupted bar as if it had been a continuous bar, albeit more weakly. Apparently, information from regions beyond the classical receptive field contributed to the response. The idea of local versus global neural interaction had been proposed before (von Bekesy 1968; Nelson and Frost 1978, 1985) , but with the new evidence it took hold (for a review see Allman et al 1985) . Since then the investigation of illusory contours and brightness enhancement effects has increased dramatically (see Spillmann and Dresp 1995; also Matthews and Welch, this issue) , giving rise to computational (Grossberg 1984; Grossberg and Todorovic 1988; Heitger et al 1992) , neurophysiological (Peterhans and von der Heydt 1989; Kapadia et al 1995) , psychophysical (Gilbert 1992; Field et al 1993) , and cognitive theorising (Rock 1987) on visual perception and brain science.
Based on these models, explanations have been proposed that invoke such concepts as early or low-level, intermediate or mid-level, and late or high-level vision. To account for contour integration, surface filling-in, and figure -ground segregation, a new vocabulary has emerged including such terms as edge assignment, border ownership, capture, belongingness, support ratio, relatability, and atmosphere. Curiously, some of these terms should sound familiar, as they are modern replicas of classic Gestalt nomenclature (cf Koffka 1935; Metzger 1953) . Apparently, what had been assumed to be dead was only dormant, and is now being resurrected into the mainstream of today's perceptual psychology, often without awareness of the historical context from whence it came (see Spillmann and Ehrenstein 1996) .
Rebirth of Gestalt psychology
The great Gestalt psychologists Wertheimer, Kohler, Koffka, Gelb, Duncker, Katz, Metzger, and Wallach would have rejoiced at today's increasing emphasis on the phenomena of figure -ground segregation, surface colour, and brightness. So too, would their Italian friends and colleagues Benussi, Musatti, Metelli, Kanizsa, and the Belgian psychologist Michotte, who for decades carried the banner of transparency, amodal completion, aperture motion, kinetic depth effects, and phenomenal causality (ie a moving stimulus seemingly imparting movement to another). The renewed interest in these topics is amply reflected in Legrenzi and Bozzi's foreword to Gaetano Kanizsa's (1979) seminal book Organization in Vision (page VII): "At times it becomes necessary ... to seek the natural, primary source of the phenomena: the visual experience of ordinary seeing. Although the researchers who enjoy this way of exploring are not very numerous, in the past a great part of fruitful psychological research developed in this fashion."
Whereas the early Gestalt studies (summarised in Metzger 1953) were often conducted with only paper and pencil or the simple apparatus available at the time (eg Liebmann 1927; Wallach 1935 ), today's computer technology enables experimenters to display and control on their monitors complex stimuli that could not have been easily generated before. Distortions of the stimulus and optic flow fields produced by translation, rotation, contraction, and expansion are being used to study shape-from-motion, object motion, and self-motion in space (Anstis 1986; Tanaka and Saito 1989; Ramachandran 1992; Lappe et al 1996; Duffy and Wurtz 1997; Goda and Ejima, this issue) . Ambiguous stimuli are generated for the study of aperture motion and plaid motion (Adelson and Movshon 1982; Stoner et al 1990) . Similarly, kinetic random-dot fields are produced to investigate motion transparency and stratification, ie two populations of dots with different motion vectors are perceptually grouped into two transparent surfaces separated in depth (van Doom and Koenderink 1982; Snowden et al 1991; Qian and Andersen 1994; Watanabe 1997) . Depth segregation in a way is comparable to colour transparency. To accomplish scission (Metelli 1974) and thereby solve the problem of intermingling, the visual system uses the Gestalt factors of similarity and common fate.
No one yet knows precisely how the nervous system segregates such perceptual surfaces in neural space. However, the answers are likely to be the same for surfaces bounded by a luminance or reflectance edge (brightness, colour), or an edge defined by disparity (depth), motion contrast (shearing), orientation contrast (corners, slant), and texture contrast (Nothdurft 1993; Sary et al 1995; Bach and Meigen 1997; Schiller 1996; Zipser et al 1996) . By analysing the effect of any of these borders on the neuronal response to a uniform area (reversed mapping), the neurophysiological study of figure -ground relationships in the primary visual cortex has now become possible (Lamme 1995) -with most exciting results.
In addition to the above attributes, Kennedy (1987) distinguishes between the following major dimensions of surface variation: (i) geometry of surfaces -coplanarity, corners, and occluding edges; (ii) opacity and transparency of surfaces; (iii) reflectance of surfaces -shiny or matte; (iv) illumination on surfaces -shadows and highlights. The role of accretion and deletion of elements by dynamic occlusion first explored by Michotte (1946) and Kaplan (1969) is yet another topic that is being actively studied in connection with the perception of subjective contours, neon colour, transparency, and shape (Shipley and Kellman 1994; Cunningham et al, in press ; Cicerone and Hoffman, this issue; Miyahara and Cicerone, this issue.) Often, accretion and deletion of elements occurring across time use the same geometry that governs binocular disparity of elements across space, and the two are therefore closely related stimuli, highly effective for surfaceboundary and depth perception.
We are far from being able to account for these surface qualities in terms of neuronal processes. However, three principal mechanisms are being discussed to explain how extended areas are segregated from their surrounds: feedforward (retino-geniculo-cortical) projections, horizontal (cortico-cortical) interactions, and feedback (re-entrant) projections (Spillmann and Werner 1996) . All three mechanisms include central processing at various levels of the visual pathway and may occur together. How such mechanisms compute large-scale surface properties such as brightness, colour, and depth from local features -indeed, how they construct the surfaces themselves from complex natural scenes -is one of the most urgent questions in today's visual science.
Uniform surfaces produced by converging feedforward
Neurophysiological approaches to surface uniformity and filling-in based on hierarchical convergence (Hubel and Wiesel 1962) are challenged by the lack of specific models of large-scale neuronal processing. From the point of an isomorphic representation, endstopping as a mechanism to account for illusory contour formation (Baumgartner et al 1984; Baumann et al 1997) fails to explain how surface brightness and colour can extend far beyond the localised range of that operation. The computational approach by Grossberg and Mingolla (1985a, 1985b) and Gove et al (1995) on the complementarity of form (BCS) and colour appearance (FCS) offers new insights into potential neural solutions, as it proposes for both subsystems context-sensitive mechanisms that extend far beyond the spatial range of a simple filtering operation. Yet, their proposal that a boundary-gated 'diffusion' can occur within bounded regions remains hypothetical as long as there is little or no clear physiological evidence for diffuse propagation. On the other hand, neurophysiological studies on cells in the primate visual area V4 having receptive fields with extended chromatic surrounds (Schein and Desimone 1990 ) and on contextual neurons responding to a patch in a Mondrian pattern as though they could 'perceive' the colour, irrespective of its wavelength (Zeki 1983) , suggest possible mechanisms for colour contrast and constancy. Recent work by Kitano and colleagues (1994, 1995) on long-range propagation of stimulus-locked field potentials in the striate cortex of the cat may also be relevant.
In a psychophysical experiment, Paradiso and Nakayama (1991) studied filling-in as a function of time. They concluded that filling-in is a gradual process, flowing from the edge of a surface to the enclosed region, and that it can be obstructed by boundaries, just as Grossberg and Todorovic (1988) predicted. (For a model of the time course see Arrington 1994). Seeing uniformity across a surface is logically equivalent to the absence of information for a gap. That is, at times what we call filling-in might be no more than a lack of neural signals for a physical discontinuity, ie nonisomorphic. A good example is the perception of a uniform brightness or colour change induced by a sawtooth-like luminance or chromatic variation in the Craik-O'Brien-Cornsweet illusion (Davey et al 1997; Wachtler and Wehrhahn, this issue) . Distinguishing fillingin via signal propagation and not having neuronal information on a stimulus change requires careful controls. It might be interesting to extend the study of filling-in to include stimulus patterns with graded (Reid and Shapley 1988) or sparse, pointillistic inducing surrounds and targets (Singer and D'Zmura 1994; Jenness and Shevell 1995; Schirillo and Shevell 1996; Mausfeld 1998) .
Filling-in via long horizontal connections
A physiological alternative to the computational model follows from findings suggesting that neurons responding to edges of one or another kind convey their information through intrinsic horizontal interactions to neurons whose receptive fields are uniformly illuminated by the enclosed area. Neurons that could mediate the perception of bright, coloured, and textured surfaces have been examined in a number of cortical visual areas from VI to MT Single-cell recordings made recently in cat striate cortex demonstrate that while there is no isomorphic representation of brightness in striate cortex, there appear to be scale-dependent lateral interactions, giving rise to a brightness representation . When a steady stimulus of uniform luminance was shown within the classical receptive field while the background luminance was modulated well beyond the receptive field area, the response of the neuron to the uniform stimulus could be modified . This finding indicates long-range interactions between cortical neurons that bridge the size of local receptive fields.
How fast are the processes propagating information from one part (edge) to another (enclosed area)? Psychophysical experiments suggest that the horizontal interactions assumed to play a key role in the perception of surface brightness are relatively slow (Paradiso and Hahn 1996) . Using a masking paradigm, Paradiso and Nakayama (1991) found that the enclosed area could be perceptually suppressed by a subsequent mask that was presented up to 100 ms later, suggesting that propagation is quite slow Importantly, the latest time at which masking was effective increased with surface size, suggesting that there are progressive lateral interactions involved in mediating brightness. Additional support for the idea of a slow filling-in process comes from studies showing that brightness changes in the central area could only be induced if the frequency of surround modulation did not exceed 2.5 Hz (De Valois et al 1986) . Furthermore, strength of induction declined with distance .
The slow propagation of contextual influences on brightness perception is reminiscent of the delayed response found neurophysiologically for other surface attributes of figure -ground segregation such as colour, motion, orientation, and texture contrast (De Weerd et al 1995; Sillito and Jones 1996; Zipser et al 1996) . In agreement with the psychophysical findings, neuronal surface representation follows edge modulation by 20-30 ms (Lamme et al 1997) . The laterally propagating signal (slow-distributed component) studied by Kitano and colleagues (1994, 1995) also peaks approximately 30 ms after the fast local field potential generated within the classical receptive field. Additionally, that signal does not follow high-frequency modulation of the stimulus.
Is there a known anatomical basis for these interactions? Gilbert and Wiesel (1992) in the monkey and Lund et al (1993) in the cat have provided evidence for long axonal connections capable of transmitting information from an edge to the inner section of an enclosed area. They also showed that the receptive field is not of fixed size, but can be 'rewired' within a few minutes by recruiting collaterals mediating inputs from nearby afferents, presumably through disinhibition. In their study a neuron whose receptive field had been photocoagulated resumed responding when neighbouring regions on the retina were illuminated. Effectively, this kind of remapping resulted in a much larger response area than before. Gilbert and Wiesel (1992) suggested that the structural and functional unit responsible for this kind of expansion can integrate subthreshold signals and group parts together by accessing cortical cell columns with similar orientation and colour preferences. The dynamic receptive field characterised by this type of interaction between spatially separate patches of retina reinforces Mach's (1865) and Hering's (1878) conclusion in the last century that knowing what is locally activated is not sufficient for predicting what is globally perceived.
It has been hypothesised by Gilbert (1992) that such a mechanism may form the basis for the perceptual filling-in of retinal and central scotomata (Teuber et al 1960; Eysel 1997) ; it may also explain the filling-in of an artificial scotoma, ie a uniform area on a differently coloured or textured background (Ramachandran and Gregory 1991) . On a large scale, horizontal interactions of this kind might also lead to a better understanding of the induction of colour contrast, assimilation, neon colour and their relation to depth and transparency (van Tuijl 1975; de Weert and van Kruysbergen, preceding issue) . Other examples in need of an explanation are the large-scale spreading of graininess and twinkle after adaptation to a dynamic noise field (Ramachandran and Gregory 1991; Spillmann and Kurtenbach 1992; Hardage and Tyler 1995) ; and the cooperative processes that are involved in contour and surface completion of densely textured surfaces, such as in random-dot stereograms and kinematograms (Frisby 1979; van de Grind et al 1983; Cavanagh 1987; Friedman et al 1996) . Although these are fascinating ideas, we should be aware that in each case the time required for perceptual induction is shorter, by orders of magnitude, than the time for receptive field modification (Pessoa et al, forthcoming) .
6 Grouping by distributed feedback from higher to lower levels Global interactions would appear to require feedback mechanisms for their neurophysiological explanation. Accordingly, Hubel and Wiesel's (1962) concept of ascending hierarchical information processing was complemented by the idea of back-propagation from higher to lower cortical levels. Such modulation by higher-level inputs becomes plausible if one considers that layer IV neurons in visual area VI of the monkey receive less than 10% of their excitatory input from retino-geniculate afferents (Peters et al 1994) ; and that some cells in extrastriate areas V2 and V3 are almost completely silenced by inactivation of area MT (James et al 1997) . One method by which feedback could be implemented is by using temporal synchronisation as a binding mechanism for grouping (Eckhorn et al 1988; Gray et al 1989; Singer 1993; Nelson 1995) . Even though this concept remains controversial, it has opened the discussion to an understanding of how (pre-)cognitive influences may act on the ascending sensory input. In addition, it offers the possibility of testing explicit hypotheses about neural mechanisms subserving top-down processing (Tovee 1996) .
One such test involves figure -ground segregation of a dotted figure on a static random-dot background. In the absence of relative motion the figure cannot be discerned. However, at the slightest movement, it will pop out according to the Gestalt principle of common fate. In experiments on motion processing in visual area MT of the behaving monkey, Newsome and Pare (1988) and Britten et al (1992) determined the threshold number of dots on a random-dot background required for a response to coherent motion. Thresholds obtained behaviourally and neurophysiologically in the same animal yielded very low percentages of dots and were statistically indistinguishable. These results strongly suggest that visual thresholds could be based on the activity of a relatively small number of neurons -directly linking the macroscopic and microscopic brain processes (Barlow 1972 (Barlow , 1994 . More detailed mechanisms are likely to become known as neurophysiologists continue to probe the visual system using complex stimuli in trained alert monkeys (Stoner and Albright 1992) .
Gestalt factors today
Meanwhile, a different approach emphasising the software, rather than the hardware (or wetware) of the visual system has been developed to account for the emergence of surfaces in complex patterns. One of the most spectacular demonstrations of local vs global processes in lightness perception is Cataliotti and Gilchrist's (1995) rendition of the Gelb effect. The stimulus is a staircase of five cardboard squares ranging from black to white. Initially, only the black square is presented in the beam of a spotlight-it appears white. As cardboards with successively higher reflectances are added to the row of squares, each square looks brighter than the former, which in turn appears darker. This effect is fairly independent of the distance between the squares, thus supporting a ratio approach or anchoring interpretation to brightness contrast (Wallach 1948; Gilchrist 1994) rather than an explanation by lateral inhibition. Another rediscovery pertains to Katz's (1911 Katz's ( , 1930 fundamental distinction between transparent film colour (durchsichtige Flachenfarbe) and opaque surface colour (Oberflachenfarbe) in the study of shadows, ie a change of illumination versus a change of reflectance. No neuronal mechanisms have been proposed to account for these phenomena.
As to perceptual segregation, T-, X-, and L-junctions are being used to predict the relative brightness in complex patterns that may be seen in 2-D and 3-D (Kersten 1991; Watanabe and Cavanagh 1993; Pessoa and Ross 1996; Anderson 1997) . Also, the appearance of a gray or coloured element has been demonstrated to depend on its perceptual grouping with other elements according to Gestalt organisation and common fate (Fuchs 1923; Koffka 1935; Agostini and Proffitt 1993) . The Gestalt rule of good continuation finds its counterpart in research demonstrating the cardinal importance of collinear Gabor-type and line stimuli for long-range contour mechanisms (Field et al 1993; Sagi 1993, 1994; Polat and Norcia 1996; Dresp and Grossberg 1997) . Closure of long and smooth contours has been revived by the work of Kovacs and Julesz (1993; reviewed by Kovacs 1996) , who used a chain of widely spaced elements embedded in a background of randomly oriented patches. Confirming the Gestalt credo that the whole is different from the sum of its parts (Koffka 1935), these authors found that segments could be more easily linked across large spatial distances when they belonged to a closed contour (global salience). This is a most promising new area in perceptual and computational vision research that would warrant treatment in a future special issue.
Outlook
The richness and variety of visual phenomena requiring global mechanisms for stimulus processing might serve as a sign to neuroreductionists that it is not sufficient to base an explanation on only one or two representative examples. By taking into account a wider range of variants of a given effect, we become quickly aware that our current knowledge of the neurophysiological basis of vision is far from complete (Uttal 1997) . On the other hand, delighting in pure phenomenology without considering known physiological findings for constraining models of visual perception does not get us any closer towards understanding the underlying mechanisms.
In their special issue on perceptual organisation and object recognition, Wagemans and Kolinsky (1994) concluded that "If a general message is to be extracted...it is that the visual system's processes cannot be characterised...by simple dichotomies such as analytic versus wholistic, bottom-up versus top-down, local versus global, low-level versus highlevel, parallel versus serial" and that, instead,".. .a wide variety of mechanisms is available to the visual system." Apparently, what is being used for a given stimulus depends on the available information and the task. The rapidly expanding field of neuroimaging (Zeki 1993) should soon hold answers to some of these questions. Transcranial magnetic stimulation used to reversibly deactivate visual area MT and, as a consequence, motion perception (Beckers and Zeki 1995) has emerged as another exciting tool.
Where might the re-emergence of Gestalt approaches lead us? The field of vision research has moved in just the past two decades from an emphasis on filters (channels, spatial frequency, motion energy) to the study of contours, to the study of surfaces. Will the next step take us to the study of curved surfaces (Bulthoff 1991; Carman and Welch 1992; Kojo et al 1995) and representations that might subserve higher functions, such as object recognition? Behaviourist psychology, in the not-so-distant past attempted to reduce psychology to the study of observable behaviour, thereby denying the reality of subjective experience. However, it was inevitable that experience would eventually reassert itself as a valid domain of study, because this, after all, is what we wish to understand. The unique advantage of studying psychology is that we can make observations about our own experience that allow us to infer the nature of brain processes.
In rediscovering the Gestalt approach to the study of appearance, perhaps we will discover that the wholes or Gestalten of experience are not just surfaces, but higherorder representations, such as objects and events. But once we begin to conceive of perception in terms of meaningful objects and events, perception becomes much more than detection of stimuli via filters, or even of surface formation. It becomes a creative process of perceiving causality (Michotte 1946; Massironi and Bonaiuto 1966) , intentionality (Heider and Simmel 1944; Minguzzi 1961) , and meaning in the world (Gregory 1980; Shepard 1984; Rock 1987) . Thus, psychology may be in the process of finding its rightful place as a bridge between the 'two cultures' (Snow 1959 ) of science and the humanities. In our attempts to understand the structure of experience and the processes of the brain that underlie that structure, our field is uniquely situated to help us understand ourselves.
