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W artykule autorzy przedstawiaj, zaimplementowane i 
zweryfikowane poprzez w pełni funkcjonalny prototyp, podejcie do 
realizacji obiektowego gridu bazodanowego przy wykorzystaniu 
wirtualnej sieci peer-to-peer omawiajc szczegółowo najwaniejszy 
element mechanizmu jakim jest proces integracji rozproszonych 
obiektów. W artykule przeprowadzono gruntown analiz rozwiza 
bdcych fundamentalnym zbiorem wiedzy na temat integracji 
danych. Zaprezentowano trójwarstwowy model intagracyjny oparty o 
aktualizowalne obiektowe perspektywy oraz prototyp gridowej 
warstwy poredniej wykorzystujcej sie wirtualn peer-to-peer. 
 
 
1. WPROWADZENIE 
  
Termin grid znany jest jako termin okrelajcy rozproszone sieci 
obliczeniowe, jednak szybka ewolucja Internetu, powikszanie si społecznoci 
internetowych, globalny wzrost wymiany informacji przez Internet wytworzyły 
potrzeb przetwarzania danych w architekturze rozproszonej i tym samym 
rozwój systemów gridowych w stron przetwarzania danych opisanych 
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modelami biznesowymi – danych o konkretniej strukturze. Obecnie popularne 
rozwizania jak sieci P2P (peer-to-peer), w których moliwe jest równoległe 
przetwarzanie duych iloci danych w postaci mediów, czy plików nie wspieraj 
zarzdzania danymi strukturalnymi. Taki typ danych przechowywany jest w 
bazach danych. 
Przetwarzanie danych pochodzcych ze ródeł, którymi s bazy danych, 
stwarza obecnie due problemy. S one zwizane z odpowiednim fizycznym 
traktowaniem tych danych oraz ze sposobem jak te dane widzi uytkownik – na 
co składa si dostp do tych danych oraz sposoby ich przetwarzania. Główn 
trudnoci w przetwarzaniu jest tutaj włanie struktura takich danych. Dane 
biznesowe zazwyczaj charakteryzuj si złoon struktur, przez co nie mog 
by identyfikowane oraz przetwarzane jak zwykły cig bajtów. Czsto ich 
struktura moe by zalena od innych struktur, std w systemie rozproszonym 
zarzdzanie jest bardzo trudne, a w niektórych przypadkach niemoliwe. 
Przetwarzanie rozproszonych danych strukturalnych – opisanych modelem 
biznesowym, zwizane jest z budow modelu zdolnego realizowa równoległe 
przetwarzanie rozproszonych danych, gdzie rónego typu dane oraz usługi 
znajdujce si w fizycznie odseparowanych od siebie lokalizacjach mog by 
wirtualnie dostpne przez ich wirtualn reprezentacj. 
W systemach rozproszonych wymagane jest osignicie transparentnoci, 
tzn. aby uytkownik pracujc na danych mógł je przetwarza bez wzgldu na to 
czy s to dane lokalne znajdujce sie na lokalnym komputerze uytkownika, czy 
tez dane pobierane z lokalizacji zdalnych. Dodatkowo poszczególne lokalizacje 
skd dane s pobierane zazwyczaj s systemami heterogenicznymi. Stawia to 
dodatkowe wyzwanie dla pojektantów takich systemów w postaci realizacji 
mechanizmu integracji takich zasobów. 
Mówic o przetwarzaniu danych mamy na myli nie tylko ich odczyt, ale 
take swobodn ich aktualizacj. Włanie moliwo swobodnej modyfikacji 
danych rozproszonych przy załoeniu, e uytkownik wprowadzajcy t 
modyfikacj nie jest nawet wiadom, e działa na danych zdalnych jest 
najpowaniejszym problemem nierowizanym w innych istniejcych systemach 
rozproszonych.  
Przy powyszych załoeniach rozproszony system baz danych, nazywany 
data-intensive lub data-grid, musi mie zapewnion cigło pracy i łatwo 
dostpu do danych, aby to zrealizowa musi to by zapewnione ju na poziomie 
architektury samego gridu. Dlatego wymaga to realizacji bardzo elastycznej 
łatwo skalowalnej architektury. 
W niniejszym artykule, powysze problemy poddane zostały dyskusji oraz 
zaproponowano ich rozwizanie w kontekcie architektury data-grid. Za cel 
ustalono realizacj gridu baz danych cechujcego si: 
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• przezroczystoci dostpnych zasobów gridu przy ich przetwarzaniu, 
• automatyczn integracj zasobów dołczajcych do gridu, 
• wirtualn sieci łczc współpracujce bazy danych. 
 
2. PODSTAWY TECHNOLOGII GRIDOWYCH 
  
Ewolucja systemów gridowych nakreliła podejcia do przetwarzania, w 
sieci, danych rozproszonych w zalenoci od ich fizycznej postaci. Najbardziej 
skomplikowanym modelem danych s dane posiadajce wewntrzn struktur 
odwzorowujce okrelony model biznesowy. Obecnie systemy gridowe które 
stosowane s do przetwarzania tego typu danych zaliczane s do systemów tzw. 
3-ciej generacji gridów lub inaczej Future Grids. Systemy gridowe 3-ciej 
generacji s stosunkowo łatwo rozpoznawalne, charakteryzuj si one tzw. 
warstw poredni (ang. middleware), w której zaszyte s wszystkie 
mechanizmy wspierajce prac w rodowisku rozproszonym (nie tylko dla 
danych). 
Podstawowym wyzwaniem dla tego typu gridów jest zapewnienie i 
utrzymanie komunikacji pomidzy zasobami sieci i ich uytkownikami. Termin 
zasobu ma szerokie znaczenie w kontekcie systemów rozproszonych. Zasobami 
mog by wzły obliczeniowe (klastry, superkomputery, serwery) oraz 
urzdzenia do przechowywania danych. Naley pamita, e zasób nie musi 
reprezentowa sprztu lub innego zasobu fizycznego. Zasób to bardzo czsto 
aplikacja, która jest odpowiedzialna za kontrolowanie i udostpnianie 
konkretnego sprztu komputerowego, wtedy mówi si o niej jako o usłudze (w 
rozumieniu zasobu). Dobrym przykładem moe by tutaj usługa, która 
umoliwia dostp do danych z bazy danych lub po prostu aplikacja, która 
umoliwia dostp do systemu plików. W takim wypadku mechanizm 
komunikacji w gridzie musi zapewni maksymalne wykorzystanie takiego 
zasobu, co jest trudnym zadaniem biorc pod uwag rónorodno zasobów. 
Stworzenie warstwy poredniej jest typowym podejciem do rozwizania 
omawianego problemu. Warstwa porednia w wikszoci przypadków realizuje 
protokoły komunikacyjne i odpowiada za interakcje midzy nimi oraz wyszymi 
warstwami realizujcymi zadania gridowe. Jest to bardzo elastyczne i ogólne 
podejcie, które take daje moliwoci rozwizywania innych wyzwa stojcych 
przed systemami gridowymi. Warstwa porednia jest mechanizmem bardzo 
ogólnym w porównaniu do wyszych warstw, które jako specjalistyczne 
oprogramowanie odzwierciedlaj potrzeby uytkowników - uytkownicy s 
zwykle zainteresowani konkretnymi rozwizaniami, które dostarczane s przez 
poszczególne funkcjonalnoci gridu w sposób przyjazny dla uytkownika. 
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W kontekcie baz danych systemy gridowe, aby w pełni mogły by uznane 
jako rozwiznia gridowe musz ponadto realizowa szereg funkcji, s to przede 
wszystkim: 
• Optymalizacja zasobów - systemy gridowy moe pomóc w wyborze 
optymalnego (w rónych aspektach) zasobu do pracy; 
• Łatwo obsługi - warstwa klienta powinna ułatwia zdalne wykonanie 
najprostszych zada; 
• Zmniejszenie kosztów administracyjnych - usługa monitorowania systemu, 
wysze zabezpieczenia dostpu wraz z narzdziami do instalacji rónych 
komponentów gridu. Moe to ułatwia wdraanie aplikacji rozproszonych, a 
take zarzdzanie oraz kontrol systemu; 
• Skalowalno - systemy gridowe musz udostpnia mechanizmy 
pozwalajce na automatyczny, łatwy, proces rozszerzenia swojej struktury 
fizycznej poprzez np. dodatkowe zasoby. 
Przygldajc si najczciej powtarzajcym si problemom, akcentowanym 
w prasie fachowej, reklamach i badaniach naukowych [6], wynika, e szybki 
wzrost iloci danych jest zjawiskiem powszechnym. W rezultacie, jest to silny 
bodziec do rozwoju systemów gridowych. Technologicznie ludzko jest gotowa 
do przechowywania tak duej, i wci rosncej, iloci danych w postaci 
rozproszonych zasobów, jednak, to równie zmusza do zarzdzania tymi danymi, 
co w kocowym efekcie porusza kwestie takie jak; przegldanie danych, 
wyszukiwanie, filtrowanie, transfer danych i transformacja danych. Prawdziwe 
problemy zaczynaj jeeli dane te tworz złoone struktury w pojciu modeli 
biznesowych i musz by dostpne do przetwarzania w rozproszonym globalnym 
rodowisku gridowym. Główne problemy to: 
• Prezentacja danych, które pochodz z rónych heterogenicznych zasobów 
posiadajcych róne struktury - w aspekcie przyjtych modeli biznesowych, 
integracji danych pochodzcych z rónych zasobów i ich globalnego przetwarzania; 
• Przezroczysty dostp do danych; 
• Wyszukiwanie danych; 
• Filtrowanie danych; 
• Wiele innych procesów, które w duej skali s trudne do realizacji bd w 
ogóle niemoliwe. 
Jedn z cech współczesnych organizacji jest to, i róne ich jednostki 
organizacyjne uywaj rónych systemów do tworzenia, przechowywania i 
przeszukiwania danych majcych dla nich jakie znaczenie. Rónorodno 
ródeł danych wie si z brakiem koordynacji, rónym tempem adoptowania 
nowych technologii, geograficznym oddaleniem, jak i łczeniem si ze sob 
rónych firm. Jedynie poprzez integracj tych wszystkich systemów organizacje 
mog skorzysta z pełnej wartoci nalecych do nich danych. Wraz z rozwojem 
systemów informatycznych oraz sieci Internet, coraz czciej mówi si równie o 
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integracji aplikacji - zarówno nalecych do tego samego przedsibiorstwa 
(Enterprise Application Integration, EAI), jak i rónych organizacji (Business To 
Business, B2B) [7], [8]. 
Integracja danych i aplikacji moe by realizowana na poziomie fizycznym 
za pomoc wielu rónorodnych technik. Ze wzgldu na denie do zmniejszenia 
kosztów wytwórczych oprogramowania, obecnie odchodzi si raczej od 
implementacji własnych, specyficznych dla konkretnych systemów protokołów, 
dc do wykorzystania istniejcego ju, uniwersalnego oprogramowania 
ułatwiajcego komunikacj midzy aplikacjami - tzw. middleware. Na 
przestrzeni lat zaprojektowano wiele rodzajów warstw porednich 
(middlewares): rozproszone obiekty, serwery aplikacyjne, kolejki komunikatów, 
serwery integracyjne, monitory transakcyjne, i in. Róne rodzaje warstw 
porednich pozwalaj wykorzysta róne strategie integracyjne (integracja 
zorientowana na dane, na usługi, na komunikaty, na procesy biznesowe, poprzez 
portale itd.), wykorzystujc do tego celu rónego rodzaju metody łczenia 
integrowanych elementów (połczenia point-to-point, albo many-to-many) oraz 
scenariusze komunikacji (komunikacja synchroniczna i asynchroniczna). 
Jednym z bardziej znanych rodzajów warstw porednich s rozproszone 
obiekty, których prawdopodobnie najbardziej znanym reprezentantem jest 
standard CORBA [9]. Rozproszone obiekty definiowane s w tym standardzie 
jako fragmenty wikszych aplikacji, zaprojektowanych do wzajemnej 
współpracy, jednak działajcymi na zupełnie odrbnych maszynach. 
Podstawowymi zaletami rozproszonych obiektów s: obiektowy model danych, 
zgodno z logik biznesu, stosunkowo wysoki poziom abstrakcji, szereg usług 
(np. transakcyjno) dostpnych dla programistów, standardowy protokół 
wymiany danych pomidzy elementami systemu rozproszonego, niezaleno od 
uytego w implementacji jzyka programowania. Programista tworzcy aplikacj 
opisuje jej interfejs dostpny dla zdalnych klientów za pomoc specjalnego, 
niezalenego od implementacji jzyka - IDL (Interface Definition Language). 
Niestety, z czasem okazało si i ta unifikacja metod dostpu do danych oraz 
łatwo dostpu do danych spowodowała u programistów pokus ignorowania 
ogranicze nakładanych przez sie komputerow (czas dostpu, awaryjno) i 
projektowanie aplikacji rozproszonych w taki sam sposób, jak gdyby były to 
aplikacje nierozproszone. Przykładowo, naiwna implementacja operacji 
przetworzenia kolekcji zdalnych obiektów w sposób proceduralny (za pomoc 
iteratorów) oznacza wielokrotn wymian danych midzy serwerem i klientem, 
proporcjonaln do iloci obiektów. 
Ta cecha, w połczeniu z niespójnoci samego standardu, złoonym API, 
niekompatybilnoci pomidzy oprogramowaniem dostarczanym przez rónych 
dostawców i innymi powanymi problemami stała si przyczyn zmniejszajcej 
si popularnoci standardu CORBA. 
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Potrzeby niektórych organizacji (np. instytutów naukowo-badawczych) 
wymagaj integracji dostpnych w nich zasobów na bardzo niskim poziomie, 
tzn. poziomie prostych danych składowanych w bazach danych. Dla organizacji 
takich integracja danych za pomoc usług, czy z wykorzystaniem rozproszonych 
obiektów moe by nieakceptowalna ze wzgldu na ich zbyt wysokopoziomowy 
charakter implikujcy pewn “sztywno” w sposobie dostpu. Alternatywnym 
rozwizaniem moe by budowa scentralizowanej bazy danych podobnej do 
hurtowni danych, jednak rozwizanie to moe by nieakceptowalne ze wzgldu 
na koszt, czas dostpu do najbardziej aktualnej wersji danych, i in. Integracja 
zasobów kilku baz danych za pomoc federacji moe okaza si najbardziej 
bezinwazyjn metod integracji systemów informatycznych (np. w przypadku 
przejcia jednej firmy przez drug). 
Federacyjna baza danych [10, 11] jest logicznym powizaniem niezalenych 
od siebie, rozproszonych baz danych, tworzcym pojedynczy, zintegrowany 
system bazodanowy. Integrowane w ten sposób ródła danych mog by nie 
tylko typowymi bazami danych (np. obiektowymi, relacyjnymi, repozytoriami 
XML) rónorodnych producentów, ale równie płaskimi plikami, dokumentami 
tekstowymi, plikami arkuszy kalkulacyjnych, oraz wieloma innymi rodzajami 
danych ustrukturalizowanych i nieustrukturalizowanych. Architektura 
federacyjna powoduje e wszystkie te dane widoczne s jako jedna, wirtualna 
cało (std czasem uywana nazwa - wirtualna baza danych). 
Integrowane bazy danych udostpniaj szereg swoich zasobów całej 
federacji. Zasoby te mog by metadanymi (schematy bazodanowe), zwykłymi 
danymi, czy interfejsami programistycznymi umoliwiajcymi korzystanie z 
takiej bazy danych. Suma udostpnionych w ten sposób danych razem z 
centraln, integracyjn baz danych tworzy cał infrastruktur federacyjn. 
Zintegrowane bazy danych udostpniaj cz lub cało swojej zawartoci 
innym członkom federacji, pozostajc jednak autonomi w ich lokalnym 
zarzdzaniu. 
Nowe ródła danych mog by dodawane do federacji poprzez utworzenie 
dla nich tzw. osłon (ang. wrappers). Osłony s relatywnie nieskomplikowanymi, 
ale niskopoziomowymi programami umoliwiajcymi fizyczne połczenie z 
federacj rónorodnych, heterogenicznych ródeł danych. Przykładowo, 
zadaniem osłony dla plików programu Microsoft Excel powinno by 
zaimplementowanie pewnego API umoliwiajcego odczytywanie tych plików i 
dynamicznym udostpnianiu jego zawartoci dla oprogramowania sterujcego 
funkcjonowaniem federacyjnej bazy danych (np. w formie sterownika JDBC) 
zgodnie z modelem danych przyjtym dla niej. 
Architektura federacyjnej bazy danych czsto obejmuje take komponenty 
zwane mediatorami. Mediator jest specjalnym modułem oprogramowania 
umieszczanym po stronie integrowanego zasobu. Jego zadaniem jest takie 
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przekształcenie lokalnych danych, by mogły by one wykorzystane przez 
globalnego uytkownika zgodnie z pewnymi regułami przyjtymi dla całej 
federacji. Mediator tłumaczy zapytanie zgodne z globalnym schematem federacji 
na tak jego form, by mogło by one wykonane na danych lokalnych. Oprócz 
przekształce zwizanych z rónymi schematami danych, przekształcane mog 
by równie same dane. Przykładem takiego zastosowania mediatorów jest 
dynamiczna (wirtualna) konwersja pensji z waluty uywanej lokalnie (np. PLN) 
do waluty uywanej w całej federacji (np. USD). Nawet taki wydawałoby si 
banalny problem wymaga rozstrzygni i umów, np. ustalenia serwisu 
bankowego wg którego na bieco bdzie przeliczana waluta, czy zamiana 
aktualizacji wyraonej w walucie obowizujcej w federacji na walut 
obowizujc w lokalnej walucie. 
Krytyczn cech federacyjnych baz danych jest stopie w jaki system taki 
jest w stanie upodobni si do scentralizowanej bazy danych, oraz ukry 
złoono mechanizmów zwizanych z integracj danych w heterogenicznym i 
rozproszonym rodowisku. Najczciej mówi si o nastpujcych poziomach 
przezroczystoci w federacyjnych baz danych:  
• Przezroczysto dostpu, czyli dostarczenie jednorodnych metod operowania 
na danych lokalnych i odległych, 
• Przezroczysto połoenia, czyli uwolnienie uytkowników od koniecznoci 
posiadania wiedzy na temat fizycznej lokalizacji danych w systemie rozproszonym, 
• Przezroczysto współbienoci, czyli umoliwienie wielu uytkownikom 
jednoczesnego dostpu do danych przy zachowaniu pełnej spójnoci danych, bez 
koniecznoci umawiania si, czy niskopoziomowego programowania 
mechanizmów synchronizacyjnych, 
• Przezroczysto heterogenicznoci, czyli umoliwienie jednolitego 
traktowania danych pochodzcych z rónych ródeł, zapisanych tam za pomoc 
rónych modeli danych, 
• Przezroczysto skalowania, czyli umoliwienie dodawania nowych 
elementów systemu rozproszonego bez wpływu na działanie starych aplikacji i 
prac uytkowników, 
• Przezroczysto fragmentacji, czyli automatyczne scalanie obiektów, tabel 
lub kolekcji, których fragmenty przechowywane s w rónych miejscach, 
• Przezroczysto replikacji, czyli umoliwienie tworzenia i usuwania kopii 
danych w innych miejscach geograficznych z bezporednim skutkiem dla 
efektywnoci przetwarzania, ale bez skutków dla postaci programów uytkowych 
lub pracy uytkownika kocowego, 
• Przezroczysto optymalizacji, czyli moliwo wykorzystania bez wiedzy 
uytkownika szeregu strategii optymalizacyjnych czasu kompilacji lub 
wykonania, umoliwiajcych przyspieszenie wykonywania zapyta realizowa-
nych na rozproszonej bazie danych, 
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• Przezroczysto awarii, czyli umoliwienie nieprzerwanej pracy wikszoci 
uytkowników rozproszonej bazy danych w sytuacji, gdy niektóre z jej wzłów 
lub linie komunikacyjne uległy awarii, 
• Przezroczysto migracji, czyli umoliwienie przenoszenia zasobów danych 
do innych miejsc bez wpływu na prac uytkowników. 
Wirtualne repozytorium jest mechanizmem umoliwiajcym wirtualn 
prezentacj danych fizycznych w postaci jednego globalnego schematu danych. 
Głównym zadaniem wirtualnego repozytorium jest ukrycie złoonoci 
mechanizmów zwizanych z dostpem do lokalnych ródeł danych. W 
wirtualnym repozytorium realizowany jest proces mapowania fizycznych ródeł 
danych poprzez aktualizowalne obiektowe perspektywy [1, 4]. Uytkownik 
widzi dane z repozytorium w postaci schematu obiektów jaki został 
zaimplementowany poprzez schemat globalny. Perspektywa przez któr 
realizowana jest wirtualizacja implementuje podstawowe operacje na obiektach - 
CRUD (Create, Read, Update, Delete), które mog zosta dowolnie rozszerzone 
zgodnie z logik biznesow udostpnianego schematu danych. Kod perspektyw 
realizowany jest za pomoc jzyka SBQL [2], a dziki deklaratywnemu 
charakterowi jzyka SBQL, te złoone mechanizmy czsto mog by wyraone 
w jednej linii kodu. Wan cech wirtualnego repozytorium jest jego działanie 
na bardzo rozproszonej architekturze zasobów danych. 
ODRA (Object Database for Rapid Application development) [3] jest 
prototypem obiektowego rodowiska programistycznego tworzonego w Polsko-
Japoskiej Wyszej Szkole Technik Komputerowych. Jest to narzdzie nowej 
generacji przeznaczone dla programistów baz danych. Narzdzie to jest oparte o 
jzyk SBQL [12]. rodowisko uruchomieniowe jzyka SBQL w ODRZE składa 
si z maszyny wirtualnej, która jest systemem zarzdzania baz danych 
działajcej w pamici komputera (ang. main memory DBMS) z infrastruktur 
wspierajc rozproszenie danych. Głównym celem projektu ODRA jest 
opracowanie nowego modelu rozwoju aplikacji bazodanowych, mona to 
osign poprzez zwikszenie poziomu abstrakcji na którym pracuje programista 
przy zastosowaniu nowego, uniwersalnego, deklaratywnego jzyka 
programowania, wraz z rozproszonym rodowiskiem, zorientowanym na 
obiektow baz danych. Takie podejcie zapewnia wspólne funkcjonalnoci dla 
wielu popularnych technologii (takich jak relacyjno-obiektowe bazy danych, 
róne typy warstw porednich, jzyki programowania ogólnego przeznaczenia 
wraz z ich rodowiskami uruchomieniowymi) w jednym, uniwersalnym, łatwym 
do nauczenia, interoperacyjnym i wygodnym do uycia rodowisku 
programistycznym. ODRA zawiera nastpujce, zasadnicze rozwizania 
realizujce cel projektu: 
1. Architektur obiektow. Podejcie do danych w ODRZE róni si 
od obecnego sposobu postrzegania obiektowych baz danych, repre-
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zentowanego głównie przez standard ODMG [13] oraz technologiami 
bazodanowymi zwizanymi z jzykiem Java (np. [13], [14]). System 
opiera si na metodologii SBA ([2], [12]). Pozwala to na wprowadzenie 
do programowania bazy danych wszystkich popularnych mechanizmów 
obiektowych (np. obiekty, klasy, dziedziczenie, polimorfizm, 
enkapsulacja), jak równie pewne mechanizmy nieznane wczeniej (jak 
dynamiczne role obiektów [15], [16] lub oparte o interfejsy perspektywy 
bazy danych [1], [17]). 
2. Jzyk zapyta rozszerzony do jzyka programowania. Najwaniejsz 
cech bazy ODRA jest SBQL - obiektowy jzyk zapyta i 
programowania. SBQL róni si od jzyków programowania i od 
znanych jzyków zapyta, poniewa jest to jzyk zapyta z tak sam 
pełn moc obliczeniow jak popularne jzyki programowania. SBQL 
sam w sobie umoliwia stworzenie samodzielnej aplikacji zorientowanej 
na działanie z baz danych. 
3. Wirtualne repozytorium jako warstw poredniczc. W rodowisku 
sieciowym, moliwe jest podłczenie wielu komputerów na których 
działa systemem ODRA. Wszystkie systemy zwizane w ten sposób 
mog współdzieli zasoby heterogenicznych, dynamicznie si 
zmieniajcym, ale niezawodnym i bezpiecznym rodowisku. Takie 
podejcie do przetwarzania rozproszonego jest oparte o obiektowe, 
wirtualne, aktualizowalne perspektywy bazy danych [4]. Technologia ta 
moe by postrzegana jako kontrybucja i nawizanie do rozproszonych 
baz danych, Enterprise Application Integration (EAI), systemów 
gridowych i peer-to-peer. 
  
3. METODOLOGIA AUTOMATYCZNEJ INTEGRACJI  
    ROZPROSZONYCH DANYCH OBIEKTOWYCH  
  
Ten rozdział składa si z trzech czci, w pierwszej czci omówiona jest 
ogólna koncepcja integracji danych midzy heterogenicznymi rozproszonych 
bazami danych w architekturze data-grid. Druga cz przedstawia propozycj 
realizacji metody automatycznej integracji heterogenicznych rozproszonych 
obiektowych baz danych. Trzecia cz zawiera przykład perspektywy 
integrujcej rozproszone obiekty. 
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3.1. Koncepcja trójwarstwowego modelu integracji 
       rozproszonych danych 
  
Niniejsze podejcie do integracji heterogenicznych i autonomicznych 
zasobów, opiera si na podejciu zastosowanym w federacyjnych bazach danych 
- w którym schemat globalny jest reprezentacj danych dostpnych dla klientów 
systemu. Co wicej, proponowana koncepcja rozszerza rozwizanie uyte w 
projekcie eGov-Bus [3] o dodatkow warstw integrujc rozproszone obiekty, 
która z punktu widzenia rozproszenia odpowiedzialna jest za automatyczne 
"sklejanie" fizycznie rozproszonych obiektów i nieprzerwane działanie systemu 
w czasie przetwarzania danych. 
Celem naszego rozwizania integracji w architekturze data-grid jest 
stworzenie w pełni automatycznego procesu integracji rozproszonych i 
heterogenicznych obiektów, które równie musz spełnia warunek 
przezroczystoci (w aspekcie dostpu) dla uytkowników, jednoczenie 
minimalizujc aktywno uytkowników w procesie udostpniania/dostpu do 
obiektów. Minimum, które musi wykona uytkownik to przygotowanie 
mapowania lokalnych obiektów swojej bazy danych do schematu obiektów w 
wirtualnym repozytorium według okrelonych reguł, a nastpnie przyłczy si 
do wirtualnego repozytorium. pozostała cz integracji danych zostanie 
wykonana automatycznie przez mechanizmy integracji umieszczone w 
odpowiednio przygotowanej warstwie poredniej systemu gridowego. 
Odwzorowanie obiektów lokalnych do schematu wirtualnego repozytorium, 
musi by wykonane za pomoc aktualizowalnych obiektowych perspektyw. W 
procesie tym uytkownik musi utworzy perspektyw kontrybucyjn w swoim 
lokalnym rodowisku bazodanowym. Podczas tworzenia perspektywy 
uytkownik musi dokona odwzorowania opierajc si na informacji 
kontrybucyjnej pochodzcej ze rodowiska gridowego. Taka informacja jest 
udostpniania przez konsorcjum gridowe np. formie opisu obiektu za pomoc 
dokumentu UML. 
W bazach danych - w kontekcie aplikacji rozproszonych (np. aplikacje 
WWW) [1], perspektywa oznacza dowolnie zdefiniowany obraz 
przechowywanych danych. Perspektywy mog by uyte do zlikwidowania 
niezgodnoci pomidzy heterogenicznymi ródłami danych poprzez ich wspóln 
integracj, co równie zgodne jest z pojciem mediacji [18]. Perspektywy w 
bazach danych s rozumiane jako dane zmaterializowane (co tworzy kopi 
wybranych danych) oraz dane wirtualne (dostpne poprzez definicj odwołujc 
si do danych fizycznych czsto o innej strukturze). Typowa definicja 
perspektywy jest procedur, która moe by wywołana poprzez zapytanie. Jedn 
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z najwaniejszych cech perspektyw bazodanowych jest ich przezroczysto, co 
oznacza, e zapytanie ewaluujce obiekty z perspektywy niczym nie róni si od 
zapytania ewaluujcego rzeczywiste obiekty - uytkownik tworzc zapytanie nie 
jest wiadomy e do ewaluacji zapytania wykorzystuje perspektyw. Std, model 
danych oraz składnia jzyka zapyta dla perspektyw musi by zgodna z modelem 
danych oraz składni jzyka dla danych fizycznych. 
W prezentowanym podejciu zakładamy, e przy wykorzystaniu trzech 
oddzielnych warstw perspektyw mona zrealizowa kompletny i spójny 
mechanizm integracji dla wirtualnego repozytorium. Kada warstwa perspektyw 
bdzie realizowała inny zakres zada integracyjnych, a kada wysza warstwa 
bdzie zalena od warstwy niszej - działanie warstw bdzie odpowiadało 
modelowi hierarchicznemu. Od strony klienta gridu poszczególne warstwy bd 
uywane od najwyszej do najniszej. Kada warstwa moe zawiera 
nieograniczon liczb niezalenych perspektyw. Opisywany model 
przedstawiony jest na rysunku 1. 
Uproszczajc podejcie, załómy e uytkownik chce kontrybuowa swoje 
lokalne obiekty do wirtualnego repozytorium. Lokalny schematu uytkownika 
zawiera tylko obiekty Person (obiekty te reprezentuj pracowników firmy 
uytkownika). Obiekt Person zawiera podobiekty FirstName i LastName co 
przedstawiono na rysunku. 2. Od strony wirtualnego repozytorium, zgodnie ze 
schematem globalnym obiekty Person musz by dostpne jako wirtualne 
obiekty Employee, które posiadaj podobiekty Name oraz Surname - jest to 
pokazane na rysunku 3. Oznacza to, e uytkownik musi utworzy perspektyw 
kontrybucyjn, która dokona odwzorowania pomidzy rzeczywistymi i 
wirtualnymi obiektami zgodnie z odpowiedni definicj. 
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Rys. 1. Trójwarstwowy model integracji rozproszonych obiektów do gridu 
 
 
Rys. 2. Przykładowy obiekt Person 
 
 
Rys. 3. Przykładowy obiekt Employee 
 
Dla wyej przedstawionego przykładu, zawarto perspektywy 
kontrybucyjnej dokonujcej mapowania (w zalenoci od implementacji składni 
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aktualizowalnych obiektowych perspektyw w jzyku SBQL) powinna wyglda 
tak jak jest to przedstawione na Listingu 1: 
Listing 1. Przykładowa definicja perspektywy kontrybucyjnej dla mapowania obiektów 
Person i Employee 
view EmployeeContribDef { 
 
 /* virtual object declaration */ 
 virtual objects Employee: record { 
  Name: string; 
  Surname: string; 
 }[0..*] ; 
 
 /* definition of seeds for virtual objects */ 
 seed: record { 
  p: Person; } [0..*] { 
   return (Person) as p;  
  } 
 } 
 
 /* definitions of CRUD procedures for virtual objects */ 
 on_retrieve {  
  return p.( 
    FirstName as Name,  
    LastName as Surname; 
 }  
 on_delete {  
  delete p; 
 } 
 on_update {  
  p := value.( 
   Name as FirstName, 
   Surname as LastName;  
 } 
 on_new {  
  create permanent Person(value.( 
   Name as FirstName,  
   Surname as LastName); 
 } 
 
 
 /* sub-view definitions */ 
 view NameDef {   
  virtual Name: string; 
  seed: record { 
   _name: Person.FirstName; 
  }  
  { 
   return p.FirstName as _name; 
  }  
  on_retrieve { return _name; } 
  on_update { _name := value; } 
 } 
 view SurnameDef {   
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  virtual Surname: string; 
  seed: record { 
   _surname: Person.LastName; 
  } 
  { 
   return p.LastName as _surname; 
  }  
  on_retrieve { return _surname; } 
  on_update { _surname := value; } 
 } 
} 
 
Odwzorowanie obiektów kontrybucyjnych moe by zrealizowane tylko 
wtedy kiedy odwzorowane obiekty wirtualne bd pasowa do schematu, który 
bdzie akceptowany przez perspektyw globaln. Głównym zadaniem 
perspektywy kontrybucyjnej jest przekształcanie dostpnych danych fizycznych 
w dane wirtualne zgodne ze schematem wymaganym i dozwolonym przez 
wirtualne repozytorium. Jak to jest przedstawione na Listingu 1 podstawowe 
procedury CRUD równie wchodz w skład definicji perspektywy. 
Implementacja  tych procedur jest bardzo wana dla dalszych działa, które bd 
wykonywane na wirtualnych obiektach kontrybucyjnych. Przy realizacji 
kontrybucji musz by okrelone jakie operacje dozwolone s na obiektach 
kontrybucyjnych. Do warstwy kontrybucyjnej dostp ma właciciel danych 
kontrybuowanych - tzw. zarzdca kontrybucji, jest to osoba z uprawnieniami 
dostepu do bazy danych i składowanych obiektów w bazie danych. Osoba taka 
musi posiada równie uprawnienia do realizacji kontrybucji - jest to 
przedstawione na rysunku 1. 
Perspektywa integracyjna jest umieszczona w rodkowej warstwie 
omawianego modelu integracji (rysunek 1). Perspektywa ta musi zosta 
zaprogramowana przez administratora wirtualnego repozytorium, a schemat 
danych dostpny przez t perspektyw musi by zgodny ze schematem 
wirtualnego repozytorium, przy czym uytkownik gridu nie ma dostpu do 
perspektywy integracyjnej, nie wie nawet o jej istnieniu. Zadaniem perspektywy 
integracyjnej jest przechowywanie informacji na temat rozproszonych zasobów 
kontrybucyjnych, które s czci wirtualnego repozytorium. Definicja 
perspektywy integracyjnej zawiera specjalne struktury w których 
przechowywane s informacje o integracji zdalnych obiektów oraz ich 
fragmentacji, redundancji, itd. Struktury te s zarzdzane automatycznie przez 
specjalny mechanizm zaszyty w warstwie poredniej gridu. Na bazie 
wspomnianych struktur tworzone s kolekcje wirtualnych obiektów 
integracyjnych, których składowymi s zdalne wirtualne obiekty kontrybucyjne. 
Perspektywy integracyjne w czasie pracy gridu poddawane s wielokrotnej 
modyfikacji zawsze gdy zmienia si ilo kontrybuujcych zasobów gridu. Tak 
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jak perspektywy kontrybucyjne, perspektywy integracyjne zawieraj definicje 
operacji CRUD. 
W najwyszej warstwie trójwarstwowego modelu integracji umieszczona 
jest perspektywa globalna (rysunek 1), która ostatecznie okrela kształt 
globalnych wirtualnych obiektów dostpnych dla klientów w wirtualnego 
repozytorium. Perspektywa globalna jest statyczn definicj utworzon i 
zarzdan przez administratora gridu. Perspektywa globalna jest automatycznie 
propagowana w czasie podłczania si uytkownika do gridu, a jej schemat jest 
bezporednio dostpny dla uytkownika gridu. Definicja perspektywy globalnej 
powinna by zrealizowana zgodnie z umowami wirtualnego repozytorium umów, 
a wic bezporednie odzwierciedla modelu biznesowy gridu. Perspektywa 
globalna zawiera równie definicje operacji CRUD, aby okreli zakres 
dozwolonych operacji na obiektach globalnych gridu. 
Z punktu widzenia klienta gridu, model integracji działa od warstwy 
najwyszej do najniszej: 
1. Uytkownik moe uy globalnych wirtualnych obiektów w zapytaniu w 
swoim rodowisku lokalnym bazy danych; 
2. Globalne wirtualne obiekty odwołuj si do integracyjnych wirtualnych 
obiektów w lokalnej bazie danych uytkownika; 
3. Integracyjne wirtualne obiekty wywołuj połczenia do zdalnych 
rozproszonych zasobów wykorzystujc specjalne obiekty kontrybucyjne, 
nastpnie w lokalnym rodowisku bazy danych materializuj zdalne obiekty 
jako kolekcje lokalne; 
a. Lokalne obiekty kontrybucyjne traktowane s jak obiekty zdalne; 
b. Zdalne obiekty dostpne ze zdalnych zasobów s przetwarzane 
przez perspektywy kontrybucyjne zdefiniowane w zdalnych 
zasobach; 
4. Wyniki ewaluacji zapyta na obiektach zdalnych prezentowane s w postaci 
globalnych wirtualnych obiektów uytkownikowi, który uruchomił 
ewaluacj zapytania. 
Cała procedura ewaluacji rozproszonych obiektów opiera si na 
przetwarzaniu aktualizowalnych obiektowych perspektyw. Oryginalne obiekty 
fizyczne mog by tworzone lub aktualizowane zgodnie z zaimplementowanymi 
procedurami CRUD w poszczególnych warstwach modelu integracyjnego. 
 
3.2. Automatyczna integracja rozproszonych obiektów 
  
Osignicie w pełni zautomatyzowanego rozwizania podłczania i 
odłczania rozproszonych obiektów w wirtualnym repozytorium jest głównym 
celem prezentowanej pracy doktorskiej. Ogólna koncepcja integracji stanowi, i 
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zasoby musz by w łatwy sposób podłczane do systemu rozproszonego bez 
jego modyfikacji, tak samo jak uytkownicy systemu mog łczy si i odłcza 
z wirtualnego repozytorium w dowolnym momencie jego pracy. Uytkownik 
wirtualnego repozytorium moe wykorzystywa dostpne zasoby zgodnie ze 
swoimi potrzebami, jednak przy ograniczeniach jakie nakładaj na niego jego 
uprawnienia zgodne z typem uytkownika. Takie rozwizanie moe by 
osignite przez wprowadzenie dodatkowej warstwy poredniej do systemu, 
która dostarczy mechanizmów pozwalajcych na osigniecie pełnej 
przezroczystoci zasobów, dostawców danych oraz klientów [19]. Celem 
omawianego podejcia jest zaprojektowanie takiej platformy, w ramach której 
wszyscy klienci i dostawcy danych maj moliwo dostpu do wielu 
rozproszonych zasobów jednoczenie, bez ogranicze obsługi i zarzdzania 
procesem integracyjnym. Zakładamy, e powinien to by kompletny mechanizm 
realizujcy przezroczyst integracj zdalnych obiektów ponad silnikiem bazy 
danych, wraz z odpowiednio przygotowanym silnikiem bazy danych oraz 
platform komunikacyjn [19], [20], [21]. Aby to osign naley 
zaimplementowa odpowiedni warstw poredni (middleware) - mona to 
osign łczc ze sob trójwarstwowy model integracji, wirtualne repozytorium 
[3] oraz sie peer-to-peer jako platform transportow. 
Kluczowym element wymaganym do realizacji automatycznego procesu 
integracji jest perspektywa integracyjna. Perspektywa ta przechowuje dwie 
najwaniejsze informacje zwizane z rzeczywistym procesem integracji w 
dynamicznym, rozproszonym rodowisku: 
1. Przechowuje typy obiektów wirtualnych w definicjach tzw. ziaren (seeds) 
perspektywy - (definicje s zaprezentowane na Listingu 2). Oznacza to, e 
obiekty zwracane w definicji klauzuli return bd miały taki typ jaki został 
okrelony w klauzuli seed; 
2. Zawiera list aktualnych kontrybucji automatycznie zarzdzan, przez 
zewntrzny mechanizm, przechowywanych w klauzuli return definicji 
ziarna perspektywy. Lista musi by przechowywana w konkretnej 
konwencji zalenej od typu fragmentacji integrowanych rozproszonych 
obiektów [21]. 
Oznacza to, e kady nowo zainicjowany wirtualny obiekt powinien 
posiada ziarno, które jednoznacznie go identyfikuje i gdy wirtualny obiekt jest 
wołany, dane s pobierane z obiektu oryginalnego na który wskazuje ziarno. 
Kiedy jako ziarno uyty jest obiekt złoony, kady jego podobiekt (moe to by 
równie zagniedenie rekurencyjne) powinien posiada swoje ziarno. Gdy 
perspektywa przykrywa bezporednio obiekty z lokalnej bazy danych sytuacja 
jest oczywista - obiekty zaszyte w ziarnach s znane i dostpne lokalnie. 
Sytuacja si komplikuje, kiedy w ziarnach zaszyte s inne wirtualne obiekty 
pochodzce z zasobów zdalnych, wtedy obiekty okrelone w ziarnach s lokalnie 
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niedostpne. Problem jest zwizany z kontrol typologiczn takich lokalnie 
nieistniejcych obiektów. Co wicej, moe zdarzy si, e zasób opisany w 
perspektywie odłczy si z wirtualnego repozytorium, wtedy nie ma w ogóle 
moliwoci kontroli integrowanych obiektów. W takiej sytuacji deklaracja typów 
obiektów w ziarnach tak samo jak sama definicja ziarna musi zosta 
dynamicznie zmodyfikowana - najczciej na danie, gdy np. pojawi si nowy 
zasób w systemie, lub istniejcy si odłczy. Opisany problem został rozwizany 
w implementacji mechanizmu warstwy poredniej dla integracji. 
 
3.3. Przykład definicji perspektywy integracyjnej 
  
Rozpatrujc uproszczony przykład definicji perspektyw omawiany w 
Listingu 1, oraz rozszerzajc go dokonujc rozproszenia na cztery niezalene 
zasoby kontrybuujce obiekty Person do obiektów Employee gdzie wirtualne 
obiekty kontrybucyjne bd nazywane w zalenoci od lokalizacji: 
EmployeeContrib, EmployeeContrib1, EmployeeContrib2, EmployeeContrib3, a 
EmployeeContrib bdzie kolekcj obiektów biecego uytkownika bazy danych 
na której pokazujemy przykład integracji, definicja perspektywy integracyjnej 
bdzie nastepujca - jak na Listingu 2: 
 
Listing 2. Przykad definicji perspektywy integracyjnej dla mapowania obiektów 
EmployeeContrib 
view EmployeeAutoIntegrationDef { 
 
 /* virtual object declaration */ 
 virtual objects EmployeeIntegr: record { 
  NameIntegr: string; 
  SurnameIntegr: string; 
 }[0..*] ; 
 
 /* definition of seeds for virtual objects */ 
 seed: record { 
  p: EmployeeContrib; } [0..*] { 
   return ( 
    EmployeeContrib union 
    EmployeeContrib1 union 
    EmployeeContrib2 union 
    EmployeeContrib3 
   ) as p;  
  } 
 } 
 
 /* definitions of CRUD procedures for virtual objects */ 
 on_retrieve {  
  return p.( 
    Name as NameIntegr,  
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    Surname as SurnameIntegr; 
 }  
 on_delete {  
  delete p; 
 } 
 on_update {  
  p := value.( 
   NameIntegr as Name, 
   SurnameIntegr as Surname;  
 } 
 on_new {  
  create permanent EmployeeContrib(value.( 
   NameIntegr as Name,  
   SurnameIntegr as Surname); 
 } 
 
 /* sub-view definitions */ 
 view NameAutoIntegrationDef {   
  virtual NameIntegr: string; 
  seed: record { 
   _name: EmployeeContrib.Name; 
  } 
  { 
   return p.Name as _name; 
  }  
  on_retrieve { return _name; } 
  on_update { _name := value; } 
 } 
 view SurnameAutoIntegrationDef {   
  virtual Surnamentegr: string; 
  seed: record { 
   _surname: EmployeeContrib.Surname; 
  } 
  { 
   return p.Surname as _surname; 
  }  
  on_retrieve { return _surname; } 
  on_update { _surname := value; } 
 } 
} 
 
Poniewa integracja realizowana jest na wirtualnych obiektach 
kontrybucyjnych, ziarno dla kadej perspektywy definiuje jako typ zwracany 
wirtualny obiekt kontrybucyjny (np.: EmployeeContrib dla EmployeeIntegr i 
EmployeeContrib.Name dla perspektywy NameIntegr). W perspektywie 
EmployeeIntegr jako typ obiektu który jest zwracany przez ziarno jest 
zadeklarowany pierwszy dostpny obiekt kontrybucyjny, w rzeczywistoci jest 
obiekt pierwszej zgłoszonej do wirtualnego repozytorium kontrybucji. Gdy 
obiekt ten stanie si niedostpny (np. ze wzgldu na to e zasób został 
odłczony) w jego miejsce zostanie przesunity kolejny z dostpnych obiektów 
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kontrybucyjnych wystpujcy za operatorem union. W przykładzie obiektem 
zwracanym przez perspektyw jest kolekcja utworzona za pomoc operatora 
union. Łczenie zdalnych obiektów w kolekcje operatorem union moe by 
realizowane dla rozproszenia obiektów o fragmentacji poziomej. W przypadku 
fragmentacji poziomej tworzenie kolekcji jest znacznie bardziej skomplikowane 
i wykracza poza ramy tej pracy doktorskiej. Zostały jednak wykonane badania 
[21] wskazujce drog realizacji integracji dla obiektów o fragmentacji 
poziomej. 
 
4. KONCEPCJA WARSTWY POREDNIEJ  
    REALIZUJCEJ AUTOMATYCNZA INTEGRACJ 
    ROZPROSZONYCH OBIEKTÓW  
  
Prawdziwym wyzwaniem przy realizacji integracji danych w architekturze 
data grid dla wirtualnego repozytorium jest opracowanie mechanizmu łczcego 
w sobie funkcjonalnoci swobodnego dwukierunkowego przetwarzania danych 
pomidzy klientami oraz dostawcami tych danych współdziałajcych w ramach 
jednego globalnego, wirtualnego składu danych. Idea komunikacji baz danych w 
architekturze gridu opiera si na przetwarzaniu danych midzy wszystkimi, 
niepowizanymi ze sob silnikami baz danych podłczonych do wirtualnego 
repozytorium. Podejcie to głównie skupia si na mechanizmach zapewniajcych 
w łatwy sposób: 
• Zarzdzanie zasobami; 
• Przezroczyst integracj zasobów 
• Przyłczanie uytkowników; 
• Komunikacj sieciow. 
Powysze zagadnienia zaszyte s wewntrz ogólnej architektury 
proponowanej koncepcji sieci wirtualnej z warstw poredniczc stworzon aby 
umoliwi łatw i skalowaln integracj dla społecznoci uytkowników baz 
danych. Implementacja takiej platformy utworzy abstrakcyjn sie 
komunikacyjn dla wirtualnego repozytorium. Przy takich załoeniach zostanie 
stworzony prosty grid baz danych, który bdzie pracował przy wykorzystaniu 
sieci o architekturze peer-to-peer. 
Komunikacja sieciowa ukryta jest wewntrz platformy transportowej 
zrealizowanej w architekturze peer-to-peer. Nasze badania dotyczce systemów 
przetwarzania równoległego rozproszonych danych takich jak Edutella [22], 
OGSA [23] prowadz do wniosku, e grid baz danych w warstwie dostpnej dla 
uytkownika by niezaleny od stosu TCP/IP oraz jego ogranicze takich jak np. 
zapory ogniowe, systemy NAT czy wirtualne sieci prywatne. Procesy sieciowe 
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takiej jak dostp do zasobów, włczenie i odłczenie od gridu powinny by 
przezroczyste dla jego uczestników, dlatego nasze rozwizanie zakłada istnienie 
samowystarczalnej sieci wirtualnej ze spłaszczonym do minimum pojciem 
wzła rozpoznawanego jako konkretna nazwa fizycznej bazy danych. 
 
Rys. 4. Warstwa porednia dla realizacji integracji w architekturze data grid 
 
Warstwa porednia składa si z dwóch warstw aplikacji (rysunek 4) - 
obiektowych silników baz danych bdcych jednoczenie warstw najwyszego 
poziomu bezporednio dostpn dla klientów oraz w niszej warstwie aplikacji 
sieci peer-to-peer, które tworz wirtualn sie. Sie lokalna oraz Internet s 
najnisz warstw. Dla uytkowników bazy danych pracuj jako 
heterogenicznych składy danych, jednak w rzeczywistoci mog by 
przezroczycie integrowane w wirtualnym repozytorium, wtedy uytkownicy 
mog przetwarza dane globalnie, poprzez schemat globalny wirtualnego 
repozytorium. W takiej architekturze, bazy danych podłczone do sieci 
wirtualnej współpracuj równolegle i mog bez ogranicze przetwarza 
rozproszone dane. Aby uytkownik mógł by czci wirtualnego repozytorium 
musi spełni dwa warunki: 
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1. Zgodnie z wytycznymi konsorcjum gridu przygotowa perspektyw 
kontrybucyjn w swoim lokalnym rodowisku bazy danych oraz 
skompilowa j; 
2. Dołczy swoj baz danych do gridu uywajc lokalnie w swojej bazie 
danych odpowiedniej komendy. 
Sie wirtualna pracuje w architekturze rozproszonej, scentralizowanej sieci 
i dostarcza moduł zarzdzania procesami samej sieci oraz gridu. Platforma 
transportowa implementuje Projekt JXTA [5] który jest głównym elementem 
sieci wirtualnej. 
Sie wirtualna składa si z dwóch rodzajów wzłów: wielu aplikacji klienta 
CU (Client Unit) oraz dokładnie jednego wzła zarzdczego CMU (nazwanego 
Central Management Unit) przeznaczonego do zarzdzania sieci wirtualn. 
CMU jest kluczowym elementem sieci wirtualnej (rysunek 4). Jego podstawow 
funkcj jest utrzymanie sieci przy yciu (co równie ma bezporedni wpływ na 
wirtualne repozytorium), poza tym zarzdza integralnoci wirtualnego 
repozytorium i dostpnoci zasobów. Wewntrz sieci peer-to-peer CMU 
odpowiedzialne jest za uruchomienie i zarzdzanie gridem.  
CU jest interfejsem wirtualnego repozytorium dla uytkowników baz danych. 
Kada baza danych musi mie unikatow nazw w lokalnych i globalnych 
schematach baz danych. Nazwa ta jest zwizana z nazw wzła w sieci 
wirtualnej. Klient moe podłczy si do zdalnej bazy danych uywajc jej 
nazwy, która ponadto jest przechowywana w CMU. 
  
5. PODSUMOWANIE 
  
Przedstawione rozwizanie przezroczystej integracji w obiektowych bazach 
danych ODRA oparte o trójwarstwow architektur aktualizowalnych 
obiektowych perspektyw zakłada, e moliwe jest osignicie równoległego i 
rozproszonego przetwarzania heterogenicznych zasobów danych jako jeden 
wirtualny zbiór obiektów. Poprzez wykonany prototyp udowodniono, e 
zaprojektowane rozwizanie działa i jest spójne. Prototyp wykazał, e moliwe 
jest włczenie kadego obiektowego schematu danych do schematu globalnego 
gridu i wirtualnego repozytorium jeeli zostan spełnione  wytyczne i 
wymagania konsorcjum które uruchomiło grid. Taka realizacja procesu integracji 
wymaga narzdzia - warstwy poredniej, która ukryje wszystkie techniczne 
aspekty integracji. Warstw poredni wykorzystano równie do rozszerzenia 
podejcia integracji i jej automatyzacji. Celem było zredukowanie do minimum 
ingerencji uytkownika w proces tworzenia gridu, który od strony technicznej 
wymaga ogromnej wiedzy, a której uytkownicy nie posiadaj. Kolejnym 
krokiem było dołczenie do warstwy poredniej sieci peer-to-peer i w ten sposób 
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utworzenie wirtualnej sieci transportowej dla gridu. Takie posunicie naturalnie 
zapewniło pełn przezroczysto procesu integracji. W prototypie natomiast 
osignito nastpujce typy przezroczystoci: 
• dostpu, 
• lokalizacji, 
• zbienoci, 
• heterogenicznoci, 
• skalowalnoci, 
• fragmentacji, 
• migracji. 
Dalsze prace w tej tematyce powinny by ukierunkowane na pełne 
uwzgldnienie pionowej i mieszanej fragmentacji danych przy integracji. 
Opracowanie integracji z globalnym modelem typologicznym, oraz budowa 
sieciowej warstwy transportowej dedykowanej transportowi obiektów baz 
danych ODRA. 
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ARCHITEKTURA GRIDU BAZODANOWEGO 
OPARTA O PODEJCIE PEER-TO-PEER 
 
Abstract 
 
In the article authors present an approach for realisation of object-oriented 
database grid using virtual peer-to-peer networking. The approach has been 
verified by implementation of fully functional prototype. The article shows in 
details a process for integration of distributed objects which is provided by the 
core mechanism of the prototype. Authors also described three-layer integration 
model based on obiect-oriented updateable views and middleware prototype 
containing mentioned peer-to-peer solution. Moreover the article contains 
analysis of solutions being the fundamental knowledge about integration of data. 
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