In 1989 Clark et al, 1 in a landmark article, used multivariate analysis and logistic regression to generate a model predicting survival in stage I primary malignant melanoma. They examined 23 attributes and found that, in addition to tumor thickness, 5, including mitotic rate, presence of tumor-infiltrating lymphocytes, anatomic site of the lesion, sex of the patient, and histologic evidence of regression of the tumor, were independent predictors of 8-year survival. Among variables found not to be independent predictors in their model were presence of plasma cells, ulceration, angiogenesis, and vascular invasion. Previous attempts to apply multivariate analysis in predicting prognosis of melanomas had been less successful (reviewed by Vollmer 2 ). Before the article by Clark et al, 1 survival prediction in patients with primary stage I melanoma was based, almost exclusively, on tumor thickness. Their article has been followed by a number of others (examples include articles by Barnhill et al 3 and Spatz et al 4 ); taken together, these studies have begun to enable us to base survival prediction of patients with this complex disease on factors in addition to tumor thickness.
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The article by Vollmer 5 in this issue of the Journal also applies mathematical modeling to provide a useful answer to a challenging problem in anatomic pathology in general and melanocytic lesions in particular: how to distinguish between Spitz nevi (spindle and epithelioid cell nevi, "juvenile melanomas") and melanomas. It is by several yardsticks also a landmark paper: (1) It provides a new basis for a decision, in individual cases, based on MIB-1 staining properties, as to whether the lesion is a melanoma or a Spitz nevus. (2) It combines data from several studies to give a single distribution for Spitz nevi and another one for melanomas, thus allowing data from several studies to be integrated as if from a single study. 3) It provides a model for combining data from several studies. (4) It begins to integrate and assess data on immunohistochemical markers-the products of the "brown revolution" in diagnostic anatomic pathology-so that these data can be analyzed in a quantitative way to be of use in diagnosing individual lesions.
Many of these articles refer to their methods or present their hypotheses and/or their methods in the precise, eloquent language of formal or at least semiformal mathematics. While this is a necessity for these papers to maintain the rigor needed to justify their conclusions, this approach may make reading and interpreting them challenging to the practicing diagnostic anatomic pathologist. It is perhaps for this reason that the elegant models, well justified by data, proposed in these articles have yet to be applied on a daily basis in diagnostic pathology in all centers. Although there are numerous nuances involved in these models, the basic ideas are fairly straightforward. Therefore I have, in a very nonrigorous, mathematically noneloquent manner, attempted to introduce the basic idea behind 2 of the statistical distributions of the types on which these models are based in appendices to this editorial ❚Appendix 1❚ and ❚Appendix 2❚. I will now attempt to provide some insight into how such distributions are applied in the contribution by Vollmer 5 and in articles by others.
In what should become an example for other similar analyses of data from studies incorporating clinical, histopathologic, immunohistochemical, and in situ molecular studies carried out in multiple centers and published separately, Vollmer 5 has compiled data on MIB-1 (Ki-67) staining from a series of studies of Spitz nevi as well as of melanomas. These data were from individual patients or were arranged in relatively small subsets over small ranges of proliferation indexes (PIs, defined as the proportion of lesional cells staining positively for the marker). He then analyzed the distributions of the combined data and noted that those from Spitz nevi (see Figure 1 , page 501) 5 fell into an exponential distribution (ie, numbers of cases with increasing PIs fell into a distribution resembling that of radioactivity of a radioisotope undergoing decay with increasing time), whereas those from melanomas (see Figure 2 , page 501) 5 fell into a γ distribution (loosely related to a distribution in which the logarithms of the data fall into a roughly normal distribution, distributed around a geometric mean). By using these data as well as means (ie, averages) and variances from other studies, he was able to construct optimal curves of data distributions for each type of lesion (see Figure 3 , page 503). 5 However, the information provided still was not optimal, because a pathologist armed with a PI from a given case still had to find a way to incorporate the PI and the other information available regarding the lesion. What was the pathologist to do if the other information favored a diagnosis of melanoma but the PI favored a diagnosis of Spitz nevus or vice versa? At this point, using Bayes rule, Vollmer 5 provided a way to combine the likelihood that the lesion is a melanoma vs a Spitz nevus, based on all of the other information available, with the PI to generate a final probability that the lesion is a melanoma. This is given in his Table 2 , page 503. 5 For example, if the prior likelihood that the lesion is a Spitz nevus is 90% and the PI interval is 4 to 5, the final likelihood that the lesion is a Spitz nevus is 87%, whereas if the prior likelihood were 50%, the final probability would have been only 43%.
The analyses provided by Vollmer 5 were dependent on data provided for individual patients or small subgroups of patients in only a limited number of articles. Other articles provided means and variances but were less useful because the data from individual patients had been pooled into statistics. (A datum is an unprocessed bit of information; a statistic is a number calculated from analysis of data.) As progressively more sophisticated methods are applied to analyze published articles, it will be increasingly important that the "raw" data be preserved in original reports (or in data banks) to the greatest extent possible. This will facilitate the brown revolution giving rise to the "quantitative revolution."
The information given in the article by Vollmer 5 can be used without any calculation on the part of the user. However, the practicing diagnostic pathologist should be able to use an ordinary handheld calculator along with an equation (or equations) and coefficients to compute for himself or herself the probability that a given lesion is a Spitz nevus vs a melanoma. Knowing the state of the art in diagnostic anatomic pathology, however, Vollmer 5 wisely chose to provide a table. We should be able to do better. In the appendices, I have attempted to begin to make the analyses used to give rise to these calculations less foreign to the practicing pathologist. The calculator, readily available at minimal cost, should become part of the standard equipment of a diagnostic anatomic pathology laboratory.
The models provided by Vollmer, 5 Clark et al, 1 and others produce continuous functions (ie, graphically, functions with smooth lines), even though they are based on discrete data (graphically, sets of individual points). Therefore, performing calculations with given equations and coefficients will provide more accurate prognostic information than simply consulting tables. However, there are other benefits to be had from the pathologist performing his or her own calculations. As we all begin to use these formulas, we will begin to obtain insight into how and why they work or, in some cases, fail to work. The coefficients will begin to have meaning on their own, and we will begin to compare different studies, which do not always agree, more objectively and to combine data from different studies, as Vollmer 5 has done, quite elegantly, in this issue. We also will improve considerably our ability to design and execute our own studies, to decide the best models to use and perhaps design our own models, and to compare and integrate our results with those of other investigators. These models should no longer be allowed to be "black boxes." We should endeavor to understand them and use them to benefit our patients and to enhance our understanding of pathology. The time has come to incorporate these ideas into our thought processes, to endeavor at a new level to engage in that most difficult, but also most rewarding, of all human endeavors, thinking.
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❚Appendix 1❚ A Rapid, Nonrigorous Introduction to Distributions
The Binomial Distribution A bird strays into hostile territory and is shot at (simultaneously) by 5 hunters (we will number them 1-5). Each marksman has a 20% chance of hitting it, yet our lucky flier escapes unscathed. How is this possible? It is because the chance of the bird being hit follows a distribution, with a finite chance that it will be hit by all 5 shooters, another chance that it will be hit by precisely 4 of them, another chance for 3 hits, another for 2, another for 1, and another chance that all 5 hunters will miss.
These probabilities can be determined easily as follows: The probability of success for each marksman is 0.2; thus, the average number of hits per bird if a large number of them were to follow this particular ill-advised flight plan is 5 shooters × 0.2 = 1.0. We define this value, the average number of hits per bird, as C. Were the hunters better shots, they might each have a better probability of success, perhaps 30% each, in which case we would have C = 5 × 0.3 = 1.5. The probability of success by each hunter may be expressed as C/N, where N is the number of hunters and C is defined as above. The chance that each hunter will miss is then given by 1 -C/N. In our example, C = 1 and N = 5; therefore, the chance of success by each hunter is C/N = 1/5 = 0.2, as stated, and the chance for each one of failure is 1 -C/N = 1 -1/5 = 1 -0.2 = 0.8. The chance that the bird will be hit by (and only by) a particular pair of hunters, for example, hunters 1 and 3, is then (C/N) ( 02048. The probability that the bird will be shot twice (ie, by any pair of hunters among the 5), defined as P n , where n = 2, is then the number of ways one can choose 2 out of 5 hunters, here defined as N L n (derived in Appendix 2) times this probability (ie, the chance of success for each pair): .2) Similarly, the chance of the bird being shot exactly once is:
2) 1 (0.8) 4 = 0.4096 and the probabilities of it being shot exactly 3, 4, and 5 times (P 3 , P 4 , and P 5 ) are, respectively, 0.0512, 0.0064, and 0.00032. N -(n -1)) /N]}. If N is a large number, or, in particular, if N approaches infinity, each of these bracketed terms approaches N/N = 1, since n becomes unimportant as N becomes larger, and the second and third bracketed terms of (*), taken together, approach a value of 1.
The Poisson Distribution
The limit, as N becomes large, of the fourth bracketed term in (*), which is (1 -C/N) N-n , is the same as that of (1 -C/N) N , since N -n approaches N (ie, n becomes unimportant) as N becomes large. This limit for (1 + 1/N) N as N becomes large is e, a natural nonending constant with a value of about 2.71828. For (1 + X/N) N , where X = -C, let us define a new N, N', as N' = N/X. (1 + X/N) N may then be rewritten as (1 + 1/N') N'X = [(1 + 1/N') N' ] X . Thus, the limit of (1 + X/N) N , as N becomes large, is e X . In our case, X = -C. Therefore the limit of (1 -C/N) N--n , as N becomes large, is e -C . Thus, for large values of N, (*) may be approximated by P n = [C n /n!] [1] [e -C ], which gives ❚Equation 2❚ P n = C n e -C /n! Equation 2 is the Poisson distribution. It is used when N is large, for many applications greater than 10 or 20. For example, if we wanted to know how long to make the hunting season so that 37% of the birds would survive to repopulate the species, we would solve Equation 2 for C when n = 0, as follows:
P 0 = C 0 e -C /0! = e -C C = -ln P 0 = -ln (0.37) = -(-0.994) = 0.994 Thus, the hunting season should be adjusted so that, on average, each bird is shot approximately once. If it were necessary for twice this proportion (ie, 74%) of birds to survive, P 0 = 0.74, and the hunting season would have to be adjusted so that each bird were shot approximately 0.3 times (ie, the season would have to be shortened to 30% of its former length, assuming that the same number of hunters were active per day).
If the birds have to survive several hazards, identified as A, B, C, and so on, the probability of survival of all of them is given by the product of the P 0 s. If the probabilities are unequal, then the probability of survival is given by P 0 = e -C(A) e -C(B) e -C(C) ..... This may be rewritten as P 0 = e -C(A)-C(B)-C(C) ….., since adding exponents is equivalent to multiplying. The chance of not surviving is then P = 1 -P 0 = 1 -e -C(A)-C(B)-C(C) ….. By convention, this may also be written as P = 1 -exp[-C(A) -C(B) -C(C)…..], and coefficients (constants) may be inserted with each term. Yes/no decisions, such as presence or absence of tumor-infiltrating lymphocytes, are scored as yes = 1, no = 0.
Similar mathematics applies to a tumor's chances of being detected by a series of tests or a patient's chance of surviving several prognostic indicators associated with a melanoma. This is loosely the form of many of the equations found in the article by Vollmer 5 and in other articles using mathematical modeling. Such equations can be solved easily by using an ordinary handheld calculator, given the coefficients (ie, constants) and variables associated with each term of the exponent.
Other Distributions
Other distributions are more complex, but they are fundamentally related to the Poisson and binomial ones, which we have just derived, albeit in a nonrigorous manner.
❚Appendix 2❚ Choosing a Smaller Number of Items From a Larger Number
To determine the number of ways a number, n, can be selected from an equal or larger number, N, of objects, here defined as N L n , consider a class of 10 students who want to select a class president, vice president, secretary, and treasurer. There are 10 ways to choose a president, then for each president there are 9 ways to select a vice president. Thus there are 10 × 9 = 90 ways to choose a president and vice president. [N -(n -1)] ways for n officers to be selected from a class of N students. Because the next bracketed term in this progression would be [N -n], we may shorten this expression by writing it as N!/(N -n)!, where the ! notation designates the product of any whole number and all the whole numbers lower than it, progressing to zero. Thus, 5! = 5 × 4 × 3 × 2 × 1 = 120. N!/(N -n)! is then the number of ways one can choose, and arrange, n items from N items. To determine the number of ways one can simply choose n items, one must then divide this by the number of ways one can arrange the n items, once they have been chosen. This is n!, since if n = N, then N!/(N -n)! = n!/(n -n)! = n!/(0)! = n!/1 = n! Therefore, N L n = N!/(N -n)! divided by n!, giving us N L n = N!/n!(N -n)!
