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The Challenge of Hyper-Spectral Satellite
Imaging and Integer-Valued Fuzzy Sets
Maria Beltran, Vladik Kreinovich, and Scott A. Starks

Abstract | Satellite images already produce huge amounts
of data, which makes their processing a serious computational challenge. This problem will become even more complicated with the launch of multi-spectral Earth-imaging
satellites that will increase the amount of information by
at least two orders of magnitude. With such a huge amount
of information, it is necessary to come up with data processing methods that are as fast as possible. In particular, we
show that for fuzzy processing techniques, this leads to the
necessity to use integer-valued fuzzy sets.
Keywords | Satellite imaging, multi-spectral, computational complexity, integer-valued fuzzy sets

I. Hyper-Spectral Satellite Imaging:
Challenges

A. Satellite Imaging

Nowadays, satellite imaging is one of the most important
sources of geographical, geophysical, and environmental information. Satellite images can determine the amount and
type of vegetation, the geological type of the underlying
soils (and often, of the minerals below), etc.
However, with the current satellite images, it is sometimes dicult to decide what exactly we observe, because
the existing Earth-sensing satellites, such as Landsat, only
take the images at a few ( 7) frequencies.
B. An Example of a Problem in Which a Satellite Image
is Currently not Sucient: Kaolinite vs. Dickite

Based on the (inevitably imprecise) measurements on the
few frequencies, it is dicult, e.g., to distinguish between
kaolinite and its rare amorphous but chemically similar
forms such as dickite.
Kaolinite and dickite are the principle ingredients of
kaolin, a soft white-clay mineral that is an essential ingredient in the manufacture of china and porcelain and is
also widely used in the making of paper, rubber, paint,
and many other products (see, e.g., 32]). It is also used in
medicine: e.g., in the treatment of diarrhea, kaolin powder
is the most widely used absorbent powder. Due to kaolin's
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importance, it is desirable to determine not only its pres-

ence, but its type as well.

Since crystal-based kaolinite and amorphous dickite are
chemically similar, their spectra are very similar. Therefore, currently, in order to distinguish between these two
minerals, we have to complement satellite images with geophysical and radar data (see, e.g., 26] and 27]).
C. Hyper-Spectral Satellite Imaging

To produce more data, NASA is planning to launch the
imaging satellites of the new generation, satellites that will
have the ability to map the Earth on up to 500 optical
frequencies. These coming satellites are nicknamed Lewis
after the famous 19 century US geographer.
From the resulting multi-spectral images, it is, in principle, possible to determine many characteristics of soil and
vegetation without using additional data see 29] and 28].
For example, it is, in principle, possible to distinguish between kaolinite and dickite because from hyper-spectral images, we can extract spectra in each point, i.e., the dependence of its brightness I (f ) on the frequency f  the corresponding spectra, although similar, have dierent number
of local maxima.
D. The Challenge

This two orders of magnitude increase in the amount of
processed data makes processing this data an extremely
dicult task.
The complexity of data processing is a dicult problem
for many dierent application areas, but is especially dicult for areas in which it is relatively easy to get new data.
Environmental and earth studies, the area for which satellite images are mainly used, is one of such areas: lots of
relatively easily accessible data come from satellites, and
processing this data is already extremely dicult.
This problem is going to become even more acute with
the launch of the new satellites. Therefore, when designing
algorithms for processing this data, we must use computational methods that are as fast as possible.
Among important data processing methods are fuzzy
methods, that enable us to process expert information together with measurement results. In this paper, we will
discuss how we can make fuzzy data processing methods
as fast as possible.
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II. Speeding Up Fuzzy Data Processing

A. Main Idea: Let Us Use Directly Hardware Supported
Operations

Moore's law: computers are fast. Modern computers
are very fast, and they are getting faster and faster. A
known empirical law called Moore's law says that the computer speed doubles every 18 months. Nowadays, a simple
PC can now perform approximately 200 million operations
per second.
Directly hardware supported operations are very
fast mathematical operations are much slower. The

impressive numbers in computer advertisements may create
an erroneously over-optimistic picture.
As anyone who is doing data processing knows, these
impressive numbers refer only to computer cycles, i.e., to
computer operations that are directly hardware supported
the speed with which we can process real data (e.g., arrays,
or oating point numbers) is much slower.

Conclusion: we must stay as close to directly hardware supported operations as possible. From the

above remark, we can make a following natural conclusion:
if we want to speed up computations on the existing computer, then we must try to stay as close to the (real fast)
directly hardware supported operations as possible.
In order to apply this idea to fuzzy data processing, let
us briey recall what data types and what operations are
usually hardware supported, and which of these operations
are faster.
Historical comment. The problem of choosing the computationally simplest fuzzy operations is not completely new:
e.g., in the paper 22], the simplest operations are described
under the assumption that we are dealing with numbers
from the interval 0 1]. However, the computational challenge of the multi-spectral satellite imaging is such that
simply choosing the simplest operations with real numbers
is not enough: we need to go beyond that and simplify the
data type as well.
B. Which Computer Operations are Directly Hardware
Supported: Brief Reminder

The main hardware supported computer operations are

logical operations, i.e., bitwise \and", \or", \not", and
arithmetic operations (a computer processor is even some-

times called ALU, short for arithmetic-logical unit).
Logical operations, with binary (\true"-\false") data, are
denitely the fastest. However, since we are talking about
using fuzzy logic, in which we have additional \truth values", we cannot use these operations. So, we have to use
operations with strings of 0's and 1's, operations that are
usually called arithmetic operations.
The simplest and fastest hardware supported operation
with strings of 0's and 1's is not even, strictly speaking, an
arithmetic operation: because it does not perform any true
arithmetic operations, it simply compares the two given
strings and returns the largest (or the smallest) in lexicographic order. If we interpret these strings as natural num-

bers, then this comparison simply turns into a comparison
of two given integers.
The next fastest arithmetic operation (and the rst truly
arithmetic one) is unary minus that transform a number x
into ;x, followed by addition of integers. All other arithmetic operations are reduced to additions and unary minuses:
integer subtraction a ; b is usually implemented as a +
(;b)
integer multiplication is based on several shifts and
additions (the computer actually multiplies the numbers digit-by-digit, just like we would have done it by
hand)
integer division is implemented as a sequence of subtractions (just as we divide numbers by hand)
addition and multiplication of xed point real numbers
is usually done, crudely speaking, as follows:
{ rst, we represent each xed-point real number as a
fraction,i.e., as a ratio of a generic integer and of an
integer of the type 2n
{ second, we add and multiply these fractions by using the standard rules of fraction arithmetic (i.e.,
performing several necessary arithmetic operations
with integers)
{ nally, we transform the resulting rational number
back into a xed-point real number format
operations with oating-point real numbers are implemented in pretty much the same manner.
All these operations are usually hardware supported, and
therefore fast however, of course, if an operation A consists
of several operations B , A is slower than B .
C. The Resulting Choice

We need integer-valued fuzzy logic. From this de-

scription, it follows that the data type for which the operations is the integer type. So, ideally, we should implement
truth values as integers, i.e., we should consider integervalued fuzzy logic.
Can we simply use all integers? The rst natural idea
is to simply use all integers.
According to the main ideas behind fuzzy logic, the truth
values, that we will be representing, must be ordered from
the smallest (that corresponds to \false") to the largest
(that corresponds to \true"). There is a natural order on
the set of all integers, so ordering itself is not a problem.
In view of this ordering, it is natural:
to identify the largest computer-representable integer
(which is usually denoted by MaxInt, and which we
will denote as +1) with \true", and
to identify the smallest computer integer, which we
will denote by ;1, with \false" (this integer is often
equal to ;MaxInt).
We need then to pick up operations that correspond to
\not", \and", and \or" in such a way, that these operations
be appropriately monotonic, and, when restricted to +1
and ;1, these operations would become standard logical
operations of classical logic: For example:
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:(;1) = +1, because the negation of \false" is

\true"
(;1) _ (+1) = +1, because \false" or \true" makes
\true", etc.
It is easy to see that from all hardware supported operations min, max, +, ;,  (multiplication), and = (division),
the only operation that correctly represents \or" is max,
and the only operation that correctly represents \and" is
min. (For example, + works for neither of them, because
(;1) + (+1) = 0 and is thus dierent from both ;1
(needed for \and") and from +1 (needed for \or").)
Thus dened fuzzy logic is, thus, similar to the usual
fuzzy logic with min and max operations. The only problem with this choice is that in many applications of fuzzy
logic, e.g., in fuzzy control, min and max are not the best
pair of operations (see, e.g., 21]). It is therefore desirable
to have alternative easy-to-compute \and" and \or" operations, and the choice of all integers does not allow us this
possibility.
It is, therefore, desirable to restrict the class of all integers. The natural restriction is to use all non-negative
integers, i.e., all natural numbers.
Let us use natural numbers. For natural numbers, a
similar analysis of all possible operations reveals the following possible choices:
For &, the only choice is min.
For _, we have two choices: max and +.
Thus, if we are not satised with the fastest-to-compute
pair (min, max), we can use a still fast-to-compute alternative pair of operation (min, +).
This is the integer-valued fuzzy logic that we plan to use.
III. A Similar Integer-Valued Fuzzy Logic Has
Already Been Successfully Used

Our hope that using the integer-valued fuzzy logic can
bring denite computational advantages is also fed by the
fact that a similar approach has already been successfully
used in inference engines for expert systems.
What is an expert system. An expert system, for a certain area of expertize, is a computer system that tries to
simulate experts' answers to dierent questions (queries)
about this area e.g., a medical expert system must, given
symptoms of a patient, return the possible diagnoses and a
reasonable treatment. To be able to do this, an expert system must contain the expert's knowledge this computerstored knowledge is called a knowledge base.
In addition to the knowledge base, the system must contain a program for answering queries such a program is
called an inference engine.
Designing an inference engine is a very dicult problem:
Even when we have crisp knowledge, and the knowledge
base contains only propositional statements Fi | i.e., statements obtained from the elementary statements S1  : : : Sn
(like \a patient has a u") by using \and" (&), \or" (_),
and \not" (:) | the question of whether a given query
follows from the knowledge F1 : : : Fm is, in general, computationally intractable (NP-hard) 14].

NP-hard means that this problem is universal in the
following sense: any other problem from a very reasonable class (called NP) can be reduced to a particular case
of this query-answering problem. This universality means
that this problem is indeed very dicult to solve: if we
could have an algorithm that solves all particular cases of
this problem in reasonable time, then we would be thus
be able to solve not only this problem, but also all reasonable problems. So, this query-answering problem is as
computationally dicult as the most complicated of these
(realistic) problems.
Heuristic methods are needed. NP-hard means,
crudely speaking, that no algorithm can solve all particular cases of this problem in reasonable time thus, heuristic methods are needed. In other words, we not only need
expert's knowledge about the domain to which this expert
system is applied, but we also need expert knowledge about
the way experts answer queries.

It is natural to use fuzzy values (between 0 and 1) to
describe heuristic methods. If we ask an expert about

a certain query, this expert will often come up with a crisp
answer (\yes" or \no"). Producing this answer takes some
time. If we ask for an expert's opinion before this time, we
will get his preliminary opinion in this preliminary opinion,
she is not yet sure whether the answer will be \yes" or \no",
but she will probably have some degree of belief either in
a \yes" answer, or in a \no" answer, or maybe in both. If
we ask an expert for the reasons for this degree of belief,
she will probably describe some beliefs in the elementary
statements S1  : : : Sn and/or their negations.
Therefore, it is natural to simulate this expert reasoning as a step-by-step procedure, in which we start with
no beliefs at all (except for the knowledge contained in the
knowledge base) and then modify our degrees of belief d(Si )
and d(:Si ) in the basic statements Si and their negations
:Si .
One can use of a fuzzy control-type technique. In
order to apply fuzzy control methodology, we must describe
this change in degrees of belief by if-then rules.
A natural way to do this comes from the fact that
our knowledge consists of propositional formulas, and it
is known that every propositional formula can be reformulated in Conjunctive Normal Form (CNF), i.e., in the
form D1 & : : : &Dk , where each of the formulas Dj (called
disjunctions) is of the type a _ b _ c, and a, b, and c are
literals (i.e., elementary statements Si or their negations
:Si ). Each disjunction Dj , in its turn, can be reformulated as three implications: \if :a and :b, then c" \if :b
and :c, then a" and \if :a and :c, then b". Thus, the
entire knowledge can be represented as a set of such if-then
rules.
These rules describing knowledge naturally lead to the
rules describing change in degrees of belief: e.g., the knowledge rule \if :a and :b, then c" leads to the update rule \if
:a and :b, then increase the degree of belief in c". Thus,
we can apply the standard fuzzy control methodology to
these rules: at any given moment of time, we know the de-
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gree of belief d(:a) in :a and the degree of belief d(:b) in
:b. Therefore, we can compute the degree of belief pj that
this particular rule is applicable as f& (d(:b) d(:c)), and
we can compute the degree of belief i(c) that we should
increase d(c) as f_ (pj  : : : pK ), i.e., as an aggregation for
all the rules whose conclusion is this particular increase.
Then, for every literal c, we have two conclusions: \update" with degree of belief i(c), and \do not update" with
the remaining degree of belief 1 ; i(c).
If we interpret \update" as adding a constant  to the
previous degree of belief, then the standard defuzzication
leads to the change from d(c) to the updated value d(c) +
  i(c).
By applying this update procedure again and again, we
will get an answer to a query.
If we start with all 1's, the the resulting degrees are all
non-negative integers!

This method is successful and related to neural networks. The resulting algorithm coincides with a successful

heuristic method proposed by S. Maslov in the 1980s 23],
24], 25] as a way of simulating biological neurons (see also
17], 18], 19], 20], 35]).
This method was originally proposed based on the idea of
simulating biological neurons, but it later turned out that
exactly these same formulas follow from fuzzy logic heuristics, from the ideas of chemical computing (i.e., simulating
chemical reactions), from heuristics of numerical optimization approach, from the ideas of freedom of choice, etc. (for
a survey and latest results, see 18], 20]).
IV. Final Comment: Relation to Bags

Our suggestion reformulated. Traditionally, a fuzzy

set is dened by its membership function, i.e., by a function
that assigns, to every element of a universal set, a number
from the interval 0 1]. This notion is a generalization of
the notion of a characteristic function of a crisp set, i.e.,
a function that is equal to 1 or 0 depending on whether a
given element belongs to this set or not.
We are proposing to use, instead of the more traditional
membership functions, functions that assign to every element x, a number (x) from the set of all natural numbers. Such functions can also be viewed as generalizations
of characteristics functions, generalization in which an element can have 0 occurrences in the \set", 1 occurrence, 2
occurrences, etc.
Bags. Such a generalization of a set is well-known and
widely used in computer science under the name of a bag
(multiset).
Namely, a bag is a collection of elements over some domain. Unlike sets, bags allow multiple occurrences of elements. For example fa a bg is a bag but not a set.

Bags have been successfully used in computing.
Bags are actively used in computing:
The main sorting algorithms (see, e.g., 16]) actually
sort bags, not sets of data.
Bags are used to describe Petri nets ( 4], 33], 34]):
namely, a state of a Petri net at any given moment of

time is described by specifying how many tokens are
there in each location. So, a state is a bag of locations.
Bags are not only a good way to describe algorithms,
but also a good way to describe specications (see, e.g.,
13]), because unsorted collection of elements with possible repetitions is a frequent example of input. Moreover, other, more complicated data structures can be
naturally expressed in bag terms, to an extent that
bags have been proposed as a basic data type for a
new generation of high-level programming languages
1], 2], 3], 5], 6], 7], 8], 9], 11], 12], 36]

Bags have been successfully used in processing
fuzzy data. In particular, in 10], bags have been successfully used for processing fuzzy data.
Our general idea explains that this success was not accidental.
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