Abstract. By a uniform abstract procedure, we obtain integrated forms of the classical Hodge identities for Riemannian, Kähler and hyper-Kähler manifolds, as well as of the analogous identities for metrics of arbitrary signature. These identities depend only on the type of geometry and, for each of the three types of geometry, define a multiplicative functor from the corresponding category of real, graded, flat vector bundles to the category of infinite-dimensional Z 2 -projective representations of an algebraic structure. We define new multiplicative numerical invariants of closed Kähler and hyper-Kähler manifolds which are invariant under deformations of the metric.
Introduction
Let M be an oriented manifold with non-degenerate metric of arbitrary signature. The fundamental operators acting in Γ M (Λ), the space of real differential forms over M , are the degree ∂, the Hodge star operator * , the exterior derivative d, its formal adjoint d * and the Hodge d'Alembertian = dd * + d * d. These operators satisfy curious algebraic relations, first proved for positive-definite metrics by Hodge [H] , Kodaira [K] and Bidal-de Rham [BdR] in the early nineteen-forties. Hodge went on to prove similar relations for a larger family of operators defined on complex projective manifolds and from them he deduced many of his now classical results for these manifolds [H] . A few years later, these relations were given their modern form and shown to be valid on arbitrary Kähler manifolds by Weil [W1] and, much more recently, a set of similar relations has been found between certain operators defined on hyper-Kähler manifolds ( [FKS] , [V] , [Wi] ).
In this article we give a uniform, abstract derivation of new sets of relations for these three types of geometry, and show that the relations we obtain are functorial. The new relations imply the known relations but are more general in two ways: they describe Lie group rather than Lie algebra actions on differential operators and are valid in arbitrary signature. They are functorial in the sense that for each type of geometry, they define a multiplicative functor from the category of real, flat, graded vector bundles to the category of infinite-dimensional Z 2 -projective representations of an algebraic structure. The point is that the algebraic structure depends only on the type of geometry and not on the manifold, metric or flat vector bundle.
Each of the three algebraic structures which emerges in this context is a pair (G, s), where s is a real Lie superalgebra and G is a group of automorphisms of s. Mathematically, this kind of structure is closely related to the notions of HarishChandra pair and Lie supergroup defined by Bernstein in [B] . In the language of 
) is a double covering map and, together with the Z 2 -grading induced by inclusion in C(T ⊕ T * ), forms a graded double cover (GDC) of O K (1, 1) (cf. [S] ). This GDC is not independent of (T, g K ). However, the derivative of c
−1
T • π is an isomorphism of Lie algebras, so that gr(T, g K ) is always canonically isomorphic to o K (1, 1). For example, if K = C, o K (1, 1) = u(1, 1) ∼ = R ⊕ sl(2, R) and if K = H, o K (1, 1) = sp(1, 1) ∼ = so(4, 1). These isomorphisms, as we show, are ultimately the source of the sl(2, R) occurring in classical Hodge-Lefschetz theory (cf. [W2] ) and the so(5, C) introduced by Verbitsky in its analogue for hyper-Kähler manifolds (cf. [V] ). In the physics literature, these sl(2, R) and so(5, C) symmetries follow via "dimensional reduction" from the symmetries of certain supersymmetric sigma models (cf. [FKS] , [Wi] ).
In order to express the multiplicative properties of our constructions we introduce a product in the category of GDCs of O K (1, 1) and a tensor product in the category of graded representations of GDCs of O K (1, 1) (cf. Section 2). The exterior algebra Λ(T * ) is a graded representation of Gr(T, g K ) and in these categories one has isomorphisms (cf. Section 4):
Clifford algebras and P in groups
In this section we first recall the basic properties of Clifford algebras and P in groups. This is all standard material, and proofs of the various results can be found, for example, in [ABS] or [Sch] . We then associate to every real vector space a Clifford algebra, and prove the basic properties of this association which we will need in the rest of the paper.
1.1 Definition. Let X be a real, finite-dimensional vector space and B a nondegenerate symmetric bilinear form on X. The Clifford algebra C (X, B) is the quotient algebra of the tensor algebra T (X) = X ⊗k by the two-sided ideal I generated by elements of the form x ⊗ y + y ⊗ x − 2B(x, y)1, where x, y ∈ X.
The natural Z 2 -grading of T (X) factors to a Z 2 -grading C(X, B) = C + (X, B) ⊕ C − (X, B) .
One shows that the composition of natural maps X → T (X) → C(X, B) is an injection; thus we can consider X as embedded in the Clifford algebra, which we will do from now on. If {e 1 , e 2 , · · · , e n } is an orthonormal basis of X, the 2 n elements {1, e i1 , e i2 , · · · , e i k } 1≤i1<···<i k ≤n form a basis of C (X, B) and the rules of calculation are e i e j + e j e i = 2B(e i , e j ).
The Clifford algebra has the following universal property: if A is a real, associative algebra with identity, then any linear map f : X → A such that f (x) 2 = B(x, x)1 ∀x ∈ X extends to a unique algebra homomorphismf : C(X, B) → A. Using the following property and a simple induction argument, one can identify Clifford algebras in terms of matrix algebras:
1.2 Proposition (cf. [ABS] ). If (X 1 , B 1 ) and (X 2 , B 2 ) are non-degenerate metric spaces, there is a natural isomorphism of Z 2 -graded algebras
The Clifford algebra C(X, B) comes with natural automorphisms and antiautomorphisms with which one can construct a non-trivial double cover of O(X, B).
Definition. (i) The automorphism of T (X) given by x
1 ⊗ x 2 ⊗ · · · ⊗ x k → (−1) k x 1 ⊗ x 2 ⊗
· · · ⊗ x k preserves the ideal I and so induces an automorphism of C(X, B), which will be denoted c → c g . Then C(X, B) = C + (X, B) ⊕ C − (X, B) = {c ∈ C(X, B) : c = c g } ⊕ {c ∈ C(X, B)
: c = −c g } defines the Z 2 -grading of the Clifford algebra.
(ii) The antiautomorphism of T (X) given by x 1 ⊗x 2 ⊗· · ·⊗x k → x k ⊗· · ·⊗x 2 ⊗x 1 preserves the ideal I and so induces an antiautomorphism of C (X, B) , which will be denoted c → c T .
Definition/Proposition (cf. [ABS]). Let (X, B) be a real, finite-dimensional, non-degenerate metric space and let C(X, B) be its Clifford algebra. The group P in(X, B) is defined by

P in(X, B) = {c ∈ C(X, B) : c is invertible, cc T = ±1 and c g Xc −1 = X}, and π : P in(X, B) → GL(X) is defined by π(c)(x)
where B) . B) ) is a product of an even (resp. odd) number of x satisfying (iii). B) , the action of g on X extends to an automorphism α g of C (X, B) by the universal property of C (X, B) .
B).
A finite-dimensional, real vector space X has no preferred non-degenerate symmetric bilinear form. However, duality defines the natural quadratic form x ⊕ α → α(x) on X ⊕ X * and hence the natural non-degenerate symmetric bilinear form on X ⊕ X * given by
1.5 Definition. Let X be a finite-dimensional real vector space. We denote C(X ⊕ X * , B X⊕X * ) by C(X).
1.6 Proposition. If X and X are finite-dimensional real vector spaces, there is a natural isomorphism of Z 2 -graded algebras
* ) respectively, F is given by concatenation:
Proof. By Proposition 1.2 there is a natural isomorphism of Z 2 -graded algebras
The "permutation" isomorphism,
is clearly an isometry with respect to B X⊕X * ⊕B X ⊕X * and B (X⊕X )⊕(X⊕X ) * , and hence extends to an isomorphism of the corresponding Clifford algebras. Composing this isomorphism with (1A) proves the result.
As for any graded algebra, one has the notion of a graded representation of C(X):
By the universal property of Clifford algebras, graded representations in (E, ε E ) are in bijection with linear maps f :
1.7.1 Example. The basic example of a graded C(X) module is the exterior algebra Λ(X * ) graded by the degree
Id, and by the universal property of Clifford algebras, ρ Λ(X * ) extends to a homomorphism ρ Λ(X * ) : C(X) → End(Λ(X * )), which is in fact an isomorphism. More generally, if (E, ε E ) is a graded vector space, then (Λ(X * ) ⊗ E, ε Λ(X * ) ⊗ ε E ) is a graded C(X) module for the action c.(ω ⊗ f ) = ρ Λ(X * ) (c)(ω) ⊗ f and every finite-dimensional real graded C(X) module is isomorphic to a graded C(X) module of this form ( [ABS] ).
Let (E, ε E , ρ) and (E , ε E , ρ ) be respectively graded C(X) and C(X ) modules. The map ρ⊗ρ :
is a graded algebra homomorphism. However, one can identify the graded algebras C(X)⊗C(X ) and C(X ⊕ X ) by 1.5, and also the graded algebras End(E)⊗End(E ) and End(E ⊗ E ) by the map f ⊗ g → f⊗g where
(for homogeneous f ∈ End(E), g ∈ End(E ), e ∈ E and e ∈ E ). Hence we obtain a graded algebra homomorphism from
1.8 Proposition/Definition. Let (E, ε, ρ) and (E , ε , ρ ) be respectively graded C(X) and C(X ) modules. There is a unique graded algebra homomorphism ρ⊗ρ :
such that the following diagram commutes:
The tensor product
1.8.1 Example. If X and X are finite-dimensional real vector spaces, concatenation defines a canonical isomorphism of graded vector spaces
which, one can check, is also an isomorphism of graded C(X ⊕ X ) modules.
To complete this section we define the symbol of a graded representation of C(X), which will be important later on.
(Here X ⊕ X * is regarded as a subset of C(X) and we have written f a for f (a) whenever f ∈ Hom(A, B) and a ∈ A.) Note that the definition of the covering map
The symbol map is multiplicative for the tensor product defined in 1.8 above.
Proposition. For
Proof. This is a direct consequence of equations (1C) and (1D). In this section we introduce two (equivalent) categories with multiplication which will enable us to express concisely the main results of this paper.
Definition.
(a) A graded double cover (GDC) of a group G is a pair (Ĝ, χ), where π :Ĝ → G is a double covering group of G and χ : G → Z 2 (the grading) is a group homomorphism. Two GDCs (Ĝ 1 , χ 1 ) and (Ĝ 2 , χ 2 ) are equivalent if and only if χ 1 = χ 2 andĜ 1 andĜ 2 are equivalent as double covers. We denote by −1 the non-trivial element of π −1 (1), which is necessarily in the centre ofĜ. (b) Let (Ĝ, χ) be a GDC of the group G and let (V, ε) be a graded vector space. A graded representation of (Ĝ, χ) 
(c) The category Rep(Gr(G)) of graded representations of GDCs of a group G is defined by -the objects are pairs (G,Ṽ ) whereG
(ii) ψ is an isomorphism of GDCs;
2.1.1 Example. The basic non-trivial example of a GDC is (P in(X, B) , det) (cf. 1.4), which is a GDC of the orthogonal group O (X, B) . If dim X is even, then the complex spin representation with either of its natural gradings is a graded representation of (P in(X, B) , det).
2.2 Definition (cf. [S] ). Let (Ĝ 1 , χ 1 ) and (Ĝ 2 , χ 2 ) be two GDCs of G and let G 1×Z2Ĝ2 be the group whose underlying set isĜ 1 ×Ĝ 2 /{(1, 1), (−1, −1)} and whose multiplication is
In this definition, ∂ : Z 2 → {0, 1} is the map ∂(1) = 0 and ∂(−1) = 1. We will often write (−1) g1g2 for (−1) ∂(χ1(g1))∂(χ2(g2)) when it is clear which characters χ 1 , χ 2 : G → Z 2 are involved. For brevity, we will denote the underlying group of the graded double cover (Ĝ 1 , χ 1 ) (Ĝ 2 , χ 2 ) also byĜ 1 Ĝ 2 even though the definition of the product in this group depends on the choice of characters χ 1 and χ 2 .
The product is an analogue for GDCs of the graded tensor product for graded algebras. Proof. Abstract nonsense.
If (V, ε, ρ) and (V , ε , ρ ) are graded representations of (Ĝ, χ) and (Ĝ , χ ) respectively, the maps ρ and ρ satisfy the hypotheses of Proposition 2.3. Hence ρ ⊗ ρ :Ĝ× Z2Ĝ → End(V )⊗End(V ) is a homomorphism which, when composed with the graded algebra isomorphism End (V ) 2.4 Definition. LetG = (Ĝ, χ) andG = (Ĝ , χ ) be GDC's of G and let (V, ε, ρ) and (V , ε , ρ ) be graded representations ofG andG respectively. The tensor product G , (V, ε, ρ 
for g ∈Ĝ and g ∈Ĝ satisfying π(g) = π (g ).
2
.1 Z 2 -projective representations. Let (V, ε) be a graded vector space. We set
Given a graded representation (Ĝ, χ), (V, ε, ρ) of the GDC (Ĝ, χ) of G, one can associate to it the Z 2 -projective representation [ρ] : G → P GL (V, ε) given by
Conversely, given a Z 2 -projective representation G in (V, ε) , one can associate to it the graded representation ((r * GL (V, ε) , ε • r), (V, ε,r) ) of the GDC (r * GL (V, ε) ,
With the appropriate definition of morphisms of Z 2 -projective representations, these maps define an equivalence of categories. This equivalence is an equivalence of categories with multiplication if the product of two Z 2 -projective representations (V, ε, r) and (V , ε , r ) is defined as the vector space V ⊗ V with the tensor product grading and the action r⊗r :
where r(g) ∈ GL(V, ε) (resp. r (g) ∈ GL (V , ε ) ) is any element projecting to r(g) (resp. r (g)).
K-metrics on T and commuting subgroups of O(T ⊕ T * )
In this section we associate to a real, Hermitian or "quaternion Hermitian" metric space another metric space of the same type, and show that for any two metric spaces of the same type, the associated spaces are canonically isometric. In order to be able to treat the three cases in a uniform way, we introduce the following terminology:
3.1 Definition. Let T be a real vector space and let K be one of the real algebras R, C or H. A (left) K-metric on T is a non-degenerate symmetric bilinear form g on T together with a (left) action ρ : K → End(T ) of K which is compatible with g in the sense that
We use the symbols g K to denote a K-metric (i.e., the couple (g, ρ)) and O(T, g K ) to denote the group of automorphisms of g K (i.e., the group of isometries of g that commute with ρ). O(T, g K ) is an orthogonal, unitary or Sp group depending on whether K = R, C or H respectively.
3.1.1 Remark. The real dual T * of a K-metric space has a natural K-metric: the bilinear form is g −1 , the dual metric, and the K-action ρ
As pointed out in Section 1, T ⊕ T * has a natural symmetric non-degenerate bilinear form given by
where α, α ∈ T * and t, t ∈ T . The associated quadratic form is "duality" in the sense that B(t⊕α, t⊕α) = α(t). The subspaces T and T * are maximal isotropic and
where g ∈ GL(T ) and
, is canonically isomorphic to a fixed matrix group that does not depend on T or g K . 
Using ρ(a) * = ρ(ā) (cf. (3A)), etc. and multiplying out, this reduces to the 2 × 2 matrix equation cā db
This is precisely the condition for
There is a natural K-metric space of which O(T, g K ) is the group of automorphisms. Consider the vector space
This has the following properties: (a) The left actions of K on T ⊕ T * and T * commute with O(T, g K ) and hence induce respectively left and right actions of K on I(T, g K ) which commute (if K = R or C they are the same); explicitly, if we represent f ∈ Hom(T * , T ⊕ T * ) in block
(b) The group O(T, g K ) acts naturally by composition on I(T, g K ) and commutes with the above right action of
where g −1 denotes the metric on T * dual to g. This defines a symmetric bilinear form λ I(T,gK) on I(T, g K ) which is clearly invariant under the action of O(T, g K ) and compatible with the natural left and right K actions on I(T, g K ). In particular, I(T, g K ) is a right K-metric space. T,gK) and is compatible with c T and i T :
Theorem. (i) There is a unique O(T, g
K ) -invariant symmetric bilinear form λ I(T,gK) on I(T, g K ) satisfying B(f (α), h(α)) = λ I(T,gK) (f, h) g −1 (α, α) ∀f, h ∈ I(T, g K ), ∀α ∈ T * . (ii) The left K-linear map i T : K 2 → I(T, g K ) given by i T ( 1 0 ) = τ −1 g and i T ( 0 1 ) = Id T *
is right K-linear and an isometry with respect to the metrics λ and λ I(T,gK) . Its restriction to R 2 is a real linear isomorphism onto I(T, g). (iii) The natural action of O(T, g
Proof. Part (i) follows from the discussion above. To prove part (ii) note first that
To prove that i T is also an isomorphism of right K-modules, one has to show that
In block form, the L.
). These two quantities are equal since τ
−1 g
: T * → T is an isomorphism of K-modules. Part (iii) follows by direct calculation with the explicit formulae for c T and i T .
Proposition. Ifd
Proof. Straightforward.
Multiplicativity of graded double covers
In this section we associate to a K-metric space (T, g K ) a GDC of the matrix group O K (1, 1), and show that this association is multiplicative in an appropriate sense.
Recall that the group B) .
This can also be considered as a GDC of the matrix group O K (1, 1) with the projection c −1
, is a connected subgroup of O(T ⊕T * ) and hence det| O(T,gK) = 1 is the trivial grading.
connected and hence, since any point is joined by a continuous path to either 1
where C(T ) SO(T,gK) denotes the fixed point set of SO(T, g K ) acting on C(T ) by α (cf. 1.4.1).
4.1.3 Remark. By Theorem 3.3, the group O(T, g K ) is independent of the K-metric space (T, g K ) but, as we shall see later, the same is not true for
is an isomorphism of Lie algebras. Hence the Lie algebra of Gr(T, g K ) is canonically isomorphic to
The main result of this section will be that Gr(T, g K ) as a GDC of O K (1, 1) is multiplicative with respect to direct sums of K-metric spaces. To see this, let (T, g K ) and (T , g K ) be K-metric spaces. By definition, the inclusions j T :
are compatible with gradings and satisfy j T (−1) = −1 and j T (−1) = −1. Hence by Proposition 2.3 we can define an injective graded homomorphism
Composing with the isomorphism of Proposition 1.6 we get an injective graded homomorphism:
Recall that, by definition, the underlying group of
Theorem. There is a unique isomorphism
f : Gr(T, g K ) Gr(T , g K ) → Gr(T ⊕T , g K ⊕g K ) of GDCs of O K (1, 1
) such that the following diagram commutes:
Proof. This result is very closely related to the results of Section 2 in [S] . In order to be able to apply them, we first compose
given by equation (1A) to obtain an injective homomorphism:
By Lemma 2.5 in [S] , the image of D is contained in P in (T ⊕T * )⊕(T ⊕T * ), B⊕B and there is a commutative diagram of graded group homomorphisms:
where
* ), B T ⊕T and this gives the commutative diagram
whered is the diagonal embedding d composed with the permutation isometry. Now let c T :
The underlying group of the GDC Gr(
with double covering projection c −1
On the other hand, the underlying group of the GDC Gr(
We now show that the restriction ofD to the underlying group of Gr(T, g K ) Gr(T , g K ) is a group isomorphism onto the underlying group of Gr(T ⊕ T , g K ⊕ g K ) which commutes with covering projections, and therefore, sinceD preserves gradings, defines an isomorphism of GDCs of O K (1, 1).
is a graded subgroup of C(T ), and hence a graded C(T ) module restricts to a graded representation of Gr(T, g K ) in the sense of Definition 2.1(c). The tensor product of restrictions is isomorphic to the restriction of the tensor product:
Corollary. Let (E, ε, ρ) and (E , ε , ρ ) be graded representations of C(T ) and
Proof. This follows directly from Definitions 1.8(b), 2.4 and the commutative diagram
(cf. 4.3 and 1.8(a)).
Manifolds with K-metrics
In this section we globalize the main results of Sections 3 and 4, introduce the quantization map and derive a universal, multiplicative form of Hodge identities.
Let M be a connected n-manifold with tangent bundle T → M and cotangent bundle T * → M . Let g K = (g, ρ) be a K-metric, i.e., g is a non-degenerate metric (of arbitrary signature (r, s)), ρ : K → Γ End(T ) is a real algebra homomorphism and g and ρ are pointwise compatible in the sense of Definition 3. 
, whose definition depends on the metric, are associated to O K (M ), the principal bundle of K-orthonormal frames over M . Now suppose that ∇ is a linear connection in T which preserves the K-metric g K , i.e., ∇ preserves g and ρ. We will also denote by ∇ the canonically associated linear connections in T ⊕ T * , End(T ⊕ T * ) and C(T ). Since ∇ preserves g K , it is clear that parallel transport in End(T ⊕T * ) preserves the sub-bundles O(T, g K ) and O(T, g K ) , and that parallel transport in C(T ) preserves the sub-bundle Gr(T, g K ). 
Proposition. Let
is a group isomorphism by Theorem 3.3, which means that for any
Tm (y) of O(T, g K ) taking the value y at m. This proves part (i). The proof of part (ii), which we omit, is analogous.
By 4.1.2 we have T,gK) . 
The upshot of this theorem is that one can associate to any (orientable) manifold ,gK) ) are canonically isomorphic to the model spaces O K (1, 1) and (K 2 , λ) so that Gr(M, g K ) can be considered as a GDC of the matrix group  O K (1, 1) .
From now on we assume that M is orientable if K = R. Let (M, g K , ∇) and (M , g K , ∇ ) be manifolds with K-metrics and compatible connections, and let π : 
The map F is compatible with gradings and covering projections and hence defines an isomorphism of GDCs of O K (1, 1).
Proof. This is straightforward.
C(T ) modules and quantization.
5.3 Definition. Let M be a manifold and ∇ a connection in T M.
(a) A graded C(T ) module (over (M, ∇)) is a graded real vector bundle (E, ε) over M with a graded connection ∇ E , and a linear bundle map R :
) and e ∈ Γ(E), End(E) ) be the symbol map (cf. 1.10) and let Diff k (E) be the space of kth order differential operators in E.
where s ∈ Γ Hom(T * , T ⊕T * ) , {E, · · · , e n } is a local basis of T and {ε 
Proposition. Ifg ∈ Γ P in(T ⊕ T * ) is parallel and if π(g) = g, then
Proof. We have
(by 1.10)
→ Diff(E) from the real tensor algebra of I(M, g K ) to the algebra of all differential operators in E by the formula
By Proposition 5.4, the extended map satisfies
Hence, even O(M, g K ) -invariant elements of T (I(M, g K )) get mapped to Gr(M, g K )-invariant differential operators in Diff (E). The eigenspaces of such an operator (if it has any) have a natural Gr(M, g K ) action. The basic O(M, g K ) -invariant is the metric λ I(M,gK)
. Its dual λ
and one easily sees that λ
This implies the first part of the
Corollary. (i) The differential operator Q
E (λ −1
I(M,gK) ) commutes with the action of Gr(M, g K ) on Γ(E).
(ii) The principal symbol of
Proof. Let us first prove (ii) when K = R. The principal symbol of Q E (λ
) α , which by definition is equal to
the definitions of B and τ g (cf. 3.4). This proves (ii) if K = R and the proof of the other cases is similar; one uses B(τ
Now consider the restriction of Q E to S 2 (I(M, g K )), the real dim R K (2 dim R K+ 1)-dimensional space of symmetric two tensors on I(M, g K ).
Theorem. Suppose there exists a nonzero λ I(M,gK) -isotropic vector z
∈ I(M, g K ) such that Q E (z ⊗ z) = Q(z) 2 = 0. Then: (i) The image of Q E : S 2 (I(M, g K )) → Diff(E) is one-dimensional and spanned by Q E (λ −1 I(M,gK) ). (ii) If x, y ∈ I(M, g K ), then Q E (x)Q E (y) + Q E (y)Q E (x) = 1 dim R K λ I(M,gK) (x, y) Q E (λ −1 I(M,gK) ). (iii) If x ∈ I(M, g K ), then Q E (x) • Q E (λ −1 I(M,gK) ) = Q E (λ −1 I(M,gK) ) • Q E (x). Proof. The map Q E : S 2 (I(M, g K )) → Diff(E) is O(M, g K ) -equivariant
in the sense of Proposition 5.4 and the group O(M, g K ) acts transitively on the space of nonzero λ I(M,gK) -isotropic vectors in
therefore contains all sums of squares of isotropic vectors. This latter space is of real codimension one in S 2 (I(M, g K )) and hence the real codimension of Ker Q E is at most one. Since Q E (λ −1
I(M,gK)
) is nonzero by Corollary 5.5, Ker Q E is of codimension exactly one and this proves part (i). Now if we take x, y ∈ I(M, g K ), then x ⊗ y + y ⊗ x ∈ S 2 (I(M, g K )) and applying Q we get
for some number f (x, y) which clearly defines a bilinear form on ,gK) , this means that f = kλ I(M,gK) . By the proof of Corollary 5.5,
and hence f (Id T * , τ
2 (by 3.4(ii)), this proves (ii).
To prove (iii) let x ∈ I(M, g K ) be an isotropic vector and choose y ∈ I(M, g K ) such that λ and using Q E (x) 2 = 0 we see easily that
x). Every element of I(M, g K ) is a linear combination of isotropic vectors. So the same equation is valid for arbitrary x in I(M, g K ).
5.6.1 Remark. As we shall see later, Theorem 5.4(ii) and Theorem 5.6 imply all classical Hodge type identities for Riemannian (K = R), Kähler (K = C) and hyper-Kähler (K = H) manifolds.
Definition. Let M be a manifold and ∇ a connection in T M. A graded C(T ) module (E, ε, ρ, ∇
E ) is said to be flat if Q E (Id T * ) 2 = 0.
Proposition. Let M be an oriented manifold and ∇ a torsion free connection in
Proof. By 1.10 and 5.3, σ
Hence Q E (Id T * ) is the exterior covariant derivative operator since ∇ is torsion free and Q E (Id T * ) 2 = 0 since ∇ V is flat.
Remark. One can show conversely that if (E, ε, R) is a graded flat C(T ) module over (M, ∇), then ∇ is torsion free and (E, ε, R)
is of the form given in 5.7.1 up to isomorphism.
By Proposition 5.1, for any orientable manifold M with K-metric g K and compatible connection ∇, (I(M, g K ), λ I(M,gK) ) is canonically isometric to (K 2 , λ) and the group O(M, g K ) is canonically isomorphic to the matrix group O K (1, 1). Hence, roughly speaking, Theorem 5.4(ii) and Theorem 5.6 can be interpreted as defining a "representation" of the action of O K (1, 1)) on (K 2 , λ) in the space of smooth sections of E, a flat graded C(T ) module E over (M, g K , ∇). Let us now make this idea more precise. 
One can now interpret Theorem 5.4(ii) and Theorem 5.6 as defining a Z 2 -projective representation of an algebraic structure depending only on K and not on (M, g K , ∇) or (E, ε, ρ, ∇ E ).
Theorem/Definition. Let (M, g K , ∇) be an orientable manifold with nondegenerate K-metric g K (of arbitrary signature) and Levi-Civita connection ∇, and let
This representation will be called the associated Hodge representation. 5.9.1 Remark. The vector space Γ(E) is a nuclear Fréchet space for the topology given by uniform convergence of all derivatives on compact subsets in all local trivializations and the operators Q E • i M (x) (x ∈ K 2 ) and ρ(g) (g ∈ Gr(M, g K )) are continuous since they are differential operators. We will refer to nuclear Fréchet (NF) Hodge representations when we need to take this topology into account.
Multiplicative properties of Hodge representations. Let (M, g K , ∇) and (M , g K , ∇ ) be two manifolds with K-metrics and compatible connections, let (E, ε, ρ, ∇ E ) and (E , ε , ρ , ∇ E ) be respectively graded C(T ) and C(T ) modules and let
π : M ×M → M , π : M ×M → M be the projections. Since T (M ×M ) ∼ = π * T M ⊕ π * T M , it is clear that (π * E ⊗ π * E , π * ε⊗π * ε , π * ρ⊗π * ρ , π * ∇ E ⊗ π * ∇ E ) is a C T (M × M ) module over (M × M , π * g K ⊕ π * g K , ∇ ⊕ ∇ ). For
brevity, we will denote this C T (M × M ) module by (Ẽ,ε,ρ, ∇Ẽ).
It is well known that the map Ψ :
has dense image, say S, and by completion extends to an isomorphism of nuclear Fréchet spacesΨ : Γ(E)⊗Γ(E ) → Γ(π * E ⊗ π * E ). By Theorem 5.2 and Corollary 4.5, the restriction of Ψ defines an isomorphism
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
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5.10 Lemma. For x ∈ K 2 , e ∈ Γ(E) and e ∈ Γ(E ),
Proof. The first equation is a direct calculation following from 1.10.1, the corresponding result for symbols, and Proposition 3.5. Squaring (5B), cross-terms cancel and we get the second equation. 
of representations of the Lie superalgebra g K . By completion:
Explicit formulae for elements of Gr(T, g
is an orthogonal decomposition into K-metric spaces. Hence, by Theorem 4.5, the restriction of the concatenation isomorphism
defines an isomorphism of GDCs of O K (1, 1):
This isomorphism reduces the problem of finding explicit formulae for elements of Gr(T, g K ) in the general case to the same problem in the one K-dimensional case. In this chapter we will give a complete description of Gr(T, g K ) when K = R and K = C, and a partial description when K = H (cf. Remark 6.4.3 below).
The explicit description of Gr(T, g R ) in C(T ).
Let T be a one-dimensional R-metric space and let g be the metric. Recall that
Let I ∈ T be a unit vector (i.e., of length sign(g) = ±1) and let E = τ g (I) ∈ T * be its g-dual. Considering T ⊕ T * as a subset of the Clifford algebra C(T ) we have the relations
If λ ∈ R * , the vectors |λ|
and −E + I 2 = −sign(g), and hence are in P in − (T ⊕ T * ). Their product
is a group homomorphism and satisfies
(c) We have the following relations:
Corollary. The group Gr(T, g) is generated by −1,the image of χ T (even graded) and σ T (odd graded) subject to the relations 6.1(c).
Proof. These results all follow by direct calculation using the Clifford algebra relations (6B). We prove part (b) as an example. For this, one has to show that Now let (T, g) be a metric space of signature (r, s) and let
where T i is the subspace of T spanned by E i and g i = g| Ti .
Theorem. (a) The map χ
given by
(d) σ T depends only on the orientation of the orthogonal basis {I
FUNCTORIAL HODGE IDENTITIES AND QUANTIZATION
2033
(e) We have the following relations:
(f ) Let (T, g) and (T , g ) be metric spaces and let
Proof. Parts (a), (c), (e) and (f) all follow directly from the properties of the concatenation isomorphism (6A) and 6.1. We postpone the proofs of (b) and (d) until later (cf. Proposition 6.5).
Corollary. The group Gr(T, g
) is generated by −1 (even graded), the image of χ T (even graded) and σ T (odd graded iff T is odd-dimensional) subject to the relations 6.2(e). By 6.2(e), the isomorphism class of Gr(T, g) depends only on r − s mod 4 and four distinct cases occur.
The explicit description of Gr(T, g
where g is a (necessarily definite) metric and ρ : C → End(T ) is a real algebra homomorphism. The action ρ is completely determined by ρ(i) = J, which is a g-isometric complex structure on T . Note that by Definition 3.2, ρ
is a group isomorphism. The group O C (1, 1) is not simple: defining r : 1) is a double covering map. We now show that Gr(T, g C ) as a GDC of O C (1, 1) is isomorphic to this double cover. (Recall that Gr(T, g C ) is trivially graded by 4.1.1.) If I ∈ T is a unit vector, then {I, I = J(I)} is an orthogonal basis of T . Let {E, E = J t −1 (E)} be the g-dual basis of T * . Then the following relations hold in C(T ):
for all other choices of x, y ∈ {I, I , E, E }.
Theorem. (a) The mapsR
take values in P in + (T ⊕T * ) and are group homomorphisms with commuting images.
(b)R(−1)S(
(c) Settingc T =R ×S, the following diagram commutes
Proof. We set α = E I − EI , β = EI E I + E IEI , ε = EE and ι = I I. Then the mapsR andS can be written as
It is easily checked that all products of elements in {α, β} with elements in {ε, ι} are 0. Hence the images ofR andS commute. Using the Clifford algebra relations (6C), one verifies that and that the following multiplication table holds: ε ι ει ιε ε 0 ει 0 ε ι ιε 0 ι 0 ει ε 0 ει 0 ιε 0 ι 0 ιε From these relations it follows easily that
and hence that the images ofR andS are in P in(T ⊕ T * ) (cf. 1.4), and, in fact, in P in + (T ⊕ T * ) since they are connected and contain the identity. Similarly, one checks thatR andS are group homomorphisms and this proves part (a). Part (b) is immediate.
To prove the first part of (c) one has to show that π
For this, it is sufficient to prove the equality of both sides evaluated on the basis vectors {I, I , E, E } of T ⊕ T * . As an example, consider the case of the vector I 
, which is the R.H.S. of (6D) evaluated on I when e iθ = 1. The general case is analogous.
The mapc T is an isomorphism since π •c T is surjective and −1 ∈ Imc T .
6.3.1 Remark. One can extendR :
and to defineS c we simply replace the real parameters in the formula forS by complex parameters. The mapc T c =R c ×S c : C * × SL(2, C) → C(T ) ⊗ C is then a holomorphic extension ofc T .
Corollary. Considering
Proof. Exercise. Now let (T, g C ) be an arbitrary C-metric space of signature (2r, 2s) and let {I 1 , I 1 , · · · , I r+s , I r+s } be a g-orthogonal basis of T such that I i = J(I i ) and
The restriction of g C to the real, two-dimensional subspace T i = I i , I i of T defines a C-metric on T i and hence one can define the corresponding homomorphismsc Ti : U (1) × SL(2, R) → C(T ) by the formulae of Theorem 6.3.
Theorem. (a) The mapc
is a group homomorphism whose image is contained in Gr(T, g C ) and the following diagram commutes:
(e) If r + s is even, the mapc T factors through the projection p : 1) and trivializes the GDC c −1
Proof. Everything except (b) follows directly from the properties of the concatenation isomorphism (6A) and Theorem 6.3. To prove (b) note that two homomorphisms f, g : 
Proof. This follows from 6.3.1.
We now give two formulae which will be useful later.
Proposition. Ifc T * : R ⊕ sl(2, R) → C(T ) is the derivative at the identity ofc T , theñ
Proof. We prove only the first formula. Differentiating 6.4(a) at the identity gives
By definition, If q ∈ H is an imaginary unit quaternion, ρ(q) is a g-isometric complex structure and hence defines a C-metric g Cq on T and a subgroup Gr(T, g Cq ) of Gr(T, g H ).
The elements of Gr(T, g Cq ) can then be described explicitly by Theorem 6.4. However, it is not true that every element of Gr(T, g H ) is in a subgroup of this form.
At the Lie algebra level,
The map c T * can be calculated by Theorem 3.3 and the formula for π * −1 is well known so that one can calculate Φ * explicitly. We will not do this, since the result will not be used in this paper. In [V] , Verbitski gives an explicit isomorphism of so(4, 1) with gr(T, g H ).
6.3 The explicit description of Gr(T, g R ) in the exterior algebra representation. As seen in Section 1, the map
extends to an algebra isomorphism
) is a graded C(T ) module. The next proposition identifies the generators of Gr(T, g R ) in the exterior algebra representation in terms of more familiar operators. We write 1 Λ for the identity of the exterior algebra Λ(T * ).
Proposition. (i) If
Proof. We set e a = ρ Λ(T * ) (E a ) and
and it is sufficient to prove (i) and (ii) for
A short calculation using the equations i a (1
and that
Hence the above expression becomes
This proves part (i).
To prove part (ii), recall first that the Hodge star * β of a k-form β is the unique
It is easy to see that
On the other hand,
Comparing with the formula for * (E 1 ∧ · · · ∧ E k ) above, this proves part (ii).
6.5.1 Remark. From the formula in 6.5(ii) it is easy to see that there does not exist 
for ω, η ∈ Λ(T * ) and a = 1, 2, · · · , n. Thus, if t ∈ T , the operators i t and e τg(t) are mutual adjoints with respect to the bilinear form ( , ) Λ(T * ) .
6.4
The explicit description of Gr(T, g C ) in the exterior algebra representation. Let (T, g C ) be a C-metric space. In this section we identify the image
) in terms of more familiar operators (where possible). We will show that the formulae defining ρ Λ(T * ) •c T give an explicit parametrization of the connected Lie subgroup of End(Λ(T * )) which integrates the classical Hodge-Lefschetz sl(2, R). To ease notation we writec Λ for ρ Λ(T * ) •c T .
i.e.,c Λ (e iθ ) is the unique automorphism of the exterior algebra Λ(T * ) extending
Proof. By Corollary 6.4(a),
e cos θαi+sin θJ t−1 αi c Λ (e iθ )(1 Λ ).
Tr+s (e iθ ) and by 6.3(a),
The last factor in each term of this expression (except the first) is of the form i t for some t in T .
(1 Λ ) = 1 Λ and the proposition is proved.
Most of the operators in the image of SL(2, R) underc Λ do not appear in the literature, at least not to the author's knowledge. However, the image of sl(2, R) under the derivative ofc Λ is the classical Hodge-Lefschetz sl(2, R) acting in the exterior algebra.
Proposition. Let
sign(g i )E i ∧ E i be the canonical symplectic form on T , let L : Λ → Λ be exterior multiplication by Ω and let L * : Λ → Λ be the adjoint of L with respect to the symmetric bilinear form ( , ) Λ(T * ) (cf. 6.5.2) . Thenc
and this operator is exterior multiplication by Ω. The second identity follows immediately by taking the adjoint of the first with respect to ( , ) Λ(T * ) , and then applying 6.5.2 and 6.4.2.
Proposition.
c Λ (1,
Proof. If x > 0,c Λ (1, Recall (see [W2] ) that A. Weil defines the operator d c ∈ Diff 1 (Λ) by 
