Abstract-We formally define the Multiprocessor Document Allocation Problem (MDAP) and prove it to be computationally intractable (NP Complete). Once it is shown that MDAP is NP Complete, we describe a document allocation algorithm based on genetic algorithms. This algorithm assumes that the documents are clustered using any one of the many clustering techniques. We later show that our allocation algorithm probabilistically converges to a good solution. For a behavioral evaluation, we present sample experimental results.
INTRODUCTION
INFORMATION retrieval is the selection of documents that are potentially relevant to a user's information needs. Given the vast volume of data stored in modern information retrieval systems, searching the document database requires vast computational resources. To meet these computational demands, various researchers have developed parallel information retrieval systems. As efficient exploitation of parallelism demands fast access to the documents, data organization and placement significantly affect the total processing time. We describe and evaluate an algorithm that derives an allocation that supports efficient access to a clustered document collection.
Formally, the Multiprocessor Document Allocation Problem (MDAP) is defined as follows:
GIVEN:
• A distributed memory architecture with: ᎏ Nodes (PEs):
• A clustered document domain with: ᎏ Documents:
ᎏ Clusters:
• A real value bound: B.
DERIVE:
An allocation mapping A : D ‫ۋ‬ X of the documents to the processors that satisfies the following conditions:
1) Let Xi be a node. Define the number of documents mapped onto this node by the allocation A as
2) Let Cj be a cluster of documents. Define the diameter of this cluster under a given allocation A as:
To prove that MDAP is complete in NP, we reduce the NPComplete problem, Binary Quadratic Assignment Problem [5] to MDAP in polynomial time. Details are found in [11] . Since MDAP is NP-Complete, obtaining an optimal allocation of documents onto the nodes is not computationally feasible. The heuristic algorithm proposed here is based on genetic algorithms [7] . Related document mapping algorithms and multiprocessor information retrieval efforts are found in, for example [1] , [2] , [3] , [4] , [6] , [8] , [9] , [10] , [12] .
ALGORITHM:
Initialization Phase: 2) Define the document to node mapping function Ai :
If n = 3, row P0 implies that documents 0 through 5 are mapped to nodes 1, 0, 2, 1, 2, 0, respectively.
Reproduction Phase:
3) Given the mapping function A i for a given row Pi,
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Bias the roulette proportionally to E −1 (P i ). Assign each allocation an interval on the unit vector 0 to 1 based on the corresponding biased probability. In the above example, E(P 0 ) = 5, E(P 1 ) = 6, and E(P 2 ) = 8, resulting in the following roulette wheel. Control Structure:
9) Repeat steps 3 through 8. The precise number of iterations is dictated by an early termination condition (all allocations are identical) or by a maximum iteration count. Upon termination, evaluate the "goodness" of the allocation defined by a row P i , (0 ≤ i ≤ p − 1), and the corresponding mapping function Ai. Choose the best allocation.
As with any other heuristic algorithm, the above algorithm is not assured to yield an optimal solution. However, we can still characterize its behavior and prove its likelihood to convergence to a good allocation [11] . Convergence was demonstrated by generalizing the schema notation to include permutations.
As a limited comparison study of the algorithm, we experimented with a small dataset and noted the average observed values of five runs. The greedy algorithm is deterministic and hence only one run was needed. For fairness, the random algorithm was executed for the same duration of time as was our genetic algorithm. The comparison results are shown in Table 1 for four different architectural structures. The values represented are in terms of message hops. The lower the total number of hops (value), the better is the allocation. For additional experimental results, see [11] . 
