pathogens that exploit hosts less prudently, i.e. are more virulent (see also Nowak and May 1994) . Less prudent pathogens kill their host more quickly and hence run a smaller risk of competing with another pathogen clone.
In most studies that investigate the evolution of virulence it is assumed that the host-pathogen systems are homogeneously mixed, due to, for instance, rapid host movement or rapid pathogen transmission over relatively large distances. The homogeneity assumption implies that every host, be it susceptible or infected, interacts equally strong with all other hosts. Hence, the infection process is completely determined by the densities of susceptible and infected hosts. In contrast, if pathogen transmission is local, the spatial distribution of the infected and susceptible hosts will become important for the infection process and groups of infected and susceptible hosts might become spatially isolated. As a consequence of the spatial heterogeneity that might arise in the host-pathogen system, the pathogen's "mobility", i.e. its capacity to spread through space (de Roos et al. 1991), may become an important factor for the population dynamics of hosts and pathogens and for the evolution of the pathogen virulence.
In this paper we study the population dynamical and evolutionary consequences of local transmission of pathogens in contrast to global or long range transmission. We study how local transmission modifies the influence of co-infection, as a mechanism leading to increased pathogen virulence, in the presence of a tradeoff relation between pathogen transmission rate and virulence. To limit the scope of the study we focus on the special case of co-infection, in which host individuals can be infected by either one or two clones of the same or different pathogen strains. We assume that this special case is representative for the general case, in which within-host competition can occur between two or more different pathogen strains. The same special case but with global transmission was studied by Van Baalen and Sabelis (1995) . We show that the mode of transmission (local vs global) becomes very important for pathogen evolution only when co-infections are possible.
General model description
The model represents a host-pathogen system in which sessile hosts live on a square lattice with cyclic boundaries, every host having four nearest neighbors. All results presented are obtained using a lattice consisting of 64x64 sites. Larger lattices were used occasionally to check that the presented results were independent of the lattice size used. Every site of the lattice represents a single host individual. A host can be uninfected, singly or doubly infected and the degree of infection (none, one or two pathogen clones present) determines its death rate. The total number of hosts is assumed to be constant. Therefore, a dead host is immediately replaced by a new, uninfected host. Since the simulation model represents all hosts individually, the spatial aspects of the infection process are incorporated in an entirely explicit manner.
Two modes of pathogen transmission are considered: local and global transmission. When transmission is local the pathogen's propagules can only infect the four nearest neighbors of the infected host and hence the infection spreads in a diffusive way. To unravel the precise influence of the local transmission, this mode of dispersal is compared with the situation in which pathogens are capable of global transmission. Global transmission is modelled as a process in which every host individual can infect any other host on the entire lattice with equal probability. Though biologically maybe less realistic, with global transmission the spatial distribution of hosts does not play a role anymore, the law-of-mass-action applies and the dynamics of the system are completely determined by the densities of susceptible and infected hosts ("density limited dynamics", de Roos et al. (1991) ). With global pathogen transmission the dynamics can hence also be described using ordinary differential equations for the fractions of uninfected, singly and doubly infected hosts. The phrase interaction neighborhood is used to indicate all hosts, with which a specific host individual can interact. In case of local pathogen transmission, the interaction neighborhood of a host consists of its four nearest neighbors. With global transmission, the interaction neighborhood is identical for all hosts and consists of the entire lattice.
The system with local pathogen transmission can only be modelled as an individual-based model (IBM). Its implementation is reminiscent of models that are known as "infinite particle systems" or "probabilistic cellular automata" that operate in continuous time. Events like death and infection thus happen asynchronously to different hosts. The events that may occur are: (1) host death and (2) transmission of infective propagules, possibly followed by infection of a new host.
Host death may be due to disease unrelated causes, which are assumed to be density independent, or to the disease induced by the pathogen. Hence, death of uninfected hosts occurs at a rate li, the background mortality rate. Death of infected hosts occurs at a rate l+oci, in which a,i is the disease-induced mortality rate. The index i refers to the host type as determined by the number of clones that have infected the host (i = 1: hosts are singly infected; i = 2: hosts are doubly infected).
Each pathogen clone inside an infected host transmits infective propagules to other host individuals inside its interaction neighborhood at a rate Pi. Therefore, a host of type i transmits infective propagules to hosts inside its interaction neighborhood at a total rate equal to the sum of the per clone transmission rates (i4i). Infective propagules are ending up with a host that is randomly selected from the interaction neighborhood. If the target host is susceptible (i.e. of type i < 2), infection takes place. Otherwise the propagule is lost and the event is cancelled. Since the probability that transmission is suc-cessful depends on the fraction of susceptible hosts in the interaction neighborhood and there is a limit to the number of pathogen clones that a host can carry, transmission is either globally or locally density dependent. The rate at which a particular host is receiving infective propagules from other hosts inside its interaction neighborhood obviously depends on the fraction of these hosts that is infected and their transmission efficiencies. This rate, which is referred to as the force of infection h(sj), for a host at site sjequals: q h (sj) = Eiiyi(s)
i =1
where q is the maximum number of clones that hosts can carry simultaneously (q = 1 or q = 2 in this paper). yi(sj) is the fraction of hosts of type i (with an i-fold infection) in the interaction neighborhood of the host at site sj. Under global transmission yi(s) is independent of the site sj, because the interaction neighborhood is the entire lattice. Under local transmission, yi(sj) is the fraction of hosts among the four nearest neighbors of site sj with an i-fold infection. The simulation process proceeds as follows: when a host becomes infected for the first or the second time, a random waiting time-value is generated on the basis of the appropriate waiting time distribution. This distribution is of exponential form with a rate parameter specific for the type of host. For a host that becomes infected for the first time, the rate parameter equals pu + a, + p3. The analogous parameter for a doubly infected host equals ,u +tX2 +2p2. When time passes on, a singly infected host might become infected again before it finishes waiting. If such a change in host state occurs, a new waiting time is determined with parameters pertaining to a doubly infected host. The random waiting time-value determines at which future time the host either dies or transmits an infective propagule. At the selected time a singly infected host dies with a probability (p + (cX)/(p + och + p3I) and transmits an infective propagule with probability 3i/ (A + oa + p,). Whichever happens is determined randomly, taking into account these probabilities. For a doubly infected host the corresponding probabilities are (P + ac2)/(p + {X2 + 232) and 2f3J(p + a2+ 232). If a host dies, it is immediately replaced by an uninfected host individual (This assumption also allows us to ignore the background mortality process of uninfected hosts entirely). If an infected host transmits an infective propagule, a target host is selected randomly from its interacting neighborhood. The target host becomes infected (again) if it is not yet doubly infected itself. After a successful infection a new waiting time is drawn for both the source and target host.
Single infections and global transmission
Population dynamics With global transmission every host interacts equally strong with every other host individual and the interaction neighborhood is independent of the host's spatial location. If hosts can only become infected by a single clone (q=l), the fractions of all hosts that are uninfected and singly infected completely determine the dynamics and evolution of hosts and pathogens. Let these fractions be denoted by x(t) and yl(t), respectively. Given the assumptions on host death and transmission discussed in the previous section, the dynamics of x(t) and y,(t) can be described by the following system of ordinary differential equations ( 
The possibility of pathogen invasion into an entirely uninfected ("virgin") host population is determined by the pathogen's basic reproduction ratio, generally indicated with the symbol R0 (Heesterbeek 1992 ). The basic reproduction ratio can be interpreted as the expected number of secondary infections caused by a pathogen that establishes itself in a member of a virgin host population. Because of the global transmission, all infective propagules of the first infected host will be transmitted to uninfected hosts and hence lead to a successful infection (the probability that the first infected host transmits an infective propagule twice to the same host is negligible). Therefore, in the current model R0 equals the product of the transmission rate 3 and the average lifespan of an infected host 1/(js + ota):
Obviously, a pathogen's R0 should exceed 1 (the critical value) to be able to invade the host population successfully. Following invasion, the system always converges towards the fixed point -+a1
x= Pi 
To distinguish the strategy of a resident pathogen population from that of an invading mutant we will denote the first with ?*.
When a mutant pathogen with a strategy ?* enters a host-pathogen system in equilibrium, in which all resident pathogens have a strategy e, the number of secondary infections produced by the mutant equals: erwise virgin environment will immediately experience a decreased density of susceptible hosts in its environment, as soon as it has transmitted the pathogen to one of its neighbors. Therefore, the assumption of a density independent situation that was crucial to derive the invasion criterion Ro> 1 in case of global pathogen transmission, is not appropriate any longer: a locally transmitting pathogen obviously has to produce more than a single offspring during its lifespan to be able to invade. With increasing values of the ratio P,/(a + (cx) the difference in average densities between the two modes of transmission disappears (Fig. 2) . Visual inspection of the simulated distributions of infected and susceptible hosts indicates that the decreasing difference is related to a shift towards more homogeneous spatial distributions in the local transmission case. The relatively constant average fraction of infected hosts that is ultimately approached in the simulations can only occur, when the probability that an infected host dies and is replaced by a susceptible host equals the probability that it infects a susceptible host in its neighborhood (both probabilities expressed per unit time). A spatially heterogeneous, i.e. a clustered, distribution of infected hosts obviously implies that the fraction of susceptible hosts in the interaction neighborhood of a particular infected host is lower than expected on the basis of the fraction of susceptible hosts in the entire spatial domain. This under-representation effectively limits the pathogen's potential for growth and leads to lower average densities of infected Fig. 3 shows the results of a set of invasion experiments with local transmission, in which mutant pathogens were introduced into a resident population that would be an ESS, were transmission global (?* = 0.5 for the used set of parameters; see the legend of Fig. 3 ). Because the IBM is a stochastic model, all mutants have a non-zero, but possibly negligible probability to survive for a considerable period after introduction even with global transmission. Nonetheless, all mutants, different from the ESS for global transmission that constitutes the resident pathogen population, have a lower probability to establish themselves. This ESS for global transmission also tums out to have the highest probability of successful invasion, if the resident population is not an ESS (results not shown). Fig. 3 illustrates that the invasion probability of a mutant strategy is indeed proportional to its R0. From the invasion experiments with non-ESS resident populations we concluded that this probability moreover increases in an absolute sense with an increasing difference between the Ro of the mutant and the resident pathogen strategy.
From these results it can be inferred that in the absence of co-infections the mode of pathogen transmission (local versus global) does not affect the final outcome of an evolutionary process in pathogen virulence. However, the trajectory to attain this evolutionarily stable virulence level can be different for the two modes of transmission, since they do affect the population dynamics.
Double infections
When a host can be infected by two, possibly different clones, the population will consist of a mixture of uninfected, singly infected and doubly infected individuals. The fractions of these different hosts in the population will be denoted by x(t), y,(t), and y2(t), respectively (x + y+y2 = 1 for all t).
From an evolutionary perspective, pathogen clones in singly infected hosts have to anticipate the possibility of within-host competition after further infection. We have assumed that pathogens are capable of adopting a different strategy when a second clone infects the host and that the order in which the two clones infect the host does not influence their effectiveness. Therefore, we assume a pathogen to have a particular strategy ? for exploiting a singly infected host on their own and a different strategy q for sharing a doubly infected host with another pathogen clone. Since we consider the possibility of more than two infections to be negligible, the outcome of the competition process within a doubly infected host is independent of its environment. It is therefore reasonable to assume that the population dynamics and the mode of pathogen transmission will not affect the evolution of q. Based on these arguments we limit ourselves to the investigation of the evolution of ?, the strategy for exploiting a host that is still prone to further infections. The parameters a2 and [2, denoting the virulence and transmission rate of a pathogen clone in a doubly infected host, are hence assumed to be fixed for both resident and invading mutants at values that are the optimal outcome of a separate evolutionary process, inde-pendent of the pathogen transmission mode. Doubly infected host individuals thus have a disease-induced mortality rate oc and a pathogen transmission rate equal to 2p2 (see eq.(l)).
For simplicity we have also assumed the host background mortality rate to be negligible (p = 0). This assumption has no consequences for the population dynamical results presented below, since the parameter p always occurs in combination with cX, or 02 as a sum p + a,. For the evolution of pathogen virulence the assumption p = 0 is expected to have a quantitative effect only: If the host background mortality rate is very high, the influence of the disease-induced mortality on the dynamics of the system is very small. By assuming p = 0 we consider the situation, in which the pathogen's virulence has the largest impact on the dynamics of the system and selective forces are expected to be strongest.
Global transmission

Population dynamics
With global pathogen transmission the dynamics of x(t), y#(t), and y2(t) can be described by the following system of ODEs: 
Pathogen fitness and optimality Pathogen evolution is investigated by considering the number of secondary infections that a mutant pathogen with strategy ? produces when invading a resident pathogen population with strategy ?*. It is assumed that this resident pathogen has imposed a stable equilibrium situation, in which X (?*), 3 y(?*), and 2(e*) denote the
fractions of uninfected, singly infected and doubly infected hosts, respectively, given by (10). The equilibrium force of infection imposed by the resident pathogen is denoted by h (E*) and follows from eq. (12).
The expected number of offspring R,(?, ?*), produced by an invading mutant, can be determined from the probabilities that an infective propagule of this mutant on entering the system, first encounters an uninfected, singly infected or doubly infected host, respectively, and the expected productivity of the encountered host thereafter (see the life-cycle graph in Fig. 4 ed that the Therefore, the probability that a pathogen with local more vim-transmission invades a virgin environment will depend f the single on the full set of parameters (x,, 1, a29 and P2. This dependence is simplified in the special case that ax2 is infinitely large, implying that a singly infected host dies instantaneously as soon as it gets infected for the second time. On the basis of a set of simulations with the spatially explicit IBM, in which a small number of pathogens was introduced in an uninfected host population, len and Sa-we concluded that pathogen invasion in this case was ality is the possible with R0 = P3/ac larger than approximately 2.5. tion model This increase from a threshold value of approximately e when co-1.647 when co-infection is not possible, can be expathogens plained by the fact that a single pathogen quickly inst competi-creases its own (density dependent) mortality risk by innd Sabelis fecting adjacent hosts. ality above If a host can maximally be infected by two pathogen the within-clones, the critical R0-value required for invasion will depend on the relative productivity of the singly and doubly infected hosts. If a doubly infected host is less efficient than a singly infected host (i.e. 22/a2 < Pi/oc, as is the case when 0U2 is infinitely large), the threshold value will be larger than 1.647. If the reverse holds, the threshold value will be smaller than 1.647, possibly even smaller than 1. (Note that the productivity of a doubly infected host is the sum of the productivities of the two pathogen clones P32/(2). It seems biologically reasonable to assume that p2/3J2<P1/cA1, which implies that the within-host competition has a negative influence on the productivity of a single clone. However, the total productivity of a doubly infected host can easily be larger than that of a singly infected host. When co-infection is possible and transmission is local, the threshold value for R0 =13/ot can hence be larger or smaller than 1.647, depending on c2 and 12. A striking qualitative difference induced by local transmission in the double infection model is the occurrence of a maximum in the curve relating the average fraction of singly infected hosts y I to OC2 (Fig. 6) . This maximum coincides with a breakpoint value of or2 (hereafter indicated with a*) that separates a parameter region with hardly any differences in the fraction of singly infected hosts between the two modes of transmission, from a region with an increasing difference. The fraction of doubly infected hosts y 2 is rather similar with both modes of transmission for all values of 0X2 considered, although this fraction is consistently lower when transmission is local. The exact value of xa* decreases with increasing values of Ocl and increases when either 31 or 32 is increased. Although the breakpoint can be found for each of the four parameters when varied over a range of values, we will limit ourselves to studying how changes in aX2 affect the population dynamics and evolution.
Equilibrium densities
Visual inspection of the spatial distribution of the different host types over the spatial domain shows that for large values of Oc2 (o2?>> a*), small patches of singly and doubly infected hosts occur that are separated from each other by regions of totally uninfected hosts. With decreasing values of ?C2 the patches grow in size and become less and less isolated from one another. For values of ao2 a* the individual patches have grown to the extent that they merge into a single, almost contiguous patch. For still lower values of oC2 the entire spatial domain is more or less evenly covered with infections. With global transmission the ESS also was the strategy that maximized the density of doubly infected hosts at equilibrium, y 2. With local transmission the predicted ESS did not in general maximize y 2. For the same values of a2, 32, am, and [3m, the invasion experiments were hence repeated with the strategy that was found to maximize y 2 as the resident pathogen (referred to as the y 2,max strategy). Table 1 shows that in general the predicted ESS can be invaded by mutant pathogens. Only at the "breakpoint" value a2 = a* = 1.1 the predicted ESS is the best invader of its own population (and hence truely an ESS). For a2 < a* (the "super patch" regime), more virulent strategies can invade, whereas in the "patchy" regime a2 > a* the best invader tums out to be less virulent than the predicted ESS. The pathogen strategy that is most successful in invading the predicted ESS strategy tums out to be the best invader of the y 2,max strategy as well. Further invasion experiments indicated that this most successful invader strategy is (at least locally) an ESS. Moreover, in the "super patch" regime a < a* the optimal invader strategy is the y 2,max strategy itself. In the "patchy" regime Oa2 > a* pathogen strategies that are less virulent than the y 2,max strategy are evolutionarily stable.
At the breakpoint a2 = a* the predicted ESS, the y 2,max strategy, and the best invading strategy are all identical. geneous pathogen transmission, which most likely is an idealization of any real host-pathogen system. We have studied another extreme idealization, in which transmission is only possible between nearest neighbors. The presented results clearly support two conclusions: (1) localized pathogen transmission and the inherently stochastic nature of interactions between individuals lifts the operation of natural selection processes from the individual level to a higher level of organization, and (2) explicitly accounting for the spatial dimension in pathogen transmission will only have a significant influence on the evolution of virulence if co-infection is possible.
Discussion
We have shown that predictions of the ESS with local pathogen transmission on the basis of principles that determine the ESS when pathogen transmission is global, fail if host individuals can be infected by more pathogens simultaneously. We hypothesize that this failure is due to the different relation between invasion and population establishment of a mutant pathogen under the two modes of transmission. If pathogen transmission is global, successful invasion of a mutant pathogen immediately implies population establishment. The ESS is hence the resident strategy that minimizes the expected reproductive success (R,) of all rare mutants that might invade. When present at low densities, the density of these mutants will then only decrease and population establishment will be impossible.
With local pathogen transmission, due to the stochastic nature of the interactions, all mutants will always have a non-zero probability to increase their numbers temporarily, even though their expected reproductive success (R,) is smaller than one. The thus arising small mutant population forms a patch. Establishment of the mutant pathogen now hinges on whether the patch will grow or shrink. This causes mutant establishment to be less intimately tied to its invasion as in the global transmission case. Dependent on the spatial distribution of the resident pathogen population the fate of the patch of mutant pathogens will either be influenced more strongly by local competition with the surrounding resident population for susceptible hosts, or by a colonization process of areas with completely uninfected host individuals. The latter process can be compared to the possibility of pathogen invasion into a virgin host population, where purely individual considerations equally fail to predict pathogen success when transmission is local. All observations clearly indicate that the important selection forces with local transmission operate on the level of a group of individuals (see also Boerlijst et al. 1993) .
For low values of (X2 in the double infection model (in the "super patch" range of the parameter space, ix2 < ?c*)
observed densities of infected hosts are high and the entire spatial domain is eventually more or less evenly covered with infected individuals. Here selection favors more virulent pathogens. In line with the arguments above, competition between groups of related pathogens seems to play a crucial role in the selection process under these conditions: the ESS corresponds to the strategy that maximizes the density of doubly infected hosts y2, which is also the strategy that would always win the competition with any other pathogen if transmission were to be global. In contrast, in the "patchy" range of parameter space (cC2 > o*2), relatively large parts of the spatial domain are occupied by susceptible hosts. Natural selection now turns out to favor pathogen strains with a lower virulence. Given the trade-off relation (5), a lower pathogen virulence implies a higher value of Ro= Pj(?)/ax(?) (Note that the ratio P3/(a, always decreases, while xoc increases with ?). Intuitively, the increased value of Ro suggests a larger capacity of the pathogen to spread into uninfected parts of the spatial domain. The observations on the minimum value of Ro necessary for invasion in the single infection model with local transmission (R0 1.647) and the double infection model with a2 taken infinitely large (Ro0 2.5), indeed confirm that a larger value of R0 leads to more effective pathogen invasion into areas with susceptible hosts.
Alternatively, the lower virulence of the ESS in the "patchy" regime might be interpreted in the light of a process akin to kin selection (Frank 1992 (Frank , 1994 ). Because of the localized transmission and the patchy distribution of infected hosts, pathogens in a patch of infected hosts are likely to be closely related. A lower pathogen virulence implies a larger total transmission, while a host is singly infected, at the expense of an increased risk of within-host competition. Since any subsequent infection is most likely with a member of the same pathogen strain given the local kinship in a patch, double infections probably translate into twice as large a reproductive success for the pathogen clone as a whole, in comparison to the situation where two different clones share a host. Although in direct competition with more virulent strains pathogens with a reduced virulence will still lose out, they will be able to expand much more quickly into unexploited parts of the spatial domain, due to their more co-operative behavior.
When co-infection is not possible we have shown that the spatial aspects of the transmission process do not influence the evolution of pathogen virulence. We consider this to be related to the absence of any population dynamical influence on the selection process, even if transmission is global. Irrespective of the mode of transmission, any pathogen would impose an average force of infection after dynamic transients have disappeared, which equals the mortality rate of the (at most singly) infected host individuals. The approximate stationarity of the dynamics indicates that this will hold on average at all spatial scales. Wherever competition between two strains of pathogens will occur in the spatial domain, it seems logical that the one which can impose and hence persist under the highest force of infection (and hence maximize the density of singly infected hosts y i) will dominate.
Localized transmission always has a considerable influence on the population dynamics of a host-pathogen system. More specifically, it always makes an epidemic outbreak of the pathogen more difficult, since density dependent influences are hampering the spread of the pathogen right from the start of the outbreak. A higher capacity to spread, in terms of a higher value of R0, is hence required for successful invasion. In case co-infection is possible an additional influence of local transmission is the occurrence of two distinct types of spatial distribution of infected hosts: In the "super patch" parameter range infected hosts practically cover the entire spatial domain, while in the "patchy" regime the mobility of the pathogen (interpreted in terms of its rate of spatial spread relative to the rate of patch deterioration) is apparently too low to exploit the entire spatial domain at any one time.
The results presented in this paper are derived with a specific choice for the trade-off relation between pathogen virulence and transmission rate. Based on a limited set of simulations with different functions, we expect that the exact form of the relation, whether it increases to infinity, towards an asymptote or towards a maximum with a subsequent decline, does not play a role as long as transmission increases deceleratingly with virulence.
