Abstract: The Beta function B(x, y) is defined for negative integer values of x and y. It is proved that
*
The Beta function B(x, y), see Sneddon [5] , is usually defined by the integral B(x, y) =
for x, y > 0 and more generally the function ∂ p+q ∂x p ∂y q B(x, y) = B p,q (x, y)
is defined by the integral and this equation is then used to define B(x, y) for x, y < 0 and x, y = −1, −2, . . . . More generally it was proved in [3] that the neutrix limit B p,q (x, y) = N−lim
exists for all x, y and p, q = 0, 1, 2, . . . , where N is the neutrix, see van der Corput [1] , having domain N ′ = (0, x) (0 < x < 1/2) and range N " the real numbers, with the negligible functions finite linear sums of the functions
and all functions which converge to zero in the normal sense as ǫ tends to zero. Equation (2) was then used to define B p,q (x, y) for all x, y and p, q = 0, 1, 2, . . . . Note that if x > 0, we could write
and if y > 0, we could write
The following theorem was proved in [4] :
for all x, y and p, q = 0, 1, 2, . . . .
We now prove
Theorem 2.
and
for n = 1, 2, . . . .
Proof.
We first prove equation (3) . Putting t = u 2 , we have
and so
It now follows from equation (6) that
proving equation (3) . Next, we have
and it follows that N−lim
and equation (4) follows for n = 1, 2, . . . . Next, we have
and it follows that
proving equation (5) for n = 1, 2, . . . .
Theorem 3.
for n = 1, 2, . . ., where
for r = 0, 1, 2, . . . and n = 1, 2, . . . .
Proof. We have
since N−lim
for n = 1, 2, . . . . In particular, when n = 1, it follows from equation (11) that
on using equation (3) and so equation (7) is true when n = 1. Now suppose that equation (7) holds for some n. Then it follows from equation (11) that 2n + 2 2n + 1
proving that equation (7) is true for n+1. Equation (7) now follows by induction for n = 1, 2, . . . . Next, we have
Equation (8) follows for n = 1, 2, . . . . To prove equation (9), we have
on using equation (5), since
Equation (9) follows for n = 1, 2, . . . . In general, we have and 
for r, n = 1, 2, . . . ,
for n = 1, 2, . . . and r = 1, 2, . . . , n − 1,
(19) for n = 1, 2, . . . and
for n = 1, 2, . . . and r = n + 1, n + 2, . . . .
on using equation (4) and equation (14) follows for n = 1, 2, . . . . Next, we have
It follows that
on using equation (5) and equation (15) follows for n = 1, 2, . . . . In the particular case n = 0, equation (21) is replaced by the equation
on using equation (3) and equation (13) follows.
To prove equation (16), we have
on using equations (13) and (14). Equation (16) follows for r = 1, 2, . . . . More generally, we have
on using equation (14) and equation (17) follows for r, n = 1, 2, . . . . Next, we have For further results, see [2] .
