We show that the one-sided Dyck shift has a unique tail invariant tailinvariant topologically σ-finite measure (up to scaling). This invariant measure of the one sided Dyck turns out to be a shift-invariant probability. Furthermore, it is one of the two ergodic probabilities obtaining maximal entropy.
Introduction
One of the tasks in the theory of symbolic dynamics is characterizing the tail invariant measures of a given subshift. There are known results for the case of the one sided tail of (mixing) SFT's [3] , also for the case of the β-shift it is known that there exists a unique tail-invariant measure [1] . In all of these examples the tail-invariant measure is also equivalent to a unique shift invariant measure of maximal entropy. Invariant measures for the double-tail (and some sub-relations of the double-tail) of SFT's have also been characterized [7] . In this paper we identify the tail invariant probability measures for the Dyck Shift. This subshift was used in [6] as a counter-example for a conjecture of B. Weiss, showing there are exactly two measures of maximal entropy for this subshift, both of which are Bernoulli. We show that for the one-sided Dyck shift one of these measures is the unique tail-invariant probability (section 4). 1 
Notation
We briefly define basic notation used in the rest of the article. Let X ⊂ Σ Z (or X ⊂ Σ N ) be a subshift. The language associated with X denoted L(X) ⊂ Σ * , is the set of all (finite) words which occur in some x ∈ X. Let w = (w 1 , . . . , w r ) ∈ Σ * and k ∈ Z (resp. k ∈ N). Denote the length of a word w by |w| = r. We denote the cylinder set [w] k = {x ∈ X : x k+i = w i , i ∈ {1, . . . , r}}. Note that [w] k = ∅ if and only if w ∈ L(X). We denote [w] := [w] 0 .
Dyck Language
We consider a transition system τ = (Σ, Γ, ϕ), where Γ is the set of states and ϕ is the transition function ϕ : Σ × (Γ ∪ {ω}) → (Γ ∪ {ω}), ω / ∈ Γ, ϕ(ω) = ω. One extends the definition of ϕ inductively to obtain a mapping ϕ :
We say that a a ∈ Σ * is τ -admissible if ϕ(a, γ) ∈ Γ for some γ ∈ Γ. We say that τ is irreducible if for all γ, δ ∈ Γ there exists an a ∈ Σ * such that δ = ϕ(a, γ). A transition system describe a subshift X(τ ), where X(τ ) contains all x ∈ Σ Z whose (x i ) n i=−n ,n ∈ N,are τ -admissible. The subshifts of irreducible transition systems are also referred to as coded-systems [2] . The Dyck language, or 'bracket' language is also described in [6] . Let us explicitly describe the Dyck language and corresponding transition system. Let m ≥ 1 and Σ = {α j : 1 ≤ j ≤ m} ∪ {β j : 1 ≤ j ≤ m}, Γ = {α j : 1 ≤ j ≤ m} * , and with Λ the empty word, ϕ(a, α j ) = aα j ,a ∈ Γ,
Another way to describe the Dyck-Shift is in terms of a semi-group with natural element (or monoid ) of equivalence classes of strings, with the concatenation of strings being the semi group action:
Let M be the monoid generated by Σ, with the following relations:
and the corresponding (two sided) m-Dyck subshift is
we will also refer to the one sided m-Dyck subshift:
These are indeed subshifts, since we only pose restrictions on finite blocks. Note that the 1-Dyck shift is simply the full 2-Shift, and so we will only be interested in the case where m ≥ 2.
We shall use the same notation for the one-sided subshift. For y ∈ Y , let
where it is clear from the context whether we are refereing to the one sided or two sided subshift.
Maximal Measures for the Dyck Shift
In [6] Krieger introduced the following decomposition of X into shift invariant subsets:
Since the complement of these sets, X\(A + ∪ A − ∪ A 0 ) is a countable union of wandering sets, every ergodic shift-invariant probability measure assigns probability one to exactly one of these sets. Let further
and observe that
g + is a one-to-one Borel mapping from B + onto B + , commuting with the shift. This shows that every shift invariant probability measure µ on X such that µ(B + ) = 1 can be transported to a shift invariant probability on Ω with equal entropy. By the intrinsic ergodicity of the full-shift, there is a unique measure µ 1 of maximal entropy on X such that µ 1 (B + ) = 1. This measure is supported by A+ ⊂ B + . By similar arguments, there is a unique measure µ 2 of maximal entropy on X such that µ 2 (B − ) = 1, and in fact µ 2 (A − ) = 1.
Proof: Since A 0 ⊂ B + , any shift invariant probability µ 0 on X supported by A 0 can also be transported to a probability µ 0 on Ω via g + . By the ergodic theorem,
, and equality can be obtained by takeing
Borel Equivalence Relations and Invariant Measures
In this section we review the elements that we will need from the general theory of Borel equivalence relations. See [4] for a more detailed discussion and proofs. Let (X, B) be a standard Borel space. R ⊂ X ×X is a discrete Borel equivalence relation if it is a Borel Subset which is an equivalence relation, and for which in addition, the equivalence class
of every point x ∈ X is countable. Under this hypothesis the saturation
of every Borel set B ∈ B is again a Borel set. The full group [R] is the group of all Borel automorphisms W of X with W x ∈ R(x) for every x ∈ X. For such R, it is known that there exists a countable generating subgroup of [R] [4] . A sigma-finite measure µ is quasi-invariant under R if µ(R(B)) = 0 for every B ∈ B with µ(B) = 0; it is ergodic if, in addition, either µ(R(B)) = 0 or µ(X\R(B)) = 0 for every B ∈ B.
Let R ⊂ X × X be a discrete Borel equivalence relation. A R-holonomy is a one to one Borel map F : A → B, F (A) = B where A, B ⊂ X are Borel sets, and
We say that R is uniquely ergodic if there exists a unique R-invariant probability measure µ. Note that this trivially implies µ is R-ergodic. R is topologically transitive if there exists x ∈ X so that R(x) is dense in X. Let Y ⊂ Σ Γ , where Σ is a finite or countable set, and Γ is a countable set. Two elements y = (y k ),
k for all but a finite number of k ∈ Γ. The set
is a Borel set and an equivalence relation, and each equivalence class
In other words, V Y is a discrete equivalence relation; it is called the homoclinic equivalence relation or Gibbs relation. We call a Borel measure µ on Y which is V Y invariant a homoclinic measure.
In the case A = N, and Y a subshift V Y is the tail relation of Y , which we will denote as T (Y ) or simply T . We call a T (Y ) invariant measure a tail-invariant measure. Note that if T denotes the left shift, we can write:
For X ⊂ Σ Z , a two sided subshift, the two-sided tail relation of X:
The double tail relation is the homoclinic equivalence relation for a two sided subshift.
One Sided m-Dyck Shift
In this section we consider the one sided Dyck shift. We prove the following result: Define the following tail-invariant decomposition of the one-sided Dyck shift: 
We write the following decomposition of [v] ∩ R n , according to the first atomic balanced word following v:
We further decompose each of these sets:
We note that
), a n = |{α ∈ B n : α l 1 = v}|,r ∞ = sup n r n , then:
is finite and nonnegative, and we obtain:
Since for any u ∈ L(Y, n) and any 1 ≤ j ≤ m, uα j ∈ L n+1 and ∃1 ≤ j ≤ m uβ j ∈ L n+1 , we get the inequality an+1 an ≥ m+1. This proves
which gives us a contradiction to our assumption of the existence of such a measure µ. Proof: let
let F n := T −n F + then we can partition F n according to the first α i without a corresponding β i :
Assume There exist a tail invariant measure µ supported by G + , such that
Observe that for every a, b ∈ L(Y, n + 2k + 1), the sets [a] ∩ F n+2k+1 and [b] ∩ F n+2k+1 have equal µ measure, because µ is T -invariant. From this Follows:
denote f ∞ = sup n f n , so:
is finite and nonnegative. We deduce:
but:
and we reach a contradiction. 2
We conclude that every tail invariant measure of the Dyck shift is supported by
To prove unique ergodicity, we need the following: We will use a one-to-one Borel mapping of G − on to Θ − , introduced in [6] . The map is defined is follows: g − : G − → Θ − g − (y) i = α y i ∈ {α 1 , . . . , α m } β j y i = β j g − is a bijection, and for any y 1 , y 2 ∈ G − (y 1 , y 2 ) ∈ T (Y ) ⇔ (g − (y 1 ), g − (y 2 )) ∈ T (Θ). Let p be the symmetric Bernoulli measure on Ω satisfying p([ω 1 , . . . , ω n ]) = ( − is a tail invariant probability measure on Y supported by G − . Suppose µ is a tail invariant probability measure on Y s.t. µ(G − ) = 1. µ can be transported by g − to a tail invariant probability measure q on Θ (supported by Θ − . Since Θ is a full-shift, the uniqueness of T (Θ)-invariant topologically σ-finite measure follows immediately from the fact that all cylinders [v] have equal measure. This proves the uniqueness of a tail-invariant topologically σ-finite measure on G − .
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