ABSTRACT In this paper, a new feature descriptor, named correlated primary visual texton histogram features (CPV-THF), for image retrieval is proposed. CPV-THF integrates the visual content and semantic information of the image by finding correlations among the colour, texture orientation, intensity, and local spatial structure information of an image. Based on texton theory, box-shaped structural elements are designed for image texture analysis. The colour, texture orientation, and intensity feature histograms that are proposed in CPV-THF are represented by correlated attributes of the co-occurrence matrix. The performance of the proposed descriptor is compared with those of state-of-the-art texture, colour, shape, and local-pattern-based CBIR descriptors. Experiments are conducted on multiple standard natural image datasets, namely, corel1k, corel5k, and corel10k. Experimental results indicate that the proposed descriptor outperforms various state-of-the-art descriptors, such as GLCM, MTH, MSD, MS-LSP, SED, STH, and MTSD.
I. INTRODUCTION
Multimedia resources are increasing day by day due to lowcost digital devices and discrete-level advancement in the digital world. A digital image captures a large amount of information that is useful for human visual perception. There is always a need for an effective and efficient image retrieval system that can retrieve highly relevant images that are related to a user query from a large-scale image database. Text-based user query (TBUQ) is a traditional retrieval system, in which a user provides a query in the form of text. Images are retrieved by finding similar text from an annotated image database based on the text that is provided by the user. The retrieval performance of TBUQ is limited due to manual annotations, which require substantial human effort, and the context-free nature of query text. To overcome the drawbacks of TBUQ, a new image retrieval system is introduced, which is based on the visual content of the image and is named the contentbased image retrieval (CBIR) system. Primary visual features such as texture, colour and shape are considered as basic input to the CBIR system. The discriminative power of CBIR is extremely high, compared to traditional TBUQ. Individually, these primary visual features are not able to reach the human visual perception level because humans use high-level semantics for image discrimination, whereas machines use low-level primary visual features. The gap between highlevel semantics and low-level visual features is termed as 'semantic gap'. Various machine learning approaches proposed to reduce this gap by adding more semantic meanings to image visual representation. Image retrieval methods that incorporate the high-level semantic meanings of the image in the low-level visual representation are classified as semanticbased image retrieval systems (SBIRs).
In the SBIR domain, various types of frameworks have been proposed based on the nature of semantics and methods used for incorporating high-level semantic concepts into lowlevel visual representations, such as the relevance feedback algorithm (RF), semantic-template-based, object-ontologybased, sketch-based, vocabulary-based and deep-learningbased image retrieval systems [1] . Many CBIR descriptors use RF, such as BDEE [2] , BDA [3] , CB-LTL [4] , IGA-RF [5] and visualization fusion [6] , to include user intentions about retrieved images to model user satisfaction. RF-based techniques required powerful machines due to complex similarity functions. In the object ontology technique, a keyword vocabulary is mapped to high-level sematic concepts in terms of primary visual feature attributes. In the object ontology, keyword 'sky' is mapped to attributes such as colour (blue), texture (uniform), shape (eclipse) and spatial location (upper) [7] . In the sketch-based method, images are retrieved based on a sketch that is provided or drawn by the user as a query to the retrieval system [8] . However, retrieval accuracy is limited due to the subjective nature of sketches [9] . Vocabulary-based and deep-learning-based methods made their major contributions in the SBIR domain. In vocabulary-based techniques, a visual word vocabulary is generated by clustering local feature descriptors such as SURF, SIFT and HOG. Then, images are ranked based on the closest visual words from a learned dictionary. BovW [10] is the most popular dictionary-based image retrieval method. Various dimensionality reduction techniques such as FV [11] , VLAD [12] , FLDA [13] , and LFDA [14] are used to overcome the curse of dimensionality of the BovW model. In [15] , descriptive visual words and phrases are proposed in order to overcome the drawbacks of high dimension and quantization error of the BovW model. Due to the large-scale utilization of neural networks in the object recognition and image classification domain, different types of deep neural networks are proposed for image retrieval tasks, such as CNN [16] , OverFeat [17] , Neural codes [18] and MOP-CNN [19] . In CNN [16] , high-level layers provide more semantic information while low-level layers represent spatial information more effectively. However, the computational complexities of vocabulary-based and deep-learning-based approaches are high due to clustering implantation and multi-layer processing.
It is not true that CBIR descriptors are semantic less descriptors that consider only visual information for image representation. However, the contribution of CBIR methods with respect to semantic image retrieval is very low compared to SBIR methods. Because, high level sematic information's are only extracted by using convolutional neural networks. Usually, CBIR descriptors are grouped into two categories: 1) local descriptors and 2) global descriptors. Local descriptors capture low-level visual information from salient local patches of the image, while global descriptors consider the whole image as a salient region and convolution is applied on the whole image. Many local descriptors have been proposed in CBIR, such as SIFT [20] , SURF [21] , HOG [22] , LBP [23] and GIST [24] . SIFT is the most commonly adopted local feature descriptor due to its invariance nature to scale, rotation and illumination properties. Various drawbacks of SIFT are resolved in its different versions; for example, the curse of high dimensionality is alleviated in PCA-SIFT [25] . A more robust and compact local feature descriptor than SIFT is SURF [20] . An indexing step in SURF is based on the sign of the Laplacian, which reduces the time complexity and further enhances the robustness of SURF. However, the performance of SURF is poor in terms of rotational invariance. GIST [24] is a low-dimensional feature descriptor; however, the degree of invariance is also low. HOG [22] is mostly used for object recognition tasks. The HOG descriptor is not dependent on accurate edge positions because the contrast is locally normalized. Therefore, it is more invariant to illumination and shadowing effects. Various local-patternbased methods have been proposed in CBIR, such as LBP, mdLBP, DLBP, LBPV, PLBP, CLBP, LDP, LTrPs and LTP. LBP is one of the most commonly used texture descriptors, in which rotational invariant local uniform patterns are described. In LBP, local binary patterns extracted from each colour channels are simply concatenated and therefore, effected form curse of dimensionality issues. In mdLBP [54] curse of dimensionality of LBP is reduced by using adder and decoder based multi-channel LBP combination scheme. In DLBP [26] , dominant local patterns are extracted from a list of all rotation-invariant patterns, arranged in descending order. In LBPV [27] , global spatial information is integrated with the basic LBP descriptor. The main limitation of first-order-derivative-based local patterns is overcome in LDP by extending the 1st-order LBP to the nth-order LBP. In PLBP [28] , a pyramid representation of LBP is proposed, which greatly enhances the texture classification accuracy. In LTrPs [55] four directional local tetra patterns are obtained based on nth order deviates, instead of two directional local tetra patterns used in LDP and LBP.
Many global descriptors have been proposed in the CBIR domain. Global descriptors represent an image based on low-level visual information such as texture, colour, shape and spatial information. Each primary visual feature has its own strengths and limitations to represent an image, effectively. Colour histogram (CH) [29] is one of the most commonly used colour descriptors due to its effectiveness and low computational cost. However, spatial information is missing from CH [29] . Colour spatial statistics are proposed in the colour coherence vector, compact colour moment [30] and colour auto correlograms (CAC) [31] . In MPEG7 [32] , various types of colour descriptors are proposed, such as colour layout, dominant colour, colour structure and scalable colour descriptor. SoC-GMM [33] is a modified version of CH in which spatial information is added to basic CH [29] . In SoC-GMM, images are retrieved by measuring the similarity between spatiograms. Spatiograms are built based on the Gaussian mixture model. MCMCM is a modified version of MCM. In MCMCM [56] , Colour co-occurrence motif features are obtained by finding difference between the pixels of a scan patterns considering inter correlation between three RGB colour motifs instead of each RGB colour motif, separately. However, colour-based descriptors are invariant to scale and orientation and can represent high-level semantics in an image if semantic meanings of HSV colour space are integrated into the basic colour histogram. Because, HSV colour space is more relevant to the human colour perception level. The texture of an image is described in terms of roughness, coarseness and homogeneity. Many classic texture descriptors have been proposed, such as Gabor transform [34] , wavelet transform [35] , grey-level co-occurrence matrix (GLCM) [36] , Markov random field (MRF) [37] and edge histogram descriptor (EHD) [38] . Texture features are more expressive of high-level semantic concepts compared to colour features because texture features represent internal spatial structure information of an image. Many classic shape-based descriptors have been proposed in the CBIR domain, such as invariant moments, edge curvature and arc length, polygonal approximation, fourier transform coefficient, curvature scale space and edge orientation auto correlograms (EOAC) [39] . However, shape-based descriptors carry more sematic meaning near a boundary or specific area of interest but are more sensitive to image positioning, scaling and rotational effects. To integrate the advantages of all the primary visual features, many descriptors have been proposed in CBIR. In [40] , a new descriptor is proposed based on shape and texture by combining EHD and discrete wavelet transform. In CDH [41] , a new descriptor is proposed based on colour, edge orientation and colour difference in L * a * b * space. The integrative co-occurrence matrix descriptor is based on colour and texture features. In [57] a new hybrid descriptor is proposed based on colour and texture information. Texture information is extracted by using 5 types of scale and rotational invariant structural elements, which overcome the performance of SEH and CDH. LBP and Wavelet-based features are integrated in [42] . In [43] , a new descriptor is proposed based on combination of colour, shape and texture features by using the dominant colour descriptor, steerable filter decomposition and pseudo-Zernike moment for colour, texture and shape features, respectively. However, descriptors that are based on combinations of primary visual features are more enriched in terms of high-level sematic concepts.
Many local-structure-based descriptors have been proposed in CBIR, which incorporate local spatial structure information and are more semantically powerful feature descriptors. In GLCM [36] , four-directional co-occurrence filters are used to extract 12 types of texture features, such as entropy, contrast and energy, for feature representation. In TCM [44] , features are represented by co-occurrence matrix that is based on statistical information of predefined textons in RGB colour image. In TCM, contrast, entropy, energy and homogeneity features are used to represent an image. However, these four features are not suitable to represent an image, effectively. MTH [45] is a modified version of TCM. In MTH, an additional edge orientation feature is introduced, and features are represented by co-occurrence matrix based on correlations among colour, edge orientation and statistical information. However, the correlation between intensity information is missing in MTH, which effects the retrieval performance of MTH. In MSD [46] , microstructures are used to extract spatial correlations of underlying colours. Microstructures are extracted from the edge orientation map. The underlying colours in the colour map indicate whether they are similar or have the same edge orientation. In the salient structure histogram (SSH) [47] , features are represented by weighted colour and edge orientations. Weights are assigned with respect to saliency information. In SED [48] , a new descriptor is proposed based on the correlation between texture and colour information. Colour features are extracted from HSV colour space, while structural elements are proposed for identifying texture patterns from an image. In MTSD [49] , a novel technique is proposed based on multi-trend micro structures. In MTSD, intensity information is combined with colour and edge orientation information for feature representation. In MS-LSP [50] , multi-scale local structure patterns are mapped onto edge orientation and salient features such as colour, edge structure and orientations are extracted at the coarse-and fine-grained levels. In STH [51] , primary visual features are described by representing correlated attributes of the co-occurrence matrix as a histogram.
Colour and texture features are the most important features for describing an image effectively. However, the retrieval performance of CBIR is enhanced when intensity information is integrated with colour and texture features [49] . MTH [45] , TCM [44] , MS-LSP [50] , MSD [46] , SED [48] and STH [51] methods lack intensity value information, which affects their retrieval performance. In MTSD [49] , intensity information is integrated with colour, edge orientation and spatial structure information. However, there is a lack of correlation among colour, texture orientation, intensity and local spatial structure information. In the proposed CPV-THF, visual content information of the image is represented by using colour, texture orientation and intensity information, while semantic information is encoded by finding correlations between primary visual features and local spatial structure information.
To integrate high-level semantic concepts of an image with primary visual features, a novel feature descriptor is proposed, which is based on the correlation among colour, orientation and intensity information. In the proposed descriptor, the original image is quantized in RGB colour space, texture orientation is extracted from the proposed multi-texture orientation detector and intensity information is extracted from the V-component of HSV colour space. The final feature vector is obtained by taking advantage of the correlated attributes of both the co-occurrence matrix and the histogram. The performance of the proposed descriptor is compared with those of classic texture-based, colour-based, shape-based and local-structure-based CBIR descriptors. The high retrieval accuracy of the proposed method indicates that it has high discriminative power for primary visual features.
The remainder of the paper is organized as follows: In section II, the proposed CPV-THF is described in detail. In section III, the retrieval accuracy of the proposed method is compared with those of state-ofthe-art descriptors. Finally, the conclusion is described in section IV. 
II. CORRELATED PRIMARY VISUAL TEXTON HISTOGRAM FEATURES (CPV-THF)
The framework of the proposed feature extraction method is illustrated in Fig. 1 . An input image is quantized in such a way that each RGB channel is divided into 8 bins and 127 colour quantization levels are obtained by assigning 13, 4 and 1 weight value to the R, G and B channels, respectively, using equations (8) (9) (10) . The texture orientation map is obtained by applying the Sobel operator and Canny edge operator along the diagonal, horizontal and vertical directions. Local contrast information of the image is extracted from the V-component of HSV colour space. Finally, colour, orientation and intensity histogram features are obtained by applying correlated four-directional co-occurrence filters using equations (15) (16) (17) . Multi-oriented edge orientation detection is described in A, colour quantization in RGB colour space is discussed in B, the flow of the texton detection process is elaborated in C, and the feature representation process is discussed in detail in D.
A. MULTI-ORIENTED EDGE ORIENTATION DETECTION (MO-EOD) IN RGB COLOUR SPACE
Edge-based descriptors are designed based on edge orientations with an increased emphasis on human visual recognition power. The geometry of shape, contours, texture structure and patterns can be estimated from the edge orientation map of an image. Therefore, richer edge orientation information is carried by edge-related information of objects in image. Normally, an object in an image inhabits homogeneous regions with smooth variations across the subject area and sharp variations along the boundary. Greyscale images rely upon abrupt intensity variations in an image, which may not always indicate an edge. Conversion from RGB to greyscale results in the loss of discriminative chromatic information for edge detection. In image processing, first-and second-order edge detection operators, including Sobel, Prewitt, Canny, Robert, Gaussian, Average, and LOG, are widely used to extract edge information from grey-scale images. Natural images are combinations of both uniform textures and multiple irregular texture patterns. Therefore, the probability of obtaining fine information is lower when considering only two-directional edge information. The following problems have been encountered: 1) loss of chromatic information due to RGB to grey conversion and 2) detection of irregular orientations in the image. To overcome these issues, a multioriented edge orientation detector (MO-EOD) is proposed. In MO-EOD, edge orientation is extracted along horizontal, vertical and diagonals to incorporate maximum edge information. Horizontal and vertical edge information is extracted using the Canny operator, while the Sobel operator is used for edge detection along both diagonals. The extracted edge information incorporates various aspects of the image using two different operators along different directions in different colour channels.
Diagonal edges are extracted in RGB colour space using equation (5) .
are two unit vectors in the Cartesian coordinate system, where R 1 , G 1 , and B 1 represent gradient information of the RGB channel by the 45
• diagonal Sobel filter and R 2 , G 2 , and B 2 represent gradient information of the RGB channel by the 135
• diagonal Sobel filter. The angle between unit vectors D 1 and D 2 is calculated as:
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Horizontal & vertical edge orientation map Orimap H 1 ,H 2 is extracted using the Canny edge detector for each RGB channel, separately by equation (6) . Since compact texture information lies along the horizontal and vertical image dimensions, false edge detection is avoided when using the Canny operator by applying non-maximum suppression. Moreover, the preprocessing step in the Canny operator with the Gaussian filter (µ = 0, σ = 1) reduces the noise content for reliable edge information extraction. Similarly, fine details are extracted using the Sobel operator along diagonals to account for the high rate of change with lower noise susceptibility.
The quantized orientation map, which is denoted as Q θ (x, y) , is obtained by using equation (7) . Where Q θ (x, y) = α, α {0, 1 . . . .N O − 1} and N O = 75.
B. COLOUR QUANTIZATION IN RGB COLOUR SPACE
Colour quantization represents colour information as a compact discrete set. In RGB colour space, 256 3 possible colour patterns are available. However, the human eye can only distinguish a few colour patterns, effectively. Due to the limited recognition capability of the human eye and high computational cost of processing each RGB channel separately, the original image is quantized into 127 colours using equation (8) .
Where B 1(x,y) , B 2(x,y) and B 3(x,y) are quantized bin maps and W 1 , W 2 and W 3 are weights that are assigned to each RGB channel. Each RGB channel is mapped to its corresponding red, green or blue quantized bin maps using equations (10) (11) (12) , as shown at the bottom of this page. According to cone cells theory of human vision system ''6-7 million cone cells are present in retina. Less than 10% of cone cells are sensitive to blue channel. Number of cone cells that are sensitive to red light are more than twice of the cone cells that are sensitive to green light'' [58] , [59] . The weight (W 1 ) of the Red channel is large because more than 60% of cones or colour receptors on the eye's retina are sensitive to red light. The value of weight W can be calculated by equation (9) . Based on the cone cells theory of human vision system [58] , [59] , the values of W 1 , W 2 and W 3 are 70% of W = 13, 20% of W = 4 and 10% of W = 1, respectively.
where N C is the total number of quantized colours and N is total number of bins in any red, green or blue channel. The quantized colour map is represented by Q C (x, y) = β, β ∈ {0, 1, 2, ..N C − 1} and N C = 127.
C. INTENSITY MAP QUANTIZATION
In [49] , retrieval performance is enhanced by integrating intensity features with colour and edge orientation features. The intensity or variance feature of an image represents the contrast or brightness component of the image. Colour and edge orientation are more prominent features. However, to some extent, the retrieval accuracy also depends upon intensity information. In HSV colour space, H represents the true colour, S represents the amount of white light and V represents the amount of black light. Therefore, the V-component of HSV is used to represent the contrast information of an image. Intensity map I (x, y) is obtained by equation (13) .
(12) VOLUME 6, 2018 FIGURE 2. Proposed texton templates of size 2 * 2: a) 2 * 2 grid; b) h1; c) h2; d) v1; e) v2; f) d1; g) d2.
For each hue value, 100 brightness levels of selected hue can be presented. Therefore, it is very difficult for human eye to distinguish these small varied brightness or intensity levels. According to brightness adaption phenomenon of human visual system, human eye cannot identify more than 64 brightness levels [60] . That's why, minute difference between intensity levels are consider as redundant intensity values and quantized into 40 intensity levels. Quantized intensity map Q I (x, y) is obtained by equation (14) and
, where N I = 40 for the proposed method.
D. PATTERN ANALYSIS BY USING BOX-SHAPED TEXTON TEMPLATES
The discriminative ability of human visual power is highly dependent upon the perceived image. Natural images generally contain many different irregular texture patterns. However, there exists a degree of uniformity due to repeated regular patterns throughout the subject area of the image. Human visual power supports consistent behaviours and uniformity across image areas. Due to this property of the human vision system, information about the internal correlated structure of the image can be extracted using small regular multi-oriented patterns, which are named ''textons''. Textons contain essential information about image statistics by sharing a common visual property throughout the entire image. Textons exist in many different template patterns by varying their size, shape and orientation statistics. Texture information of an image can be extracted using the discriminative ability of each texton type. Feature representations are largely dependent upon texton template selection. Therefore, defining a texton template for texture analysis across natural images poses a great challenge. The ''continuous theory'' of human vision posits that humans are capable of identifying regular patterns from small uniform image areas [52] . Therefore, using a texton template of smaller size, increase probability of finding more regular patterns across image dimensions. In this work, six different texton templates each of size 2 * 2 are proposed to analyze texture information using richer geometric statistics. Fig. 2 is the visual representation of textons templates being proposed. Among all six templates first two represent horizontal statistics, middle two represent vertical statistics while the rest two represent diagonal statistics of image. Square block of size 2 * 2 is represented in Fig. 2(a) where each cell of block is defined with intensity value I n . Highlighted cells represent each texton pattern in any of 6 given orientations. For convenience, we have kept a naming convention of each texton template depending upon their direction. Therefore, textons representing the horizontal directions are named as h1 and h2, vertical directions are represented as v1 and v2 while the diagonal textons are represented as d1 and d2 as shown in Fig. 2(b-g) . The texton detection process involves moving filter mask of 2 * 2 with step length of 2 pixels across original image. The texture orientation matrix values are mapped against mask values to identify predefined textons. The texton image is generated by retaining those pixel values where any of six texton pattern is matched while the remaining pixel values are set to zero.
E. FEATURE REPRESENTATION
The retrieval accuracy of feature descriptors greatly depends upon the selection criteria of features and their method of representation. In GLCM and TCM, 12 and 4 types of texture features are used respectively, such as energy, homogeneity, and coarseness, are extracted from the co-occurrence matrix. The co-occurrence matrix technique that is used in TCM and GLCM results in the lack of semantic characteristics due to the lack of correlated attributes of the co-occurrence matrix.
In MTH, the co-occurrence technique is used to represent the feature vector. Retrieval results are greatly improved over those of TCM and GLCM by finding correlated attributes of the co-occurrence matrix between edge orientation and colour information. However, this technique fails to consider correlated local contrast information. The curse of dimensionality is a major drawback of the co-occurrence method, which is overcome by using a histogram representation. In the proposed method, the correlated co-occurrence method is used to represent histogram features by finding correlated attributes of the co-occurrence matrix among texture orientation, colour and local contrast information. Therefore, the proposed representation technique utilizes the advantages of the co-occurrence method and the histogram by incorporating local spatial information based on the correlated co-occurrence matrix.
1) COLOR FEATURE HISTOGRAM (CFH)
Colour features are represented by correlating texture orientation and intensity information. In Fig. 4 , the process of finding correlations between texture orientation and intensity information is described by a co-occurrence horizontal filter. Let θ i (x, y) and θ j (x, y) be two consecutive neighbouring pixels in the horizontal direction in orientation map Q θ (x, y), where
. Let I i (x, y) and I j (x, y) be two consecutive neighbouring pixels in the horizontal direction in intensity map Q I (x, y), where x ∈ {1, 2, 3, . . .
is populated against each colour value C i , where θ i = θ j and I i = I j in the orientation and intensity maps, respectively, as described in equation (15) .
The dimension of CFH is 127 against the horizontal co-occurrence filter. Since 4 types of co-occurrence filters are convolved, a total of 127 * 4=508 colour features are obtained. Due to the high dimensionality of the feature vector, the average of four co-occurrence filters is used as the final colour feature vector. Therefore, colour feature vector dimensionality is reduced by up to 4 times.
2) TEXTURE ORIENTATION FEATURE HISTOGRAM (TOFH)
The correlation between colour and intensity information is used to determine the texture orientation features. The process of finding the correlation between colour and intensity information is described by the co-occurrence horizontal filter, as shown in Fig. 5 . Let C i (x, y) and C j (x, y) be two consecutive neighbouring pixels in the horizontal direction in colour map Q C (x, y), where x ∈ {1, 2, 3,
. Let I i (x, y) and I j (x, y) be two consecutive neighbouring pixels in the horizontal direction in intensity map Q I (x, y), where x ∈ {1, 2, 3, . . . N } , y ∈ {1, 2, 3, . . . M } i, j ∈ {1, 2, . . . ., M × N } , I i and I j ∈ Q I (x, y) ∈ {0, 1 . . . .N I − 1}. TOFH(θ i ) is populated against each orientation θ i , where C i = C j and I i = I j in the colour and intensity maps, respectively, as described in equation (16) . The dimension of TOFH is 75 against horizontal co-occurrence filter. Since 4 types of co-occurrence filters are convolved so total 75 * 4=300 orientation features are obtained. To reduce the dimensionality of the final VOLUME 6, 2018 TOFH feature vector, the average of four co-occurrence filters is used for feature representation.
3) INTENSITY FEATURES HISTOGRAM (IFH)
Local contrast features are represented by correlating color and orientation information. The process of finding correlation between color and orientation information is described by co-occurrence horizontal filter as shown in Fig. 6 . Let C i (x, y) and C j (x, y) are two consecutive neighbor pixels in horizontal direction in color map Q C (x, y) where x ∈ {1, 2, 3, . . . N }, y ∈ {1, 2, 3, . . . M } i, j ∈ {1, 2, . . . ., M × N } , C i and C j ∈ Q C (x, y) ∈ {0, 1 . . . .N C − 1}. Let θ i (x, y) and θ j (x, y) are two consecutive neighbor pixels in horizontal direction in orientation map Q θ (x, y) where x ∈ {1, 2, 3, . . . N }, y ∈ {1, 2, 3, . . . M } i, j ∈ {1, 2, . . . ., M × N }, θ i and θ j ∈ Q θ (x, y) ∈ {0, 1 . . . .N θ − 1}. IFH(I i ) is populated against each intensity value I i where C i = C j and θ i = θ j in color and orientation map respectively as described in equation (17) .
The dimension of IFH is 40 against the horizontal co-occurrence filter. Since 4 types of co-occurrence filters are convolved, a total of 40 * 4=160 intensity features are obtained. To reduce the dimensionality of IFH, the average of the four co-occurrence filters is considered, which is 160/4=40 by averaging the results of the four IFHs that are obtained against the four co-occurrence filters.
III. EXPERIMENTAL RESULTS
The performance of the proposed descriptor is compared with those of various state-of-the-art image retrieval descriptors, which are categorized as classic texture-, colour-, shape-and statistical-pattern-based descriptors. [31] , and Spatiogram of the colour Gaussian mixture model (SoC-GMM) [33] .
A. DATASETS
Most commonly used natural scene datasets such as corel1k, corel5k and corel10k are selected to test the average retrieval accuracy of the proposed descriptor. Other datasets are also used for image retrieval tasks, such as GHICM-10K, Olivia and Calteh-25. However, most state-of-the-art methods used corel family datasets for performance validation. This is due to the diversity of content that is available in natural images.
1) corel1k DATASET (CD1k)
The CD1k dataset is a combination of 10 types of semantically organized natural scene categories: Beaches, Buildings, Buses, Flowers, Horses, Elephants, Foods, Mountains, Dinosaurs and Africans. All the images in CD1k are of the same size, namely, 384×256 or 256×384. Each category contains 100 images. Therefore, in CD1k, the total number of images is 1000.
2) corel5k DATASET (CD5k)
The second dataset that is used for performance evaluation is the CD5k dataset. Like the CD1k dataset, the CD5k dataset is a subset of the CD10k dataset. The CD5k dataset is comprised of 50 categories and there are 100 images in each category. Thus, a total of 5000 images are present in the CD5k dataset, which have the same size of 192×128 or 128×192.
3) corel10k DATASET (CD10k)
The third dataset that is used for performance evaluation is the CD10k dataset, which contains CD5k dataset categories and 50 additional natural image categories. In CD10k, there are 100 categories and each category contain 100 images of size 192×128 or 128×192. The total number of images in CD10k is 10000.
4) DISTANCE METRIC
The retrieval performance of CBIR descriptors are depends upon many factors like number of features, selection of features, features representation etc. Distance metric is also an important factor, which can influence the accuracy of CBIR descriptors. It is possible to achieve high accuracy in CBIR by using appropriate distance matric. In our proposed descriptor, weighted L1 measure is used to find relevant images against query image from given database. Let Q i is query image vector and T i is a set of non-query image vector where
and T i is calculated by equation (18) . (18) Where N F represents the feature dimension of the proposed descriptor. For the proposed descriptor, the value of N F is 242.
5) EVALUATION PARAMETERS
Performance of proposed descriptor is evaluated by using two types of evaluation parameters 1) Average retrieval precision (ARP) and Average retrieval recall (ARR) 2) Average normalized modified retrieval rank (ANMRR). The most commonly used evaluation parameters for CBIR are precision and recall. However, both evaluation parameters have their own advantages and disadvantages. Precision is defined as the number of relevant retrieved images divided by the total number of retrieved images. Mathematically, it can be defined using equation (19) . (19) Where N R represents the number of relevant images retrieved and N T represents the total number of retrieved images against each query image. Recall is defined as the ratio of relevant images retrieved divided by the total number of relevant images in database. Recall is mathematically defined by equation (20) . (20) Where N C represents the number of images in each category of the database. For the proposed descriptor, the value of N T is 12 and the value of N C is 100 for the CD1K, CD5K and CD10K datasets.
ARP is calculated by using Eq. (22) . Where C j represents the precsion of jth category of given database and TC is the total number of categories in given dataset. The value of TC is 10, 50 and 100 for CD1K, CD5K and CD10K dataset, respectively. Average Normalized Modified Retrieval Rank: Since, retrieval systems return rankings instead of retrieval set. So, there is need of performance measure over retrieval ranking. ANMRR is the most widely used ranking based evaluation method used for the evaluation of MPEG-7 descriptors [32] .
Average retrieval rank R (q) of query q is calculated by Eq. (23) .
If Rank (i) > K then Rank (i) = 1.25 * K otherwise the value of Rank (i) will remain same. where K is the top ranked examined retrieval. K is defined as
If N R > 50 then X=2 otherwise X=4. Where MT is the maximum retrieved ground truth image against query q.
NMRR q (28) ANMRR is calculated by Eq. (28) Where, T Q is the number of total query images. For proposed descriptor the value of MT is 12 and X=4.
6) PERFORMANCE EVALUATION
The retrieval performance of the proposed descriptor is evaluated by randomly selecting 20 images from each category for testing and 80 images from each category are selected for training. Therefore, in total, 200, 1000 and 2000 testing images are used for performance evaluation of the proposed descriptor on the CD1K, CD5K and CD10K datasets, respectively.
7) PERFORMANCE EVALUATION AND PARAMETER ESTIMATION OF THE PROPOSED DESCRIPTOR
In this section, the estimation of the parameters that can enhance the retrieval accuracy of CPV-THF is discussed. Various experiments are conducted to identify the best values for the quantization levels of colour, orientation and contrast information. The quantization levels can substantially affect the retrieval accuracy and complexity of the proposed descriptor. To choose the best value for the colour quantization level, experiments are conducted on 127, 64, 32 and 16 colour quantization levels in RGB colour space and 192, 128, 108 and 72 colour quantization levels in HSV colour space. The retrieval performances of the proposed descriptor in HSV colour space by using 15, 25, 35, 55, 75 , and 85 orientation quantization levels and 40 intensity quantization levels on the corel5k dataset are shown in Table 4 . According to the comparison of retrieval performances in RGB and HSV colour spaces at the same quantization levels, the retrieval accuracy of the proposed descriptor is higher for RGB colour space than for HSV colour space. The retrieval performance at 127 quantization levels in RGB colour space is approximately 61-63%, while at 128 quantization levels in HSV colour space the precision is approximately 55-58%. However, the accuracy of the proposed descriptor in RGB colour space is higher at 127 quantization levels compared to the accuracy at 192 quantization levels in HSV colour space. This outcome means that in HSV, the number of quantization levels is high, but the accuracy is low; however, in RGB colour space, the quantization level is low, but the accuracy is high. HSV colour space shows the 'separation of concern' property, where the H channel represents the Hue, the S channel represents the saturation and the V channel represents the contrast information of the image. In RGB colour space, each channel is correlated with the amount of light that is observed by the object and mimics the internal process of the retina in the eye. Since the proposed descriptor is based on finding correlations among colour, orientation and intensity information, RGB colour space is more suitable because it preserves the intrinsically correlated colour information among the R, G and B channels. However, colour quantization in RGB colour space is simpler and more straightforward. To choose the optimal quantization values for orientation and intensity features, the performance of the proposed descriptor is observed on 15, 25, 35, 55, 75, and 85 orientation quantization levels and on 20, 40, and 60 intensity quantization levels.
In Tables 1-3 , the number of intensity levels is set to 20, 40 and 60 and the retrieval performance is calculated by varying the quantization levels for the orientation and colour maps. When the intensity and colour quantization levels are constant, the performance is gradually increased by increasing the orientation quantization level from 15 to 75 degrees and the performance gradually decreases when quantization level exceeds 75 degrees. When the orientation and intensity quantization levels are constant, by increasing the colour quantization level from 32 to 127, the performance of the proposed descriptor is greatly enhanced, while at 196 the performance is reduced. This may be because the human eye cannot distinguish many colours with small variations in intensity. However, the proposed descriptor shows better accuracy at 40 intensity quantization levels than at 20 or 60 quantization levels. By considering the retrieval accuracy and computational complexity, the proposed descriptor is obtained by choosing 127 colour, 75-degree orientation and 40 intensity quantization levels.
The performance of the proposed descriptor is also analysed by varying the value of distance D, as shown in Table 5 . TABLE 1. Average retrieval accuracy and recall on CPV-THF using different combinations of color and orientation quantization levels and intensity level is fixed to 20 on corel5k dataset in rgb color space.
TABLE 2.
Average retrieval accuracy and recall on CPV-THF using different combinations of color and orientation quantization levels and intensity level is fixed to 40 on corel 5 k dataset in rgb color space.
TABLE 3.
Average retrieval accuracy and recall on CPV-THF using different combinations of color and orientation quantization levels and intensity level is fixed to 60 on corel5k dataset in rgb color space.
D represents the distance between two correlated pixels in 4-directional co-occurrence filters. As the neighbouring distance between two pixels is increased, the retrieval performance is decreased gradually. This is because the probability of finding regular patterns from co-occurrence filters of small size, such as 2 * 2 or 3 * 3, is high compared to co-occurrence filters of large size, such as 7 * 7 or 8 * 8. In high-dimensional co-occurrence filters, the probability of misdetection of fine regular patterns is high. Therefore, for the proposed descriptor, the selected value of D is 1.
Due to the high impact of distance metric techniques on the retrieval accuracy of CBIR descriptors, the performance of the proposed descriptor is also analysed on various distance measure techniques. In Table 6 , the retrieval accuracy of the proposed descriptor is compared with those of the L1, Weighted L1, Euclidean, Extended Canberra, square chord and Chi-square distance measures on the corel5k dataset. The performance of the proposed descriptor is the lowest on the Euclidean and simple L1 distance measures because at the time of feature vector matching, they did not consider VOLUME 6, 2018 TABLE 4. Average retrieval accuracy and recall on CPV-THF using different combinations of color and orientation quantization levels and intensity level is fixed to 40 on corel5k dataset in hsv color space.
TABLE 5.
Average retrieval accuracy and recall on CPV-THF varying distance parameter D on corel5k, corel10k and corel1k datasets in RGB color space. the neighbouring bins effectively. This means that the distance between two non-common attribute feature vectors may be smaller than that between two common attribute feature vectors. Moreover, due to their noise sensitivity, they are more useful for sparse and compact feature descriptors.
The performance of extended Canberra, square chord and Chi-square distance measure is high compared to both LI and L2 distance measure, but their computational complexity is also high compared to LI and L2 distance measure. The performance of the proposed descriptor is outstanding by using weighted L1 distance measure. In weighted L1 distance measure each pair is weighted by the factor to ensure the distributed participation of each distance pair. Weighted L1 distance measure overcomes the drawbacks TABLE 6. Average retrieval accuracy and recall on CPV-THF at different similarity measures on corel5k, corel10k and corel1k datasets in RGB color space.
TABLE 7.
Comparison of proposed CPV-THF with MTSD on corel5k dataset at different combinations of color, orientation and intensity feature vectors. of bin-by-bin distance measure techniques. It is observed that the performance of the proposed descriptor on weighted distance measure methods is very high compared to bin-bybin distance measure methods. By considering both retrieval performance and computational complexity factor, weighted L1 is the best suited distance measure for proposed descriptor.
By varying the value of N T , the ARP and ARR of proposed descriptor on CD1K, CD5K and CD10k with other CBIR descriptors is graphically represented in Fig. 7, 8 and 9 respectively. As the value of N T is increased the ARP is decreased due to high false positive rate. However, the performance of proposed descriptor is outstanding compared to MSD, MTH, CDH, Color-moment and wavelet transform descriptors.
Since each feature vector (CFH, TOFH and IFH) makes its own contribution in the final retrieval accuracy of the proposed descriptor. The ARP and ARR of proposed descriptor on various combinations of the proposed feature vectors on corel5k dataset is shown in Fig. 10 . According to Fig. 10 , VOLUME 6, 2018 the combination of CFH with TOFH and IFH makes its major contribution to the final retrieval accuracy, whereas the performance is poor when TOFH and IFH features are combined. However, when all the feature vectors are combined, the retrieval accuracy of the proposed descriptor surpasses the performance of other state-of-the-art methods. In Table 7 , we compare the retrieval accuracy of the proposed CPV-THF with those of MTSD on different combinations of colour, orientation and intensity features on the corel5k dataset. By combining orientation and intensity features, the performance of the proposed descriptor is 3.31% greater than that of MTSD. When colour and orientation features are combined, the retrieval performance of the proposed CPV-THF is 2.05% greater than that of MTSD. The retrieval accuracy of CPV-THF is 0.11% less than the accuracy of MTSD when colour and intensity features are combined. However, the accuracy of the proposed descriptor is 0.92% greater than the accuracy of MTSD when colour, orientation and intensity features are combined.
8) PERFORMANCE EVALUATION OF THE PROPOSED DESCRIPTOR COMPARED WITH STATE-OF-THE-ART DESCRIPTORS
In this section, we compare the performance of the proposed descriptor with state-of-the-art descriptors on three datasets of the corel family: corel1k, corel5k and corel10k.
a: PERFORMANCE EVALUATION ON THE corel1k DATASET
In order to show the semantic robustness of proposed descriptor, retrieval accuracy of each semantic category of corel1k dataset is compared with TCM [44] , MTH [45] , MSD [46] , CDH [41] , SED [48] , and GCD [53] and MCMCM [56] descriptors. In Table 8 it is observed that the retrieval accuracy of proposed CPV-THF outperforms the other state-of-the-art methods on more complex and semantically enriched categories (African, Building, Mountain, Food, Bus and Flower).
Performance of proposed descriptor is low on beach, horse and elephant categories compared to MTH, MSD and GCD but greater than compared to SED and CDH. Beach, mountain and elephant categories are semantically more enriched due to their overlapped background and texture. Therefore, most of the mountain images are retrieved in beach and elephant class. Retrieval accuracy of proposed descriptor on food and flower category is high besides structure of most of the images of both classes are same. However, Average retrieval precision and recall of proposed descriptor on corel1k dataset is high compared to all selected comparing methods.
b: PERFORMANCE EVALUATION ON THE corel5k & corel10k DATASETS
In this section, the retrieval performances of the proposed descriptor on the corel5k and corel10k datasets are compared with those of state-of-the-art descriptors two broadly categorized state of the art descriptors such as: category 1) Local pattern based and category 2) classic primary visualfeature-based descriptors. GLCM, TCM, MTH, MSD, SED, MS-LSP, STHs and MTSD descriptors are grouped into category 1. Gabor, EOAC, EHD, Wavelet Transform, LBP+ Wavelet, Colour moment, CDH, Colour auto correlograms (CAC), and spatiogram of colour Gaussian mixture model (SoC-GMM) are grouped into category 2. In Table 9 , the average retrieval accuracy and recall of the proposed descriptor on the corel5k and corel10k datasets are compared with those of descriptors grouped in category 1. The retrieval accuracy of the proposed CPV-THF on corel5k is 25.82%, 13.92%, 7.98%, 7.55%, 7.13%, 3.62%, and 0.92% higher than those of TCM, GLCM, MTH, MSD, SED, MS-LSP, STH and MTSD, respectively, while the retrieval accuracy of the proposed CPV-THF on corel10k is 31.86%, 20.33%, 11.41%, 6.66%, 5.8%, 5.15%, 4.25%, and 0.32% higher than those of TCM, GLCM, MTH, MSD, SED, MS-LSP, STH and MTSD, respectively. Average retrieval accuracy and recall of proposed descriptor on corel5k and corel10k dataset is compared with descriptors clustered in category 2 are shown in LBP+ Wavelet, CAC, CDH and SoC-GMM respectively. In Table 11 . ANMRR evaluation parameter-based performance of proposed descriptor is compared with MTH, MSD, CDH, color moment and Wavelet transform descriptors on CD1K, CD5K and CD10K dataset. The value of ANMRR is always between 0 and 1. 0 value of ANMRR means highest accuracy and 1 value means lowest matching results against given query. However, it is validated from Table 11 that proposed descriptor shows lowest value of ANMRR compared with other CBIR methods on all three corel datasets. Precision-Recall graphs of proposed CPV-THF with other CBIR methods on CD1K, CD5K and CD10K are shown in Fig. 11, 12 and 13 respectively. As the precision recall curve is more towards upper-right corner, it means descriptor performance is high and performance will be low if curve is away from upper-right corner. Proposed method curve is more towards upper-right corner compared to all other methods on all three corel datasets which shows the effectiveness of proposed descriptor. In natural image datasets, different types of textures like coarse, fine, regular and irregular shape texture patterns are exist. In order to discriminate these texture patterns different classic texture-based descriptors are proposed such as GLCM, Gabor feature, EHD and wavelet transform features. For discrimination of homogenous or regular texture patterns these methods are good but their retrieval accuracy is highly degraded for irregular texture patterns. According to Table 10 retrieval accuracy of proposed descriptor outperform the classic texture base descriptors which validate the strong texture discrimination power of proposed descriptor. Performance of proposed descriptor is also compared with classic color descriptors such as Color moments, color auto-correlograms and color difference histogram. Retrieval accuracy of proposed descriptor is 32 % higher than EOAC which is considered as classic shape base descriptor.
In TCM, five special types of textons are used to represent the co-occurrence matrix. Then, energy, homogeneity, contrast and entropy features are derived directly from the cooccurrence matrix. However, 4 features are insufficient for representing image features effectively. MTH outperforms TCM by integrating the advantages of both the histogram and co-occurrence techniques. In MTH, STH and SED, features are represented based on the correlation between texture orientation and colour; however, the correlation between intensity information is not considered, which limits the retrieval accuracy of the MTH, STH and SED descriptors. In MSD, features are represented based on microstructures that are defined from texture orientation information. Less visual information incorporation and the use of information for only two directional texture orientations limits the retrieval accuracy of the MSD descriptor. In MS-LSP, features are represented based on colour and 20 local structural patterns at multiple scales to incorporate coarse-grained and fine-grained information of the image. However, the curse of dimensionality is the major drawback of this method.
MTSD is designed based on finding local spatial structure information from colour, orientation and intensity visual information. Due to the lack of correlated visual information in MTSD, its retrieval performance is limited. The proposed descriptor outperforms the abovementioned state-ofthe-art descriptors by 1) finding correlations among colour, orientation and intensity information, 2) integrating the advantages of the histogram and co-occurrence methods, 3) incorporating local spatial structure information based on texton theory and 4) finding a rich amount of texture orientation information at multiple scales in RGB colour space.
A simple Matlab GUI guide application is built, to which the user provides an input image and the system retrieves the top 12 images based on our proposed descriptor. Four query images are considered, which contain dominant colour, obvious shape, and regular and irregular texture patterns for validating the visual feature discrimination performance of VOLUME 6, 2018 FIGURE 18. Sample image is selected from the Duck category and the top 12 relevant images are retrieved from the corel5k dataset. the proposed descriptor. In Fig. 14 , the query image is taken from the African category and all the retrieved images are relevant to the African query image. In Fig. 15 , the query image is a combination of colour and texture that is taken from the glass category. All the retrieved images belong to the glass category. In Fig. 16 , the dominant colour-and shape-based query image is selected from the swimmer's category, and all the top 12 retrieved images are similar to the query image. In Fig. 17 , an irregular texture-based query image is selected and the retrieval result shows that all the retrieved images are similar to the query image. To show the shape discrimination power of CPV-THF, an obvious shapebased query image is selected from the duck category and the retrieval results are shown in Fig. 18 . According to all the retrieval results against 5 query images, the proposed CPV-THF has good discrimination power for colour, shape and texture features.
IV. CONCLUSION
In this paper, we proposed a new feature descriptor for image retrieval by integrating the advantages of both content and semantic visual information, which is named ''Correlated primary visual texton histogram features''. CPV-THF inherits various aspects of an image by representing the correlations among local spatial structure, colour, edge orientation, and intensity information through 2D histogram. A performance comparison with classic texture-, colour-, shape-and local-pattern-based CBIR descriptors shows the improved retrieval accuracy of the proposed CPV-THF on the corel1k, corel5k and corel10k datasets. The effectiveness of CPV-THF in terms of improved retrieval accuracy can be justified as follows: First, multi-oriented edge orientations are extracted along all four dimensions to enhance correlation strength with finer and more compact edge information along the vertical and horizontal directions and both diagonals.
As a result, the final feature representation using correlated attributes of the co-occurrence matrix and histogram adds necessary semantic information to classic image retrieval descriptors. In addition, local spatial structure information is extracted from the correlation between neighbouring pixels using pre-defined 'box-shaped' textons. Moreover, discriminative information on image contrast is incorporated by representing intensity information with the V-component of HSV.
Experimental results indicate the superior performance of the proposed descriptor compared to the relevant state-of-the-art descriptors in the context of image retrieval.
