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Effect of strong wakes on waves in two-dimensional plasma crystals
T. B. Ro¨cker,∗ A. V. Ivlev,† S. K. Zhdanov, and G. E. Morfill
Max Planck Institute for Extraterrestrial Physics, 85741 Garching, Germany
We study effects of the particle-wake interactions on the dispersion and polarization of dust lattice
wave modes in two-dimensional plasma crystals. Most notably, the wake-induced coupling between
the modes causes the branches to “attract” each other, and their polarizations become elliptical.
Upon the mode hybridization the major axes of the ellipses (remaining mutually orthogonal) rotate
by 45◦. To demonstrate importance of the obtained results for experiments, we plot representative
particle trajectories and spectral densities of the longitudinal and transverse waves – these charac-
teristics reveal distinct fingerprints of the mixed polarization. Furthermore, we show that at strong
coupling the hybrid mode is significantly shifted towards smaller wave numbers, away from the
border of the first Brillouin zone (where the hybrid mode is localized for a weak coupling).
PACS numbers: 52.27.Lw,52.27.Gr,52.35.-g
I. INTRODUCTION
A complex (dusty) plasma consists of a weakly ionized
gas and small solid particles (also referred to as “dust”
or “grains”), which are charged negatively due to ab-
sorption of the surrounding electrons and ions and typ-
ically carry some thousands electron charges [1–5]. The
name was chosen in analogy to complex liquids, due to
the fact that complex plasmas can be regarded as a new
(plasma) state of soft matter [6]. Under certain condi-
tions, strongly coupled complex plasmas can be treated
as a single-species weakly-damped medium whose inter-
particle interactions are determined by the surrounding
electrons and ions [7].
Experimentally, solid-state complex plasmas – “plasma
crystals” – are produced by injecting monodisperse mi-
croparticles in a low-pressure gas-discharge plasma [8,
9]. In ground-based experiments performed in radio-
frequency (rf) discharges, the particles are normally levi-
tated in the (pre)sheath above the powered horizontal rf
electrode, where the balance of a (highly inhomogeneous)
electrostatic force and gravity produces a strong vertical
confinement [5, 7]. This provides excellent conditions
to create two-dimensional (2D) crystalline monolayers of
particles with the hexagonal order, as shown in Fig. 1a.
The (pre)sheath electric field generates a strong verti-
cal plasma flow. This produces a perturbed region down-
stream each particle, which is called “plasma wake” (or
simply “wake”) [10, 11]. The electrostatic potential of
the wake has been calculated analytically (by employ-
ing the linear-response formalism) and numerically (by
using PIC-MCC simulations) in very many papers, as-
suming different models for the ion velocity distribution
and ion collisionality, see, e.g., [12–19].
The wakes couple the horizontal and vertical motion
of particles in the monolayer. The particle-wake interac-
tions are non-reciprocal [20], and therefore under certain
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FIG. 1. (a) Elementary hexagonal lattice cell with the frame
of reference. (b) The reciprocal lattice in k-space with the
basis vectors |b1| = |b2| =
4pi√
3
∆−1. Due to the lattice
symmetry, it is sufficient to consider the wave vectors k at
0◦ ≤ θ ≤ 30◦ and from within the first Brillouin zone (gray
region enclosed by dashed lines), so that |k|∆ ≤ 2pi√
3
for θ = 0◦
and |k|∆ ≤ 4pi
3
for θ = 30◦. c) Enclosed regions where the
particle-wake interactions cause the in-plane and out-of-plane
wave modes to merge and form the hybrid mode (see also
Fig. 2c). The smaller (larger) region corresponds to the ef-
fective dipole moment of wake d˜eff = 0.7 (0.71) [Eq. (1)], the
screening parameter is κ = 1, the normalized eigenfrequency
of the vertical confinement is Ωconf = 5.66.
conditions the total kinetic energy of the ensemble is no
longer conserved: As was shown by Ivlev and Morfill [21],
when the horizontal and vertical motion are in resonance
(which occurs when the out-of-plane and longitudinal in-
plane wave modes intersect) the mode-coupling instability
sets in. When the gas pressure is low enough and the in-
stability cannot be suppressed by friction, microparticles
acquire anomalously high kinetic energy and the crystal
melts. The mode-coupling instability and the associated
melting has been investigated in numerous theoretical
[22–24] and experimental works [25–30].
Self-consistent wake models provide better agreement
with experimental results [23, 24]. Nevertheless, many
theoretical investigations of the mode-coupling insta-
bility are still based on a simple “Yukawa/point-wake
model” [21, 22], since it makes the analysis of new qual-
2itative effects associated with particle-wake interaction
more transparent. In this model, the wake is considered
as a positive, point-like effective charge q located at the
distance δ below each particle (of charge Q). Thus, the
total interaction between two particles is a simple super-
position of the particle-particle and particle-wake inter-
actions, both described by the (spherically-symmetric)
Yukawa potentials with effective screening length λ. For
a given screening parameter κ = ∆/λ the effective dipole
moment of wake,
d˜eff =
q˜δ˜
1− q˜ , (1)
(normalized by Q∆ and expressed in terms of the dimen-
sionless wake charge q˜ = q/Q and distance δ˜ = δ/∆),
determines the growth rate of the mode-coupling insta-
bility [30].
The effective dipole moment is related to parameters
of the ambient plasma and can be fairly large for typical
experimental conditions [24]. On the other hand, the
theoretical analysis of the mode coupling performed so
far was primarily focused on the limit of small d˜eff [21,
22, 30]. The question of how the wave modes are modified
at large (but still experimentally accessible) values of d˜eff
remains open. Furthermore, while uncoupled in-plane
and out-of-plane wave modes (corresponding to purely
horizontal and vertical motion, respectively) are linearly
polarized, the polarization of waves with a strong wake-
induced coupling (when d˜eff cannot be considered as a
small parameter) is a fundamental question which has
never been systematically studied.
In this paper we investigate the regime of strong wake-
induced coupling between wave modes in 2D plasma crys-
tals. In Sec. II we compare the weak and strong coupling
regimes and point out their essential differences. The
polarization of separate and hybrid wave modes are dis-
cussed in Sec. III. To demonstrate importance of the ob-
tained results for experiments and demonstrate distinct
fingerprints of the mixed polarization upon the strong
coupling, in Sec. IV we plot representative particle tra-
jectories and spectral densities of the longitudinal and
transverse waves, and calculate the shift of the hybridiza-
tion point.
We normalize the wave number k by the lattice con-
stant ∆, and all frequencies – by the dust-lattice fre-
quency scale,
ΩDL =
√
(1− q˜)Q2
Mλ3
, (2)
viz.,
k∆→ k, ω/ΩDL,Ω/ΩDL → ω,Ω,
where M is the particle mass [21, 22].
II. WEAK AND STRONG MODE COUPLING
The wake-induced coupling of the in-plane and out-
of-plane modes is most efficient for the propagation di-
rection θ = 0◦ [22, 30], when k = keˆx (see Fig. 1a). In
this case, the in-plane transverse (acoustic “shear”) mode
becomes exactly decoupled. Therefore, below we assume
θ = 0◦ and study the coupling between the remaining
two modes [21, 22].
The exact dispersion relations ω(k) of the coupled in-
plane and out-of-plane wave modes for θ = 0◦ are deter-
mined by the following equation [21, 22, 30]:[
ω(ω + iν)− Ω2h
] [
ω(ω + iν)− Ω2v
]
+ σ2 = 0, (3)
where Ωh,v(k) are the eigenfrequencies of the horizontal
(in-plane) and vertical (out-of-plane) modes in the ab-
sence of coupling, σ(k) > 0 is the coupling term, and ν is
the damping rate due to neutral gas friction [31]. Expres-
sions for Ω2h,v and σ are given in Appendix A (wake-free
results are obtained by putting the wake charge q˜ equal to
zero). Adopting the notation Ω2 = ω(ω+iν), Eq. (3) can
be written in a form of the eigenvalue problem [22, 30],
det(Dk − Ω2I) = 0, Dk =
(
Ω2h iσ
iσ Ω2v
)
, (4)
where I denotes the unit matrix and Dk is the non-
Hermitian dynamical matrix (note that D∗k = D−k). The
squared eigenfrequencies of the lower and upper modes,
Ω2lo,up =
Ω2v +Ω
2
h
2
∓ Ω
2
v − Ω2h
2
√
1− p2, (5)
are determined by the reduced coupling parameter p(k),
p =
2σ
Ω2v − Ω2h
. (6)
When p → 0 the lower and upper modes are reduced
to the horizontal and vertical modes, respectively, i.e.,
Ωlo,up(k)→ Ωh,v(k).
The eigenfrequencies of the upper and lower modes
are real and different for p < 1 – in this regime we shall
call the modes separate. For p > 1 the eigenfrequencies
become complex conjugate (i.e., with equal real parts),
and therefore the resulting lower and upper modes are
referred to as hybrid ; in this case, Ωlo,up in Eq. (5) has
to be replaced with Ω
(hyb)
lo,up . The eigenfrequencies of the
lower and upper hybrid modes have negative and posi-
tive imaginary parts, respectively, so that the former is
decaying and the latter is growing. The hybrid modes
emerge at the critical point p = 1, which occurs at the
critical wave number k = kcr when the critical confine-
ment Ωconf = Ωcr is reached.
Thus, the wake-induced mode coupling can be consid-
ered as a non-equilibrium second-order phase transition,
where p plays the role of the control parameter, while the
imaginary part of the hybrid eigenfrequency, ℑΩ(hyb), is
the proper order parameter.
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FIG. 2. Effect of the wake-induced coupling on the wave
modes. (a-c) The colored lines show the (undamped) dis-
persion relations of the lower and upper modes, Ωlo,up(k)
[Eq. (5)], the dash-dotted lines represent the respective wake-
free results, Ωh,v(k) [Eq. (A2) with q˜ = 0]. The curves are
obtained for three different values of the vertical confinement
frequency Ωconf . In (a) the modes are attracted to each other,
in (b) the gap between the modes is getting constricted, and
in (c) they merge and form the hybrid mode (only the real
part is shown). The color-coding shows the circularity of the
mode polarization, ǫ, which is determined by the reduced cou-
pling parameter [Eqs (10) and (14) for the separate and hy-
brid modes, respectively]. (d) The coupling parameter p(k)
[Eq. (6)] for panels (a-c), the modes merge at p = 1. The
results are for κ = 1, the dimensionless wake charge q˜ = 0.7,
the wake length δ˜ = 0.3 (d˜eff = 0.7).
The lower and upper modes near the onset of hy-
bridization are illustrated in Fig. 2a-c for three character-
istic values of the vertical confinement frequency, Ωconf
(for simplicity we consider undamped waves). The corre-
sponding coupling parameters p(k,Ωconf) are plotted in
Fig. 2d, so that Ωconf plays the role of the control param-
eter. In Fig. 2a the branches Ωlo(k) and Ωup(k) are no-
ticeably attracted to each other near k ≃ 2.7, where the
maximum of p(k) is reached; although pmax ≃ 0.67 is still
well below unity, the deviation from the wake-free results
Ωh,v(k) is already quite significant. In Fig. 2b, where
pmax ≃ 0.97, one can see that the gap between the modes
becomes constricted. In Fig. 2c, where Ωconf > Ωcr, the
modes merge and form the hybrid branch in the range of
k where p(k) ≥ 1 [ℜΩ(hyb)(k) is shown]. In the k-plane,
the hybrid modes are located in an enclosed region, as
illustrated in Figs 1b,c.
The magnitude of the coupling term σ is determined
by the effective dipole moment of the wake [see, e.g.,
Eq. (A2)]. For the example presented in Fig. 2 we choose
d˜eff = 0.7, which is rather large but quite realistic for
experiments (see, e.g. [25, 27, 29]). As we can see, in this
case the critical point and hence the hybrid branch are
significantly shifted away from the border of the Brioullin
zone, where the hybrid mode is localized in the limit of
weak coupling [since the uncoupled branches Ωh,v(k) are
monotonic].
The “attraction effect” between the modes seen in
Fig. 2a-c has not been carefully studied before, since the-
oretical analysis of the mode coupling performed so far
was primarily focused on the limit of small σ [21, 22, 30].
As we can see from Eq. (6), the critical point in this limit
is reached when the uncoupled branches practically cross.
From Fig. 2 it is evident that for finite σ the merging oc-
curs well before the crossing (which now corresponds to
p→∞).
In what follows we shall always consider a weak neutral
damping, viz., ν ≪ Ωlo,up, which is the typical situation
for experiments [25–27]. In this case the dispersion rela-
tions ωlo,up(k) are obtained by simply adding − 12ν to the
imaginary part of Ωlo,up(k), i.e.,
ωlo,up(k) ≃ Ωlo,up(k)− i ν
2
. (7)
On the other hand, we shall assume the damping to be
sufficiently strong to suppress the mode-coupling insta-
bility, viz., ν > 2|ℑΩ(hyb)(k)|. This ensures that the
kinetic temperature of particles can reach a steady-state
level which is low enough to keep the crystalline order,
i.e., the hybrid mode can still be observed in experiments.
III. POLARIZATION OF WAVE MODES
From the eigenvectors ζα of the dynamical matrix
(where α = lo, up) we obtain the wave modes wα. The
separate modes are
wα = ζαe
ikx−iωα(k)t + c.c., (8)
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FIG. 3. Lissajous ellipses of the lower/upper separate modes
wlo,up [Eq. (11)] and lower/upper hybrid modes w
(hyb)
lo,up [Eq.
(13)]. For the separate modes the major axes of the ellipses
are along the coordinate axes, for the hybrid modes the axes
remain mutually orthogonal, but are rotated by 45◦. The
shape of the ellipses is determined by the circularity ǫ: For
ǫ = 0 the ellipses degenerate into lines, for ǫ = 1 they form a
circle (the illustration is for ǫ = 0.5). The inset below shows
the dependence of ǫ on the reduced coupling parameter p,
which is determined by Eqs (10) and (14) for the separate
and hybrid modes, respectively.
where c.c. denotes the complex conjugate, and the hybrid
modes w
(hyb)
α are similarly obtained from ζ
(hyb)
α .
Polarization of the modes can be conveniently charac-
terized by the “real phases”,
Φα ≡ kx−ℜΩαt,
and the “circularity” ǫ: 0 and 1 stand for the linear and
circular polarizations, respectively, 0 < ǫ < 1 are for
elliptical polarization. For the separated and hybridized
regimes the circularity is given by certain functions of the
reduced coupling parameter p (see below).
A. Separate modes (p < 1)
Uncoupled (p→ 0) horizontal and vertical wave modes
are linearly polarized (ǫ→ 0) and the corresponding dy-
namical matrix is purely real (Hermitian) [22]. Hence,
the uncoupled eigenvectors are mutually orthogonal and
real. For finite p we obtain
ζlo =
(1, −iǫ)√
1 + ǫ2
, ζup =
(iǫ, 1)√
1 + ǫ2
, (9)
so that |ζα|2 = 1 and the circularity ǫ is the following
function of p:
ǫ = p/(1 +
√
1− p2). (10)
Thus, the lower and upper modes expressed via the cor-
responding wave phases,
wlo =
2e−
1
2
νt
√
1 + ǫ2
(cosΦlo, ǫ sinΦlo) ,
wup =
2e−
1
2
νt
√
1 + ǫ2
(−ǫ sinΦup, cosΦup) ,
(11)
are parametric functions of the two ellipses illustrated in
Fig. 3a.
Figure 2 shows that for k ≪ 1 as well as for k near the
border of the first Brillouin zone the coupling parameter p
is very small and therefore both wlo and wup are linearly
polarized (ǫ → 0). For k where p ≃ pmax the circular-
ity becomes significant and the polarization is essentially
elliptical. At the points where the upper and lower sepa-
rate branches merge and form the hybrid branch (Fig. 2c)
the modes are circularly polarized (ǫ = 1).
B. Hybrid modes (p ≥ 1)
For p = 1 the modes are degenerate. Hence, the eigen-
vectors for the separate modes [Eq. (9)] and hybrid modes
should coincide at this point, which yields
ζ
(hyb)
lo =
1√
2
(
1, −iǫ−
√
1− ǫ2
)
,
ζ(hyb)up =
1√
2
(
iǫ+
√
1− ǫ2, 1
)
.
(12)
The lower and upper hybrid modes,
w
(hyb)
lo =
√
2e−
1
2
(γ+ν)t {cosΦlo, sin(Φlo − Φ0)},
w
(hyb)
up =
√
2e
1
2
(γ−ν)t {− sin(Φup − Φ0), cosΦup},
(13)
are parametric functions of the two ellipses shown in
Fig. 3b. Here, γ(k) ≡ 2|ℑΩ(hyb)(k)| is the damping
(growth) rate of the lower (upper) hybrid mode, the cir-
cularity ǫ and phase shift Φ0 are given by
ǫ = cosΦ0 = p
−1. (14)
We see that the major polarization axes of the hybrid
modes (remaining mutually orthogonal) are rotated by
45◦ with respect to the axes of separate modes. The ro-
tation occurs discontinuously at p = 1 (where the degen-
erate modes are circularly polarized). Unlike the separate
modes, the hybrid mode circularity decreases with p (see
inset in Fig. 3), i.e., the hybrid modes are always ellipti-
cally polarized between the merging points (see Fig. 2c).
Furthermore, upon the crossing of the horizontal and ver-
tical branches, Ω2v − Ω2h → 0, the coupling p diverges at
the crossing point and the polarization of hybrid modes
becomes linear near the intersection.
So far, reliable experimental results on the onset of
the mode-coupling instability have been only obtained
5for a slightly over-critical coupling. The reason for that
is rather simple – upon a “deep quenching” the crys-
tal cannot be observed long enough (to deduce suffi-
ciently accurate dispersion relations) before it is com-
pletely destroyed by the instability. Such conditions (e.g.,
of Fig. 2c) yield slightly distorted circular polarization
(0.95 . ǫ ≤ 1) along the whole hybrid branch.
IV. FEATURES OF STRONG COUPLING:
EXAMPLES
The strong mode coupling introduces several charac-
teristic features which are expected to be revealed upon
analysis of corresponding experiments. Below we discuss
some of the most interesting phenomena characterizing
the individual particle motion as well as the wave modes
near the hybridization point.
A. Particle trajectories
The individual particle trajectories are calculated by
applying the inverse Fourier transform (over k) to the
wave modes, Eqs (11) and (13). Thus, each trajectory
can be viewed as the weighted “superposition” of the
Lissajous ellipses (at a given k), with the weights de-
termined by the magnitudes of the corresponding eigen-
vectors. The gray lines in Fig. 4 illustrate the resulting
steady-state trajectories (when friction is on average bal-
anced by the thermal noise, see Sec. IVB for details) for
the separated (a) and hybridized (b) regimes. The tra-
jectories are shown for the time interval of 50 Ω−1DL, which
corresponds to ∼ 3 s under typical experimental condi-
tions [30]. We also draw “orbitals” (solid-line ellipses), to
indicate the areas mostly covered by the trajectories (i.e.,
where particles reside most of the time). Due to stronger
vertical confinement in the separated regime (Fig. 4a),
the vertical extent of the upper-mode orbital is some-
what smaller than the horizontal size of the lower-mode
orbital.
In the hybridized regime illustrated in Fig. 4b, the
trajectories are determined by the superposition of
(weighted) contributions from the separate and hybrid
branches (see Fig. 2c). As one can conclude from Fig. 3,
this yields a “superposition” of ellipses oriented along the
coordinate axes and those rotated by 45◦. The hybrid
branches are formed within a relatively small region of
the Brillouin zone, yet the amplitude of the upper branch
can be significantly increased, while for the lower branch
it is reduced [see Eq. (13)]. All this governs the size and
orientation of the corresponding orbitals: The lower or-
bital is practically horizontal and its size is similar to
that in Fig. 4a, since the amplitude for the lower hybrid
branch is too small and hence the separate branch pro-
vides the major contribution here. Contrary, the upper
orbital is large and rotated by an angle notably smaller
than 90◦ (but larger than 45◦), since the major contri-
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FIG. 4. Characteristic particle trajectories representing the
lower and upper wave modes for the time interval of 50 Ω−1DL.
All parameters of (a) and (b) correspond to Fig. 2a and c,
respectively, x and z are in arbitrary units. The solid-line
ellipses depict “orbitals” (straight dotted lines indicate their
major axes) inside which the particles mostly reside. In the
separated regime (a), the major axes are along the coordi-
nate axes. In the hybridized regime (b), the major axis for
the (decaying) lower mode is practically horizontal, while for
(growing) upper mode it is rotated by ≃ 70◦. The dashed-line
ellipse shows the contribution from the upper hybrid branch
only.
bution in this case is from the enhanced hybrid branch
(the corresponding orbital is indicated by the dashed-line
ellipse).
B. Mode spectral density
Experimentally, fluctuation wave spectra (dispersion
relations) are extracted from the observation of the par-
ticle motion which is triggered by thermal noise and
damped by neutral gas friction [26, 27, 32].
The scenario can be mimicked by the Langevin equa-
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FIG. 5. Longitudinal (upper panel) and transverse (lower panel) mode spectral densities Il,t(k, ω). Figures on the left show
the results calculated from Eq. (17) for the separate modes, on the right the results from Eq. (18) for the hybrid modes are
presented (all parameters correspond to Figs 2a and 2c, respectively). In the separated regime, the lower mode (longitudinal
without coupling) has a transverse component, the upper mode (transverse without coupling) has a longitudinal component.
The longitudinal and transverse densities of the hybrid modes are equal, which follows from the orientation of their polarization
ellipses (see Fig. 3b). The shown example is for the normalized damping rate ν = 0.3, the spectral density is in units of I0.
tion, where the stochastic excitation force on each parti-
cle is uncorrelated and described by the Gaussian white
noise [33–35]. We write the force in the form Ma(t),
where the elements aj of the stochastic acceleration are
defined by the first two stochastic moments, 〈aj(t)〉 = 0
and 〈aj(t)ak(t′)〉 = (2νT/M)δjkδ(t − t′) (as it follows
from the fluctuation-dissipation theorem). Here, δjk is
the Kronecker delta function (j, k = x, y, z) and T is the
relevant kinetic temperature (determined by the temper-
ature of neutral gas and mechanisms of individual dust
“heating” operating in a plasma, e.g., due to charge vari-
ations [36–39]).
The perturbations for the separate modes read
ζ˜ =
∑
α=lo,up
(
a
(kω) · ζα
)
ζα
[Ω2α(k)− ω(ω + iν)]ζ2α
, (15)
where ζ2α ≡ ζα · ζα and a(kω) is the Fourier transform
of the stochastic acceleration over all particles; for the
hybrid modes, the superscript “(hyb)” has to be added.
For a monolayer comprised of N particles, the total
kinetic energy is
K =
1
2
M
N∑
j=1
〈
v2j
〉 ≡ N ∫ dk∫ dω I(k, ω). (16)
Here I(k, ω) = Il(k, ω) + It(k, ω) is the spectral density
of thermal fluctuations, which consists of the longitudi-
nal and transverse components (with respect to k = keˆx,
the k-integration is over the first Brillouin zone). By
representing K via the Fourier-transformed particle ve-
locities with the components v
(kω)
l,t = −iωζ˜x,z, we obtain
the spectral density components expressed in terms of
the horizontal and vertical eigenfrequencies:
Il,t(k, ω) = I0ω
2 σ
2 + |Av,h|2
|σ2 +AvAh|2 (17)
where Ah,v(k, ω) ≡ Ω2h,v(k) − ω(ω + iν). The spectral
density scale I0 =
√
3∆2νT/
(
16π3Ω2DL
)
has the dimen-
sionality of J·cm2·s (here ν is not normalized!).
Remarkably, Il(k, ω) of the separate modes shows not
only a bright longitudinal, but also a weak transverse
component, and vice versa for It(k, ω) (see left panel
of Fig. 5). When the coupling is intermediate-to-strong
(0.3 . p . 0.95, see Fig. 2d) the “weak” components be-
come fairly bright. For a small coupling (p≪ 1) Eq. (17)
is reduced to Il,t(k, ω) ≃ I0ω2
∣∣Ω2h,v(k)− ω(ω + iν)∣∣−2
and the weak components disappear. Qualitative inter-
pretation of these results is straightforward: The mode
polarization changes between linear and elliptical, and
therefore we find the “weak” components varying be-
tween zero and their peak brightness. The latter is
smaller than the density of the “strong” components,
since the modes are still separated.
7From the orientation of polarization ellipses of the hy-
brid modes (Fig. 3, p > 1), it is evident that their longi-
tudinal and transverse spectral densities are equal along
the hybrid branch (see right panel of Fig. 5). These den-
sities are
I
(hyb)
l (k) = I
(hyb)
t (k)
= I0
ν2 + (p2 + 1)B
[ν2 − (p2 − 1)B]2 , (18)
where B(k) = 12 (Ω
2
v − Ω2h)2(Ω2v + Ω2h)−1. In accordance
with Eq. (13), the decay rate of the lower hybrid mode is
added to the neutral damping rate ν, while the growth
rate of the upper mode is subtracted. Therefore, the rel-
ative contribution of the lower hybrid mode to the total
spectral density in Eq. (18) is relatively small. The den-
sity naturally diverges if the damping threshold of the
mode-coupling instability is reached [at the maximum of
p(k)].
Figure 5 indicates that the spectral density distribu-
tion along the hybrid branch can be slightly asymmetric
(with respect to the center). This is because the func-
tions p(k) and B(k) are slightly asymmetric as well (see
Fig. 2c,d). This feature might be important for the anal-
ysis of high-resolution experimental spectra [26–30].
C. Shift of the critical point
In the limit of weak mode coupling, the hybridization
sets in upon the crossing of the uncoupled branches Ωh(k)
and Ωv(k). The critical point in this case is located at the
border of the first Brillouin zone, kcr,0 =
2pi√
3
(see Fig. 1b),
and the corresponding critical confinement is Ωcr,0. As
one can see from Fig. 2a-c, in the regime of strong cou-
pling the critical point is shifted towards smaller k and
occurs at higher confinement. Hence, we can write
kcr = kcr,0 −∆kcr, Ωcr = Ωcr,0 +∆Ωcr. (19)
In Appendix B we derive universal expressions for kcr and
Ωcr/Ωcr,0 which are functions of the wake parameters q˜
and δ˜ (for a given κ). Let us analyze the obtained results.
The functional dependence of ∆kcr on the wake pa-
rameters is governed by the competition of two effects:
(i) Increase of the effective dipole moment d˜eff makes
the “mode attraction” stronger, which causes ∆kcr to
increase. (ii) Increase of the wake length δ˜ weakens the
screened wake-particle interaction, which forces ∆kcr to
decrease. Figure 6a illustrates these effects. We fixed
the wake charge q˜ and vary the wake length δ˜ (and,
hence, the dipole moment): When δ˜ is sufficiently small
(. 0.2), the effect (i) obviously dominates, resulting in an
almost linear increase of ∆kcr with the dipole moment;
the maximum is reached at d˜eff ≃ 0.22. For larger δ˜
(& 0.3), the effect (ii) becomes more important and ∆kcr
starts to decrease. When the wake length is so large
that the particle-wake interactions are strongly screened
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FIG. 6. The relative shift (a) of the critical wave number,
∆kcr/kcr,0, and (b) of the critical confinement, ∆Ωcr/Ωcr,0,
as a function of the effective dipole moment of wake d˜eff . (c)
Relation between the shifts, showing that it is very close to
∆Ωcr ∝ (∆kcr)
2. The results are for q˜ = 0.4 and three differ-
ent values of κ.
(κδ˜ & 2−3), ∆kcr rapidly falls off and the modes become
weakly coupled again.
It is noteworthy that the k-shift of the critical point
can be really significant (up to ≃ 15%), making the effect
experimentally observable.
The dependence of ∆Ωcr on d˜eff shown in Fig. 6b fol-
lows essentially the same trend, since the two effects men-
tioned above equally work for the shift of the critical con-
finement. However, the magnitude of ∆Ωcr turns out to
be much smaller than that of ∆kcr (∆Ωcr/Ωcr,0 . 2%)
and therefore is practically negligible. To a very good
accuracy, ∆Ωcr/Ωcr,0 is a parabolic function of ∆kcr, as
shown in Fig. 6c.
8Note that these results can be also obtained from a
simple 1D string model with next-neighbor interactions
[21]. The 1D model provides compact analytical expres-
sions for ∆kcr and ∆Ωcr/Ωcr,0 [see Eqs (B1) and (B2)]
which are convenient for order-of-magnitude estimates.
The main qualitative difference from the rigorous calcu-
lations is that the approximate results become indepen-
dent of κ in the limit of small d˜eff (compare with Fig. 6).
V. SUMMARY AND CONCLUSION
In this paper we discussed effects of strong wake-
induced coupling between dust-lattice wave modes in 2D
plasma crystals. So far, the mode coupling occurring due
to nonreciprocal particle-wake interactions (and result-
ing in the mode-coupling instability, the major plasma-
specific mechanism of melting of 2D crystals) has been
systematically studied only in the weak regime, when the
effective dipole moment of wake is assumed to be suf-
ficiently small [22–24, 27]. In this case, the longitudi-
nal in-plane and out-of-plane modes (participating in the
coupling) were shown to be strongly modified only in a
small vicinity of their crossing, where they form the hy-
brid mode.
In fact, the regime of strong mode coupling has been
already achieved in several experiments [25, 27, 29], and
therefore careful analysis of its implications is absolutely
necessary for further studies of 2D plasma crystals. Be-
low we summarize the most notable features of the strong
mode coupling:
(i) The two coupled wave modes corresponding to the
in-plane and out-of-plane motion are significantly
modified in a broad range of wave numbers – the
branches become “attracted” to each other even be-
fore they merge and form the hybrid modes. The
modified modes are called, respectively, “lower”
and “upper”, to distinguish from the weak-coupling
regime.
(ii) Unlike the weak-coupling regime, the polarization
of the two modes becomes essentially elliptical be-
fore the hybridization: The (originally longitudinal)
lower mode can have a significant transverse com-
ponent, the (originally transverse) upper mode has
a longitudinal component.
(iii) The polarization of the hybrid modes is circular at
the merging ends, and is (weakly) elliptical in the
middle of the hybrid branch. The polarization el-
lipses in this case are rotated by 45◦ with respect to
the polarization of the separate modes, and there-
fore the hybrid mode spectral density has equal lon-
gitudinal and transverse components.
(iv) The individual particle trajectories for the sepa-
rate modes are localized within ellipsoidal “orbitals”
with the mutually orthogonal axes. Upon the hy-
bridization, the orbital representing the (growing)
upper mode is significantly increased and rotated
by an angle notably larger than 45◦.
(v) The location of the hybrid mode can be significantly
shifted towards smaller wave numbers, away from
the border of the Brioullin zone (where the hybrid
mode is formed for a weak coupling). The relative
magnitude of the effect can be as high as ≃ 15%.
It would be highly desirable to perform accurate ex-
perimental measurements of the individual particle tra-
jectories and wave fluctuation spectra (performed with
increased signal-to-noise ratio). The analysis of such tra-
jectories and spectra would make it possible to reveal
(at least) some of the above-mentioned features. The
theory presented in this paper provides direct relation
between the magnitude of the strong-mode-coupling ef-
fects (such as the wave polarization, distribution of the
fluctuation intensity, shift of the hybrid mode) and the
principal characteristics of the plasma wakes.
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Appendix A: Elements of the dynamical matrix Dk
We introduce utility functions
h1(κ) = e
−κ(κ−1 + 2κ−2 + 2κ−3),
h2(κ) = e
−κ(κ−2 + κ−3),
h3(κ) = h1(κ) + h2(κ),
to be used for expressions of the elements of Dk [Eq. (4)].
For the 1D string model with next-neighbor interactions
[21] we have:
9Ω2h =
4
1− q˜
(
h1(κ) + q˜h2(κ˜)− q˜
1 + δ˜2
h3(κ˜)
)
sin2
1
2
k,
Ω2v = Ω
2
conf −
4
1− q˜
(
h2(κ)− q˜h2(κ˜) + q˜δ˜
2
1 + δ˜2
h3(κ˜)
)
sin2
1
2
k, (A1)
σ = 2
q˜δ˜
(1− q˜)(1 + δ˜2)h3(κ˜) sin k.
where κ˜ = κ
√
1 + δ˜2.
The rigorous results for 2D monolayers are obtained by taking into account interactions with all neighbors [22, 30].
For the wave vector k = keˆx, the elements of Dk are:
Ω2h =
2
1− q˜
∑
m,n
(
s2x
s2
h1(κs)−
s2y
s2
h2(κs) + q˜h2(κsδ)− q˜ s
2
x
s2δ
h3(κsδ)
)
sin2
1
2
ksx,
Ω2v = Ω
2
conf −
2
1− q˜
∑
m,n
(
h2(κs)− q˜h2(κsδ) + q˜ δ˜
2
s2δ
h3(κsδ)
)
sin2
1
2
ksx, (A2)
σ =
q˜δ˜
1− q˜
∑
m,n
sx
s2δ
h3(κsδ) sin ksx,
where sx =
√
3m/2, sy = m/2 + n, s =
√
m2 + n2 +mn, sδ =
√
s2 + δ˜2, the summation is over all integers except
(0, 0).
Appendix B: Shift of the critical point [Eq. (19)]
The critical wave number kcr and critical confinement
frequency Ωcr for the onset of hybridization are deter-
mined from the following conditions on the reduced cou-
pling parameter: p(kcr,Ωcr) = 1 and ∂p/∂k|kcr,Ωcr = 0.
For the 1D string model we use Eq. (A1), which yields:
∆kcr = arctanD, Ω
2
cr
Ω2cr,0
=
1
2
(
1 +
√
1 +D2
)
, (B1)
where
D = 2q˜δ˜h3(κ˜)
(1 + δ˜2)h3(κ)− q˜(1− δ˜2)h3(κ˜)
.
For small δ˜ we get D → 2q˜δ˜/(1− q˜) ≡ 2d˜eff . Thus, in the
weak-coupling regime we get a simple universal relation
between ∆kcr and ∆Ωcr,
∆Ωcr
Ωcr,0
≃ 1
8
(∆kcr)
2 ≃ 1
2
d˜2eff . (B2)
For the rigorous 2D model we employ Eq. (A2) and
obtain the following equations for kcr and Ωcr:∑
m,n
sx
(A cos kcrsx + B sinkcrsx) = 0,
Ω2cr
Ω2cr,0
=
∑
m,n [A sin kcrsx + B (1− cos kcrsx)]∑
m,n B [1− (−1)m]
,
(B3)
where
A(q˜, δ˜, κ) = 4q˜δ˜ sx
s2δ
h3(κsδ),
B(q˜, δ˜, κ) = 2s
2
x
s2
h3(κs)− 2q˜ s
2
x − δ˜2
s2δ
h3(κsδ).
The first equation (B3) yields kcr, which should then be
substituted to the second equation to obtain Ωcr.
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