For the ShakeOut earthquake scenario, we estimate nearly $113 billion in property damage and over $100 billion in business interruption (BI) and related costs including both direct and indirect losses in an 8-county Southern California region.
INTRODUCTION
A major earthquake on the southern San Andreas fault, such as the ShakeOut scenario (Jones et al., 2008) , would have devastating economic consequences for the 8-county region comprising Southern California. We estimate the impacts to be nearly $213 billion in property damage and over $100 billion in business interruption and related costs. This would make the ShakeOut Earthquake Scenario the costliest disaster in world history. Current estimates of Hurricane Katrina are $90 billion in property damage and about $50 billion in business interruption (Swiss Re, 2008) . The economic impacts of the September 11 attacks on the World Trade Center have been estimated at only $25 billion in property damage and $110 billion in business interruption (Grossi, 2009; Rose et al., 2009; Rose and Blomberg, 2009 ). Many background considerations, specifics of the disaster agent, behavioral responses, and workings of the macroeconomy come into play in these and all disasters. One important factor is resilience, or inherent and adaptive actions that mute the losses by using resources more efficiently and recovering more quickly (See, e.g., Wein and Rose, this issue) . Both 9/11 and Katrina were characterized by b) U.S. Geological Survey, MS 531, 345 Middlefield Rd., Menlo Park, CA 94025 several forms of resilience, such as business relocation and substitution of imported goods, respectively, that reduced the losses to levels lower than might otherwise have occurred. This is likely to be the case for a major earthquake as well, and was factored into our estimation. This paper explains the estimated economic losses of the ShakeOut Earthquake Scenario.
We begin by differentiating the various loss categories and identifying the conduits through which these losses occurred. We then provide an overview of the hazard loss (economic consequence) estimation framework, including a discussion of methods used, assumptions, and sources of data. This includes details of major methodological refinements, including consideration of resilience. We then present and interpret the results. The paper concludes with a discussion of policy implications stemming from the analysis.
HAZARD LOSS ESTIMATION
A. Basic Considerations For many years, hazard loss estimation was dominated by engineers, and accordingly the focus was on property damage to structures. All other types of impacts (economic, sociological, psychological, etc.) were thrown into a grab bag category termed "indirect" or "secondary" losses. By the mid-1990s, there was a growing appreciation of the role of business interruption (BI) losses, which refer to the reduction in the flow of goods and services produced by property (capital stock). This stock/flow distinction is a basic concept in economics and there are direct and indirect versions of both categories. Direct property damage relates to the effects of ground shaking, while indirect property damage is exemplified by ancillary fire caused by ruptured pipelines, frayed electrical wires, etc., and exacerbated by loss of water services. Direct BI refers to the immediate reduction or cessation of economic production in a damaged factory or in a factory cut off from at least one of its utility lifelines. Indirect BI stems from the "ripple," or "multiplier," effects associated with the supply chain or customer chain of the directly affected business.
An important thing to emphasize is that nearly all direct property damage takes place at a given point in time (during the ground shaking), and that ancillary property damage takes place during a fairly short time span. BI, on the other hand, being a flow variable, is time-dependent.
It begins when the ground shaking starts and continues until the built environment is repaired and reconstructed to some desired or feasible level (not necessarily pre-disaster status). As such, BI is complicated because it is highly influenced by the choices of private and public decision makers about the pattern of recovery, including repair and reconstruction. As in the ShakeOut example, the size of BI can rival that of property damage. The reader is referred to Rose (2004a) for discussion of standard loss estimation methods. More recently, however, the loss estimation framework has been expanded in three ways, and the term economic consequence analysis is being used to distinguish this breadth . First, more sophisticated analyses of the ordinary workings and complexities of the macroeconomy are being taken into account. These include not only the ordinary quantity (material) interdependencies through supply chains, but workings of markets and prices, financial variables, and government policy (see, e.g., Dixon et al., 2009; Rose et al., 2009 ).
Second, is the incorporation of the loss reduction strategy of resilience, in both static and dynamic forms. We define static economic resilience as the ability of an entity or system to maintain function (e.g., continue producing) when shocked by the types of disruptions accounted for above (see also Rose, 2004b; . It is thus aligned with the fundamental economic problem--efficient allocation of resources, which is exacerbated in the context of disasters. This aspect is interpreted as static because it can be attained without repair and reconstruction activities, which affect not only the current level of economic activity but also its future time path. Another key feature of static economic resilience is that it is primarily a demand-side phenomenon involving users of inputs (customers) rather than producers (suppliers). This is in contrast to supply-side considerations, which definitely require the repair or reconstruction of critical inputs. A more general definition of dynamic resilience is the speed at which an entity or system recovers from a severe shock to achieve a desired state. This also subsumes the concept of mathematical or system stability because it implies the system is able to bounce back. This version of resilience is relatively more complex because it involves a long-term investment problem associated with repair and reconstruction.
The third major consideration is extended linkages. The first of these refers to systems linkages, such as cascading infrastructure failures. The second is behavioral linkages, which refer to considerations like the effect on risk attitudes stemming from the reaction to a recent disaster (Burns and Slovic, 2008) . A good example is the fact that 85 percent of the BI loss following 9/11 stemmed from the nearly two-year decline in air travel and related tourism because of heightened fear of flying . Note also that this category has associated indirect effects. Thus it can increase ordinary BI losses by one or two orders of magnitude (see also Gordon et al., 2008) .
In the analysis below, we take these various considerations into account to the extent possible within project limitations. The stock/flow and direct/indirect loss distinctions were made. We included some additional elements of the workings of the macroeconomy, such as the effect on business customers, in addition to the standard emphasis on suppliers. We included a major source of resilience in the aftermath of disasters. We factored in some cascading infrastructure failures. However, we were not able to factor in behavioral linkages.
B. Conduits of Economic Shocks
In this paper we analyze the following conduits of shocks to the economic system that include damage to the built environment or interruption of lifeline services: 2 • Direct building damage: short-period ground motion (affecting ordinary buildings)
• Direct building damage: long-period ground motion (affecting high-rise buildings)
• Indirect building damage: fire following earthquake
• Lifeline service outages for:
Electric power Natural gas Water Transportation An important additional consideration is the need to adjust for double-counting of the channels of losses. That is, a factory may suffer from a collapsed roof and loss of electricity simultaneously, either one being enough to cause it to shut down business operations. Our analysis does adjust for possible double-counting. Primacy is given to losses from direct building damage.
Finally, we note that our results could be presented in terms of several economic impact indicators. We present them in terms of property damage (loss of asset values). We also present them in terms of two types of flow variables relating to BI. The first is gross output, or sales revenue (also the cost of all inputs plus a profit term). The second is value added, a net measure that corresponds only to the cost of primary factors of production (labor, capital, and natural resources, and excludes the cost of intermediate, or processed goods). At the regional level, it is the counterpart of Gross National Products (GNP). A. Input-Output Analysis I-O analysis is the most widely used tool of regional impact analysis in the U.S. and throughout the world. Moreover, it has been used extensively to analyze the economic impacts of earthquakes and other natural hazards (see, e.g., Shinozuka et al., 1998; Rose and Lim, 2002; and Gordon et al., 2007) . It is especially adept at estimating ripple, or multiplier, effects. I-O can be defined as a static, linear model of all purchases and sales between sectors of an economy, based on the technological relationships of production (see, e.g., Rose and Miernyk, 1989) .
Essentially, this is a detailed, comprehensive, double-entry bookkeeping record of all production activity. Practically every country in the world has constructed an input-output table, usually through an exhaustive census or at least an extensive survey, and there is a rich literature on ways to use non-survey data-reduction, or "down-scaling," methods to generate tables for political jurisdictions at various sub-national levels.
I-O analysis provides more than a modeling capability. The basic I-O table of common transactions on which the model is based serves as a valuable framework for organizing an extensive amount of data on a regional economy. The data and analytical tools, such as impact multipliers, derived from it provide insight into the structure, interdependence, and vulnerability of the regional economy. Also, we can formally measure interdependence by identifying and calculating backward and forward linkages between all sectors. If a sector affected by the electricity outage reduces its production by 25 percent, we say this is a direct business interruption effect. (Note also that this result can take place even if the factory property is unscathed by an earthquake or terrorist attack, as long as its lifeline service is disrupted.)
Because the factory then reduces its purchase orders for each input by 25 percent, the firms producing those inputs in turn will do the same, as will their suppliers, and so on, as the original perturbation ripples through the economy. The sum total of these ripples is some multiple of the original shock; hence, the origin of the term "multiplier" effect. We could go through a tedious process of calculating these chains of indirect and induced effects. However, there is a simple matrix inversion procedure that calculates all the interactions in a manner analogous to finding the sum of an infinite series. The "total requirements" matrix consists of entries that tell us the total amount of each sector's output needed directly and indirectly per net unit of production of a given good or service. The column sum for every good is its output multiplier. This helps determine the ripples that electricity outages can cause. Examination of individual cells, reveals how much of this is caused by disruption to other types of infrastructure.
In an I-O analysis, it is important to distinguish two types of second-order effects. The first is "indirect" effects which represent the interaction between producing sectors described in the previous paragraph. The second is "induced" effects, which represent the interaction between households and producing sectors. This refers to the fact that production generates income paid to households, who in turn spend a major portion of this income on produced goods and services, thereby generating additional multiplier effects. In our analysis, we compute both indirect and induced effects. Multipliers that capture only indirect effects are called Type I multipliers, and those that compute both indirect and induced effects are referred to as Type II multipliers. For the 8-County economy the Type II multipliers range from a low of 1.28 for Owner-Occupied Dwellings to a high of 2.36 for High Technology Industry.
For our model, we accessed the currently most widely used source of regional I-O tables, the Impact Analysis for Planning (IMPLAN) System (MIG, 2006) . This consists of three components: 1) a county level data base, 2) a set of algorithms capable of generating I-O tables for any county or county group, and 3) a computational capability for calculating multipliers and performing impact analyses. The IMPLAN sectoring scheme is currently based on the North American Industrial Classification System (NAICS), and the version of the I-O model we used includes more than 500 sectors. We aggregated the sectors to 26 in number. The main reason was that we did not have earthquake-related data that would warrant a fine delineation of sectors.
Also, using and presenting hundreds of sectors can prove unwieldy. Note that our sectoral classification provides a high level of detail for infrastructure, such as electricity, gas, water, and transportation. It also includes the imputed value of "owner-occupied" dwellings, so that the productive services of homes (equivalent to their rental value) can be included in our estimates.
I-O has been used successfully in conjunction with HAZUS, FEMA's hazard loss estimation software (see, e.g., Gordon et al., 2007 , FEMA, 2007 . In fact, the Indirect Economic Loss Module (IELM) of HAZUS is based on an I-O methodology. We do not use the HAZUS IELM for several reasons. First, we were able to construct a model at a finer level of sectoral detail than is available in HAZUS. Second, we concluded the IELM involves some assumptions regarding interregional trade that would exaggerate the ability of the economy to adjust to the earthquake and would thus underestimate the impacts. Third, the IELM is not capable of estimating the full set of impacts from infrastructure damage, which constitutes the majority of BI losses from the ShakeOut scenario. Fourth, we invoke several refinements for resilience that cannot readily be incorporated into the IELM. The resilience strategy of production rescheduling refers to the ability of businesses to recapture lost production by working overtime or extra shifts once their operational capability is restored and their critical inputs and employees are available. Another source of resilience is utility lifeline importance, which refers to dependency of businesses on electricity, water, gas, and communications. We were not, however, able to incorporate other types of resilience, such as input substitution, conservation, use of inventories, and pricing. These are quite cumbersome to model in an I-O context, but most of these other resilience actions are very small in comparison to the two that were actually modeled (Tierney, 1997; Rose and Lim, 2002) . For both the IELM and our model, I-O analyses are limited by inherent linearity and lack of behavioral content and reflection of the operation of prices and markets. The inherent rigidity of I-O means that it is likely to underestimate various flexibilities associated with resilience. Thus, our estimates should be considered an upper bound. At the same time, we can emphasize that they are likely to be a reasonable approximation, since we have factored in two of the major sources of resilience.
B. Methodological Details for Individual Loss Categories
In addition to the I-O table, other data are critical for evaluating economic impacts and resilience associated with disasters. These include inventory data on the built environment (factories, residences, infrastructure) and the natural environment. Also needed is a set of damage functions that relate changes in underlying conditions to property damage and loss of function. One such source is FEMA's Hazards United States-Multi-Hazard (HAZUS-MH) System (FEMA, 2008) . This is a large expert system that contains detailed data on the built environment at the small area level, a set of damage functions, and a GIS capability. Physical damage and business interruption are translated into direct dollar values of building replacement costs and business downtime costs, respectively.
Estimation of the sources/conduits of business interruption were as follows:
1. Ordinary buildings. Ordinary buildings pertain to buildings other than high-rises, which were examined separately. The building damage estimates were calculated using HAZUS. The flow of goods and services emanating from this productive capital stock (essentially equivalent to BI losses) is direct "output loss" estimates computed by Hope Seligson using HAZUS, where output refers to "gross output," in our I-O Model, equivalent to gross sales revenue. It subsumes other flow categories such as wage, capital-related income, and rent losses calculated by HAZUS as well. HAZUS also calculates relocation costs, which are only about $0.1 billion and for which we did not compute indirect and induced effects. We converted HAZUS gross output (GO) estimates into value added (VA) estimates as the bottom line measure of all of our economic impacts by multiplying each sectoral GO estimate by the ratio of VA to GO in that sector.
To transform the estimates of direct GO and VA into total GO and VA, including indirect and induced effects, we use standard I-O computations. This involves first converting the gross output estimates into "final demand", which eliminates a small aspect of double counting of the intermediate goods in each sector. The final demand vector is then pre-multiplied by the I-O inverse matrix, or the matrix of sectoral multipliers. Each element of the inverse matrix represents the total gross output impact on one sector for every dollar change in final demand of another sector.
2. High-rise buildings. The high-rise building study (see Jones et al. 2008 ) posited a total of 15 collapsed and red-tagged buildings in four counties. With Keith Porter, we first identified the sectors to which these buildings belong, according to HAZUS occupancy classes and functions of these high-rise buildings. Second, in the absence of HAZUS output losses for high rise buildings, we based our direct gross output losses on an adaptation of ordinary building loss estimates in terms of square footage estimates for high-rises. We assumed the annual output is $545.5 per square foot and computed the annual direct output loss by multiplying the total square feet of the damaged buildings by the unit space annual output. Third, we calculated the indirect and induced effects, and thus the total effects, using the I-O model in the same manner as for ordinary buildings.
The replacement of a collapsed or red-tagged building usually takes a long time, ranging from 18 months to 3 years. Also, the replacement for the non-government buildings is not automatic. Most of the buildings in the damage list are uninsured for earthquake. In the analysis, we assumed that the average time of restoration is 27 months.
3. Fire. First, we obtained the estimates of property damage from the fire following earthquake study (see Scawthorn, this issue) with Los Angeles and Orange Counties being by far the most affected. Then, we allocated the burned square footage to HAZUS occupancy classes.
The allocation is a function of total square footage burned, number of fires in each county, percent allocated to building uses in the region, and the square footage of each occupancy class in each county (see Chapter 7, Jones et al. 2008) .
Fire damage corresponds to the HAZUS Complete Damage State. Therefore, the recovery time of a burned building, or the duration of production disruption for the affected sector, is assumed to be the same as the time to replace a completely damaged building in HAZUS. For different occupancy classes, the recovery time for a completely damaged building ranges from 120 days to 960 days. Some sectors in our 26-sectoring scheme cover more than one HAZUS occupancy class. In such cases, we used the simple averages of the recovery time for the relevant occupancy classes.
For the industrial and commercial sectors, we calculated the direct output losses from fire in a similar way as for the high-rise buildings, using the same annual output per square foot estimate of $545.5/sq. ft.. For residential and education sectors, we adopted a different strategy.
For single family homes and schools, we divided the total output from the I-O table by the total square feet for each of them to get a dollar per square foot estimate for different counties. Then we divided the number we got for single family in half for the multi-family dwellings, as a crude approximation for this type of dwelling. Again, the estimation of indirect and induced effects was the same as for ordinary buildings. 5. Water. The estimation of BI losses stemming from disruption of the water system is similar to that of the power system. In this case, we received the initial data to calculate disruption of the water systems by county. The initial data contains two parts: an exposure analysis of 2-digit NAICS sector employment distribution across ground-shaking intensity zones by county is used to approximate the percentage of production of each sector that is located in different ground-shaking affected regions. The second part of the initial data describes the percentage water supply disruption and restoration by ground-shaking intensity zone. The disruption rate and restoration pattern differed by ground-shaking intensity zone: there is no disruption at all in MMI 5 and below areas; 100% of customers in MMI 6&7 areas are without water for 2 weeks; 50% of customers in MMI 8 areas are without water for 6 months; and 100% of customers in MMI 9&10 areas are without water for 6 months. Except for San Diego county, in all the other seven counties, the total water disruption period was six months. Since all the sectors of San Diego county are located in regions with ground-shaking intensity below MMI 6, the County only experienced two weeks water service disruption. Again, the BI impacts for each county were simulated separately. Because water systems are predicted to be more extremely damaged than power systems, this analysis required a modification. Type II multiplier for the 8-county area are around 2.0, meaning that a 20 percent reduction in direct gross output in one sector translates into a doubling of that impact for the region as a whole. However, this is problematic when the direct reduction is high for any or group of sectors. Accordingly, we capped the total gross output loss at 100 percent.
6. Natural gas. Disruption of gas service by county is recorded in Ch 7., Jones et al. 2008 .
The methodology was the same as the power system estimates. In the direct output loss calculation, for the residential sectors, we multiplied the outage ratios by the percent sold to households (0.95). For all the other sectors, we multiplied the outage ratios by the percent sold to business (0.05). In Imperial, Kern, San Diego, and Ventura counties, 100% of the gas service was restored after 3 weeks. In Los Angeles, Orange, Riverside, and San Bernardino counties, 92% to 97% of the gas service was restored after 3 weeks and 100% was restored after 2 months.
Again, because the restoration pattern differed by county, each set of county BI impacts were simulated separately. Estimates of indirect and induced effects used the same methodology as for electric power.
7. Transportation. Direct transportation impact estimates, as well as impacts of the cost of traffic delays, were obtained from Werner et al. (2008) and Sungbin Cho (see Ch 7, Jones et al., 2008) . However, we were only able to compute indirect and induced effects for the former. The original data were provided as final demand reductions across the 13 SCAG industrial sectors for 6 counties that were significantly affected. For each of the 6 counties, the final demand reductions data were given for three restoration periods: the first three months, the second three months, and the final 40 days. We allocated the final demand reductions by restoration period to the more disaggregated 26 sectors using sectoral total output as weights. Again, we applied our HAZUS-Patch methodology. Estimates of indirect and induced effects used the same methodology as previously described. Note that we were not able to calculate the multiplier impacts of the cost of delays resulting from damage to the transportation system. 8. Ports. Estimation of direct BI loss from disruption of ports involved two steps: the losses due to the disruption to the imports of production inputs and the losses due to the final demand reduction in foreign exports. In both of the two steps, we assumed that the entire disruption period was 7 weeks (see Ch 7, Jones et al., 2008) . For the losses pertaining to the disruption to the imported production inputs, we first computed the percent of inputs in each sector that are foreign imports using IMPLAN data and the following formula: % inputs from foreign imports
= foreign imported inputs / (regionally produced inputs + domestic imported inputs + foreign imported inputs).
The percentage of foreign imports that come into California by ships is 76%, so we used 80% for the Southern California region. Therefore, if a sector receives 10% of its inputs from foreign imports, then because of the port shutdowns, the production inputs disruption for this sector would be 8%. Given the linear relationship between the production input and output of the I-O model, the direct gross output loss for this sector is 8%. We also assumed that in the first three days, there are sufficient inventories of foreign imports, so there is no output reduction in any sector. For the remaining disruption period, we used the recapture factor of 85% for each sector.
The total volume of exports through the ports each year is about $36 billion, but only about $7.2 billion is produced in the 8-county region. Based on this annual total volume of exports, we computed the total export demand loss during the ports disruption period (35 days). This total loss in foreign export demand is then distributed among the seven goods producing sectors using the IMPLAN data in the foreign export demand column. For the simulation cases with recapture adjustment, we assumed a recapture factor of 85% for the entire disruption period for all the sectors except for Agriculture because it's products are typically perishable. For the Agriculture sector, we used recapture factors of 50% for the first 3 days, 25% for the 4 th day to the second week, and 10% for the second to 7 th week.
We computed the direct gross output loss of the Water Transportation sector differently from the other infrastructure computations. The direct loss in this sector was calculated by excluding the total services to the household sectors from the sectoral total output because households make up such a small portion of its output. Estimation of indirect and induced effects for both the foreign import inputs disruption and the foreign export demand reduction followed the standard set of computations for other infrastructure sectors.
C. Resilience
For the most part, this study, only addresses aspects of static resilience because of the limitations of data and because dynamic resilience, especially for infrastructure, is so strongly dependent upon complex public and private decisions regarding the timing of repair and reconstruction, and hence highly variable. Moreover, only two of the static resilience options were incorporated, albeit they are by far the ones that have been found to have the greatest potential for reducing BI losses . The first of these is "production rescheduling," or the ability of firms to work overtime or extra shifts after they have repaired or replaced the necessary equipment and their employees and critical inputs become accessible, i.e., once "loss of function" has been eliminated. In an earthquake context, this is rather straightforward for the case of building damage. For infrastructure, it is more complicated. Just because electricity service has been restored doesn't mean that businesses can immediately turn on the assembly line; they must repair the necessary plant and equipment first (though this need not be 100% restoration to be fully operational). Adjustments were made for this consideration.
Production rescheduling was first formally incorporated into HAZUS loss estimation by the senior author and Stephanie Chang through the inclusion of production "recapture factors"
(RFs). The scalars represent the percentage of direct gross output losses that can be recovered at a later date. The original HAZUS RFs range from .30 to .99. Manufacturing enterprises that produce non-perishable commodities are at the high end, while sectors producing perishables (e.g., agricultural) or non-essential services (e.g., entertainment) are at the lower end of the scale.
The original RFs came with a caveat that they were applicable only for three months, and that they would dissipate thereafter. This refers to the fact that customers and suppliers will grow impatient as their orders go unfilled. Accordingly, we adjusted the HAZUS RFs downward by 25% for every three-month period during the first year, with the last reduction lasting through the second year. Each RF is effectively zero thereafter.
Loss of function duration is a major data input to apply to the modification of the RFs. This was provided for ordinary buildings as part of the original HAZUS computations. The rebuilding time for tall buildings and for buildings damaged by fire damage was essentially larger than two-years, so the RFs were zero for these categories. Duration data for infrastructure is more straightforward-it is simply the length of the outage, which as noted earlier is not constant.
Overall, production rescheduling resulted in sizeable reductions in direct BI losses for various categories. This ranged from a high of 85% for electricity outages to a low of 29% for fire damage. Again, it is not the building/infrastructure type itself that is the dominating factor, but the length of the disruption associated with it.
The second type of resilience modeled was infrastructure "importance." The term stems from ATC-21 (1990) , which convened a panel of experts to advance hazard loss estimation. One of the contributions was to identify the percentage of a sector's business operations that is not dependent on a specific infrastructure type. Thus, even if there is a lifeline outage, a portion of the sector can keep operating. Examples are headquarters offices being less dependent than production lines in general, and some sectors being less dependent than others on lifeline services (e.g., the relatively low dependence of agriculture on electricity and natural gas). In general, businesses are most dependent upon electricity, then water, then natural gas.
Like production rescheduling, this type of resilience also dissipates over time, though in a less dramatic manner. For example, if activities of headquarters or maintenance facilities are disrupted, other business functions may still be able to continue, but eventually inoperable headquarters and maintenance operations will disable the other functions of the enterprise.
Unfortunately, no data were available to make any reasonable adjustments in the importance factors.
D. Adjustment for Multiple Sources of Business Interruption
Many businesses and households will suffer shocks from many sources. They may simultaneously incur building damage and loss of one or more lifeline services. Thus, each of our estimates when totaled may double-count some impacts-the same business establishment cannot be shut down more than once in any given period. We calculated an adjustment for these multiple causes of failure, by first noting time periods for which these would take place, typically short periods of time. We then took the ratio of time periods for various sources of shocks and subtracted the ratio from the total business interruption impacts. From an examination of the issues surrounding this problem in the literature, however, we assumed that half of the cases when two or more shocks hit at once involved redundancies, or double-counting. Thus, the probability that the same business in a given county was actually hit by the two shocks modeled for the county was 0.5.
The result of the adjustment for double-counting was relatively minor-an 8.1% decrease in the overall BI estimate. This is in great part due to the fact that the dominating sources of impacts-water service disruptions and fire damage-involved long periods of time for which they were the only source of shock, typically more than 4 months. Moreover, these two sources themselves had minimal overlap, since the areas affected by each were distinct (LA and Orange
Counties for fire damage, and San Bernardino and Riverside Counties for water disruption). We also computed an upper bound adjustment to see how sensitive the results might be to doublecounting. However, even if we used an overlap factor of 0.9 rather than 0.5, the downward adjustment for double-counting would be only 14.6%.
IV. SHAKEOUT ECONOMIC IMPACT
The major results of our study are presented in and Pipelines is rather small at $1.5 billion. However, the ramifications for business interruption are huge, especially for the damage to the pipeline transportation of water. Total property damage is estimated at $112.7 billion. The largest category of direct BI is for the interruption of Water Services, at $30 billion.
Multiplier effects averaging at 1.77 translate this into total impacts of $53 billion, including $23 billion of indirect and induced effects. As is the case with most forms of BI, these impacts are primarily due to the extent of property damage (not necessarily the cost) and the time it takes to recover. In the case of water systems, many areas could possibly be without ordinary piped water delivery for as much as six months. Direct BI for Fire Damage is estimated at $12.8 billion, with multiplier effects of 1.75 causing this to yield a total BI impact of $22.4. Direct BI from Electricity outages is the next highest category at $4.4 billion, followed closely by direct BI for damage to Ordinary Buildings, at $4.3 billion. However, because the sectors most affected by Ordinary Building damage have a higher average multiplier than those that suffer from Electricity outages, total losses are larger for the latter category.
BI losses from Natural Gas disruptions are relatively low because businesses are less dependent on this lifeline. BI from Ports is rather low because of the distance of these facilities from the epicenter of the earthquake.
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Note that all of the BI losses are calculated after factoring in the effects of recapture of lost production by working overtime or extra shifts after the earthquake. Total BI losses would have exceeded more than $250 billion were it not for this source of resilience.
We also assumed that direct and indirect port customers have sufficient inventories of goods to negate any adverse effect during the first three days of the Manufacturing. Sector sensitivity is strongly influenced by the sector's reliance on water and the recapture factor (lower for Hotels and zero for Owner-Occupied dwellings).
Yet another comparison is with the concept of a recession. The basic definition is a drop in GNP over the course of two successive calendar quarters. Nearly all the post-World War II recessions until the 1990s actually exceeded a 2 percent drop in GNP at some point of their duration. There is growing appreciation that recessions should also be demarcated for regions and not just the U.S. economy as a whole. Accordingly, then the ShakeOut BI impacts qualify as a recession using either the basic threshold or the 2 percent level of historical cases. Recessions receive a great deal of attention and are the cause of great concern at the national level. There is every reason to express similar concern at the regional level. The fact that the downturn is caused by a natural disaster or a terrorist attack is no less important than if it were caused by ordinary business cycles, financial manipulation, or other historical causes of recessions.
V. POLICY IMPLICATIONS
Below we list some of the major economic impacts of the ShakeOut scenario and their implications for policy:
• Of the $213 billion of losses, only the building damage and infrastructure damage occur at the time of the earthquake; fire damage will take a couple of days and business interruptions occur over weeks and months. Policies should be cognizant of the timing of losses and implications for actions. Mitigation is effective in the first instance, resilience is effective thereafter.
• Damage to buildings and their contents from fire following the earthquake are nearly 50 percent greater than losses from ground-shaking. BI losses are nearly three times as great, and indirect losses almost match the direct losses. Containment of these fires is initially determined by response before it becomes part of the recovery process. Mitigation of fire damage in this case takes place before and after the event, and both should be accorded high priority, as well as maximizing fire containment when there are water constraints and other limited resources.
• The largest category of BI by far stems from disruption of water services. Resilience measures are more limited for this key resource because it has few substitutes and because of the massive need for it. Moreover, the projected lengthy period of disruption diminishes the effectiveness of one of greatest sources of resilience--production recapture. Preparing for interim solutions and speeding recovery, repair and reconstruction efforts to restore water service should be a very high priority.
• Output losses from the lifeline sectors with the largest impacts on the regional economy (water and power) are only 1.3% of the total regional output losses attributed to them. Lifeline operators need incentives to reduce service outages via mitigation or business continuity planning beyond their own business perspective.
• Multiplier effects of direct BI impacts increase the direct loss total by 78 percent.
Moreover, these effects are likely to be felt in all reaches of the 8-county region, even in areas of very light ground shaking. For example, impacts of the transportation system, including lost and delayed truck and passenger trips and halted goods movement by rail in both directions, will cause congestion at the ports despite little direct damage. Assistance to businesses throughout the region is warranted past the emergency phase, and business continuity planning should be further encouraged.
• Various types of resilience erode with time. Many guidelines for business continuity or recovery planning focus on Day 30 or 60. More focus on the time aspects of recovery and resilience will assist with planning for worst case or a catastrophic event when the recovery period is on the order of years.
VI. CONCLUSION
The modeling approach summarized here is capable of estimating not only the apparent direct effects but also the regional indirect economic effects of earthquake damage. The avoidance of these consequences represents the economic benefits of hazard mitigation and resilience. The application of these models can help identify the lowest cost strategies for reducing economic losses. Most prior analyses have focused on mitigation, but the newer concept of resilience warrants attention. Some resilience options are relatively low cost (e.g., production rescheduling), some may even be cost-saving (conservation), and most of them need not sit idly in anticipation of an event, but can be marshaled when needed. It is impossible to protect the general population against all natural disasters and terrorist attacks. However, individuals and firms can protect themselves from the negative impacts of business and infrastructure disruptions by implementing various types of resilience (see Wein and Rose, this issue).
Thus, in benefit-cost analyses of ways to reduce losses from disasters, there is a need to take a holistic view of trade-offs between mitigation and resilient responses, both of which can significantly result in cost-savings to society as a whole. In the same vein, it is important not to neglect regional economic interdependence effects, including the potential negative effects of the failure of one type of infrastructure upon others. Such interdependencies can significantly raise the stakes at risk. The methodology presented here can provide reasonable estimates of these complex considerations.
