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ABSTRACT
A systematic programme of calibration observations was carried out to monitor the per-
formance of the Spectral and Photometric Imaging REceiver (SPIRE) Fourier Transform
Spectrometer (FTS) instrument on board the Herschel Space Observatory. Observations of
planets (including the prime point-source calibrator, Uranus), asteroids, line sources, dark
sky and cross-calibration sources were made in order to monitor repeatability and sensitivity,
and to improve FTS calibration. We present a complete analysis of the full set of calibration
observations and use them to assess the performance of the FTS. Particular care is taken to
understand and separate out the effect of pointing uncertainties, including the position of the
internal beam steering mirror for sparse observations in the early part of the mission. The
repeatability of spectral-line centre positions is <5 km s−1, for lines with signal-to-noise ra-
tios >40, corresponding to <0.5–2.0 per cent of a resolution element. For spectral-line flux, the
repeatability is better than 6 per cent, which improves to 1–2 per cent for spectra corrected for
pointing offsets. The continuum repeatability is 4.4 per cent for the SPIRE Long Wavelength
spectrometer (SLW) band and 13.6 per cent for the SPIRE Short Wavelength spectrometer
(SSW) band, which reduces to ∼1 per cent once the data have been corrected for pointing
offsets. Observations of dark sky were used to assess the sensitivity and the systematic offset
in the continuum, both of which were found to be consistent across the FTS-detector arrays.
The average point-source calibrated sensitivity for the centre detectors is 0.20 and 0.21 Jy [1σ ;
1 h], for SLW and SSW. The average continuum offset is 0.40 Jy for the SLW band and 0.28 Jy
for the SSW band.
Key words: instrumentation: spectrographs – methods: data analysis – space vehicles:
instruments.
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1 IN T RO D U C T I O N
The ESA Herschel Space Observatory (Herschel; Pilbratt et al.
2010) conducted observations of the far-infrared and submillimetre
(submm) sky from an orbit around the Sun–Earth L2 Lagrangian
point, over a period of four years (2009 May–2013 April). After
a six-month period of commissioning and performance demonstra-
tion, Herschel entered its routine operation phase, during which sci-
ence observations were made, with a small proportion of the observ-
ing time devoted to a systematic programme of calibration obser-
vations. The Spectral and Photometric Imaging REceiver (SPIRE;
Griffin et al. 2010) was one of three focal plane instruments on board
Herschel, and consisted of an imaging photometric camera and an
imaging Fourier Transform Spectrometer (FTS). The FTS provided
simultaneous frequency coverage across a wide band in the submm
with two bolometer arrays: SPIRE Long Wavelength spectrometer
(SLW) (447–990 GHz) and SPIRE Short Wavelength spectrome-
ter (SSW) (958–1546 GHz). The bolometric detectors (Turner et al.
2001) operated at ∼300 mK with feedhorn focal plane optics, giving
sparse spatial sampling over an extended field of view (Dohlen et al.
2000). The basic calibration scheme and the calibration accuracy
for the FTS are described by Swinyard et al. (2014).
This paper details the programme of systematic calibration ob-
servations designed to monitor the SPIRE/FTS performance and
consistency during the entire Herschel mission, and to allow end-
to-end performance and calibration to be improved. Care is taken to
understand and separate out the effect from pointing uncertainties,
which includes the position of the internal beam steering mirror
(BSM) for sparse observations in the early part of the mission.
All FTS spectra are presented as a function of frequency, in GHz,
in the local standard of rest (LSR) reference frame. The designations
of the two central detectors for the SSW and SLW arrays are SSWD4
and SLWC3, respectively.
In Section 2, the FTS-calibration sources are introduced. Sec-
tion 3 details the data reduction procedures that were applied beyond
the standard pipeline. Section 4 investigates spectral-line fitting of
FTS data and the repeatability of observations of line sources. The
continuum spectra of the line sources are considered in Section 5.
Comparisons to planet and asteroid models are made in Section 6,
and with SPIRE photometer observations in Section 7. The impor-
tance of an extensive set of FTS observations of the SPIRE dark
sky field is discussed in Section 8, which are used to assess the
FTS sensitivity and uncertainty on the continuum for all detectors.
The findings are summarized in Section 9. Tables summarizing the
FTS observations used are provided in the online supplementary
material.
2 FT S RO U T I N E - P H A S E C A L I B R ATO R S
2.1 Overview
The primary calibrators for the SPIRE FTS are the planet Uranus
for point sources, and for extended sources the Herschel telescope
itself, observed against a region of dark sky. See Swinyard et al.
(2014) for more details on the calibration. In addition, a set of sec-
ondary calibrators was selected in order to monitor the spectral-line
calibration and line shape, the continuum calibration and shape, the
frequency calibration, measure the spectral resolution and deter-
mine the instrument stability by assessing repeatability and trends
with time. These calibration sources include a range of point-like
targets, extended sources, planets and asteroids. The secondary cal-
ibrators were regularly observed during the Herschel mission, with
targets chosen so that at least one calibrator in each category was
visible on each FTS observing day, ensuring coverage of all instru-
ment modes (i.e. sparse and mapping observations, and nominal and
bright-source modes). In order to create a more complete set of data
for cross-calibration with the other two instruments on-board Her-
schel [the Photodetector Array Camera and Spectrometer (PACS)
and the Heterodyne Instrument for the Far Infrared (HIFI)], fur-
ther sources were added during the mission for regular monitoring.
Tables detailing the FTS observations for each source are available
in the online supplementary material. Table B4 provides an example
of these tables. A summary of the FTS-calibration sources with the
number of times that they were observed is provided in Table 1.
The mapping mode calibration observations of the Orion Bar are
not included, as these have already been discussed by Benielli et al.
(2014).
All of the calibration sources were most commonly observed with
four repetitions for both high-resolution (HR) and low-resolution
(LR) modes, bar Hebe, Pallas, Juno and Saturn. Each repetition is
two scans of the Spectrometer MEChanism (SMEC), one forward
and one reverse. The integration time for each scan is 66.6 s for
HR and 6.4 s for LR. The number of repetitions per observation
are provided in the individual tables (B1– B20) listing the repeated
observations for each calibration source. For each of the sources
included in Table 1, the total integration time for all HR and all LR
observations are provided in the final two columns. 11.5 per cent of
the total FTS observing time was dedicated to sparse and mapping
calibration observations, which translates to 254.5 h on sparse and
15 h on mapping, and includes observations of dark sky.
2.2 Operating modes
The spectral resolution of FTS observations was determined by the
scan distance of the SMEC mirror (SPIRE Handbook 2014). Initial
observations of all the calibration targets were made using a dedi-
cated calibration resolution (CR) setting, which involved scanning
the SMEC over its entire range. Initially, it was expected that both
HR and LR spectra could be extracted from CR, by using a subset
of the mirror travel distance. However, it was found that observing
in HR and LR separately provided more consistent results, and so
from Herschel operational day (OD) 1079 onwards all calibration
observations were made in either HR or LR. In this paper, all CR
observations are processed as HR.
An additional medium resolution (MR) mode was available at
the start of the mission, but not extensively used and never fully
calibrated. Any MR observation is now processed as LR for the
archive. The optical path difference (OPD) range and corresponding
spectral resolution are given in Table 2.
2.3 SPIRE dark field
To provide regular measurements of the Herschel telescope itself,
which must be precisely removed from all observations, a dark
region of sky centred on RA:17h40m12s and Dec.:+69d00m00s
(J2000) was selected to be the prime dark field for SPIRE. The
selection process required the region to be of low cirrus, with no
SPIRE-bright sources and to be visible at all times. The North Eclip-
tic Pole has low dust emission and satisfied the visibility criteria.
During the performance verification period, test photometer map-
ping observations of the chosen region confirmed its suitability. As
shown in Fig. 1, there is a 40 mJy (at 250 μm) source towards the
edge of the FTS footprint, but stacking all sparse dark sky obser-
vations taken during the mission gives no obvious detection. The
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Table 1. Summary of the FTS routine-phase calibrators. The numbers of observations for sparse HR, sparse LR, mapping (Map) and other
special calibration observations are given in the final column. RA and Dec. are J2000. For a simple brightness comparison, the 250µm SPIRE
photometer values are given in the SPSW column. For the line sources and stars, these values are simply the average peak value of the respective
point-source-calibrated maps, used in Section 7 and detailed in Table D1. The range given for each asteroid is the minimum to maximum
photometry from Lim et al. (in preparation). For the planets, the minimum and maximum of the peaks are given for all the small and large
photometer maps available, which showed no processing issues. 25 maps of Uranus were used and 52 maps of Neptune. The number of
spectrometer observations taken are given in the four ‘Number of observations’ columns, where ‘Map’ is the total of intermediate and fully
sampled, and SC are special calibration observations, i.e. non-standard configurations. The final two columns provide the total integration time
in hours for the HR and LR observations per source.
Number of observations Integration
Source RA Dec. Type SPSW(Jy) HR LR Map SC IntHR(h) IntLR(h)
AFGL 2688a 21:02:18.78 +36:41:41.2 Protoplanetary nebula 120 23 10 0 0 7.8 1.5
AFGL 4106a 10:23:19.47 −59:32:04.9 Post-red supergiant 13 30 11 0 0 11.1 1.8
CRL 618a,b 04:45:53.64 +36:06:53.4 Protoplanetary nebula 51 21 5 1 1 6.0 0.6
NGC 7027a 21:07:01.59 +42:14:10.2 Planetary nebula 24 31 11 3 0 11.5 1.3
NGC 6302 17:13:44.21 −37:06:15.9 Planetary nebula 51 8 5 0 0 2.8 1.1
CW Leoc 09:47:57.41 +13:16:43.6 Variable star 69 9 3 0 0 3.3 0.3
IK Tau 03:53:28.84 +11:24:22.6 Variable star 5 1 0 0 0 0.8 –
Omi Cet 02:19:20.79 −02:58:39.5 Variable star 7 2 1 0 0 1.3 0.4
R Dor 04:36:45.59 −62:04:37.8 Semiregular pulsating Star 11 4 2 0 0 2.2 0.3
VY CMa 07:22:58.33 −25:46:03.2 Red supergiant 37 8 5 0 0 2.6 1.4
W Hya 13:49:02.00 −28:22:03.5 Semiregular pulsating Star 8 1 0 0 0 0.8 −-
Ceres – – Asteroid 14–38 13 7 0 3 5.0 1.0
Cybele – – Asteroid 1–2 0 1 0 0 – 0.6
Europa – – Asteroid 2–5 1 2 0 0 0.6 1.2
Hebe – – Asteroid 1–3 3 2 0 0 1.7 0.3
Hygiea – – Asteroid 2–8 8 6 0 0 3.0 1.0
Juno – – Asteroid 1–6 3 2 0 0 1.8 1.4
Pallas – – Asteroid 5–12 8 5 0 0 3.8 0.8
Thisbe – – Asteroid 1–3 0 1 0 0 – 0.5
Vesta – – Asteroid 10–17 13 5 0 1 7.5 1.2
Neptune – – Planet 127–152 21 7 2 5 12.8 1.2
Uranus – – Planet 300–353 21 10 4 7 10.3 1.4
Dark field 17:40:12.00 +69:00:0.00 Dark – 125 34 17 5 – –
aOne of the four main FTS line-sources.
bAlso known as AFGL 618.
cAlso known as IRC+10216, and has intrinsic FIR/submm domain variability (Cernicharo et al. 2014).
Table 2. OPD range and spectral resolution (Resolution) for the FTS-
resolution modes. For an unresolved line, the spectral resolution is
the distance from the peak to the first zero crossing. Note that in the
current pipeline, CR is processed as HR and MR is processed as LR.
Mode OPD range (cm) Resolution (GHz)
LR −0.555–0.560 24.98
MR −2.395–2.400 7.200
HR −0.555–12.645 1.184
CR −2.395–12.645 1.184
stacking results are briefly discussed in Section 8, but are beyond
the scope of this paper and will be presented in full in a future
publication.
2.4 Line sources
AFGL 2688, AFGL 4106, CRL 618 and NGC 7027 are four
spectral-line-rich sources, chosen to provide continuous visibility
coverage throughout the mission. They are all planetary nebulae
and post-asymptotic giant branch (AGB) stars, which matched the
necessary criteria well, i.e. they are relatively bright and point-like
within the SPIRE beam, with strong CO lines (e.g. Wesson et al.
2010, 2011) and a wealth of ancillary observations. CRL 618 and
AFGL 2688 are two commonly used secondary calibrators at the
JCMT (Jenness et al. 2002) and AFGL 2688 was used as a sec-
ondary calibrator for Balloon-borne Large-Aperture Submillime-
ter Telescope (BLAST), a balloon experiment with an instrument
based on the design of SPIRE (Pascale et al. 2008). An image of the
FTS-detector array over a corresponding SPIRE photometer short
wavelength (PSW; 250 μm) map is shown for CRL 618 and AFGL
4106 in Fig. 2 and example spectra of all four of these sources in
Fig. 3. Note that the beam size varies between 31–42 arcsec across
SLW and 16–20 arcsec across SSW (see Makiwa et al. 2013).
Many other spectral lines have been identified in FTS observations
of AFGL 2688, CRL 618 and NGC 7027. These line sources are
summarized in the following sections and Table 1, with all associ-
ated observations detailed in the online supplementary material. An
example of the observation summary tables is provided by Table B4,
giving the first 10 NGC 7027 observations.
2.4.1 AFGL 2688
AFGL 2688 is a very young protoplanetary nebula, with several
main components: a hot fast wind extending up to 0.3 arcsec from
the central star; intermediate layers, where the fast wind meets the
envelope, out to 3 arcsec; a medium velocity wind up to 15 arcsec;
and the AGB circumstellar remnant which extends to 25 arcsec
(Herpin et al. 2002). The higher-J CO lines originate from the
hotter layers towards the centre of the nebula. The source size, as
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Figure 1. Example sparse FTS footprint overlaid on a PSW (250µm) map
of the SPIRE dark sky region. Several faint sources are evident, but all
are <40 mJy, except for the peak located near to SSWE6. As the FTS
footprint rotates depending on the date, the relative position of this 40 mJy
peak changes over the Herschel mission, but is always below the FTS-
detection limit, as discussed in Section 8.
measured at 450 and 850 μm at the JCMT, is ∼5 arcsec (Jenness
et al. 2002).
The SPIRE observations appear to be picking up continuum emis-
sion from the central region, as the spectrum appears point-like, i.e.
no step is observed between the two bands, where the beam size
changes, therefore there is no extension, e.g. see Wu et al. (2013).
There were four observations with significantly lower flux in SSW,
which is assigned to pointing offset. Three of these observations
were offset because of an error in the commanded coordinates used.
2.4.2 CRL 618
CRL 618 (or AFGL 618) is a very young protoplanetary nebula
that initiated its post-AGB phase about 100 years ago (Kwok &
Bignell 1984). It contains a compact H II region around the star
of 0.4 arcsec × 0.1 arcsec (Kwok & Bignell 1984), a high-velocity
outflow to ±2.5 arcsec, a slow axial component at ±6 arcsec and a
roughly circular outer halo (Sa´nchez Contreras et al. 2004). The halo
component contributes to the core part of the line profile and is more
important for low-J CO lines. The high-velocity outflow contributes
to a much broader line component, which is more important for
higher energy CO transitions (Soria-Ruiz, Bujarrabal & Alcolea
2013) and manifests itself in the SPIRE spectrum as a clear line
broadening towards higher frequencies in the SSW band, where the
CO lines become partially resolved.
The continuum observed in the SPIRE spectrum appears point-
like and is therefore likely to originate from the compact core.
CRL 618 is also known to be unresolved by the JCMT at 450
and 850 μm, out to a 20 arcsec radius (Jenness et al. 2002). The
CO lines likely have differing contributions, with more extended
emission contributing to the lower J-lines.
2.4.3 NGC 7027
NGC 7027 is a young planetary nebula (e.g. Volk & Kwok 1997)
and consists of a central H II region with a bipolar outflow covering
a region ∼15 arcsec in diameter (e.g. Deguchi et al. 1992; Huang
et al. 2010), surrounded by a more extended CO envelope that is
approximately 35 arcsec in diameter (e.g. Phillips et al. 1991), with
J = 1–0 measurements showing this extends out to ∼60 arcsec di-
ameter (Fong et al. 2006). Higher energy levels of CO are populated
at smaller radii towards the central hot region (Jaminet et al. 1991;
Herpin et al. 2002). The continuum emission as observed by the
SPIRE photometer and spectrometer can be explained by a diame-
ter of ∼15 arcsec. Despite the slightly extended nature of the source,
the SPIRE FTS observations show high signal-to-noise (> 200) CO
lines, with the least blending of the four main line sources.
2.4.4 AFGL 4106
AFGL 4106 is fainter and has fewer previous observations than the
other three sources, but was added to the programme to fill a gap in
coverage, and ensure at least one calibration source was available
on every SPIRE FTS observing day. It is an evolved massive star
surrounded by a dust shell in the post-red supergiant phase, and
known to be part of a binary system (Molster et al. 1999). It has
ongoing mass-loss, and is surrounded by a bow-shaped emission
complex that extends to 5–10 arcsec from the star (Van Loon et al.
1999). In the mid-infrared, the dust distribution is clumpy with a
size of 3.4 arcsec × 3.3 arcsec (Lagadec et al. 2011).
Infrared Astronomical Satellite (Neugebauer et al. 1984) 100 μm
observations (Miville-Descheˆnes & Lagache 2005) show this source
Figure 2. Example FTS footprints for three of the repeated calibration sources, overlaid on Herschel SPIRE short wavelength photometer maps. CRL 618 is
a point-like source. AFGL 4106 is a point-like source embedded in an extended background of Galactic cirrus and NGC 6302 is a semiextended source. A
single FTS observation is used for each plot, but the footprint will be rotated for observations of the same source taken at different times in the mission.
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Figure 3. Example point-source-calibrated spectra for the FTS line-
sources. Two sources show a discontinuity between the frequency bands.
For AFGL 4106, this is due to the point-like source sitting in an extended
background, whereas for NGC 6302 the difference is due to its partially
extended morphology. If uncorrected, the latter issue can significantly affect
spectral-line flux measurements.
to be embedded in a region of Galactic cirrus, which is evident in the
SPIRE photometer data (see Fig. 2). Once this extended emission
is subtracted from the spectra on the centre detectors, the source
appears point-like, i.e. the remaining continuum emission is coming
from the central part of the shell, as seen with the aforementioned
mid-infrared observations.
2.5 Planets and asteroids
The planet Uranus is used as the primary point-source calibrator
for the FTS. See Swinyard et al. (2014) for details of the observa-
tions and model used. It was observed regularly during the mission,
including observations centred on different detectors. These obser-
vations are summarized in Table B10 (see the online supplementary
material) and an example spectrum is shown in Fig. 4.
The planet Neptune is used as the primary flux calibrator for the
SPIRE photometer (Bendo et al. 2013) and was also regularly ob-
served with the FTS. The model used for Neptune is described in
Swinyard et al. (2014). FTS observations of Neptune are summa-
rized in Table B11 (see the online supplementary material) and an
example spectrum is shown in Fig. 4.
Two additional planets, Mars and Saturn, were observed in order
to monitor the calibration in bright-source mode (see Lu et al. 2014).
A number of asteroids were also included for regular observation,
as these cover a fainter flux range than both the planets and the four
main line sources, thus allowing the fainter end of the FTS capa-
bilities to be monitored. Asteroids have been successfully used as
secondary calibrators on previous missions, for example ISOPHOT
(Schulz et al. 2002), AKARI (Kawada et al. 2007) and Spitzer-
MIPS (Stansberry et al. 2007). In order to compare observations on
different days, the thermophysical models of Mu¨ller et al. (2014)
and Mu¨ller & Lagerros (2002) were used. The asteroids observed
Figure 4. Example FTS point-source-calibrated spectra for Neptune and
Uranus. The corresponding model is plotted in black and offset for clarity.
Figure 5. Example point-source-calibrated spectra for the FTS asteroids.
The examples after background subtraction are plotted in light blue, which
show a significant improvement in the continuum shape for the faintest two
sources, Hebe and Juno.
(with number of HR/LR observations given in brackets) were: Ceres
(13/7), Pallas (8/5), Vesta (13/5), Hebe (3/2), Hygiea (8/5) and Juno
(3/0). Example HR spectra for each of these asteroids are shown in
Fig. 5. In addition, there were some MR observations made early
in the mission for the following asteroids: Cybele (1), Europa (2),
Hygiea (1), Juno (2) and Thisbe (1), which are processed as LR and
therefore the number of MR observations (given in the brackets) are
included in the total LR observations for these sources in Table 1.
2.6 Cross-calibration targets
A number of additional spectral-line-rich targets were added to the
calibration programme to allow comparison with HIFI and PACS
observations. These were: NGC 6302 (9HR/5LR), see Fig. 2, CW
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Leo (9HR/3LR), R Dor (4HR/2LR) and VY CMa (8HR/5LR). Sev-
eral other late additions to the programme were only measured once
or twice: Omi Cet (2HR), W Hya (1HR) and IK Tau (1HR). These
observations are summarized by Table B9 in the online supplemen-
tary material, and their comparison with HIFI and PACS will be
detailed in Puga et al. (in preparation).
3 DATA PRO CESSING
All FTS data presented were reduced with the standard Herschel
Interactive Processing Environment (HIPE; Ott 2010) pipeline (Ful-
ton et al., in preparation), or standard pipeline tasks where required,
with HIPE version 13 and spire_cal_13_1 calibration tree used for
the main results presented. There can be a number of considerations
for FTS data on top of a standard reduction, and some of these are
explored in this section.
3.1 Pointing considerations
As discussed in Swinyard et al. (2014), the accuracy of the Herschel
pointing is one of the largest sources of uncertainty on line flux
measurements and point-source continuum for the SSW array. The
SLW array is less affected by pointing, due to its larger beam size.
The Herschel absolute pointing error (APE) is the offset of the actual
telescope pointing from the commanded position. Due to several
improvements in the satellite pointing system (see Sa´nchez-Portal
et al. 2014 for more details), the initial APE of 2 arcsec (68 per cent
confidence interval) was improved to ∼1 arcsec for observations
in the second-half of the mission (after OD 866, 2011 September
27). Once at the commanded position, the telescope stability, i.e. the
relative pointing error, was within 0.3 arcsec, which has a negligible
effect compared to the other sources of uncertainty associated with
FTS data.
In addition to the APE, another source of complications for FTS
pointing comes from the fact that the BSM rest position for sparse-
sampled observations was not at the nominal rest position before
OD 1011 (2012 February 18). In the remainder of this subsection,
we discuss this 1.7 arcsec shift in the BSM rest position, its impact
of on FTS data, and how to account and correct for systematic
pointing offset.
3.1.1 BSM position
The 1.7 arcsec difference in BSM position divides FTS sparse ob-
servations into two mission epochs – observations taken ‘Before’
OD 1011 and those taken on or ‘After’ this OD. This division into
two epochs is not necessary for intermediate and fully sampled
observations, as these were always observed with the BSM at its
nominal rest position.
It is important to note that the 1.7 arcsec BSM shift is auto-
matically taken into account in the point-source calibration, as the
primary calibrator was also measured in the shifted position during
the Before epoch.
To examine the impact of having two BSM position epochs for
FTS data, the difference between the RA and Dec. coordinates of
SSWD4 for the actual sky position and the nominal target coordi-
nates were used. The results for several FTS calibration sources,
which exhibit no significant intrinsic variability (as discussed in
Sections 4.2.1 and 5), are shown in Fig. 6, along with the fitted
continua (see Section 5 for details on how these fits were obtained).
In this figure, Before and After observations are compared. Before
observations also subdivided to illustrate the yearly rotation seen
Figure 6. Difference between the nominated sky position for SSWD4 and the best estimate of actual sky position, along with the respective continuum
levels, are plotted for several of the FTS calibration targets. On the left plot of each pair a star marks zero, green diamonds show the δ RA and Dec. for After
observations and red circles and blue triangles represent the Before observations. The dashed circle has a radius of 1.7 arcsec and shows where the Before
coordinates would lie if the pointing had been perfect. The red and blue division for Before observations is arbitrary to highlight the yearly rotation of the
instrument. The corresponding SSW continuum shown follow the same colour scheme for Before and After. The results for dark sky observations are shown
to the bottom left, but all points are coloured black or grey, due to the more complete rotational coverage. The smoothed spectra are compared for the darks as
there is no continuum, with Before spectra all plotted in black. The bottom-right plot shows the spread relative to the mean continuum level at the end of the
SSWD4 detector. The scatter of the darks is symmetric around zero flux density, which shows the dark observations are not affected by pointing offset.
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by the instrument, which leads to some grouping of the continua
level as the shift is systematic and in a fixed direction in the instru-
ment coordinate system. All After observations cluster around the
nominal target RA and Dec. (as expected) and the corresponding
continua have a lower spread. The spread relative to the mean con-
tinuum level at the high-frequency end of the SSW band is shown in
the bottom-right panel of Fig. 6. The average spread is 6.2 per cent
for Before spectra and 3.8 per cent for After. Dark sky positions also
show a higher scatter of δ RA and δ Dec for the Before epoch,
although there is no dependency on pointing for the corresponding
spectra.
3.1.2 Pointing offset
If there are a statistically significant number of observations avail-
able of the same source, it is possible to correct the data for pointing
offset following the method detailed in Valtchanov et al. (2014). In
this paper, we have used a modification of the Valtchanov et al.
(2014) method, in order to properly derive the relative pointing off-
sets for sources that are partially extended within the beam, using
the methodology described in Wu et al. (2013).
Pointing needs to be dealt with differently for observations taken
Before the BSM change and for those taken After. To account for the
systematic BSM shift, the Before observations are corrected back
to the 1.7 arcsec rest position when applying offsets calculated using
the Valtchanov et al. (2014) relative pointing method, rather than
the zero–zero position.
In this paper, we obtain offsets for the FTS calibrators sources that
were observed a total of eight or more times in HR or LR modes. The
corrections are given in the observation summary tables presented
in online supplementary material.
AFGL 2688 is particularly sensitive to pointing offset, as although
compact, the core is asymmetric. Most observations of AGL 2688
have an estimated offset >3 arcsec. Three of the AFGL 2688 ob-
servations were also taken with shifted coordinates to the nominal
RA and Dec., leading to large pointing offsets, as high as 7.6 arc-
sec (see Section 2.4.1). After correcting the data for pointing offset
there is a greatly reduced spread in the spectra, by a factor of 10,
which is reflected in the line flux measurements for this source, as
discussed in Section 4.2. The full set of smoothed HR observations
for this source is shown in Fig. 7, with and without correcting for
pointing offset. The black curves lying above the green in this fig-
ure show examples of Before point-source-calibrated spectra with
greater than the true flux density. This is due to a pointing offset
Figure 7. Smoothed HR SSWD4 spectra for AFGL 2688, before (black)
and after (green) pointing correction has been applied. Only SSWD4 is
shown as this detector is more sensitive to the effects of pointing offset.
After correction for pointing offset, the spread of the spectra is reduced by
a factor of 10.
back towards the centre of the beam, and therefore the correction
lowers the flux density.
3.2 Fraction of source flux detected by off-axis detectors
Even if observing a compact or point source with the FTS, a small
percentage of source flux falls on the detectors lying off the central
axis. This percentage depends on the shape of the beam profile for
each detector and the extent of the source. Although the point-source
calibration corrects for this missing fraction, the level of signal in
these ‘off-axis’ detectors is an important consideration when a back-
ground needs to be removed or when assessing whether a source
is point-like. The off-axis detectors are arranged in a honeycomb
pattern around the centre detectors, with two rings of detectors for
SLW and three for SSW (see Fig. 1 and the SPIRE Handbook 2014),
and here, we determine the fraction of flux in these rings for obser-
vations where the source is positioned on the centre detectors. The
primary calibrator, Uranus, was not observed on the second ring of
SLW or the third ring of SSW, thus these detectors have no reliable
point-source calibration and are therefore not considered further in
this section.
The FTS beam shape was measured using Neptune (Makiwa
et al. 2013), but these measurements did not extend sufficiently
far into the wings of the beam to accurately predict the signal
received by the off-axis detectors. In order to determine the extent
of real signal in the off-axis detectors for the repeated calibrators,
all HR observations for a given target were smoothed in frequency
with a wide Gaussian kernel (21 GHz). The resulting spectra were
averaged per detector ring before dividing by the spectrum from
the respective centre detector. Fig. 8 presents the ratios for each
detector in the SLW first ring and those in the first and second
SSW rings for Uranus and NGC 7027, which is a slightly extended
source. This figure shows that for sources that are point-like within
the FTS beam, e.g. Uranus and Neptune, the expected fraction of
total flux is approximately zero in the second SSW ring of detectors
(0.1 per cent), 1.9 per cent for the first ring of SLW and 1.4 per cent
for the first SSW ring. These ratios were also calculated for the other
FTS repeated calibrators, and averaged in frequency (by taking
the median), and are shown in Fig. 9. The ratios for Uranus and
Neptune show the expected results for a point-like source, where
around 2 per cent of the source flux lies in the SLW first ring and
around 1 per cent in the SSW first ring, with similar results for
AFGL 2688 and CRL 618, confirming their compact nature at the
SPIRE frequencies. Partially extended sources (e.g. NGC 6302 and
NGC 7027) show higher fractions in the detector rings, as do sources
embedded in an extended background (e.g. AFLG 4106), but in the
latter case there is a similar flux fraction found in both SSW rings,
and the difference between the values for these two rings is around
that expected for a point-like source.
The fraction of source signal in the off-axis detectors is an impor-
tant consideration if using them to subtract an extended background,
because some real signal will be removed (for instance, the fraction
of flux given in Fig. 9). This issue is discussed further in Section 3.3.
3.3 Background subtraction
Subtracting a background from the centre detectors of a point-source
observation may be necessary to correct the continuum shape. The
importance of such a subtraction increases for fainter sources, but
tends not to have a significant impact for sources with continua of
a few Jy or greater.
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Figure 8. Fraction of flux seen by the detectors in the first SLW ring (SLW
1) and those in the first and second SSW detector rings (SSW 1 and SSW 2),
with respect to the centre detectors. The averages are shown by the red and
green lines. Results for Uranus (top) illustrate the fraction of flux expected in
the first ring of detectors for a point source is roughly 2 per cent across both
frequency bands, whereas there is near to zero flux beyond this. NGC 7027
(bottom) is only slightly extended (15 arcsec), but shows a significant excess
of flux in the first detector rings, compared to a point-like source.
An extended background can have a pronounced effect on the
point-source-calibrated spectra for all strength of sources, as seen
for AFGL 4106. A background signal tends to be more problem-
atic for the SLW detectors, due to a greater beam size compared to
SSW. Figs 2 and 3 include two of the FTS line sources (NGC 6302
and AFGL 4106) that exhibit a significant step between the SLW
and SSW spectra. For NGC 6302, this discontinuity is due to a
semiextended morphology, but for AFGL 4106, which is compact
within the FTS beam, the cause is an extended background. To
remove the extended background from the AFGL 4106 data, an
off-axis subtraction was performed. For each observation, the first
ring of SLW and the second rings of SSW detectors were smoothed
with a Gaussian kernel, of 21 GHz width, and examined to check
for outliers. Once outliers were discarded, SLW and SSW averages
of the remaining smoothed detectors were subtracted from the re-
spective centre detectors, thus removing the large-scale shape due
to the background. An example of an AFGL 4106 observation be-
fore and after background subtraction is shown in Fig. 10, where
the corrected spectra illustrate the typical improvement seen for all
Figure 9. Fraction of flux seen by the first SLW (SLW-R1) and the first
and second SSW detector rings (SSW-R1 and SSW-R2) with respect to the
centre, and averaged in frequency. For easy comparison, the horizontal lines
show the results for Uranus and Neptune and correspond in colour to the
symbols. AFGL 2688, CRL 618, CW Leo, VY CMa and several asteroids
can be assessed as near point-like for the FTS. AFGL 4106 is considered
point-like, but embedded in a significant extended background, and so these
fractions are not reliable. NGC 6302 and NGC 7027 are partially extended,
and show significantly greater fractions of flux in the detector rings compared
to point-like sources.
Figure 10. An example HR observation of AFGL 4106 before and after
subtracting the extended background using the average large-scale shape of
the off-axis detectors. The corrected spectra (red) show a good join between
the bands and improved continuum shape.
AFGL 4106 observations, i.e. an improved spectral shape for SLW
and a reduced step between the bands. All asteroid observations
were background subtracted using the off-axis detectors, due to
high backgrounds. No background subtraction was applied to the
other FTS calibrators, to avoid subtracting real signal (as discussed
in Section 3.2).
4 LI NE-SOURCE REPEATABI LI TY
This section explores line fitting of FTS data and assesses repeata-
bility using the four main FTS line-sources (AFGL 2688, AFGL
4106, CRL 618 and NGC 7027). The effects of pointing offset, line
asymmetry and the consistency of calibration between the SLW and
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SSW bands are considered. The strongest lines in the spectra are
due to 12CO rotational transitions from J=4–3 to J=8–7 for SLW
and J=9–8 to J=13–12 for SSW (see Table C1). These lines were
used to assess the line flux and position repeatability throughout the
mission.
4.1 Line fitting
The natural instrument line shape is well described by a cardinal
sine (ie. a sinc) profile (Naylor et al. 2010, 2014; Spencer, Naylor
& Swinyard 2010), therefore a sinc function, with parameters p, is
generally used for fitting lines in FTS data and is given by
f (ν : p) = p0 sin(u)
u
, (1)
where
u = ν − p1
p2
, (2)
p0 is the amplitude in Jy, p1 is the line position in GHz and p2 is
the sinc width in GHz, which is defined as the distance between the
peak and first zero crossing. The uncertainty introduced by assum-
ing the spectral-line shape is approximated by a sinc is discussed
further in Section 4.4. If lines are partially resolved a more appro-
priate function is a sinc convolved with a Gaussian and if standard
apodized FTS data are being fitted then a Gaussian profile is a good
approximation (see Section 4.5).
FTS data with strong spectral features tend to be crowded, and
the natural sinc spectral-line shape leads to high levels of blending,
due to overlapping wings. For this reason, the best approach in
fitting an FTS spectrum is to include a sinc function for each line
and fit them simultaneously. A simultaneous fit is also advisable for
gaining the most accurate match to the continuum, and therefore
a polynomial (or modified blackbody profile) should be included,
rather than fitting to a spectrum that has already been baseline
subtracted. The fitting method used for all line sources was based
on the SPIRE ‘spectrometer line fitting’ script available in HIPE
(Polehampton 2014). The basic approach is to simultaneously fit a
low-order polynomial (here of the order of 3 was used) and a sinc
profile for each line. The sinc width is fixed to the width expected
for an unresolved line (at best 1.18 GHz, but set using the actual
resolution of the respective spectrum).
The fitting algorithm applied uses Levenberg Marquardt mini-
mization, which is sensitive to the initial parameter guess, and this
sensitivity increases with the number of free parameters included.
It is therefore essential when fitting a significant number of spectral
lines to provide a reasonably close initial guess (particularly for line
position), or the fit may converge to an incorrect local minimum. To
assist in creating line lists, with optimizing the input fitting parame-
ter values in mind, HR observations were co-added for each source,
to improve signal-to-noise ratio (SNR). The standard pipeline
(Fulton et al., in preparation) corrects the frequency scale of FTS
data to the LSR frame. The corrected data are interpolated back on
to the original frequency grid, which makes co-adding of different
observations of the same source trivial. Before co-adding, an initial
fit to strong lines and the continuum was performed per observation,
and the fitted continuum was then subtracted from each spectrum.
The resulting baseline subtracted spectra were then combined by
taking a simple mean. The co-added data were used to improve the
initial guess positions of faint features during the fitting of individual
observations.
Co-adding the observations of AFGL 4106 highlights the need
for removing the extended background before line fitting. Fig. 11
Figure 11. Co-added AFGL 4106 spectra for the centre detectors, with
(red) and without (black) correcting the wide-scale spectral shape with
a subtraction of the off-axis detectors (see Section 3.3). The two results
are artificially offset for easy comparison. After removing the extended
background, there is an improvement in the polynomial fit to the individual
spectra and thus the removal of the continuum, giving a flatter baseline
subtracted co-added spectrum.
shows the co-added spectrum for AFGL 4106, with and without
the background subtracted from the individual spectra, using the
off-axis detectors (see Section 3.3). The difference between the two
results illustrates the worse fit of a polynomial to FTS data when
there is high systematic noise present in the continuum.
To construct the line lists, first the 12CO lines within the FTS
frequency bands were included for all sources, then other obvious
lines added on a per source basis, e.g. 13CO and HNC for AFGL
2688. The co-added data were then fitted using these lists of high
signal-to-noise lines, and the combined fit subtracted. Fainter fea-
tures visually detectable in the residuals were then added to the lists.
While the line profile is well represented by a sinc function the slight
asymmetry present (see Section 4.4) does impact the residual after
subtracting strong lines, so it is important not to identify this resid-
ual as faint lines. Using the co-added data at this stage significantly
cuts down on fitting time and fitting failures compared to using
individual observations of lower SNR. Fitting was repeated with
the appended line lists, with limits of ±2.0 GHz applied to prevent
large inaccuracies in the fitted line positions. Faint line positions
were then adjusted, or unstable lines removed, and the fit repeated
until all lines gave a stable fitted position, i.e. close to the input
without limits. Finally, the line fitting was run for each observation.
Fig. 12 shows an example of the fitting process for NGC 7027. For
each of the line sources, tables summarizing the main species fitted,
in addition to the 12CO lines, are provided in Appendix C. Note that
unidentified features are not included in these tables.
The intrinsic radial velocity of each source was estimated with
respect to the LSR. For the 12CO lines present above 600 GHz, the
velocity was estimated from the average between the inputted source
velocity and that calculated from the fitted results, and adjusted until
refitting gave a difference of approximately zero. The average 12CO
velocities are shown in Fig. 13 and the final source-velocities used
are given in Table 3, in comparison to previous published values.
Figs A1–A4, which can be found in Appendix A, show the lines
fitted and example residuals obtained on subtraction of the combined
fit for each of the four main line-sources. All residuals are over an
order of magnitude lower than the data, except towards the high-
frequency end of SSWD4 for CRL 618, which is due to these
lines becoming partially resolved (see Section 2.4.2). There is a
contribution to the residuals for all sources from the asymmetry
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Figure 12. Example of the fitted continuum polynomial and line sinc pro-
files to the SSWC3 spectrum of an observation of NGC 7027 during the
fitting iteration process detailed in the main text, which is compared to the
data and residual on subtraction of the fit.
Figure 13. Average 12CO line velocities for the four main FTS line sources
for the transitions J=6–5 to J=13–12. For AFGL 2688 and CRL 618,
there are high levels of blending for the J=6–5 and J=10–9 lines. Dashed
lines show the mean velocity for each source, not including the 12CO
lines < 600 GHz or those significantly blended.
Table 3. Intrinsic-source velocities with respect to the LSR (vFTS),
estimated from FTS data and used to adjust the initial line positions
when fitting the four main FTS line sources. The ‘vlit’ column gives the
published velocity for comparison.
Name vFTS (km s−1) vlit (km s−1) Ref
AFGL 2688 −39.8 ± 5.6 −35.4 Herpin et al. (2002)
AFGL 4106 −17.9 ± 7.4 −15.8 Josselin et al. (1998)
CRL 618 −27.6 ± 5.8 −25.0 Teyssier et al. (2006)
NGC 7027 +26.0 ± 5.3 +25.0 Teyssier et al. (2006)
of the natural line shape, compared to a pure sinc function. This
asymmetry is considered in more detail in Section 4.4. One other
notable feature is the fringing at the high-frequency end of the
SLW spectrum for AFGL 4106. From HIPE version 12.1, the FTS
frequency bands were widened to make all useable data available.
However, these additional data tend to be significantly more noisy.
AFGL 4106 is the faintest of the four sources and although the wide-
scale features due to the extended background is corrected for (see
Section 3.3), the fringing introduced is not. The 13CO(9–8) line lying
in this region requires special attention to improve the consistency
of line measurements, which is addressed in Section 4.3.1.
4.2 Line measurements
The two main quantities that were obtained from fitting spectral
lines are the integrated line flux (I) and the line centre position.
For point-source-calibrated FTS data, I can be calculated in W m−2
from the fitted sinc function parameters by integrating equation (1)
over frequency as
I =
∫
f (ν : p) dν = 10−26p0109π p2. (3)
The SNR was also estimated per line, using the fitted amplitude and
the local standard deviation of the residual, obtained after subtract-
ing the combined fit.
The sinc fit also provides the line centre position, which can
be expressed as a radial velocity in the LSR frame, relative to
the measured laboratory rest-frame line position in km s−1. Line
identifications were checked against Wesson et al. (2010), with
the rest-frame line positions taken from the Cologne Database for
Molecular Spectroscopy (Mu¨ller et al. 2001). The main species
fitted to each source are given in Appendix C.
The line fitting was carried out for the data before and after
correcting for pointing offset, which is described in Section 3.1.2.
4.2.1 Line flux
The average integrated 12CO line flux, taken over all observations
per source, are plotted in Fig. 14. No evidence for intrinsic vari-
ability of the measured 12CO flux is seen for any of the sources.
NGC 7027 is corrected for its slight extent of 15 arcsec at the
same time as correcting for pointing offset, which leads to a large
increase in the SSW line flux. For the other sources, the pointing-
corrected data show a slight increase in the average flux for SSW,
improving their consistency with the respective SLW values. The
Figure 14. Average 12CO line flux for each of the four main FTS line
sources. For AFGL 2688, the pointing offset corrected SSW results (di-
amonds) are more consistent with SLW. The slight angular extent of
NGC 7027, of 15 arcsec, leads to a more pronounced step between the
line flux for SLW and SSW, which sees a marked reduction after correction
for pointing offset and the extent. The error bars represent the minimum and
maximum fitted line flux. The spread in the measured line flux is presented
in Fig. 15. The 12CO transitions included are given in Table C1.
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Figure 15. The spread in 12CO line flux for the four main FTS line sources,
plotted as a fraction of the average. The ‘No outliers’ points are included to
compare with the results presented in Swinyard et al. (2014). Comparing all
observations regardless of pointing offset (‘All’) with the same observations
after pointing correction (‘All pointing corrected’), shows a dramatic im-
provement in the SSW results for AFGL 2688 and a good improvement for
the other three sources. If the two 12CO lines below 600 GHz are discounted,
due to significantly lower SNR (as shown in Fig. 17), the results for the non-
pointing corrected data, with outliers removed are within 6 per cent and for
pointing corrected data, within 3 per cent. These percentages are indicated
by the horizontal dashed lines. The 12CO transitions included are given in
Table C1.
increase in SSW line flux is significant for AFGL 2688, which ex-
hibits the greatest sensitivity to pointing offsets. The SNR of the
fitted 12CO lines is generally above 100 in SSW and above 50 for
SLW (>600 GHz), apart from AFGL 4106, which has SNRs ∼40
(as shown by Fig. 17). The measured spread in line flux over the
repeated observations is small, indicated by the error bars in Fig. 14
that represent the minimum and maximum values in the distribution.
No trend in line flux is seen with OD for any of the lines, show-
ing that the spectral-line calibration of the instrument was highly
consistent throughout the mission.
The standard deviation in line flux, over the repeated observa-
tions, is plotted as a fraction of the average values in Fig. 15. This
figure shows that for pointing-corrected data, the spectral-line re-
peatability was better than 1–2 per cent for the sources observed with
high SNR. For the uncorrected data, the repeatability decreases to
between 3 and 12 per cent for SSW. As mentioned in Section 3.1.2,
three of the observations of AFGL 2688 were observed with dif-
ferent coordinates. If these known outliers are omitted, the uncor-
rected repeatability is less than 6 per cent, which is the case for
all four sources. This value is within the expected 1σ drop in flux
(of ∼10 per cent; Swinyard et al. 2014), due to the Herschel tele-
scope APE.
The source with the highest fitted 12CO SNRs, and the greatest
number of repeated observations, is NGC 7027. The spread in line
flux in the pointing-corrected data are ∼1 per cent for SSW (and
1–2 per cent for SLW). However, the SNR of these lines is ∼250,
indicating that there are systematic effects which limit the repeata-
bility on top of the random spectral noise. These systematic effects
are probably related to uncertainties in the determination of the
pointing correction rather than due to a limit in the stability of
the instrument itself. At the highest frequencies, a small change
in pointing can affect the scaling of the spectrum on the level of
1 per cent. The spread in line flux significantly increases for the two
lowest frequency lines in the SLW band, due to these being the
weakest lines, i.e. those with the lowest SNRs, and therefore the
repeatability is dominated by random spectral noise and residual
from the instrument emission.
In summary, for normal science observations, where it is not
possible to know the pointing to a higher accuracy than the Her-
schel telescope APE, the repeatability should be taken from the
uncorrected data above – i.e. better than 6 per cent. This value was
already presented in Swinyard et al. (2014), and has not changed
from HIPE versions 11 to 13. For observations where pointing offsets
are known and corrected, the instrument is capable of much better
repeatability, of the order of 1–2 per cent.
4.2.2 Line position
After omitting noisy and blended lines, the distribution of the fitted
line centres was reported in Swinyard et al. (2014) as a systematic
offset compared to literature values of <5 km s−1, with a spread
of <7 km s−1. Here, we update those results and present them in
more detail.
The mean line centres for each source are determined from
12CO lines above 600 GHz and given in Table 3. NGC 7027 has
the greatest number of observations and highest SNR, and shows
good agreement to within 1 km s−1 of the literature value. The
other sources show agreement with the literature values of be-
tween 2 and 4 km s−1. The spectral resolution of the instrument
is 230–800 km s−1 and so these values correspond to less than 0.5–
2 per cent of a resolution element.
The standard deviation in line velocity measurements over the re-
peated observations are plotted in Fig. 16 for each source, and show
that the repeatability of 12CO line centres is better than 7 km s−1,
whether the data are corrected for pointing offset or not. For indi-
vidual lines, the measured line centre should depend on the SNR
of the line being fitted, with the SNR of the measured lines shown
in Fig. 17. With SNR values of this order, an estimate of the accu-
racy expected on fitted the line centres can be obtained from the line
width divided by the SNR, assuming that the instrumental line shape
is well known (e.g. Davis, Abrams & James 2001). The measured
Figure 16. The spread in 12CO line velocity for the four main FTS line
sources. If the two 12CO lines below 600 GHz are discounted, due low SNR
(as shown in Fig. 17), the spread in line velocity is < 7 km s−1 regardless
of omitting outliers (‘No outliers’), using all data (‘All’), or using all data
after pointing correction (‘All pointing corrected’). The 12CO transitions
included are given in Table C1.
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Figure 17. The average 12CO SNR ratio for each of the four main FTS line
sources. The SNR ratio roughly drops with decreasing frequency for SLW,
and is relatively weak below 600 GHz. AFGL 4106 shows relatively lower
SNR across both frequency bands. If known outliers are included (i.e. ‘All’
and ‘All pointing corrected’) the SNR is lower in SSW for AFGL 2688.
This is because fringing is increased for observations suffering a significant
pointing offset and the correction is applied at the point-source-calibrated
stage. As the SSW flux density is scaled up by the correction, so too is the
noise. The 12CO transitions included are given in Table C1.
velocity spread is slightly higher than the expected accuracy by a
few km s−1. This discrepancy may be related to the asymmetry in
the line shape (Section 4.4), which increases the uncertainty when
the centres are determined using a sinc fit. The most accurate values
are for SSW, whereas the velocity spread rapidly increases for SLW
below 600 GHz, where the SNR falls off.
Overall, the results show that the frequency scale is extremely
accurate, with systematic difference from literature line centres
of <5 km s−1 (0.5–2 per cent of a resolution element), and a spread
in fitted line centres between observations roughly as expected from
the SNR of the measured lines. For lines with an SNR of ∼40 and
above, a good approximation to quote for the repeatability of line
centres is that it is better than 7 km s−1 (see Table 4).
The repeatability of measured line centres for other detectors
across the array has been investigated by Benielli et al. (2014),
who showed that the spread in measured line centres increases for
detectors away from the optical axis, as expected from theory (Davis
et al. 2001).
4.3 SLW/SSW overlap
There is an overlap in frequency between the SLW and SSW de-
tectors, which increased with the introduction of wider bands from
HIPE version 12.1, and ranges from 994 to 1018 GHz. The fitting
results for the four main FTS line sources were used to investigate
the consistency of FTS calibration in this overlap region.
There are six lines fitted in total within the overlap region, but
no 12CO lines present and only HCN(11–10) in AFGL 2688 and
CRL 618, and 13CO(9–8) in AFGL 2688 could be considered strong,
i.e. with an SNR > 10, with the other three having SNR ∼ 5.
Fig. 18 shows the fitted lines that fall within the overlap region, for
each of the four sources under consideration. There are only small
SLWC3/SSWD4 differences in fitted position (1 per cent). Com-
paring line flux ratios in Fig. 19, shows the higher signal-to-noise
lines are within a couple of per cent between the two bands, and all
Table 4. Summary of the average line fitting results. All
values are the mean of the points presented in Figs 15–17,
but with the first two points of SLW omitted. Results are
given for both centre detectors (SLWC3 and SSWD4). The
relative error of the line flux (IrelErr) is given in per cent.
No outliers All pointing corr.
AFGL 2688 SLWC3 SSWD4 SLWC3 SSWD4
IrelErr 2.5 5.5 3.0 1.9
σ v (km s−1) 4.9 4.3 5.4 4.7
SNR 106 198 102 185
AFGL 4106 SLWC3 SSWD4 SLWC3 SSWD4
IrelErr 2.7 4.2 2.7 3.7
σ v (km s−1) 6.2 6.0 6.2 6.0
SNR 41.5 32.1 41.5 32.1
CRL 618 SLWC3 SSWD4 SLWC3 SSWD4
IrelErr 2.2 3.8 1.9 1.8
σ v (km s−1) 4.5 5.2 4.5 5.2
SNR 46.3 126 46.3 126
NGC 7027 SLWC3 SSWD4 SLWC3 SSWD4
IrelErr 1.7 3.3 1.8 1.4
σ v (km s−1) 3.8 3.3 3.8 3.5
SNR 233 228 231 221
except the 13CO(9–8) line in AFGL 4106 are within ±5 per cent.
Fitting to the line in AFGL 4106 is hampered by the high fringing
at the end of the SLW band, which gives a poor SLW measurement.
Despite the lines available being faint and few, and the relatively
higher noise in the overlap region, the results show good consistency
between the SLW and SSW calibration.
4.3.1 Re-fitting AFGL 4106
The removal of an extended background from the AFGL 4106
point-source-calibrated spectra was detailed in Section 3.3, but this
method of subtraction, using the wide-scale shape of the off-axis
detectors, does not address the fringing introduced when the ex-
tended background emission is calibrated as a point source. There
is pronounced fringing at the high-frequency end of SLW, as shown
in Section 4.3, which leads to a poor fit of the 13CO (9–8) line
located in the overlap region. The line is at 991 GHz, which lies in
the extended frequency band introduced with HIPE 12.1. To see if
the line flux measurement could be improved, the line was refitted
in the co-added SLWC3 spectrum and resulting line flux compared
to the average fit results for SSWD4.
The co-added data are already baseline subtracted, so the line
list for AFGL 4106 was fitted without a polynomial. All but
the 13CO (9–8) lines were subtracted using the best-fitting sinc
profiles. A segment of the residual spectrum (965–1025 GHz) was
then fitted with a seventh order polynomial and one sinc profile. The
fitted result is shown in Fig. 20 and the resulting ratio of the line
flux for the two bands is plotted as a star in Fig. 19. The SLWC3
line flux increases from (1.9 ± 0.7) × 10−17 to (2.6 ± 0.3) ×
10−17 W m−1, which is consistent with the average SSWD4 result
of (2.8 ± 0.8) × 10−17 W m−1.
4.4 Line shape
In order to assess the difference between the measured line shape
and a standard sinc function, and the uncertainty introduced when
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Figure 18. Lines fitted in the overlap regions for the four main FTS line
sources. The spectra shown are the co-added data, with SLWC3 in black and
SSWD4 in brown. The darker solid horizontal lines indicate positions fitted
in SLWC3, and the dashed lines the respective SSWD4 fitted positions.
Figure 19. SLWC3/SSWD4 line flux ratios for lines fitted in the overlap
region. The dark red star represents the revised AFGL 4106 ratio after
individual refitting of the SLWC3 13CO (9–8) line (see Section 4.3.1). The
measured line flux shows good consistency between the bands.
Figure 20. Sinc and polynomial fit to a section of the co-added AFGL
4106 SLWC3 spectrum, after subtracting all but the 13CO (9–8) line. The
resulting line flux is more consistent with that found for the same line in
SSWD4, as shown in Fig. 19.
Figure 21. Example of all the normalized 12CO lines for one NGC 7027
observation, with SLWC3 shown on the left and SSWD4 on the right. Lines
from SSW are more consistent.
fitting lines, the set of 31 NGC 7027 observations was used to build
an empirical line shape. The 12CO lines in the NGC 7027 spectra
are ideal for this task, due to high SNR and a shape that is less
affected by blending compared to the other sources.
Before building the empirical line profile, the NGC 7027 data
were ‘cleaned’ of all but the 12CO lines. Line fitting was carried
out as detailed in Section 4.1, with a sinc profile fitted to each
line and a polynomial for the continuum. For each spectrum the
combined fit, not including the 12CO line profiles, was subtracted to
‘clean’ the data of low signal-to-noise lines and the continuum. The
‘cleaned’ SSWD4 spectra were cropped around each 12CO line, and
these segments re-centred and normalized to a peak of unity before
taking the mean. Only lines observed with SSWD4 are used as they
have higher SNR and are more consistent than the lines in SLWC3,
as shown by Figs 21 and 22. Fig. 23 shows the final empirical line
profile fitted with a sinc function to illustrate the FTS line shape
asymmetry, which is strongest on the first negative side lobe of the
high-frequency side.
When fitting the empirical line profile with a sinc, the width was
left as a free parameter to check for any deviation from the expected
width. All of the NGC 7027 observations used for the line profile
were made using the highest resolution (1.184 48 GHz), i.e. with a
consistent resolution across the set. The intrinsic width of the lines is
of the order of 30 km s−1 (Herpin et al. 2002) and so is insignificant
compared to the spectral resolution of the instrument. The result of
fitting a sinc function to the empirical line shape shows less than
1 per cent difference at the peak, and less than 0.5 per cent difference
in the width from that expected for the instrument resolution. The
curves plotted in Fig. 23 were integrated and compared to the line
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Figure 22. Spread in the cropped re-centred and normalized lines from all
NGC 7027 observations included in the empirical line shape. Using only
SSW line optimizes the SNR of the resulting line profile.
Figure 23. Top: empirical line shape compared to a fitted sinc profile and
the residual on subtraction of the fit. Bottom: the empirical line shape af-
ter apodizing, compared to a fitted Gaussian profile and the residual on
subtraction of the fit. Note the apodized line shape was not re-normalized.
flux from the fitted sinc function. The ratio of the sinc area to the
empirical line shape area shows a 2.6 per cent shortfall.
The asymmetry seen in the FTS line shape is most probably
caused by a systematic residual phase shift in the interferogram.
Information at the highest spectral resolution, such as line features,
is encapsulated in the interferogram at high OPDs. However, the
phase correction performed by the pipeline is determined only by
Figure 24. A sinc profile with an imposed phase error. The top panel shows
the phase is flat over the ‘corrected’ section, at the centre of the OPD, and
deviates at the longest part. The bottom panel shows the empirical line shape
(blue) overlaid with the resulting distorted model (red) and compared to the
residual of the two (green).
examining the symmetrical part of the interferogram around zero
path difference (Fulton et al., in preparation). Any residual phase
at high path difference, such as that due to small misalignments
with respect to the optical axis inside the instrument, could cause
systematic phase asymmetry. To test this theory, we have generated
a sinc profile with an imposed phase error versus OPD, as shown in
the top panel of Fig. 24. Here, the phase is flat over the ‘corrected’
section at the centre of the OPD and deviates at the longest part with
an arbitrary slope and magnitude. The resulting distorted model sinc
profile is shown compared to the averaged line profile in the bottom
panel of Fig. 24. The slope and magnitude of the residual phase
error have been adjusted here to achieve the best fit to the data
and we can see that the first-order explanation is correct, giving
a reasonable fit to the asymmetric part of the profile. Comparing
Figs 23 and 24, indicates that although this adjustment improves the
fit to the asymmetry, there is some additional discrepancy for the
fit to the peak. In future versions of the pipeline, we plan to build
tools to allow detailed examination of the line profile using this
method. Meanwhile, these simulations show that there is no loss of
flux due to the phase shift, but rather a redistribution of flux in the
asymmetric line. Therefore, the 2.6 per cent difference calculated
above by fitting a pure sinc function to the empirical line shape can
be taken as an estimate of the systematic errors when measuring
line flux with sinc fitting.
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4.5 Fitting apodized data
For data that have been apodized by the standard apodization func-
tion (the adjusted Norton–Beer 1.5; Naylor & Tahic 2007), the line
shape is well represented by a Gaussian profile. Such apodized data
have effectively been ‘smoothed’, which reduces the sinc wings,
but degrades the spectral resolution by a factor of 1.5. The asym-
metry seen for standard data, when compared to a sinc function,
is also present in apodized data, but is stronger in the lower fre-
quency Gaussian wing. Two different methods were used to assess
the difference between line flux obtained from the standard data
fitted with a sinc function, compared to that found when fitting a
Gaussian profile to apodized data. NGC 7027 observations were
used for this comparison, after point-source calibration. The obser-
vations of NGC 7027 were fitted as previously detailed, i.e. for the
standard data, all major lines and the continuum were fitted simul-
taneously with sinc functions and a polynomial. The fitting process
was then repeated for the apodized data, but using a Gaussian func-
tion and only fitting to the 12CO lines. Taking the ratio of line flux
obtained from the fitted sinc parameters to the equivalent line flux
calculated from the Gaussian parameters shows an over estimate of
5 per cent for the apodized data. The empirical line profile was also
used to assess this difference. The frequency range of the empirical
line shape was extended using a fitted sinc profile, assuming any
difference between the pure sinc shape and the true line shape is
much less than the uncertainty on the data beyond the first few side
lobes. The extended line profile was then apodized, following the
steps in the standard pipeline: apply a Fourier transform; apply the
standard adjusted Norton–Beer apodization function to the resulting
interferogram; apply the reverse Fourier transform; and trim to the
standard frequency band edges. The resulting apodized empirical
line profile was fitted with a Gaussian profile, and the fit, empirical
line profile and residual are plotted in Fig. 23. When comparing
line flux obtained from the fitted Gaussian to that with the sinc
profile fitted to the line shape before apodizing, and accounting for
the estimated shortfall of 2.6 per cent, the line flux is found to be
4.9 per cent too great, which agrees with the results from looking at
the individual observations of NGC 7027. The apodized comparison
to standard processing was extended to the other main line-sources
(AFGL 2688, AFGL 4106 and CRL 618), but the level of blending
in these sources leads to a higher scatter in the results, due to the
spreading of line flux by apodization. Fig. 25 presents the resulting
ratios for all four sources, which gives 6, 10, 7 and 5 per cent for
AFGL 4106, CRL 618, AFGL 2688 and NGC 7027, respectively.
5 C O N T I N U U M R E P E ATA B I L I T Y
Section 4 details the repeatability of line features in SPIRE FTS
spectra. However, the continuum level can also be investigated to
estimate the overall photometric stability across the band. In this
section, the continuum level from the four main repeated calibrators
is examined. It is important to check for intrinsic-source variability,
as although there was none found for the 12CO line measurements
in Section 4.1, this may not hold true for continuum emission.
The repeatability of continuum measurements was checked for
the four main line-sources in comparison to CW Leo, which is
a source with significant intrinsic variability (e.g. Becklin et al.
1969; Groenewegen et al. 2012; Cernicharo et al. 2014). For each
HR observation, the line fitting process, detailed in Section 4.1,
was used to simultaneously fit sinc functions to the lines and a
polynomial to the continuum. Examples of the resulting continua
fits can be seen in Fig. 6, in Section 3.1.2. Fig. 26 compares the
Figure 25. Fitted 12CO line flux ratios for apodized to standard data. The
horizontal dashed red lines indicate the mean ratio for each source. The
points to the left of the vertical black lines are not included in the mean
ratio. NGC 7027 shows the 5 per cent excess for Gaussian fitted apodized
data, compared to sinc fitted standard data. AFGL 4106 and AFGL 2688
are consistent with this result. CRL 618 shows an increase in the difference,
however this also corresponds with the 12CO lines becoming increasingly
more resolved with frequency. The 12CO transitions included are given in
Table C1.
Figure 26. Average continuum level as a function of OD for the four main
FTS line-sources and CW Leo. The values are normalized per source for eas-
ier comparison. The level is taken from a polynomial fitted to the continuum,
as the mean over 900–1000 GHz for SLW (top) and 1450–1550 GHz for
SSW (bottom). Vertical cyan lines indicate six monthly intervals, which can
lead to grouping for observations taken before OD 1011 (see Section 3.1.2).
AFGL 4106 is affected by a background and therefore the SLW points have
a relatively high scatter, but the points for the other sources are roughly
flat, except for CW Leo. A similar trend is seen for the CW Leo continuum
level for SSW and SLW, this source is therefore the only one presented that
exhibits significantly intrinsic variable within the FTS uncertainty.
continuum level, calculated as the mean over 900–1000 GHz for
SLW and 1450–1550 GHz for SSW.
As discussed in Section 3.1.2, the effect of pointing offsets mani-
fests more strongly in the SSW spectra, due to the relatively smaller
beam size compared to SLW, and an extended background affects
SLW more highly for the same reason (e.g. as for AFGL 4106). On
the other hand, a source with significant intrinsic variability should
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show a similar time trend in continuum level for both detector ar-
rays, which can be seen for CW Leo in Fig. 26. This figure shows
that there is no significant trend with time for any of the four main
line-sources, but that there is a larger scatter for SSW. This differ-
ence indicates that pointing stability is a more significant source
of uncertainty on the continuum than intrinsic variability for these
sources, which appears negligible. There is a high scatter for AFGL
4106 in SLW, due to the extended background.
The spread of continua, as a percentage of the mean level is
shown to the bottom right of Fig. 7, and ranges from 5 to 15 per cent
for data not corrected for pointing offset, with mean values for the
four main line-sources of 4.4 per cent for SLW and 13.6 per cent
for SSW. After correcting for pointing offset, these values fall to
less than 2 per cent; however, the relative method used to correct the
data does inherently correct for intrinsic variability, by assuming the
single reference observation for a particular source should match
all other observations for that source, regardless of any brightness
variation. The spread in continuum levels found are consistent with
those for the associated line measurements, which are discussed in
Section 4.
6 PL A N E T A N D A S T E RO I D M O D E L
C O M PA R I S O N
6.1 Planets
Both Uranus and Neptune were regularly observed with the FTS
over the whole Herschel mission, and both can be considered point
sources within the FTS beam (Swinyard et al. 2014). As mentioned
in Section 2 and detailed in Swinyard et al. (2014), the primary FTS
point-source-flux calibrator is Uranus. The ESA-4 model of Uranus1
(Orton et al. 2014) is used to derive the point-source conversion
factor as the ratio of model to observation, after the data have
been corrected for pointing offset. The ESA-4 model for Neptune1
(Moreno 1998) is also available and is derived independently from
the model for Uranus, so an assessment of the repeatability and
accuracy of the point-source calibration can be made by comparing
data with model predictions for these two planets.
Ratios of data to the respective model were taken for all HR and
LR Uranus and Neptune observations. For each ratio a restricted
frequency range was used, due to higher noise at the band edges,
particularly below 600 GHz in SLW. The ranges used were 600–
900 GHz for SLW and 1100–1500 GHz for SSW. To provide a
single value per observation, the median ratio was taken across the
frequency range, and the standard error on the mean taken as a
1σ uncertainty. Fig. 27 shows the resulting ratios with and without
correcting the data for pointing offset.
Before correcting for pointing offset, the average HR ratio for
Uranus shows an offset from 1.0 of 1 and 3 per cent for SLW
and SSW, with uncertainties of 2 and 5 per cent, respectively (see
Table 5). After correcting for pointing offset, the SLW ratios are
approximately unchanged, as expected, whereas HR SSW ratios
improve to a mean ratio of 1.0, with <1 per cent spread. These
results are consistent with the spectral-line flux repeatability pre-
sented in Section 4.2. For Neptune the offset from a ratio of 1.0 is
2 per cent regardless of correcting the data for pointing offset; how-
ever, the associated spread for SSW improves from 2 to 1 per cent
after correction. Before pointing offset is corrected, the average LR
1 The ESA-4 models for Uranus and Neptune are available at
ftp://ftp.sciops.esa.int/pub/hsc-calibration/PlanetaryModels/ESA4/
Figure 27. Model to data ratios for Uranus and Neptune. There is very low
scatter after correcting for pointing offset (‘corrected’), although the ratios
for Neptune show a systematic offset from 1.0 of 2 per cent.
Uranus ratio is 0.99 ± 0.02 for SLW and 0.96 ± 0.05 for SSW. Af-
ter correction, the uncertainty of these ratios improves to 1 per cent
for SSW, with a mean ratio of 1.0. For Neptune the average LR
ratios are 1.02 ± 0.01 for SLW and 1.00 ± 0.02 for SSW. After
correcting the LR data for pointing offset, the ratios show a more
consistent 2 per cent shift from 1.0, with the associated SSW scat-
ter reduced to 0.01. The systematic shift in the ratios of 2 per cent,
when comparing to the Neptune model, is consistent with the find-
ings of Swinyard et al. (2014). There is more consistency between
the ‘before’ and ‘after’ observations and between the two bands
for both sets of ratios, compared to those presented in Swinyard
et al. (2014), which is due to improvements in the pointing offset
correction folded into the point-source calibration.
6.2 Asteroids
Repeated FTS observations of a number of asteroids were com-
pared to the models of Mu¨ller & Lagerros (2002) and Mu¨ller et al.
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Table 5. Model to data ratios for Uranus, Neptune and the asteroids. Each ratio is the median
for all HR or LR observations and presented as ratio ± 1σ . The number of observations included
in the average ratio is given in brackets in the ‘Name(#)’ column.
HR
Without pointing corr. With pointing corr.
Name(#) SLWC3 SSWD4 SLWC3 SSWD4
Uranus(21) 0.99 ± 0.02 0.97 ± 0.05 0.99 ± 0.02 1.00 ± 0.00
Neptune(21) 1.02 ± 0.01 1.02 ± 0.02 1.02 ± 0.01 1.02 ± 0.01
Ceres(13) 1.06 ± 0.04 1.05 ± 0.05 1.05 ± 0.04 1.10 ± 0.02
Hebe(3) 0.92 ± 0.21 0.99 ± 0.07 – –
Hygiea(8) 1.22 ± 0.11 1.07 ± 0.06 1.23 ± 0.11 1.21 ± 0.02
Juno(3) 1.38 ± 0.11 0.99 ± 0.10 – –
Pallas(8) 1.11 ± 0.02 1.03 ± 0.06 1.10 ± 0.02 1.07 ± 0.01
Vesta(13) 1.07 ± 0.08 1.03 ± 0.04 1.06 ± 0.08 1.09 ± 0.02
LR
Without pointing corr. With pointing corr.
Name(#) SLWC3 SSWD4 SLWC3 SSWD4
Uranus(9) 0.99 ± 0.02 0.96 ± 0.05 0.99 ± 0.02 1.00 ± 0.01
Neptune(7) 1.02 ± 0.01 1.00 ± 0.02 1.02 ± 0.01 1.03 ± 0.01
Ceres(7) 1.04 ± 0.02 1.05 ± 0.03 1.03 ± 0.02 1.10 ± 0.01
Hebe(2) 0.72 ± 0.00 0.96 ± 0.00 – –
Hygiea(5) 1.10 ± 0.11 1.03 ± 0.07 1.10 ± 0.11 1.17 ± 0.02
Juno(2) 1.05 ± 0.07 1.03 ± 0.09 – –
Pallas(5) 0.98 ± 0.06 1.00 ± 0.06 0.97 ± 0.07 1.08 ± 0.03
Vesta(5) 0.97 ± 0.06 1.04 ± 0.03 0.96 ± 0.06 1.08 ± 0.01
(2014). All observations were background subtracted using the off-
axis detectors, as detailed in Section 3.3. The ratio of data to model
was taken following the same method described in Section 6.1,
and the results are presented in Fig. 28 and Table 5. The average
ratio for each asteroid tends to sit above 1.0, by up to 22 per cent
(i.e. the model falls short of the data), except for Hebe and Juno,
which show worse results, but are both faint and have the fewest
number of observations available for HR and LR. For the HR ratios,
those sources with more recently updated models (Ceres, Pallas and
Vesta; Mu¨ller et al. 2014) give an average ratio of 1.06 ± 0.07 for
SLW and 1.04 ± 0.05 for SSW, for data not corrected for pointing
offset. The average ratio for SLW is unchanged after correcting for
pointing offset, but for SSW, although the spread in ratios decreases
to 2 per cent, the average ratio increases to 1.09. The pointing cor-
rected result shows there is a consistent offset between the data and
the models of ∼6–9 per cent, which is higher than the associated
model uncertainties of 5 per cent quoted by Mu¨ller et al. (2014),
who explain that such a discrepancy may be due to Herschel visi-
bility constraints limiting the phase angles tested, or the accuracy
with which the asteroid’s shapes could be characterized.
7 C O M PA R I S O N W I T H T H E S P I R E
P H OTO M E T E R M E A S U R E M E N T S
The primary photometer calibrator is Neptune (see Bendo et al.
2013), therefore an independent check of FTS calibration can be
made with the SPIRE photometer. Two comparisons are made in
this section. First, for several of the FTS line-sources, synthetic
photometry, carried out by integrating the FTS spectra over the
SPIRE photometer wavebands, is compared to the average pho-
tometry taken from corresponding photometer maps. Secondly,
Figure 28. Data to model ratios for several asteroids. HR ratios are shown
with filled symbols and LR ratios with the corresponding open symbols. The
LR symbol for Juno is the same cross filled square, but larger in size (and
at an earlier OD to the HR observations). ‘corr’ indicates the ratios for data
corrected for pointing offset. Ceres, Pallas and Vesta have ratios consistently
nearest to 1.0 due to their more recent models of Mu¨ller et al. (2014). The
average ratios for these three asteroids after correcting for pointing offset
are 1.06 ± 0.07 for SLW and 1.09 ± 0.02 for SSW. Note that due to a
higher scatter in the ratio values, the y-scaling is wider for these plots than
the planet equivalent ratio plots in Fig. 27.
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the asteroid ratios discussed in Section 6.2 are compared to the
equivalent ratios taken for the SPIRE photometer, and presented in
Lim et al. (in preparation).
For the most accurate photometry of point-like sources with flux
density > 20 mJy, Pearson et al. (2014) recommend the Timeline
Source Fitter (Bendo et al. 2013), which is available as a task in HIPE.
The task fits a 2D Gaussian to all photometer bolometer timeline
readouts, which are near to the source. For each photometer observa-
tion included in the comparison, the data were downloaded from the
Herschel Science Archive. All data were reduced using version 11
of the SPIRE pipeline, using the spire_cal_11_0 calibration. The
Timeline Source Fitter task (SOURCEEXTRACTORTIMELINE) was run for
each of the SPIRE photometer short, medium and long wavebands
(250 μm PSW, 350 μm PMW and 500 μm PLW), using the default
settings, except for USEBACKINFIT and ALLOWVARYBACKGROUND,
which were set to TRUE, with an RBACK of 300 and 301, for the inner
and outer background radius. The Timeline Source Fitter does not
perform a source extraction, so the nominal spectrometer RA and
Dec. were used as the coordinate input. The average photometry
was taken for each source, and for each band, and the associated
uncertainties added in quadrature. Photometer observations of line
sources and stars that are used in this paper are summarized in
Table D1.
To generate synthetic FTS photometry over a SPIRE photome-
ter waveband, a point-source-calibrated spectrum was weighted
by the relevant photometer Relative Spectral Response Function
(RSRF), including the aperture efficiency and the result integrated.
The method followed is detailed in the SPIRE Handbook (2014).
Taking synthetic photometry for PMW is complicated by a small
fraction of the PMW RSRF extending into the SSW frequency
range. An SLW spectrum and an SSW spectrum can be joined to
ensure the use of the full RSRF range, which increases the synthetic
PMW photometry by approximately 2 per cent compared to only
using the SLW spectrum. This fraction of the photometry from the
SSW band for PMW was estimated using all the synthetic photom-
etry for point-like sources and comparing with and without SSWD4
included, see Fig. 29. As already noted, FTS data can often exhibit
an offset between the signals in the overlap region of the SLW
and SSW bands. This gap can arise due to an imperfect telescope
subtraction, a significant background or a semiextended source. In
addition, there is also an increase in noise at the edge of the bands,
so the small percentage of the synthetic photometry obtained from
SSWD4 is not generally significant when compared to the uncer-
tainty associated with this fraction. The data corrected for pointing
offset were used for the comparison with the photometer.
Using Fig. 9, CRL 618 and AFGL 2688 were chosen as the most
point-like sources that also have reasonable FTS OD coverage.
Both FTS bands were used to derive the synthetic PMW photom-
etry for AFGL 2688, as there is no significant step between the
bands. The CRL 618 PMW synthetic photometry was increased by
2 per cent to correct for the missing fraction due to the overlap of
photometer RSRF into the spectrometer SSW band. The synthetic
photometry was converted to the photometer pipeline convention of
a monochromatic flux density for a source with a spectrum Sν ∼ ν−1.
The necessary conversion factors (K4P) of 1.0102 (PSW), 1.0095
(PMW) and 1.0056 (PLW) were taken from the SPIRE Handbook
(2014). The ratios of FTS synthetic photometry (per observation)
to average photometer photometry are shown in Fig. 30. Overall
the PSW ratios are closest to 1, with an increasing systematic off-
set seen with increasing wavelength (decreasing frequency). The
mean ratios are 1.03 ± 0.01 for PSW, 1.04 ± 0.02 for PMW and
1.05 ± 0.04 for PLW. Fig. 27 indicates a systematic offset for FTS
Figure 29. Synthetic FTS photometry ratios for the photometer PMW band,
comparing results using SLW only (Synth PMW) with those using SLW and
SSW joined together using the mean of the two spectra to replace the overlap
region (Synth_PMW_stitched). Filled circles show the ratios for data cor-
rected for pointing offset and open circles for uncorrected ratios. NGC 7027
is partially extended and AFGL 4106 is embedded in a background, so ex-
cluding these, it can be seen that approximately 2 per cent of the synthetic
PMW photometry is generated by the region lying within SSW.
Figure 30. Synthetic FTS photometry compared to photometer photome-
try. The calibration sources included were chosen with reference to Fig. 8
(to identify the most point-like), and restricted to those with available pho-
tometer maps and good FTS OD coverage. The PSW points (250µm blue)
show the least scatter of 1 per cent and have an average ratio of 1.03. The
average ratio for PMW is 1.04 ± 0.02. PLW (500µm red) has the highest
offset of 5 per cent and an associated scatter of 4 per cent.
data when compared to the model of Neptune of 2 per cent, which
when coupled with Fig. 9 (indicating a slight extent of CRL 618 and
AFGL 2688), explains the difference between the photometer and
spectrometer photometry, as even a small departure from point-like
can lead to flux being missed by the Timeline Source Fitter.
The second comparison with the photometer involves the aster-
oid and Neptune ratios from Lim et al. (in preparation), which are
used in Section 6. Although there is a systematic uncertainty of
6–9 per cent between the asteroid models and FTS data, a compar-
ison with the photometer is still an interesting exercise to look for
consistency over a wide OD range. As already discussed, Neptune
is the primary photometer calibrator, and therefore should provide
consistent data to model ratios. Fig. 31 shows the ratio compar-
ison for Neptune, Ceres, Pallas and Vesta. All sets of ratios are
consistent between the photometer and spectrometer, but do show
the 2 per cent systematic shift that was found in Section 6.1 and
attributed to the use of different primary calibrators – Uranus for
the FTS and Neptune for the photometer.
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Figure 31. Data to model ratios for Neptune, Ceres, Pallas and Vesta. Photometer ratios for PLW, PMW and PSW are represented by diamonds and the
spectrometer SLW and SSW ratios by circles. The FTS data are corrected for pointing offset. Taking into consideration the 2 per cent difference already found
for FTS data, compared to the Neptune model, there is good consistency between the instruments over the whole OD range. Note the y-scale for Neptune is
not the same as for the asteroids.
8 DA R K S K Y O B S E RVAT I O N S
The Herschel telescope operated at a temperature of 87–90 K, so
its emission dominates nearly all nominal mode FTS observations
and requires precise removal during data processing. Observations
of dark sky provide a measure of the telescope emission, and are
therefore crucial for monitoring FTS calibration accuracy.2 Two
significant changes were made in the approach and scheduling of
repeated dark sky observations during the mission. From OD 1079
(2012 April 27) onwards, when the switch away from CR mode
occurred, separate HR and LR darks were regularly taken. From
OD 466 (2010 August 23), a long dark sky observation, at least as
long as the longest science observation that day, was taken on each
pair of FTS ODs. The primary reason for dedicating a relatively
large amount of observing time to dark sky was for the subtraction
from science observations, taken the same day (or under similar
observing conditions). However, improvements in calibration and
understanding of the telescope model (Hopwood et al. 2014) mean
that a daily dark subtraction is no longer necessary for the majority
2 A list of all sparse FTS dark sky observations can be
found at http://herschel.esac.esa.int/twiki/bin/view/Public/SpireDailyDark
Observations
of observations. The substantial set of dark sky observations avail-
able allow an in-depth assessment of overall FTS performance and
is used for several key purposes – for deriving the instrument and
telescope RSRFs (see Fulton et al. 2014); to assess FTS sensitivity
(see Section 8.3); to estimate the error on the continuum offset (see
Section 8.2); for deriving a correction to the telescope model (see
Hopwood et al. 2014); and for several other one-off or repeated
diagnostic tests, some of which are discussed in this paper.
8.1 How dark is the dark sky?
With an extensive set of dark sky observations available, the ‘dark-
ness’ of the nominated SPIRE dark field can be assessed via stack-
ing. All HR dark sky (point-source-calibrated) spectra, with more
than five repetitions, were stacked to form spectral cubes. The re-
sulting cubes were then checked for detections.
Although all centred on the same sky coordinates, the set of dark
sky observations used were taken at different times over the course
of several years, and so their FTS footprints see different rotations
(see Fig. 6, bottom left). Therefore, in order to stack these observa-
tions, they were treated as independent measurements at different
sky positions, and averaged on to a regular grid using the Naı¨ve
projection algorithm provided in HIPE. Both an SLW and an SSW
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spectral cube were generated, equivalent to those obtained from
SPIRE FTS mapping observations (Fulton et al., in preparation).
Two versions of cubes were made, one where the large-scale
shape was removed (i.e. background subtracted) and a second set
without this subtraction. The former was checked for spectral-line
detections at the positions of peaks seen in a stacked PSW map of
photometer dark sky, and the latter checked for any clear continua.
No significant lines or continua were found. The stacking of the
dark sky will be presented in more detail in a separate publication.
8.2 Uncertainty on the continuum
Dark sky observations provide a means to estimate the uncer-
tainty expected on continuum measurements (the continuum offset),
which arises from imperfect subtraction of the telescope contribu-
tion and, for the lower frequency end of SLW, the instrument con-
tribution. These contributions are fully extended in the FTS beam,
and therefore any residual leads to large-scale systematic noise in
the continuum of point-source-calibrated spectra.
To assess the uncertainty associated with this residual for both
extended and point-source-calibrated spectra, un-averaged HR dark
sky observations, with more than 20 repetitions, were used. After
excluding extreme outliers, all scans (9724) were smoothed with a
Gaussian kernel of FWHM of 21 GHz, which removes small-scale
noise to provide the wide-scale shape. For each frequency bin, the
standard deviation was taken across all smoothed scans, to give the
1σ continuum offset, which is an additive uncertainty.
Swinyard et al. (2014) present the continuum offset for the centre
detectors, using data reduced with HIPE 11. Here, we update that
result for the wider FTS bands (released with HIPE version 12.1) and
improved non-linearity correction introduced in HIPE 13, and present
median values for all detectors. Fig. 32 shows the point-source and
extended-calibrated results for the centre detectors, for Before and
After the BSM correction on OD 1011. For SSWD4, there is at
most a 0.05 Jy higher uncertainty for Before data, which is partially
due to fewer dark sky observations with >50 scans available for
the estimate, with all HR observations suffering a higher scatter up
to the first 20 scans, and due to an improved instrument stability
after ∼OD 500. The SLWC3 offset for Before data is reduced with
HIPE 13, due to an improved non-linearity correction, which better
calibrates observations taken at the beginning of each pair of FTS
ODs. The non-linearity correction for SSWD4 is not significantly
changed. The offset is higher at the ends of each frequency band,
and the strong influence of the instrument residual can be seen in
the lower half of SLWC3 for both calibrations. For point-source-
calibrated data, the average uncertainty on the continuum is 0.40 Jy
for SLWC3 and 0.28 Jy for SSWD4.
Considering the continuum offset reduction for the centre detec-
tors, since HIPE version 7, there was an average 45 per cent reduction
seen for HIPE 9, due to the introduction of a telescope model correc-
tion (see Hopwood et al. 2014, for details on the derivation of this
correction). Updates to this correction, along with improvements to
the RSRFs and point-source calibration, have seen this reduction
improve to ∼60 per cent for SLW and ∼50 per cent for SSW, for
HIPE 10, with a further reduction of up to 72 and 62 per cent for SLW
and SSW in HIPE 13. This comparison was assessed using a subset
of Before dark sky, so the same set of observations could be used
for each version considered.
The average HIPE 13 continuum offsets for all detectors, calculated
using the full set of dark sky, are presented in Table 6. The median
offsets for all detectors show a similar reduction over evolving
versions of HIPE. Except for SSWE2, there is good consistency for
Figure 32. Continuum offset for extended-calibrated data (top) and point-
source-calibrated data (bottom). The offset is given separately for the two
BSM epochs (‘before’ OD 1011 and on or ‘after’ OD 1011). The median val-
ues for the point-source-calibrated data are 0.40 Jy for SLWC3 and 0.28 Jy
for SSWD4.
offset levels across all detectors, with some scatter for the vignetted
SLW detectors. SSWE2 is sensitive to clipping (Fulton et al., in
preparation), which causes the higher continuum offset for this
detector.
8.3 Sensitivity
Spectra of dark sky are also used to assess FTS sensitivity for ex-
tended and point-source-calibrated data, where the sensitivity is
defined as the expected 1σ noise in a 1 hour observation. The ‘er-
ror’ column provided in averaged FTS data products is the standard
error on the mean of the unaveraged scans and is, therefore, as-
sessing the random noise contribution. Except for some very faint
sources, the ‘error’ does not generally provide a realistic estimate
of the total spectral noise. Therefore, to provide a more represen-
tative sensitivity, with respect to science observations, HR spectra
of Uranus and Ceres were included with the dark sky observations
used. For each observation, the 1σ noise is measured directly from
the spectrum, using a sliding frequency bin of 50 GHz. For each
frequency sample, a polynomial is fitted over the bin width and
subtracted before the standard deviation is taken of the residual
within the bin. The bin width is tapered towards the end of the
bands. The sensitivity is the median noise, per frequency sample,
for all 95 observations included. Fig. 33 shows the results for HIPE 13
point-source-calibrated and extended-calibrated data, for the centre
detectors. There is good consistency between the Before and After
MNRAS 449, 2274–2303 (2015)
 at California Institute of Technology on June 25, 2015
http://m
nras.oxfordjournals.org/
D
ow
nloaded from
 
2294 R. Hopwood et al.
Table 6. Continuum offset (Offset) and 1σ in 1 h sensitivity (σ ). A subscript of PS indicates results for point-
source-calibrated data in units of Jy. A subscript of EXT indicated results for extended-calibrated data in units of
10−19 W m−2 Hz−1 sr−1 for SLW and 10−18 W m−2 Hz−1 sr−1 for SSW. The values for the centre detectors are
shown in bold.
SLW OffsetEXT OffsetPS σEXT σ PS SSW OffsetEXT OffsetPS σEXT σ PS
SLWA1 1.1801 – 0.4791 – SSWA1 0.1743 – 0.1225 –
SLWA2 0.6218 – 0.2872 – SSWA2 0.1636 – 0.1089 –
SLWA3 0.8581 – 0.3852 – SSWA3 0.1783 – 0.1334 –
SLWB1 1.0629 – 0.3331 – SSWA4 0.2020 – 0.1151 –
SLWB2 0.5755 0.4414 0.3050 0.2213 SSWB1 0.1603 – 0.1129 –
SLWB3 0.5010 0.4018 0.2964 0.2274 SSWB2 0.1574 0.2803 0.1121 0.1931
SLWB4 0.5721 – 0.3496 – SSWB3 0.1737 0.2975 0.1287 0.2219
SLWC1 1.2752 – 0.6169 – SSWB4 0.2378 0.4018 0.2141 0.3557
SLWC2 0.5794 0.4377 0.3155 0.2177 SSWB5 0.1704 – 0.1098 –
SLWC3 0.5381 0.4038 0.3082 0.2173 SSWC1 0.1726 – 0.1259 –
SLWC4 0.5323 0.4127 0.2755 0.2164 SSWC2 0.1571 0.2723 0.1146 0.1952
SLWC5 0.8394 – 0.4280 – SSWC3 0.1665 0.2873 0.1219 0.2136
SLWD1 0.6354 – 0.3521 – SSWC4 0.1864 0.3216 0.1206 0.2054
SLWD2 0.5437 0.3963 0.3164 0.2091 SSWC5 0.1731 0.2868 0.1182 0.1955
SLWD3 0.5694 0.4022 0.3060 0.2127 SSWC6 0.1763 – 0.1108 –
SLWD4 0.7844 – 0.3113 – SSWD1 0.1809 – 0.1256 –
SLWE1 0.6731 – 0.4320 – SSWD2 0.1708 0.2911 0.1247 0.2112
SLWE2 0.5321 – 0.3221 – SSWD3 0.1541 0.2667 0.1140 0.1987
SLWE3 0.6006 – 0.4231 – SSWD4 0.1613 0.2846 0.1262 0.2101
– – – – – SSWD6 0.1672 0.2907 0.1097 0.1848
– – – – – SSWD7 0.1939 – 0.1210 –
– – – – – SSWE1 0.1681 – 0.1168 –
– – – – – SSWE2 0.4081 0.6818 0.1103 0.1903
– – – – – SSWE3 0.1550 0.2672 0.1138 0.1929
– – – – – SSWE4 0.1565 0.2774 0.1217 0.2051
– – – – – SSWE5 0.1916 0.3407 0.1121 0.1869
– – – – – SSWE6 0.1724 – 0.1200 –
– – – – – SSWF1 0.1621 – 0.1161 –
– – – – – SSWF2 0.2128 0.3724 0.1051 0.1776
– – – – – SSWF3 0.1985 0.3557 0.1070 0.1814
– – – – – SSWF5 0.1635 – 0.1162 –
– – – – – SSWG1 0.1755 – 0.1414 –
– – – – – SSWG2 0.1613 – 0.1168 –
– – – – – SSWG3 0.1885 – 0.1494 –
– – – – – SSWG4 0.2041 – 0.1606 –
epochs. The average point-source-calibrated sensitivity is 0.20 Jy
[1σ ; 1 h] for SLWC3 and 0.21 Jy [1σ ; 1 h] for SSWD4.
The improvement in calibration since HIPE version 7 can be ex-
pressed as a percentage improvement in sensitivity. There are two
significant improvements that can be noted. First, for HIPE 8, a mean
telescope RSRF was introduced, constructed from multiple obser-
vations rather than a single dark sky, and the sensitivity improved for
all frequencies by ∼15 per cent, with respect to HIPE 7. Secondly, an-
other improvement was made, across both bands, when the method
to derive the RSRFs was revised (see Fulton et al. 2014, for more
details), and translates to an enhancement of nearly 40 per cent from
HIPE version 11, compared to 7. Although improvements in calibra-
tion were seen for all observations, the greatest impact was on those
observations that experienced the highest systematic noise. This
comparison was assessed using a subset of Before dark sky, so the
same set of observations could be used for each version considered.
The average HIPE 13 sensitivities for all detectors, calculated us-
ing the full set of dark sky observations, are presented in Table 6.
These values show a good consistency across all detectors, except
for SSWB4, which is a significant outlier for both calibrations,
suggesting an issue with the detector itself. A closer look shows a
significant worsening of the noise for this detector after OD 710, in-
dicative of a sudden event degrading the performance of the detector
on this date.
9 SU M M A RY
An extensive analysis of the FTS systematic programme of calibra-
tion observations has been used to assess the performance of the
instrument over the entire Herschel mission. The main results are
summarized as follows.
(i) The impact of the BSM offset for the first-half of the mission
is only on sparse observations. An increase in the continuum spread
for the repeated calibrators of 2.4 per cent was found in comparison
to data observed after the BSM was set back to the rest position.
(ii) The fraction of flux detected by off-axis detectors, for a point
source, is 1.9 per cent for the first ring of SLW, 1.4 per cent for the
first SSW ring and 0.1 per cent for the second SSW ring. Therefore,
for a point source embedded in an extended background the benefits
of subtracting this signal should be considered in context of the
overall uncertainty.
(iii) 12CO line measurements for the four main FTS line-sources
show a line flux repeatability of <2 per cent for well-pointed data
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Figure 33. FTS sensitivity for extended-calibrated data (top) and point-
source-calibrated data (bottom). Curves are shown for both BSM epochs
(‘before’ OD 1011 and on or ‘after’ OD 1011). The point-source-calibrated
sensitivity is compared to the initial and revised HSpot values, which give the
predicted sensitivity. The average sensitivities for point-source-calibrated
data are 0.20 Jy [1σ ; 1 h] for SSWC3 and 0.21 Jy [1σ ; 1 h] for SSWD4.
and <6 per cent otherwise. The spread in line velocity was not found
to be significantly affected by pointing offset and is <7 km s−1.
(iv) The SLW and SSW calibration is consistent over the overlap
region, with uncertainties of <5 per cent.
(v) Despite relatively high noise and fringing at the end of the ex-
tended band regions, with individual attention, lines can be reliably
extracted from this region.
(vi) The instrument line shape has been measured using unre-
solved lines, and an empirical profile constructed. The line shape
shows a slight asymmetry with respect to a theoretical sinc function.
(vii) Fitting a sinc to the empirical line profile gives less than
a 1 per cent difference between the peak values and less than
0.5 per cent difference in the fitted width to that expected for the
optimal resolution. There is a 2.6 per cent systematic shortfall in the
fitted integrated line flux, due to the asymmetry.
(viii) Fitting the apodized line profile with a Gaussian gives a
5 per cent systematic excess compared to the equivalent sinc fit to
the line profile before apodization.
(ix) For the sources considered when assessing continuum re-
peatability, there is no significant sign of intrinsic variability, ex-
cept for CW Leo. The repeatability on the continuum is 4.4 per cent
for SLW and 13.6 per cent for SSW, although this falls to less than
2 per cent for data corrected for pointing offset. The continuum re-
peatability results are inline with those found for spectral lines.
(x) The FTS observations of Uranus and Neptune were compared
to their models. For Uranus, an average ratio of 0.99 was found for
SLW, with a spread of 2 per cent, regardless of correction for point-
ing offset. For SSW, the average ratio improves from 0.97 ± 0.05
to 1.00 ± 0.00 after pointing offset is corrected for. The average
ratios with the Neptune model show a consistent 2 per cent system-
atic offset from a ratio of 1.0 for both SLW and SSW, before and
after correction for pointing offset, with a spread of 1 per cent. This
discrepancy is due to the use of different primary calibrators for the
photometer and spectrometer.
(xi) After correcting for pointing offset, the comparison of Ceres,
Pallas and Vesta with the respective models shows an average sys-
tematic offset and scatter of 1.04 ± 0.05 for SLW and 1.09 ± 0.02
for SSW.
(xii) A comparison of FTS synthetic photometry to SPIRE pho-
tometer photometry gives average ratios of 1.03 ± 0.01 for PSW,
1.04 ± 0.02 for PMW and 1.05 ± 0.04 for PLW. The discrepancy
between the two sets of photometry is due to the use of a different
primary calibrator (Uranus for the FTS and Neptune for the pho-
tometer) and a systematic difference between the respective models,
and the slight extent of the two sources used for the comparison.
(xiii) FTS and photometer model ratios for Neptune, Ceres, Vesta
and Pallas show consistency over the mission, but with the expected
2 per cent systematic offset introduced by the use of different pri-
mary calibrators.
(xiv) Stacking all FTS HR observations of the SPIRE dark field
shows no significant continuum or line detection, i.e. the SPIRE
dark field is dark.
(xv) Dark sky data were used to assess the uncertainty on the
continuum and the sensitivity. For point-source-calibrated data, the
average uncertainty on the continuum is 0.40 Jy in SLWC3 and
0.28 Jy in SSWD4. The average point-source-calibrated sensitivity
is 0.20 Jy [1σ ; 1 h] for SLWC3 and 0.21 Jy [1σ ; 1 h] for SLWD4.
The continuum offset and sensitivity are both consistent across the
detector arrays.
(xvi) There is no significant difference in sensitivity for the Be-
fore and After epochs. Compared to After, the Before continuum
offset is slightly higher for SLWC3 and slightly lower for SSWD4.
In conclusion, the existing set of SPIRE FTS calibration observa-
tions are sufficient to show the instrument performed with excellent
stability throughout the Herschel mission. The results presented are
consistent across both FTS-detector arrays, with sensitivity levels
that outperform early predictions, as provided by HSpot. There is
also good consistency for observations taken ‘Before’ and ‘After’
the correction to the BSM position for sparse observations, and in
the overlap region between the long- and short-wavelength detector
bands. One future update that may improve the accuracy of the FTS
further is to understand and correct the slight asymmetry in the in-
strument line shape, which is work in progress for the final pipeline
release.
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APPENDI X A : LI NE FI TTI NG PLOTS
Figures to illustrate the spectral lines fitted to the four main line-
sources AFGL 2688, AFGL 4106, CRL 618 and NGC 7027. For
each of Figs A1–A4, the first and third panels from the top, show
the co-added spectra and the second and fourth panels from the
top show the residual on subtraction of the combined fit, where the
un-subtracted data are shown in yellow. The top two panels show
the results for SLWC3 and the bottom two panels show those for
SSWD4. Red lines indicate the input line positions and the green
dashed lines show the mean fitted positions for all observations.
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Figure A1. Lines fitted to AFGL 2688 shown with respect to the co-added spectra (first and third panels, from the top) and the residual on subtraction of the
combined fit with the co-added data show in yellow (second and fourth panels, from the top). The top two panels show the results for SLWC3 and the bottom
two panels show SSWD4. Red lines indicate the input line positions and the green dashed lines show the mean fitted positions for all observations.
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Figure A2. Lines fitted to AFGL 4106 shown with respect to the co-added spectra (first and third panels, from the top) and the residual on subtraction of the
combined fit with the co-added data show in yellow (second and fourth panels, from the top). The top two panels show the results for SLWC3 and the bottom
two panels show SSWD4. Red lines indicate the input line positions and the green dashed lines show the mean fitted positions for all observations.
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Figure A3. Lines fitted to CRL 618 shown with respect to the co-added spectra (first and third panels, from the top) and the residual on subtraction of the
combined fit with the co-added data show in yellow (second and fourth panels, from the top). The top two panels show the results for SLWC3 and the bottom
two panels show SSWD4. Red lines indicate the input line positions and the green dashed lines show the mean fitted positions for all observations.
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Figure A4. Lines fitted to NGC 7027 shown with respect to the co-added spectra (first and third panels, from the top) and the residual on subtraction of the
combined fit with the co-added data show in yellow (second and fourth panels, from the top). The top two panels show the results for SLWC3 and the bottom
two panels show SSWD4. Red lines indicate the input line positions and the green dashed lines show the mean fitted positions for all observations.
A P P E N D I X B : E X A M P L E O F T H E O N L I N E
TA BLES SU M M ARIZING FTS R EPEATED
C A L I B R AT I O N O B S E RVAT I O N S
An example of the tables summarizing observations comprising the
FTS-calibration monitoring programme. The full tables are avail-
able in the online supplementary material, where there is one table
of observations per source, unless otherwise stated. Observations
made prior to OD 209 are not included. Table B4 gives the first 10
observations for NGC 7027.
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Table B4. The first 10 HR NGC 7027 observations taken after
OD 189. Number of repetitions are provided in the ‘Reps’ column
and the commanded resolution is given in the ‘Res’ column. Pointing
offset is given in the final column (Poff). The full table is available
in the online supplementary material, along with similar tables for
each FTS-calibration source.
NGC 7027
OD dd-mm-yy Reps Obsid Res Poff(arcsec)
HR/CR nominal sparse
217 17-12-09 10 1342188197 CR 2.6 ± 0.4
227 27-12-09 4 1342188670 CR 3.5 ± 0.4
240 09-01-10 10 1342189121 CR 1.4 ± 0.4
240 09-01-10 17 1342189124a CR 2.4 ± 0.3
240 09-01-10 17 1342189125a CR 2.4 ± 0.3
250 19-01-10 10 1342189543 CR 3.7 ± 0.3
326 05-04-10 5 1342193812b CR 7.3 ± 0.3
342 21-04-10 5 1342195347 CR 1.5 ± 0.3
368 17-05-10 5 1342196614 CR 2.5 ± 0.3
383 01-06-10 5 1342197486 CR 2.2 ± 0.3
383 01-06-10 5 1342197486 CR 2.2 ± 0.3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
aScience observation.
bKnown outlier.
APPEN D IX C : LINES FITTED TO THE FTS
LINE- SOU R C ES
Tables of the line catalogues fitted to the main four FTS line-sources,
AFGL 2688, AFGL 4106, CRL 618 and NGC 7027. The 12CO
lines within the FTS-frequency bands, which were included in the
fit for each source, are given in Table C1. The additional main
species included for each source are provided in Tables C2–C5.
Unidentified lines are not included in these catalogues.
Table C1. 12CO lines.
SLWC3
Transition Frequency (GHz)
4–3 461.041
5–4 576.268
6–5 691.473
7–6 806.652
8–7 921.800
SSWD4
Transition Frequency (GHz)
9–8 1036.912
10–9 1151.985
11–10 1267.014
12–11 1381.995
13–12 1496.923
Table C2. Lines fitted to AFGL 2688 in
addition to the 12CO lines listed in Table C1.
Unidentified features are not included.
SLWC3
Species Transition Frequency (GHz)
13CO 5–4 550.926
13CO 6–5 661.067
13CO 7–6 771.184
13CO 8–7 881.000
13CO 9–8 991.329
HCN 6–5 531.710
HCN 7–6 620.300
HCN 8–7 708.877
HCN 9–8 797.450
HCN 10–9 885.980
HCN 11–10 974.488
SSWD4
Species Transition Frequency (GHz)
13CO 9–8 991.329
13CO 10–9 1101.348
13CO 11–10 1211.329
13CO 12–11 1321.265
13CO 13–12 1431.154
13CO 14–13 1540.988
HCN 11–10 974.488
HCN 12–11 1062.97
HCN 14–13 1239.88
HCN 15–14 1328.29
HCN 16–15 1416.67
HCN 17–16 1505.041
Table C3. Lines fitted to AFGL 4106 in
addition to the 12CO lines listed in Table C1.
Unidentified features are not included.
SLWC3
Species Transition Frequency (GHz)
13CO 5–4 550.926
13CO 6–5 661.067
13CO 7–6 771.184
13CO 8–7 881.000
13CO 9–8 991.329
SSWD4
Species Transition Frequency (GHz)
13CO 9–8 991.329
13CO 10–9 1101.348
13CO 11–10 1211.329
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Table C4. Lines fitted to CRL 618 in ad-
dition to the 12CO lines listed in Table C1.
Unidentified features are not included.
SLWC3
Species Transition Frequency (GHz)
13CO 5–4 550.926
13CO 6–5 661.067
13CO 7–6 771.184
13CO 8–7 881.000
13CO 9–8 991.329
HCN 6–5 531.710
HCN 7–6 620.300
HCN 8–7 708.877
HCN 9–8 797.450
HCN 11–10 974.488
HNC 5–4 453.269
HNC 6–5 543.897
HNC 7–6 634.51
HNC 8–7 725.106
HNC 9–8 815.683
HNC 11–10 996.77
H2O 211–202 752.032
H2O 202–111 987.918
SSWD4
Species Transition Frequency (GHz)
13CO 9–8 991.329
13CO 10–9 1101.348
13CO 11–10 1211.329
13CO 12–11 1321.265
13CO 13–12 1431.154
HCN 11–10 974.488
HCN 12–11 1062.97
HCN 14–13 1239.88
HCN 15–14 1328.29
HCN 16–15 1416.67
HCN 17–16 1505.041
HNC 11–10 996.77
HNC 12–11 1087.275
HNC 13–12 1177.751
HNC 15–14 1358.607
HNC 16–15 1448.982
H2O 202–111 987.918
H2O 312–303 1097.365
H2O 111–000 1113.34
H2O 321–312 1162.933
H2O 220–211 1228.799
Table C5. Lines fitted to NGC 7027 in ad-
dition to the 12CO lines listed in Table C1.
Unidentified features are not included.
SLWC3
Species Transition Frequency (GHz)
13CO 5–4 550.926
13CO 6–5 661.067
13CO 7–6 771.184
13CO 8–7 881.000
13CO 9–8 991.329
HCO+ 6–5 535.023
HCO+ 7–6 624.144
HCO+ 8–7 713.294
HCO+ 10–9 891.475
[CI] 2–1 809.280
CH+ 1–0 834.999
SSWD4
Species Transition Frequency (GHz)
13CO 9–8 991.329
13CO 11–10 1211.329
13CO 12–11 1321.265
13CO 13–12 1431.154
HCO+ 13–12 1158.800
APPENDI X D : D ETAI LS OF SPI RE
P H OTO M E T E R O B S E RVAT I O N S
Table D1 details the SPIRE photometer observations used for the
brightness comparison in Table 1 (for line sources and stars) and
for the comparison with FTS synthetic photometry for AFGL 2688
and CRL 618 in Section 7.
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Table D1. SPIRE photometer observations
used for Table 1 (for line sources and stars)
and for the comparison with FTS synthetic
photometry for AFGL 2688 and CRL 618 in
Section 7. All photometer observations were
taken in SPIRE photometer large map, nom-
inal mode.
OD Obsid obsMode Reps
AFGL 2688
180 1342186836 Large map 3
217 1342188168 Large map 3
CRL 618
134 1342184387 Large map 5
275 1342190661 Large map 4
NGC 7027
217 1342188172 Large map 2
226 1342188597 Large map 2
232 1342188832 Large map 2
CW Leo
164 1342186293 Large map 3
181 1342186943 Large map 3
529 1342207040 Large map 3
746 1342221902 Large map 3
893 1342231352 Large map 3
1117 1342246623 Large map 3
1265 1342254051 Large map 3
NGC 6302
134 1342184379 Large map 4
648 1342214573 Small map 4
R Dor
216 1342188164 Large map 3
VY CMa
181 1342186941 Large map 3
904 1342231847 Small map 4
Omi Cet
249 1342189423 Large map 3
IK Tau
287 1342191180 Large map 3
W Hya
250 1342189519 Large map 3
S U P P O RT I N G IN F O R M AT I O N
Additional Supporting Information may be found in the online ver-
sion of this article:
Appendix B. Details of FTS Repeated Calibration observations
(http://mnras.oxfordjournals.org/lookup/suppl/doi:10.1093/mnras/
stv353/-/DC1).
Please note: Oxford University Press are not responsible for the
content or functionality of any supporting materials supplied by
the authors. Any queries (other than missing material) should be
directed to the corresponding author for the article.
This paper has been typeset from a TEX/LATEX file prepared by the author.
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