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Abstract
We consider nearest-neighbor, additive, spin systems on Z+, and show that changing the ip
rates at a nite number of sites does not aect survival of the process. We also extend this result
to the case of the biased voter model on Z. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
A one-dimensional spin system is a Markov process with state space f0; 1gZ, where
only one coordinate can change in each transition. The value 1 will usually represent
the presence of a particle at the site of Z, while 0 will represent a vacant site. Spin
systems can be dened in terms of ip rates between 0 and 1 or in terms of a graphical
representation. We will use both approaches. The graphical approach will be particularly
useful, because the spin systems we consider have an additive construction, in that
A[Bt = 
A
t [ Bt ; A; BZ; t>0; (1.1)
where At is the process (set of occupied sites) at time t starting from initial set A.
This will imply that we can obtain a nice dual process by looking at the graphical
construction backwards in time.
The contact process is a typical example of an additive spin system. For 2f0; 1gZ
and x2Z; (x) = 1 if the site is infected and (x) = 0 if the site is healthy. The ip
rates at the site x are a function of the conguration , given by
c(x; ) =
8><
>:

X
jy−xj=1
(y) if (x) = 0;
1 if (x) = 1;
where  is a nonnegative parameter. So an individual becomes infected at a rate pro-
portional to the number of infected neighbors, and becomes healthy at a constant rate
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of 1. Consider the process starting from a nite set of infected sites. Clearly, ; is a
trap. Many people have wanted to know, for exactly which values of  does the disease
survive, in the sense that there is a positive probability that the process never hits ;?
Now we will describe the ip rates for the general additive spin systems considered
in this paper. For  2 f0; 1gZ and x 2 Z, the site x ips from 0 to 1 at rate
[x(x − 1) + x(x − 1)](x − 1) + [x(x + 1) + x(x + 1)](x + 1); (1.2)
and ips from 1 to 0 at rate
x(x − 1)[1− (x − 1)] + x(x + 1)[1− (x + 1)] + x(;); (1.3)
where the x’s and x’s are nonnegative quantities, with either x(;) = 0 for all x or
x(;)> 0 for all x (a mild form of spatial homogeneity). We will call (1.3) the death
rate at the site. In Theorem 1 below we will assume that the total death rate for each
site x is nonzero (i.e. x(x − 1) + x(x + 1) + x(;)> 0), and the nite process is an
irreducible Markov chain. Notice that ; is a trap for all these systems. We will say
that the nite process survives if
P(fxgt 6= ; 8t)> 0 for x 2 Z;
where fxgt represents the set of ones at time t with initial set fxg.
The spin systems with rates given by Eqs. (1.2) and (1.3) have many nice features
which follow from their additive graphical construction (for example, the duality men-
tioned above). Additivity implies attractiveness. This means that the presence of ones
in the conguration makes transitions to one more likely, and the presence of zeros
in the conguration makes transitions to zero more likely. (This is also evident from
the form of our rates.) An attractive spin system has an extremal invariant measure
 which is obtained by taking the limit for the process starting from the all-one con-
guration. (See Liggett (1985).) Since the pointmass on the all-zero conguration 
is an invariant measure for our processes, if  =  we will be able to conclude that
the process is ergodic in the sense that all initial distributions converge weakly to the
same limit. This is a way of saying that the innite process dies out, so if  6=  we
will say that the innite process survives.
Let us consider again the contact process described above. Fix x2Z, and consider
the notation of Eqs. (1.2) and (1.3). Then x(;) = 1 and x(x − 1) = x(x + 1) = 0.
Also, x(x−1)=x(x+1)=. This process has been studied extensively. (See Liggett
(1985).) Self-duality of the contact process shows that the two types of survival are
equivalent. Thus there exists a critical value c (which is nite), such that for >c
the process survives, and for <c the process dies out (does not survive). It was a
hard problem that was nally resolved (Bezuidenhout and Grimmett, 1990) to show
that the process also dies out when = c. The arguments used in that result rely very
much on spatial translation invariance of the process, and the behavior is dierent when
this assumption is removed. Madras et al. (1994) considered spatially inhomogeneous
contact processes where 0<x(;)<1 for some x2Z and found examples for which the
process survives at the critical value. They also made a conjecture about the process in
which 0<0(;)<1 and x(;) = 1 otherwise, saying that this process should die out at
the critical value. In this paper we prove their conjecture for general additive processes
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on the half-line f0; 1gZ+ . (The additive spin systems that we consider have rates given
by Eqs. (1.2) and (1.3), except that 1(0)=1(0)=0; all the properties described above
hold for these processes as well.) We do not modify the arguments of Bezuidenhout
and Grimmett, but show that if an additive spin system does die out then decreasing
the death rates at a nite number of sites will not aect this fact.
Theorem 1. Consider two additive spin systems on f0; 1gZ+ with rates given by Eqs.
(1.2) and (1.3), such that the total death rate at each site is nonzero. If the ip rates
for the two processes are the same except for the death rates at a nite number
of sites; then nite (innite) survival of one process implies nite (innite) survival of
the other.
We prove this theorem in Section 2. The proof relies heavily on graphical construc-
tion and the nearest-neighbor feature of the rates. The result should generalize to the
full line and higher dimensions, but this seems like a very hard problem.
This theorem has some interesting consequences for additive spin systems in ran-
dom environments. For each x 2 Z+, suppose that x(x − 1); x(x + 1), and x(;) are
random variables which are independent for dierent sites x. The values of the random
variables are chosen (the environment), with each realization satisfying the hypotheses
of Theorem 1, and then the process evolves with those rates. Because of the indepen-
dence assumption, Theorem 1 and Kolmogorov’s zero-or-one law imply that survival
or dying out of the process happens almost surely with respect to environments.
We can prove an additional result for the one-dimensional biased voter model. This
is a process on f0; 1gZ with rates given by Eqs. (1.2) and (1.3), where x(x − 1) =
x(x + 1) = 1=2; x(;) = 0 and x(x − 1) = x(x + 1) = x. Here 0 and 1 represent
dierent opinions of a voter. An individual changes his opinion at a rate proportional
to the number of his neighbors that have diering opinions, but there is a bias for
opinion 1. It is easy to show (Durrett, 1988) that the translation invariant process,
x  , has nite survival i >0. The critical biased voter model,  = 0, is called
the voter model. It is natural to ask, would the process die out if =0 were increased
to x>0 for a nite number of sites x? This question we answer in the next theorem.
The proof is found in Section 3; it uses duality for the biased voter model and results
about one-dimensional symmetric random walks.
Theorem 2. Consider a one-dimensional biased voter model in which x is positive at
only a nite number of sites x. Then; as in the ordinary voter model; the nite process
dies out.
2. The graphical construction
We need to start by describing our additive spin systems in terms of their graphical
representation. Consider the sites of Z or Z+ placed along a horizontal axis. Above each
site we have an innite ray representing time. Let x 2 Z (Z+). For A 2 fx−1; x+1g, let
fTxn (A): n>1g be the arrival times of independent Poisson processes of rate x(A), and
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for A 2 fx−1; x+1; ;g, let fUxn (A): n>1g be the arrival times of independent Poisson
processes of rate x(A). At time Txn (A) there is a horizontal arrow going from A to x,
and the site x will become occupied if A is occupied. At time Uxn (A); A2fx−1; x+1g,
there is a horizontal arrow going from A to x, and there is a  mark at x; the site x
will become vacant unless A is occupied. Finally, at time Uxn (;) there is a  mark at
x, and the site x will become vacant.
The graphical construction above is used to dene our processes. For x; y2Z and
s; t2[0;1) with s<t, we say that there is a path from (x; s) to (y; t) if there is a se-
quence of times s0=s<s1<s2<   <sn<sn+1=t and spatial locations x0=x; x1; : : : ; xn=
y such that
(i) for i = 1; 2; : : : ; n there is an arrow from xi−1 to xi at time si
(ii) the vertical segments fxig  (si; si+1); i = 0; 1; : : : ; n do not contain any ’s.
The process (set of occupied sites) at time t starting from initial set B is denoted
by Bt , where
Bt = fy: for some x2B there is a path from (x; 0) to (y; t)g:
Thus it is clear that our process will have the additive property (1.1).
This percolation structure also denes the dual process. Occupied sites in the dual
are dened by paths as before. However, the paths for the dual are oriented in the
opposite direction: backwards in time and reverse direction of the arrows. Thus there
is a path from (x; s) to (y; t) for the original process i there is a path from (y; 0) to
(x; t − s) for the dual process. So the dual process Bt is related to the original process
At as follows:
P(At \ B 6= ;) = P(Bt \ A 6= ;); (2.1)
for any AZ and nite BZ. For more on the construction of additive processes and
their duals see Durrett (1995) or Grieath (1979).
Proof of Theorem 1. Before getting into the proof of Theorem 1, we need to describe
precisely how we intend to decrease the death rates at a nite number of sites. In the
original process the death rate parameters at the site x were x(A); A2fx−1; x+1; ;g.
For the new, perturbed process we replace x(A) with
x(A)− x(A)
where 06x(A)<x(A), and, for A2fx − 1; x + 1g, replace x(A) with
x(A) + x(A):
Thus in the perturbed process a death (transition from 1 to 0) occurs with decreased
rate at the site x, but a birth (transition from 0 to 1) occurs with the same rate as in
the original process. We do this alteration at a nite number of sites x.
First we consider a process in which x(;) = 0 for all x. Starting the process with
1’s at the sites f1; 2; 3; : : : ; ng and 0’s elsewhere, the rightmost occupied site is just a
birth and death process. It is easy to see that survival occurs if and only if this birth
and death process is transient. Well known results show that transience is not aected
by changing the rates at a nite number of sites. (See Hoel et al. (1972).) Thus this
case is proved.
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Now assume that x(;)>0 for all x. Let y be the largest site with a decreased death
rate. We want to couple together the original process and the perturbed process. We
can consider the two processes to have the same graphical representation at sites x>y.
(The arrows going into these sites are the same.) Couple together the arrows into the
site y for the two processes as follows: The arrows from y+ 1 to y are the same for
the two processes, except the decrease in death rate causes us to delete some of the ’s
on the arrows for the perturbed process. More precisely, at each time Uyn (y+1) in the
graphical representation of the original process, with probability py+1>0 (independent
of everything else) we keep the  mark and have a death time for the perturbed
process also. For each time Uyn (A); A2fy − 1; ;g, in the graphical representation of
the original process, with probability pA>0 (independent of everything else) we create
a death time for the perturbed process ~Uyn (;)=Uyn (A). All other marks in the graphical
representation at sites x6y are independent for the two processes.
Suppose that starting at time s, in the original process there is a path  from some
occupied site to y, which does not pass through fx2Z+: x6yg, except when it ends
at y at time t > s. Then if the set of occupied sites for the original process contains
the set of occupied sites for the perturbed process over fx2Z+: x>yg at time s, this
will also be true at time t. This is because the only paths that the perturbed process
might have which the other would not, would come from fx2Z+: x6yg. Because the
interactions are nearest neighbor, the path  intersects any path coming from y and
going to fx2Z+: x>yg, giving the original process a 1 at any site x>y occupied
by the perturbed process at time t.
Now start the two processes from the same initial conguration fy+1g (1 at the site
y+1, all other sites vacant). Consider the last time tl that such a path , beginning at
s=0, ends in the original process. (If no such path exists let tl=0.) Now tl is random,
but since we are assuming that the original process dies out, tl <1 a.s. Consider the
following event E: In the original process the rst death at y after time tl occurs before
an arrow is sent from y to y+1, this rst death occurs simultaneously with a death at
y in the perturbed process (or the site is already vacant), and after this death occurs
all the sites in fx2Z+: x<yg become vacant in the perturbed process before an arrow
is sent from y − 1 to y. Note that the probability of this event E is at least p>0,
and if E occurs, then no site in fx 2 Z+: x6yg will be occupied for the perturbed
process after time tl + , some small >0. This is because there can be no path  (as
above) which starts at tl, by the intersection property of paths and the denition of tl.
So with probability at least p>0, the perturbed process will die out some time after
tl. If the event E does not occur, repeat the coupling argument (of this paragraph)
again, starting with the distribution of the (perturbed) process when y + 1 becomes
reoccupied (by the rst birth from y after time tl). Since graphical representations are
independent on disjoint time intervals and p is positive, eventually the event E must
occur, causing the perturbed process to die out.
So far we have proven Theorem 1 in the case of nite survival, considering only
nite initial sets; the proof for innite survival follows easily if duality is used. Set
A= Z+ and B= f1g in Eq. (2.1) to get
P(Z
+
t \ f1g 6= ;) = P(f1gt 6= ;):
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This shows that innite survival of the process is equivalent to nite survival of the
dual. Since the proof above applies to the dual process as well, the result for innite
survival is fairly easy.
3. Coalescing random walks
We now consider a one-dimensional biased voter model in which x is positive at
only a nite number of sites x. As was shown in the previous section, this process
can be constructed from a graphical representation. When time is run backwards and
the direction of the arrows is reversed, we get the dual for this process. (See, e.g.,
Chapter 3 of Durrett (1988).) The dual process evolves as follows: Particles (occupied
sites) perform independent, simple, symmetric, rate one, random walks, until two meet.
When a pair of particles meet at the same site, the two coalesce into a single particle.
In addition to this, there is a second type of interaction. At the sites x where x is
positive branching can occur. When such a site x is occupied, each neighbor becomes
occupied at rate x. We call this dual process coalescing random walks with branching
at a nite number of sites. Working with this process and using the duality equation,
we will show that our biased voter model dies out. Consider Eq. (2.1) where A= f0g
and B= Z:
P(f0gt 6= ;) = P(Zt \ f0g 6= ;):
So the biased voter model dies out i when the dual process starts from all sites
occupied, the probability that the origin is occupied converges to zero.
Proof of Theorem 2. Our goal now is to prove Theorem 2 by studying the coalescing
random walks with branching at a nite number of sites. Consider this process started
from the initial distribution where all sites are occupied. We want to show that the
probability the origin is occupied converges to zero. Now when the origin becomes
occupied, it stays occupied for an exponential amount of time with parameter 1, before
the particle walks away. Starting with the origin vacant and all other sites occupied, let
0 be the time it takes for the origin to become occupied. Consider a two-stage renewal
process which stays in state 1 for an exponential amount of time with parameter 1 and
then spends time 0 in state 0, followed by a return to state 1, etc. If the probability
of being in state 1 converges to zero for this renewal process, then, by attractiveness,
the probability the origin is occupied will go to zero for our dual process.
Now we want to nd E(0). Suppose y1 is the smallest site x such that x>0,
and y2 is the largest such site. Let p1>0 be the probability that, starting from all
sites in [y1;−1] occupied, this interval becomes vacant before it causes the origin to
become occupied. Let p2>0 be the probability that, starting from all sites in [1; y2]
occupied, this interval becomes vacant before it causes the origin to become occupied.
Starting from all sites greater than y2 occupied, the rst of these particles to hit y2
can be considered as originating at the site y2 + 1. This is because any other particle
would have to coalesce with this one in order to get to y2. Similarly, starting from all
sites less than y1 occupied, the rst of these particles to hit y1 can be considered as
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originating at the site y1 − 1. Let 1 be the time it takes a simple, symmetric random
walk starting at 1 to hit the origin. It is a well-known result that
P(1>t)>c=
p
t;
t>0; c>0 some constant. (See Spitzer (1976), for example.) So
P(0>t)>p1p2[P(1>t)]2>
p1p2c2
t
;
implying that
E(0) =
Z 1
0
P(0>t) dt =1:
The proof of Theorem 2 will follow from the renewal theorem and the fact that
E(0)=1. Let F0 be the distribution of 0, and F1 be the distribution of an exponential
random variable with parameter 1. Then our two-stage renewal process repeats itself at
the times T1; T2; : : : ; where Tn+1−Tn are independent and all have distribution F=F1?F0.
Suppose q1(t) is the probability of the joint event that t<T1 and at time t the system
is in state 1. Now
q1(t) = 1− F1(t):
Let P1(t) be the probability that the system is in state 1 at time t. Then
P1(t) = q1(t) +
Z t
0
P1(t − y) Ffdyg:
So by the renewal theorem (Feller, 1971)
lim
t!1P1(t) =
1
1 + E(0)
Z 1
0
q1(t) dt =
1
1 + E(0)
= 0;
and the proof of Theorem 2 is complete.
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