The parameter dependence of the solution x of equation f0(x) + u1f1(x) + u2f2(x) = 0 is considered. Our aim is to divide the parameter plane (u1; u2) according to the number of the solutions, that is to construct a bifurcation curve. This curve is given by the singularity set, but in practice it is di cult to depict it, because it is often derived in implicit form. Here we apply the parametric representation method which has the following advantages: (1) the singularity set can be easily constructed as a curve parametrized by x, called D-curve; (2) the solutions belonging to a given parameter pair can be determined by a simple geometric algorithm based on the tangential property; (3) the global bifurcation diagram, that divides the parameter plane according to the number of solutions can be geometrically constructed with the aid of the D-curve.
1. Introduction
Connection to bifurcation theory
Ordinary di erential equations arising from models in very di erent ÿelds of science are often nonlinear. This means that their solutions generally can not be found analytically so numerical integration is needed. However, although numerical integration is limited to only a few values of the control parameters, it would be very important to know all types of possible solutions of the system for the whole parameter ranges and to know the borders that separate the regions with di erent solutions. This requires analytical investigations. Analytical methods are able to follow the qualitative changes in the behaviour of the system locally (concerning the number and type of stationary points and periodic orbits) or globally (e.g. homoclinic bifurcation) in the phase space [15, 23] . However, these methods indicate the behaviour only for the neighbourhood of the bifurcation parameter value, but not for the whole parameter space.
Our aim is to divide the whole parameter space according to the number and the type of the stationary points. We shall call this separation the global bifurcation diagram; 'global' refers here to the parameter space, while our investigation is local in the phase space. The ÿrst theoretical result in this direction was achieved by [20] . He followed the changes of one stationary state varying a single-parameter value. Details and other references can be found in [6] . In [4, 5, 11] there are methods for constructing global bifurcation diagrams which give the number of the roots of polynomials. In many practical applications the construction of such bifurcation diagrams was carried out by ad hoc methods [14, 17, 19] .
The parametric representation method (PRM) [14] is a systematic approach, which is especially useful if the parameter dependence of the system is simpler than the dependence on the state variables. As an example, in chemical dynamical systems the parameter dependence is usually linear, therefore the PRM is easy to apply [3, 18, 21] . Some general features of the method together with a pictorial algorithm for the determination of the exact number of stationary points can be found in [8, 9] . PRM was also applied to study the root structure of polynomials and extended to study their complex roots [10] . This method is also a useful tool to ÿnd out some relations between the saddle-node and Hopf bifurcation diagrams [21, 22] .
Formulating the problem and the main results
We want to give the number and the type of the stationary points of the following ODE:
x(t) = F(x(t); u);
where F : R n × R k → R n is a di erentiable function, x(t) ∈ R n is the vector of state variables and u ∈ R k is the vector of parameters. The ÿrst step before executing the global bifurcation analysis is the reduction of the dimension of the system. There is no general method for that, the optimal one depends on the structure of the concrete system. The Liapunov-Schmidt reduction or -for polynomials -the Euclidean algorithm are often useful tools. In this paper we assume that
• the system of algebraic equations F(x; u) = 0 giving the stationary points is already reduced to a single equation and • we have two control parameters, u 1 and u 2 , which are involved in the right-hand side of the reduced equation linearly. These control parameters may also be functions of the original parameters of the system. (Two control parameters are chosen regularly in practical applications, primarily because of the visualization.)
With these assumptions the above general problem reduces to the following one:
Problem. Determine the number of the solutions of the equation
as a function of the parameter values (u 1 ; u 2 ).
The implicit function theorem states that the number of the solutions of f(x; u 1 ; u 2 ) = 0 may change at points (u * 1 ; u * 2 ) where there exists a state variable x * so that both f(x * ; u * 1 ; u * 2 ) = 0 and f (x * ; u * 1 ; u * 2 ) = 0 hold. The set of these parameter values is called singularity set. (The "simplest" points of it are the saddle-node bifurcation points.) The detailed study of singularities can be found in [12, 13, 2] . In some cases (e.g. when the parameters are involved linearly) the singularity set can be given by the PRM as a curve parametrized by x. The method has two advantages: (1) the singularity set can be easily constructed; (2) the solutions belonging to a given parameter pair can be determined by a simple geometric algorithm based on the tangential property (see Section 2).
The D-curve

Singularity set and the D-curve
Let us consider the equation:
We will assume
2 (x) = 0 for all x ∈ R: In this section our aim is to give a geometric method to determine the number and values of solutions of (1) at a given parameter pair (u 1 ; u 2 ). To solve this problem we introduce the singularity set:
where we used the notation:
and prime denotes di erentiation with respect to x. The singularity set is widely used in bifurcation problems. Now we show that the PRM has the following special advantages:
• The structure of the singularity set S is often complicated and it is hard to draw. The PRM produces it as a curve parametrized by the state variable x, so it makes visualization of S easy.
• Using the tangents and asymptotes of this parametrized curve the number and even the value of the roots is automatically given for any point of the parameter plane.
Concerning the singularity set the determinants
play a crucial role, expressed in the following elementary proposition.
Proposition 1.
For every x ∈ R we have
If W 12 (x) = 0, then the system of Eqs. (2) - (3) determining the singularity set has one and only one solution for (u 1 ; u 2 ). Let H := {x ∈ R: W 12 (x) = 0}. This way we can deÿne a curve parametrized by x ∈ H on the parameter plane (the domain H of the curve is the union of open intervals).
is called the D-curve (or discriminant curve) belonging to the bifurcation problem (1).
(If f is a polynomial then along the D-curve the discriminant of f is zero.) Note that in relation to the D-curve the word "parameter" is used not only for the original control parameters (u 1 ; u 2 ) but also for the original state variable x which is the parameter of the D-curve.
The set S is not necessarily identical with the D-curve, however, we shall show that under the following hypothesis the D-curve carries all information on the solutions of (1) owing to the so-called tangential property (see Theorem 1). We shall assume that (H2) R\H consists of isolated points; these are not accumulation points of the roots of W 12 .
Tangential property
Now, we are in a position to state the main result of this section, the so-called tangential property:
x ∈ R is a root of (1) for the parameter values (u 1 ; u 2 ) if and only if a tangent line can be drawn from the point (u 1 ; u 2 ) to the D-curve at the point D(x). This is a very simple statement in the case x ∈ H . However, in the case x ∈ H , that is when the D-curve has no point assigned to x, it is not easy to formulate this result, because we should deÿne what we mean by the tangent of the D-curve. Even in this case the D-curve will have a tangent or asymptote which will stand for the tangent line having been originally deÿned for points x ∈ H . First, we calculate the tangent vector of the D-curve. Let us start from the identities
which hold for all x ∈ H . Di erentiating (5) and subtracting (6) we get
Di erentiating (6) we get
Let
Hence from (8)
Solving the linear system (7) - (9) we get the co-ordinates of the tangent vector D (x):
We shall deÿne the tangent of the D-curve with the help of the tangential unit vector. In order to determine the latter we need the following hypothesis:
{x ∈ R: B(x) = 0} consists of isolated points;
that is, the roots of B (if they exist) are isolated. The following proposition is an easy consequence of our hypothesis.
Proposition 2. Under hypotheses (H1)-(H3)
1. The tangent unit vector of the D-curve e(x) = D (x)=|D (x)| is deÿned on R except at isolated points.
2.
For every x 0 ∈ R there exist the left and right limits:
Now we can deÿne the notion of a tangent line of the D-curve. Deÿnition 2. Let x 0 ∈ R be a point and let ' be a line on the parameter plane with equation A 0 + A 1 u 1 + A 2 u 2 = 0. This line is called a tangent line of the D-curve at x 0 (it is not assumed that
The left and right limits lim x→x
± 0 e(x) are orthogonal to (A 1 ; A 2 ), the normal vector of '. Remark 1. This deÿnition is an extension of the notion of the usual tangent. In the case x 0 ∈ H they coincide. In the case x 0 ∈ H there are two possibilities: (i) the D-curve has a removable discontinouity at x 0 , then ' is a usual tangent; (ii) the D-curve tends to inÿnity at x 0 , then ' is an asymptote of the D-curve.
To investigate the tangential property let us introduce
that is the straight line deÿned by Eq. (1) ((H1) guarantees that this set is a straight line for any x). According to the tangential property this straight line is the tangent or asymptote of the D-curve at the point belonging to x:
Theorem 1 (Tangential property). Under the hypotheses (H1)-(H3) for any x 0 ∈ R the line M (x 0 ) is a tangent of the D-curve at x 0 .
Proof. First, we note that in case x 0 ∈ H the statement is trivial, because according to (5) M (x 0 ) includes the point D(x 0 ), and according to (7) the normal vector of M (x 0 ) ( (f 1 (x 0 ); f 2 (x 0 ))) is perpendicular to D (x 0 ). To prove the statement for an arbitrary x 0 ∈ R we show that the line M (x 0 ) satisÿes the conditions of Deÿnition 2. The second condition follows easily from (10). Hence we only have to show that
Using the well-known formula for the distance of a point and a line
Because of hypothesis (H1) it is enough to prove that the numerator tends to zero, and one can assume that in a neighbourhood of x 0 the function f 1 has no root. In this neighbourhood we introduce the function v(x) = f 2 (x)=f 1 (x). For this function we have
and
Using these identities we get
We show that both terms in the last expression tend to 0 as x tends to x 0 .
In the second term
is bounded in a neighbourhood of x 0 , and denoting by M and m the supremum and inÿmum of f 2 1 in a neighbourhood of x 0 one gets
If W 12 (x 0 ) = 0, then this term obviously tends to 0. If W 12 (x 0 ) = 0, then by hypothesis (H2) in a left and right neighbourhood of x 0 the function W 12 is monotone, therefore |W 12 (s)|6|W 12 (x)| for every s between x 0 and x, hence
Hence we have proved (11) .
Corollary 1. The number of solutions of (1) belonging to (u 1 ; u 2 ) is equal to the number of tangents or asymptotes drawn to the D-curve from (u 1 ; u 2 ); the values of the solutions can be read as the value x of the tangent point on the D-curve.
As an illustration let us consider two very simple examples.
For this case the D-curve has the following form:
One can see that the D-curve is determined by the equation u 2 2 − 4u 1 = 0 which is the discriminant in the usual sense. Now, we have a parametrization on the D-curve (by x) hence we can get not only the number of the solutions, but also their value (see Fig. 1 ).
Now W 12 (x) = 2x that is H = R\{0}. The D-curve is not deÿned for x = 0, otherwise D(x) = (−x=2; −1=2x). Fig. 2 shows the D-curve (which is a hyperbola), and the arrows show the direction of the parametrization. D 2 (x) → +∞ as x → 0 from left and D 2 (x) → −∞ as x → 0 from right. Thus the vertical line u 1 = 0 is an asymptote of the D-curve at the imaginary point belonging to x = 0 (in the inÿnity). The numbers in the ÿgure indicate how many tangents can be drawn to the curve that is the number of the solutions of (12) . It is easy to see that from the domain outside the two branches of the hyperbola no tangents can be drawn, while inside the two branches two tangents can be drawn, except for the points of the two axes from where one tangent can be drawn to the curve. However, from the points of the vertical axis an asymptote can also be drawn to the imaginary (u1; u2) . The value of x on the D-curve is increasing with decreasing u2 and it is zero at the origin. The sign of the roots can be easily read, e.g. for negative values of u1 one root is always positive and the other negative. point of the curve belonging to x = 0, so there are two solutions for the points of the vertical axis and only one for the horizontal axis (including the origin).
Properties of the D-curve
In order to ÿnd the number of solutions of (1) for a ÿxed parameter pair (u 1 ; u 2 ) we need to know the number of the tangent lines that can be drawn to the D-curve from the point (u 1 ; u 2 ). The determination of this number is facilitated by the convexity property (see Theorem 2): the D-curve consists of convex arcs that join with common tangent or asymptote at the zeros of the functions W 12 and B. The 'convexity' of the separate arcs means that they locally lie on one side of the tangent line belonging to any point of the arc. If the joining point x 0 is in H , then the D-curve has a cusp point at x 0 . The convexity property also shows that crossing the D-curve at a typical point x 0 (where it locally lies on one side of its tangent) a saddle-node bifurcation occurs. That is the number of solutions of (1) in a neighbourhood of x 0 changes by two, because the number of tangents changes by two, see Fig. 5 .
The exact formulation of the convexity property is given in the following theorem. Example. The D-curve belonging to the quartic polynomial f(x; u 1 ; u 2 ) = u 1 + u 2 x + x 2 + x 4 (swallowtail, [1] ), is shown in Fig. 3 .
In this case W 12 (x) = −2x, that is H = R\{0}. The D-curve is determined by the formulas
so at x = 0 the axis u 2 = 0 is tangential to the D-curve and it is easy to see that this is also part of the set S. Fig. 4 shows the D-curve and the numbers of the tangents. The D-curve consists of two branches belonging to values x ¿ 0 and x ¡ 0, respectively. They join at the origin (corresponding Example. Let f(x; u 1 ; u 2 ) = 1 − u 1 sin x + u 2 cos x. Then D(x) = ( sin x − cos x) is periodic, and the D-curve is a 'single convex' arc, a circle. However, the number of tangents from a point outside the circle is inÿnite, because of the periodicity.
Global bifurcation diagram
The global bifurcation diagram (GBD) or in other words the bifurcation set is the curve (or system of curves) which divides the parameter plane into regions within which the number of solutions of (1) is constant. To deÿne it more exactly, let us denote by N (u 1 ; u 2 ) the number of solutions for a given parameter pair (u 1 ; u 2 ) (the value of N may also be inÿnity).
Deÿnition 3. The parameter u * ∈ R 2 is called regular parameter value if it has a neighbourhood U ⊂ R 2 , such that u ∈ U implies N (u)=N (u * ). The parameter u * ∈ R 2 is called bifurcation parameter value if it is not regular. The set of bifurcation parameter values will be denoted by GBD.
The construction of the GBD is based on the fact that the number of roots of a function may change in two ways:
1. it has a multiple root (the derivative vanishes at a root), 2. a root goes to (or comes from) the inÿnity. This is expressed by the following well-known proposition. The proof is postponed to the appendix. (2) there exists a neighbourhood U 0 of (u * 1 ; u * 2 ) and a compact set K ⊂ R such that (u 1 ; u 2 ) ∈ U 0 and f(x; u 1 ; u 2 ) = 0 implies x ∈ K.
Then N (u * 1 ; u * 2 ) is ÿnite and (u * 1 ; u * 2 ) is a regular parameter value.
Unfortunately, the structure of the GBD may be complicated, we cannot give it generally -for all functions f i -but we can determine it for a wide function class. The set of these functions is speciÿed by the following hypotheses. (H4) W 12 ; f 1 ; f 2 have ÿnite number of roots.
(H5) lim We shall prove that under these hypotheses the number of the solutions can change either at the set S or at inÿnity. If no solution can come from the inÿnity then GBD ⊂ S. In the other case, when a root can come from the inÿnity then the GBD is the union of the set S and the so-called -or !-branch, the tangent or asymptote of the D-curve at x = −∞ or at x = +∞, respectively. Proof. According to (H4) for |x| large enough one can write
Proposition 4. Under hypothesis (H4) the limits
(similarly for i = 2). Since (f 2 =f 1 ) = W 12 =f One can prove that the -and the !-branch are tangent lines or asymptotes of the D-curve at x = −∞ or +∞, respectively.
Theorem 3. Under hypotheses (H1)-(H5) GBD
Proof. We shall prove that u * ∈ S ∪ A ∪ implies that u * is a regular parameter value. This follows from Proposition 3, if its second assumption is fulÿlled. That is, it is enough to show that in the case u * ∈ A ∪ there exist c ¿ 0 and r ¿ 0 such that |x| ¿ c and |u i − u * i | ¡ r (i = 1; 2) imply f(x; u 1 ; u 2 ) = 0. We shall prove this for x ¿ c, the case x ¡ − c is similar.
First, we consider the case ! 0 = ±∞ (i.e. = ∅). Let r = 1 and let c be a positive number for which x ¿ c implies |f
Remark 2. As we saw above the number of solutions changes by two crossing the D-curve at a typical point. Crossing the -or !-branch the number of solutions typically changes by one, because one of the solutions goes to or comes from inÿnity. However, a detailed description of the possible changes is intricate [8] .
Examples
The equation
In this part we apply the PRM to the following special case of (1):
where g : R → R is a C 2 function, a; b ∈ R are control parameters (instead of u 1 and u 2 ). In order to satisfy (H3) we assume that the roots of g are isolated, because in this case B(x) = g (x). Hypotheses (H1), (H2) and (H4) are satisÿed, because f x and lim
The singularity set is determined by the equations
Since H = R, to any number x; system (13), (14) has a unique solution (a; b), which is the D-curve. It is given by the formulas
Its derivative is 
Let us denote this line by T (x).
The main result of the PRM -the tangential property (Theorem 1) -yields that a number x is a solution of (13) for a given parameter pair (a; b) if and only if (a; b) ∈ T (x). In other words T (x) = M (x). Hence for any point (a; b) in the parameter plane the number of the solutions of (13) equals to the number of the tangent lines that can be drawn from (a; b) to the D-curve. Furthermore, also the value of the solutions can be read as the value of x at the tangent point.
According to the convexity property (Theorem 2) the D-curve consists of convex arcs. Since in this case H = R, therefore these arcs can join together only in cusp points. The cusp points can be calculated from the equation g (x) = 0. Moreover, the 'convexity' of the separate arcs means that they completely (not only locally near the tangent point) lie on one side of the tangent line belonging to any point of the arc. So the number of the tangent lines drawn to a given arc can be determined by means of Fig. 5 .
Using the D-curve the number of the solutions for a ÿxed parameter pair (a; b) can be established so that we determine how many tangent lines can be drawn to the separate arcs and we sum these numbers for all arcs. This way we also get information about the values of the roots, for if two tangent lines can be drawn to the arc between the cusp points at x 1 and x 2 then the number of the solutions of (13) for the ÿxed (a; b) parameters is exactly 2 in the interval (x 1 ; x 2 ).
Thus in this special case Theorem 2 can be stated in a stronger form: (2) This is a consequence of the second statement of Theorem 2, but here we present a new proof, which is needed to the veriÿcation of 3. Let x ∈ R be a point where g does not change its sign, say g (y) ¿ 0 if y ∈ (x − h 0 ; x + h 0 )\{x} (may be g (x) = 0). Let n(x) = (1; x) be the left normal vector of the tangent line T (x). We will show that for |h| ¡ h 0 the point D(x + h) is on the left side of the tangent line T (x). For this we show that for 0 = |h| ¡ h 0
where dot denotes the inner product in R 2 . Let us assume that h ¿ 0 (the case h ¡ 0 is similar). Then using (17) n
(3) If there were three tangents to the arc under consideration at the points y 1 ; y 2 ; y 3 ∈ [x 1 ; x 2 ], then one of the tangents, say T (y 2 ) would separate the other two tangent points D(y 1 ) and D(y 3 ). This contradicts (18) if we apply it to x = y 2 .
Remark 3. Statement 3 is true in the general case too, if we assume that one of the functions f 1 or f 2 does not change its sign. 
The equation
According to (15) and (16) the D-curve belonging to this equation is given by the formulas:
Calculating the derivatives one can draw the graph of the functions D 1 and D 2 , see Fig. 6 . The function g (x) = 2 + 6x has one root x = −1=3, therefore the D-curve has one cusp point at x = −1=3. Using the graph of the functions D 1 and D 2 and the convexity property we can draw the D-curve (Fig. 7) . The number of tangents is 3 "inside" the cusp and 1 "outside". The D-curve divides the parameter plane into two regions according to the number of the solutions, that is, the D-curve is the GBD. One can also see this from Corollary 2, since lim|g(x)=x| = ∞. 
We follow the same procedure as in the previous example. The D-curve belonging to this equation is given by the formulas:
The function g (x) = e x has no root, therefore the D-curve has no cusp point. Using the graph of the functions D 1 and D 2 and the convexity property we can draw the D-curve (Fig. 8) . The number of tangents is 1 in the upper half plane, 2 in the lower half plane on the left side of the D-curve and 0 in the lower half plane on the right side of the D-curve. Hence the D-curve does not divide the parameter plane according to the number of the solutions. This is because the D-curve has a tangent at x = −∞, this tangent line is the horizontal line b = 0, which is the -branch of the GBD. The existence of the -branch follows also from the fact that lim x→−∞ |g(x)=x| = 0. (Note that there is no !-branch, because lim x→+∞ |g(x)=x| = ∞ is not ÿnite as x tends to +∞.) Thus the GBD consists of two arcs: the D-curve and the -branch. 
A two-dimensional chemical dynamical system
Now, we investigate the number of stationary points of the following system, which is a model of a catalytic chemical reaction [7, 16, 21] 
First, we reduce this system to a single algebraic equation. Expressing y from (20) we get
Substituting (21) into (19) we get the equation
which determines the number and the x co-ordinate of the stationary points (the y co-ordinate is uniquely determined by the x co-ordinate via (21)). Let the control parameters be a and b, the value of c and d is ÿxed. The singularity set belonging to Eq. (22) is determined by the equations f(x) = 0 and f (x) = 0. Using the PRM we get it in the following parametric form: The D-curve determined by these formulas is depicted in Fig. 9 (swallowtail) . The number of tangents, that is the number of solutions is 4, 2, or 0 in the di erent regions (similarly to Fig. 3) . However, from a chemical point of view, the realistic solutions are between 0 and 1, and the realistic parameter values are positive. Thus the number of realistic solutions is equal to the number of tangents to the part of the D-curve belonging to x ∈ [0; 1] from a given point (a; b) in the positive quadrant. The relevant restriction of the D-curve is shown in Fig. 10 .
We immediately see in this ÿgure that from a point of the positive quadrant we can draw one or three tangents according to the location of the parameter pair (a; b). In the "inner" part of the cusp there are three tangents, and in the "outer" part there is one. Hence, the GBD concerning the number of realistic solutions is that part of the D-curve lying in the positive quadrant.
