ABSTRACT This paper studies the problem of adaptive reliable H ∞ control for a class of T-S fuzzy systems with actuator failures. In contrast to work found in the literature, stochastic actuator failures are considered, and stochastic functions are used to denote failure scaling factors. By combining an adaptive method with a switching-type control mechanism, a novel and reliable static output feedback control scheme is developed, where adaptive parameters are updated such that failure effects are compensated effectively. Furthermore, an H ∞ performance index is proposed to attenuate the effects of sensor noises. Finally, a nonlinear massspring-damper example is presented to verify the effectiveness of the method proposed in this paper.
I. INTRODUCTION
In recent decades, nonlinear control systems have been widely investigated in the literature, among which the Takagi-Sugeno (T-S) fuzzy model is one of the most popular methods used for nonlinear system design [1] . Note that T-S fuzzy systems are dictated by IF-THEN rules, where local linear representations are provided; in addition, it is widely known that nonlinear functions can be approximated universally by T-S fuzzy models [2] . Recently, T-S fuzzy control systems have seen extensive study, and a number of significant control methods have been developed; for example, in [3] , a quadratic stability condition was proposed to analyze the stability of T-S fuzzy systems. In [4] , time delays are considered for nonlinear systems using T-S fuzzy models, and in [5] , tracking performance is considered in the design. More recently, T-S fuzzy controllers have been widely used for nonlinear system designs [6] - [9] .
On the other hand, Markov jump systems (MJSs) consist of a finite number of operation modes, i.e., a type of stochastic hybrid system. The advantage of using MJSs is that random abrupt changes, such as abrupt faults, can be well modeled for dynamic systems. Note that in practical system models, control components, including sensors, actuators and process components, often become faulty abruptly, which may lead to poor or intolerable performances for closed-loop systems. To compensate for the effects of abrupt failures, many reliable and fault-tolerant control (FTC) methods are proposed [10] - [13] . Initially, fault detection and isolation (FDI) was one of the most popular methods [14] - [17] , based on which the FTC methodology was further developed for both linear and nonlinear systems. For example, in [18] , an observed-based output feedback fault-tolerant controller is designed, while in [19] , adaptive fault-tolerant control for a type of complex dynamical network with actuator faults is investigated. In [20] , adaptive fault tolerant control for a type of nonlinear system is studied. Note that in practice, faulty actuators may recover but become faulty again; to address this situation, in [31] , an infinite failure model is investigated using adaptive FTC methods. Notice that actuator failures are stochastic in nature, and abrupt failures can be modeled as a Markovian process [32] , [33] . Further, a more relaxed assumption was introduced in [24] , where actuators are assumed to be faulty at any sampling instant.
In this paper, the reliable adaptive H ∞ control problem is studied for T-S fuzzy systems with Markovian jump failures. Compared with other works in the literature, the considered faults are assumed to be multi-Markovian variables. Although some similar results for stochastic actuator failures are reported in [23] and [24] , it is difficult to apply existing control schemes to T-S fuzzy systems with Markovian jump failures. Combined with adaptive mechanisms, a reliable static output feedback (SOF) controller is designed in this paper, where adaptive parameters are updated to compensate for the effects of failures. The main contributions are as follows. 1) Stochastic functions are used to denote scaling factors of actuator failures. In other works in the literature, actuator failures are assumed to comply with an identical Markov process, which is conservative to some extent. 2) Switching-type control gains are designed for the combination of linear matrix inequalities (LMIs) and adaptive mechanisms. 3) Reliable H ∞ control methods are combined with adaptive mechanisms such that both stochastic actuator failures and external disturbances are treated simultaneously.
The remainder of this paper is arranged as follows. Section II presents some preliminaries and the problem formulation. Section III discusses the adaptive fuzzy control design and stability analysis in detail. A simulation example is studied in Section IV, which verifies the method proposed in this paper. Finally, section V concludes this paper.
Notation: ''≺'' denotes every element M ij < N ij , i = 1, . . . , n, j = 1, . . . , n in the matrix inequality M n×n ≺ N n×n .
II. PRELIMINARIES AND PROBLEM STATEMENT
Consider the following continuous-time affine fuzzy model:
Rule i: If v 1 (t) is µ i1 and . . . and v q (t) is µ iq , theṅ
where x(t) ∈ R n is a state, u F (t) ∈ R n u is the control input with stochastic failures, y(t) ∈ R m is measured output, z(t) ∈ R n z is the controlled output, and w(t) ∈ R n w is noise, which belongs to
and F i are constant matrices whose dimensions are assumed to be appropriate, v 1 (t), · · · , v q (t) are premise variables, and
and µ iι (v ι (t)) is the membership grade. Then, we have
Using a standard singleton fuzzifier and weighted centeraverage defuzzifier, we have the following global dynamics of system (1)
Assume that the control input u F (t) has m fault models, which are expressed as
where ρ r(t) = diag{ρ 1 r 1 (t) , ρ 2 r 2 (t) , . . . , ρ m r m (t) }, m k=1 ρ k r k (t) = 0. r(t) = (r 1 (t), r 2 (t), . . . , r m (t)) is a multiMarkovian variable, andû(t) = [û 1 (t),û 2 (t), . . . ,û m (t)] T is the adaptive SOF control law, which will be designed later. ρ k r k (t) is the stochastic actuator efficiency factor, ρ k
is the lower bound of ρ k r k (t) , while ρ k r k (t) is the upper bound. r k (t) is defined in the probability space ( , F, P), which is independent of r l (t), for l = k. Note that r k (t) ∈ S, and S = {1, . . . , L}. The transition matrix k = (π k pq ) L×L satisfies
where
The initial value r k (0) of r k (t) obeys a stationary distribution. Then, we have that the probability distribution of r k (t) is θ k [34] .
Remark 1:
denotes the failure-free case, while if 0 < ρ k r k (t) < 1, it denotes the case of partial degradation.
The switching from modes (
The main objective of this paper is to design an adaptive SOF controller that guarantees that closed-loop system (2) is stochastically stable and that disturbances are attenuated by an H ∞ performance index γ . First, we present the following useful definitions.
Definition 1 [35] : Given an SOF controller, system (2) is stochastically stable if the condition
Definition 2 [21] : Given ε and γ > 0, the adaptive H ∞ performance index γ is satisfied for system (2) if the following condition holds: (2) and (3) is given as
, the expectation of the infinitesimal generator of V (x, r(t)) satisfying (2) and (3) is
The proof can be readily obtained using the theory of expectation and stationary distribution; thus, it is omitted.
Lemma 3 [22] : Given X ∈ R n , Q ∈ R n×n , and U ∈ R n×m , the following two conditions are equivalent:
III. MAIN RESULTS

A. ADAPTIVE RELIABLE H ∞ CONTROL DESIGN
In this section, an adaptive reliable H ∞ control scheme is developed. First, let
is unknown and will be estimated later.
From the definition of λ r(t) , it is easy to obtain that ρ r(t) λ r(t) = I Then, the adaptive SOF controller is designed aŝ
whereλ r(t) is the estimation of λ r(t) .λ r(t) = λ r(t) −λ r(t) . u(t) is the mode-dependent SOF fuzzy controller, which is
where K r(t),j depends on r(t), determined later.
Combining (6), (7) and (2), we have
The following theorem provides a sufficient condition for the reliable adaptive controller design problem studied in this paper. First, let r k (t) = p k , where
Theorem 1: Given γ > 0, closed-loop system (8) is stochastically stable and satisfies the H ∞ performance index γ , as presented in Definition 2, if there exist matrix variables Y > 0, Q and M [r] j and a scalar α > 0 satisfying the following conditions:
where (10) holds [see (10) at the top of the next page] and
j F i , I denotes the unit matrix, andλ [r] ι is a switching-type parameter to be obtained by discretizing the continuous-time adaptive parameterλ k,p k in the next subsection. The adaptive parameterλ k,p k iṡ
r(t),j y. The jump initial condition is set asλ k,p k (t 0 ) = 1, and t 0 = 0; ξ k > 0, σ k ≥ 0 and b k > 0 are design parameters. The corresponding switching-type control parameter K 
[r] ι 31 32
where r(t) takes on values in S m , and Y p 1 ,··· ,p m > 0, which are to be determined. b k > 0 and ξ k > 0 are parameters to be designed. Because r k (t) = p k for t ∈ [t s µ , t s µ+1 ), using Lemma 1 and (5), (8), we have that (13) , as shown at the top of this page, holds:
From Young's inequality [36] , we have
where α is a design parameter. Substituting (14) into (13), one can obtain
Define
Consider the performance index
Under a zero initial condition, one can obtain
Note that the last term of (19) is
Combining (19) and (20), we have the following condition:
for a Class of T-S Fuzzy Systems With Stochastic Actuator Failureŝ
Let the initial condition ofλ k,p k be given in (12) , and combining (11) and (21), we have that (22) , as shown at the top of the previous page, holds : where
Second, because E{z T (t)z(t)}−γ 2 w T (t)w(t)+E{LV 1 } < 0 can be guaranteed by (23) , as shown at the top of the previous page. According to Young's inequality [36] , we have
According to the property of LMI, one can obtain
Combining (23), (24) and (25), it follows that (26) , as shown at the top of the next page, holds.
whereλ =λ p 1 ···p m , I is the unit matrix,
Note that the adaptive parameterλ is a continuous-time variable, which cannot be utilized directly in the LMI toolbox. Next, the switched parameterλ [r] ι (ι = 1, 2) is utilized to replace the parameterλ and will be designed in the next subsection, where r denotes the switching number of the adaptive parameterλ and ι is the subscript that is used to guarantee that the designed LMI is convex. Accordingly, K
From Lemma 3, we have that (26) is equivalent to
and W is a slack variable. Denote W as
where Q is nonsingular. Thus, one can obtain
It further follows that (33) holds [see (33) at the top of the next page]. Utilizing the Schur complement lemma, (33) is expressed as (34) [see (34) at the top of next page], (34) can further be expressed as
Thus, one can obtain that 1iiι + 2iiι < 0,
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Under the condition x(0) = 0, from (18), we have
When w(t) ≡ 0, we have that there exists a positive constant ε satisfying
εσ min (Y i 1 ···im ) F 0 , which guarantees the stability of (8) . In addition, according to Definition 2, and from (37), we have that the H ∞ performance index is satisfied. This completes the proof.
B. SWITCHING-TYPE CONTROL GAIN DESIGN
Because the adaptive parameterλ is time varying, it cannot be utilized directly in the Matlab LMI toolbox. To solve this problem, the following discrete algorithm is obtained, i.e., the continuous-time parameterλ is expressed as the discrete-time switched parameterλ [r] ι , ι = 1, 2.
Algorithm 1 Adaptive control gain design
Step 1. Choose the designed positive diagonal matrix C, which denotes the discrete-time switched distance. Set r = 1 and t 0 = 0.
Step 2. Using the Matlab LMI toolbox [28] based on the convex optimization property of the LMI, solve (9) witĥ λ [1] ι (t 0 ) = I ,ι = 1, 2, and let K [1] r(t),j = ( M [1] j Q −1 ) T .
Step 3. At each time t > t s = t 0 , if j Q −1 ) T (t s can be seen as a memory time instant, which denotes the latest switching time).
Step 4. Return to Step 3 untilλ ι (t) ≺λ ι (t s ) + C; then, move onto the next step.
Step 5. End.
Remark 3:
Noting that the adaptive parameterλ r(t) is updated online. The parameterλ [r] ι (t s ), which depends on the distance C, will possess multiple different values. Accordingly, the control gain K r(t) possesses multiple different values.
IV. SIMULATION
Example: Consider a nonlinear mass-spring-damper system [29] , [30] as described by
where ω denotes an external disturbance, s is the displacement, u is the force, M denotes the mass, and g(s,ṡ), f (s), φ 1 (s) and φ 2 (s) are nonlinear terms. Using the T-S fuzzy model, we have that system (38) can be represented as
The operating domain of system (38) is assumed to be = {x : |x 1 | ≤ 1.5, |x 2 | ≤ 2.5}, the premise variable is chosen as x 1 , and the universe of discourse is x 1 = {x 1 : |x 1 | ≤ 1.5}. The corresponding matrices in (38) are borrowed from [30] : Simulation results are shown in Figs. 1-5 , where the closed loop is ensured to be stochastically stable.
Figs. 1 and 2 show the trajectories of the controlled output signal z and measured output signal y, respectively. The adaptive parameterλ k,p k (t) is plotted in Fig. 3 . Furthermore, to verify the advantage of the method proposed in this paper, the corresponding simulation results using a passive method [8] are also shown in Figs. 1, 2, 4 and 5, from which we have that the adaptive control method proposed in this paper achieves better results.
V. CONCLUSIONS
This paper presents a novel adaptive reliable H ∞ control scheme for T-S fuzzy systems with Markovian jump failures. Actuator failures with a stochastic function possessing multi-Markovian variables are considered. By combining an adaptive method and switching-type control gain, an active reliable control method is proposed that guarantees both the stability of closed-loop systems and good disturbance attenuation performance. Finally, the simulation results illustrate the effectiveness of the approach proposed in this paper for providing guaranteed stability and satisfactory performance. Extension to nonlinear systems with uncertainties will be under our future research.
