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valued　output and a　number　of binary-valued　inputs.　The
























the　linear algebra　aspec ts. The　linear Inequality　system
　　　　　　　　　　　　　　　　　　　　　　丿inherent to ａ threshold func tion will　be　treated　elaborately・












IV,　１ｎChapter ｖ and　in Chapter VI.　Three　ｄ１８tineｔ　methods　are
proposed　in　each chapter.　The　first　method １Ｓ　based　on　the
solutions　of　the　adjo±nt　linear　equation　system.　The　second
one　１Ｓ　stated as　the　de terminantal condition　of certain ma―
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threshold　principle　were　first　investigated by McCulloch and
Pitts　in　1943．　Later von Neumann al3o　considered　this　logic
to　discuss　the　reliable　network　composed　of unreliable　elements.









since Karnaugh and Gutermぼ
as　threshold　devices.
　　　　　At　present,most digital　computers　are　constructed　from
the　fundamental　building blocks　such as　AND, OR, NAND and　NOR
ga te s.　Ａ１１　of　these　conventional　gates　have　some　very excellent
properties　mentioned below.











　　　　　　　　　　for　the　practi al　design　engineer　of digi tal　systems ．
　　　　　These　factors　may　suggest　surely in　some　sense　that　it　is
entirely　natural　to　chooze　these　c onventi onal　gates　for　the




more　and more　extensively used　not　only　for arithmetic　calcu-
lations　but for　various　information processings, our　require-
ments　on　their　speed, ability and　compactness　increase　more　and
more strongly. To aim　at　more　speed　and　compactness, １ｔ　needs
at　least　ａ　logically more　powerful　basic　building block.　工ｎ
actual, the　number　of gates　that　are　required　to　Implement　ａ
given Boolean　function can be　practically decreased　by using
more　powerful　fundamental　building blocks.　still　more, this












other　words, any　given Boolean　func tion　can　generally be　real―
ized　with　less　threshold　gates.　Therefore　the　proper　use　of
threshold　gates　provides　the　possibility　of　increments　in　speed





the　Boolean　func ti on　realized　by　threshold　gates　１ｓ　comple tely




ｃons true ted　from　the　conventional　gates, it　needs　to　change　the
internal　interc onnec tions ･　This　is　rather　troublesome　operations.
Hence, this　Indicates　that　threshold　devices　are　suitable　for　the







Boolean　func tion　in　the　same　manner　as　AND, OR, NAND and　NOR
gates。















works　of　Threshold　Logic　have　been done　in association with












　　　　　In　general, a　Boolean　func tion　is　defined　as　follows. Let
ｘ denote ･the　set which　consists　of　the　two values　of　the　binary
logic.　The　two　elements　in　ｘ are　usually denoted by　the　two
integers　ｌ　and　Ｏ．　For any　given　positive　integer　n, consider
the　Cartesian power
　　　　　　　　　　x"= X R X 0・‥．０Ｘ
which　is　the　Cartesian product　of ｎ copies　of ｘ．
Thus, the　elements　of X" are　given as　the　2 ordered　ｎ一tuples
　　　　　　　　　　（ｘ１タ　ｘ２９　・・・・９ｘｎ）
where　the　k-th coordinate　ｘｋ　is an　element　in　χ　for　every
k=l, 2,・・・・，ｎ．　　Hereafter, x" will　be　called　the　n-cube　and
its　２ｎ　elements　are　called　the　inpu七　points　or　vertices.　By
ａ　Boolean　function ｆ（ｘ１゛ｘ２゛゜゛゛・゛ｘｎ）ｏｆｎ variables゛ we　mean
　　　　　　　　　　　　　　　　－ａ func tion
　　　　　　　　　　　　　　　　　ｎｆ ｓ χ　→　χ
from　the　n-cube　X" into　χ．　In　other words, a　Boolean　func tion








which can be　realized by ａ　single　threshold　gate.　Ａ　threshold
gate　is　ａ　device　with ａ　single　binary一valued　output　and　ａ
number　of binary-valued　inputs.　Ａ real　number　is　given　in





































separable　function, a　majority　or　ａ　voting　func tlon, and　ａ
linear　input　function.　These　names　come　from　Its　behavior.








cube　ａｒ】ｄ　the　set　ofarguments　of ａ　Boolean　func tion　of ｎ
variables.
　　　　　工ｆ　the　Boolean　function　takes　the　value　ｌ　for　ａ　given




func tl on　take ｓ， divides　the　set　of vertices　into　two　classes.
　　　　　工ｆａ　given　Boolean　function　is　ａ　threshold　func tion, there
exists ‘an （ｎ‘-l)-dimensional　hyperplane　π　which effects　this
－７－





























　design, bu七　can be　applied　to　the　system where　the　mathematical
　model　of　the　threshold　principle　dominates　such as　Deci sion
　Theory･








　The　fundamental　building blocks　selec ted by　the ，engineer　are
　ordinarily　determined by various　criteria　such as　logical
　abilities, availabilities　of physical　elements, easiness　of




　ments, let　us　consider　the　subject (2) mentioned　concerning
































whether　or　not　such ａ　given be havi or　is　realizable　with Ｎ　thres-
hold　elements.　This　reformulation　of　the　problem will　corres-
pond　to　the　areas 。(l), (3) mentioned　above・
－　１０　－
　　　　　Ifany　given behavior　of　the　autonomous　network　is　seen








cerned　only with　its　behavior　of　the　ne twork　construe ted　from













neurons. The　nervous　ne twork　has ２Ｎ　internal　states　on　the
１１　－
whole　If each neuron is　assumed　t o■have　two　states, namely,











































pattern always　becomes　the　internal　state　c orre spondlng　to　one
of　the　representative　patterns, the　output　of　to which category
the　input pattern belongs　can be　readily　indicated。
　　　　　Hitherto　the　autonomous　network　has　been considered whose
initial state　is　set by　the　external　Input. As　long as　we　are
concerned with　the　realization problem　of　such an autonomous
network, this　will　be　only　the　modification　of Threshold　Logic
of ａ　single　threshold　element.　However, the　synthesis　problem































　　　　ij　the coupling ｃoeｉヽficient　that　transfers　the pulse





　　uj(t) = the　state　of neuron J at　the　Instant　of　t, namely.
　　　　　　　　　1or Ｏ　corresponding　to　fire　or rest,　respec tively・



















from Ｎ　threshold　elements,　Ｔ１夕　Ｔ２゛゜゜゛゜．　Tj,whose　be havl ors　are
expressed　by Relation 2.2.　The　network　transits　sync hronously
with　time　delay　て・
２．２　Notations　and　Definitions
　　　　工ｆ all　the　components ｖｉ of ａ vectoｒ　-ｖ　.＝■(v,, Vg,゜゛゜゜゛ｖｎ）
are positive, let us denote v>0.　工ｆ all the components ｙｉ are




expressions v>-0, V≧Ｏ and
ｖ≧Ｏ are　distinguished in such meanings.　These will be called
ａ　positive　vector, a　nonzero nonne ga tive　vector and ａ　nonnega一
－16 －
tive　vec tor, respec七ively・
　　　　　Likewise, the　3inii！ar notations v<0, v^O, and ｖ≦Ｏ can
defined.　　Ｗ１七ｈ regard　ｔ０ ，ａmatrix H,　the　similar　notations　are




of ａ matrix denotes　the　inverse　of　the　matrix.　By the　terms　of
a (m,　ｎ）一type　matrl×．　we　mean　the　matrix has　ｍ rows　and　ｎ Ｃolumn
　　　　　Definition 2,1.　　Let tJ.　and w.　denote　the　N-dimensional





The se Ｑ１　and ゛１ are　called　the　weight vector and　the　threshold-
weight vector.
　　　　　Definition 2.2.　　Assume　ｔｈａ七　each　threshold element　takes
either　of　ｔｗｏ夕tates denoted by integer　１　or　Ｏ．　Ｌｅｔ゛ｊ　den゜te
generally　the　state　of element T･．　Then, the ‘ordered　set
　　　　　　　　．　　　　　　　　　　　　　　　　　ｊ
（ｕ１．　ｕ２９　°¨．り　゛Ｎ）゛illbe called the ･internal　state　ｖｅｃ七〇ｒ．
There　exist ２Ｎ　distinct internal　state　vectors　on　the　whole　In




in ascending　order　of　these　binary numbers.　　However, make　an
－17 －
exception in labeling ｇｊ＋１（ｊ°１．　２１　°‥．　Ｎ）’　Ｎ゛゜ely, ‘Ｇ｀ｊ＋１
represents　the　internal　state　vector such　that　only ゛ｌｊ　°１
and ゛１１　the other u.　°○（１°１９　２・ ・●．｀ﾀ　Ｎ；　１芦!ｊ）．　That　ｉｓ；
????????（?（?
= (o, o, 0,　・・・・９０）
゜（１９　０．　０９　・・・・９０）
= (O, 1, O, . . .･．，０）
●●●●●●●●●●●●●●●●●●●●●●●
tlN＋1














of notati on.　In　Chapter Ill　this　labeling will　be　altered　for ａ
convenience　of analysis　by regarding　the　set　of all　the　internal
state　vec tors　as　Galois　ｆｉｅｌｄＧＦ(２Ｎ)．
　　　　　Definition　2.3.　　　Consider　the(N+1)-dimensional　vector



































Pur t he riJiore　ｃonsider　the　submatrix U工 that　consists　of




















１ｎ　place　of　the　”internal　state　vector”for brevity, if it　does
not　make　any　confusion　from　the　context.







　　　　　Definition　2.6.　　Let　the　notation Ui, = f.u . denote　the
















































N+l)-type　diagonal　tnatri x and C工Ｉ(1)
１ｓ　the (2^-N-l,　２Ｎ‾Ｎ‾１)‾ｔｙｐｅ　diaconal　ma trix. Cj.(i) and ＣＩＩ(１)
are　called　the　primary　characteristic　matrix and　the　secondary















C(l) (i=l, 2・　・・・・．　N) are　completely de term±ned,　Conversely,
１ｆ Ｎ characteristic　matrices　are　given, then ａ　transition state






ｆＮ of Ｎ variables.
　　　　　From　now,　the　relations　mentioned　in Proposition ２．４　are
denoted　as　follows：








































































let us denote the internal state at time ｔ by li. , then the in-



















always　remains　s ta te　ｌ　regarrilos3　of　the　intei'nal　s tfite　to
assume　the　following relation.
?ｏ（％）゜1 （２．11）

































charac terlstic　matrix　C(i) and　the　universal　matrix ｕ　as　follows.
C(i) ･ U　.V≧Ｏ　゛　　（１°1, 2,゜１’゜゛Ｎ） (２．14)
The　expression　of each Inequality　System　2.lli　contains　all　the
internal　state　vectors　in　the　implicit　form.　Let　ｕ８　pay at ten-
tion that in each Inequality System 2.1'↓the relation≧holds
if and　only　if　ｔｈむ　internal　sto te　is　involved　in　the　negative
set and　七he　relation > holds　if and　only　if　the　internal　state
is　Involved　in　ｔｈｅ、 positive　set.




2 > (n + l) holds　in　general　wi th　exception　of　Ｎ　＝　1, it　fol-
lows　that we　are　faced　to　the　inequality　system where　the　numljer
of inequalities　is　larger　than　the ･number　of unknown variables,













２．111　are　consistent　for　every charac teriatic　matrix C(i) (i=l,
２夕　・・・・９　N)determined　completely by　Relation ２．３。
　　　　　Conversely, if ａ　given　transition　state diagram　is　not
realizable　with Ｎ　threshold　elements, then　there　exi3ts　at
least　one　charac teristic　ma triχ　determined by Relation　２．３
for which Inequality　System　2.1't　1ｓ not　consistent。
　　　　　工ｔ　Is　rather　complicated　to　handle Inequality　Systems
２.14　directly because　the　equality　3ign does　not　necessarily

















　　　　　If　for　the　solutionC.,　all　the　linear　forms C(i) . U °t-
have　positive　values, there　is　no　question.　Thus,　let　us











Since　each left　side　of Inequality　2.17　１ｓ　ａ　continuous　func ti on









　　　　　There fore, The orem　２．１　１ｎaasociation with　Theorem　２．２
lemds　to　the　next　theorem, which is　ａ　basic　theorem　for　our
further developments.
　　　　　Theorem ２．：}|．　　Ifa given transition state万diagram Ｆ１１ｓ
realizable　with Ｎ　threshold　elements, then Absolute　工nequality
Systems
C(i) . U°七勁１ ＞０　　， (i≫l, 2・　●・・・．　N) (2.19)
are　consistent　for　every characteristic　matrix C(i) (i=l, 2・　・・・！





　　　　By　theorem 2.3, it ･１ｓ　concluded　that we　can deal with
Absolute　Inequali ty　Systems　2.19　independently　for　each　threa―




　　　　　Thus, hereafter　let　us f orcus　ｏｕｒ･atteりtion　to　only　one
Absolute　Inequality　System　2.16 with respec ｔ　to　ａ　certain　thres―




　　　　　Theorem 2.4.:´万Le ｔ Ｈ and ｘ be　an arbitrary (m, n)-type
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●



















１ｓ　consistent, if and　only if　the　equations
(2.21)








　　　　　　　　　　　　　　　‥　　　　　　　(53)have ａ positive solution ‘ｄ１＞○。










１ｓ　ａ　２‘-dimensional　colu;nn･vector　3UCh　that d > O.
　let　ｂ(ｔ)ｄｅｎｏｔ６　the　k-th　fundamental　independentNow, let　ｂ
solution　of　tlie　adjoint　linear equations：




fundamental　Independent　solutions　of Equa ti on　2.21.　The　purpose
of　this　section is　to　introduce　the　fundamental　solution matrix.





whose　k-th c olumn equals　to　the　k-th　fundamental　independent
solution　of Equation 2.21.　Then, B(i) can be　expressed in　the
following　form.
B(i)。




　　　　Proof:　　Each c olumn of B(i) surely leads　to zero vec tor,
１ｆit　１８　substituted　Into　the　linear　forms　of Equation　2.21.
Besides, it　Is　linearly independent, since　the　identity matrix
Ｅ
２Ｎ
１ｓ　contained as　the　submatrlx　of B(i). Q.E.D.
-N-1
　　Definition 2.10.　Let　B(i) denote　the　submatrlx　that







putation.　工ｎ　fact, it　hardly requires　complex　c omputa ti ons　vi th








the　problems　of ａ　single　threshold element　rather　than as　the
autonomous　network problems,　because　of　the　reason mentioned　in
the　previous　chapter.　The　results　obtained、here、ｈｏｉ､/･ever、are
readily applicable　to　an autonomous　ne twork by　trivial　modifi-
cations.。
　　　　　工ｎ　this　chapter,　the　procedure　ofdetermining　the　practical
values　of weights　and　threshold　which realize　the　given Boolean





．１　　Wei hts ･and　Threshold －Values　ｉｎＲＮ．＋１
・　　　　Bypreceding arguments, It　is　concluded　that　we　can　testi-
fy by　the　following procedures whether　or　not　ａ　given　transition
state　diagram　13　realizable.
　　　　　（１）　Fora　given　transition　state　diagram F。find　ｅ!ich
　　　　　　　　　characteristicmatrix　C(i) de termined　ｃ omple tely by
　　　　　　　　　Relation２．３・，








　　　　　(４)　工ｆfor each １ (i=l, 2,　・・・・９　N),Equation　System　2.22







sented　by　the　characteristic　matrix　C(i) can be　realized　by ａ
single　threshold　element.　Then,　let　ua　provide ・the　procedure
how　to　find　the　practical　values　of weights　and　threshold　to
realize the given Boolean function.　Lot A^ denote the first
(N+1) components　of ｄ１　 t゛hen　the　following　theorem　is　eatab―
llshed。
　　　　Theorem　3.1.　　　工ｆａ　given　Boolean　runetion represented by
C(l) 13　realizable　with ａ　single　threshold　element, then　the







Proof: Substitution　of w given by Relation ３．１　into　the
linear　forms　of Absolute　Inequality　System　2.16　yields　the　vector
ｄ１’　　Thi3　Is　immediately　followed　by Theorem 2.h.　　　　　Ｑ．Ｅ．Ｄ･
　　　　　The　expression　of ｄｉ　generally　contains (N+1) parame ters ゛
since　the number　of Equations　2.22　１ｓ （２Ｎ一N-l)　and　the　number
　　　　　　　　　　　　　　　　　　　　　　　　　Ｎof unknown variables is ２ ． 工f di　Is fixed　to ａ　certain posi-
tive　vec tor by affording appropriate　ｃ oncre te　real　numbers　into
these　parameters,　the　threshold-weight　vector Wj　that　realizes
the　given Boolean　function can be　obtained by Relation　３．１　for
this　fixed　positive　vector.
　　　　　By　this　way, the　practical　values　of weights　and　threshold
can be　easily　obtained by ａ　simple　and　unified computation,
only if　the　positive　solution　of Equation 2.22　１ｓ　found　for







transition　state　diagram can be　realized with Ｎ　threshold
elements,　then　the　actual　threshold　and　weights　values　are
given as　an arbitrary　element　contained １ｎ　the　direct　sum　of
such　obtained　Ｎ　domains.　To　begin with, le ｔ　ｕ８　introduce　two
terms, a　conve X　cone　and ａ　polyhedral　convex　c one, by　Defini-










any　two elements　of Ｌ is　involved　in Ｌ．　　That is, L ±3　ａ
convex　cone　If ･ind　only if
　　　　≪y.　＋　Ｂｙ２∈｀Ｌ　　holds　for　∀ｙ１゛∀ｙ２ＥＬ゛　∀α＞○゛｀ｲＢ＞○






elements ｙｌ゛ｙ２　contained　in　R, the　following relation　i3
obtained.
H'(a2yi + a2y2) = ≪iH≪yi　+ a2H.y2>0
ｗｈｅｒｅα１＞０９ oe2>0゜Hence, “１ｙｌ゛゛ｘ２ｙ２Is an　element　of　Ｒ．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　Q.E.D.
． ． Ｉ 37－
　　　　　Consequently,　the　whole　solutions　of any　absolute　inequal-
ities　can　be　given as　ａ　convex　cone. This　result　itself is





　　　　　Definition　3.2.　　Let　Ｈ and ｖ denote　an (in,n)-type　matrix-
and　an　n-dimensional　column vector respectively.　　Then　the　set











from　the　linear combination　of ｋ ･linearly　independent　vectors,
ｅｌ゛ｅ２゛‘゜゜゜゛Cj^,given by　Definition 2.9.
－３８ －
Therefore, consider　the　matrix　Ｈ with ２ｋ　columns　such　that
　　　　　　　　　　Ｈ　°（ｅ１９　ｅ２９　°゜゜’９　≪k'　-e,,　‾ｅ２゛゛゜‘゜' -*k)







Proof： If　the　dimension　of ａ　subspace　Ｌ is　k, then　Ｌ
is　the　polyhedral　convex　cone　genera ted　from　the　identity
ｍａｔｒｉｘＥｋ‘　　Namely　Ｌ＋　゜Ｋ(Ｅｋ)゜ Q.R.I).
　　　　　Pro　osition　ﾆ3.2.　　Let　Ｈ and　ｖ be　an　arbitrary matrix






　　　　　Theorem 3.h.　　Let　Ｈ be　an (n,n)―type　square　matrix whose




can be　expressed　as　the　polyhedral　conveχ　cone　K( A ).















has　these　vectors ｑ１゛ｑ２゛゛’゜’゛ｑｎas its　ｎ columns.　This
is　shown as　follows.　Let　ｖ be　an arbitrary element　involved
in Ｋ（Ａ）．　　Then,･Vcan be　expressed in　the　following　form.
　　　　　　　　　　　　　　ｎ




























｀゛here　゛ｊ >○　（ｊ　= 1, 2,　・・・・.n).　This　relation　leads　to
the　equation.
　　　　　Ｈ’（゛‾Σ≪j ･ nj ) = 0
　　　　　　　　　ｊ＝１










　　　　　The　following　theorem is　well　known in　the　linear algebra,
which will　be　used　for　further　developments.　For　the　sake　of
－41 －
unity, let　us　mention it with ａ　slight modification.
　　　　　　　　　　　　(38)
　　　　　Theorem3.5.　　Assume　it　is previously　observed　that
there　exist　ｎ　linearly　independent vectors　In ｍ vectors　set
v-L, vg.゜゛’‘゛Ｖｍ h゛owever　there　never∧exist　(n+l) linearly
independent　vectors　in　this　set　even　if we　choose　appropriately･
Then,　any　set　Ｃomposed　of ｋ (where　ｋ　is　less　than n) linearly
independent　vec tors　which are　selected　from Vn, V2, ...., V^
can be　expanded　to　contain ｎ　linearly　independent　vec tors　by
adding adequately (n-k) vectors　in ｖ１９　ｖ２９　・・・・９　ｖｍ・







Namely, R(i) is　an　intersection　of　fini te　number　of polyhedral
convex ｃ ones K( A-,.), K(　Ａ１２）゛‘゜゛゜゛K(A. )゜　　Where　the　bounds
for　the　value ”ｓ”ﾊﾞwill　be　given in Theorem　３．１４．


































(J = 1, 2,　・・・・９　ｓ）
　　　　　　　　　　　　　Ｓ
　　　　　　　R(i) = Pi k(a ｉｊ）
　　　　　　　　　　　　ｊ＝１








solutions　of Absolute　工nequality　System　2.16　can be　given by
the　intersec tion　of　finite　number　of polyhedral　convex　cones.
However, if any　given　Boolean　func ti on is　ａ　threshold　function,
we　must　treat　Inequality　System　2.15　itself inherent　to　the




That　is, according　to　Definition　3.2. a　polyhedral　ｃ onvex
cone　equals　to　the　set which consists　of　the　whole　linear
c omblna tlons　of　the　column vectors　of ａ　matrix　Ｈwith positive
coefficients.　Now　in　order　to　argue　about　Inequali ty　Sys tern
2,15. adopt　nonnegative coefficients゛ｊ　for e゛ery　ｊ　such　that
u e Q Instead　of positive　coefficients.　In　the　ac tual　si tua-
tlon, however, ±t　hardly brings　important　effects　with except―



















　　　　　In　the　theory　of rings, ideals　play very important　roles
Just　like normal　subgroups　in　groups.　　An　ideal　１　１ｓ　ａ ･subse ｔ
of　elements　of ａ　ring　Ｒ with　the　following　two　properties.
　　　　　（１）　　１　１ｓ　ａ　subgroup　of　the　additive　group　of　Ｒ．










whic ｈ has ｐｌｌ(n>l) elements　can　not　be generated.　Now　let　(IS
- k5 '






































nomial f(x) of degree n, the relation f(≪) = (f(x)) = {o}
always　holds.　But　no　polynomial　in　戊　of degree　less　than ｎ
is the ideal (f(x)} or {O}・
　　　　　Theorem　3.10.　　Let　Ｐ(χ)ｂｅ　ａ　polynomial　０ｆ degree　ｎ' wi th
the　coefficients　from ａ　field　Ａ．　工f P(X) is　irreducible　in　Ａ，
















sponds　to　the　sura　of　the　two　c orresponding polynomials, and
the　multiplication by　scalars　carries　over　similarly.　　Thu3
－1↓7－
Ｇｌｉヽ(ｐｌｌ)　canbe　considered　as　ａ　vec tor space　of　the　dimension ｎ
over GF(p). Consequently the ｓｅｔ▽which consists of all the
internal　state　vec tors u (j　°1, 2 , . . .゜, 2^) can be regarded
as ＧＦ(２Ｎ)．　　　ニ　　　　　　　　　　．'
　　　　　　　　　　　(48)
　　　　The orem 3. 石二＼　工ｎ GF(2^) there is ａ primitive　element　α


























































（１ ０ １ ０ ０ ）
（０ １ ０ １ ０ ）
（００１０１）
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about　the　Galois　field.　To begin with let　us　consider　the　fol-
lowing　theorem which １８　almost　evident　from　the　definition　of
the　linearly　independence。










the　integer　such　that １≧ｍ≦２Ｎ － Ｎ．
　　　　　Therefore　the　linear combination　L(a) of　these Ｎ　succes―
sive　elements　is　expressed　in　the　following　form.
　　　　　　　　　　Ｌ（ぽ）゛ａＯαｍ　＋　ａ１αｍ＋１　＋　･･ ･ ･ + N~l
　　　　　　　　　　　　　　　°（ｚｍ（ａＯ　＋　ａ１α　＋　．．．．＋ａＮ－１αＮ‾１）
where　a.(i=O,　１・ ・・・・９　N-l)i3 an　element　of GF(2).
　　　　　On　the　other　hand, since　a　is　ａ　primitive　element, at.must
be　ａ　root　of an　irreducible　polynomial　of degree　Ｎ． －　Thus　the
following equation　holds　through　Theorem　3.9.
　　　　　　　　　　　　ａＯ　＋　a-j^ot　＋　ＩＩ”＋ａＮ－１αＮ‘１メ｛０１
　　　　　　●Hence, L(a) does　not　equal　to jo} except　for
　　　　　　　　　　　　ａＯ　゛ａｌｚ　．．・●　ｚ　^N-1　°Ｏ
This　implies　m m+1　・・・・９　αｍ＋Ｎ“１　are　linearlyindependent
over GF(2).　Consequently any successive　Ｎ　elements　in　the
ordered　representation　of ＧＦ（２Ｎ）ａｒｅ　linearly　independent　over
the　real　number　space. Q.E.D












same　as　that　of　the　matrix Ｕ　, since　C(i) is　ａ　diagonal　matrix
and　every diagonal　component　１８　not　zero.　Hence,　１ｔ　Is　suffi-
clent　to　consider　the　matrix Ｕ．
　　　　　The　lower bound　１８　obvious　since　each W^ (defined in　the
proof of Theorem　3.6) is　an (N+1, N+l)-type　square　matrix.
　　　　　As　for　the　upper bound, divide　all　the　internal　state
vec tors　into f2*^/N] sets　by　taking　the　internal　state　vectors
N by Ｎ　from　top to bottom in　the　ordered　representation of
-･･●　’･=¶●・・
ＧＦ(２Ｎ)．　　Permit,　however.　an　overlapping extraction　only　for
the　last　division unless　２１１　１ｓ　ａmultiple　of Ｎ．　Namely, the
last･division　set may be　constituted　from the　last　Ｎ　internal
state･･vectors　in　the　ordered　representation of GF(2 ).
・ ● ５２ 一一
FHir therm ore , add　the　vec tor Ｑ１　= (0, 0・ ・・・・．　０）･　to　eachdivisioη
set　obtained by　the　above　stated　process.　　Now　replace　the　in-
ternal　state　vectors　involved　in　each resulted　division　set by









































values　realizing ａ　threshold　function represented by　C(i) can







旦ΞＥ!Ｓ１』４Ｌ　The　submatrices U^ (j　°１゛2 7)
of　the　universal　matrix ｕ　for　Ｎ　＝　5.de･fined by　the　relation
^ij　°ぺ1;しfEj(1)'11j〕‾1｀゛here C4(i) denotes　the　subraatrix
of C(i) corresponding　to ａ　division　set　expressed　by Uj, a：「ｅ
given by Table　3.2.　　Thus C (i) is　the (6,6)¬type　diagonal
matrix which consists　of　the　ｋ゛ｓ一throws　and　columns　of C(i),
１ｆ"J ｃontalns　the　ｋ s゛-th rows　of Ｕ。
　　　　　Therefore　the　polyhedral　conve X　cone　for　the　whole　solu-
tions　of ａ　threshold　function　of ５　variables　can be　constituted


















































































































































































LINEAR　SEPARABILITY BY FUNDAMENTAL SOLUTION MATRIX
　　　　In　this　chapter　the　problem・　generally known ａ８　the　linear
separability, is　treated.　Concerning　this　problem various
approac hes, practical procedures and conditions have been pro-
　　　　　　　　　　　　　　　　　　　　　　　（４５）　　　　（４０）









Ｂｏふlean　func ti on represented by　C(l) is　realizable　by ａ　single







tion ｄｉ　if and only if　the　minimum　c onvex body which Involves
－56 －




























System 2.22 by　the　aid　of Theorem･ '.1.　Now consider　the　next







yj<0, (k°１゛ ２゛゜･ ･ ･ I s)
hold,　１ｆand　only　if at　least　one　of ｒ　linear　forms






αｋj ｘｋ゛　（ｊ　°1, 2, .°゜., r) (4．２)
becomes　ａ　negative number for any nonzero　nonnegative　vec tor ･
Ｚ°（ｘｉｇ　ｘ２・　゛゜¨９　S
　　　　　　Since　the　linear　forms　of Relation　k,l take　negative
values. let　us　represent　these　values by ｙｒ＋１゛ｙｒ＋２゛’゛゜゛ｙｒ’＋ｓ．









have　ａ　positive　solution (y. , ｙ２９ °゛゛゜ ｙ゛１ｒ＋８）゛１ｆand only
if at　least one　of ｒ linear forms　given in Relation ４．２becomes
ａ　negative　nvunber ･for any nonzero　nonne ga tlve　vec tor
Ｘ°（Ｘ１９ ×２・ ゛゛゛゜９ＸＳ）≧○゛
　　　　　Therefore　the　fact　that　at　least　one　of ｒ　linear forms
given in Relation ４．２becomes negative for any ｘ２０ １ｓ equiya-
lent　to　七he　fact　that　the　origin　lies　within　the　minimum　conveχ








































































































　　　　　The　mainｐｕ：rpose　of this　section Is　to develop Theorem
４．３　１ｎ　order　to　make　it more　tractable.　　The　conditions　for
the　existence　of a positive　solution ｄｉ　of Equation　System　２°２２




in　the　same ･meaning defined　for ａ　vector in Chapter ｌ工．，
－６０ －
　　　　Theorem　４．４．　　If　there　exists　at　least　one　nonnegative
column In　the　fundamental　solution matrix　fl(i), then　Equation
System　2.22　has　ｎｏ･positive　solution.
Proof: Suppose　that　the　k-th column　of B(i) is　nonneg-







in　the　fundame n ta1　solution matrix　B(i), then Equation　Sys tern
2.22　has　ａ positive　solution.









　　　　Definition　４°１°　　工ｆ　the　１１“七hrow　of B(i) is nonzero
nonpositive, then　the　submatrix B(i：li) of B(i) is constructed
１ｎ　七he　following manner.　　That　is, exclude　all　the　ｃ olurnhs　from
B(i) such　that　the components　of　the　l^-th row　are　negative.
'B(i:l,) la called　the　reduced　fundamental　solution matrix　of
○‘rder　ｌ　concerning　the　１１“ｔｈｒｏｗ°　Similarly　if　the　1-th row
6１ －
ｏｆ盲(１：1 ) is nonzero nonposi tive,　then　the　submatrix“B(i:l^l2)
of B(i) is　constructed　in　the　aame　manner.　That is, exclude
ａ果１　the　ｃoluuins ｆｒｏ°"Biti:!!) such　that　the ｃ'ふnponents　of　the
lp-th ｒｏ゛゛ｒｅnegative.
・(Ｄ１１１２)１ｓ







.In) of order　ｎ can be　defined ｂｙ’the　similar
　　　　　Definition　4.2.　　Consider　the (N+1, 2*^-N-l)-type　matrix
B(l:row) which　is　construe ted　from　B(i) in　the　following man-
ner.　　That　is, first　make　ａ　linear　combination　of　some　rows
of B(i) with positive　coefficients, and　then replace　an arbi―
trary　row　which was　Joined　in　the　linear combination with　this
linear　combined　row.　B(i:row) is　called　the　row―c ombined　fun-
damental　solution matrix.　Similarly, the　column―combined　fun-
damental　solution matrix　B(i;column) can be　defined。
　　　　　　ら　If "5(1:1^12°’゜1 ) becomes　the (O, 0)-type
matrix　for an appropriate　number　ｎ．　namely,　vanished, then
Equation　System　2.22　has　ａ　positive　solution。
　　　　　Proof:　　Let　us　represent　the　1,-th ｒｏｗ゛１２’ｔｈ　ｒｏｗ･゛・・・・９





















　　　　The case where B(i:l,) becomes ａ（○゛ O)-type matrix cor-
responds　to　Theorem　4.5.
　　　　　乙　　工ｆ It　is　possible　to　make　ａ　column-combined
fundamental　solution matrix　B(1: column) whose　at　least　one　of
columns　becomes　nonnegativeタ　then　Equation　System　2.22　has　no
posl tlve　solution.
Proof: Let　E(column) denote　the　matrix which is　con-








気１ｓ１１１２゛゜゛‘１ｎ）ｏｆorder ｎ Is constructed　for B(i).　Likewise・
the　reduced　row― c ombined　fundamental　solution matrix
－63 －




　　　The °Ｅｅ° ４１゛ﾚ8-゛レ　エｆﾌﾟ盲(i:ｌ｀ｏ゛1111121‥‘1 ) becomes the (０． ０)‾
type　matrix　for an appropriate　number　ｎ９　namely, vanished,
Equation System 2.22　has　ａ positive　solution.
Ｐｒｏｏｆ： Let L. .(x) denote the linear fo°1｀゛hen B(l:rov゛）
１ｓ　considered instead　of B(i) in ‘Relation　Ｚ･．４．　Suppose　that
B(i;row) is　constructed in　the way such　that　the　t-th row　１８











b., , ･ t゜゜.ｌｇｉｌｎｄｅｎｏtｅ　the










































threshold　elements*　If it　is　realizable, then de termine　the























































　　　　　Since　b(3) is　coincident with B(l),･only･B(i) and　B(2)
are　considered　hereafter.　Construct　the　ｒｏｗ一combined　funda―
mental　solution matrix　B(l:row) by adding　the　fourth ｌrow　to
the　first　row　of Ｂ(１)．　As　the　first　row　of B(l:row) is　non―
positive, construct　the　reduced　row―combined　fundamental　８ｏ－




positive, construct "b(2:2).　Then 'b'(2：2,3) becomes　vanished.
Hence　Equation　System　2.22　has a　positive　solution　for any　１．























　　　　　　　　　　　ｄ１ °(/i, 1, 2, 6゛3, 1, 't゛１）
　　　　　　　　　　　ｄ２　°(1, 1, 1, 1, 1゛１゛1. 1)
　　　　　　　　　　　ｄ３　°（４゛１゛2, 6, 3, 1゛４゛１）
Thus, by Theorem　3.1≫ we　obtain











































































































































B(2:3≫1) become vanished through the
????? |⇒１(２ﾜ'1)吋ｏ〕
　　　　However　the　column一combined　fundame n ta1　solution matrix
Ｂ（３：column) constructed by adding　the　second　column　to　the


















LINEAR　SEPARAB工LITY BY VARIABLE TRANSFORMAT工ON
　　　　The　tests　for　the　linear　separability　so　far proposed
are, In　general, not very practical　when　the　function　of more
than･five　or　six　variables　Is　to be　tested.　Since　most　of
these　proposed methods　require　ａ　large　amount　of computation.




















test　to mee ｔ　this　requirement.　This　test　is　ａ　method which




　　　　　The　practical procedures to be　presented　in　this　chapter
consist　of　two　fundamental　operations, the　trans forma ti on　of
input　variables　and　the　eliminations　of columns　and　rows　６ｆ
matrices.　This　test　procedures　require　at most　Ｎ　times of　the
trans forma ti on　of input　variables　in　order　to　examine　whether
or　not　the　func ti on　of Ｎ variables　is　ａ　threshold　function.
Hence　this　test　is　useful　even　if　the　number　of input　variables
increases。


























2.16　it　is　concluded　that we　have　to　examine whether　or not
Equation　System　2.21　has　ａ　nonzero　nonnegative　solution ｂｉ之０．
That　is, if Equation　System　2,21　has　no　nonzero‘ nonnegative　‥










method which can　test whether　or　not　Equation　System　2.21　has

































１ｓ　satisfied, then　the (j+l)-th row　of　tu ・C(i) is　ａ nonzero
nonpositive　vector whose　each component　is　e i t he r ｏ　or －１．
Proof： If ^kG Vj　⊆　Pi.　then　the　ｋ一th column　ｏｆｔＵ・Ｃ（ｉ）
equals　ｔｏ宕ｋ・　Hence　the　k―thcomponent　of the　(j+l)-th row　of
ｔＵ°C(i) is　ｌ　for "k e v_^ and is　ｏ　for uj.
４ＦVj- Thus　in any













１ｓ　satisfied, all　the　components　of　*u ・ C(i) are　－１　and　Ｏ．
Proof： If Pi ＝▽, then the characteristic matrix Ｃ（ｉ）
becomes　the　identity matrix E jg° Thus tu . c(i)゜ｔＵ°　On　the
other　hand　if Pi　°Φ　９　then　C(i)　becomes　’Ｅ２ＮＩ　　Therefore ｊ
*U
･ C(i) = -*U Q.E.D.
　　　　　Pro　osition　5.3.　　　１ｆeither　Relation　５．１　or　Relation　５.2















































　　　　Pro　osition 5.^.　　The　curtailed matrlχ　of order n (n=l.
























consists　of ｌ　and　0, if Relation ５．３　holds.　　０ｎ　the　other　hand,
１ｆ　Relation ５．４　holds, then　this　row　is　ａ　nonzero　nonposl tive
vector which consists　of －１　and Ｏ．　Hence　all　the　ｋ・s-th com―





...1^) ･ C(i), １：follows that ゛ｅ 2^~"-diniensional vec―
ｔｏｌ｀瓦，ｎ obtained by excluding all the ｋ°s-th components of　　　４
the　２Ｎ’ｎ＋１－ｄｉｍｅｎｓｉonal solution　of Equation ５．５　such　that
　　　　　　　　　　　ｎ一ｌ
ａｋＥ（Ｖｌｎ “　ｊ?１ Ｖｌｊ）ｃｌｌｌｌba　surely ゛ ｓ°lution　of Equation　５°６°
This　completes　the　proof　or the　”only if" part.






^ O of Equation ５’６ by attach!”ｇ 2N-n
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ｎ－１
zeros　as　the　k's-th components　such　that u".∈（Ｖｌｎ‾二ｊ?１ Ｖ１,ｉ）















　　　！!匹竺Ｌ匹．　For　the　case　where there exists ｔ収１１１２・‥
ln)-"c"(i), the equations
　　　　　ｔＵ゛Ｃ(１)●ｔｂｉ＝ｏ　　　　　　　　　　　　　　　　　　　　　(2.21)






Ｐｒｏｏｆ： This　fac ｔ　ｉ８　immediately　obtained　by applying
Theorem　５．１　successively by ｎ　times. Q.E.D
　　　　The　number　of equations　and　unknown variables　１りEquation
5.6: is　decreased by ｎ and 2N_2N-n　respectively, c ompared wi th
Equation　2.21.　Hence　Theorem　５．２　shovs　that　the　teat　for　the
linear　separability‘ becomes　easier　if we　use　Equation ５．６　rath-

















a (1,1)-type　matrix　from Proposition　5. if, and its　component
must　be ｌ　or -1. Hence　Equation 5¬６ becomes ^.N ° Ｏ　for　n=N.
Thus　it　is　concluded　that　there　exists　no　nonzero　nonnegative






always　contains　1, -1, and　ｏ as　its　c omponents.
Proof: If　the １Ｍ＋１‾ｔｈｒｏｗ　ｏｆｔ貿1112‥．１Ｍ）．司１）１ｓ ゛






holds.　Hence　the　curtailed matrix・of order Ｍ＋１　canexist.
This　contradicts　the　assumption. Q.E.D.
　　　　　It　is　not　necessarily　so easy　except　for　the　case　Ｍ。Ｎ　to







unknown variables.　If　the　trans forma ti on is　performed　once,
one　equation always　vanishes.　Therefore　if　there　are　ｍ equa-




　　　　　Let　Ｈ　denote　an arbitrary (m.n)‘type　matrix which　has
neither nonnegative　row　nor　nonpositive　row.　Hence　if h.°（ｈ１１゛
ｈ１２タ　･･ ･ ･ I　ｈｉｍ）ｄｅｎｏｔｅｓ　the　i-th row　of H,　then some　of　these
componen'ts　ｈ．．
　　　　　　　　　　　　・Ｊ





system Ｈ・ｘ ＝　Ｏ　canbe　written ａｓ‘follows 。
h.j_xj_　＋　ｈｉ２×２゛゜’＋　･^ip^p　°爽ｈｉｐ＋ｌｘｐ＋１‾ｈｉｐ＋２ｘｐ＋２’１°ip+q p+q
゛゛here hj^j > O (j=l, 2, ..゜９ｐ）゛１１ｄ‾ｈｉｐ＋ｊ＞○（ｊ°1, 2,゜¨゜゛ｑ）
Now　consider　the　transformation　table　given by Table　５．１　and












































This　transformation can be　expressed･ by　the　matrix　shown in
Table　5.2.

















































































































ｈ;１＞９（ｊ°1, 2, ...., p),　１３ｊ °‾ｈ;ぶ＋jン0 (j = 1, 2, ..... q)
　　　Table　5.2.　　Transformation　Matrix
Definition Let us represent by　ｘ゛ Ｄ１Ｚ　　the　rela-
tion denoted by Table　5.2.　The　”latrix　Ｄ１　１ｓcalled　the　trans-
formation matrix　of variables.　Here　the　suffiχ’ １　shows　the
i-th　row　of　the　matrix　Ｈ．
　　　　Pro　osition　5.5.　　The　transformation matrix Ｄ１　１ｓ　always
posi tive definite ’ That is, Ｄ１之○゜
　　　　Theorem　5.5.　　　Let　Ｈ　denote　an(m.n)―type　matrix　which
has　neither　nonpositive　row　nor　nonnegative　row.　Moreover　con-
sider　the　transformation matrix Ｄｉ　givenby Table　５°２°　Then
the　equation　system














by　the　trans forma ti on　given by　Relation　5.8.　Then　the　i.-th
equation becomes　vanished.　The　number　of unknown variables　is
obvi ously p.q+r　through Table　5.2.　　　　　　　　　　　　　　　　　　　Q.E.D.
－87 －
　　　　ら　　Le ｔ Ｈ　denote　an (m,n)-type　!natrix which
has　nei ther　nonposi tive　row　nor nonne ga tive　row, and　Ｄｉ　denote
the　transformation matrix　given by Table　5.2.　　Then　the　equa―
tion　system
Ｈ・　こX!;　＝　○ （５．９）
has ａ nonzero nonnegative solution こＸＬ≧０１ｆand only if the
equation　system　　　　　　　　　　　　　　　　　　　　　１
　　　　　　　　　H ･ D. . Z °Ｏ
has ａ nonzero nonnegative solution Ｚ ２ ０．
(5．10)
　　　　Proof:　　IfEquation　5.10　has　ａ　nonzero　nonnegative　solu-





nonzero nonnegative vector　ｚ ≧Ｏ for ａ given nonzero　nonnegative
vec tor こＣ≧　Ｏconnected by the･relation　　ｘ°Ｄ１゛Ｚ　゛　The　trans―
formation　ｚ ゛Ｄ１
to　the　part








sufficient　to　consider･ the　remaining part ．

























Here　the　index　”(○)”　attached　to　the　term h x.(o) represents
the stage　of the　operation stated in the following paragraph.
For any given ｈｉ
ｊ｀ｊ(Ｏ)≧Ｏ(ｊ°１゛２゛¨¨゛ｐ)゛１１ｄ‾ｈｉｐ＋ｊ｀ｐ＋ｊ(ｏ)≧ｏ
(ｊ°１．　２９・・・・９．　q),let　us　determine concrete　value3 ２１ｊ≧Ｏ

























Now rev゛rite　Equation　5.11　by using　such defined　h X (1)


























Now　rewrite Equation　5.11　by using such defined １１１ｊ゛ｊ（１）


















































ｈｉｊ゛ｊ（ｔ゛1) (J=r)゛１゛t)+2, ...゜t p) and ”ｈｉｐ＋ｊ）ｃｐ＋ｊ（ｔ゛１）










































ｈｉｊ）ｃｊ（七゛１）（ｊ°η９　η゛１゛･･ ･ ･ ( p) and　‾ｈｉｐ＋ｊ°ｃｐ＋ｊ（七゛1)(J=μ゛１・
H+2,　・・・・, q) and　enter ･stage　ｔ＋２。
　　　After　similar　operations　are　performed by ｐ＋ｑ　times, the
nonzero nonnegative vec tor Ｚ ２ ０ has been already determined






an arbl trary matrix　Ｈ．
Definition
which　has　no　row　formed　only by　zero　components.　Suppose　that
the 1.―th row　"ll　of H is　ａ　nonpositive (nonnegative) vector。
then exclude　all　the　c olutnns　from Ｈ　such　that　the　components
of hi are　nonpositive (nonnegative) numbers　and　exclude, more-
　　　　　１
overタ　the　１１‾ｔｈrow.　　Such an　obtained matrix　is　called　the
curtailed matrix 'h{1 ) of order ｌ’
　　　　　By　the　similarmanner, the　curtailed　matrix H(l2l2°.･In)





















１ｎ－１） such ａ　row　as　is　formed　only by　zero
components, then at　first　exclude　this　zero　vec tor and　then
perform　the　same　process・　　　　　　　　　　犬





























have　no　nonzero nonnegatlve solution　ｘＭ ２ ０．
　　　　里h旦旦retn 5.9.　　If there　exists　ａ　curtailed matrix H(1 1
‥゛１ｍ－１）－ｏｆｏｒｄｅｒｍ－１　for any　given (m,n)-type　matrix　H, then
the　Inequall ties
　　　　　　　*H ●ｔｙ　＞○
are consistent if and only ｉｆ盲(１1 ...1 ) is　posl tive　def-　　　　　　　　　　　　　‾‾　‾‾‾‾‾‾　‾‾‾‾‘　‾‾　”｀‾１‾２”m-1'　ー4｀゛^ ＼ t^JJ^ W JL.VV?　｀4wふ
inlte
"h(1












nonnegati゛ｅ solutionこＸ;ｍ－１２０ even if Ｈ（1112‘‥１ｍ－１）ζＯｏｌ｀
Ｈ（１１１２‥．１ｍ＿１）２０．
　　　Theorem　5.10.　　１ｆ　there　ｅχists　ａ　curtailed　matrix　of





　　order ｍ by assumption,・ the　row　ｈ　has　to　be　ａ　nonnegative
‘　vector










System 2.16　by using　the　basic　principles　3O　far discussed.
　　　　（１）　Construe ｔ 七he cur七ailed ”riatrix七戟1112’‘゛１Ｍｌｎ




　　　　（２）　　If Ｍ１　= N, Absolute　工nequali七ｙ　Sys tern　２’１６　１ｓ　con-
　　　　　　　　　sistent　from Theorem　5.3.




















　　　have　ａ　nonzero　nonnegative　solution by using Theorem
　　　5.9.
（６）　If ”１゛1 -C N, then　construct　the　curtailed　matrix　of
　　　the highest ０１７ｄｅｌ｀ｆｏｌ｀ｔｉＲ１１１２‘ ゜’１Ｍ１)
.T(i) . D . Le ｔ
　　　us denote this matrix by
ｔ畝１１１２¨゛１Ｍ１）゛ｔ（１）’1551
　　　(Ill2.゜゜１Ｍ２）’
（７）　　If Ｍ１゛１゛M2=N゛ then Absolute　Inequality　System　2.16
　　　1ｓ　consistent　from Theorem　5.10.






（９）　If the　row　searched by Process(8) is　Jp-th,　then
　　　　　construct　the　transformation matrix　Ｄ　　。























　　　have　ａ　nonzero　ｎｏｒ】negative　solution by using Theorem
　　　5.9.
(12)工ｆ M,+M2+2くN,　then　construct　the　curtailed　matrix











(13)　工ｆ　the　similar processes　stated　in (7), (8), (9),　・・・














　　　　Construe ting ａ　ｃｕｒ七ailed　matrix　Is　ａ　much easier　process
than c ons true ting ａ　trans forma ti on　matrix.　Hence　the　procedure


















































































































































































































































fi(x) >≪ （１　＝　1, 2,　・・・・・ｍ）































be　submatrix　of H formed by its　first　ｍ－１　columns.　For each
１０６　－
1=1, 2, ...., m, let N　denote　the　de terminant　of　order ｍ－１
　　　　　　　　　　　　　　　６Ｊobtained from Ｈ by deleting its　i-th　row.　Then　the　sys tern
of linear　inequalities
Ｈ・Ｘ＞ｄ
















１ｓ　inconsistent, if and　only if certain　ｑ　linearly dependent
rows　of　the　matrix　c(i)・Ｕ contain a (q.q-l)-type　subma trix
C(i) . U such that
　　　　　　　Ｎｋ（１）゛Ｎｋ＋１（１）くＯ　　゛　　　(k= 1, 2, q-l)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(6.1)
where　Ｎｋ（ｉ）（ｋ°１９　２・　¨¨゛ｑ）　denotes　the　determinant‘of　order
ｑ“１obtained from C(i) ･ U by deleting its k-th row.
－　１０７　９
　　　　　Corollar　6.1.1. Absolute　Inequality　System　2.16　1ｓ con-












ent. Let us denote by |U (q)j (k=l, 2,　・・・・・ｑ‘l)the　deter-
mlnant　of the matrix obtained from ‘U(q) by deleting its k-th
row.





























solution if and　only if　there　does　not　exist　any　submatrix































behavior.　The number of matrices llCq) and the values of the
de termlnants ｌ?Jj.(q)| (k=l, 2夕　・・・・夕　q)are　fixed when　the
number　of　threshold　elements　of ａ　network is　once　determined.
If　these　matrices　and　the　determinants　have　been preliminarily
investigated　in beforehand, the　consistency　of Absolute　Ine―









































　　　　Exa!!iDle 6ｿ,ち　Let us examine by Theorem ６．２whe ther or
not　the　behavior　given by　Fig.　４．３　１ｓrealizable　w± th　three
threshold　elements.　工ｎ　this　case　there　are　twelve　matrices




this　expression we　can infer　immediately what　content　vector
each　row　of Ｕ（ｑ）　consists　of.　The (4,3)-type　matrices　required















































































































































































































０ｆdigi tal　systems ，１ｔ　is　required　that　any　given Boolean　func-
tion can　be　realized by　threshold　gates.　工ｆ ａ　certain Boolean
function　１８　not　realized by ａ　single　threshold　element, this
function　has　to be　synthesized by more　than　one　element.
　　　　　Similarly,when ａ　certain　transition　state　diagram　of　the
autonomous　network　Is　not　realizable　with　Ｎ　threshold　elements










corresponds　to　considering　such an automaton where　only　the
autonomous　ne twork　given　from　七he　beginning is　in　contact with
the　external　environment　and we　are　concerned　only with　its
inputs　and　outputs.　０ｎ　the　other　hand, the　network　supple―





















１１ｊ゛ Ｐ１゛ and　Ｑ１　imply the　Internal　state　ｖｅＣ七〇ｒ，
the　content　vector, the　positive　set　and　the　negative　set　de-
fined　in Chapter 工I, respec tively・
- 115 －
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　→
　　　　　Define　the (N゛1)―dimensi onal vector ＼i, (l)　and　the (N+2)-















replacing ｇｊ with^ (l) inやhe　given　transition　state　diagram
Ｆ of　the　primary　ne twork.































= 1, 2 , 2^')
Ｔｈｅ罵七（ｋ）叩du.^(k) are called the expanded internal　ｓ tate


















Here・ the notation f(k)≫u..(k) stands　for　the　successor vector
Just ｆ°１１°゛ｅ(ｉｊ７罵t(ｋ)111 7りO ｡
The　next　proposition Is　evident　from　七he　above　definition.
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　→Pro　osition 。１． The transition of states in　F(k) is･
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　→completely same　as　the transition of states　in　F(k-l), if we
- 117 －



























(N+i) denote　the　J-th row and
the　j-th　column component　of　the　charac teristic　matrix　Ｃ（Ｎ＋１）




















　　　司（ｋ）゜(w., WiN+1.ωiN+2' ･ ･ *･ ･ω１Ｎ＋ｋ）




C(i)・罵(ｋ)．゛i;(ｋ)＞Ｏ （１　＝　1, 2,　・・・・, N+k)







have no nonzero nonnegative solution b^(k)≧○
(7.1)
Proof： Suppose　that ｖ　°(vi, V2, .゜１’゛ｖ２Ｎ）ｄｅｎｏｔｅｓthe











‥‥９ｂ　Ｎ（ｋ））２ ０ of Ｅｑ゛atlon 7.!．　such　that all　the　j-th com-
　　　　　　１２　　　　　　　　　　　　　→●　　　　　　　　　→




row vect°ｒ of *U^(k) . C(i) satisfying ^j,,(k゜１）∈■Q^(k-l) are
’１．　Therefore, there　exists no ｓｏｌｕｔｉｏｎ凡（ｋ）２（ｊsuch that




















are consistent for at least one value of the order ｋくn-1,
then　the　inequality　system
c(i)・Uj(n) . Wji^(n) > 0 ［7．］）
becomes　always　consistent.
　　　　　Proof：　　　Suppose　that　工nequality　System　７．２　１ｓ　consistent
for k=m < n, then　the　equations








可(ｎ)．　Consequently, Equation System ７．５has no nonzero non―
negative ｓｏｌｕｔｉｏｎ司（ｎ）≧０．　　　　　　　　　　Q.E.D.
　　　　Theorem J. >t　guarantees　that　the consistency　of　the　ｉｎ一
equalities　is　not　changed, even If some　control　elements　are
supplemented　to　the　network.
　　　　Theorem ７。５．　　Assume　that　the　expanded　content　vector
罵１(ｋ)ｉｓ generated if and only if the inequalities
　　　　　C(i)・兄(ｋ-１)．゛号(ｋ-１)＞Ｏ (7.6)
have no solution "wt(k-l) . Then the rank of the expanded uni-
versal matrix U：(k) becomes Ｎ＋ｋ＋１．
Proof: The　rank　of　the　expanded　universal　matrix　of
order　ｌ　is　always　N+2.　工ｆ　the　rank　of
the rank of U.(m+l) becomes N+m+2.
→































　　　　　　　　　plement　another　control　element Tj, ,　and make　it









if　the　procedures　mentioned　in　step (1), (2), (ﾆ３）
are　performedタ　the　inequality　system
｡（１）ス 1（ｋ）＞ｏ
　　　　　is　still　consistent　regardless　of ｋ and　J, where　Ｃ（ｉ）
　　　　　represents　ａ　threshold　func tlon.
　　　　　　Likewise, if a　certain工nequality　System　2.16　has




















































shown in Fig.　４．３by　the successive　supplement　of control　ele-
　　　　　　　　　　　　　　　　”ments･･ It has already　turned　out　that Inequality　System　2.16　･Ｔ
Is Inconsistent　only‘for　C(3) through　the　argument　mentioned　in
Example　４．２．








馬３（１）゜１’０ １ ０ １
馬３（１）．゜１００１０
馬３（１）゛１ １ １ ｏ １
司ﾆ3(1)゜１ １ ｏ １ １
　　　　　　　弓3(1)゜１ ０１ １ ０
ニ　　　　　罵３（１）゜１　１　１　１　０




























　　　　The expanded threshold-weight vec torsｉ;ｉ(1) (i = 1, 2,
3, k) are　obtained　through　the　similar　computation　stated　in
Chapter工Ｉ工。for instance, as　follows.
号（1）＝（ -^, 8, 5, 3, -5)
■^(1) = ( 1, O, -h, -2, 2)
弓（１）＝（・１;　０，０，０，２）
べ(1)













states　is　treated　In　this　chapter, although concerning　this ・
problem an effective　method　has　been already　given　in　Chapter
Ｖ工工．　The　method　tobe　discussed　here　is　very　Intuitive　and










　　　　　Consider　the　autonomous　network which is　constructed with
Ｎ　threshold　elements.　　This　netv゛ork Is called　the　primary　net―




１ｓ not　realizable ， then supplement　２Ｎ－Ｎ’１　threshold　elements
to　the primary neｔｊﾑ１１ｔ?The network supplemented with 2N-N-1
　　　　　　　　　　　　　　　　　　’　ｙ　　　　　　　　　　　　　　　　－，’elements is referred　to as　the　general network. Suppose, how-
　●　　　　　　　　　　　　　●　ｊ　　　　　　　　　　　　　　　　　　　　・ever, that　only　the inputs and　the outputs of the　primary net-
work are　observed　from　the　outsldes.　Then let　us　show　that




Definition ８ １ Let　us　define　the (2^-l)-dimensional















O, ..., O, 1, 0, ..゛○)
for １　＝　N+2, N+3, ....,　２Ｎ
This　vector　is　called　the　extended　internal　state　vector.
　　　　　　　F＼irt he rm oreヽconsider　the 2 -dimensi onal　vec tor　ＥＸ（ｕ１）




































































　　　　　Defini tion 8.h.　　Let　Ex(f) denote　the　transition　state








network, then　the　transition　of　states　in Ex(f) is　completely
same　as　the　transition　of states　in　Ｆ．
　　　　Definition　8.5.　　　Let　ｕ８　define　the　characteristic　matri-









)゜Ｅ)c(ｆ)｀Ｅ゛(へ)ｉ”i?１１ｅｓ that E,(u ）ｉｓ　just






° １゛ ２゛ ¨¨゛２Ｎ）
where　the relatﾆion ”≧”holds　for　ｊ satisfying c..(i)゜-1 and
the　relation　”＞”　holds　for　ｊ　satisfying c (i)゜１°　Let　us
represent　such defined inequalities　by





Theorem 8.し_　　If Inequality　System 8.1 is　consistent　for
- 132 －










vec tors　of C(i)・　Ex(u) is　linearly　independent.　In　fact, the
following relations　hold.
ｄｅｔ〔C(i)・Ex(u)]= det C(i)・det Ex(u)
　　　゜det C(i) . det Ｕエ’ｄｅｔ R2N-N-1 ゛（－１）ＩＱ１１


























　　　　　Here　thei･nverse　I　１ｓ given by Proposition 2.7.　　Hence
the　troublesome　computation which １８　ordinarily brought by　the
Inverse　calculation is excluded.　The　inverse　of C(i)・Ex(u)
can be　readily　obtained　only by　the　multiplication　of matri-
ces.












“ｊ（ｉ）ｊｌ｀ｊ（１）（ｉ°1, 2, ..... 2^-1) (8.3)
－134 －
Q.E.D.
｀゛here　aj(i) is　either an arbitrary positive rmmber　for cjj(i)゜１









holds,　Ex(w. ) is　surely ａ　solution　of Inequality　System　8.1.








　　　　　　　C(i) . Ex(u) . y =Σ;“ｊ（１）゜*J
　　　　　　　　　　　　　　　　　ｊ＝１










of　the　general　network as　given by　Definition　8.1.　Any assign一







further analysis　easier.　For　instance, in　order　to　de termine
the　prac tlcal　threshold　values　and weights　values, such　one
is　suitable that we　can　obtain　the　inverse　of 〔c(i)・Ex(U)j
as　easily　as　possible.　In　fac ｔ　the　inverse　is　given by Proposi-










can be　determined　very　easily by Theorem　8.3.
　　　　　There　is　ａ　means　todecrease　the　number 2^-N-l　of control










Ex(u )゜（１ １ ０ ０ ０ ０ ０１０ ）
Ex(u3)゜（１０１０００００）
ＥＸ（Ｕ４）＝（１００１１００００）
Ex(u )゜（１ １ １ ０ １ ０･Ｏ Ｏ ）
Ex(u6) = ( 1 １ ０ １ ０ １ ０ ０ ）
Ex(u≫)゜（１ ０ １ １ ０ ０ １ ０ ）
































































obtained　by　fixing a.(i)=l (j=l, 2, ...., 8, i=l.　２，’・・・・．　７）．
　　　　　　　　　　ＥＸ（町）＝（－１２００００２０）
　　　　　　　　　　ＥＸ（｀^ｊ２）゜（１　0-2-2　０　２　２ ２）
　　　　　　　　　　Ex(w^) = (-1 0 2 0 0 2-2-2)





　　　　　　　　　　Ex(wy) = (-1 0000200)
Therefore　the　autonomous　network　shown by　Fig.　８．１　performs






MULTIGATE　SYNTHESIS OF BOOLEAN FUNCTION
　　　　　The　problem　of synthesizing　threshold-element　networks










synthesis　so　far proposed, the　procedures　to be　presented　are
very　straightforward.　However,　they　do　not　give　the　most　eco-










●qjj2･t(jUtt as the Quine―McCluskey procedure for AND-OH syn―




　　　　　As　in many　synthesis　problems, the　fac ｔ　that　ａ　large　num-
ber　of　the　configurations　ｃａｎ･ be　employed　for　ａ　general　ne twork
entails　many admissible　decomposi tion　forms.　This　often makes
the　synthesis　procedure　complex.　In view　of　the　complexity
imposed by　the　unres trie ted　network, it　is　not　necessarily　un-
reasonable　to　postulate　the　ne twork　ｃ onfigurations.　Hereafter,
let　us　assume　that　the　network consists　of　the　two　levels, an
input　level　and　an　outpu七　level　which i3　an on gate。










pointed　ｏｕｔ夕　if a　given Boolean　func tion　fi　can be　decomposed
into ｍ　threshold　functions, f.　is realized with　the　two-level
ne twork whose　ｍ　input　level　elements　produce　these　ｍ　threshold
functions　and　one　output　level　element　produces　an OR　function.
Since　an OR　function １９　ａ　threshold　functionﾀ regardless　of　the




　　　　　The ore！9.1上,上　　If ａ　givenへBoolean　function　ｆｌｌｌ　can be　de-








weights　values　associated with all　interconnec ting　leads　are




　　　　　Theorem 9.2.　　　工f a　given　Boolean　function ｆｉ　can be　ｄｅ‾
composed　into　ｍ　threshold functions　ｆｉ１゛ｆ１２゛゛’‘゜, f then




tion are　given without　justification In　this　section. Ｉ　However,
its justification ｗ１１１１　immediately　follow　fromTheorem ９．１　and
Theorem　9.2.　Let　us　ｅχamlne　by　the　method presented　in Chapter
Ｖ　or by any　other available test　whether　or not　ａ　given Boolean
142　－





function　f-i as　stated　in Proposition　2.3.　Hence゛C(i) is　used
１ｎ　some　case　as　the　matrix　and　in　another　case　as　the　Boolean
func tion. However, it won'七　any　confusion　from　the　context.
　　　　Then, any　given Boolean　func七ion C(i) is　synthesized　by
the　following　finite　steps・
　　(１)　　Examine　whe ther　or　not　C(i) is　ａ　threshold　func tion.
　　　　　　工fC(i) is　ａ　threshold　function, then　determine　the
　　　　　　actual　weights　values　and　the　threshold　value　by Theorem
　　　　　　3.1.　　If C(i) is　not　ａ　threshold　func tion ，・proceed　to
　　　　　　step　２．

























lation 9.1, selec ｔ　an arbitrary　one　of　them.　More-
over, construct　two　characteristic　matrices　C(i;　ｋｌ)




















（１；　k ) denote　the　J-th row and
　　　　　　　　　　　.1.1　　　　ｌ　　　　　　･IJ　　　　Ｉ
　　　　j-th column　of C(i;　k ) and　C(±;　k ), respec tively.
　　　　　Examine　whether　or　not　C(i;･k,) and　C(i;　ｋ;) are
　　　　threshold　functions.　工ｆ both　of　them　are　threshold
　　　　functions, then　C(i) can be　synthesized with　the
　　　　Cascade-Ne twork　of　two　elemen七s. Determine　the　ac tual
　　　　weights　values　and　threshold　value　through Theorem　３．１
　　　　forC(i;　ki) and C(i;　ｋ;)．　エｆonly C(i;　k~) is ａ　'・
　　　　threshold　function, proceed　to　step　３．　０ｎ　the　other
　　　　hand, if　only C(l:　ｋ;)１ｓ　ａ　threshold　function, proceed
























































functions, then C(i) can be　synthesized with　the
Cascade-Ne twork　of　three　elements.　The　ac tual　weights
values　and　threshold　value　are　obtained　through The orem
３．１for C(i. k~), C(i5 ｋ;， kg), and C(i. ｋ;・ｋ;)。




Ｃ(１；ｋ;， ｋ;，吋)ａｎｄ C(i; ｋｌ,．ｋ;，ｋ;)１ｎ the similar
manner.　工ｆ neither　of　them　Is　ａ　threshold　func tion
　　　ｃons true ｔ　similarly C(i: ｋ：，ｋ;，ｋ;)，Ｃ(１； ｋ;，ｋ:, k").
　　　C(i; kl・ ｋ;' ｋご)ａｎｄＣ(１； K- k-. k-).































　Henceforth, perform　the　similar procedures　shown in
step　３．










゛ＩＰｌｎＩＶ:1 h.ｖk31 X I p n V:１ｎＶも|
Furthermore ，ｃons true ｔ　four　むharac teri s tic　matrices
C(i;：吋， k;)，Ｃ(１;lkJ;。
）



















s trai ghtforward　and　can be　excuted　easily by　the　computer.
　　　　　Some　consideration　to　decrease　the　number　of required
elements　is　given by　searching　for　the　suffix　of　the　input













































　　　　　Since　C(i) is　not　ａ　threshold　func tion, decompose　c(i)





　　　　　However, since　C(i;　５＋）ｉｓ　not ａ　threshold　func tion,
decompose　c(i;　５゛） into　two　func ti ons C(i;　５十，１゛･) and　C(i;










function, either, decompose　c(i;　5~) into　C(i:　５’，３＋）ａｎｄ’
- 148　－
C(i;　5~, 3~) given　as　folio゛ｓ．
　　　　　　　　－　　＋　　　　　　　　－　　　　　　　　　皿　　　－　　　　　　－c(i; 5　９　3 ) = x,X2×３町＋ｘlｘ3×4×5＋Jc1°c2勺x^x.
　　　　　　　　－　　－　　　－　－　－　－　　　－　一　　一C(ii 5゛３)゛ｊｃ１゛２勺｀5＋勺ｊ？４)ｃ５
　　　　Now, since　C(i:　５＋，１＋)９　c(i;　５＋９　1"),　C(ii　５‾．　３゛) and
C(i; 5~, 3") are　threshold　functions, C(i) is　composed　of　the
four　threshold　functions　shown as　follows.
　　　　　　　　　　　　　　　　　　　　Ｃ(１)
C(i; ５゛) C(i; ５‾)
　　八　　　　八
C(i; 5゛， 1゛) C{i; 5゛， l") C(i; 5“， １゛) C(i; 5", 1")







　　　　　Ａ１１･the　subjec ts, so　far　treated,　have　been investigated
by　solving　the　slraultane ous　inequalities　directly.　　In　this
chapter, similar　subjects　are　discussed　from　an aspec t　of　the
linear mapping which maps　ａ　first　quadrant　vector　into　ａ　first
quadrant　vec tor.　For　this　purpose, some　properties　of　the









were pointed out by Ｍ．L, Dertouzos, C. K, Ghow and other in-
　　　　　　　　　　　　　　　　　　　　　　　　　　　　・　　　Ｗ　　　・
vestigators for　the　purpose　of　identification　of ａ　Boolean ･





　　　　The　general　expression　of ａ　Boolean　func tion ｆ１（ｘ１゛ｘ２゛
‥‥・）ｃＮ）ｏｆ Ｎ variables　is　converted　so　that　all　the　binary













X ) can be　identified by　the　internal　state　vectors u. {^°１’
２，・・・・，２Ｎ）ｄｅｆｉｎｅｄｉｎChapter工工．　Since　the　quanti ties ｙｋ゛
and　ｇｉ are　defined　for every　input　point ii , they aro　denoted
by ｙｋ(u ) and　g1（令j）゛respectively
　　　　　Then　the　charac teristic　vector･ｒ１　°（ぴiO' "^il'゜･ ･ ･ ≫ぴ１Ｎ）
１ｓ　de fined　as　follows.
　　　　　　　２Ｎ






















































(ｋ　＝　1, 2,　・゜. , N)
　　　　Ifａ　given characteristic　matrix C(i) represents　the
threshold func tion ｆ１，C(i) is identified with　the　charac ter―
istic　vector　咆　which corresponds　to　only　one　threshold　func tion
ｆ１‘　Thus, C(i) determines uniquely the sign vector 弓｡゛ How-
ever, the　ぞｔ　does　not　correspond　to　one　characteri3tic　matrix
c(i)。
Definition １０ ２。 　　　　　　　　　　　　　　～　　　～Consider the　two sets P.　and　Ｑｉ gone一
rated　from　the　positive　set Pi　and　the　negative　se t　Q , re-
spec tively. as　follows.　That　is, P"　and　父　consist　of　such
components as the bit-wise produc t be tween the sign vector ２１













where　the notation I Uj . c'j1^ indicates　the　bit-wise　product　of
"J ゛１１ｄy1° The
y1 and 芦ＩＬａｒｅ　called　the　modified positive　set
and　the　modified　negative　set, respectively.　　The　N-dimensional
vector u.゜〔aj　Q;１１ is called　the　modified　Internal state
vector.
　　　　　　　　～　　　～We can regard Pi　and　Qi　as　the　partial　ordered　sets by
｝ 153　－
introducing ａ　partial　order　relation defined　as　follows.　That











　　　　Definition　10.3.　　A modified　internal　state　vector u^ is
said　to be　minimal, if and　only　if, for an arbitrary modified




Similarly, a　modified　internal　state　vector u. is　said　to be





　　　　Le ゛ Min(P.) denote　the　set which consists　of all　the　mini-




Ｑ１゛ The　Min(?j^) and Max(Q^)　are　called　the　minimal　set　and
the maximal　se ｔ 。
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　　　　Definition　１０．４．　　Delete　all　the　j-th　rows　and　J-th
columns　from ａ　charac teristlc　matrix C(i), if ｉｉｊ　is　ｎｏ七con-
tained in the set-sum Min(八)Ｕ Ｍａｘ(Ｑｉ)．Ｓｕｃｈan obtained























１ｓ contained in the se t―sum Min(p'i) U Max(Qi). Moreover,
－‾　‾　　－｀″‾‾‾'‾‾‾"‾‾　‾‾'‾‾‾‾　‾‾‾　‾‾‾"‾　‾‾‾‾ｉ　λ／　　　　　゛ふｆ‾
replace　all　the　vectors u. of Ｕ;ｗｉｔｈ　the　corresponding modi-
fled　internal　state　vector　ａ　．　Let　us　denote　such an　obtained　　　　　　　　　　　　　　　　　　　　　　　　　　　　１．







































C(i) U°％１＞Ｏ ( 2.16)

















as　given by　Relation　10.1.　Hence, if we　assume
^ O, then we must compensate this constrain by changing
the　signs　of　the　components　of　the　universal　matrix　Ｕ．　This
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　＋　　　　　－
compensation Is done by introducing Um and Dm. Here, note
　　　　　＋　　　　　㎜　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　．that "m and ＵＭａｒｅ considered because we can not detec tﾀ：　１ｎ　ａｄ‾
vance ｇ　the　3ign　of ωiO'　the　threshold　value.　　Therefore, either
of Inequality　System　10.2　or　10.3　becomes　ａ　subsystem　ｏｆ工ｎ－
equality　System　2.16。













　　　　　　　゛ｄＥ　Ｑｉ but ｉｌｄｇ Max(Q^)
｀゛here ( (　１ ｌ゛ｊ　）｀“１　)Implies　the inner prod゛ct of the





　　　　　Ifwe　ｒｅｇａｒｄＣｊ１）｀べ叩（ｉC,(i) ･ U, as the　linear map―











　　　The less the nu°ber of components ｉりthe set―su° Min(P^)











column　in　either　of C (i)゜べｏｌ｀ＣＨ（１）゛仙・then C(i) is ゛
threshold　func tion.
Proof： Let　the　ｋ一th　column　ｏｆＣＭ（１）｀べ　１ｓ　positive,
then consider ａ　vector v)^　such　that　only　the (k+l)-th compo―
　　　　　　　　　　　　１
nent　ω１ｋ　is　sufficiently　large‘　　Then, this　w.　becomes　a so-
lutlon of Inequali ty　System　１０．２ Q.E.D
　　　　　匹　　工ｆ we　can generate　ａ　nonposi tive　vec tor
by　the　linear　combina七ion　of　the　rows　with　posi tive　coefficients






　　　　　De finltion　１０°５°　　If　the　^ -th colv‘ｌ°１１　of ＣＭ（１）｀ＵＭ　is
nonzero　nonnegaやive,　then　eliminate　all　the　rows from ＣＭ（１）‘べ
such　that　the　components　of　the　μ-th column are　positive.
Such　ａ resulting matrix is　denoted by Ｃ;ｙｉ了・べ(ti-,). Similarly,
１ｆ the lip-th ｃ°lumn of ｃ;でiT｀べ((1 ) ±3 nonzero　nonnegative,
then eliminate all the rows from ｃこFiﾌj゛゛べ(n ) such that the
components　of　the　μ2-th c olumn are　positive°　Such an　obtained
matrix　is　denoted by (こてi7F･べ（μ１，μ２）．　Likewise, Cj^j石了・Ｕ；












type　matrix, namely, vanished, then C(i) is　ａ　threshold　func―・
tion.





















Definition 10.6.　　First, make　ａ　linear combination of
some columr】ｓof ＣＭ(１)｀Ｕ;with positive coefficients　８ｏ　that
the　linear combined　column may 'ｂｅ　nonzero　nonnegative, then
eliminate　all　the　rows　from CM(i)・VxM such　that　the components
of　this　linear　combined　column are　positive.　Such an　obtained
matrix １８　denoted by C^(i)・ Ｕ;(ｃｏｌｕｍｎ＝１)．　　similarly,make　ａ
linear combiりation　of　some　columns　ｏｆ(ﾖ;でi了. U^(coluran:l) with




combined　column are　positive The　resulting matrix　is　denoted
by c (i) . Uw(column:2).　Likewise, Cてi‾F・Ｕ;（ｃｏｌｕｍｎ:n)and
Ｃ;でi ) ･ Uj^(column:m) can be　defined.
　　　　　Then, the　next　theorem　is　established　by　the　similar
manner　to　Theorem 10.6.
　　　Theorem 10.7.　If there exists either Ｃこて7F・Vx.(column: n)
or Ｃ;ﾏでi)・UL,(column:m) which becomes the (０,０)－tｙｐｅmatrix,












Hence, the　sign vector　ｇｌＬ　Is　given as　follows.
　　　　　　　　　弓
．゜
(-1, 1, -1, 1,　－１）















































given by Fig. 't.3.　Since　C(3) is　not　ａ　threshold　function,
generate　the　charac teristlc vec tor ゛ｙ３and ｔｈ? sign ゛ｅｃtor ≪r・
　　　　　　　　　　　　゛ｙ３　°（‘２゛２゛2,-2)
　　　　　　　　　　　　ち　=(1, 1, -1)



























































ＯＯ-１）→（Ｏ Ｏ -１ ０）
０１－１）→（０１－１０）
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neuron.　The　ac tive　uni ts　Include　the　model　axon and　the　model





























the　actual　ne ur on does　not yield　to　c hange　the　parameters　of
its　elec trie　functions　arbitrarily　or　to　construct　an arbitrary　　ｌ'･･






















　　assembled　In ａ　neuron ａ８　１ｎFig.11.1.　We　may assemble　the　syn―
　　aptlc　units　in many different　combinations　and　the　eixonal　units





in de tail by HODGKIN and　ＨＵＸＬ訪）。。construct　tho　model　axon
we　intended　ｔ０　simulate　qualitatively　the　essential　features　of
the　eJLectrlc　properties　of　the　axon.　The　circuit　of　the　model
axon　unit　１Ｓ　shown　in Fig. 11.2,　工ｎ　this model　the　ac tive　ionic
- 169 －
currents　across　the　axon membrane　are　represented by　the　current
工through. the capacitor ９２。 工ｎ the rest state the input voltage
V is　zero ゛ｎｄ　the　vacuum　tube　刄　１ｓ　on and ″112　1ｓ　offif　the
grid voltage Ｓ２ of １２１ｓ set　below　ａ　critical negative　voltage
Ｅ　．　　Whenｖ １８　decreased and　reaches　below　the　threshold value
　Ｃ
ｖｔｈｗｈｉｃｈ　satisfies ＼h ’ Ｓ２ ° 孔　゛１ Is svirltched　to　the　off
state　and　ｌ　to　the　off　state.　After ａ　brief active　period in
which T is off ａｎｄＴ２１ｓ　ｏμ゛Ｔ１　１ｓagain　switched　to　the　on
state　and　Ｔ　to　the　off　state.　工ｆ ｖ is　set　below　the　threshold
　　　　　　　　　　２
ｖｔｈ゛　the　axon　unit　fires repe titively. ，工ｎ　the　active　phase　the
current工　consists　of　the　two　components:　the　curren七工ｈ which
compensates the current １２ flowing through the tube ’１２and　the
discharge　ｃｕｒｒｅｎｔｌｋ　ofthe　capacitor C °　In　is　inward　and　工ｋ


























axon unit　does　not　actively respond and　the　input　voltage　prop-
agates　passively　over the　axon　cable　and　decayes, while　when




ance　Ｒｖ゛Ｔｈｅ deeper the grid voltage Ｅｇ２than Ec. the larger
the　threshold ｖｔｈ°　If　^g2　１８set a!)ｏｖｅ　Ｅｃ゛then　the　axon unit
fires　spontaneously。

































































































































the　propagation delay and　the　firing　frequency are　plotted
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time　summation) .　The　incremental (facilitatory) and　the　decre―
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ｉ
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and　the　Inhlbi tory　outputs (from　EX and　工NH　terminal　respect-
ively).　The　magnitude　of　the　output potential　may be　changed








11.14　shows　how　the　D.C, voltage　arised as　the. result　of　the
time　summation (it　Is　given　as　the　level　of　the　bottoms　of　the





















mental　excitatory, b)　incremental　inhibitory, c) decremental




The　grid voltage　of　the　tube T Is　set　in　such a way　that Ｔ:３
１ｓ　on　in　the　rest　state t　When ａ apike　Input　ｃｏ°es　Ｔ３　becomes
temporally　off and　the　capacitor　Ｃ１　１ｓ　charged　up　9O that　the
grid　voltage　of Ｔ３　１ｓincreased.　When ａ　series　of spikes　comes




same　as　Ｆｉｇ・11.15　except　that　the　grid voltage of T-　１ｓ　set
１ｎ　suchａ　way that T_　１ｓoff in　the　rest　state*　VThen a spike
input　comes, the　aftershoot　of　the　differentiated　Input　to Ｔ:３
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