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ABSTRACT
We undertake an asymptotic study of a second Painlevé hierarchy based
on the Jimbo-Miwa Lax pair in the limit as the independent variable
approaches infinity. The hierarchy is defined by an infinite sequence of
non-linear ordinary differential equations, indexed by order, with the
classical second Painlevé equation as the first member. We investigate
general and special asymptotic behaviours admitted by each equation
in the hierarchy. We show that the general asymptotic behaviour is
described by two related hyperelliptic functions, where the genus of the
functions increases with each member of the hierarchy, and we prove
that there exist special families of solutions which are represented by
algebraic formal power series. For specific values of the constants which
appear in the higher-order second Painlevé equations, exact solutions are
also constructed.
Particular attention is given to the fourth-order analogue of the classical
second Painlevé equation. In this case, the general asymptotic behaviour
is given to leading-order by two related genus-2 hyperelliptic functions.
These functions are characterised by four complex parameters which
depend on the independent variable through the perturbation terms of
the leading-order equations, and we investigate how these parameters
change with respect to this variable. We also show that the fourth-order
equation admits two classes of algebraic formal power series and that
there exist families of true solutions with these behaviours in specified
sectors of the complex plane, as well as unique solutions in extended
sectors.
To complement our asymptotic study of higher-order Painlevé equa-
tions, we consider a new setting in which classical Painlevé equations
arise. We study reaction-diffusion equations with quadratic and cubic
source terms, with a spatio-temporal dependence included in those terms,
and show that solutions of these equations are given by first and second
Painlevé transcendents.
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1
INTRODUCTION
This thesis investigates general and special asymptotic behaviours admit-
ted by higher-order Painlevé equations. These equations, and associated
Painlevé hierarchies, appear in a range of problems in applied mathemat-
ics and mathematical physics, as well as in pure mathematical research.
We study a second Painlevé hierarchy based on the Jimbo-Miwa Lax
pair in the limit as the independent variable approaches infinity. Our
work builds upon the foundations of established asymptotic results for
the classical second Painlevé equation. Before performing our analysis,
we begin with a survey of these classical results and an outline of the
precise problem that we will address in this thesis.
1.1 classical results
The asymptotics of the classical second Painlevé equation
PII : yxx = 2y3 + xy + α, |x| → ∞, α = constant,
have been widely studied. PII first appeared in the classification work
of Painlevé in 1900-02 [54, 55], and in 1913-14, Boutroux [7, 8] reported
all possible local asymptotic behaviours of the PII transcendent near
infinity. Boutroux gave the transformation z = 23x
3/2, y(x) =
√
xu(z)
which maps PII to
uzz = 2u3 + u+
1
3z
(2α+ 3u) +
u
9z2
. (1.1)
The generic solution of equation (1.1), to leading-order in the limit as
|z| → ∞, is described by a Jacobi elliptic function which satisfies
v2z = v
4 + v2 + E,
for constant E. It follows that v(z) is implicitly defined by the integral
equation∫ v(z)
0
ds√
P (s;E)
= z − φ, P (s;E) = s4 + s2 + E,
1
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where φ is the position of a zero of v(z) and the path of integration avoids
the singularities of the integrand. The leading-order elliptic function
solutions v(z) are characterised by the parameters E and φ.
To describe the asymptotic behaviour of a particular solution u(z) of
equation (1.1), beyond the local neighbourhood of the initial point z0 at
which it is considered, it is necessary to investigate how the parameters
E and φ change as z is varied near this point. Boutroux1 considered the
discrete change in E as z is moved from z0 along a sequence of points
{zn}, n ≥ 0, each separated by a period of the leading-order elliptic
function ωn, as defined at that point:
ωn = zn+1 − zn, ωn =
∮
ρ
ds√
P (s;En)
, (1.2)
where En ≡ E(zn) for E(zn) = uz(zn) − u(zn)4 − u(zn)2, and ρ is any
contour enclosing two of the branch points of the integrand. He found
En+1 − En = −ω˜nz−1n +O(z−2n ), ω˜n =
∮
ρ
√
P (s;En) ds, (1.3)
and argued that at any point zn, for which the sequence {zn} admits
infinite extension, E is determined from the transcendental equation∮
ρ
√
s4 + s2 + E = 0, (1.4)
that is, ω˜ = 0, where ω˜ is equal to ω˜n (1.3) with En = E. This result
expands the leading-order elliptic function estimate v(z) beyond the local
neighbourhood of the initial point z0 to a larger domain of order z. An
extended overview of these results is given in [22] and [37].
The complete description of the generic elliptic function asymptotics of
PII was obtained by Joshi and Kruskal [31, 32]. They solved the connection
problem for PII, relating the asymptotic behaviour of a solution along
different paths of approach to infinity. By investigating the parameters
E and φ through the method of multiple-scales, they showed that the
solution u(z) of equation (1.1) satisfies
∫ u(z)
0
ds√
P (s;E)
= z + µω1 + νω2 + t, t = O(z−1), (1.5)
in the interior of each quadrant in the z-plane. In this description, E is
determined from (1.4), µ and ν are complex constants, and ω1 and ω2
1 Boutroux performed this calculation for PI, however the approach for PII is identical.
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denote the two periods,
ωi =
∮
ρi
ds√
P (s;E)
, i = 1, 2, (1.6)
of the elliptic function behaviour.2 These asymptotic results are globally
valid - the constants µ and ν, and the periods ω1 and ω2, undergo
specified jumps across the real and imaginary axes.3
While the generic elliptic function solution is known to possess poles
in every neighbourhood of infinity in the complex plane, there are special
families of solutions that do not have poles in every subsector of such
a neighbourhood. Boutroux proved the existence of two one-parameter
families of solutions of PII that he called tronquée, and of six unique
solutions called tri-tronquée. The solutions are asymptotic to
y(x) =
(−x
2
)1/2 (
1 +O(x−3/2(1−))
)
, (1.7)
or
y(x) =
−α
x
(
1 +O(x−3/2(1−))
)
, (1.8)
for  > 0, in particular annular sectors of the plane as |x| → ∞. There
exists x0 6= 0, such that the tronquée solutions are pole-free in the sectors
Ωk =
{
x ∈ C∣∣ |x| > |x0| , (k − 1)pi/3 < arg x < (k + 1)pi/3} ,
where k = 0, . . . , 5. Boutroux identified that each such sector is bisected
by a ray given by arg x = kpi/3, and that no poles are present beyond a
circle of some finite radius along such a ray. Similarly, the tri-tronquée
solutions are pole-free in extended sectors Ωk ∪ Ωk+2 within which lie
three bisectors of the original sectors.
Boutroux also pointed out that the elliptic asymptotics degenerate into
trigonometric asymptotics for arg x in a small neighbourhood of the rays
arg x = kpi/3. Note that the boundaries of the sectors of validity of each
description (1.5), given by the real and imaginary axes in the z-plane,
2 Note that ω1 and ω2 (1.6) denote individual periods at any point z with E defined
by (1.4), whereas ωn (1.2) denotes either of the elliptic function periods at the point
zn with En = E(zn).
3 Although we do not solve a connection problem in this work, we mention Joshi and
Kruskal (J&K) because they utilised a direct method to derive their results, rather
than solving the associated linear problem. We take a similar approach throughout this
work, deriving results from the non-linear equations rather than the linear problems.
We also note that the work of J&K builds upon that of McCoy, Tracy, and Wu [46, 47],
Ablowitz and Segur [1], and Hastings and McLeod [25] who solved the connection
problem for a special case of PII, and that in both [1, 25] results from inverse scattering
are used.
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correspond to these special rays in the x-plane via the Boutroux trans-
formation z = 23x
3/2. This shows the connection between the domains of
validity of the general and special asymptotic behaviours.
1.2 jimbo-miwa second painlevé hierarchy
PII is one of six classical Painlevé equations (PI - PVI) which are regarded
as completely integrable because they can be solved through an associated
system of linear equations. PII has two well-known linear problems, or
Lax pairs, given by Flaschka and Newell (FN) in [21], and Jimbo and
Miwa (JM) in [28]. The FN and JM linear problems for PII are both
given by 2× 2 matrix systems of the form
∂λΨ = FΨ, (1.9a)
∂xΨ = GΨ, (1.9b)
where the coefficient matrices F and G are analytic in x and rational in
λ. The compatibility of the linear problem (1.9) is ∂λxΨ = ∂xλΨ, and
this yields the following condition:
∂xF− ∂λG + [F,G] = 0, (1.10)
where [ , ] is the usual matrix commutator. In each case (FN or JM) the
constraint (1.10) is satisfied by PII or an equivalent system. Importantly,
the matrices F in the two problems differ in their dependence on the
spectral parameter λ; the FN equation (1.9a) has an irregular singular-
ity of rank three at infinity and a regular singularity at zero, whereas
the JM equation (1.9a) has a single rank three singularity at infinity.
Given this singularity structure there does not exist an algebraic gauge
transformation between these two systems, however an invertible integral
transformation between the FN and JM linear problems is given in [34].
PII is also the first member of two infinite hierarchies of ODEs, which
arise as symmetry reductions of two different PDE hierarchies: the modi-
fied KdV hierarchy, and a dispersive water wave hierarchy. The reduction
of these equations and their associated linear problems are given explicitly
in [29] and [23], respectively. For PII, it is important to recognise that
the two reductions lead to each of the two different linear problems given
by Flaschka and Newell, and Jimbo and Miwa (see [24]). We therefore
distinguish the two hierarchies by those names, and denote them FN
P(n)II and JM P
(n)
II .
There are many recent investigations of higher-order analogues of
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Painlevé equations. Cosgrove [15, 16] completed a classification study
of a class of fourth- and fifth-order ODEs with the Painlevé property,
and reported equations that define new higher-order transcendents, as
well as equations that are solved in terms of known special functions.
Other studies have focussed on the extension of the numerous properties
of the classical Painlevé equations to the equation hierarchies. For the
Flaschka-Newell second Painlevé hierarchy, Bäcklund transformations
and special integrals were studied in [13], rational solutions and their
related special polynomials in [12, 17], and the Hamiltonian structure of
the hierarchy in [45].
The asymptotic behaviour of the Jimbo-Miwa second Painlevé hierarchy
has been examined by the group of Kawai and Takei, for example in
[35, 50]. They study the asymptotic behaviour, for an introduced large
parameter, of instanton (0-parameter) solutions of JM P(n)II , as well as
P(n)1 and FN P
(n)
II . Their method of exact WKB analysis is based on
Borel summation of WKB solutions. In this work, we also undertake an
asymptotic study the Jimbo-Miwa hierarchy, but we consider a different
asymptotic limit and a different method of analysis.
We concentrate on the Jimbo-Miwa hierarchy in the limit as the
independent variable approaches infinity. We initially focus on the second
member of the Jimbo-Miwa hierarchy
JM P(2)II :
uxx − 3uux + u3 + 6uv + 4g3x = 0,
vxx + 3uvx + 3v2 + 3u2v = 4α2,
(1.11)
and then we consider the general class of equations: for each integer
n ≥ 1, JM P(n)II is defined by two nth-order ODEs
JM P(n)II : an + 2
ngn+1(x, 0)T = 2n(0, αn)T , (1.12)
where gn+1 6= 0 and αn are constants, an is defined recursively by
an = ran−1, a0 = (u, v)T , (1.13)
and r is the matrix operator
r =
 u− ∂x 2
2v − ∂−1x vx u+ ∂x − ∂−1x ux
 . (1.14)
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The first member of the hierarchy
JM P(1)II :
−ux + u2 + 2v + 2g2x = 0,
vx + 2uv = 2α1,
(1.15)
is equivalent to PII in u, and P34 (of [26]) in v. Similarly, the system JM
P(2)II (1.11) is equivalent to a fourth-order scalar equation in u
uxxxx =
2uxuxxx
u
+
3u2xx
2u
− 2u
2
x
uxx
u+ 5u2uxx +
8g3xuxx
u
+
5
2
uu2x
− 8g3xu
2
x
u2
+
8g3ux
u
− 5
2
u5 − 8g3xu2 − 12u (2α2 + g3) + 8g
2
3x
2
u
.
(1.16)
It is interesting to note that this equation also appears in other studies. In
particular, it appears in a study of caustic-type limits of PDEs [36], and
in [41] in a discussion of higher-order equations which admit hyperelliptic
functions as asymptotic behaviours. Equation (1.16) is quite different
to the other fourth-order analogue of PII, or the second member of the
Flaschka-Newell hierarchy,
FN P(2)II : yxxxx − 10y2yxx − 10yy2x + 6y5 = xy + α2. (1.17)
Thus, an important open question (to be revisited) is whether these
two equations are related through a transformation of variables, or even
whether they admit the same types of qualitative asymptotic behaviours
in the limit as |x| → ∞.
1.2.1 Hyperelliptic asymptotics
In addition to the elliptic asymptotics of PII, the first five classical
Painlevé equations all have general asymptotic behaviours described
by elliptic functions. Furthermore, there are a number of studies which
indicate that this asymptotic structure admits a natural extension to
higher-order Painlevé equations. Drach [18] demonstrated that the station-
ary reductions of the KdV hierarchy are solved in terms of hyperelliptic
functions, where the genus of the functions increases with each member
of the hierarchy. In [29], Joshi reviewed this construction and showed
that the large parameter limit of FN P(n)II is solved by the stationary
solutions of the KdV hierarchy. Littlewood [41] investigated a particular
fourth-order Painlevé transcendent through its associated linear prob-
lem, and formulated solutions with hyperelliptic (genus-2) asymptotics.
Equation (1.16) is explicitly identified in [41] as possessing hyperelliptic
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asymptotics, however the form of the hyperelliptic solution is not given.
In this work we study the general asymptotic behaviour of each equation
in the Jimbo-Miwa hierarchy, in the large independent variable limit, and
show that the leading-order behaviour of JM P(n)II is described by two
related hyperelliptic functions of genus-n. We construct the explicit form
of the asymptotics in each case via the method of Drach [18] applied
to the compatibility condition of the associated scalar linear problem.
The construction of the generic asymptotics of the hierarchy would not
be possible without linear theory - the compatibility condition of the
linearisation scheme is used critically in the derivation of these results.
Matrix and scalar linear problems for JM P(n)II are both given in [23],
where the process for moving between the two types of problems is also
discussed. The scalar linear problem for JM P(n)II is given by the system
ψxx = fψ, (1.18a)
ψλ = 2hnψx − (hn)x ψ, (1.18b)
where the coefficient functions f and hn are given by
f =
(
λ− 12u
)2 + 12ux − v, (1.19a)
h˜n = λn + 2−n
n−1∑
i=0
ai,1 (2λ)
n−1−i
, h˜n = gn+1hn, (1.19b)
where ai,1 denotes the first component of ai (1.13), and (u, v) solves JM
P(n)II (1.12) with constant gn+1. The compatibility of (1.18) is ∂xxλψ =
∂λxxψ and this yields the following condition:
(hn)xxx − 4f (hn)x − 2fxhn + fλ = 0. (1.20)
For n = 1 and n = 2, (1.19b) implies
h˜1 = λ+ 12u, h˜1 = g2h1, (1.21)
h˜2 = λ2 + 12uλ+
1
4
(−ux + u2 + 2v) , h˜2 = g3h2, (1.22)
and the constraint (1.20) is satisfied by the systems (1.15) and (1.11),
respectively.
The generic asymptotic results that we derive for JM P(n)II lead to
complex analytic information about the solutions to the equations. This
is particularly useful for the Painlevé equations because the solutions are
highly transcendental functions whose explicit analytic properties have
been difficult to deduce.
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1.2.2 Algebraic asymptotics
Further to the study of the generic asymptotics of JM P(n)II we consider
special asymptotic behaviours admitted by the equations in this hierarchy.
As mentioned, Painlevé equations and hierarchies appear in many areas
of mathematical physics, and are of particular interest in the study of
string equations of certain matrix models [48] and of gradient catastrophe
in wave equations, including the focusing non-linear Schrödinger equation
[20]. Remarkably, the physically important solutions in these settings
turn out to be those that are pole-free, or tronquée, in certain sectors.
As well as the tronquée solutions derived by Boutroux for PI and
PII, tronquée-type solutions of FN P
(n)
II were considered by Joshi and
Mazzocco [33]. In this work, we derive all possible algebraic asymptotic
behaviours admitted by JM P(n)II . For the fourth-order equation, solutions
with these behaviours are shown to extend the notion of Boutroux’s tron-
quée and tri-tronquée solutions to higher-tronquée cases. We construct
the solutions by direct analysis of the governing non-linear equations
using the method of dominant balances [5]. To address questions of
existence and uniqueness we utilise classical results from asymptotic
theory.
1.2.3 Special solutions
As a corollary to the asymptotic study of the hierarchy we investigate
special solutions of JM P(n)II which are valid for particular values of the
parameter αn. For arbitrary values of the constants, solutions of the
Painlevé equations cannot be written in terms of classical special functions
(by definition). However when the parameters take special values, each
equation PII - PVI admits special solutions which are expressed in terms
of such functions. It is well known that the second Painlevé equation
admits two classes of special solutions. When α equals an integer, PII
can be solved by rational functions, and when α equals a half-integer,
PII has a one-parameter family of solutions written in terms of Airy
functions. In each class, an infinite sequence of solutions is generated
from compositions of Bäcklund transformations applied to two seed, or
immediately accessible, solutions [51]. We investigate seed solutions of
JM P(n)II which extend these two special solutions through the hierarchy.
1.3 new application 9
1.3 new application
The widespread appearance of the Painlevé transcendents in applied
mathematics has afforded them the status of new non-linear special
functions. Since the prominent work of Ablowitz and Segur [1], which
demonstrated the connection between Painlevé equations and completely
integrable systems, there has been significant research in the area of
Painlevé analysis.4 In addition to the asymptotic study described above,
we explore a new connection between the first and second Painlevé
equations and variable coefficient reaction-diffusion equations.
We consider generalised Fisher and Nagumo-type reaction-diffusion
equations, which include a spatio-temporal dependence in the coefficient
functions of their source terms. These equations are ubiquitous in the
study of biological and physical systems, and in this work we show that
solutions to such reaction-diffusion equations can be written in terms
of the classical first and second Painlevé transcendents. An original
feature of our analysis is that the coefficient functions are also solutions
of differential equations, including the Painlevé equations. We do not
assume any special boundary or initial conditions, so that the solutions
we derive can be used to investigate the dynamics of any system of
interest in the investigated class.
1.4 synopsis
This document is divided into four parts. The first two parts are devoted to
the asymptotic study of the Jimbo-Miwa hierarchy and Part iii (Chapter
8) is dedicated to the new application, described in §1.3. An extended
introduction to this topic is given in Chapter 8, which is largely self-
contained. Part iv (Chapter 9) offers brief concluding remarks.
In Part i we focus on the fourth-order system JM P(2)II (1.11). We
show in Chapter 2 that JM P(2)II admits special asymptotic behaviours
given by algebraic formal power series. The size and orientation of the
sectors of validity of these asymptotic behaviours, and the number of
free parameters in the asymptotic descriptions, are all given explicitly.
In Chapter 3 we consider the general dominant asymptotic behaviour of
JM P(2)II and derive leading-order solutions expressed in terms of genus-2
hyperelliptic functions. We also analyse the behaviour of the parameters
in the defining hyperelliptic functions, thus making the first steps toward
4 In the introduction to the recent special edition of J. Phys. A. celebrating 100 years
of PVI [14], Clarkson et al provide an excellent overview of the current state of the
area.
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extending the locally valid leading-order asymptotics to a wider domain
of validity.
In Part ii we continue this dual asymptotic analysis of the general
and special behaviours for the entire Jimbo-Miwa hierarchy. Further
insight into the structure of the hierarchy and associated linear problem
is provided in Chapter 4. This underpins the asymptotic analysis of
the subsequent chapters; in Chapter 5 we examine special asymptotic
behaviours of JM P(n)II and in Chapter 6 we interrogate the general
asymptotic behaviour. Concluding Part ii, in Chapter 7 we present
special solutions of the hierarchy which are valid for particular values of
the parameter.
Part I
ASYMPTOTIC STUDY OF THE
FOURTH-ORDER J IMBO-MIWA SECOND
PAINLEVÉ EQUATION
2
TRONQUÉE SOLUTIONS
2.1 abstract
In this chapter we begin our asymptotic study of the fourth-order Jimbo-
Miwa second Painlevé equation. We prove that there are two families of
algebraic formal power series solutions and that there exist true solutions
with these behaviours in sectors σ of the complex plane. Given σ we also
prove that there exists a wider sector Σ ⊃ σ in which there exists a unique
solution in each family. These provide the analogue of Boutroux’s tri-
tronquée solutions for the classical second Painlevé equation. Surprisingly,
they also extend beyond the tri-tronquée solutions, in that we find penta-,
hepta-, ennea-, and hendeca-tronquée solutions. We proceed by direct
analysis of the non-linear equations and provide explicit details on the
asymptotic expansion of the solutions, as well as the size and orientation
of the sectors of validity of these descriptions.
The plan of the chapter is as follows. We construct formal solutions
in §2.2 and prove their existence in §2.3. In §2.4, we prove that a subset
of these solutions is unique and suggest a naming convention of these
new solutions in §2.5. We conclude with a discussion in §2.6, where we
note the differences between the asymptotic behaviours admitted by the
Flaschka-Newell and Jimbo-Miwa fourth-order second Painlevé equations.
2.2 formal solutions
Proposition 2.1.1 In the limit as |x| → ∞, the system of equations JM
P(2)II (1.11) admits two families of formal solutions:
ua,j,f = ωj (−4g3x)1/3
∞∑
i=0
ai(
x1/3
)4i , (2.2a)
va,j,f =
4α2
3ω2j (−4g3x)2/3
∞∑
i=0
bi(
x1/3
)4i , (2.2b)
1 Note that we use the same counter for propositions, remarks, theorems, and equations
in this document.
12
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and
ub,j,f = ωj
(
4g3x
5
)1/3 ∞∑
i=0
di(
x1/3
)4i , (2.3a)
vb,j,f = −ω2j
(
4g3x
5
)2/3 ∞∑
i=0
ei(
x1/3
)4i , (2.3b)
where w3j = 1, j = 1, 2, 3, a0 = b0 = d0 = e0 = 1, and ai, bi, di, and ei
are constants determined by substitution.
Proof. The solutions in Proposition 2.1 are readily constructed by making
use of the Boutroux transformation of variables
u = x1/3U, v = x2/3V, z = 34x
4/3, (2.4)
in the system (1.11), where U and V are functions of z. This change of
variables is chosen such that there is a maximum number of dominant
terms in the transformed equations (see [31]).2 Written in Boutroux
coordinates,
Uzz − 3UUz + U3 + 6UV + 4g3 = 34z
(
U2 − Uz
)
+
U
8z2
,
Vzz + 3UVz + 3V 2 + 3U2V =
3α2
z
− 1
4z
(6UV + 5Vz) +
V
8z2
,
(2.5)
the equations reveal which terms are dominant in the limit as |z| → ∞.
In this case two algebraic leading-order balances are possible:
Case a : (U, V ) = (O(1),O(z−1)),
Case b : (U, V ) = (O(1),O(1)).
Formal solutions of (2.5) corresponding to these balances take the form
Case a : U(z) = c0
∞∑
i=0
uiz
−i, V (z) =
α2
c20z
∞∑
i=0
viz
−i, (2.6)
Case b : U(z) = c1
∞∑
i=0
uiz
−i, V (z) = −c21
∞∑
i=0
viz
−i, (2.7)
where c0 and c1 are given by
c30 = −4g3, c31 = 4g3/5, (2.8)
and ui, vi are constants determined by substitution in each case with
2 We have already encountered a Boutroux change of variables for PII, and we will
often use this kind of transformation in our subsequent work.
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u0 = v0 = 1. Returning to the original coordinates via (2.4), these formal
solutions are written as in Proposition 2.1, where the subscripts a and b
match the cases defined above.
2.3 existence of true solutions
Proposition 2.9. Given any x0 ∈ C such that |x0| > 1, define the
sectors
σa,k,β =
{
x ∈ C∣∣ |x| > |x0| , kpi4 < arg(x− x0) < (k + β)pi4
}
,
σb,k =
{
x ∈ C∣∣ |x| > |x0| , (2k + 1)pi8 < arg(x− x0) < (2k + 7)pi8
}
,
where β = 1 or 2, and k = 0, . . . , 7. Then the following hold:
1. There exist two-parameter solutions of JM P(2)II whose asymptotic
behaviour as |x| → ∞ is given by (2.2) or (2.3) in the respective
sectors σa,k,β and σb,k.
2. There exist one-parameter solutions of JM P(2)II whose asymptotic
behaviour as |x| → ∞ is given by (2.2) in the sectors σa,k,3.
Proof. We prove the result in the transformed z coordinates, and then
apply (2.4) to obtain the required results in terms of x. To prove the
existence of actual solutions with behaviour (2.6) or (2.7), we employ
Wasow’s main asymptotic existence theorem, given below.
Theorem 2.10. [62] Let S be an open sector of the complex z-plane
with vertex at the origin and a positive central angle not exceeding
pi/(q + 1) (q a nonneagtive integer). Let F(z,Y) be an n-dimensional
vector function of z and the n-dimensional vector Y with the following
properties.
a. F(z,Y) is a polynomial in the components Yj of Y, j = 1, . . . , n,
with coefficients that are holomorphic in z in the region z ∈ S and
0 < z0 < |z| <∞, for z0 constant.
b. The coefficients of the polynomial F(z,Y) have asymptotic series
in powers of z−1, as z →∞, in S.
c. If Fj(z,Y) denotes the components of F(z,Y) then all eigenvalues
λj , j = 1, . . . , n of the Jacobian matrix{
lim
x→∞
x∈S
(
∂Fj
∂Yk
∣∣∣∣
Y=0
)}
, (2.11)
2.3 existence of true solutions 15
are different from zero.
d. The differential equation
z−q
dY
dz
= F(z,Y) (2.12)
is formally satisfied by a power series of the form
∞∑
r=1
yrz
−1. (2.13)
Then there exists, for sufficiently large z ∈ S, a solution of y = φ(z) of
(2.12) such that, in every proper subsector of S,
φ(z) ∼
∞∑
r=1
yrz
−r, z →∞. (2.14)
The hypotheses of this theorem require that the system of equations
under consideration is formally satisfied by an asymptotic expansion of
the form (2.13), where we note that the expansion begins with the index
1 and not 0. Given the expansions (2.6) and (2.7), we therefore make the
following change of variables.
Case a: Let (U, V ) be a solution of (2.5) which is asymptotic to (2.6),
and define U˜ = U − c0 and V˜ = V . Then, (U˜ , V˜ ) solves the system
U˜zz − 3c0U˜z + 3c20U˜ + 6c0V˜ +
(
3U˜ U˜z + 6U˜ V˜ + U˜3
)
= O(z−1),
V˜zz + 3c0V˜z + 3c20V˜ +
(
3U˜ V˜z + 3V˜ 2 + 3U˜2V˜ + 6c0U˜ V˜
)
= O(z−1),
(2.15)
and has a formal expansion given by
U˜(z) =
∞∑
i=1
u˜iz
−i, V˜ (z) =
∞∑
i=1
v˜iz
−i, (2.16)
for constants u˜i and v˜i.
Case b: Let (U, V ) be a solution of (2.5) which is asymptotic to (2.7),
and define U˜ = U − c1 and V˜ = V + c21. Then, (U˜ , V˜ ) solves the system
U˜zz − 3c1U˜z + 6c1V˜ − 3c21U˜
+
(
3U˜ U˜z + 6U˜ V˜ + U˜3 + 3c1U˜2
)
= O(z−1),
V˜zz + 3c1V˜z − 3c21V˜ − 6c31U˜
+
(
3U˜ V˜z + 3V˜ 2 + 3U˜2V˜ + 6c1U˜ V˜ − 3c21U˜2
)
= O(z−1),
(2.17)
2.3 existence of true solutions 16
and has a formal solution given by (2.16).
Following Wasow’s theorem, we rewrite each system of two second-order
equations (2.15) and (2.17), as a system of four first-order equations
dY
dz
= F(z,Y), F(z,Y) = F0(Y) +
∞∑
i=1
1
zi
Fi(Y),
where the components of the vector Y are Y1 = U˜ , Y2 = V˜ , Y3 = U˜z,
and Y4 = V˜z. We then construct the Jacobian of F(z,Y) evaluated at
Y = 0 as |z| → ∞. For Case a we find
Ja =

0 0 1 0
0 0 0 1
−3c20 −6c0 3c0 0
0 −3c20 0 −3c0
 , (2.18)
and similarly for Case b,
Jb =

0 0 1 0
0 0 0 1
3c21 −6c1 3c1 0
6c31 3c
2
1 0 −3c1
 . (2.19)
Let λa, λb, denote the eigenvalues of the matrices Ja, Jb. Scaling
µ = λa/c0 we obtain
Case a : µ1 =
√
3 exp(ipi/6) = −µ2 = −µ3 = µ4, (2.20)
where i =
√−1 and the overbar denotes complex conjugation, and scaling
ν = λb/c1 we find
Case b : ν1 =
√
3(5−
√
5)/2 = −ν3,
ν2 =
√
3(5 +
√
5)/2 = −ν4.
(2.21)
Since each eigenvalue is non-zero, all the hypotheses of Wasow’s theo-
rem 2.10 are fulfilled. This proves the existence of true solutions with
behaviours that are valid in sectors in the complex z-plane with a central
angle less than pi. Applying the Boutroux transformation (2.4) gives
corresponding sectors of validity in the x-plane. These sectors have an an-
gular opening less than 3pi/4, as given by σa,k,β and σb,k in Proposition
2.9.
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We now turn to the determination of the precise sectors of validity.
These sectors are determined by exponential terms which occur beyond
all orders in the asymptotic description of the solutions (see [27]). Let
(U0, V0) be a solution of (2.5) with asymptotic behaviour (2.6) or (2.7)
and perturb this solution as follows:
U = U0 + Û , V = V0 + V̂ , (2.22)
where (Û , V̂ )  1. Substitute (2.22) into equations (2.5). Using the
asymptotic behaviour of (U0, V0), given by (2.6) or (2.7), we find that the
perturbation term must satisfy equations (2.15) and (2.17) respectively,
with (U˜ , V˜ ) 7→ (Û , V̂ ) in each case. Since (Û , V̂ ) 1, the linear terms
in the equations are dominant; and hence to determine the asymptotic
behaviour of (Û , V̂ ) it is sufficient to consider only these terms. For Case
a these are
Ûzz − 3c0Ûz + 3c20Û + 6c0V̂ = O(z−1),
V̂zz + 3c0V̂z + 3c20V̂ = O(z−1),
and for Case b,
Ûzz − 3c1Ûz + 6c1V̂ − 3c21Û = O(z−1),
V̂zz + 3c1V̂z − 3c21V̂ − 6c31Û = O(z−1).
Proceeding as above, we write these systems of second-order equations
as systems of first-order equations
dY
dz
= K(z)Y, K(z) = J +
∞∑
i=1
1
zi
Ki, (2.23)
where Y is a column vector with components Y1 = Û , Y2 = V̂ , Y3 = Ûz,
and Y4 = V̂z, and K(z) is a matrix of asymptotically expanded coefficients,
where the Jacobian matrix J is defined by Ja (2.18) or Jb (2.19) in each
case. The asymptotic behaviour of solutions to (2.23) is found using the
following theorem.
Theorem 2.24. [62] Let S be an open sector of the z-plane with vertex
at the origin and a positive central angle not exceeding pi/(q + 1). Let
K(z) be an n-by-n matrix function holomorphic in S for z0 ≤ z <∞ and
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admitting in S a uniformly asymptotic power series
K(z) ∼
∞∑
r=0
Arz
−r, z →∞, z ∈ S.
Assume that all eigenvalues λj , j = 1, . . . , n of A0 are distinct. Then the
differential equation
z−q
dY
dz
= K(z)Y,
possesses a fundamental matrix solution of the form
Y(z) = H(z)zD exp(Q(z)). (2.25)
Here Q(z) is a diagonal matrix whose diagonal elements are polynomials
of degree q + 1. The leading term of Q(z) is
zq+1
q + 1
diag(λ1, λ2, . . . , λn).
D is a constant diagonal matrix, and the matrix H(z) has in S an
asymptotic expansion
H(z) ∼
∞∑
i=0
Hiz
−i, |z| → ∞, detH0 6= 0.
By Theorem 2.24, the asymptotic behaviour of solutions Y to (2.23)
is given by (2.25) with q = 0 and n = 4. Extracting the asymptotic
behaviour of (Û , V̂ ) from Y given by (2.25), we obtain
(Û(z), V̂ (z))T ∼
4∑
i=1
Ci exp(λiz), (2.26)
where λi are the distinct eigenvalues of J, the Jacobian matrix given in
(2.23), and Ci is a vector with two arbitrary constant components.
This resultant asymptotic behaviour for (Û , V̂ ) must be consistent
with the original assumption that (Û , V̂ )  1. This is the case only if
<(λiz) < 0 or Ci = 0, for each i in (2.26). The sectors defined by those z
for which <(λiz) < 0 are
Si,l =
{
z ∈ C∣∣ ai + 2lpi < arg(z) < ai + (2l + 1)pi} , l ∈ Z, (2.27)
where ai = pi/2−φi and φi = arg λi. In each sector Si,l the corresponding
constant Ci is free. If two sectors overlap, then in the sector of overlap
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two constants are free. The orientation of the sectors is determined by
ai, and hence by the eigenvalues λi. Thus, using the specific values of ai
together with the transformation (2.4) we obtain the sectors σa,k,β and
σb,k, and the corresponding number of free parameters of the solutions
in these sectors. This concludes the proof of Proposition 2.9.
Remark 2.28. Note that the eigenvalues of J denoted λ in (2.26) and
thereafter correspond to the eigenvalues of Ja which are λa in Case a,
and the eigenvalues of Jb which are λb in Case b. Also, while there
appear to be no visible free parameters in the asymptotic expansions
(2.2) and (2.3), the perturbation (2.26) implies that solutions with these
behaviours have parameters hidden beyond all orders as coefficients of
exponentially small terms.
In order to make clear the statement in Proposition 2.9, let us now
construct the sectors of validity of some one- and two- parameter solutions
of JM P(2)II whose asymptotic behaviour as |x| → ∞ is given by (2.2).
Example 2.29. Consider the eigenvalues for Case a. Recall that λa,i =
c0µi where µi are given by (2.20). Since c30 = −4g3 (2.8) we have three
sub-cases to explore, corresponding to the roots c0. These roots are
1. 3
√
4g3eipi, 2. 3
√
4g3e−ipi/3, and 3. 3
√
4g3eipi/3. Choose g3 to be real and
positive, without loss of generality, and let κ =
√
3 3
√
4g3. Set λa ≡ λ.
Then the eigenvalues corresponding to the first two roots c0 are
Sub-case 1 : λ1 = κ exp(−5ipi/6) = −λ2 = −λ3 = λ4,
Sub-case 2 : λ1 = κ exp(−ipi/6) = λ3 λ3 = κ exp(ipi/2) = −λ4,
and we have omitted Sub-case 3 as it is not required for this example.
The sectors of validity (2.27) are expressed in terms of ai = pi/2 − φi,
where φi = arg λi. For the sub-cases above we have
Sub-case 1 : a1 = 4pi/3, a2 = 2pi/3, a3 = pi/3, a4 = −pi/3,
Sub-case 2 : a1 = 2pi/3, a2 = 0, a3 = −pi/3, a4 = pi.
Consider the sectors given by (2.27) in the x-plane (using (2.4)). For
simplicity, take l = 0 and include a superscript to denote the sub-case
we are considering. For Sub-case 1 we have
S
(1)
1,0 =
{
x ∈ C∣∣ pi < arg(x) < 7pi/4} ,
S
(1)
2,0 =
{
x ∈ C∣∣ pi/2 < arg(x) < 5pi/4} ,
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S
(1)
3,0 =
{
x ∈ C∣∣ pi/4 < arg(x) < pi} ,
S
(1)
4,0 =
{
x ∈ C∣∣ 7pi/4 < arg(x) < pi/2} .
In the regionA := S(1)2,0 we have <(λ2z) < 0 while <(λ1z) > 0, <(λ3z) > 0,
and <(λ4z) > 0. Thus c2 is free while c1 = c3 = c4 = 0. In the region
B := S(1)2,0 ∩ S(1)3,0 we have <(λ2z) < 0 and <(λ3z) < 0 while <(λ1z) > 0
and <(λ4z) > 0. Thus c2 and c3 are free while c1 = c4 = 0.
For Sub-case 2 we have
S
(2)
1,0 =
{
x ∈ C∣∣ pi/2 < arg(x) < 5pi/4} ,
S
(2)
2,0 =
{
x ∈ C∣∣ 0 < arg(x) < 3pi/4} ,
S
(2)
3,0 =
{
x ∈ C∣∣ 7pi/4 < arg(x) < pi/2} ,
S
(2)
4,0 =
{
x ∈ C∣∣ 3pi/4 < arg(x) < 3pi/2} .
In the region C := S(2)1,0 ∩ S(2)2,0 we have <(λ1z) < 0 and <(λ2z) < 0 while
<(λ3z) > 0 and <(λ4z) > 0 so that c1 and c2 are free while c3 = c4 = 0.
Each of the regions we have highlighted: A, B, and C, is bounded on
one side by arg x = pi/2. While region B has twice the angular width of
C, each allows a two-parameter solution of the form (2.2). Furthermore,
in region A there exists a one-parameter family of solutions asymptotic
to (2.2).
Denote the solutions defined in Proposition 2.9 as follows:
(ua,j , va,j) ∼|x|→∞
x∈σa,k,3
(ua,j,f , va,j,f ), (ub,j , vb,j) ∼|x|→∞
x∈σb,k
(ub,j,f , vb,j,f ).
2.4 unique solutions
Proposition 2.30. Given x0 6= 0, the true solutions (ua,j , va,j) and
(ub,j , vb,j) are unique in the respective sectors
Σa,k,j =
{
x ∈ C∣∣ |x| > |x0| , kpi4 < arg(x− x0) < (k + βk,j)pi4
}
,
Σb,k =
{
x ∈ C∣∣ |x| > |x0| , (2k + 1)pi8 < arg(x− x0) < (2k + 13)pi8
}
,
where k = 0, ..., 7. For each k, j takes two values j1, j2 ∈ {1, 2, 3}, j1 6= j2,
and βk,j1 = 4 and βk,j2 = 5. If j ∈ {j1, j2} for both k and k + 1 then
βk,j = 4 and βk+1,j = 5.
Proof. We prove the result in the transformed z coordinates and then
apply (2.4) to obtain the required results in terms of x. For some choice
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of i and l, define the following two sectors:
Ŝi,l,± =
{
z ∈ C ∣∣ai ± + 2lpi < arg z < ai ± + (2l + 1)pi} ,
which are related to Si,l (2.27) by an angular rotation by ±,  1. Let
(U1, V1) and (U2, V2) be two solutions whose asymptotic behaviour is
known to be (2.6) or (2.7) in the respective sectors Ŝi,l,+ and Ŝi+1,l,−.
Define the overlap of these two sectors as
S˜i,l, = Ŝi,l,+ ∩ Ŝi+1,l,−.
We have two pieces of information we can exploit. Firstly, the two
solutions have the same asymptotic behaviour for z ∈ S˜i,l,. Thus,
(W,T ) := (U1 − U2, V1 − V2) =|z|→∞
z∈eSi,l,
o(z−m), (2.31)
for all positive integers m. Secondly, since (U1, V1) and (U2, V2) are both
solutions of (2.5), their difference (W,T ) must satisfy the system of linear
ODEs
Wzz − 3U1Wz +
(−3U2,z + 6V2 + U21 + U1U2 + U22 )W + 6U1T
=
3
4z
((U1 + U2)W −Wz) + 18z2W,
Tzz + U2Tz + (3(U1 + U2)V1 + V1,z)W +
(
3(V1 + V2) + 3U22
)
T
= − 1
4z
(6V1W + 6U2T + 5Tz) +
1
8z2
T.
(2.32)
In this system, the asymptotic expansions of the coefficients of (W,T ),
and derivatives of these terms, are known; both (U1, V1) and (U2, V2)
are given by (2.6) or (2.7) for Case a and Case b respectively. Thus
(2.32) is a linear system which can be rewritten in the form (2.23) and
hence solved by (2.25). We recall that in (2.23), J is the Jacobian matrix
defined by Ja (2.18) or Jb (2.19) in each case. Extracting the asymptotic
behaviour of (W,T ) from Y given by (2.25) we obtain
(W,T )T ∼
4∑
r=1
Cr exp(λrz), z ∈ S˜i,l,, (2.33)
where λr are the eigenvalues of Ja or Jb, and Cr are free vector constants.
The two expressions for the asymptotic behaviour of (W,T ), (2.31) and
(2.33), must be consistent. Since ai = pi/2−φi and φi = arg λi, it is clear
that for each r in (2.33) there exists some z in S˜i,l, for which <(λrz) > 0.
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Thus (2.31) and (2.33) are consistent only if each Cr in (2.33) is set to
zero. This gives (U1, V1) = (U2, V2) in S˜i,l,. The sector of validity for the
asymptotic behaviour can be analytically continued into the extended
sector Si,l ∪ Si+1,l.
2.5 tronquée solutions
The families of solutions defined by Proposition 2.9 are the analogue of
Boutroux’s tronquée solutions of PII, while the 24 solutions defined by
Proposition 2.30 (16 asymptotic to (2.2), 8 to (2.3)) are the analogue of
the tri-tronquée solutions. The properties of the solutions of JM P(2)II are
summarised in Table 1. In particular, the number of special rays internal
to the sectors of validity are given with a corresponding name suggested,
in the spirit of Boutroux’s tronquée and tri-tronquée solutions.
Table 1: Tronquée solutions of JM P(2)II
Case a
Parameters 2 2 1 0 0
Sector Opening pi/4 pi/2 3pi/4 pi 5pi/4
Internal Rays 1 3 5 7 9
Tronquée Prefix - tri- penta- hepta- ennea-
Case b
Parameters 2 0
Sector Opening 3pi/4 3pi/2
Internal Rays 5 11
Tronquée Prefix penta- hendeca-
2.6 discussion
This chapter has demonstrated the existence of new types of tronquée
solutions of JM P(2)II which extend the results obtained by Boutroux for
the classical first and second Painlevé equations. Interestingly, we note
that while the alternative fourth-order second Painlevé equation FN P(2)II
(1.17) does not admit these new types of tronquée solutions, it does
admit another variation: bi-tronquée solutions (in the nomenclature of
§2.5).
A further qualitative difference between the two fourth-order equations
is the form of the asymptotic expansions of the solutions. In contrast to
the expansions for JM P(2)II given by (2.2) and (2.3), those for FN P
(2)
II
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(1.17) are given in [33] as
y(x) =
(x
6
)1/4 (
1 +O(x−5/4(1−))
)
, (2.34)
or
y(x) = −2α
5x
(
1 +O(x−5/4(1−))
)
, (2.35)
for  > 0. In particular, we note that an asymptotic expansion of the
form y(x) ∼ x−1, which is admitted by PII and each FN P(n)II is not valid
for either u(x) or v(x) in JM P(2)II . This expansion does arise in the next
member of the Jimbo-Miwa hierarchy, JM P(3)II :
−u3x + 2vxx + 4uuxx + 3u2x − 6vux − 6u2ux
+ u4 + 12u2v + 6v2 + 8xg4 = 0,
v3x + 4uvxx + 2vuxx + 2uxvx + 6vvx + 6u2vx
+ 4u3v + 12uv2 = 8α3.
This system admits three possible algebraic expansions of the form
u(x) = u0
(
1 +O(x−5/4(1−))
)
, v(x) = v0
(
1 +O(x−5/4(1−))
)
,
with leading-order behaviours given by3
u0 = (−8g4x)1/4 , v0 = −2α3 (−8g4x)−3/4 , (2.36)
u0 = (24g4x/7)
1/4
, v0 = −13 (24g4x/7)
1/2
, (2.37)
u0 =
− (2α3 + g4)
(4g4x)
, v0 = (−4g4x/3)1/2 . (2.38)
It is straightforward to show that the asymptotic expansions for u(x)
in the system of equations JM P(2m−1)II are comparable to those of FN
P(m)II , given in [33].
Another interesting result follows from the degeneracy of u0 given in
(2.38). If α3 = −g4/2, then a special solution of the system JM P(3)II is
u(x) = 0, v̂xx = 6v̂2 + 2g4x, α3 = −g4/2,
where v̂ = −v/2, and the equation for v̂(x) is equivalent to the classical
first Painlevé equation. In Chapter 7 we show that similar results hold
between all the odd (n ≥ 3) members of the Jimbo-Miwa hierarchy and
the equations of the first Painlevé hierarchy.
3 These behaviours are derived in Chapter 5 via the method presented in §2.2.
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In the next chapter we continue our Boutroux-inspired study of JM P(2)II .
Instead of the special algebraic asymptotics considered thus far, we turn
our attention to the general asymptotic behaviour of the transcendent.
3
HYPERELLIPTIC ASYMPTOTICS
3.1 abstract
In this chapter we study the general asymptotic behaviour of the fourth-
order Jimbo-Miwa second Painlevé equation. We show that the general
asymptotic behaviour at any point is given to leading-order by two
related hyperelliptic functions of genus-2. There are four parameters in
our description of the solution: two energy parameters E1 and E2, and
two phase parameters. We concentrate on E1 and E2 and investigate
how they evolve as the independent variable is changed near the point
at infinity. E1 and E2 are shown to be bounded, and special values of
these parameters for which the hyperelliptic behaviour degenerates are
identified. We also examine the relationship between E1 and E2 and
some complete hyperelliptic integrals, and derive a set of PDEs satisfied
by these integrals. As a corollary to our asymptotic study in the large
independent variable limit, we also report large parameter asymptotics
of JM P(2)II .
The plan of the chapter is as follows. We construct leading-order
solutions in §3.2 and examine the impact of the correction terms in
§3.3. In §3.4 we derive some relations between hyperelliptic integrals
and a set of PDEs satisfied by these integrals. Degenerate behaviour is
considered in §3.5 and we report the large parameter asymptotics in §3.6.
We conclude with a discussion in §3.7.
3.2 leading-order asymptotics
Proposition 3.1. Let γ1(z) and γ2(z) be defined by the inversion of
the hyperelliptic integrals∫ γ1
0
ds√
P (s)
+
∫ γ2
0
ds√
P (s)
= c0, (3.2a)∫ γ1
0
s ds√
P (s)
+
∫ γ2
0
s ds√
P (s)
= z + c1, (3.2b)
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where P is the sixth-degree polynomial
P (s) = 4s6 + 4gs3 + 12E1s+
1
4
(
E2 + 4g23
)
, (3.3)
and c0, c1, E1 and E2 are constants to leading-order. In the limit as
|x| → ∞ the general asymptotic behaviour of JM P(2)II (1.11) is given in
terms of Boutroux coordinates (2.4) where U(z) and V (z) denote the
following functions:
U = −2 (γ1 + γ2) +O(z−1), (3.4a)
V = − (γ1 + γ2)z − 2
(
γ21 + γ1γ2 + γ
2
2
)
+O(z−1). (3.4b)
3.2.1 Proof of Proposition 3.1 by direct analysis
Proof. To construct the asymptotics of (1.11) for large x we make the
Boutroux change of variables (2.4) so that the governing equations are
given by (2.5). Let A2,1 and A2,2 denote the terms
A2,1 = Uzz − 3UUz + U3 + 6UV, (3.5a)
A2,2 = Vzz + 3UVz + 3V 2 + 3U2V, (3.5b)
and K2,1 and K2,2 denote the terms
K2,1 =
3
4z
(
U2 − Uz
)
+
U
8z2
, (3.6a)
K2,2 = − 14z (6UV + 5Vz) +
V
8z2
. (3.6b)
Then (2.5) becomes
A2,1 + 4g3 = K2,1, (3.7a)
A2,2 = 3α2z−1 + K2,2. (3.7b)
Use the following integrating factors:
(M1, N1) = (Vz, Uz), (3.8a)
(M2, N2) = ((Vz + 2UV )z, (−Uz + U2 + 2UV )z), (3.8b)
to define two (leading-order) first integrals
Ei =
∫
Mi (A2,1 + 4g3) +NiA2,2 dz, i = 1, 2. (3.9)
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The integrating factors (3.8) are chosen so that each expression (3.9) is
given locally, that is, without integrals. For example, setting n = 1 in
(3.9) gives the integrand
M1 (A2,1 + 4g3) +N1A2,2
= UzzVz + UzVzz + 6UV Vz + 3UzV 2 + U3Vz + 3U2UzV + 4g3Vz,
= ∂z
(
UzVz + 3UV 2 + U3V + 4g3V
)
,
such that E1 is given by
E1 = UzVz + 3UV 2 + U3V + 4g3V. (3.10a)
Similarly, E2 is given by
E2 = V 2z + Vz
(
U3 + 6UV − UUz
)
+ 2V 3 − 3V 2 (Uz − 3U2)
+ V
(
2U4 − 3U2Uz + U2z
)
+ 4g3 (Vz + 2UV ) .
(3.10b)
The generic leading-order asymptotic behaviour of (3.7) is determined
from the system
A2,1 + 4g3 = 0, A2,2 = 0, (3.11)
since K2,1 and K2,2 can be shown to be O(z−1).1 Together with the
definition (3.9), equations (3.11) imply that E1 and E2 are constant to
leading-order.
We require a change of variables which maps the system (3.10) to a
canonical set of equations for which we can identify the solution. Suppose
U(z) and V (z) are given by
U = −2 (Γ1 + Γ2) , (3.12a)
V = − 12
(
Uz + U2
)
+ 2Γ1Γ2, (3.12b)
for two functions Γ1(z) and Γ2(z). Then Uz is given by the derivative of
(3.12a), and Vz is given by
Vz = − 12 (Uzz + 2UUz) + 2 (Γ1Γ2)z ,
= − 12
(
UUz − U3 − 6UV − 4g3
)
+ 2 (Γ1Γ2)z − 12K2,1, (3.13)
1 The calculations in this chapter are entirely formal; when estimates of asymptotic
size are made we do not provide proofs of our results. Given that we go on to study a
hierarchy of equations, the formal method is advantageous as it is easily applicable to
all the equations in the hierarchy. Rigourous justification of asymptotic results for
the classical second Painleve equation are given in [30], for example.
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where we have replaced the second derivative Uzz using its definition
from (3.7a) with (3.5a), and K2,1 is given by (3.6a). Sequentially replace
Vz, V , Uz then U in (3.10) to yield
E1 = 2 (Γ1 − Γ2) (Γ1 − Γ2)z (Γ1 + Γ2)z
− 8
(Γ1 − Γ2)
((
Γ61 − Γ62)
)
+ g3
(
Γ31 − Γ32
))
+ T1,
(3.14a)
E2 = 4 (Γ1 − Γ2)
(
Γ1 (Γ2)
2
z − (Γ1) 2z Γ2
)
− 16Γ1Γ2
(Γ1 − Γ2)
((
Γ51 − Γ52)
)
+ g3
(
Γ21 − Γ22
))− 4g23 + T2, (3.14b)
where (Γ1)z and (Γ2)z denote the derivatives of Γ1 and Γ2 with respect
to z. The terms T1 and T2 can be shown to be O(z−1), and they take
the form
T1 = −K2,1 (Γ1 + Γ2)z , T2 = 14K2,1 (K2,1 + 8 (Γ1Γ2)z) .
To leading-order as |z| → ∞ the general asymptotic behaviour of the
system (3.14) is determined from
E1 = 2 (Γ1 − Γ2) (Γ1 − Γ2)z (Γ1 + Γ2)z
− 8
(Γ1 − Γ2)
((
Γ61 − Γ62)
)
+ g3
(
Γ31 − Γ32
))
,
(3.15a)
E2 = 4 (Γ1 − Γ2)
(
Γ1 (Γ2)
2
z − (Γ1) 2z Γ2
)
− 16Γ1Γ2
(Γ1 − Γ2)
((
Γ51 − Γ52)
)
+ g3
(
Γ21 − Γ22
))− 4g23 , (3.15b)
since T1 and T2 are O(z−1). Multiply (3.15a) by 2Γ1 and add the resulting
equation to (3.15b) to eliminate (Γ2) 2z . Solve for (Γ1) 2z to yield
(Γ1)
2
z =
P (Γ1)
(Γ1 − Γ2)2
, (3.16a)
where P is the polynomial (3.3). Similarly, multiply (3.15a) by 2Γ2 and
add the resulting equation to (3.15b) to eliminate (Γ1) 2z . Solve for (Γ2) 2z
to yield
(Γ2)
2
z =
P (Γ2)
(Γ2 − Γ1)2
. (3.16b)
In each equation (3.16), take square roots with the following choice of
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signs:
(Γ1)z =
√
P (Γ1)
(Γ1 − Γ2) , (3.17a)
(Γ2)z =
√
P (Γ2)
(Γ2 − Γ1) . (3.17b)
Divide (3.17a) by
√
P (Γ1) and (3.17b) by
√
P (Γ2), and add the resulting
equations to give
(Γ1)z√
P (Γ1)
+
(Γ2)z√
P (Γ2)
= 0. (3.18a)
Similarly, divide (3.17a) by
√
P (Γ1)/Γ1 and (3.17b) by
√
P (Γ2)/Γ2, and
add the resulting equations to give
Γ1 (Γ1)z√
P (Γ1)
+
Γ2 (Γ2)z√
P (Γ2)
= 1. (3.18b)
Integrate (3.18a) and (3.18b) (with respect to z) to obtain∫ Γ1
0
ds√
P (s)
+
∫ Γ2
0
ds√
P (s)
= c0, (3.19a)∫ Γ1
0
s ds√
P (s)
+
∫ Γ2
0
s ds√
P (s)
= z + c1, (3.19b)
where c0 and c1 are arbitrary constants of integration.
On comparison of (3.2) and (3.19) we conclude that
Γ1 = γ1 +O(z−1), Γ2 = γ2 +O(z−1), (3.20)
where the correction terms arise because the system of equations (3.15),
from which (3.19) is derived, is correct only to leading-order. Substitute
(3.20) into (3.12) to obtain the solution (3.4).
We now present an alternative proof of Proposition 3.1 which proceeds
via analysis of the compatibility condition (1.20) of the associated linear
problem (1.18). This approach follows that of Drach [18] (see also [29]),
and has the advantage of explaining a number of steps in our previous
proof. For example, the ansatz (3.12) is explicitly identified via this
approach. In Chapter 6, Drach’s method is used to construct solutions
of every equation in the Jimbo-Miwa hierarchy, and so it is prudent to
see the method applied to a particular case here.
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3.2.2 Proof of Proposition 3.1 by the method of Drach
Proof. Consider the compatibility condition of the scalar linear problem
for JM P(2)II given in Chapter 1 by equation (1.20) with n = 2, where the
functions f and h2 are defined by (1.19a) and (1.22), respectively. Recall
the Boutroux change of variables (2.4), and in addition let the spectral
variable be transformed as follows:
λ = x1/3µ. (3.21)
After applying the change of variables (2.4) and (3.21), equation (1.20),
for n = 2, is mapped to
(H2)zzz − 4F (H2)z − 2FzH2 = R2, (3.22)
where F and H2 are given by
F = (µ− 12U)2 + 12Uz − V, (3.23a)
H˜2 = µ2 + 12Uµ+ 14
(−Uz + U2 + 2V ) , H˜2 = g3H2. (3.23b)
The right-hand side of (3.22) can be shown to be O(z−1) and takes the
form
R2 = t1
z
+
t2
z2
+
t3
z3
+
t4
z4
, (3.24)
where ti = riµ+ si for i = 1, 2, 3, with
r1 = (16g3)−1
(
10Uzzz − 18Vzz − 21UUzz + 6UVz − 7U2z
+ 30V Uz + 6U2Uz − 24V 2 − 6U2V + 3U4 + 12g3U
)
,
s1 = (8g3)−1
(−3 (2Uzz − 5UUz + 6UV + U3 + 4g3)) ,
r2 = (64g3)−1
(−5Uzz + 4Vz + UUz + 3U3) ,
s2 = (32g3)−1
(
5Uz − 3U2
)
,
r3 = (128g3)−1
(
15Uz − 8V − U2
)
,
s3 = (64g3)−1(−5U),
and t4 = (64g3)−1(−5U).
To leading-order as |z| → ∞ the general asymptotic behaviour of
equation (3.22) is determined from
(H2)zzz − 4F (H2)z − 2FzH2 = 0, (3.25)
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since R2 is O(z−1). Multiply equation (3.25) by 2H2 and integrate with
respect to z to yield
2H˜2(H˜2)zz − (H˜2)2z − 4F(H˜2)2 + P˜ (µ) = 0, (3.26)
where H˜2 is defined by (3.23b), and P˜ (µ) is an arbitrary integration
function. Given F and H˜2 are polynomial in µ, equation (3.26) implies
that P˜ is polynomial in µ. In addition, on relating the highest degree
terms in this equation we find that P˜ is of degree 6 so that
P˜ (µ) =
6∑
i=0
piµ
i, p5 = 0, (3.27)
for constants pi.
To find the coefficients of the polynomial P˜ , substitute (3.23) and
(3.27) into equation (3.26) and balance powers of µ. The highest degree
coefficients are given by
µ6 : p6 = 4, (3.28a)
µ4 : p4 = 0, (3.28b)
where the equation at µ5 is automatically satisfied since we set p5 = 0 in
(3.27). At lower powers of µ we find
µ3 : p3 = −A2,1, (3.29a)
µ2 : p2 = 2−1 (∂zA2,1 − 2A2,2) , (3.29b)
where A2,1 and A2,2 are given by (3.5). These terms also satisfy the
leading-order equations (3.11), so that the coefficients (3.29) simplify as
follows:
p3 = 4g3, p2 = 0. (3.30)
At the two lowest powers of µ we have
µ : p1 = 2−2
{
2E1 + U (∂zA2,1 − 2A2,2)− 2V (A2,1 + 4g3)
}
, (3.31a)
µ0 : p0 = 2−3
{
2E2 + 12A
2
2,1 +
(−Uz + U2 + 2V ) (∂zA2,1 − 2A2,2)
− 2 (Vz + 2UV ) (A2,1 + 4g3)
}
, (3.31b)
where E1 and E2 are given by (3.10) and are constant to leading-order.
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For these coefficients, equations (3.11) imply
p1 = 12E1, (3.32a)
p0 = 14
(
E2 + 4g23
)
. (3.32b)
Substitute the full set of coefficients (3.28), (3.30) and (3.32), into the
generic form of the polynomial (3.27) to find P˜ = P (3.3). Thus equation
(3.26) is rewritten as
2H˜2(H˜2)zz − (H˜2)2z − 4F(H˜2)2 + P (µ) = 0. (3.33)
Notice that at points where H˜2 vanishes, equation (3.33) implies
(H˜2)2z = P (µ). Thus to construct hyperelliptic behaviour it is useful to
rewrite H˜2 in the following factorised form:
H˜2 = (µ− G1(z)) (µ− G2(z)) , (3.34)
for two functions G1(z) and G2(z), and then evaluate equation (3.33) at
the zeros of H˜2. Set µ = G1 and µ = G2 in (3.33) to give
(G1 − G2)2 (G1) 2z = P (G1), (3.35a)
(G2 − G1)2 (G2) 2z = P (G2), (3.35b)
respectively. Divide each equation (3.35) by (G1−G2)2 to yield the system
(3.16) with Γ1 = G1 and Γ2 = G2. Given (3.20) it follows that
G1 = γ1 +O(z−1), G2 = γ2 +O(z−1). (3.36)
Substitute (3.36) into (3.34) to yield
H˜2 = (µ− γ1(z)) (µ− γ2(z)) , (3.37)
up to O(z−1). Compare the two definitions of H˜2 (3.23b) and (3.37), to
obtain the leading-order relations
− (γ1 + γ2) = 12U, γ1γ2 = 14
(−Uz + U2 + 2V ) ,
from which (3.4) follows.
Remark 3.38. Equations (3.32) are particularly useful as they define the
first-integrals E1 and E2 (3.10) to leading-order. If we multiply equation
(3.32a) by 2 and then differentiate, the integrating factors M1 and N1
(3.8a) are equal to the coefficients of Uzz and Vzz, respectively. Similarly
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for (M2, N2).
Proposition 3.1 shows that the general asymptotic behaviour of JM
P(2)II is described by two related hyperelliptic functions of genus-2. While
the individual functions γ1(z) and γ2(z) are multivalued, each having
moveable quadratic branch points, the symmetric combinations (3.4a)
and (3.4b) of these functions and their derivatives are meromorphic [15].
These globally meromorphic functions, constructed from functions given
by the inversion of hyperelliptic integrals, are hyperelliptic functions.
To avoid the multivalued description of γ1 and γ2 these functions are
generally considered as functions of two complex variables (see [4, 43],
for example). To see this, replace c0 and z + c1 on the right-hand side of
equations (3.2) with ζ1 and ζ2 respectively, and use these new variables
as arguments for γ1 and γ2,∫ γ1
0
ds√
P (s)
+
∫ γ2
0
ds√
P (s)
= ζ1, (3.39a)∫ γ1
0
s ds√
P (s)
+
∫ γ2
0
s ds√
P (s)
= ζ2. (3.39b)
In this formulation, γ1 and γ2 are single valued functions of ζ1 and ζ2,
and possess a system of four independent periods (ωj ,Ωj) where
ωj =
∮
ρj
ds√
P (s)
, Ωj =
∮
ρj
s ds√
P (s)
, j = 1, 2, 3, 4, (3.40)
and ρj is a contour which encloses two of the branch points of 1/
√
P (s).
Let (ω,Ω) ≡ (ωj ,Ωj) denote any of the four period systems with cor-
responding ρ ≡ ρj . Then the functions γ1 and γ2 satisfy the following
periodic relations:
γ1(ζ1, ζ2) = γ1(ζ1 + ω, ζ2 + Ω),
γ2(ζ1, ζ2) = γ2(ζ1 + ω, ζ2 + Ω).
(3.41)
Indeed, any symmetric combination of these functions also has this
property.
Given that we are considering the asymptotic behaviour of an ODE,
we will retain the single variable description given in Proposition 3.1. In
[41], it is suggested that the second independent variable may manifest
through one of the parameters α2 or g3, however we do not pursue this
idea here.
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3.3 next to leading-order asymptotics
Consider the four parameters c0, c1, E1 and E2 which characterise the
description of the leading-order hyperelliptic function solutions given in
Proposition 3.1. Since the full governing equations are (3.7), on differen-
tiating the expressions for the parameters Ei (3.9) the correction terms
give
dEi
dz
= MiK2,1 +Ni
(−3α2z−1 + K2,2) , i = 1, 2,
or, in powers of z−1:
dE1
dz
= −S1
4z
+
S2
8z2
,
dE2
dz
= −S3
4z
+
S4
8z2
,
where S1 and S2 are given by
S1 = 8UzVz − 3U2Vz + 6UV Uz − 12α2Uz,
S2 = UzV + UVz,
and S3 and S4 are given by
S3 = 10V 2z + 2UVz
(−4Uz + 4U2 + 21V )
+ 3V
(
2U2z − 3UzV − 7U2Uz + 15U2V + 5U4
)
+ 4g3 (5Vz + 6UV )− 12α2
(
2Vz − UUz + 6UV + U3 + 4g3
)
,
S4 = 2V Vz − U2Vz + UUzV + 3UV 2 − 2U3V + 4g3V.
Therefore as z changes the two parameters E1 and E2 will change. Since
c0 and c1, defined by (3.2), are written in terms of E1 and E2 through
the polynomial P , these parameters also change with z. Thus each
hyperelliptic function behaviour is only locally-valid.
To extend this domain of validity, we need to understand how the
parameters in the local description change when the initial point, at
which they are considered, is varied. To analyse these changes, we first
examine the discrete change in E1 and E2 as z is varied near the point at
infinity. We perform this calculation in three steps. To begin, we study
the change in E1 and E2 as z is varied between any two points z0 and z1.
We assume no relation between the points, or between the values of the
functions that we consider at these points.
Proposition 3.42. Let z0  1 and z1  1 denote two points in C and
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set d0 = z1 − z0. Then the parameter E1 satisfies
∆E1(z0) = − 34z0
(
H1(z1)− H1(z0)
)
− 5
4
(
d0
z0
)
E1(z0)
− 6g3
z0
{∫ γ1(z1)
γ1(z0)
s3 ds√
P (s)
+
∫ γ2(z1)
γ2(z0)
s3 ds√
P (s)
}
+O (z−20 ) , (3.43)
where ∆E1(z0) = E1(z1)− E1(z0) and H1 = F1 − 2g3U where
F1 = −4α2U + 13 (UVz + 2V Uz) , (3.44)
and the parameter E2 satisfies
∆E2(z0) = − 34z0
(
H2(z1)− H2(z0)
)
− 3
2
(
d0
z0
)(
E2(z0) + 8g23
)
− 24g3
z0
{∫ γ1(z1)
γ1(z0)
s4 ds√
P (s)
+
∫ γ2(z1)
γ2(z0)
s4 ds√
P (s)
}
+O (z−20 ) , (3.45)
where ∆E2(z0) = E2(z1)− E2(z0) and
H2 = F2 − 2g3
(
2V − 2Uz + U2
)
, (3.46)
F2 = −4α2
(−Uz + U2 + 2V )
+ 13
(−U3V + 9UV 2 − U2Vz + 4V Vz + 8g3V ) . (3.47)
Proof. Although the difference equations in the proposition are written in
the transformed coordinates, they are more simply derived by returning
to the original coordinates. The governing equations are (1.11), or
a2,1 + 4g3x = 0, (3.48a)
a2,2 = 4α2, (3.48b)
where a2,1 and a2,2 denote the terms
a2,1 = uxx − 3uux + u3 + 6uv, (3.49)
a2,1 = vxx + 3uvx + +3u2v + 3v2. (3.50)
Given (3.48) it follows that
m1 (a2,1 + 4g3x) + n1 (a2,2 − 4α2) = 0, (3.51a)
m2 (a2,1 + 4g3x) + n2 (a2,2 − 4α2) = 0, (3.51b)
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for any (m1, n1) and (m2, n2). Informed by (3.8) we choose
(m1, n1) = (vx, ux), (3.52a)
(m2, n2) = ((vx + 2uv)x, (−ux + u2 + 2uv)x), (3.52b)
then integrate (3.51a) to yield
[
uxvx + 3v2u+ u3v + 4g3xv − 4α2u
]x1
x0
= 4g3
∫ x1
x0
v dx, (3.53a)
and integrate (3.51b) to give[
v2x − uuxvx + 6uvvx + u3vx + vu2x − 3v2ux
− 3u2vux + 2v3 + 9u2v2 + 2u4v + 4g3x (vx + 2uv)
−4α2
(−ux + u2 + 2v) ]x1
x0
= 4g3
∫ x1
x0
vx + 2uv dx,
(3.53b)
for any choice of x0 and x1. This process is familiar from the first proof
of Proposition 3.1 in §3.2.1.
Apply the Boutroux transformation (2.4) to equation (3.53a), but leave
the coefficients in terms of x as follows:[
x5/3 E1(z) + x1/3 G1(z) = O
(
x−1
)]x1
x0
, (3.54a)
and similarly for equation (3.53b),[
x2 E2(z) + x2/3 G2(z) = O
(
x−2/3
)]x1
x0
. (3.54b)
In (3.54a) and (3.54b), E1 and E2 are defined by (3.10) and
Gi(z) = Fi(z)− 4g3Ii(z), i = 1, 2, (3.55)
where F1 and F2 are given by (3.44) and (3.47) respectively, and I1 and
I2 denote the integrals
I1(z) =
∫ z
V (ζ) dζ,
I2(z) =
∫ z
Vζ(ζ) + 2U(ζ)V (ζ) dζ.
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Evaluate (3.54a) at the two endpoints and divide by x5/31 to give(
E1(z1)−
(
x0
x1
)5/3
E1(z0)
)
+
1
x
4/3
1
(
G1(z1)−
(
x0
x1
)1/3
G1(z0)
)
= O
(
x
−8/3
1 , x
−1
0 x
−5/3
1
)
.
(3.56a)
Similarly, evaluate (3.54b) and divide by x21 to give(
E2(z1)−
(
x0
x1
)2
E2(z0)
)
+
1
x
4/3
1
(
G1(z1)−
(
x0
x1
)2/3
G1(z0)
)
= O
(
x
−8/3
1 , x
−2/3
0 x
−2
1
)
.
(3.56b)
Given the relationship between x and z (2.4), and given d0 = z1 − z0,
we can rewrite the coefficients in equations (3.56a) and (3.56b) in terms
of d0 and z0 only. Equations (3.56a) and (3.56b) become
∆E1(z0) =
−3
4z0
(
G1(z1)− G1(z0)
)
− 5
4
(
d0
z0
)
E1(z0) +O
(
z−20
)
, (3.57a)
∆E2(z0) =
−3
4z0
(
G2(z1)− G2(z0)
)
− 3
2
(
d0
z0
)
E2(z0) +O
(
z−20
)
. (3.57b)
The left-hand sides of (3.57a) and (3.57b) are precisely the differences
we want to investigate. Let us turn our attention to the terms Gi (3.55).
For G1 we have
G1(z1)− G1(z0) = (F1(z1)− F1(z0))− 4g3 (I1(z1)− I(z0)) ,
= (F1(z1)− F1(z0))− 4g3
∫ z1
z0
V (ζ) dζ, (3.58)
where F1 is given by (3.44) and the integrand V can be recast to leading-
order as follows:
V (ζ) = 12Uζ − 2 (γ1 − γ2)−1
(
γ31 − γ32
)
,
by (3.4) and then as
V (ζ) = 12Uζ − 2
{
γ31 (γ1)ζ√
P (γ1)
+
γ32 (γ2)ζ√
P (γ2)
}
,
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using (3.17) with (3.20). Integrate to yield
∫ z1
z0
V (ζ) dζ =
1
2
[
U
]z1
z0
− 2
∫ γ1(z1)
γ1(z0)
s3 ds√
P (s)
− 2
∫ γ2(z1)
γ2(z0)
s3 ds√
P (s)
.
Similarly, for G2 we have
G2(z1)− G2(z0)
= (F2(z1)− F2(z0))− 4g3
∫ z1
z0
Vζ(ζ) + 2U(ζ)V (ζ) dζ,
(3.59)
where the integral can be rewritten as follows:∫ z1
z0
Vζ(ζ) + 2U(ζ)V (ζ) dζ
=
1
2
[
2V − 2Uz + U2
]z1
z0
− 2g3d0 − 4
∫ γ1(z1)
γ1(z0)
s4 ds√
P (s)
− 4
∫ γ2(z1)
γ2(z0)
s4 ds√
P (s)
,
to leading-order. Substitute the expanded integrals into (3.58) and (3.59),
then substitute the resulting expressions for Gi into equations (3.57a)
and (3.57b) to obtain (3.43) and (3.45), respectively.
Proposition 3.42 provides a first expression for the discrete change in
E1 and E2 as z is varied between two arbitrary points z0 and z1. We use
this result at points z0, z1 where γ1 and γ2 take on the same values.
Proposition 3.60. Assume that there exist two points z1  1 and
z0  1 in C for which
γ1(z0) = γ1(z1), γ2(z0) = γ2(z1). (3.61)
Then the parameters E1 and E2 satisfy
∆E1 = − 1
z0
{
5
4
d0E1 + 12g3Ψ3
}
+O (z−20 ) , (3.62a)
∆E2 = − 1
z0
{
3
2
d0
(
E2 + 8g23
)
+ 48g3Ψ4
}
+O (z−20 ) , (3.62b)
where d0 = z1 − z0,
Ψi =
∮
ρ
si ds√
P (s)
, i = 3, 4, (3.63)
and each term on the right-hand side of (3.62) is evaluated at z0.
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Proof. Given γ1 and γ2 satisfy (3.2), on differentiating we have
(γ1)z√
P (γ1)
+
(γ2)z√
P (γ2)
= 0,
γ1 (γ1)z√
P (γ1)
+
γ2 (γ2)z√
P (γ2)
= 1,
and hence
(γ1)z =
√
P (γ1)
(γ1 − γ2) , (γ1)z =
√
P (γ1)
(γ2 − γ1) . (3.64)
To leading-order, the right-hand sides of each equation in (3.64) only
depend on γ1 and γ2, thus (3.61) implies
(γ1)z
∣∣∣
z=z1
= (γ1)z
∣∣∣
z=z0
, (γ2)z
∣∣∣
z=z1
= (γ2)z
∣∣∣
z=z0
,
up to O(z−10 ). By (3.4), U , V and Uz can all be written exclusively in
terms of γ1, γ2, (γ1)z and (γ2)z. Given (3.4b) and (3.64), Vz can also be
expressed this way. Thus
U(z0) = U(z1), Uz(z0) = Uz(z1),
V (z0) = V (z1), Vz(z0) = Vz(z1),
(3.65)
up to O(z−10 ).
Consider equations (3.43) and (3.45) subject to (3.65). In these equa-
tions, the terms H1 and H2 are expressed in terms of U , V , Uz and Vz
such that (3.65) implies
H1(z1)− H1(z0) = O(z−10 ), H2(z1)− H2(z0) = O(z−10 ). (3.66)
In addition, the integral terms in (3.43) and (3.45) simplify as follows:
∫ γj(z1)
γj(z0)
si ds√
P (s)
= Ψi, j = 1, 2, i = 3, 4, (3.67)
where Ψ3 and Ψ4 are defined by (3.63). Given (3.66) and (3.67), the
difference equations (3.43) and (3.45) are rewritten as (3.62a) and (3.62b),
respectively.
Proposition 3.60 provides a second expression for the difference in
E1 and E2, between two points z0 and z1 where the functions γ1 and
γ2 satisfy (3.61). Return to the defining integrals (3.2). Although the
functions γ1(z) and γ2(z) are not periodic in z in general, they do take the
same value when we simultaneously add to z and c0 the corresponding
periods Ωj and ωj (3.40). Since c0 does not appear explicitly in the
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description of the parameters E1 and E2 we set
γ1(z0) = γ1(z0 + Ω), γ2(z0) = γ2(z0 + Ω), (3.68)
in these expressions, with an implied updating of the parameter c0. Thus
there does exist a point z1 such that (3.61) holds, namely z1 = z0 + Ω. In
(3.68), we use Ω to denote any of the four components Ωj of the period
system (ωj ,Ωj) (3.40).2 We do the same for ω, such that these terms are
defined by
ω =
∮
ρ
ds√
P (s)
, Ω =
∮
ρ
s ds√
P (s)
, (3.69)
where ρ ≡ ρj denotes any of the four independent contours enclosing
two of the branch points of the integrands. We use this notation in the
remainder of the chapter.
Given (3.68) we can rewrite (3.62) in terms of complete elliptic integrals
using the following definitions. Let ω˜ and Ω˜ denote two hyperelliptic
integrals of the second kind
ω˜ =
∮
ρ
√
P (s) ds, Ω˜ =
∮
ρ
s
√
P (s) ds. (3.70)
These integrals satisfy the differential relations
Ω = 4
∂ω˜
∂E1
, ω = 8
∂ω˜
∂E2
, (3.71a)
Ψ2 = 4
∂Ω˜
∂E1
, Ω = 8
∂Ω˜
∂E2
, (3.71b)
where Ψ2 denotes another hyperelliptic integral of the first kind given by
(3.63) with i = 2.
Proposition 3.72. Let z0  1 and z1  1 denote two points in C
where (3.68) holds. Then E1 and E2 satisfy the difference equations
∆E1(z0) = − 1
z0
{
8ω˜ + T1
}
+O(z−20 ), (3.73a)
∆E2(z0) = − 4
z0
{
10Ω˜ + T2
}
+O(z−20 ), (3.73b)
where T1 and T2 are given by
T1 = −5E1 ∂ω˜
∂E1
− 12 (E2 + 4g23) ∂ω˜∂E2 ,
2 This means there are four points z1 for which z1 = z0 + Ω, however we do not
differentiate between these points, or the different periods, in this work.
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T2 = −10E1 ∂Ω˜
∂E1
− 3 (3E2 + 8g23) ∂Ω˜∂E2 ,
and each term on the right-hand side of (3.73) is evaluated at z0.
Proof. Since z1 = z0 + Ω and d0 = z1 − z0 we can replace d0 with Ω in
equations (3.62) to give
∆E1 = − 1
z0
{
5
4
ΩE1 + 12g3Ψ3
}
+O (z−20 ) , (3.74a)
∆E2 = − 1
z0
{
3
2
Ω
(
E2 + 8g23
)
+ 48g3Ψ4
}
+O (z−20 ) . (3.74b)
Let us now construct equations satisfied by Ψ3 and Ψ4 using integration
by parts applied to ω˜ and Ω˜. To do so it is useful to note the following:
P ′(s) =
1
s
{
6P (s)− 12g3s3 − 52E1s− 6
(
1
4E2 + g
2
3
)}
,
which is a consequence of (3.3). Apply integration by parts to ω˜,
ω˜ =
[
s
√
P (s)
]
ρ
− 1
2
∮
ρ
sP ′(s) ds√
P (s)
,
= −1
2
{
6ω˜ − 12g3Ψ3 − 52E1Ω− 6
(
1
4E2 + g
2
3
)
ω
}
, (3.75)
and then to Ω˜,
Ω˜ =
[
1
2s
2
√
P (s)
]
ρ
− 1
4
∮
ρ
s2P ′(s) ds√
P (s)
,
= −1
4
{
6Ω˜− 12g3Ψ4 − 52E1Ψ2 − 6
(
1
4E2 + g
2
3
)
Ω
}
. (3.76)
On the right-hand side of (3.75) replace the terms Ω and ω with derivatives
of ω˜ using (3.71a), and in (3.76) replace the terms Ψ2 and Ω with
derivatives of Ω˜ using (3.71b). This yields the following expressions:
ω˜ =
1
4
{
6g3Ψ3 + 5E1
∂ω˜
∂E1
+ 6
(
E2 + 4g23
) ∂ω˜
∂E2
}
, (3.77)
Ω˜ =
1
5
{
6g3Ψ4 + 5E1
∂Ω˜
∂E2
+ 6
(
E2 + 4g23
) ∂Ω˜
∂E2
}
. (3.78)
Solve (3.77) for Ψ3 and substitute the result into (3.74a). Replace Ω
using (3.71a) to give (3.73a). Solve (3.78) for Ψ4 and substitute the result
into (3.74b). Replace Ω using (3.71b) to give (3.73b).
Thus we have derived the discrete change in E1 and E2 as z is varied
from some initial point z0 through a distance of a period of the leading-
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order hyperelliptic function, as defined at that point.
Remark 3.79. Recall the equations and definitions in (1.2), (1.3) and
(1.4) for the classical second Painlevé equation. The difference equations
(3.73) for E1 and E2 are analogous to (1.3) for the single parameter E in
the leading-order elliptic function of PII. In the case of PII, Boutroux used
(1.3), together with the fact that E is bounded, to derive the condition
(1.4) from which E is determined. The condition can be derived in an
alternative way as follows.
The difference equation in (1.3) implies that E is slowly-varying up to
O(z−2n ), that is, it changes by very small amounts over short distances
and only varies significantly over large z. Hence the distance of a period
ωn = zn+1 − zn is small on the scale of the independent variable. Thus
if we divide the difference equation in (1.3) by ωn then the resulting
left-hand side can be considered as an averaged derivative over a large
distance, in the sense of Whitham [63] (see also [38, 42]). That is,
dE
dz
= − ω˜
ωz
+O(z−2), (3.80)
where we use the same notation E to represent the averaged quantity, and
ω and ω˜ are equal to ωn and ω˜n, respectively, with En = E. Set En = E
in the definitions in (1.2) and (1.3). Then it follows that dω˜/dE = ω.
Thus on multiplying equation (3.80) by ω and dividing by ω˜ we obtain
d(log ω˜)/dz ∼ −z−1 from which it follows that ω˜→ 0 as |z| → ∞.
Let us conclude our study of E1 and E2 by following an analogous
argument based on the averaging method to show that these parameters
are bounded.
Proposition 3.81. E1 and E2 are bounded.
Proof. It was shown in Proposition 3.72 that E1 and E2 satisfy the
difference equations (3.74). These equations imply that E1 and E2 are
slowly varying up to O(z−20 ), such that if we divide these equations by
Ω = z1 − z0 to give
∆E1
Ω
= − 1
z0
{
5
4
E1 + 12g3
Ψ3
Ω
}
+O (z−20 ) , (3.82a)
∆E2
Ω
= − 1
z0
{
3
2
(
E2 + 8g23
)
+ 48g3
Ψ4
Ω
}
+O (z−20 ) , (3.82b)
then the left-hand side of (3.82a) and (3.82b) can be considered as
averaged derivatives for E1 and E2, as discussed above. This leads to the
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ODEs
dE1
dz
= −1
z
{
5
4
E1 + 12g3
Ψ3
Ω
}
+O (z−2) , (3.83a)
dE2
dz
= −1
z
{
3
2
(
E2 + 8g23
)
+ 48g3
Ψ4
Ω
}
+O (z−2) , (3.83b)
where we have used the same notation E1 and E2 to represent the averaged
quantities.
For some z ∈ C assume that E1  1 and consider (3.83a) subject to
this condition. In particular, consider the integrals Ψ3 and Ω. Let the
integral variable in the definition of Ψ3 (3.63) and Ω (3.69) be scaled as
s = E1/51 t. Then the polynomial (3.3) which appears in these definitions
is given by
P (t) = E6/51
{
1
2 t
(
8t5 + 1
)
+O
(
|E1|−3/5
)}
,
and Ψ3 and Ω take the respective forms
Ψ3 = E
1/5
1
∮
ρ
t3 dt√
1
2 t (8t
5 + 1)
+O
(
|E1|−2/5
)
,
Ω = E−1/51
∮
ρ
t dt√
1
2 t (8t
5 + 1)
+O
(
|E1|−4/5
)
.
The ratio of these terms is Ψ3/Ω = O(|E1|2/5). Therefore for E1  1,
equation (3.83a) gives
dE1
dz
= − 5
4z
E1 +O
(
z−2, |E1|2/5
)
.
This equation implies E1 ∼ z−5/4 from which the first result follows.
Similarly, for some z ∈ C and bounded g3, assume that E2  1 and
consider (3.83b) subject to this condition. Scale the integration variable
in the definition of Ψ4 (3.63) and Ω (3.69) as s = E
1/6
2 t, so that in this
case the polynomial (3.3) is
P (t) = E2
{
1
4
(
16t6 + 1
)
+O
(
|E2|−1/2
)}
,
and the integrals Ψ4 and Ω take the respective forms
Ψ4 = E
1/3
2
∮
ρ
t4 dt√
1
4 (16t
6 + 1)
+O
(
|E2|−1/6
)
,
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Ω = E−1/62
∮
ρ
t dt√
1
4 (16t
6 + 1)
+O
(
|E2|−2/3
)
.
The ratio of these terms is Ψ4/Ω = O(|E2|1/2). Therefore for E2  1,
equation (3.83b) gives
dE2
dz
= − 3
2z
E2 +O
(
z−2, |E2|1/2
)
.
This equation implies E2 ∼ z−3/2 from which the second result follows.
3.4 relations between hyperelliptic integrals
In this section we construct PDEs which are satisfied by the complete
elliptic integrals given in (3.70), with ω˜(E1,E2) and Ω˜(E1,E2) considered
as functions of the parameters through the polynomial (3.3). Define the
complete hyperelliptic integrals of the third-kind
Φi =
∮
ρ
si ds
P (s)3/2
, i = 0, . . . , 5. (3.84)
Then we have the following relations:
Φi+1 = −4∂Ψi
∂E1
, Φi = −8∂Ψi
∂E2
, (3.85a)
where Ψi is given by (3.63) for i = 0, . . . , 5, with ω ≡ Ψ0 and Ω ≡ Ψ1 by
(3.69). Together, the relations (3.71) and (3.85a) imply
Φ1 = −32 ∂
2ω˜
∂E1∂E2
, Φ0 = −64∂
2ω˜
∂E22
, (3.85b)
Φ2 = −32 ∂
2Ω˜
∂E1∂E2
, Φ1 = −64∂
2Ω˜
∂E22
. (3.85c)
Return to equations (3.77) and (3.78). We want to express Ψ3 and Ψ4
in terms of ω˜ and Ω˜ using integration by parts. To do so, it is useful to
note the following:
P ′(s) =
1
s4
{
6s3P (s) − 3g3P (s)− 52E1s4 − 6
(
1
4E2 − g23
)
s3
+ 32g3E1s+ 3g3
(
1
4E1 + g
2
3
)}
,
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which is a consequence of (3.3). Apply integration by parts to Ψ3 to give
Ψ3 =
[
s4
4
√
P (s)
]
ρ
+
1
8
∮
ρ
s4P ′(s) ds
P (s)3/2
,
=
1
8
{
6Ψ3 − 3g3Ω− 52E1Φ4 − 6
(
1
4E2 − g23
)
Φ3
+ 32g3E1Φ1 + 3g3
(
1
4E2 + g
2
3
)
Φ0
}
.
Next, integrate Ψ4 by parts to give
Ψ4 =
[
s5
5
√
P (s)
]
ρ
+
1
10
∮
ρ
s5P ′(s) ds
P (s)3/2
,
=
1
10
{
6Ψ4 − 3g3Ψ2 − 52E1Φ5 − 6
(
1
4E2 − g23
)
Φ4
+ 32g3E1Φ2 + 3g3
(
1
4E2 + g
2
3
)
Φ1
}
.
In these expressions for Ψ3 and Ψ4, replace Ω using (3.71a), Ψ2 using
(3.71b), and each Φi using (3.85) to yield
Ψ3 =
1
2
{
−12g3 ∂ω˜
∂E1
+ 10E1
∂Ψ3
∂E1
+ 12
(
E2 − 4g23
) ∂Ψ3
∂E2
−48g3 ∂
2ω˜
∂E1∂E2
− 48g3
(
E2 + 4g23
) ∂2ω˜
∂E22
}
,
(3.86)
Ψ4 =
1
4
{
−12g3 ∂Ω˜
∂E1
+ 10E1
∂Ψ4
∂E1
+ 12
(
E2 − 4g23
) ∂Ψ4
∂E2
−48g3 ∂
2Ω˜
∂E1∂E2
− 48g3
(
E2 + 4g23
) ∂2Ω˜
∂E22
}
.
(3.87)
Solve (3.77) for Ψ3 and substitute the result, and derivatives, into (3.86).
Similarly, solve (3.78) for Ψ4 and substitute the result, and derivatives,
into (3.87). The resulting equations are
(D1 + 5D2 + 4) ω˜ = 0, (3.88a)
(D1 + 7D2 + 10) Ω˜ = 0, (3.88b)
where D1 and D2 denote the partial differential operators
D1 = 25E21
∂2
∂E21
+ 12E1
(
5E2 + 12g23
) ∂2
∂E1E2
+ 36E2
(
E2 + 4g23
) ∂2
∂E22
+ 144g23
∂
∂E2
,
(3.89)
D2 = 5E1
∂
∂E1
− 6E2 ∂
∂E2
. (3.90)
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The PDEs for ω˜ and Ω˜ are analogous to the Legendre ODE derived in
[31] (Appendix B.2) for the complete elliptic integral ω˜ related to PII.
In that case, the singular points of the ODE correspond to special values
of the parameter E for which the generic elliptic behaviour degenerates
to trigonometric behaviour. In the PDEs for ω˜ and Ω˜ (3.88) this kind
of singular behaviour manifests on the characteristic curves. For (3.88a)
and (3.88b) the characteristic curves are
c±E1 =
(
±4g3 +
√
5E2 + 36g23
)2/3(
∓6g3 +
√
5E2 + 36g23
)
, (3.91)
for any constants c±.
Observe that, given (3.89) and (3.90), the PDEs (3.88) are almost
equidimensional, or of Cauchy-Euler type. Substitute the ansatz
ω˜ = Em1 E
n
2 , (3.92)
into equation (3.88a), and divide the resulting equation by ω˜ given by
(3.92). We find
(
n2 − 16n+ 4)+(m+ n){144g23n
E2
+ 10 (5m+ 7n− 10)
}
= 0. (3.93)
Setting m = −n in (3.93) we find that n must satisfy n2 − 16n+ 4 = 0,
and thus a special class of solutions to (3.88a) is given by
ω˜ = κ1E
−n+
1 E
n+
2 + κ2E
−n−
1 E
n−
2 , n+,− = 2
(
4±
√
15
)
, (3.94)
for two arbitrary constants κ1 and κ2. Similarly, a special class of solutions
to (3.88b) is given by
Ω˜ = K1E−p+1 Ep+2 +K2E−p−1 Ep−2 , p+,− = 9±
√
71, (3.95)
where K1 and K2 are arbitrary constants. It is surprising that E1 and E2
are arbitrary in these special solutions. Given that ω˜ and Ω˜ are defined
by (3.70), we would expect that any exact expression of these terms
would correspond to a degeneracy of the integrand for special values of
E1 and E2, as discussed below.
3.5 degenerate solutions
The hyperelliptic solution of JM P(2)II admit several cases of degeneracy
to simpler functions. For special values of E1 and E2 the polynomial P
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(3.3) has double or triple roots, and in these cases some of the branch
points in the hyperelliptic integrals merge. To find these degeneracies,
consider the derivatives of the polynomial (3.3),
P ′(s) = 12s2(2s3 + g3) + 12E1, P
(3)(s) = 24(20s3 + g3),
P ′′(s) = 24s(5s3 + g3), P (4)(s) = 1440s2.
Since g3 6= 0, it is clear that there are no possible sextic, quintic, or
quartic roots. Triple roots occur when the second derivative equals zero,
that is, when s = 0 or s3 = −g3/5. Substitute s = 0 into the conditions
P ′(s) = 0 and then P (s) = 0 to give
E1 = 0, E2 = −4g23 . (3.96a)
Substitute s = (−g3/5)1/3 into P ′(s) = 0 and P (s) = 0 to yield
E1 = 2g3(−36/5) (−g3/5)1/3 , E2 = −36/5, (3.96b)
Double roots occur when P ′(s) and P (s) both equal zero. If we let s2
denote a double root then
E1 = −24s22
(
2s32 + g3
)
, E2 = 16s32
(
5s32 + 2g3
)− 4g23 . (3.96c)
Recall the PDEs for ω˜ and Ω˜ (3.88). The special values of E1 and
E2 (3.96a) correspond to a vanishing of all the highest derivative terms
in the PDEs for ω˜ and Ω˜ (3.88). The values in (3.96b) correspond to
the parabolic case, where there is only one family of characteristics for
the PDEs instead of the two given by (3.91). The special values (3.96c)
correspond to the c− characteristic with c− = (−5/3)(5/2)2/3.
Subject to the conditions (3.96), the polynomial (3.3) takes the follow-
ing simplified forms. For s3 = 0 and s3 = (−g3/5)1/3,
P (s) = 4 (s− s3)3
(
s3 + 3s3s2 + 6s23s+ (10s
3
3 + g3)
)
, (3.97)
and for any double root s2,
P (s) = (s− s2)2
(
a4s
4 + a3s3 + a2s2 + a1s+ a0
)
, (3.98)
where the coefficients in the second factor are
a4 = 4, a3 = 8s2, a2 = 12s22, a1 = 16s
3
2 + 4g3, a0 = 20s
4
2 + 8s2g3.
When P is given by (3.97) or (3.98), the hyperelliptic functions that we
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have constructed degenerate to elliptic functions.
3.6 large parameter limit
In addition to the large independent variable asymptotics considered
thus far, we can also construct the asymptotics of JM P(2)II in the limit
as |α2| → ∞. In this case, the generic solutions of JM P(2)II take the form
u = α1/42 U(z), v = α
1/2
2 V (z), z = α
1/4
2 x,
where U(z) and V (z) are given by
U = −2 (γ˜1 + γ˜2) +O(α−12 ), (3.99a)
V = − (γ˜1 + γ˜2)z − 2
(
γ˜21 + γ˜1γ˜2 + γ˜
2
2
)
+O(α−12 ), (3.99b)
where γ˜1 and γ˜2 are determined from the inversion of the hyperelliptic
integrals∫ eγ1
0
ds√
Q(s)
+
∫ eγ2
0
ds√
Q(s)
= c2,∫ eγ1
0
s ds√
Q(s)
+
∫ eγ2
0
s ds√
Q(s)
= z + c3,
where the polynomial Q is given by
Q(s) = 4s6 − 4s2 + 12 E˜1s+ 14 E˜2, (3.100)
and c2, c3, E˜1 and E˜2 are constants to leading-order.
These solutions can be derived from equation (3.26) as in §3.2.2 for the
large z limit. Although we will not provide full details of the construction
of the solutions (3.99), we will show how to derive (3.100). Recall that in
equation (3.26) the coefficients of the generic polynomial P˜ (3.27) are
given by (3.28), (3.29), and (3.31), and to determine these coefficients
precisely we used the governing leading-order equations (3.11) to simplify
expressions (3.29) and (3.31). In the large α2 limit, the leading-order
equations are A2,1 = 0 and A2,2 = 4 so that in this case, equations (3.28),
(3.29), and (3.31) yield
p6 = 4, p4 = 0, p3 = 0, p2 = −4, p1 = 12 E˜1, p0 = 14 E˜2,
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where E˜1 and E˜2 are related to E1 and E2 by
E˜1 = E1 − 4g3V + 4U, (3.101)
E˜2 = E2 − 4g3 (Vz + 2UV ) + 4
(−Uz + U2 + 2V ) . (3.102)
Hence P˜ (3.27) is equal to Q (3.100).
3.7 discussion
This chapter presented the leading-order general asymptotic behaviour
of JM P(2)II in terms of two related genus-2 hyperelliptic functions. We
have shown that the elliptic function behaviour of the classical second
Painlevé transcendent admits a natural extension to the higher-order
equations in the Jimbo-Miwa hierarchy. However, unlike their elliptic
counterparts, the explicit calculation of the hyperelliptic functions via
inversion of the defining integrals is difficult to deduce, in particular for
computational usage (see [59], for example).
In further analogy with the study of the classical equation, we examined
the two parameters E1 and E2 which characterise the leading-order
hyperelliptic function solutions. Our analysis of the discrete change in
E1 and E2, as z is varied across a period of the hyperelliptic functions,
provides a starting point for the extension of the derived locally-valid
solutions to a wider domain of asymptotic validity. Further investigations
of the degeneration of the hyperelliptic behaviour for special values of
E1 and E2 would also be of interest for future study. In particular, there
should be a connection between the special rays identified in the analysis
of the tronquée solutions in Chapter 2 and these behaviours.
With regard to the remaining investigations in this thesis, we note that
the integrating factors (mi, ni) (3.52) can be rewritten in terms of the
components of lower-order members of the Jimbo-Miwa hierarchy. The
definition (1.13) implies a0 = (a0,1, a0,2)T and a1 = (a1,1, a1,2)T where
a0,1 = u, a0,2 = v, a1,1 = −ux + u2 + 2v, a1,2 = vx + 2uv,
and a1 + 2g2(1, 0)T = 2α1(0, 1)T defines JM P
(1)
II (1.15). In this notation,
the integrating factors (3.52) are
(m1, n1) = (a0,2, a0,1)x,
(m2, n2) = (a1,2, a1,1)x,
where the subscript x implies differentiation of both elements. A similar
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result holds for the integrating factors (Mi, Ni), expressed in Boutroux
coordinates. The reason for this rewriting is that these expressions can
be generalised for the entire hierarchy of equations, to be explored in
Chapter 6.
This chapter concludes our investigation of JM P(2)II . Part i provides an
extension of the classical results for PII to this fourth-order analogue. We
now turn our attention to the asymptotic study of the entire Jimbo-Miwa
hierarchy.
Part II
ASYMPTOTIC STUDY OF THE J IMBO-MIWA
SECOND PAINLEVÉ HIERARCHY
4
STRUCTURE OF THE HIERARCHY AND
ASSOCIATED LINEAR PROBLEM
4.1 abstract
In this chapter we construct the equations that will be used to determine
the asymptotic behaviour of the Jimbo-Miwa hierarchy. For the fourth-
order system JM P(2)II considered in Part i, the governing non-linear
equations and the coefficient terms in the associated linear problem are
all given explicitly. The analogous equations and terms for JM P(n)II are
defined recursively. In §4.2 we derive a more explicit form of the system
of governing non-linear equations JM P(n)II from the recursive definition
given in Chapter 1. We apply a Boutroux transformation of variables
to this new system in §4.3 to yield the equations studied in Chapter
5. In §4.4 we apply the same change of variables, with an additional
transformation of the spectral parameter, to the compatibility condition
of the scalar linear problem for JM P(n)II . This provides the equation that
we study in Chapter 6.
4.2 more explicit form
Consider an in the definition of the hierarchy (1.12). This expression
satisfies the recurrence relation and initial condition (1.13) from which
we can generate a1 and a2,
a1 = (−ux + u2 + 2v, vx + 2uv)T ,
a2 = (uxx − 3uux + u3 + 6uv, vxx + 3uvx + 3v2 + 3u2v)T ,
and an infinite sequence of such expressions, each of which is a collection
of non-derivative and derivative terms. Let
bn = bn(u, v), cn = cn(u, . . . , un, v, . . . , vn), (4.1)
denote these terms, where um = ∂mxu and vm = ∂mxv, such that an can
be decomposed as follows:
an = bn + cn. (4.2)
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Substitute (4.2) into (1.13), noting (4.1), to give
bn+1 = r1bn, (4.3)
cn+1 = r2bn + rcn, (4.4)
where the initial conditions are b0 = (u, v)T and c0 = 0, r is given by
(1.14), and r1 and r2 are the operators
r1 = r − r2, r2 =
−∂x 0
0 ∂x
 . (4.5)
Given (4.3) and (4.4) we propose forms for bn and cn, and test their
validity.
Proposition 4.6. Let bn = (bn,1, bn,2)T . Then,
bn,1 =
dn/2e∑
i=0
an,iu
n+1−2ivi, (4.7a)
bn,2 =
bn/2c+1∑
i=1
bn,iu
n+2−2ivi, (4.7b)
where an,i and bn,i are defined by
an,i =
(n+ 1)!
i!2(n+ 1− 2i)! , i = 0, . . . , (n+ 1)/2, (4.8a)
bn,i =
(n+ 1)!
i!(i− 1)!(n+ 2− 2i)! , i = 1, . . . , (n+ 2)/2. (4.8b)
Proof. The proof is by induction, using (4.3). The calculation is straight-
forward after noting the relations
an+1,i = an,i + 2bn,i, i = 0, . . . , (n+ 2)/2,
bn+1,i+1 =
(
2− (i+ 1)−1) an,i + bn,i+1, i = 0, . . . , (n+ 1)/2,
which follow from (4.8) with the end point conditions bn,0 = 0, an,j = 0,
and bn,k = 0, for j = (n+ 2)/2 and k = (n+ 3)/2.
Proposition 4.9. Let un = ((−1)nun, vn)T ,
cn = un + dn, (4.10)
4.2 more explicit form 54
and dn = (dn,1, dn,2)T . Then,
dn,1 =
∑
k
ck0,...,kn−1,l0,...,ln−1u
k0
0 . . . u
kn−1
n−1 v
l0
0 . . . v
ln−1
n−1 , (4.11a)
dn,2 =
∑
bk
ĉbk0,...,bkn−1,bl0,...,bln−1ubk00 . . . ubkn−1n−1 vbl00 . . . vbln−1n−1 , (4.11b)
where k and k̂ denote the following conditions:
k : 〈k〉+ 〈l〉 = n+ 1, k0 ≤ n− 1, l0 ≤ dn/2e − 1, (4.12)
k̂ : 〈k̂〉+ 〈l̂〉 = n+ 2, k̂0 ≤ n− 1, l̂0 ≤ dn/2e − 1, (4.13)
c and ĉ are constants, and k, l, k̂, and l̂ are multi-indices with norms
〈k〉 =
n−1∑
i=0
(i+ 1)ki, 〈l〉 =
n−1∑
i=0
(i+ 2)li, (4.14)
〈k̂〉 =
n−1∑
i=0
(i+ 1)k̂i, 〈l̂〉 =
n−1∑
i=0
(i+ 2)l̂i. (4.15)
Proof. The proof is by induction, using (4.4). Given the generic form
provided for dn, the proof is straightforward - all that needs to be checked
are the conditions on the norms (4.12) and (4.13).
Remark 4.16. While the generic form provided for dn (4.11) is suffi-
cient to conduct most of the following calculations, knowing the term
highlighted below will assist in the determination of the leading-order
asymptotics. Substitute (4.10) into (4.4) to give
un+1 = r2un,
dn+1 = r1 (un + dn) + r2 (bn + dn) . (4.17)
Send n to (n − 1) in (4.17) and substitute (4.5). Consider the second
component of dn,
dn,2 = ∂xbn−1,2 + t1, (4.18)
where t1 represents the omitted terms in dn,2 for which the precise form
is not required. Let n be odd and set j = (n + 1)/2. Then, substitute
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(4.7b) into equation (4.18) to yield
dn,2 = ∂xbn−1,jvj + t2,
= jbn−1,jvj−1vx + t2,
= 12bn,jv
j−1vx + t2,
where we have used the identity 2jbn−1,j = bn,j , which follows from
(4.8b), to simplify, and t2 = t1 + ∂x
(
bn−1,2 − bn−1,jvj
)
.
The above propositions and remark provide a more explicit form of the
term an in the governing equations (1.12). However while written in these
coordinates it is not clear which terms in the equations balance in the
limit as |x| → ∞. This is rectified by the following change of variables.
4.3 boutroux transformation
Let Um = ∂mzU and Vm = ∂mzV denote the mth-order derivatives of
U(z) and V (z) with respect to z.
Proposition 4.19. For each n ≥ 1, the Boutroux transformation
u = x1/(n+1)U(z), (4.20a)
v = x2/(n+1)V (z), (4.20b)
z = βx(n+2)/(n+1), β = (n+ 1)/(n+ 2), (4.20c)
maps JM P(n)II (1.12) to
An + 2ngn+1(1, 0)T = 2nβαnz−1(0, 1)T + Kn, (4.21)
where An equals an (1.13) subject to
x = z, um = Um, vm = Vm, (4.22)
and Kn is an O(z−1) polynomial in z−1.
Proof. Substitute (4.2) and (4.10) into (1.12) to give
un + dn + bn + 2ngn+1(x, 0)T = 2n(0, αn)T . (4.23)
We must consider the transformation of the three terms un, dn, and bn.
Directly substitute u and v given by (4.20) into the components of bn
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(4.7) to give
bn = xnBn, xn =
x 0
0 x(n+2)/(n+1)
 , (4.24)
where Bn equals bn subject to (4.22).
Let us now show by induction that
um =
m∑
i=0
fm,ix
(i+1)/(n+1)−(m−i)Ui, (4.25)
vm =
m∑
i=0
gm,ix
(i+2)/(n+1)−(m−i)Vi, (4.26)
for constants fm,i, gm,i where fm,m = gm,m = 1. For m = 1, set f1,0 =
(n+ 1)−1 and g1,0 = 2(n+ 1)−1 to obtain the result. Let
jm,i =
(
i+ 1
n+ 1
)
− (m− i),
and suppose (4.25) is valid for some m ≥ 1. For (m+ 1):
um+1 =
m∑
i=0
fm,i∂x
(
xjm,iUi
)
,
=
m∑
i=0
fm,i
(
jm,ix
jm,i−1Ui + xjm,i+1/(n+1)Ui+1
)
,
=
m∑
i=0
fm,i
(
jm,ix
jm+1,iUi + xjm+1,i+1Ui+1
)
,
=
m+1∑
i=0
fm+1,ix
jm+1,iUi,
where we have used ∂x = x1/(n+1)∂z, by equation (4.20c), and have set
fm+1,i = fm,ijm,i + fm,i−1. Similarly for vm.
For m = n, equations (4.25) and (4.26) imply that
un = xn (Un − Hn) , (4.27)
where Un equals un subject to (4.22), xn is given in (4.24), and Hn =
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− ((−1)nµ̂n, ν̂n)T where
µ̂n =
n−1∑
i=0
fn,i
(
x(n+2)/(n+1)
)(i−n)
Ui =
n−1∑
i=0
f̂n,iz
(i−n)Ui, (4.28a)
ν̂n =
n−1∑
i=0
gn,i
(
x(n+2)/(n+1)
)(i−n)
Vi =
n−1∑
i=0
ĝn,iz
(i−n)Vi. (4.28b)
The coefficients fn,i, gn,i and f̂n,i, ĝn,i are related by
β(i−n)f̂n,i = fn,i, β(i−n)ĝn,i = gn,i,
and z and β are defined in (4.20c). It is clear from (4.28) that Hn is of
O(z−1) and is polynomial in z−1.
Consider the transformation of each term ukmm and vlmm in dn,1 where
0 ≤ m ≤ (n − 1). For a given m, let im denote the index in the sum
(4.25), and jm the index in the sum (4.26) such that 0 ≤ im ≤ m and
0 ≤ jm ≤ m. Let γ1,m and γ2,m be the exponents of x in ukmm and vlmm
respectively, subject to the transformation (4.20). Then (4.25) implies
that
γ1,m =
(
im + 1
n+ 1
− (m− im)
)
km,
=
(
m+ 1
n+ 1
)
km −
(
n+ 2
n+ 1
)
(m− im) km, (4.29)
and (4.26) implies that
γ2,m =
(
m+ 2
n+ 1
)
lm −
(
n+ 2
n+ 1
)
(m− jm) lm. (4.30)
Let γ3 be the exponent of x in a generic term in dn,1. This term is given
by the sum of γ1,m and γ2,m over all possible m,
γ3 =
n−1∑
m=0
(γ1,m + γ2,m) .
Substitute (4.29) and (4.30) into this expression and simplify using (4.12)
and (4.14) to give
γ3 = 1−
(
n+ 2
n+ 1
)
κ1,
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where κ1 denotes the sum
κ1 =
n−1∑
m=1
{
(m− im) km + (m− jm) lm
}
. (4.31)
Similarly, let the exponent of x in a generic term in dn,2 be γ4. Then,
γ4 =
n+ 2
n+ 1
−
(
n+ 2
n+ 1
)
κ2, (4.32)
where κ2 denotes the sum
κ2 =
n−1∑
m=1
{ (
m− îm
)
k̂m +
(
m− ĵm
)
l̂m
}
, (4.33)
and 0 ≤ îm ≤ m and 0 ≤ ĵm ≤ m.
Thus, subject to the Boutroux transformation (4.20), every term in dn
has the prefactor
(xγ3 , xγ4)T = xn
(
xγ3−1, xγ4−(n+2)/(n+1)
)T
,
= xn
(
βκ1z−κ1 , βκ2z−κ2
)T
, (4.34)
where z and β are defined in (4.20c), and xn is given in (4.24). If
im, jm, îm, ĵm ≡ m for all m = 0, . . . , (n− 1), then κ1 = κ2 = 0. Thus,
dn = xn (Dn − Jn) , (4.35)
where Dn equals dn subject to (4.22), and Jn denotes all additional terms
from the chain rule described above, where κ1 and κ2 are non-zero. Thus
by (4.31) and (4.33), for those elements in Jn we have κ1 ∈ N and κ2 ∈ N,
and hence Jn is an O(z−1) polynomial in z−1.
Substitute (4.24), (4.27), and (4.35) into (4.23). Left-multiply the
resulting expression by x−1n to recover
Un + Dn + Bn + 2ngn+1(1, 0)T = 2nβαnz−1(0, 1)T + Kn, (4.36)
where Kn = Hn + Jn. As in (4.2) and (4.10) set An = Bn + Cn and
Cn = Un + Dn. The result (4.21) follows directly from (4.36).
Remark 4.37. Given the definition of An in terms of an in Proposition
4.19, equation (1.13) implies that An satisfies the recurrence relation and
initial condition
An+1 = RAn, A0 = (U, V )T , (4.38)
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where the operator R equals r (1.14) subject to (4.22),
R =
 U − ∂z 2
2V − ∂−1z Vz U + ∂z − ∂−1z Uz
 . (4.39)
The expanded form of the transformed equations (4.36) provides almost
enough detail to determine the leading-order algebraic asymptotics in
the next chapter. In order to completely determine these behaviours we
require further insight into the term Kn,2 where Kn = (Kn,1,Kn,2)T .
Lemma 4.40. For n even, Kn,2 does not include a term of the form
β1V
β2z−1 and for all n, Kn,2 does not include a term of the form
β3 U
β4z−1 for non-zero constants β1, β2, β3 and β4.
Proof. Recall that Kn = Hn + Jn. Given Hn = − ((−1)nµ̂n, ν̂n)T where
µ̂n and ν̂n are given by (4.28), it is clear that Hn,2 does not contain the
terms given in the proposition. Consider Jn,2. Equation (4.34) implies
that the generic exponent of z in Jn,2 is −κ2. If κ2 = 1 then equation
(4.33) imposes the following condition on îm, ĵm, k̂m, and l̂m:
n−1∑
m=1
{(
m− îm
)
k̂m +
(
m− ĵm
)
l̂m
}
= 1. (4.41)
Assume that there exists a term in Jn,2 of O(z−1) and containing V
only; that is, derivatives of V , U , and derivatives of U do not appear.
Then for all m, k̂m = 0 (as all u terms and derivatives must be absent
before transformation), and ĵm = 0 (as all V derivatives are absent).
Thus by equation (4.41) we have
n−1∑
m=1
ml̂m = 1. (4.42)
Since l̂m ≥ 0, equation (4.42) is satisfied only if l̂1 = 1 and l̂m = 0 for
m = 2, . . . , (n− 1). Under these conditions equation (4.15) implies
〈k̂〉 = 0, 〈l̂〉 = 2l̂0 + 3.
Then, by equation (4.13)
l̂0 =
n− 1
2
, l̂0 ≤ dn/2e − 1, (4.43)
which holds only for n odd. Thus for n even there is no such term in Jn,2,
and hence Kn,2.
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Assume that there exists a term in Jn,2 of O(z−1) and containing
U only. Then for all m, l̂m = 0 (as all v terms and derivatives must
be absent before transformation) and îm = 0 (as all U derivatives are
absent). Thus by equation (4.41) we have
n−1∑
m=1
mk̂m = 1. (4.44)
Since k̂m ≥ 0, equation (4.44) is satisfied only if k̂1 = 1 and k̂m = 0 for
m = 2, . . . , (n− 1). Under these conditions equation (4.15) implies
〈k̂〉 = k̂0 + 2, 〈l̂〉 = 0.
Then, by equation (4.13)
k̂0 = n, k̂0 ≤ n− 1,
which is a contradiction. Thus there is no such term in Jn,2, and hence
Kn,2.
Remark 4.45. Consider the term in dn,2 which we highlighted in Remark
4.16. Subject to (4.20) this term transforms as follows:
1
2bn,jv
j−1vx = x(n+2)/(n+1) 12bn,j
(
V j−1Vz +
2
(n+ 2)z
V j
)
, (4.46)
where we recall that n is odd and j = (n+ 1)/2. This term contributes
β1V
β2z−1 to Kn,2 where
β1 = − bn,j
n+ 2
, β2 =
(n+ 1)
2
. (4.47)
Note that the exponent of v in 12bn,jv
j−1vx is consistent with the necessary
condition (4.43) derived in Lemma 4.40.
Together, Proposition 4.19, Lemma 4.40 and Remark 4.45 provide
all the necessary details about the transformed system of governing
equations that is required in Chapter 5. The equations for analysis in
Chapter 6 are obtained below.
4.4 linear problem
In this section we transform the compatibility condition of the scalar
linear problem for JM P(n)II given in Chapter 1 by equation (1.20), where
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the functions f and hn are defined by (1.19). This process is similar to
that presented in §3.2.2 for the fourth-order equation.
Proposition 4.48. For each n ≥ 1, the extended Boutroux transforma-
tion given by (4.20) and
µ = x−1/(n+1)λ, (4.49)
maps equation (1.20) to
(Hn)zzz − 4F (Hn)z − 2FzHn = Rn, (4.50)
where F and Hn equal f and hn, respectively, subject to (4.22), and
Rn = O(z−1).
Proof. Consider hn (1.19b) and the components ai,1 of this term. Propo-
sition 4.19 provides that, subject to the change of variables (4.20), an,1
is given by an,1 = x (An,1 − Kn,1). Following the argument given in the
proof of Proposition 4.19, it is straightforward to show that the same
change of variables applied to ai,1 gives
ai,1 = x(i+1)/(n+1) (Ai,1 − Ki,1) , i = 0, . . . , n.
Hence, subject to (4.20) and (4.49), hn (1.19b) is mapped to
hn = xn/(n+1) (Hn + t1) , (4.51)
where t1 is given by
t˜1 = −2−n
n−1∑
i=0
Ki,1 (2µ)
n−1−i
, t˜1 = gn+1t1,
and is order z−1 since each Ki,1 = O(z−1). Similarly, subject to (4.20)
and (4.49), f (1.19a) is mapped to
f = x2/(n+1) (F + t2) , t2 = U2(n+ 2)z . (4.52)
The change of independent variables (4.20c) and (4.49) imply the
relations
∂λ = x−1/(n+1)∂µ, ∂x = x1/(n+1)
{
∂z − µ(n+ 2)z ∂µ
}
,
such that, given (4.51) and (4.52), it follows that the derivatives of these
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terms are mapped to
(hn)x = x ((Hn)z + t3) , fx = x3/(n+1) (Fz + t5) ,
(hn)xxx = x
(n+3)/(n+1) ((Hn)zzz + t4) , fλ = x1/(n+1) (Fµ + t6) ,
where t3, t4, t5, t6 are allO(z−1). Substitute these transformed expressions
into (1.20) to recover (4.50) where
Rn = −t4 + 4 (t2 (Hn)z + t3F)− 2 (t1Fz − t5Hn)−βz−1 (Fµ + t6) ,
for β and z given by (4.20c).
The dominant terms in equation (4.50) are
(Hn)zzz − 4F (Hn)z − 2FzHn = 0, (4.53)
since Rn = O(z−1). Multiply (4.53) by 2Hn and integrate to give
2H˜n(H˜n)zz − (H˜n)2z − 4F(H˜n)2 + P˜ (µ) = 0, H˜n = gn+1Hn, (4.54a)
where P˜ (µ) is an arbitrary integration function and
F = µ2 + 12Uµ+ 14
(−Uz + U2 + 2V ) , (4.54b)
H˜n = µn + 2−n
n−1∑
i=0
Ai,1 (2µ)
n−1−i
. (4.54c)
The system (4.54) is analysed in Chapter 6.
5
ALGEBRAIC ASYMPTOTICS
5.1 abstract
In Chapter 2 we found new types of tronquée solutions of the fourth-order
Jimbo-Miwa second Painlevé equation. These solutions were shown to
be asymptotic to algebraic formal power series in particular sectors of
the complex plane. In this chapter we derive solutions with algebraic
asymptotics for the entire Jimbo-Miwa hierarchy. We find three possible
classes of solutions and for each class we prove that true solutions with
these behaviours exist in sectors of the complex plane of a specified
angular opening. For one case, we obtain explicit results which detail
the precise sectors of validity and the number of free parameters in the
asymptotic descriptions that are valid in these sectors. At each level n of
the hierarchy we find families of m-parameter solutions for m = 1, . . . , n,
as well as unique solutions.
Many of the elements of analysis will be familiar from Chapter 2. We
construct three types of formal solutions in §5.2, and prove existence
of true solutions in §5.3. In §5.4 and §5.5 we derive sectors of validity
first for families of solutions, and then for unique solutions within these
families. We conclude with a discussion in §5.6. Throughout this chapter
n is an integer greater than unity.
5.2 formal solutions
Theorem 5.1. In the limit as |x| → ∞, JM P(n)II admits three possible
classes of formal solutions of the form
uf = u0
∞∑
i=0
un,ix
−i(n+2)/(n+1), (5.2a)
vf = v0
∞∑
i=0
vn,ix
−i(n+2)/(n+1), (5.2b)
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for constants un,i, vn,i and un,0 = vn,0 = 1, where
Case a : (u0, v0) = (ua,j , va,j), (5.3a)
Case b : (u0, v0) = (ub,j , vb,j), n ≥ 2, (5.3b)
Case c : (u0, v0) = (uc,j , vc,j), n odd, (5.3c)
for j = 1, . . . , (n+ 1). The leading-order behaviours are given by
ua,j = ωj (−2ngn+1x)1/(n+1) , (5.4a)
va,j =
2nαn
(n+ 1)ωnj
( −1
2ngn+1x
)n/(n+1)
, (5.4b)
ub,j = ωj
(−2ngn+1x
Sn(c3)
)1/(n+1)
, (5.5a)
vb,j = c3ω2j
(−2ngn+1x
Sn(c3)
)2/(n+1)
, (5.5b)
uc,j =
−(2αn + gn+1)
gn+1(n+ 1)x
, (5.6a)
vc,j = ω2j
(−2ngn+1x
an,(n+1)/2
)2/(n+1)
, (5.6b)
where αn and gn+1 are the arbitrary constants in the hierarchy definition.
ωn+1j = 1 and c3 denotes any solution of
Tn(c3) = 0, Tn(c3) =
bn/2c∑
i=0
bn,i+1c
i
3, (5.7)
where Sn(c3) is the polynomial
Sn(c3) =
dn/2e∑
i=0
an,ic
i
3. (5.8)
The constants an,i and bn,i are defined in (4.8).
Proof. Consider the governing equations in Boutroux coordinates given
by (4.21). In the limit as |z| → ∞ the generic asymptotic balance for
this equation is An ∼ −2n(gn+1, 0)T . However, if we demand that U and
V have algebraic asymptotics in this limit then
U  U1  U2  · · ·  Un,
V  V1  V2  · · ·  Vn.
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That is, the functions U and V are larger than their derivatives. Hence
the dominant terms in the governing equations are the non-derivative
terms. In the expanded expression of the transformed governing equations
given by (4.36) these terms are denoted Bn.
On inspection of (4.36) we deduce three possible algebraic leading-order
balances,
(U, V ) =
(O(1),O(z−1)) , (5.9a)
(U, V ) = (O(1),O(1)) , n ≥ 2, (5.9b)
(U, V ) =
(O(z−1),O(1)) , n odd, (5.9c)
Let Bn = (Bn,1,Bn,2)T . Then, corresponding to the three cases above
we obtain the following asymptotic relations. The first equation in the
system (4.36) implies
an,0U
n+1 ∼ −2ngn+1, (5.10a)
Bn,1 ∼ −2ngn+1, (5.10b)
an,jV
j ∼ −2ngn+1, (5.10c)
where j = (n+ 1)/2 and the terms on the left-hand side of (5.10a) and
(5.10c) are extracted from Bn,1 (that is, (4.7a) with (4.22)). For n even,
Bn,1 does not contain a term without U , and hence relation (5.10c) (and
balance (5.9c)) is not valid in this case.
The second equation of (4.36) implies the asymptotic relations
bn,1U
nV ∼ 2nβαnz−1, (5.11a)
Bn,2 ∼ 0, (5.11b)
bn,jUV
j ∼ (2nβαn − β1V j) z−1, (5.11c)
where j = (n+ 1)/2, β is given in (4.20c), and the terms on the left-hand
side of (5.11a) and (5.11c) are extracted from Bn,2 (that is, (4.7b) with
(4.22)). (5.11b) is taken to mean that the multiple terms in Bn,2 balance
with one another. For n = 1, Bn,2 contains only one term, and hence
relation (5.11b) (and balance (5.9b)) is not valid in this case. The term
β1V
j in (5.11c) is specified in Remark 4.45. Lemma 4.40 implies that
there is no additional term on the right-hand side of (5.11a).
Relations (5.10a) and (5.11a) imply leading-order asymptotics
(Ua, Va) = (c0, c1z−1), (5.12)
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where c0 and c1 denote the following constants:
c0 = (−2ngn+1)1/(n+1) , (5.13a)
c1 =
−αnc0
(n+ 2)gn+1
. (5.13b)
Relations (5.10b) and (5.11b) imply leading-order asymptotics
(Ub, Vb) = (c2, c22c3), (5.14)
where c2 denotes the following constant:
c2 =
(−2ngn+1
Sn(c3)
)1/(n+1)
, (5.15)
where c3 and Sn(c3) are defined in (5.7) and (5.8). Finally, relations
(5.10c) and (5.11c) imply leading-order asymptotics
(Uc, Vc) = (c4z−1, c5), (5.16)
where c4 and c5 denote the following constants:
c4 =
−1
n+ 2
(
1 +
(n+ 1)αn
j!gn+1
)
, (5.17a)
c5 =
(−2n(j!)2gn+1
(n+ 1)!
)1/j
. (5.17b)
where j = (n+ 1)/2.
By Proposition 4.19, all terms in equations (4.36) are polynomial in z−1.
Hence formal solutions corresponding to these leading-order behaviours
are of the form
U = Uχ
∞∑
i=0
Un,iz
−i, V = Vχ
∞∑
i=0
Vn,iz
−i, (5.18)
where χ denotes a, b, or c corresponding to (5.12), (5.14), and (5.16)
respectively. Un,i, Vn,i are constants with Un,0 = Vn,0 = 1. Returning to
the original coordinates via (4.20) gives the three classes of solution in
Theorem 5.1.
Remark 5.19. In Theorem 5.1, for cases a and b there are (n+1) leading-
order behaviours corresponding to the different roots of ωn+1 = 1. For
Case c there are (n+ 1)/2, where n is odd. It is necessary to distinguish
between these behaviours in discussions of uniqueness. In addition, given
c3 denotes any root of the polynomial Tn(c3) (5.7) there are possibly
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bn/2c choices of this constant in the description of Case b.
5.3 existence of true solutions
Let U = (U, V )T and Um = ∂mxU with U0 ≡ U, unless otherwise stated.
Theorem 5.20. There exist true solutions of JM P(n)II whose asymptotic
behaviour as |x| → ∞ is given by (5.2) with
a. (5.3a) and (5.4)
b. (5.3b) and (5.5)
c. (5.3c) and (5.6)
in sectors of the complex x-plane with an angular opening less than
θ = (n+ 1)/(n+ 2)pi.
Proof. The proof follows from the subsequent propositions. Propositions
5.65, 5.69, and 5.75 (corresponding to cases a, b, c), show that the
assumptions of Proposition 5.21 are fulfilled. The results of Proposition
5.21, subject to the inversion of the Boutroux transformation (4.20),
imply the theorem.
We first determine conditions for the existence of true solutions of JM
P(n)II which are asymptotic to generic algebraic formal power series, rather
than one of the specific cases identified in Theorem 5.1. We proceed in
the Boutroux coordinate system for which the governing equations are
(4.21) and the formal solutions take the form (5.18).
Proposition 5.21. Let U be a solution of (4.21) which is asymptotic to
(5.18) and define
U˜ = U− U˚, (5.22)
where U˚ denotes the O(1) terms of U. Let
A˚n = An
∣∣
U=U˚ , (5.23)
and let A˜n denote the Fréchet derivative of A˚n with respect to U˚, applied
to U˜ as follows:
A˜n = A˚′nU˜. (5.24)
5.3 existence of true solutions 68
Let A˜n be written as
A˜n = σnU˜n −
n∑
i=1
J˜iU˜i−1, σ =
−1 0
0 1
 , (5.25)
J˜i =
(−1)nJjn,ji (−1)nJjn,ki
Jkn,ji Jkn,ki
 , i = 1, . . . , n, (5.26)
where ji = 2i− 1 and ki = 2i. Finally, let J denote the 2n× 2n matrix
J =

0 0
...
...
1 0
0 1
. . . 0
0
...
...
...
0 0
0 0
...
...
. . . 0
0 1
J1 . . . Jn

, (5.27)
where each Ji is a 2× 2 matrix with components
Ji =
Jjn,ji Jjn,ki
Jkn,ki Jkn,ki
 , i = 1, . . . , n. (5.28)
If all the eigenvalues of J are non-zero then there exist true solutions of
(4.21) which are asymptotic to (5.18) in sectors of the complex z-plane
with an angular opening less than pi.
Proof. As in the proof of Proposition 2.9, to prove the existence of true
solutions we employ Wasow’s existence theorem 2.10. Recall that the
hypotheses of this theorem require that the system of equations under
consideration is formally satisfied by an asymptotic expansion of the form
(2.13), where the expansion begins with the index 1 and not 0. Given
our expansions are of the form (5.18) we require the change of variables
(5.22) in order to use the theorem.
Substitute (5.22) into (4.21) to give
A˚n +
˜˜
An + 2ngn+1(1, 0)T = K˜n, (5.29)
where A˚n is given by (5.23),
˜˜
An = A˜n + O(U˜2) where A˜n is given by
(5.24), and K˜n = O
(
z−1
)
. Substitute (5.22) into (5.18) to give
U˜(z) =
∞∑
i=1
u˜iz
−i, V˜ (z) =
∞∑
i=1
v˜iz
−i. (5.30)
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By definition, A˚n satisfies the system
A˚n + 2ngn+1(1, 0)T = 0. (5.31)
Then equations (5.29) and (5.31) imply that U˜ solves the system
˜˜
An = K˜n, K˜n = O(z−1), ˜˜An = A˜n +O(U˜2), (5.32)
and has a formal expansion with components given by (5.30). These
expansions are of the required form for the theorem.
Rewrite the system of two nth-order equations (5.32) as a system of 2n
first-order equations ∂zY = F, where the vector F admits an expansion
F(z,Y) = F0(Y) +
∞∑
i=1
1
zi
Fi(Y), (5.33)
and the components of Y are
y2k−1 = U˜k−1, y2k = V˜k−1, k = 1, . . . , n.
Following Theorem 2.10, construct the Jacobian of F evaluated at Y = 0
as |z| → ∞,
lim
|z|→∞
(
∂Fj
∂yk
∣∣∣∣
Y=0
)
=
∂F0,j
∂yk
∣∣∣∣
Y=0
, (5.34)
where each Fj denotes a component of F with j = 1, . . . , 2n.
Since the expression in (5.34) is evaluated at Y = 0 only those terms in
F0 which are linear in Y will contribute. In view of the above construction,
F0 is derived from the O(1) terms in equation (5.32), that is, from ˜˜An. In
addition, the terms which are linear in Y are derived from the terms in
(5.32) which are linear in U˜, that is, A˜n. Finally, given equations (5.26) -
(5.28) it is clear that
∂F0,j
∂yk
∣∣∣∣
Y=0
= J.
Hence, if each eigenvalue of J (5.27) is non-zero then all the hypotheses
of Theorem 2.10 are fulfilled. This proves existence of true solutions with
behaviours that are valid in sectors of the complex z-plane with a central
angle less than pi.
The conditions of Proposition 5.21 need to be tested for the three
classes of solution given in Theorem 5.1. Before we perform such a test
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we need to know the matrix J or equivalently the expression A˜n. The
next proposition provides two recurrence relations for A˜n which can be
used to examine any proposed forms of this term.
Proposition 5.35. Let R˚ and R˜ denote the matrix operators
R˚ = R |U=U˚ , (5.36)
R˜ =
(
R˚U˜
)′
, (5.37)
where R is given by (4.39) and ′ denotes the Frèchet derivative with
respect to U˚. Then, A˜n satisfies the recurrence relations
A˜n+1 = R˚A˜n + R˜A˚n, (5.38)
A˜n+2 = R˚2A˜n + R˚R˜A˚n, (5.39)
where A˚n is given by (5.23).
Proof. Replace n with (n+ 1) in equations (5.23) and (5.24) to give
A˚n+1 = An+1 |U=U˚ , (5.40a)
A˜n+1 = A˚′n+1U˜, (5.40b)
and substitute (5.23), (5.36) and (5.40a) into the recurrence relation in
(4.38) evaluated at U = U˚ to yield
A˚n+1 = R˚A˚n. (5.41)
Given (5.41), rewrite equation (5.40b) as follows:
A˜n+1 =
(
R˚A˚n
)′
U˜,
= R˚A˚′nU˜ +
(
R˚U˜
)′
A˚n,
= R˚A˜n + R˜A˚n,
where we have used (5.24) and (5.37) to simplify. This equation is precisely
(5.38). Repeat the process to yield (5.39).
Remark 5.42. Given (4.39), (5.36), and (5.37), R˜ is given by
R˜ =
 U˜ 0
2V˜ − ∂−1z V˜z U˜ − ∂−1z U˜z
 . (5.43)
Recall that cases a and b are valid for all n ≥ 2 (Case a is also valid
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for n = 1) whereas Case c is valid only for n odd. We therefore use the
two-point recurrence relation (5.38) to test the proposed form of A˜n for
cases a and b, and the three-point recurrence relation (5.39) for Case c.
Proposition 5.44. Case a: A˜n is given by (5.25) subject to
Jjn,ji = (−1)ifn,i, Jjn,ki = −2γi+1fn,i+1,
Jkn,ji = 0, Jkn,ji = −fn,i.
(5.45)
for i = 1, . . . , n, where fn,.i and γi are defined as
fn,i =
(n+ 1)!
i!(n+ 1− i)!c
n+1−i
0 , i = 1, . . . , (n+ 1), (5.46)
γi = 12
(
1 + (−1)i) , (5.47)
and c0 satisfies (5.13a).
Proof. The leading-order asymptotics in this case are given by (5.12)
so that U˚ = (c0, 0)
T . Given the definition of A˚n (5.23), and using the
asymptotic relations (5.10a) and (5.11a), we find A˚n =
(
cn+10 , 0
)T
. Thus
the recurrence relation for A˜n (5.38) is rewritten as
A˜n+1 = R˚A˜n + cn+10 U˜, R˚ =
c0 − ∂z 2
0 c0 + ∂z
 , (5.48)
where we have used (5.43). Note the equation: fn+1,i+1 = fn,i + c0fn,i+1,
which follows from (5.46). Then it is straightforward to show by induction,
using (5.48), that A˜n is given by (5.25) subject to (5.45).
Proposition 5.49. Case b: A˜n is given by (5.25) subject to
Jjn,ji = (−1)iQn,i, Jjn,ki = −2γi+1Qn,i+1,
Jkn,ji = −2c22c3γi+1Qn,i+1, Jkn,ji = −Qn,i.
(5.50)
for i = 1, . . . , n, where γi is defined by (5.47), and c2 and c3 by (5.15)
and (5.7) respectively. For i = 1, . . . , n,
Qn,i =
(
n+ 1
i
)
cn+1−i2 Pn,i, (5.51)
Pn,i =
n−i∑
j=0
dn,i,jc
j
3, (5.52)
dn,i,j =
(bi/2c)!(n+ 1− i)!
(j + bi/2c)!j!(n+ 1− 2j − i)! , (5.53)
with Qn,n+1 = 1.
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Proof. The leading-order asymptotics in this case are given by (5.14) so
that U˚ =
(
c2, c
2
2c3
)T . Given the definition of A˚n (5.23), and using the
asymptotic relations (5.10b) and (5.11b), we find A˚n = (A˚n,1, A˚n,2)T has
components
A˚n,1 = Qn,0, A˚n,2 = 2
n+ 2
c22c3Qn+1,2,
where Qn,i is given by (5.51). Thus the recurrence relation for A˜n (5.38)
is rewritten as
A˜n+1 = R˚A˜n +Qn,0U˜, R˚ =
c2 − ∂z 2
2c22c3 c2 + ∂z
 , (5.54)
where we have used (5.43). Note the equation:
Qn+1,i = Qn,i−1 + c2Qn,i + 4c22c3γi+1Qn,i+1, (5.55)
which follows from (5.51). Then it is straightforward to show by induction,
using (5.54), that A˜n is given by (5.25) subject to (5.50).
Proposition 5.56. Case c: A˜n is given by (5.25) subject to
Jjn,ji = γien,i, Jjn,ki = −2γi+1en,i+1,
Jkn,ji = −2c5γi+1en,i+1, Jkn,ji = −γien,i.
(5.57)
for i = 1, . . . , n, where γi is defined by (5.47), c5 by (5.17b), and
en,i =
2n+1−i(n/2)!c(n+1−i)/25
((i− 1)/2)!((n+ 1− i)/2)! , i = 1, . . . , (n+ 1). (5.58)
Proof. The leading-order asymptotics in this case are given by (5.16)
so that U˚ = (0, c5)
T . Given the definition of A˚n (5.23), and using the
asymptotic relations (5.10c) and (5.11c), we find A˚n = (en,0, 0)T , where
en,i is defined by (5.58). Thus the recurrence relation for A˜n (5.39) is
rewritten as
A˜n+2 = R˚2A˜n + en,0
(
σ U˜1 + τ U˜
)
, (5.59)
where σ is defined in (5.25), R˚2 and τ are given by
R˚2 =
∂2z + 4c5 0
0 ∂2z + 4c5
 , τ =
 0 2
2c5 0
 ,
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and we have used (5.43) and
R˚ =
−∂z 2
2c5 ∂z
 .
Note the equation: en+2,i = en,i−2 + 4c5en,i, which follows from (5.58).
Then it is straightforward to show by induction, using (5.59), that A˜n is
given by (5.25) subject to (5.57).
Propositions 5.44, 5.49, and 5.56 provide the form of A˜n for the three
classes of solution of interest. Given A˜n we can use equations (5.26) - (5.28)
to construct J. In order to interrogate the assumptions of Proposition
5.21 we turn our attention to the eigenvalues of J.
Proposition 5.60. Let the eigenvalues of J be λ and set
ρ1 = −λn +
n∑
i=1
Jjn,jiλ
i−1, (5.61a)
ρ2 = −λn +
n∑
i=1
Jkn,kiλ
i−1, (5.61b)
ρ3 =
n∑
i=1
Jjn,kiλ
i−1, (5.61c)
ρ4 =
n∑
i=1
Jkn,jiλ
i−1. (5.61d)
Then the characteristic equation of J is
ρ(λ) = 0, ρ = ρ1ρ2 − ρ3ρ4. (5.62)
Proof. LetM = J−λI and let M̂ = Ĵ−λI denote the upper-triangular
form ofM, where Ĵ has the same structure as J given in (5.27), but with
Ĵj ≡ 0 for j = 1, . . . , (n− 1), and
Ĵn =
Ĵjn,jn Ĵjn,kn
0 Ĵkn,kn
 .
By elementary operations on J, we find that the components of Ĵn are
Ĵjn,jn = λ
1−n (λn + ρ1) , (5.63a)
Ĵjn,kn = λ
1−nρ3, (5.63b)
Ĵkn,kn = λ
1−n (λn + ρ2 − ρ3ρ4ρ−11 ) , (5.63c)
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where ρ1, ρ2, ρ3, and ρ4 are defined by (5.61). The characteristic equation
for J is simply detM =detM̂ = 0 which is
λ2(n−1)
(
Ĵjn,jn − λ
)(
Ĵkn,kn − λ
)
= 0. (5.64)
Substitute (5.63) into (5.64) to obtain the result (5.62).
Surprisingly, for Case a we can solve the (2n)th-degree characteristic
polynomial to obtain an explicit expression for the eigenvalues.
Proposition 5.65. Case a: the eigenvalues of J are
λ = ±2ic0 sin θj exp iθj , θj = pij(n+ 1) , (5.66)
where i =
√−1, j = 1, . . . , n, and c0 is given in (5.13a).
Proof. Substitute (5.45) into (5.61a) and (5.61b) to give, respectively,
(−1)n−1ρ1 = (−1)nλn +
n∑
i=1
(−1)i−1fn,iλi−1,
−ρ2 = λn +
n∑
i=1
fn,iλ
i−1,
and substitute (5.45) into (5.61d) to give ρ4 = 0. For such ρj , (5.62)
implies that the characteristic equation for the eigenvalues is{
(−1)nλn +
n∑
i=1
(−1)i−1fn,iλi−1
}{
λn +
n∑
i=1
fn,iλ
i−1
}
= 0.
Use the definition of fn,i (5.46) to rewrite this equation as(
(1 + λa)
n+1 − 1
)(
(1− λa)n+1 − 1
)
= 0, λa 6= 0, (5.67)
where λa = λ/c0.
Equation (5.67) implies that
1± λa = exp 2iθj , (5.68)
where θj is defined in (5.66) and i =
√−1. Rearrange (5.68) to give
±λa = exp 2iθj − 1,
= exp iθj (exp iθj − exp (−iθj)) ,
= 2i sin θj exp iθj .
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From this expression use λ = c0λa to obtain the result (5.66).
Proposition 5.69. Case b: the eigenvalues of J are all non-zero.
Proof. Assume that J has a zero eigenvalue, that is ρ(0) = 0. Set λ = 0
in (5.61) and substitute (5.50) to give
ρ1(0) = (−1)n+1Qn,1, (5.70a)
ρ2(0) = −Qn,1, (5.70b)
ρ3(0) = 2(−1)n+1Qn,2, (5.70c)
ρ4(0) = −2c22c3Qn,2, (5.70d)
where Qn,1 and Qn,2 are defined by equation (5.51). Substitute (5.70)
into equation (5.62) and take the square root to give
Qn,1 = ±2c2√c3Qn,2. (5.71)
Eliminate c2 from (5.71) using (5.51) to give
Pn,1 = ±n√c3Pn,2, (5.72)
where Pn,1 and Pn,2 are defined by (5.52).
Let us now show that c3 is real and negative. Recall the definition
of c3 (5.7). Firstly, c3 6= 0 since bn,1 6= 0 by (4.8b). Next, rewrite the
polynomial Tn(c3) (5.7) using (4.8b) to give
Tn(c3) = cn/23
bn/2c∑
j=0
(n+ 1)!
(j + 1)!j!(n+ 2j)!
(
1√
c3
)n−2j
. (5.73)
Set α = −(n+ 1) and rewrite (5.73) as follows:
Tn(c3) = (−1)ncn/23
1
Γ(α)
bn/2c∑
j=0
(−1)j Γ(α+ n− j)
j!(n+ 2j)!
(
1√
c3
)n−2j
.
Then formula (22.3.4) of [3] implies
Tn(c3) = (−1)ncn/23 C(α)n (x), x =
1√
c3
, α = −(n+ 1), (5.74)
where C(α)n (x) denotes the nth Gegenbauer polynomial with parameter
α. Theorem 3 of [19] (see also [57]) states: for α < (1− n), all roots of
C
(α)
n (x) lie on the imaginary axis. Given (5.74) this implies that all roots
of Tn(c3) are real and negative (since c3 6= 0).
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Since c3 is negative
√
c3 is purely imaginary. All other terms in (5.72)
are real. Thus (5.72) holds only if Pn,1 = Pn,2 = 0. It is straightforward
to show that gcd(Tn,Pn,1) = 1 and hence Pn,1 6= 0, since Tn(c3) = 0.
Thus equation (5.72) is not consistent and hence our initial assumption
is incorrect.
Proposition 5.75. Case c: the eigenvalues of J are all non-zero.
Proof. Substituting (5.57) into (5.61) gives
ρ1 = −λp(λ) = ρ2, ρ3 = −λp(λ), ρ4 = −2c5p(λ), (5.76)
where p(λ) is given by
p(λ) =
(n−1)/2∑
i=0
en,2i+2λ
2i. (5.77)
Given (5.76), equation (5.62) implies that the characteristic polynomial
in this case is
(
λ2 + 4c5
)
p(λ)2 = 0. (5.78)
By (5.17b) and (5.58), c5 and en,2 are non-zero and thus λ = 0 is not a
root of equation (5.78).
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The results of Proposition 5.21 imply the existence of true solutions in
sectors of the complex plane of a particular size. We now investigate
the orientation of the sectors and the number of free parameters in the
asymptotic description of the true solutions in these sectors. For the
remainder of the chapter we choose gn+1 to be real and positive.
Theorem 5.79. Given any x0 ∈ C such that |x0| > 1, for each n ≥ 1
and m = 1, . . . , n, define the sectors
σ̂m,k =
{
x ∈ C∣∣ |x| > |x0| , kpi(n+ 2) < arg(x− x0) < (k + βn,m)pi(n+ 2)
}
,
σm,k =
{
x ∈ C∣∣ |x| > |x0| , kpi(n+ 2) < arg(x− x0) < (k + βn,m + 1)pi(n+ 2)
}
,
where k = 0, . . . , (2n− 1) and βn,m = (n−m) + 1. Then the following
hold:
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1. There exist families of m-parameter solutions of JM P(n)II , for m =
2, . . . , n, whose asymptotic behaviour as |x| → ∞ is given by (5.2)
with (5.3a) and (5.4) in the sectors σ̂m,k and σm,k.
2. There exists a family of one-parameter solutions of JM P(n)II whose
asymptotic behaviour as |x| → ∞ is given by (5.2) with (5.3a) and
(5.4) in the sectors σ1,k.
Proof. The proof follows from Propositions 5.65 (above) and 5.80 (below).
In particular, Proposition 5.65 provides an explicit expression for the
eigenvalues of J in this case. From this expression it is clear that the
eigenvalues are distinct, which in turn shows that the assumption of
Proposition 5.80 is fulfilled. The results of Proposition 5.80 subject to
the Boutroux transformation (4.20) imply the theorem.
As in the previous section, we present our argument in the transformed
Boutroux coordinates.
Proposition 5.80. If J (5.27) is diagonalisable, then solutions of (4.21)
which are asymptotic to (5.18) are valid in the following sectors of the
complex z-plane:
Si,l =
{
z ∈ C∣∣ ϕi + 2lpi < arg(z) < ϕi + (2l + 1)pi} , l ∈ Z, (5.81)
where ϕi = pi/2−φi, φi = arg λi, and λi are the eigenvalues of J. In each
sector there is at least one free parameter hidden beyond all orders in
the asymptotic description of the solution.
Proof. Let U0 be a formal solution of (4.21) with components given by
(5.18). Perturb this solution as follows:
U = U0 + Û, Û 1, (5.82)
and recall that U˚ denotes the O(1) part of U0. Then subject to (5.82),
the defining equation (4.21) is
A˚n + Ân + 2n+1 (gn+1, 0)
T = O
(
z−1, Û2
)
,
where A˚n is given by (5.23) and
Ân = A˚′nÛ, (5.83)
where ′ denotes the Frèchet derivative with respect to U˚. On noting (5.31)
and Û  1 it follows that the asymptotic behaviour of Û is found by
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solving the ODE
Ân +O(z−1) = 0. (5.84)
Let Y be a vector of 2n components
y2i−1 = Ûi−1, y2i = V̂i−1, i = 1, . . . , n.
Then the system of two nth-order equations (5.84) can be rewritten as a
system of 2n first-order equations
∂zY = KY, (5.85)
where K is a matrix of asymptotically expanded coefficients
K = K0 +
∞∑
i=1
1
zi
Ki.
The above construction of the first-order system (5.85) is familiar from
the proof of Proposition 5.21, where we showed that in the system (5.33)
the following holds: ∂zF0 |Y=0 = J. Given (5.24) and (5.83), it is clear
that Ân = A˜n |eU=bU and hence by the same reasoning as previously made
we find K0 = J. Thus we can rewrite the system (5.85) as
∂zY = KY, K = J +
∞∑
i=1
1
zi
Ki. (5.86)
For diagonalisable J, a fundamental matrix solution of (5.86) is given
in Theorem 2.24 by (2.25) where each matrix H, D, and Q is 2n-by-2n
in this case. Extracting the asymptotic behaviour of Û from Y given by
(2.25) we obtain
Û ∼
2n∑
i=1
Ci exp(λiz). (5.87)
where each Ci is a vector of two arbitrary constants and λi are the
eigenvalues of J. This argument is familiar from Chapter 2.
The asymptotic behaviour found for Û (5.87) must be consistent with
the original assumption that Û 1. This is only the case if <(λiz) < 0
or Ci = 0, for each i in (5.87). The sectors defined by those z for which
<(λiz) < 0 are Si,l (5.81). In each sector Si,l the corresponding constant
Ci is free. If two sectors overlap, then in the sector of overlap two constants
are free, and so on. The orientation of the sectors Si,l (5.81) is determined
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by ϕi and hence by the eigenvalues of J.
For for Case a, we showed in Proposition 5.65 that the eigenvalues of J
are distinct, and thus the assumptions of Proposition 5.80 are immediately
satisfied. Consider Case c.
Proposition 5.88. Case c: J is diagonalisable.
Proof. In this case, n is odd and the eigenvalues of J satisfy the charac-
teristic equation (5.78) where p(λ) is defined by (5.77). The proof of the
proposition is in three parts. We first show that
1. λ = 2i
√
c5 and λ = −2i√c5 are not roots of p(λ); and,
2. p(λ) has no repeated roots,
from which we conclude that J has two distinct eigenvalues ±2i√c5, and
(n− 1) eigenvalues of multiplicity two, which correspond to the simple
roots of p(λ). We then show that
3. for each repeated eigenvalue of J there exist two linearly independent
eigenvectors.
To prove 1, substitute the definition of en,2i+2 (5.58) into equation
(5.77) to yield
p(λ) = (2
√
c5)
n−1 (n
2
)
!
(n−1)/2∑
j=0
1(
j + 12
)
!
(
(n−1)
2 − j
)
!
(
λ2
4c5
)j
,
and rewrite this polynomial as follows:
p(λ) =
2n
(√
c5
)n−1 Γ (n+12 + 12)√
piΓ
(
n+1
2
) F (a, b; c; z), (5.89)
where F (a, b; c; z) is a standard hypergeometric series with arguments
a = 1, b = − (n− 1)
2
, c =
3
2
, z = − λ
2
4c5
, (5.90)
Note that since n is odd, b is a negative integer and the series is indeed
terminating. Assume that λ = ±2i√c5 is a root of p(λ). Then (5.89) and
(5.90) imply F (a, b; c; 1) = 0. But
F (a, b; c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) ,
(see for example [3]) which is clearly non-zero. Thus our assumption is
incorrect and λ = ±2i√c5 is a not root of p(λ).
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To prove 2, we use the polynomial Euclidean algorithm to calculate
gcd(p, p′) where ′ denotes differentiation with respect to λ. We find
1. p = β1λp′ + r1,
2. p′ = β2λr1 + r2,
3. r1 = β3λr2 + r3,
where r1 and r2 are polynomials in λ given by
r1 =
(n−3)/2∑
j=0
(1− 2jβ1)gn,jλ2j ,
r2 =
(n−3)/2∑
j=1
(2jgn,j − β2(1− 2(j − 1)β1)gn,j−1)λ2j−1,
where gn,j = c1+2i−n5 en,2j+1 and β1, β2, β3, and r3 are the following
constants:
β1 =
1
n− 1 , β2 =
(n− 1)2
4n
, β3 = − n
n− 1 , r3 = gn,0.
This implies gcd(p, p′) = gn,0. Since gn,0 is a non-zero constant, p and p′
have no common factors and hence p has no repeated roots.
To prove 3, we note that the repeated eigenvalues of J correspond to
roots of p(λ). Let λ0 denote a root of p(λ) so that
p(λ0) = 0. (5.91)
Let w and ŵ denote vectors with 2n components
w2j−1 = λ
j−n
0 = ŵj , w2j = 0 = ŵ2j−1, (5.92)
for j = 1, . . . , n. By (5.92), w and ŵ are clearly linearly independent. Let
M = J − λI. For λ = λ0 denote the product of M with w and ŵ as
follows:
M w = (m1, . . . ,m2n)T , (5.93a)
M ŵ = (m̂, . . . , m̂2n)T . (5.93b)
Recall that J is given by (5.27). Thus by (5.27) and (5.92), the components
of (5.93) are
mj = −λ0
(
λj−n
)
+ λj+1−n0 = 0,
m̂j = 0,
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for j = 1, . . . , (2n− 2) and the remaining components are given by
m2n−1 = λ1−n0 ρ1(λ0), m2n = λ
1−n
0 ρ4(λ0), (5.94)
m̂2n−1 = λ1−n0 ρ3(λ0), m̂2n = λ
1−n
0 ρ2(λ0), (5.95)
where ρi is given in (5.61). By (5.76), each ρi(λ) is equal to cip(λ) for
constant ci. Thus by (5.91) each term in (5.94) and (5.95) is zero and
henceM w =M ŵ = 0.
Remark 5.96. Proposition 5.88 shows that the assumptions of Propo-
sition 5.80 are fulfilled for Case c and therefore the sectors of validity
of the asymptotic descriptions are given by (5.81). We note that these
sectors are implicitly defined in terms of the eigenvalues of J, which arise
as the solution of equation (5.78) in this case.
Conjecture 5.97. Case b: J is diagonalisable.
5.5 unique solutions
Denote the one-parameter solutions defined in Theorem 5.79 as follows:
(ut,A,j , vt,A,j) ∼|x|→∞
x∈σ1,k
(uf , vf ) |u0=uA,j .
Theorem 5.98. Given x0 6= 0, the true solutions (ut,A,j , vt,A,j) are
unique in the sectors
Σk,j =
{
x ∈ C∣∣ |x| > |x0| , kpi(n+ 2) < arg(x− x0) < (k + βk,j)pi(n+ 2)
}
,
where k = 0, . . . , (2n+ 3). For each k, j takes n distinct values j1, . . . , jn,
from {1, . . . , (n+ 1)}, and βk,jl = n+ 1 + l. If j ∈ {j1, . . . , jn} for both
k and k + 1 then βk,j = βk+1,j − 1.
Proof. The result follows from propositions 5.65 (above) and 5.99 (below).
By Proposition 5.80, the families of solutions asymptotic to (5.18) in
sectors (5.81) contain at least one parameter Ci hidden beyond all orders.
We now ask in which sectors of the plane there exists a unique solution
asymptotic to (5.18).
Proposition 5.99. If J is diagonalisable then there exist unique solutions
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of (4.21) which are asymptotic to (5.18) in sectors
Ti,l = Si,l ∪ Si+1,l, (5.100)
where Si,l and Si+1,l are given by (5.81) for each i and l.
Proof. For some choice of i and l, define the following two sectors:
Ŝi,l,± =
{
z ∈ C ∣∣ϕi ± + 2lpi < arg z < ϕi ± + (2l + 1)pi} ,
which are related to Si,l (5.81) by angular rotation by ±,   1. Let
U1 and U2 be two solutions whose asymptotic behaviour is known to be
(5.18) in the respective sectors Ŝi,l,+ and Ŝi+1,l,−. Define the overlap
of these two sectors as
S˜i,l, = Ŝi,l,+ ∩ Ŝi+1,l,−.
We have two pieces of information we can exploit. Firstly, the two
solutions have the same asymptotic behaviour for z ∈ S˜i,l,. Thus,
W := U1 − U2 =|z|→∞
z∈eSi,l,
o(z−m), (5.101)
for all positive integers m. Secondly, since U1 and U2 are both solutions
of (4.21), their difference W must satisfy the system of ODEs
An |U=U1 − An |U=U2 = O(z−1). (5.102)
Rearrange the first equation in (5.101) for U1 to obtain U1 = U2 + W,
and substitute this expression into equation (5.102) to yield
(
An |U=U2
)′
W = O(z−1,W2), (5.103)
where ′ denotes the Fréchet derivative with respect to U2. This kind of
system is familiar from our earlier proofs. In particular, if we replace U2
with its asymptotic behaviour (5.18) then (5.103) is identical to equation
(5.84) with Û 7→W. In equation (5.103) we can ignore the contribution
of higher-degree W terms since W = o(z−m) for all m ∈ N. Thus the
asymptotic behaviour of W can be derived from those terms in (5.103)
which are linear in W, or equivalently from a system of the form (5.86),
which is solved by (2.25) where each matrix H, D, and Q is 2n-by-2n in
this case.
Extracting the asymptotic behaviour of W from Y given by (2.25), we
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obtain
W ∼
2n∑
r=1
exp(λrz)Cr, z ∈ S˜i,l,, (5.104)
where λr are the eigenvalues of J and Cr are free vector constants. The
two expressions for the asymptotic behaviour of W, (5.101) and (5.104),
must be consistent. Since ϕi = pi/2− φi and φi = arg λi, it is clear that
for each r in (5.104) there exists some z in S˜i,l, for which <(λrz) > 0.
Thus (5.101) and (5.104) are consistent only if each Cr in (5.104) is
set to zero. This gives U1 = U2 in S˜i,l,. The sector of validity for the
asymptotic behaviour can be analytically continued into the extended
sector Si,l ∪ Si+1,l. This argument is familiar from Chapter 2.
Remark 5.105. Given Proposition 5.88, the assumption of Proposition
5.99 is fulfilled for Case c. Thus we can construct sectors of validity
(5.100) in which there is a unique solution for Case c. We note that these
sectors are implicitly defined in terms of the eigenvalues of J, which arise
as the solution of equation (5.78) in this case.
5.6 discussion
This chapter provided a comprehensive structure for the analysis of
solutions with algebraic asymptotics. Our methods can be applied to
any member of the Jimbo-Miwa hierarchy, and indeed to any hierarchy
which is defined recursively by two nth-order non-linear ODEs. We found
three classes of special asymptotic behaviours of JM P(n)II and proved
that there exist true solutions with these behaviours in sectors of the
complex x-plane of a specified angular opening. We explicitly determined
the sectors of validity (that is, orientation as well as size) for families of
solutions, and unique solutions, in one of these cases. The solutions cannot
be characterised via the naming convention of Boutroux as discussed for
the fourth-order equation in §2.5, as this requires an explicit expression
for the sectors of validity in all cases.
It is interesting to note that the formal solution denoted Case b does
not appear for the classical equation, and that Case c is valid only for the
odd members of the hierarchy. Thus it is only for JM P(3)II that all three
asymptotic behaviours given in Theorem 5.1 are initially valid - these
behaviours are written explicitly in the discussion in §2.6. Let us revisit
the following claim that we made in that discussion: that the algebraic
asymptotic expansions for u(x) in the system of equations JM P(2m−1)II
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are comparable to those of FN P(m)II , given in [33]. Theorem 5.1 shows
that JM P(2m−1)II admits three possible algebraic expansions of the form
u(x) = u0
(
1 +O(x−κ(1−))
)
, v(x) = v0
(
1 +O(x−κ(1−))
)
,
for κ = (2m+ 1)/(2m) and  > 0 where
u0 ∼ x1/(2m), v0 ∼ x−(2m−1)/(2m),
u0 ∼ x1/(2m), v0 ∼ x1/m,
u0 ∼ x−1, v0 ∼ x1/m.
Let y(x) denote the solution of FN P(m)II . Then in [33], it was shown that
y(x) admits two possible expansions of the form
y(x) = y0
(
1 +O(x−κ(1−))
)
,
where y0 ∼ x1/(2m) and y0 ∼ x−1, and our claim therefore holds. Thus
in terms of the algebraic asymptotics, for m ≥ 1 there is a relationship
between the odd (2m− 1) members of the Jimbo-Miwa hierarchy and
all members m of the Flaschka-Newell hierarchy, rather than a direct
correspondence between equations at the same level of the two hierarchies.
We now consider the general asymptotic behaviours admitted by equa-
tions in the Jimbo-Miwa hierarchy.
6
HYPERELLIPTIC ASYMPTOTICS
6.1 abstract
We conclude our asymptotic study of the Jimbo-Miwa hierarchy by
considering the most general asymptotic behaviour admitted by JM P(n)II .
We find that the general asymptotic behaviour of the solutions at each
level of the hierarchy are described to leading-order by two related genus-
n hyperelliptic functions, and we construct these functions explicitly in
this chapter. This result provides a natural extension of the classical
elliptic function (genus-1) solutions for PII and the genus-2 hyperelliptic
function solutions derived for JM P(2)II in Chapter 3.
6.2 leading-order asymptotics
Proposition 6.1. Let γ1(z), . . . , γn(z) be defined by the inversion of
the hyperelliptic integrals
n∑
j=1
∫ γj
∞
skds√
P (s)
= ck, k = 0, . . . , n− 2, (6.2a)
n∑
j=1
∫ γj
∞
sn−1ds√
P (s)
= z + cn−1, (6.2b)
where c0, ..., cn−1 are n arbitrary constants of integration, and P is the
(2n+ 2)th-degree polynomial
P (s) =
2n+2∑
i=0
pis
i, p2n+1 = 0, (6.3)
where n of the coefficients pi are arbitrary. In the limit as |x| → ∞ the
general asymptotic behaviour of JM P(n)II is given in terms of Boutroux
coordinates (4.20) where U(z) and V (z) denote the functions
U = −2
n∑
i=1
γi +O(z−1), (6.4a)
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V = −
n∑
i=1
(γi)z − 2
(
n∑
i=1
γi
)2
+ 2
n∑
i,j=1
i 6=j
γiγj +O(z−1). (6.4b)
Proof. The solutions are constructed from the leading-order equation
(4.54a) following Drach’s method presented in §3.2.2. Consider equation
(4.54a). Given F (4.54b) and H˜n (4.54c) are both polynomial in µ it
follows that P˜ is polynomial in µ. By balancing the highest degree terms
in (4.54a) we find that P˜ is a (2n+ 2)th-degree polynomial, and hence
P˜ = P (6.3). Thus equation (4.54a) is rewritten as
2H˜n(H˜n)zz − (H˜n)2z − 4F(H˜n)2 + P (µ) = 0. (6.5)
Rewrite H˜n (4.54c) in factorised form as follows:
H˜n =
n∏
i=1
(µ− Gi) , (6.6)
for n functions Gi(z). Evaluate equation (6.5) at points where H˜n (6.6)
vanishes, that is µ = Gj , to obtain a system of n ODEs for Gj ,
(Gj) 2z
n∏
i=1
i6=j
(Gj − Gi)2 = P (Gj), j = 1, . . . , n. (6.7)
Take the square root of (6.7) and rewrite as follows:
(Gj)z√
P (Gj)
=
1
Pj
, Pj =
n∏
i=1
i 6=j
(Gj − Gi) . (6.8)
Let Sk denote the sum
Sk =
n∑
j=1
Gkj
Pj
, k = 0, . . . , (n− 1), (6.9)
then Sk is given by
Sk = 0, k = 0, . . . , (n− 2), (6.10a)
Sn−1 = 1. (6.10b)
The identities (6.10a) and (6.10b) follow from a formula for the inverse
of the Vandermonde matrix [44, 61]. Substitute (6.9) into (6.10a) and
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(6.10b), and replace 1/Pj using (6.8) to yield
n∑
j=1
Gkj (Gj)z√
P (Gj)
= 0, k = 0, . . . , (n− 2), (6.11a)
n∑
j=1
Gn−1j (Gj)z√
P (Gj)
= 1. (6.11b)
Integrate (6.11a) and (6.11b) with respect to z to give
n∑
j=1
∫ Gj
∞
skds√
P (s)
= ck, k = 0, . . . , n− 2, (6.12a)
n∑
j=1
∫ Gj
∞
sn−1ds√
P (s)
= z + cn−1, (6.12b)
for integration constants c0, . . . , cn−1. On comparison of (6.2) and (6.12)
we conclude that
Gj = γj +O(z−1), j = 1, . . . , n, (6.13)
where the correction terms arise because the equation (6.5), from which
(6.12) is derived, is correct only to leading-order.
Substitute (6.13) into (6.6) to yield
H˜n =
n∏
i=1
(µ− γi) , (6.14)
up to O(z−1). The two definitions of H˜n, (4.54c) and (6.14), must be
consistent. Equate (4.54c) and (6.14) and balance powers of µ to give
the leading-order relations
µ0 : 2−1A0,1 = −
n∑
i=1
γi, µ
1 : 2−2A1,1 =
n∑
i,j=1
i 6=j
γiγj . (6.15)
Recall that A0,1 and A1,1 are given by
A0,1 = U, A1,1 = −Uz + U2 + 2V, (6.16)
then substitute (6.16) into (6.15) and rearrange to give (6.4).
There are presently (3n+2) constants in our description of the solution:
n integration constants ck and (2n+2) coefficients pi. Since the governing
system of equations JM P(n)II is (2n)th-order we require that (n+ 2) of
the coefficients pi are prescribed. This leaves n arbitrary coefficients, as
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stated in the proposition.
Proposition 6.1 shows that the leading-order solutions of JM P(n)II
are given by two hyperelliptic functions of genus-n. The symmetric
combination of the functions γi and the derivatives (γi)z in the expressions
for U and V (6.4) ensure that these functions are meromorphic. Such
globally meromorphic functions, which are constructed from functions
that arise from the inversion of hyperelliptic integrals, are hyperelliptic
functions. The genus g of these functions is calculated from the degree d
of the polynomial (6.3) with g = (d− 2)/2.
Remark 6.17. While the two definitions of H˜n (4.54c) and (6.6) have
been shown to be consistent at powers of µ1 and µ0 in the proof of
Proposition 6.1, at higher powers of µ we find the following relations:
2−(k+1)Ak,1 = (−1)k+1
∑
γi1 . . . γik+1 , k = 2, . . . , (n− 1),
where the sum is over multiple indices i1, . . . , ik where il runs from
1 to n and il 6= im for all l,m ∈ {1, . . . , k}. In addition, although
we have considered equation (6.5) at each zero of H˜n in the proof of
Proposition 6.1, we have not considered the consistency of this equation
when F (4.54b), H˜n (4.54c), and P (6.3) are substituted. These concerns
are resolved provided the (n + 2) conditions on the coefficients of the
polynomial P are imposed.
Conjecture 6.18. The (n+ 2) conditions on the coefficients of P are
p2n+2 = 4,
pi = 0, i = (n+ 2), . . . , 2n,
pn+1 = 4gn+1,
pn = 0.
Remark 6.19. Given the conditions in Conjecture 6.18, there are n
arbitrary coefficients in the polynomial P (6.3).
Conjecture 6.20. Let (Mi, Ni) denote the integrating factors
Mi = (Ai−1,2)z , Ni = (Ai−1,1)z , i = 1, . . . , n. (6.21)
Then the n arbitrary coefficients of P define the following leading-order
first integrals for JM P(n)II :
En,i =
∫
Mi (An,1 + 2ngn+1) +NiAn,2 dz, i = 1, . . . , n, (6.22)
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where each (6.22) is written locally and is related to pi by
pi = 2i+2−2nEn,n−i, i = 1, . . . , n− 1, (6.23a)
p0 = 22−2n
(
En,n +
(
2n−1gn+1
)2)
. (6.23b)
Remark 6.24. Drach [18] explicitly identified this split between the
highest and lowest coefficients of P . It is easily understood by returning
to the leading-order compatibility condition (4.53). This equation is of
degree (n+ 2) in µ and defines JM P(n)II . Recall that in order to obtain
(4.54a) from (4.53), we use the integrating factor 2H - which is an nth-
degree polynomial. Hence the n additional degrees of freedom must define
first integrals. In fact, the first integrals (6.22) are equivalent to equations
(6.11), given (6.4), (6.13) and (6.23).
The precise expressions for pi given in conjectures 6.18 and 6.20 can
be obtained by substituting F (4.54b), H˜n (4.54c), and P (6.3) into
equation (6.5) and balancing powers of µ - the coefficients p2n+2 and
p2n are easily derived in this way. However given (6.5) is non-linear in
H˜n, and given the definition of H˜n in terms of Ai,1 (4.54c), it follows
that for i = (n+ 2), . . . , (2n− 1), at any power µi the expression for pi
is an algebraic function of A0,1, . . . ,A2n+1−i,1, and derivatives of these
terms. Similarly, for i = 0, . . . , (n+ 1), at µi the expression for pi is an
algebraic function of A0,1, . . . ,An−1,1, and derivatives of these terms. To
simplify such expressions, note that the defining recurrence relation for
Ai = (Ai,1,Ai,2)T (4.38) can be rewritten in terms of Ai,1 as follows:
(Ai,1)z = (Uz + 2U∂z)Ai−1,1 + DAi−2,1, (6.25)
where D is the differential operator
D = ∂2z − 12
(
2Uz + U2 + 4V
)
z
− (2Uz + U2 + 4V ) ∂z.
However given the relation (6.25) is only second-order, the expressions
for pi, which are given by a function of possibly all of A0,1, . . .An−1,1,
and their derivatives, are not easy to simplify in general.
The definition of the first integrals (6.22) and integrating factors (6.21)
is familiar from our study of the fourth-order case in Chapter 3. They
also appear in the definition of the terms An. Equations (4.38) and (4.39)
6.3 discussion 90
imply that the second component of An+1 is given by
An+1,2 = d0An,1 + d˜0An,2 −
∫
(A0,2)z An,1 + (A0,1)z An,2 dz,
= d0An,1 + d˜0An,2 + 2ngn+1A0,2 − En,1,
where d0 = 2V and d˜0 = U + ∂z, and En,1 is given by (6.22). In addition,
the first-order recurrence relation (4.38) implies a sequence of recurrence
relations
An+1 = Ri+1An−i, i = 0, . . . , n.
For i = 1 and i = 2 we find, respectively,
An+1,2 = d1An−1,1 + d˜1An−1,2 + 2ngn+1A1,2 − En,2,
An+1,2 = d2An−2,1 + d˜2An−2,2 + 2ngn+1A2,2 − En,3 + T,
where T = 2A0,2 (2ngn+1A0,2 − En,1), and
d1 = 2 (Vz + 2UV ) ,
d˜1 =
(−Uz + U2 + 2V )+ 2V + 2U∂z + ∂2z ,
d2 = 2
(
Vzz + 3UVz + 3V 2 + 3U2V
)
+ 2V 2 + Vz∂z + 2V ∂2z ,
d˜2 =
(
Uzz − 3UUz + 6UV + U3
)
+ 2 (Vz + 2UV ) + 2UV
+
(
3U2 + 4V
)
∂z + 3U∂2z + ∂
3
z .
Therefore if we express An+1,2 in terms of An−i,1 and An−i,2 for i =
0, . . . , (n− 1), then the term En,i+1 also appears in these expressions.
6.3 discussion
In this chapter we constructed the general leading-order behaviour of
each equation JM P(n)II in terms of two related genus-n hyperelliptic
functions. The results presented here are consistent with the solutions
derived in Chapter 3 for JM P(2)II . Moreover, they show that the elliptic
function behaviour of the classical second Painlevé transcendent admits a
natural extension to all of the higher-order equations in the Jimbo-Miwa
hierarchy. Together with the results of Chapter 5, which describe the
special asymptotic behaviours admitted by JM P(n)II , we have obtained a
detailed picture of the asymptotic structure of the hierarchy. We complete
our study of the Jimbo-Miwa hierarchy with an investigation of special
solutions which arise for particular values of the parameter αn.
7
SPECIAL SOLUTIONS
7.1 abstract
In §2.6 we identified a special solution of the sixth-order Jimbo-Miwa
second Painlevé equation JM P(3)II given in terms of the classical first
Painlevé equation PI. This solution was found by considering a degenera-
tion of the leading-order algebraic asymptotics. In this chapter we derive
special solutions for the entire Jimbo-Miwa hierarchy by considering a
degeneration of the asymptotics derived in Chapter 5. We prove that
for each m ≥ 1 special solutions of JM P(2m+1)II are expressed in terms
of solutions of equations in the first Painlevé hierarchy P(m)I . Special
solutions given in terms of hyper-Airy functions are also presented.
7.2 preliminaries
Before presenting our results, we define the first Painlevé hierarchy and
the hyper-Airy equations.
For eachm ≥ 1 the first Painlevé hierarchy is defined by a (2m)th-order
scalar ordinary differential equation
P(m)I : dm[w] + 2
2m−1g2m+1x = 0, (7.1)
where dm is determined by the Lenard recursion relation
∂xdm+1[w] =
(
∂3x − 8w∂x − 4wx
)
dm[w], d0[w] = −w. (7.2)
The PI hierarchy is derived from a reduction of the KdV hierarchy
through the mKdV hierarchy in [40]. The presentation above is given in
[60], except for the coefficient of x which we have chosen for convenience.
Equation (7.2) implies
d1[w] = −wxx + 6w2, (7.3)
d2[w] = −w4x + 20wwxx + 10w2x − 40w3, (7.4)
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such that (7.1) gives
P(1)I : wxx = 6w
2 + 2g3x,
P(2)I : w4x = 20wwxx + 10w
2
x − 40w3 + 8g5x.
The classical Airy equation is the second-order linear ordinary dif-
ferential equation φxx + xφ = 0. For n ≥ 1 define a hierarchy of Airy
equations, or hyper-Airy equations (see [5]), as
A(n) : (−1)n+1φn+1 + 2ngn+1xφ = 0, φn+1 = ∂n+1x φ, (7.5)
where the coefficient of x and the alternating sign of the highest derivative
are chosen for convenience. Set n = 1 in (7.5) to recover the classical
equation with a scaled coefficient of x.
7.3 results
Recall the three leading-order asymptotic behaviours (5.4), (5.5) and
(5.6), derived for JM P(n)II in Chapter 5. For special values of αn some
components of the leading-order terms are equal to zero: if αn = − 12gn+1
then uC,j = 0 by (5.6a), and if αn = 0 then vA,j = 0 by (5.4b). Here
we ask: what are the solutions of JM P(n)II corresponding to these two
leading-order degeneracies.
Proposition 7.6. For m ≥ 1 there exist special solutions of JM P(2m+1)II
given by
u = 0, v = −2w, αn = − 12gn+1, (7.7)
where w(x) solves P(m)I .
Proof. Let n = 2m+ 1. Substitute αn = − 12gn+1 and u = 0 into (1.12)
to give
an + 2n−1gn+1(2x, 1)T = 0, (7.8)
where an is defined recursively by
an+1 = ran, a0 = (0, v)T , (7.9)
7.3 results 93
and the operator r (1.14) takes the form
r =
 −∂x 2
2v − ∂−1x vx ∂x
 . (7.10)
Equations (7.9) and (7.10) imply the second-order recurrence relation
an+2 = r2an, (7.11a)
r2 =
∂2x + 2 (2v − ∂−1x vx) 0
r21 ∂
2
x + 2
(
2v − ∂−1x vx
)
 , (7.11b)
where r21 is given by
r21 = ∂x
(
2v − ∂−1x vx
)− (2v − ∂−1x vx) ∂x.
Let us show by induction (on m) that the components of an satisfy
an = (an,1, an,2)T , an,2 = 12∂xan,1. (7.12)
The m = 1 case is trivial to check. Suppose (7.12) is valid for some m ≥ 1
then the (m+ 1) result follows immediately from (7.11).
Given (7.12), the system (7.8) is equivalent to the system
an,1 + 2ngn+1x = 0, (7.13a)
where an,1 is defined recursively by
an+2,1 = r1,1an,1, a3,1 = 2vxx + 6v2, (7.13b)
and r1,1 is given by
r1,1 = ∂2x + 2
(
2v − ∂−1x vx
)
. (7.13c)
Set v = −2w and an,1 = 14dm[w] where n = 2m + 1. Then (7.13) is
equivalent to the definition of P(m)I given by (7.1) and (7.2).
Proposition 7.14. For n ≥ 1 special solutions of JM P(n)II are given by
u = −ϕ, v = 0, αn = 0, (7.15)
where ϕ(x) = φx/φ and φ(x) solves A(n).
7.3 results 94
Proof. Substitute (7.15) into (1.12) to give
an + 2ngn+1(x, 0)T = 0, (7.16)
where an is defined recursively by
an+1 = ran, a0 = (−ϕ, 0)T , (7.17)
and the operator r (1.14) takes the form
r =
∂x − ϕ 2
0 −ϕ+ ∂−1x ϕx
 . (7.18)
Let us show by induction that the components of an satisfy
an = (an,1, an,2)T , an,1 = (−1)n+1φn+1
φ
, an,2 = 0. (7.19)
The n = 1 case is trivial to check. Assume (7.19) holds for some n ≥ 1
then by (7.17) and (7.18) the claim is immediately true for (n+ 1). Given
(7.19) the system (7.16) is equivalent to (7.5).
A related solution is easily derived by substituting αn = −gn+1 and
v = ux into (1.12). For n = 1 we find
JM P(1)II :
ux + u2 + 2xg2 = 0,
∂x
(
ux + u2 + 2xg2
)
= 0,
and for n = 2 we have
JM P(2)II :
uxx + 3uux + u3 + 4xg3 = 0,
∂x
(
uxx + 3uux + u3 + 4xg3
)
= 0.
Via the same procedure as in the proof above, these equations can be
linearised and the solution generalised for the entire hierarchy of equations.
This gives another special solution
u = Φ, v = ux, αn = −gn+1, (7.20)
where Φ(x) = Φx/Φ and Φ(x) solves an alternative hyper-Airy equation
Φn+1 + 2ngn+1xΦ = 0, Φn+1 = ∂n+1x Φ.
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7.4 discussion
The special solutions of JM P(n)II presented in this chapter complement
the well known special solutions of PII. Possible future work could involve
generating a sequence of solutions for different values of the parameter
αn via Bäcklund transformations applied to these seed solutions. This
work would be analogous to existing studies of the classical Painlevé
equations. Bäcklund transformations for the fourth-order equation JM
P(2)II are given in [58], where the solutions (7.15) and (7.20) (for n = 2)
are constructed by considering the conditions under which the given
transformations break down.
The solutions (7.7), which are expressed in terms of equations in the
first Painlevé hierarchy, are particularly interesting. Potentially these
special solutions are more appropriately considered as coalescence limits
of higher-order Painlevé equations, as in [56]. In this case, the reduction
of the linear problem, from JM P(2m+1)II to P
(m)
I , may fit into a scheme
analogous to the one presented in [52] for the classical Painlevé equations.
This concludes our study of JM P(n)II . In the last part of this thesis we
derive exact solutions of a particular class of reaction-diffusion equations
which are given in terms of classical Painlevé transcendents.
Part III
APPLICATION
8
NEW SOLUTIONS OF VARIABLE COEFFIC IENT
REACTION-DIFFUS ION EQUATIONS
8.1 abstract
In this chapter we return to the classical Painlevé equations and show
how they arise in the study of reaction-diffusion equations. We consider
reaction-diffusion equations that include a spatio-temporal dependence
in the source terms and show that solutions are given in terms of the
classical Painlevé transcendents. We consider reaction-diffusion equations
with cubic and quadratic source terms. A feature of our analysis is
that the coefficient functions are also solutions of differential equations,
including the Painlevé equations. Special cases arise with elliptic functions
as solutions. Additional solutions given in terms of equations that are
not integrable are also considered. Solutions are constructed using a Lie
symmetry approach.
8.2 introduction
In this chapter we study solutions of the following two reaction-diffusion
equations:
ut = uxx + q0(x, t)u− u2, (8.1)
ut = uxx + q1(x, t)u+ q2(x, t)u2 − u3. (8.2)
The coefficient functions qi(x, t), i = 0, 1, 2, are not specified explicitly at
the outset, but are chosen to satisfy particular equations which enable
exact solution of equations (8.1) and (8.2). The motivating equations for
this work are the standard reaction-diffusion equations with quadratic
and cubic source terms. These equations are ubiquitous in biological and
physical systems (see [10, 49, 53], for example) and take the following
form: Fisher’s equation
ut = uxx + u(1− u),
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and the Nagumo and Huxley-type equations respectively,
ut = uxx + u(1− u)(u− a), ut = uxx + u2(1− u),
where a is constant. By generalising the Fisher and Nagumo equations
to include variable coefficients, we arrive at equations (8.1) and (8.2).
Equations of Huxley-type with spatial heterogeneity included in the
source terms are considered in [9], and will not be treated in this study.
Our main observation concerning equation (8.1) is the following: letting
u(x, t) = η(x, t) + 12q(x, t), (8.3)
in equation (8.1) with q0 ≡ q yields
ηt + 12qt =
(
ηxx − η2
)
+ 12
(
qxx + 12q
2
)
, (8.4)
where we note that the η and q terms are additively separated. Thus, if
we require that q satisfies the equation
qt = qxx + 12q
2 + k(x, t), (8.5)
for an arbitrary function k, then (8.4) implies that η must satisfy
ηt = ηxx − η2 − 12k(x, t). (8.6)
Equations (8.5) and (8.6) can be solved independently, and then the
solutions to (8.1) can be reconstructed via (8.3).
In §8.3.1 we carry out symmetry analysis of equation (8.1) to justify
this observation. We find that equation (8.1) has no non-trivial classical
symmetries unless q satisfies equation (8.5). Furthermore, the form of
the transformation (8.3) is explicitly identified in the symmetry analysis.
We thus find that symmetry analysis of equation (8.1) leads directly
to symmetry analysis of equations (8.5) and (8.6). These equations are
reduced to ordinary differential equations by exploiting their invariance
under found symmetries. In §8.3.2 an analogous approach is followed for
equation (8.2).
We find that the reduced ordinary differential equations corresponding
to (8.1) and (8.2) are explicitly linked with equations of the respective
forms
yλλ = 6y2 + f(λ), (8.7)
yλλ = 2y3 + g(λ)y + h(λ), (8.8)
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where y = y(λ). It is well known that these equations are integrable,
provided the functions f and g are linear, and h is constant. In §8.4.1
and §8.4.2, we restrict our attention to these cases, and express exact
solutions to the reaction-diffusion equations (8.1) and (8.2) in terms of
solutions of associated integrable ordinary differential equations of the
form (8.7) and (8.8).
The first and second Painlevé equations are examples of integrable
equations of the form (8.7) and (8.8), respectively. For y = y(λ) and α
constant the equations are written as
PI : yλλ = 6y2 + λ, (8.9)
PII : yλλ = 2y3 + λy + α. (8.10)
We provide solutions to equations (8.1) and (8.2) in terms of these classical
Painlevé transcendents. The recognition of the connection between the
Painlevé equations (8.9) and (8.10) and variable-coefficient reaction-
diffusion equations of the form (8.1) and (8.2) is believed to be new.
Solutions to equations (8.1) and (8.2) are also given in terms of Weier-
strass and Jacobi elliptic functions. These functions solve the autonomous
forms of equations (8.7) and (8.8) respectively. In [2], travelling wave
solutions to Fisher’s equation are given in terms of Weierstrass elliptic
functions. These solutions are obtained by demanding that the reduced
ordinary differential equation passes the Painlevé test (see [39]). This
restricts the wave speed to a particular value. The solutions that we
construct for the generalised Fisher type equation (8.1) include this
as a special case. Other investigations of reaction-diffusion equations
which have found Jacobi elliptic function solutions are: [9], where a spa-
tial dependence is included in a Huxley-type equation, and [11], where
reaction-diffusion equations with non-linear diffusion are considered. In
both cases the solutions are constructed using non-classical symmetry
methods. The simpler classical symmetry approach followed in this study
produces not only elliptic function solutions, but also Painlevé transcen-
dent solutions. The coefficient functions qi(x, t) afford a degree of freedom
to equations (8.1) and (8.2) which makes them amenable to study.
8.3 symmetry analysis
In this section we use symmetry analysis to systematically construct
solutions to the partial differential equations (8.1) and (8.2). We follow
the classical approach, which determines the forms of X(x, t, u), T (x, t, u),
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and U(x, t, u) for which the equation of interest is invariant under the
point transformations
x1 = x+ X(x, t, u) +O(2),
t1 = t+ T (x, t, u) +O(2),
u1 = u+ U(x, t, u) +O(2),
for  1. These point transformations form a group with generator
Γ = X(x, t, u)∂x + T (x, t, u)∂t + U(x, t, u)∂u, (8.11)
and the invariants of the group, denoted F , are solutions of the equation
ΓF = 0. These invariants are used to construct similarity solutions of
equations (8.1) and (8.2) in terms of solutions to ordinary differential
equations (see [6]).
8.3.1 Quadratic case
Let q0 ≡ q. Equation (8.1) has no non-trivial classical symmetries if q is
free. Fix q as a solution to equation (8.5) where k satisfies
(
c1 + 12c3x
)
kx + (c2 + c3t) kt + 2c3k = 0, (8.12)
and c1, c2, c3 are arbitrary parameters. Equation (8.1) is invariant under
a three parameter Lie group of point symmetries with group operator
(8.11) where
X(x) = c1 + 12c3x, T (t) = c2 + c3t,
U(x, t, u) = 12
{(
c1 + 12c3x
)
qx + (c2 + c3t) qt
}− c3 (u− 12q) . (8.13)
If k satisfies (8.12) with ci 7→ ci+3(
c4 + 12c6x
)
kx + (c5 + c6t) kt + 2c6k = 0, (8.14)
then equation (8.5) is also invariant under a three parameter Lie group
of point symmetries. In this case u 7→ q and U 7→ Q in equation (8.11),
and
X(x) = c4 + 12c6x, T (t) = c5 + c6t, Q(q) = −c6q. (8.15)
X and T are identical in (8.13) and (8.15), thus each invariant of
the independent variables (x, t) holds for both equations (8.1) and (8.5).
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Table 2: Reductions of the independent variables
Case Reduction c1, c4 c2, c5 c3, c6 Invariant
(1) Stationary 0 1 0 x
(2) Travelling Wave c 1 0 z = x− ct
(3) Scaling Reduction 0 0 1 ζ = x/t1/2
These invariants are constructed from linear combinations of the group
operators Γi associated with each constant ci in (8.13) or (8.15). We
explore three standard combinations, as detailed in Table 2, where c is
an arbitrary constant.
By (8.13), the solution to equation (8.1) is given by (8.3) where
η(x, t) =
η˜(∗)
c2 + c3t
, (8.16)
and η˜(∗) is a function of the respective invariant for each case given in
Table 2. Similarly by (8.15), the solution to equation (8.5) is
q(x, t) =
q˜(∗)
c5 + c6t
, (8.17)
where q˜(∗) is a function of each respective invariant. Let Case (ij) denote
Case (i) applied to (8.16), and Case (j) applied to (8.17), where i, j ∈
{1, 2, 3}. For these cases, Table 3 provides the explicit form of (8.16) and
(8.17), the equations satisfied by the reduced functions η˜(∗) and q˜(∗),
and the corresponding reductions of k, the solution of (8.12) or (8.14).
Ai and Bi denote equations which are given in Table 4.
Table 3: Reductions of η(x, t), q(x, t), and k(x, t)
Case η(x, t) η˜(∗) k(x, t) Case q(x, t) q˜(∗) k(x, t)
(1j): η˜(x) A1 k˜j(x) (i1): q˜(x) B1 k˜i(x)
(2j): η˜(z) A2 k˜j(z) (i2): q˜(z) B2 k˜i(z)
(3j): 1t η˜(ζ) A3
1
t2 k˜j(ζ) (i3):
1
t q˜(ζ) B3
1
t2 k˜i(ζ)
Remark 8.18. Note that each equation Ai in Table 4 is a reduction of
(8.6), and each Bi is a reduction of (8.5).
The reduced form of the solution (8.3) is constructed from the indi-
vidual reduced forms for η and q given in Table 3. In each case, the
corresponding form of k must be consistent. Table 5 details any restric-
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Table 4: η˜(∗) and q˜(∗) equations
A1 : η˜xx − η˜2 = 12 k˜j(x)
A2 : η˜zz + cη˜z − η˜2 = 12 k˜j(z)
A3 : η˜ζζ + 12ζη˜ζ − η˜2 + η˜ = 12 k˜j(ζ)
B1 : q˜xx + 12 q˜
2 + k˜i(x) = 0
B2 : q˜zz + cq˜z + 12 q˜
2 + k˜i(z) = 0
B3 : q˜ζζ + 12ζq˜ζ +
1
2 q˜
2 + q˜ + k˜i(ζ) = 0
tions that are required for consistency. In this table, a, b, d, and e are
arbitrary constants.
Table 5: Restrictions on k˜(∗)
Case k˜j(∗) k˜i(∗) Case k˜j(∗) k˜i(∗) Case k˜j(∗) k˜i(∗)
(11): free free (21): a a (31): bζ4
b
x4
(12): d d (22): free free (32): 0 0
(13): ex4
e
ζ4 (23): 0 0 (33): free free
Remark 8.19. In cases (23) and (32) we have set k˜2 = k˜3 = 0. Other
functional forms satisfying k˜i(z) = k˜j(ζ)/t2 do not give rise to exact
solutions in §8.4.1.
Example 8.20. Case (3j): When c1 = c2 = 0 and c3 = 1, solving (8.12)
gives
k(x, t) = k˜j(ζ)/t2, ζ = x/t1/2, (8.21)
with k˜j(ζ) an arbitrary function. Hence we obtain the (partial) scaling
reduction
u(x, t) = 1t η˜(ζ) +
1
2q(x, t), ζ = x/t
1/2, (8.22)
where η(ζ) satisfies equation A3, and q(x, t) satisfies equation (8.5).
Example 8.23. Case (i1): When c4 = c6 = 0, and c5 = 1, solving (8.14)
gives
k(x, t) = k˜i(x), (8.24)
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with k˜i(x) an arbitrary function. Hence we obtain the stationary reduction
q(x, t) = q˜(x), (8.25)
where q(x) satisfies equation B1.
Example 8.26. Case (31): Equations (8.22) and (8.25) imply that
u(x, t) = 1t η˜(ζ) +
1
2 q˜(x).
Equations (8.21) and (8.24) imply that
k˜1(ζ) = b/ζ4, k˜3(x) = b/x4,
where b is an arbitrary constant.
8.3.2 Cubic case
Let q2 ≡ q. Equation (8.2) has no non-trivial classical symmetries if q
and q1 are free. Fix q as a solution to the following equation:
qt = qxx − 19q3 + l(x, t)q + k(x, t), (8.27)
and fix q1 as a function of q as follows:
q1(x, t) = l(x, t)− 13q(x, t)2,
where k and l satisfy(
c1 + 12c3x
)
kx + (c2 + c3t) kt + 32c3k = 0,(
c1 + 12c3x
)
lx + (c2 + c3t) lt + c3l = 0,
(8.28)
and c1, c2, c3 are arbitrary parameters. Equation (8.2) is invariant under
the three parameter Lie group of point symmetries with group operator
(8.11) where
X(x) = c1 + 12c3x, T (t) = c2 + c3t,
U(x, t, u) = 13
{(
c1 + 12c3x
)
qx + (c2 + c3t)
}− 12c3 (u− 13q) . (8.29)
If k and l satisfy equations (8.28) with ci 7→ ci+3(
c4 + 12c6x
)
kx + (c5 + c6t) kt + 32c6k = 0,(
c4 + 12c6x
)
lx + (c5 + c6t) lt + c6l = 0,
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Table 6: Reductions of η(x, t), q(x, t), l(x, t), and k(x, t)
Case η(x, t) η˜(∗) l(x, t) k(x, t)
(1j): η˜(x) C1 l˜j(x) k˜j(x)
(2j): η˜(z) C2 l˜j(z) k˜j(z)
(3j): 1
t1/2
η˜(ζ) C3 1t l˜j(ζ)
1
t3/2
k˜j(ζ)
(i1): q˜(x) D1 l˜i(x) k˜i(x)
(i2): q˜(z) D2 l˜i(z) k˜i(z)
(i3): 1
t1/2
q˜(ζ) D3 1t l˜i(ζ)
1
t3/2
k˜i(ζ)
Table 7: η˜(∗) and q˜(∗)equations
C1 : η˜xx − η˜3 + l˜j(x)η˜ = 13 k˜j(x)
C2 : η˜zz + cη˜z − η˜3 + l˜j(z)η˜ = 13 k˜j(z)
C3 : η˜ζζ + 12ζη˜ζ − η˜3 + 12 (2l˜j(ζ) + 1)η˜ = 13 k˜j(ζ)
D1 : q˜xx − 19 q˜3 + l˜i(x)q˜ + k˜i(x) = 0
D2 : q˜zz + cq˜z − 19 q˜3 + l˜i(z)q˜ + k˜i(z) = 0
D3 : q˜ζζ + 12ζq˜ζ − 19 q˜3 + 12 (2l˜i(ζ) + 1)q˜ + k˜i(ζ) = 0
then equation (8.27) is also invariant under a three parameter Lie group
of point symmetries. In this case u 7→ q and U 7→ Q in equation (8.11),
and
X(x) = c4 + 12c6x, T (t) = c5 + c6t, Q(q) = − 12c6q. (8.30)
By (8.29), the solution to equation (8.2) is given by
u(x, t) = η(x, t) + 13q(x, t), η(x, t) =
η˜(∗)
(c2 + c3t)1/2
,
where η˜(∗) is a function of the respective invariant for each case given in
Table 2. Similarly by (8.30), the solution to equation (8.27) is
q(x, t) =
q˜(∗)
(c5 + c6t)1/2
,
where q˜(∗) is a function of each respective invariant. From here we proceed
as in the quadratic case. Our results are summarised in Tables 6 - 8,
where a, b, d, e and aˆ, bˆ, dˆ, eˆ are arbitrary constants.
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Table 8: Restrictions on k˜(∗) and l˜(∗)
Case k˜j(∗) k˜i(∗) Case k˜j(∗) k˜i(∗) Case k˜j(∗) k˜i(∗)
(11): free free (21): a a (31): bζ3
b
x3
(12): d d (22): free free (32): 0 0
(13): ex3
e
ζ3 (23): 0 0 (33): free free
Case l˜j(∗) l˜i(∗) Case l˜j(∗) l˜i(∗) Case l˜j(∗) l˜i(∗)
(11): free free (21): aˆ aˆ (31): bˆζ2
bˆ
x2
(12): dˆ dˆ (22): free free (32): 0 0
(13): eˆx2
eˆ
ζ2 (23): 0 0 (33): free free
8.4 exact solutions
8.4.1 Quadratic case
Table 3 summarises all possible solutions by reduction of (8.1) to the
equations in Table 4. We now investigate when these equations can be
solved in terms of a first Painlevé transcendent or a Weierstrass elliptic
function.
Transformations
Let ∗ denote x, z, or ζ, let k˜i, k˜j ≡ k˜, and set
η˜(∗) = 6 ( dd∗γ(∗))2 y(λ)− δ(∗), (8.31a)
q˜(∗) = −2
{
6
(
d
d∗γ(∗)
)2
yˆ(λ)− δ(∗)
}
, (8.31b)
k˜(∗) = 12 ( dd∗γ(∗))4 f(λ)− β(∗), (8.31c)
where λ = γ(∗) and δ(∗), β(∗), and γ(∗) are given in Table 9 where
p2(ζ) = 3ζ2 − 40, p4(ζ) = ζ4 + 40ζ2 − 200.
Then, each equation in Table 4 transforms to (8.7), or (8.7) with y 7→ yˆ.
Solutions
Recall the restrictions placed on k˜ in Table 5, and the transformation
between k˜ and f (8.31c). In order to solve equation (8.7) we additionally
require that f be linear. This is possible in five cases, and exact solutions
for these cases are given in Table 10. In Table 10, PI denotes a solution of
8.4 exact solutions 106
Table 9: Terms in the transformations (8.31)
Equations * δ(∗) β(∗) γ(∗)
A1 B1 x 0 0 x
A2 B2 z 3c2/25 18c4/625 exp(−cz/5)
A3 B3 ζ p2(ζ)/100 9p4(ζ)/5000
√
5pierf(ζ/(2
√
5))
Table 10: Exact solutions of transformed equations
Case Solution y(λ) Solution yˆ(λ) λ
(11) PI or ℘(λ; g2, g3) PI or ℘(λ; g2, gˆ3) x
(12) ℘(x; b, g3) ℘(λ; 0, gˆ3) γ(z)
(21) ℘(λ; 0, g3) ℘(x; b, gˆ3) γ(z)
(22) PI or ℘(λ; g2, g3) PI or ℘(λ; g2, gˆ3) γ(z)
(33) PI or ℘(λ; g2, g3) PI or ℘(λ; g2, gˆ3) γ(ζ)
the first Painlevé equation (8.9), and ℘(λ; g2, g3) denotes the Weierstrass
elliptic function which satisfies
℘2λ = 4℘
3 − g2℘− g3.
In Table 10, g2, g3, and gˆ3 are free constants, and b = 3c4/625.
Remark 8.32. In each Case (ii), the solution to (8.1) can be written
concisely as a difference of first Painlevé transcendents or elliptic functions,
as follows:
(11) u(x, t) = 6 {y(x)− yˆ(x)} ,
(22) u(x, t) = 6
(
d
dzγ(z)
)2 {y(λ)− yˆ(λ)} , λ = γ(z),
(33) u(x, t) = 6t
(
d
dζ γ(ζ)
)2
{y(λ)− yˆ(λ)} , λ = γ(ζ),
where γ(∗) is given in Table 9, and z, ζ are given in Table 2. These
solutions are constructed from the reductions given in Table 3 and the
transformations (8.31). The corresponding form of q(x, t) is found in the
same way.
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Table 11: Terms in the transformations (8.33) and (8.34)
Equations * β(∗) γ(∗)
C1 D1 x 0 x
C2 D2 z 2c2/9 −3 exp(−cz/3)/c
C3 D3 ζ
(
ζ2 − 6) /18 √3pierf(ζ/(2√3))
8.4.2 Cubic case
Table 6 summarises all possible solutions by reduction of (8.2) to the
equations in Table 7. We now investigate when these equations can be
solved in terms of a second Painlevé transcendent or a Jacobi elliptic
function.
Transformations
Let ∗ denote x, z, or ζ, let k˜i, k˜j ≡ k˜, l˜i, l˜j ≡ l˜, and set
η˜(∗) =
√
2
(
d
d∗γ(∗)
)
y(λ), (8.33a)
q˜(∗) = 3
√
2
(
d
d∗γ(∗)
)
yˆ(λ), (8.33b)
l˜(∗) = − ( dd∗γ(∗))2 g(λ) + β(∗), (8.34a)
k˜(∗) = 3
√
2
(
d
d∗γ(∗)
)3
h±(λ), (8.34b)
where λ = γ(∗), and β(∗) are given in Table 11. Then each equation
in Table 7 transforms to (8.8) with h± = h, or (8.8) with y 7→ yˆ and
h± = −h.
Solutions
Recall the restrictions placed on k˜ and l˜ in Table 8, and the transforma-
tions between l˜ and g, and k˜ and h± (8.34). In order to solve equation
(8.8) we additionally require that g be linear and h± constant. This is
possible in five cases, and exact solutions for these cases are given in
Table 12. In this table we denote the solution to PII (8.10) as y(λ) =
PII(λ;α), and the solution to the elliptic equation (8.8) with g(λ) = b
and h(λ) = d for arbitrary constants b, d, as y(λ) = JE(λ; b, d). The
exact expression of the solution in terms of the standard Jacobi elliptic
functions depends on the value of the constants b and d (see [3]).
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Table 12: Exact solutions of transformed equations
Case Solution y(λ) Solution yˆ(λ) λ
(11) PII(λ;α) or JE(λ; b, d) PII(λ;−α) or JE(λ; b,−d) x
(12) JE(x;−2c2/9, 0) JE(λ; 0, 0) γ(z)
(21) JE(λ; 0, 0) JE(x;−2c2/9, 0) γ(z)
(22) PII(λ;α) or JE(λ; b, d) PII(λ;α) or JE(λ; b,−d) γ(z)
(33) PII(λ;α) or JE(λ; b, d) PII(λ;α) or JE(λ; b,−d) γ(ζ)
8.5 discussion
In this chapter we have found five exact solutions to each of the variable-
coefficient reaction-diffusion equations (8.1) and (8.2). These were con-
structed by forcing the reduced ordinary differential equations associated
with (8.1) and (8.2) to be integrable. The symmetry analysis also revealed
solutions given in terms of non-integrable ordinary differential equations,
cases (13), (23), (31) and (32), which remain to be explored. The exact
solutions we have found are given in terms of Painlevé transcendents or
elliptic functions. The initial conditions for the Painlevé transcendents,
and the parameter for PII, have not been specified here. Similarly, the
invariants g2 and g3 in the Weierstrass elliptic function solutions, and the
constants b and d describing the Jacobi elliptic function solutions, have
been left arbitrary in many cases. Based on this work, the specific dy-
namics of these systems can be investigated for any choice of parameters
that is of interest.
While precise applications of this work are yet to be explored, it is
hoped that these results can be realised in terms that are biologically or
physically significant. One area of particular relevance is ecology, where
spatial and/or temporal environmental and biotic features of different
species need to be incorporated into reaction-diffusion models [10].
An interesting question arises as to whether there is a connection
between higher-order Painlevé equations and systems of reaction-diffusion
equations. A starting point for extension of these results is the fourth-
order second Painleve equation JM P(2)II (1.11), studied in Part i, which
can be considered as a stationary reduction of the following system of
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reaction-diffusion equations:
ut + uxx − 3uux + u3 + 6uv + 4xg3 = 0,
vt + vxx + 3uvx + 3v2 + 3u2v = 4α2.
The pole free solutions derived in Chapter 2 could be of use in describing
physically meaningful solutions of this system in particular domains.
Part IV
CONCLUS ION
9
CONCLUDING REMARKS
In this thesis we have obtained a detailed description of the asymptotic
behaviour of the Jimbo-Miwa second Painlevé hierarchy in the limit as
the independent variable approaches infinity. The study was motivated
by Boutroux’s classical investigation of special tronquée solutions and
general elliptic asymptotics admitted by the second Painlevé equation,
and by recent interest in higher-order Painlevé equations and hierarchies.
Our most substantial results were derived for the fourth-order Jimbo-
Miwa second Painlevé equation, examined in Part i. In Chapter 2 we
demonstrated the existence of new types of higher-tronquée solutions of
this equation. These solutions were shown to be asymptotic to two types
of algebraic formal power series, and we provided explicit details on the
size and orientation of sectors in the complex plane where such asymptotic
descriptions are valid. We found two-, one- and zero-parameter tronquée
solutions.
In Chapter 3 we constructed the general, four-parameter, asymptotic
behaviour of the fourth-order Jimbo-Miwa second Painlevé equation. We
showed that the general asymptotic behaviour is described to leading-
order by two related genus-2 hyperelliptic functions. Together, these
higher-tronquée solutions and hyperelliptic function asymptotics show
that the asymptotic behaviour of the classical second Painlevé equation
admits a natural extension to higher-order equations in the Jimbo-Miwa
hierarchy.
In addition to the leading-order study of the general asymptotic be-
haviour of the fourth-order equation, we investigated two energy-type
parameters in the hyperelliptic functions. These parameters were shown
to satisfy particular difference equations over a period of the leading-
order hyperelliptic functions and, using an averaging method, they were
also shown to be bounded. Such results provide a foundation for future
extension of the locally-valid hyperelliptic asymptotics to a wider domain
of validity. A related problem, also for future study, is to establish a
connection between the cases of degeneracy of the hyperelliptic function
behaviours and the special rays in the complex plane identified in the
analysis of the tronquée solutions.
In Part ii we studied the asymptotic behaviour of the entire Jimbo-
Miwa hierarchy. The structure of each in equation in the hierarchy was
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expounded in Chapter 4, and special and general asymptotic behaviours
of these equations were considered in Chapters 5 and 6, respectively. We
derived three classes of special asymptotic behaviours and proved that
there exist true solutions with these behaviours in particular sectors of
the complex plane. For one class of algebraic behaviours, at each level
n of the Jimbo-Miwa hierarchy we found n-, (n − 1)-, . . . , one- and
zero-parameter solutions. In addition to these special asymptotics, we
constructed the general, 2n-parameter, leading-order behaviour of the
equations in the hierarchy in terms of two related genus-n hyperelliptic
functions. Concluding Part ii, in Chapter 7 we derived exact special
solutions for the higher-order second Painlevé equations for particular
values of the parameter.
In our investigation of the Jimbo-Miwa second Painlevé hiearchy we
highlighted a number of connections with other higher-order Painlevé
equations. Interestingly, we encountered different behaviours in the alge-
braic asymptotics and exact special solutions at even and odd levels of
the hierarchy. For the odd members of the hierarchy, the exact solutions
were expressed in terms of equations in the first Painlevé hierarchy, and
for all members, solutions were given in terms of hyper-Airy functions.
In particular, we found that the special solutions at odd levels (2m+ 1)
of the Jimbo-Miwa second Painlevé hiearchy are given in terms of equa-
tions at each level m of the first Painlevé hierarchy. We also showed
that there is a relationship between the types of algebraic asymptotic
behaviours admitted at odd levels (2m− 1) of the Jimbo-Miwa hierarchy,
and at each level m of the Flaschka-Newell hierarchy, rather than a
direct correspondence between the equations at the same level of the
two hierarchies. For further study, the relationships between different
higher-order equations should be analysed via a more rigourous approach
through a transformation of variables or coalescence limits.
In Part iii we identified a connection between variable-coefficient reac-
tion diffusion equations and classical Painlevé equations. In Chapter 8 we
found five exact solutions to two classes of reaction-diffusion equations,
with quadratic or cubic source terms, and these solutions were expressed
by first or second Painlevé transcendents. Future work could include
an investigation of a related connection between higher-order Painlevé
equations and systems of variable coefficient reaction-diffusion equations.
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