Abstract -This paper introduces an integration of vision system and a visual guided walking of humanoid robot as a its application. Two CCD cameras are installed in a head which has 6 DOFs in total. Eyes and neck have the pan and tilt mechanism to move the view direction freely. All joints are driven by DC servo motors. We developed the motor controller to move all joint axes of the head. Each CCD camera transmits the NTSC formatted images to a frame grabber witch is installed on a main computer continuously. And then, the frame grabber captures the image frames in the frequency of 10 ~ 15 Hz. For a basic study, we construct the visual processing algorithm so that the robot can always gaze a red light marker. Besides, we establish the strategy of combining non real-time visual information and real-time walking pattern. Finally, vision guided walking algorithm which enables the robot to follow the red light marker on foot, is tested experimentally by using a humanoid robot, KHR-2.
I. INTRODUCTION
Recently, biped humanoid robots have been studied intensively by many researchers in various countries [1, 2] . Since these kinds of robots are representative human friendly intelligent robots, people have expected them to perform many functions such as dynamic walking, speaking, visual & image recognizing, human-robot interaction, artificial intelligence, etc. Early researches of biped humanoid robots only focused on the realization of stable dynamic walking because the biped walking is the most fundamental function of them. However, researches of humanoid robots are diverging into the various categories gradually. Particularly, the visual recognition and walking guidance from the image processing are relatively spotlighted research fields of humanoid applications [3] [4] [5] [6] [7] . In fact, the machine vision has been already investigated in many research areas long ago. Important thing is that the image processing techniques will much enhance the intelligence of the biped humanoid robot.
Until now, we have primarily studied about a realization of stable dynamic walking during the past three years. Consequently, our humanoid robot, KHR-2 ( Fig. 1) can walk stably on the uneven terrains with speed of 1.25 km/h [8] . It can walk forward, backward, sideward, turn around and curve. These movements were commanded by user through the wireless LAN. Though the robot has no physical connection, it was not autonomous yet. That is, KHR-2 just moved according to user command. Accordingly, we have made an effort to give the intelligent for autonomous walking. To realize the autonomous walking, the vision guided walking can be one of the essential functions.
In this paper, we describe a vision system, a mechanical head design, the image processing and a vision guided walking experiment. As a visual sensor, we use the color CCD camera. To move the camera angle freely, we applied pan and tilt mechanism for both eyes and neck. We also developed a motor controller for control all joints of the head. A target tracking algorithm of the robot head is realized. Finally, we show the autonomous walking experiment by using visual target tracking. By this experimental research, we can confirm the good possibility of the vision application for humanoid robots and enhance the intelligence of KHR-2. 
A. Stereo CCD Camera
KHR-2 has two color CCD cameras. To secure sufficient space for movement in the head, we chose the compact sized cameras. They have a wide visible range and auto white balancing function. The specification of the camera is described in Table. I. 
B. Frame Grabber and Main Computer
KHR-2 digitizes the image by using a frame grabber. The frame grabber is installed on a main computer. Two CCD cameras are connected with it, and then, it transmits the digital images to the computer continuously. The main computer is a commercial single board computer with small size (3.5 inch 2 ). Its OS (Operating system) is Windows XP. Table II and III show the specifications of the frame grabber and main computer respectively. Fig. 2 shows a head of KHR-2. The total degree of freedom is six. Each eye and neck joint has 2 DOF (Pan & Tilt mechanism). Actuators are DC motors with planetary gear heads. We also used the pulleys and belts to modify the final reduction ratio and to consider the space efficiency. These actuators are controlled by a motor controller which is developed (Fig. 3) . The motor controller controls six DC motors by using PWM (Pulse Width Modulation) and encoder feedback. The capacity of motor amplifier is 48 Watt/ch, so it is sufficient to drive the small DC motors. The motor controller also has CAN(Controller Area Network) module so that it can receive the commands from the main computer and transmit the data to the main computer. 
C. Head Design and Motor Controller

III. GAZE CONTROL
A. Control System Architecture
The control system architecture of KHR-2 is distributed control system in Windows OS environment so as to reduce the computational burden of the main computer. Besides, it is easy to add the peripherals such as frame grabber, wireless LAN(Local Area Network), CAN interface card and so on. Fig. 4 shows the system configuration of KHR-2. The main computer communicates with the nineteen sub-controllers by CAN protocol. The CAN protocol has the feature of multimaster and multi-slave, so we can easily connect many subcontrollers in the type of daisy chains. Besides, it has very high speed (1Mbps). We have used a RTX(Real-Time eXtension, VenturCom Co.) which is a commercial software to realize the real-time control environment in Window XP. 
B. Image Processing Architecture
We developed the robot operating program by using the visual C++ which is a commercial language software. This program grabs the images continuously but, it is not real-time since the Windows scheduler is not deterministic. We also developed the real-time motion control program which is executed by RTX scheduler. RTX scheduler is deterministic, so it makes the priority of the program highest. Consequently, robot operation and vision capture are working in the foreground (non-real-time), and motion control of the robot is executed in background (real-time). In this manner, the image capture and the processing are performed in robot operating program, and then the results are stored in the shared memory between the robot operating program and real-time motion control program. Finally, the real-time motion program controls the gaze according to the information of the shared memory. Fig. 5 describes the gaze control architecture. 
C. Basic Target Searching Algorithm
We developed the basic target searching algorithm to verify the performance of the gaze control architecture. A red light lamp is used as a target. When the image is grabbed, binarization is executed to find red light by using appropriate RGB thresholds. And then, the center position of the red light is calculated by the mass center technique which is very fast and insensitive to the noise. To increase the frame rate, target searching area is variable. If the target disappears in the image, the searching area becomes full size (640 x 480 pixels) of the image. However, once the target is detected, the local searching windows is generated in consider of the object size, the center position and the proper margin (Fig.6 ). (n) th searching window is used to search the (n+1) th target, so it must enclose the (n+1) th target. By the way, if the velocity of the target is very fast, (n) th searching window may not enclose the (n+1) th target. Therefore, we compensate the center position of the (n) th searching window by calculate the increment between (n-1) th and (n) th target position. Consequently, (n)th searching window position is adjusted by adding the scaled increment so that it can enclose the target perfectly. The target searching flow chart and its experimental example are represented in Fig. 7, 8 respectively. 
D. Gaze Control
To gaze the target all the time, the target position from the image must be kept near the image center (320, 240). Fig. 9 shows control block diagram. Where, P ref is reference position of the target on the image, P target is target position on the image. K I,n and K p,n are integral gain and proportional gain of the position control of the neck. K I,e and K p,e are integral gain and proportional gain of the position control of the eyes. In this diagram, we use the low pass filter for the neck control. This is because the response of the neck joint is slow. That is, the mass moment of inertia is large for neck joint. However, we do not use the low pass filer for eye control since it has very small mass moment of inertia. 
IV. VISION GUIDED WALKING EXPERIMENT
A. Experiment of Gaze Control
We tested the performance of the gaze control. In the gaze control, only one CCD camera is used in the experiment, and the other CCD camera gaze the same direction with the one. Fig. 10 describes the tracking error (P err ) and Fig. 11 shows roll/pitch angles of the neck and eyes when the red light target is circling with the speed of 30 RPM(round per minute) with the radius of 10 cm at 30cm in front of the camera. x is horizontal axis and y is vertical axis on the vision image. The maximum pixel errors on 640 x 480 pixels image are about ± 70 in x-dir and ± 100 in y-dir. It is easily seen that the each value is sufficient inside of the image boundaries ( ± 320 in xdir, ± 240 in y-dir). The error curves are not somewhat smooth because the visual image processing is not real-time. However, the motions of the head joints are smooth so as to accomplish nice gaze control in real-time. Finally, these graphs show the successful gaze control.
B. Experiment of Vision Guided Walking
We scheduled the walking pattern in Table IV . In this manner, the robot always be standstill a specific prescribed distance in front of the target. We measured the distance between the robot and target by means of the number of detected pixels. Hence, before the test, we calibrated the relation between distance and number of detected pixels. In the experiment, the turning angle, curve angle, forward step length and backward step length are constant. The forward step length is 150 mm, the backward step length is 100 mm, the turning angle is 10 deg/step and curve angle is 10 deg/step respectively. Fig. 12 shows the sequential photographs that the robot follows the man who has the red light target. The time interval between the photos is 0.75 sec. Fig. 12 (a)~(d) show the robot is approaching the target according to the schedule. It is seen that the vision guided walking is successfully done. The vision system of the humanoid robot KHR-2 and vision guided walking were presented. The stereo color CCD camera, frame grabber and small main computer were used to capture the images and execute the image processing. The overall control system of KHR-2 was established. We designed the robot head and motor control board to carry out the gaze control. The image processing architecture was also built for combining the visual data with the motion of the robot. For experiments, the basic target searching algorithm which distinguishes the specific color object from the image was made. We designed control block diagram using the PI controllers to gaze the target all the time. The performance of the gaze control was verified experimentally. To realize the vision guided walking, the schedule of walking pattern according to the visual information was defined. Finally, we tested the vision guided walking, and it was successfully accomplished.
