We construct a sequential adaptive procedure for estimating the autoregressive function at a given point in nonparametric autoregression models with Gaussian noise. We make use of the sequential kernel estimators. The optimal adaptive convergence rate is given as well as the upper bound for the minimax risk.
Introduction
Our problem is the following. Suppose we observe data from the model :
where x k = k/n and (ξ k ) k∈{1,...,n} are random variables independent and identically distributed by standard Gaussian. The model (1.1) is a generalization of an autoregressive processes of the first order. In Dahlhaus (1996a) , the process (1.1) is considered with the function S, having a parametric form. Moreover, the paper of Dahlhaus (1996b) studies spectral properties of the stationary process (1.1) with the nonparametric function S. Belitser (2000a) considers the model (1.1) with Lipschitz conditions and proposes a recursive estimator. The author establishes the convergence rate for quadratic risk.
This paper deals with a nonparametric estimation of the autoregressive function S at a fixed point z 0 ∈]0; 1[, when the smoothness of S is unknown. More precisely, we assume that the function S belongs to a Hölder class with unknown regularity 0 < β ≤ 1. Note that for β = 1 this gives the class of Lipschitz functions, considered in Belitser (2000a) . The goal of this paper is to find an adaptive minimax convergence rate and to construct an adaptive estimate.
Many studies is devoted to the minimax convergence rate or an asymptotically efficient estimator in adaptive non sequential setting, i.e. when one or more parameters of the model are assumed to be unknown, in particular, the regularity of the function. The first result in this direction is obtained in Lepskiȋ's (1990) , where the author proposed an adaptive pointwise estimation method for the Gaussian white noise model. He constructed an adaptive estimation procedure which is minimax for functions from the Hölder classes with unknown regularity. Galtchouk and Pergamenshchikov (2001) modified the Lepskiȋ's method for the sequential adaptive estimation for the drift of the diffusion processes.
In this paper, similarly to Galtchouk and Pergamenshchikov (2001) , we apply the Lepskiȋ procedure to the model (1.1) based on the sequential kernel estimates. We construct the sequential kernel estimator using the method proposed in Borisov and Konev (1977) for the parametric case. It should be noted that to apply the Lepskiȋ procedure the kernel estimators must to have the distribution tail of the Gaussian type. To obtain this property one needs to use the sequential approach. To this end we show some modification of the Levy theorem for discrete time and then, using this result, we show that the sequential kernel estimators have the the same form for the distribution tail as a Gaussian random variable. It should be noted that non-sequential kernel estimation does not have the above property in the case of the model (1.1). Thus, in this case, the adaptive pointwise estimation is possible only in the sequential framework.
Let we describe now the sequential kernel estimators. For a constant H > 0, we define
where the kernel Q(·) is the indicator function on the interval [−1; 1], and τ H is the stopping time defined as follows:
Note that
Thus the kernel estimator is written as follows:
Such an estimator is very convenient to calculate the quantity E |S * H,hn (z 0 ) − S(z 0 )|. We describe in detail the statement of the problem in section 2. In section 3 we prove the result of an asymptotic lower bound of adaptive minimax risk. Section 4 is devoted to proving the asymptotic upper bound for the risk of the kernel estimator (1.3). Section 5 gives the appendix which contains some technical results. Finally, we illustrate the obtained results by numerical examples.
Statement of the problem
The problem is to estimate the function S at a fixed point z 0 ∈]0, 1[, i.e. the value S(z 0 ). For any estimateS n =S n (z 0 ) (i.e. any measurable with respect to the observations (y k ) 1≤k≤n function), the risk is defined on the neighborhood H (β) (z 0 , K, ε) by 1) where N(β) = n ln n β/(2β+1) corresponds to the convergence rate of adaptive estimators on class H (β) (z 0 , K, ε) and E S is the expectation taken with respect to the distribution P S of the vector (y 1 , ..., y n ) in (1.1) corresponding to the function S. We consider model (1.1) where S ∈ C 1 ([0, 1], R) is the unknown function. To obtain the stable (uniformly with respect to the function S ) model (1.1), we assume that for some fixed 0 < ε < 1, the unknown function S belongs to the stability set
where S = sup 0<x≤1 |S(x)|. Here C 1 ]0, 1] is the Banach space of continuously differentiable ]0, 1] → R functions. For fixed constants K > 0 and 0 < β ≤ 1, we define the corresponding stable local Hölder class at the point z 0 as
with Ω * (z 0 , S) = sup
The regularity β ∈ [β * ; β * ], is supposed to be unknown, where the interval [β * ; β * ] is known. First we give the lower bound for the minimax risk. We show that with the convergence rate N(β) the lower bound for the minimax risk is strictly positive.
Theorem 2.1. The risk (2.1) admits the following lower bound:
where the infimum is taken over all estimatorsS n . Now we give the upper bound for the minimax risk of the sequential adaptive estimator defined in (1.3). Since β is unknown, one can not use this estimator because the bandwidth h n depends on β. That is why we partition the interval [β * ; β * ] to follow a procedure of Lepskiȋ. Let us set
We define the grid on the interval [β * ; β * ] with the points :
and ω(h j ) as
We also define the optimal index of the bandwidth as
We note that ω(h 0 ) = −λ/N 1 and thus k ≥ 0. The positive parameter, λ, is chosen as
The adaptive estimator is now defined as
The following result gives the upper bound for the minimax risk of the sequential adaptive estimator defined above.
Theorem 2.2. For all 0 < ε < 1, we have
Remark 2.3. Theorem 2.1 gives the lower bound for the adaptive risk, i.e. the convergence rate N(β) is best for the adapted risk. Moreover, by Theorem 2.2 the adaptive estimates (2.7) possesses this convergence rate. In this case, this estimates is called optimal in sense of the adaptive risk (2.1)
The lower bound
We show that with this appropriate rate, N(β), the lower bound of minimax risk is strictly positive.
Proof of Theorem 2.1
To simplify notations, we denote N(
We choose S as
where V is a function of C ∞ class with compact support [−1, 1] such that
, and satisfying V (0) = 1 and V (u) = 0 for |u| ≥ 1. It is easy to show that for all real K, large enough, S ∈ H (β * ) (z 0 , K, ε). Note that for all S, the measure P S is equivalent to the measure P 0 , where P 0 is the distribution of vector (y 1 , . . . , y n ) in (1.1) corresponding to function S 0 = 0. It is also clear that in this case, the density of Radon-Nikodym can be written as
We define
According to Lemma 5.2, we obtain
Furthermore, using a central limit theorem for martingales (cf. Lemma 5.6), it is easy to see that under the measure P S , η n =⇒ N (0, 1) when n → ∞ .
In fact, we can rewrite η n as follows :
Let us consider the first condition of lemma 5.6. To verify this, it suffices to show that
We have
where
with
where C 1 and C 2 are constants independent of n. So the term in (3.2) is bounded above by
where C 3 is a new constant and as n → ∞, (3.4) tends to zero. The second condition is easily verified
Let us denote θ n = N * |S n |. We have
We set γ n = N * N * . We can rewrite (3.5) as:
Let B n = {η n ≤ 0} and C n = { dn n ς 2 n < β}. Clearly, when B n ∩ C n is realized, we have
The right-hand side of this inequality tends to ∞ as n approach ∞. This means that for n sufficiently large,
As P S (B n ) = 1/2, we deduce that P S (B n ∩ C n ) − −− → n→∞ 1/2.
Passing to the limit as n → ∞ in (3.6), we obtain the desired result.
Sequential adaptive estimation (upper bound) Proof of Theorem 2.2
We proceed by following a method based on sequential analysis. First, we rewrite the estimation error as follows:
and
Note that the first term in the right-hand side term of (4.1) is studied in Lemma 5.3. We can show directly that for every S ∈ H (β) (z 0 , K, ε)
and also, using Lemma 5.5 we have
where h * = h(β * ) and h * = h(β * ). Now, we choose H = nh and
This means β ι < β ≤ β ι+1 and h ι < h(β) ≤ h ι+1 .
In the sequel, we denote S * h
Inequality (4.3) implies lim sup
Now considering the estimator S n , one has
We focus now on the left-hand side in this inequality. We have
Moreover,
.
This implies directly that lim sup
We establish now a bound for the right-hand side of (4.5):
In the first set on the right-hand side (4.8), by Lemma 5.2 we prove that for n sufficiently large and for λ > K + e 4 + 4 2β * + 1 , we have
We also have (1/d n )
β/(2β+1) √ nh = n/d n so that the last inclusion becomes
Similarly for the second set on the right-hand side in (4.8), we obtain
with λ 1 = (λ − K)/e. So one has
Using Lemma 5.2 for t ≥ 2, one can easily estimate the first term on the right-hand side of inequality (4.9) by
Consider now the last term in the right-hand side of inequality (4.9). We have
Using (4.7) and Lemma 5.5, we have
Then,
which implies inequality (2.8).
Appendix
In this section, we study the properties of stationary processes in the model (1.1).
Lemma 5.1. For all t ∈ N * and 0 < ε < 1, the random variables in (1.1) satisfy the following :
Proof.
Assume that y 0 = 0. Model (1.1) becomes
with S ∈ Γ ε and for all 1 ≤ k ≤ n,
Moreover, the Hölder inequality, with p = 2t , gives
Thus, it follows that
, and we get the desired result.
Let us introduce the following notation :
Lemma 5.2. Let f be a function twice continuously differentiable in [−1, 1], such that f (u) = 0 for |u| > 1. Then for all t ∈ N * , lim sup
Proof. First, write
for the integers k * and k * defined as in (3.3). Substituting into model (1.1) gives us
Moreover, it is easy to see that
The definition in (3.1) implies that for any S ∈ Γ ε ,
Taking into account (5.3) and the lower bound for τ (S) given in (5.5), we prove that
We note that M n is the last term of the square integrable martingale (G j ) k * ≤j≤k * , where
So, by applying the Burkhölder inequality, it comes
and r * is given in (5.1). Since, |S(
and after applying the Hölder inequality for p = 2t
and q = 2t/(2t − 1), we obtain
Now, consider the last term in the right-hand side of inequality (5.4). D n can be written as
Since f + ḟ ≤ R, we have
Similarly we find a bound for the second term in the right-hand side of the expression (5.2). Hence we have Lemma 5.2.
Lemma 5.3. For any t ≥ 1, the stopping time τ H defined in (1.2) satisfies the following property: for H = nh
where C 1 is defined in (5.2).
Proof.
Taking into account that τ (S) ≤ 1, we obtain
This last inequality comes from Lemma 5.2
To prove Lemma 5.5, we need the following lemma proved in Liptser and Shiryaev (1978) p.234-235. Then, Lemma 5.6. (Helland , 1981, pp. 80-82) Let (u k,n ) 1≤k≤n be a "martingale difference" defined on a probability space (Ω, F , P) and filtrations {F k,n , k ∈ N} of F , n ∈ N * such that u k,n is F k,n -measurable. Assume that the following two conditions are satisfied:
(1) 
Numerical simulations
We illustrate the obtained results by the following simulation which is established using Scilab.
The purpose is to estimate, at a given point z 0 , the function S defined over [0; 1] by S(x) = |x − z 0 | β . We check that such a function belongs to H (β) (z 0 , K, ε) when K ≥ 1.
The values of z 0 and β are arbitrary, which permit the user to name his choice. As an example, take z 0 = 1/ √ 2. Then β * = 0.6 is a lower regularity value and β * = 0.8 is the higher regularity value. We simulated n data for the function S(x) = |x − z 0 | β for β = 0.7. We obtained an estimation in constructing the estimatorŜ n defined in (2.7) with the procedure of Lepskiȋ which gives us the optimal window for the indexk defined in (2.6). Numerical results approximate the asymptotic risk of a sequential estimator defined in (2.7) used due to the calculation of an expectation (it performs an average for M = 15000 simulations) and the finite number of observations n. Here we calculate for the sequential estimator the quantity
By varying the number of observations n, we obtain different risks listed in the following table:
n 100 1000 5000 10000 R n 0.284 0.154 0.101 0.087
When taking β = β * = 1, we obtain n 100 1000 5000 10000 R n 0.201 0.097 0.058 0.047
