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Abstract
We propose a novel approach for nonlinear regression using a two-layer neural network (NN) model
structure with sparsity-favoring hierarchical priors on the network weights. We present an expec-
tation propagation (EP) approach for approximate integration over the posterior distribution of the
weights, the hierarchical scale parameters of the priors, and the residual scale. Using a factorized
posterior approximation we derive a computationally efficient algorithm, whose complexity scales
similarly to an ensemble of independent sparse linear models. The approach enables flexible defini-
tion of weight priors with different sparseness properties such as independent Laplace priors with a
common scale parameter or Gaussian automatic relevance determination (ARD) priors with differ-
ent relevance parameters for all inputs. The approach can be extended beyond standard activation
functions and NN model structures to form flexible nonlinear predictors from multiple sparse lin-
ear models. The effects of the hierarchical priors and the predictive performance of the algorithm
are assessed using both simulated and real-world data. Comparisons are made to two alternative
models with ARD priors: a Gaussian process with a NN covariance function and marginal maxi-
mum a posteriori estimates of the relevance parameters, and a NN with Markov chain Monte Carlo
integration over all the unknown model parameters.
Keywords: expectation propagation, neural network, multilayer perceptron, linear model, sparse
prior, automatic relevance determination
1. Introduction
Gaussian priors may not be the best possible choice for the input layer weights of a feedforward
neural network (NN) because allowing, a priori, a large weight w j for a potentially irrelevant fea-
JYLA¨NKI, NUMMENMAA AND VEHTARI
ture x j may deteriorate the predictive performance. This behavior is analogous to a linear model
because the input layer weights associated with each hidden unit of a multilayer perceptron (MLP)
network can be interpreted as separate linear models whose outputs are combined nonlinearly in
the next layer. Integrating over the posterior uncertainty of the unknown input weights mitigates
the potentially harmful effects of irrelevant features but it may not be sufficient if the number of
input features, or the total number of unknown variables, grows large compared with the number of
observations. In such cases, an alternative strategy is required to suppress the effect of the irrelevant
features. In this article we focus on a two-layer MLP model structure but aim to form a more general
framework that can be used to combine linear models with sparsity-promoting priors using general
activation functions and interaction terms between the hidden units.
A popular approach has been to apply hierarchical automatic relevance determination (ARD)
priors (Mackay, 1995; Neal, 1996), where individual Gaussian priors are assigned for each weight,
w j ∼ N (0,αl j ), with separate variance hyperparameters αl j controlling the relevance of the group
of weights related to each feature. Mackay (1995) described an ARD approach for NNs, where
point estimates for the relevance parameters αl j along with other model hyperparameters, such as
the noise level, are determined using a marginal likelihood estimate obtained by approximate inte-
gration over the weights with Laplace’s method. Neal (1996) proposed an alternative Markov chain
Monte Carlo (MCMC) approach, where approximate integration is performed over the posterior un-
certainty of all the model parameters including w j and αl j . In connection with linear models, various
computationally more efficient algorithms have been proposed for determining marginal likelihood
based point estimates for the relevance parameters (Tipping, 2001; Qi et al., 2004; Wipf and Na-
garajan, 2008). The point-estimate based methods, however, may suffer from overfitting because
the maximum a posteriori (MAP) estimate of αl j may be close to zero also for relevant features as
demonstrated by Qi et al. (2004). The same applies also for infinite neural networks implemented
using Gaussian process (GP) priors when separate hyperparameters controlling the nonlinearity of
each input are optimized (Williams, 1998; Rasmussen and Williams, 2006).
Recently, appealing surrogates for ARD priors have been presented for linear models. These
approaches are based on sparsity favoring priors, such as the Laplace prior (Seeger, 2008) and the
spike and slab prior (Herna´ndez-Lobato et al., 2008, 2010). The methods utilize the expectation
propagation (EP) (Minka, 2001a) algorithm to efficiently integrate over the analytically intractable
posterior distributions. Importantly, these sparse priors do not suffer from similar overfitting as
many ARD approaches because point estimates of feature specific parameters such as αl j are not
used, but instead, approximate integration is done over the posterior uncertainty resulting from a
sparse prior on the weights. Expectation propagation provides a useful alternative to MCMC for
carrying out the approximate integration because it has been found computationally efficient and
very accurate in many practical applications (Nickisch and Rasmussen, 2008; Herna´ndez-Lobato
et al., 2010).
In nonlinear regression, sparsity favoring Laplace priors have been considered for NNs, for
instance, by Williams (1995), where the inference is performed using the Laplace approximation.
However, a problem with the Laplace approximation is that the curvature of the log-posterior density
at the posterior mode may not be well defined for all types of prior distributions, such as, the
Laplace distribution whose derivatives are not continuous at the origin (Williams, 1995; Seeger,
2008). Implementing a successful algorithm requires some additional approximations as described
by Williams (1995), whereas with EP the implementation is straightforward since it relies only on
expectations of the prior terms with respect to a Gaussian measure.
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Another possibly undesired characteristic of the Laplace approximation is that it approximates
the posterior mean of the unknowns with their MAP estimate and their posterior covariance with the
negative Hessian of the posterior distribution at the mode. This local estimate may not represent well
the overall uncertainty on the unknown variables and it may lead to worse predictive performance for
example when the posterior distribution is skewed (Nickisch and Rasmussen, 2008) or multimodal
(Jyla¨nki et al., 2011). Furthermore, when there are many unknowns compared to the effective
number of observations, which is typical in practical NN applications, the MAP solution may differ
significantly from the posterior mean. For example, with linear models the Laplace prior leads to
strictly sparse estimates with many zero weight values only when the MAP estimator of the weights
is used. The posterior mean estimate, on the other hand, can result in many clearly nonzero values
for the same weights whose MAP estimates are zero (Seeger, 2008). In such case the Laplace
approximation underestimates the uncertainty of the feature relevances, that is, the joint mode is
sharply peaked at zero but the bulk of the probability mass is distributed widely at nonzero weight
values. Recently, it has also been shown that in connection with linear models the ARD solution
is exactly equivalent to a MAP estimate of the coefficients obtained using a particular class of non-
factorized coefficient prior distributions which includes models that have desirable advantages over
MAP weight estimates (Wipf and Nagarajan, 2008; Wipf et al., 2011). This connection suggests
that the Laplace approximation of the input weights with a sparse prior may possess more similar
characteristics with the point-estimate based ARD solution compared to the posterior mean solution.
Our aim is to introduce the benefits of the sparse linear models (Seeger, 2008; Herna´ndez-
Lobato et al., 2008) into nonlinear regression by combining the sparse priors with a two-layer NN
in a computationally efficient EP framework. We propose a logical extension of the linear regres-
sion models by adopting the algorithms presented for sparse linear models to MLPs with a linear
input layer. For this purpose, the main challenge is constructing a reliable Gaussian EP approxima-
tion for the analytically intractable likelihood resulting from the NN observation model. Previously,
Gaussian approximations for NN models have been formed using the extended Kalman filter (EKF)
(de Freitas, 1999) and the unscented Kalman filter (UKF) (Wan and van der Merwe, 2000). Alterna-
tive mean field approaches possessing similar characteristic with EP have been proposed by Opper
and Winther (1996) and Winther (2001).
We extend the ideas from the UKF approach by utilizing similar decoupling approximations for
the weights as proposed by Puskorius and Feldkamp (1991) for EKF-based inference and derive a
computationally efficient algorithm that does not require numerical sigma point approximations for
multi-dimensional integrals. We propose a posterior approximation that assumes the weights asso-
ciated with the output-layer and each hidden unit independent. The complexity of the EP updates
in the resulting algorithm scale linearly with respect to the number of hidden units and they require
only one-dimensional numerical quadratures. The complexity of the posterior computations scale
similarly to an ensemble of independent sparse linear models (one for each hidden unit) with one
additional linear predictor associated with the output layer. It follows that all existing methodology
on sparse linear models (e.g., methods that facilitate computations with large number of inputs) can
be applied separately on the sparse linear model corresponding to each hidden unit. Furthermore,
the complexity of the algorithm scales linearly with respect to the number of observations, which is
beneficial for large datasets. The proposed approach can also be extended beyond standard activa-
tion functions and NN model structures, for example, by including a linear hidden unit or predefined
interactions between the linear input-layer models.
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In addition to generalizing the standard EP framework for sparse linear models we introduce an
efficient EP approach for inference on the unknown hyperparameters, such as the noise level and
the scale parameters of the weight priors. This framework enables flexible definition of different
hierarchical priors, such as one common scale parameter for all input weights, or a separate scale
parameter for all weights associated with one input variable (i.e., an integrated ARD prior). For
example, assigning independent Laplace priors on the input weights with a common unknown scale
parameter does not produce very sparse approximate posterior mean solutions, but, if required, more
sparse solutions can be obtained by adjusting the common hyperprior of the scale parameters with
the ARD specification. We show that by making independent approximations for the hyperparam-
eters, the inference on them can be done simultaneously within the EP algorithm for the network
weights, without the need for separate optimization steps which is common for many EP approaches
for sparse linear models and GPs (Rasmussen and Williams, 2006; Seeger, 2008), as well as com-
bined EKF and expectation maximization (EM) algorithms for NNs (de Freitas, 1999). Additional
benefits are achieved by introducing left-truncated priors on the output weights which prevent pos-
sible convergence problems in the EP algorithm resulting from inherent unidentifiability in the MLP
network specification.
The main contributions of the paper can be summarized as:
• An efficiently scaling EP approximation for the non-Gaussian likelihood resulting from the
MLP-model that requires numerical approximations only for one-dimensional integrals. We
derive closed-form solutions for the parameters of the site term approximations, which can
be interpreted as pseudo-observations of a linear model associated with each hidden unit
(Sections 3.1–3.3 and Appendices A–E).
• An EP approach for integrating over the posterior uncertainty of the input weights and their
hierarchical scale parameters assigned on predefined weight groups (Sections 3.1 and 3.2.1).
The approach could be applied also for sparse linear models to construct factorized approxi-
mations for predefined weight groups with shared hyperparameters.
• Approximate integration over the posterior uncertainty of the observation noise simultane-
ously within the EP algorithm for inference on the weights of a MLP-network (see Appendix
D). Using factorizing approximations, the approach could be extended also for approximate
inference on other hyperparameters associated with the likelihood terms and could be applied,
for example, in recursive filtering.
Key properties of the proposed model are first demonstrated with three artificial case studies
in which comparisons are made with a neural network with infinitely many hidden units imple-
mented as a GP regression model with a NN covariance function and an ARD prior (Williams,
1998; Rasmussen and Williams, 2006). Finally, the predictive performance of the proposed ap-
proach is assessed using four real-world data sets and comparisons are made with two alternative
models with ARD priors: a GP with a NN covariance function where point estimates of the rel-
evance hyperparameters are determined by optimizing their marginal posterior distribution, and a
NN where approximate inference on all unknowns is done using MCMC (Neal, 1996).
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2. The Model
We focus on two layer NNs where the unknown function value fi = f (xi) related to a d-dimensional
input vector xi is modeled as
f (xi) =
K
∑
k=1
vkg(wTk xi)+ v0, (1)
where g(x) is a nonlinear activation function, K the number of hidden units, and v0 the output
bias. Vector wk = [wk,1,wk,2, ...,wk,d ]T contains the input layer weights related to hidden unit k and
vk is the corresponding output layer weight. Input biases can be introduced by adding a constant
term to the input vectors xk. In the sequel, all weights are denoted by vector z = [wT,vT]T, where
w = [wT1 , ...,w
T
K ]
T
, and v = [v1, ...,vK ,v0]T.
In this work, we use the following activation function:
g(x) =
1√
K
erf
(
x√
2
)
=
2√
K
(Φ(x)−0.5) , (2)
where Φ(x) =
∫ x
−∞ N (t|0,1)dt, and the scaling by 1/
√
K ensures that the prior variance of f (xi)
does not increase with K assuming fixed Gaussian priors on vk and wk j. We focus on regression
problems with Gaussian observation model p(yi| fi,σ2) = N (yi| fi,σ2), where σ2 is the noise vari-
ance. However, the proposed approach could be extended for other activation functions and obser-
vations models, for example, the probit model for binary classification.
2.1 Prior Definitions
To reduce the effects of irrelevant features, independent zero-mean Laplace priors are assigned for
the input layer weights:
p(w j|λl j ) =
1
2λl j
exp
(
− 1λl j
|w j|
)
, (3)
where w j is the j:th element of w, and λl j = 2−1/2 exp(φl j/2) is a joint hyperparameter controlling
the prior variance of all input weights belonging to group l j ∈ {1, ...,L}, that is, Var(w j|λl j ) = 2λ2l j .
Here index variable l j defines the group in which the weight w j belongs to. The EP approximate
inference is done using the transformed scale parameters φl = log(2λ2l ) ∈ R. The grouping of
the weights can be chosen freely and also other weight prior distributions can be used in place of
the Laplace distribution (3). By defining a suitable prior on the unknown group scales φl useful
hierarchical priors can be implemented on the input layer. Possible definitions include one common
scale parameter for all inputs (L = 1), and a separate scale parameter for all weights related to each
feature, which implements an ARD prior (L = d). To obtain the traditional ARD setting the Laplace
priors (3) can be replaced with Gaussian distributions p(w j|λl j) = N (w j|0,exp(φl j )). When the
scale parameters {φl}Ll=1 are considered unknown, Gaussian hyperpriors are assigned to them:
φl = log(2λ2l )∼ N (µφ,0,σ2φ,0), (4)
where a common mean µφ,0 and variance σ2φ,0 have been defined for all groups l = 1, ...,L. Definition
(4) corresponds to a log-normal prior on the associated prior variance 2λ2l = exp(φl) for the weights
in group l.
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Because of the symmetry g(x) = −g(−x) of the activation function, changing the signs of out-
put weight vk and the corresponding input weights wk results in the same prediction f (x). This
unidentifiability may cause converge problems in the EP algorithm: if the approximate posterior
probability mass of output weight vk concentrates too close to zero, expected values of vk and wk
may start fluctuating between small positive and negative values. Therefore the output weights are
constrained to positive values by assigning left-truncated heavy-tailed priors to them:
p(vk|σ2v,0) = 2tν(vk|0,σ2v,0), (5)
where vk ≥ 0, k = 1, ...,K, and tν(vk|0,σ2v,0) denotes a Student-t distribution with degrees of freedom
ν, mean zero, and scale parameter σ2v,0. The prior scale is fixed to σ2v,0 = 1 and the degrees of freedom
to ν = 4, which by experiments was found to produce sufficiently large posterior variations of f (x)
when the activation function is scaled according to (2) and the observations are normalized to zero
mean and unit variance. The heavy-tailed prior (5) enables very large output weights if required,
for example, when some hidden unit is forming almost a linear predictor (see, e.g, Section 4.2).
A zero-mean Gaussian prior is assigned to the output bias: p(v0|σ2v0,0) = N (0,σ2v0 ,0), where the
scale parameter is fixed to σ2v0,0 = 1 because it was also found to be a sufficient simplification with
the same data normalization conditions. The noise level σ2 is assumed unknown and therefore a
log-normal prior is assigned to it:
θ = log(σ2)∼ N (µθ,0,σ2θ,0) (6)
with prior mean µθ,0 and variance σ2θ,0.
The values of the hyperparameters λl = 2−1/2 exp(φl/2) and σ2v,0 affect the smoothness proper-
ties of the model in different ways. In the following discussion we first assume that there is only
one input scale parameter λl (L = 1) for clarity. Choosing a smaller value for λl penalizes more
strongly for larger input weights and produces smoother functions with respect to changes in the
input features. More precisely, in the two-layer NN model (1) the magnitudes of the input weights
(or equivalently the ARD scale parameters) are related to the nonlinearity of the latent function
f (x) with respect to the corresponding inputs x. Strong nonlinearities require large input weights
whereas almost a linear function is obtained with a very large output weight and very small input
weights for a certain hidden unit (see Section 4.2 for illustration).
Because the values of the activation function g(x) are constrained to the interval [−1,1], hy-
perparameter σ2v,0 controls the overall magnitude of the latent function f (x). Larger values of σ2v,0
increase the magnitude of the steps the hidden unit activation vkg(wTk x) can take in the direction of
weight vector wk in the feature space. Choosing a smaller value for σ2v,0 can improve the predictive
performance by constraining the overall flexibility of the model but too small value can prevent the
model from explaining all the variance in the target variable y. In this work, we keep σ2v,0 fixed to
a sufficiently large value and infer λl from data promoting simultaneously smoother solutions with
the prior on φl = log(2λ2l ). If only one common scale parameter φl is used, the sparsity-inducing
properties of the prior depend on the shape of the joint distribution p(w|λ) = ∏ j p(w j|λl) resulting
from the choice of the prior terms (3). By decreasing µφ,0, we can favor smaller input weight values
overall, and with σ2φ,0, we can adjust the thickness of the tails of p(w|λ). On the other hand, if
individual scale parameters are assigned for all inputs according to the ARD setting, a family of
sparsity-promoting priors is obtained by adjusting µφ,0 and σ2φ,0. If µφ,0 is set to a small value, say
0.01, and σ2φ,0 is increased, more sparse solutions are favored by allocating increasing amounts of
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Figure 1: A directed graph representing the joint distribution of all the model parameters written
in equation (7) resulting from the observation model and prior definitions summarized
in Section 2. Observed variables indexed with i = 1, ...,n are denoted with boxes, unob-
served random variables are denoted with circles, and fixed prior parameters are denoted
with dots. For each input xi, i = 1, ...,n, two intermediate random variables are visu-
alized: The linear hidden unit activations defined as hi,k = wTk xi and the latent function
value given by fi = ∑Kk=1 vkg(hi,k)+ v0.
prior probability on the axes of the input weight space. A sparse prior could be introduced also on
the output weights vk to suppress redundant hidden units but this was not found necessary in the
experiments because the proposed EP updates have fixed point at E(vk) = 0 and E(wk) = 0 and
during the iterations unused hidden units are gradually driven towards zero (see Section 3.3.1).
3. Approximate Inference
In this section, we describe how approximate Bayesian inference on the unknown model parameters
w, v, θ, and φ = [φ1, ...,φL]T can be done efficiently using expectation propagation. First, the
structure of the approximation and the expressions of the approximate site terms are presented in
Section 3.1. A general description of the EP algorithm for determining the parameters of the site
approximations is given in Section 3.2 and approximations for the non-Gaussian hierarchial weight
priors are described in Section 3.2.1. The various computational blocks required in the EP algorithm
are discussed first in Section 3.3 and detailed descriptions of the methods are given in Appendices
A–E. Finally, an algorithm description with references to the different building blocks is given in
3.3.1.
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3.1 The Structure of the Approximation
Given a set of n observations D = {X,y}, where y = [y1, ...,yn]T, X = [x1, ...,xn]T, the posterior
distribution of all the unknowns is given by
p(z,θ,φ|D) =Z−1
n
∏
i=1
p(yi| fi,θ)
Kd
∏
j=1
p(w j|φl j )
K
∏
k=0
p(vk|σ2v,0)
L
∏
l=1
p(φl)p(θ), (7)
where σ2v,0 = {σ2v,0,σ2v0,0} and Z = p(y|X,σ2v,0) is the marginal likelihood of the observed data condi-
tioned on all fixed hyperparameters (in this case σ2v,0). Figure 1 shows a directed graph representing
the joint distribution (7) where we have also included intermediate random variables hi,k = wTk xi
and fi related to each data point to clarify the upcoming description of the approximate inference
scheme. To form an analytically tractable approximation, all non-Gaussian terms are approximated
with unnormalized Gaussian site functions, which is a suitable approximating family for random
vectors defined in the real vector space.
We first consider different possibilities for approximating the likelihood terms p(yi| fi,θ) which
depend on the unknown noise parameter θ= logσ2 and the unknown weight vectors w and v through
the latent function value fi according to:
fi = vTg(x˜Ti w) = vTg(hi), (8)
where x˜i = IK ⊗ xi is a Kd×K auxiliary matrix formed as Kronecker product. It can be used to
write all the linear input layer activations hi of observation xi as hi = h(xi) = x˜Ti w. The vector
valued function g(hi) applies the nonlinear transformation (2) on each component of hi according
to g(hi) = [g(hi,1),g(hi,2), ...,g(hi,K ),1]T (the last element corresponds to the output bias v0). If we
approximate the posterior distribution of all the weights z = [wT,vT]T with a multivariate Gaussian
approximation that is independent of all the other unknowns including θ, the resulting EP algorithm
requires fast evaluation of the means and covariances of tilted distributions of the form
pˆi(z) ∝ p(yi|vT g(hi),θ)N (z|µz,Σz), (9)
where µz is a known mean vector, and Σz a known covariance matrix, and θ is assumed fixed.
Because the non-Gaussian likelihood term depends on z only through linear transformation hi, it
can be shown (by differentiating (9) twice with respect to µz) that the normalization term, mean
and covariance of pˆi(z) can be exactly determined by using the corresponding moments of the
transformed lower dimensional random vector ui = BTi z = [wTx˜i,vT]T, where the transformation
matrix Bi can be written as
Bi =
[
x˜i 0
0 IK+1
]
. (10)
This results in significant computational savings because the size of Bi is dz × du, where we have
denoted the dimensions of ui and z with du = 2K +1 and dz = Kd +K +1 respectively. It follows
that the EP algorithm can be implemented by propagating the moments of ui using, for example, the
general algorithm described by Cseke and Heskes (2011, appendix C). The same principle has been
utilized to form computationally efficient algorithms also for linear binary classification (Minka,
2001b; Qi et al., 2004).
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Independent Gaussian posterior approximations for both z and θ can be obtained by approxi-
mating the likelihood terms by a product of two unnormalized Gaussian site functions:
p(yi| fi,θ)≈ ˜Zy,it˜z,i(z)t˜θ,i(θ),
where ˜Zy,i is a scalar scaling parameter. Because of the previously described property, the first
likelihood site approximation depends on z only through transformation BTi z (Cseke and Heskes,
2011):
t˜z,i(z) = exp
(
−1
2
zTBi ˜TiBTi z+ zTBi ˜bi
)
, (11)
where ˜bi is a du×1 vector of location parameters, and ˜Ti a du×du site precision matrix. The second
likelihood site term dependent on the scalar θ = logσ2 is chosen to be an unnormalized Gaussian
t˜θ,i(θ) = exp
(
−1
2
σ˜−2θ,i θ
2 + µ˜θ,iσ˜−2θ,i θ
)
∝ N (θ|µ˜θ,i, σ˜2θ,i), (12)
where the site parameters µ˜θ,i and σ˜2θ,i control the location and the scale of site function, respec-
tively. Combined with the known Gaussian prior term on θ this results in a Gaussian posterior
approximation for θ that corresponds to a log-normal approximation for σ2.
The prior terms of the output weights vk, for k = 1, ...,K, are approximated with
p(vk|σ2v,0)≈ ˜Zv,k t˜v,k(vk) ∝ N (vk|µ˜v,k, σ˜2v,k), (13)
where ˜Zv,k is a scalar scaling parameter, t˜v,k(vk) has a similar exponential form as (12), and the site
parameters µ˜v,k and σ˜2v,k control the location and scale of the site, respectively. If the prior scales
φl are assumed unknown, the prior terms of the input weights {w j| j = 1, ...,Kd}, are approximated
with
p(w j|φl j )≈ ˜Zw, j t˜w, j(w j)t˜φ, j(φl j ) ∝ N (w j|µ˜w, j, σ˜2w, j)N (φl j |µ˜φ, j, σ˜2φ, j), (14)
where a factorized site approximation with location parameters µ˜w, j and µ˜φ, j, and scale parameters
σ˜2w, j and σ˜2φ, j, is assumed for weight w j and the associated scale parameter φl j , respectively. A
similar exponential form to equation (12) is assumed for both t˜w, j(w j) and t˜φ, j(φl j ). This factorizing
site approximation results in independent posterior approximations for w and each component of φ
as will be described shortly.
The actual numerical values of the normalization parameters ˜Zy,i, ˜Zv,k, and ˜Zw, j are not required
during the iterations of the EP algorithm but their effect must be taken into account if one wishes
to form an EP approximation for the marginal likelihood Z = p(y|X) (see Appendix G). This esti-
mate could be utilized to compare models or to alternatively determine type-II MAP estimates for
hyperparameters θ, {φl}Ll=1, and σ2v,0 in case they are not inferred within the EP framework.
3.1.1 FULLY-COUPLED APPROXIMATION FOR THE NETWORK WEIGHTS
Multiplying the site approximations together according to (7) and normalizing the resulting expres-
sion gives the following Gaussian posterior approximation:
p(z,θ,φ|D,σ2v,0)≈ q(z)q(θ)
L
∏
l=1
q(φl), (15)
9
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where q(z) = N (z|µ,Σ), q(θ) = N (θ|µ2θ,σ2θ), and q(φl) = N (φl |µ2φl ,σ2φl ) are the approximate pos-
terior distributions of the weights z, the noise parameter θ = logσ2, and the input weight scale
parameter φl , respectively. The mean vector and covariance matrix of q(z), are given by
Σ=
(
n
∑
i
Bi ˜TiBTi +Σ−10
)−1
and µ=Σ
(
n
∑
i
Bi ˜bi +Σ−10 µ0
)
, (16)
where the parameters of the prior term approximations (13) and (14) are collected together inΣ0 =
diag([σ˜2w,1, ..., σ˜2w,Kd , σ˜2v,1, ..., σ˜2v,K ]) and µ0 = [µ˜w,1, ..., µ˜w,Kd , µ˜v,1, ..., µ˜v,K ]T. The parameters of q(θ)
are given by
σ2θ =
(
n
∑
i
σ˜−2θ,i +σ
−2
θ,0
)−1
and µθ = σ2θ,0
(
n
∑
i
σ˜−2θ,i µ˜θ,i +σ
−2
θ,0µθ,0
)
. (17)
The approximate mean and variance of q(φl) can be computed analogously to (17). The key property
of the approximation (15) is that if we can incorporate the information provided by the data point
yi in the parameters ˜Ti and ˜bi, for all i = 1, . . . ,n, the approximate inference on the non-Gaussian
priors p(vk) and p(wk j) is straightforward by adopting the methods described by (Seeger, 2008). In
the following sections we will show how this can be done by approximating the joint distribution
of fi, hi and v, given y−i = [y1, ...,yi−1,yi+1, ...,yn], with a multivariate Gaussian and using it to
estimate the parameters ˜Ti and ˜bi one data point at a time within the EP framework.
3.1.2 FACTORIZING APPROXIMATION FOR THE NETWORK WEIGHTS
A drawback with the approximation (16) is that the evaluation of the covariance matrix Σ scales as
O(min(Kd +K +1,n)3) which may not be feasible when the number of inputs d is large. Another
difficulty arises in determining the mean and covariance of ui =Biz= [hTi ,vT]T when z is distributed
according to (9) because during the EP iterations Σz has similar correlation structure with Σ. If
the observation model is Gaussian and θ is fixed, this requires at least K-dimensional numerical
quadratures (or other alternative approximations) that may quickly become infeasible as K increases.
By adopting suitable independence assumptions between v and the input weights wk associated
with the different hidden units, the mean and covariance of ui can be approximated using only
1-dimensional numerical quadratures as will be described in Section 3.3.
The structure of the correlations in the approximation (16) can be studied by dividing ˜Ti into
four blocks as follows:
˜Ti =
[
˜Thihi ˜Thiv
˜Thiw ˜Ti,vv
]
, (18)
where ˜Thihi is a K ×K matrix, ˜Thiv a K ×K + 1 matrix, and ˜Ti,vv a K + 1×K + 1 matrix. The
element [ ˜Thihi ]k,k′ contributes to the approximate posterior covariance between wk and wk′ , and the
sub-matrix ˜Thiv contributes to the approximate covariance between w and v. To form an alternative
computationally more efficient approximation we propose a simpler structure for ˜Ti. First, we ap-
proximate ˜Thihi with a diagonal matrix, that is, ˜Thihi = diag(τ˜i), where only the k:th component of
the vector τ˜i contributes to the posterior covariance of wk. Secondly, we set ˜Thiv = 0 and approx-
imate ˜Ti,vv with an outer-product of the form ˜Ti,vv = α˜iα˜Ti . With this precision structure the site
approximation (11) can be factorized into terms depending only on the output weights v or the input
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weights wk associated with the different hidden units k = 1, ...,K:
t˜z,i(z) = exp
(
−1
2
(α˜Ti v)
2 +vT ˜βi
) K
∏
k=1
exp
(
−1
2
τ˜i,k(x
T
i wk)
2 + ν˜i,kw
T
k xi
)
(19)
= t˜v,i(v)
K
∏
k=1
t˜wk,i(wk),
where the site location parameters ν˜i,k now correspond to the first K elements of ˜bi in equation (11),
that is, ν˜i = [ν˜i,1, ...ν˜i,K ]T = [ ˜bi,1, ..., ˜bi,K ]T. Analogously, the site location vector ˜βi corresponds to
the last K +1 entries of ˜bi, that is, ˜βi = [ ˜bi,K+1, ..., ˜bi,2K+1]T.
The factored site approximation (19) results in independent posterior approximations for the
output weights v and the input weights wk associated with different hidden units:
q(z) = q(v)
K
∏
k=1
q(wk), (20)
where q(v) = N (µv,Σv) and q(wk) = N (µwk ,Σwk). The approximate mean and covariance of wk
is given by
Σwk =
(
XT ˜Twk X+Σ
−1
wk,0
)−1
and µwk =Σwk
(
XTν˜wk +Σ
−1
wk,0µwk,0
)
, (21)
where the diagonal matrix ˜Twk = diag(τ˜wk) and the vector ν˜wk collect all the site parameters related
to hidden unit k: τ˜wk = [τ˜1,k, ..., τ˜n,k]T and ν˜wk = [ν˜1,k, ..., ν˜n,k]T. The diagonal matrix Σwk,0 and the
vector µwk ,0 contain the prior site scales σ˜2w, j and the location variables µ˜w, j related to the hidden
unit k. The approximate mean and covariance of the output weights v are given by
Σv =
(
n
∑
i=1
α˜iα˜
T
i +Σ
−1
v,0
)−1
and µv =Σv
(
n
∑
i=1
˜βi +Σ
−1
v µv,0
)
, (22)
where the diagonal matrixΣv,0 and the vector µv,0 contain the prior site scales σ˜2v, j and the location
variables µ˜v, j.
For each hidden unit k, approximations (20) and (21) can be interpreted as independent linear
models with Gaussian likelihood terms N (y˜i,k|xTi wk, τ˜−1i,k ), where the pseudo-observations are given
by y˜i,k = τ˜−1i,k ν˜i,k. The approximation for the output weights (22) has no explicit dependence on the
input vectors xi but later we will show that the independence assumption results in a similar depen-
dence on expected values of gi taken with respect to approximate leave-one-out (LOO) distributions
of w and v.
3.2 Expectation Propagation
The parameters of the approximate posterior distribution (15) are determined using the EP algo-
rithm (Minka, 2001a). The EP algorithm updates the site parameters and the posterior approxima-
tion q(z,θ,φ) sequentially. In the following, we briefly describe the procedure for updating the
likelihood sites t˜z,i and t˜θ,i and assume that the prior sites (13) and (14) are kept fixed. Because the
likelihood terms p(yi| fi,θ) do not depend on φ and posterior approximation is factorized, that is
11
JYLA¨NKI, NUMMENMAA AND VEHTARI
q(z,θ,φ) = q(z)q(θ)q(φ), we need to consider only the approximations for z and θ. Furthermore,
independent approximations for wk and v are obtained by using (19) and (20) in place t˜z,i and q(z),
respectively.
At each iteration, first a proportion η of the i:th site term is removed from the posterior approx-
imation to obtain a cavity distribution:
q−i(z,θ) = q−i(z)q−i(θ) ∝ q(z)q(θ)t˜z,i(z)−ηt˜θ,i(θ)−η, (23)
where η ∈ (0,1] is a fraction parameter that can be adjusted to implement fractional (or power) EP
updates (Minka, 2004, 2005). When η = 1, the cavity distribution (23) can be thought of as a LOO
posterior approximation where the contribution of the i:th likelihood term p(yi| fi,θ) is removed
from q(z,θ). Then, the i:th site is replaced with the exact likelihood term to form a tilted distribution
pˆi(z,θ) = ˆZ−1i q−i(z,θ)p(yi|z,θ,x)η, (24)
where ˆZi is a normalization constant, which in this case can also be thought of as an approximation
for the LOO predictive density of the excluded data point yi. The tilted distribution can be regarded
as a more refined non-Gaussian approximation to the true posterior distribution. Next, the algo-
rithm attempts to match the approximate posterior distribution q(z,θ) with pˆi(z,θ) by finding first
a Gaussian qˆi(z,θ) that satisfies
qˆi(z,θ) = argminqi KL(pˆi(z,θ)||qi(z,θ)) ,
where KL denotes the Kullback-Leibler divergence. When q(z,θ) is chosen to be a Gaussian dis-
tribution this is equivalent to determining the mean vector and the covariance matrix of pˆi and
matching them with the mean and covariance of qˆi. Then, the parameters of the i:th site terms are
updated so that the moments of q(z,θ) match with qˆ(z,θ):
qˆi(z,θ) ≡ q(z,θ) ∝ q−i(z)q−i(θ)t˜z,i(z)ηt˜θ,i(θ)η. (25)
Finally, the posterior approximation q(z,θ) is updated according to the changes in the site parame-
ters. These steps are repeated for all sites in some suitable order until convergence.
From now on, we refer to the previously described EP update scheme as sequential EP. If the
update of the posterior approximation q(z,θ) in the last step is done only after new parameter values
have been determined for all sites (in this case the n likelihood term approximations), we refer to
parallel EP (see, e.g., van Gerven et al., 2009). Because in our case the approximating family
is Gaussian and each likelihood term depends on a linear transformation of z, one sequential EP
iteration requires (for each of the n sites) either one rank-(2K +1) covariance matrix update with the
fully-correlated approximation (16), or K+1 rank-one covariance matrix updates with the factorized
approximation (21, 22). In parallel EP these updates are replaced with a single re-computation of
the posterior representation after each sweep over all the n sites. In practice, one parallel iteration
step over all the sites can be much faster compared to a sequential EP iteration, especially if d or K
are large, but parallel EP may require larger number of iterations for overall convergence.
Setting the fraction parameter to η = 1 corresponds to regular EP updates whereas choosing a
smaller value produces a slightly different approximation that puts less emphasis on preserving all
the nonzero probability mass of the tilted distributions (Minka, 2005). Consequently, setting η < 1
tries to represent possible multimodalities in (24) but ignores modes far away from the main proba-
bility mass, which results in tendency to underestimate variances. However, in practice decreasing
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η can improve the overall numerical stability of the algorithm and alleviate convergence problems
resulting from possible multimodalities in case the unimodal approximation is not a good fit for the
true posterior distribution (Minka, 2005; Seeger, 2008; Jyla¨nki et al., 2011).
There is no theoretical convergence guarantee for the standard EP algorithm but damping the site
parameter updates can help to achieve convergence in harder problems (Minka and Lafferty, 2002;
Heskes and Zoeter, 2002).1 In damping, the site parameters are updated to a convex combination
of the old values and the new values resulting from (25) defined by a damping factor δ ∈ (0,1]. For
example, the precision parameter of the likelihood site term t˜wk,i is updated as τ˜i,k = (1− δ)τ˜oldi,k +
δτ˜newi,k and a similar update using the same δ-value is done on the corresponding location parameter
ν˜i,k. The convergence problems are usually seen as oscillations over iterations in the site parameter
values and they may occur, for example, if there are inaccuracies in the tilted moment evaluations,
or if the approximate distribution is not a suitable proxy for the true posterior, for example, due to
multimodalities.
3.2.1 EP APPROXIMATION FOR THE WEIGHT PRIOR TERMS
Assuming fixed site parameters for the likelihood approximation (19), or (11) in the case of full
couplings, the EP algorithm for determining the prior term approximations (13) and (14) can be
implemented in the same way as with sparse linear models (Seeger, 2008).
To derive EP updates for the non-Gaussian prior sites of the output weights v assuming the fac-
torized approximation, we need to consider only the prior site approximations (13) and the approxi-
mate posterior q(v) = N (v|µv,Σv) defined in equation (22). All approximate posterior information
from the observations D = {y,X} and the priors on the input weights w are conveyed in the parame-
ters {α˜i, ˜βi}ni=1 determined during the EP iterations for the likelihood sites. The EP implementation
of Seeger (2008) can be readily applied by using ∑ni α˜iα˜Ti and ∑ni ˜βi as a Gaussian pseudo likelihood
as discussed in Appendix E. Because the prior terms p(vk|σ2v,0) depend only on one random variable
vk, deriving the parameters of the cavity distributions q−k(vk)∝ q(vk)t˜v,k(vk|µ˜v,k, σ˜2v,k)−η and updates
for the site parameters µ˜v,k and σ˜2v,k require only manipulating univariate Gaussians. The moments
of the tilted distribution pˆk(vk) ∝ q−k(vk)p(vk|σ2v,0)η can be computed either analytically or using
a one-dimensional numerical quadrature depending on the functional form of the exact prior term
p(vk|σ2v,0).
To derive EP updates for the non-Gaussian hierarchical prior sites of the input weights w as-
suming the factorized approximation (20), we can consider the approximate posterior distributions
q(wk) = N (wk|µwk ,Σwk) from equation (21) separately with the corresponding prior site approx-
imations (14) related to the d components of wk. All approximate posterior information from the
observations y is conveyed by the site parameters {τ˜wk , ν˜wk} that together with the input features
form a Gaussian pseudo likelihood with a precision matrix XTdiag(τ˜wk)X and location term XTν˜wk
(compare with equation 21). It follows that the EP implementation of Seeger (2008) can be applied
to update the approximations q(wk) but, in addition, we have to derive site updates also for the scale
parameter approximations q(φl j ). EP algorithms for sparse linear models that operate on exact site
terms depending on a nonlinear combination of multiple random variables have been proposed by
Herna´ndez-Lobato et al. (2008) and van Gerven et al. (2009).
1. Alternative provably convergent double-loop algorithms exist but usually they require more computational effort in
the form of additional inner-loop iterations (Minka, 2001a; Heskes and Zoeter, 2002; Opper and Winther, 2005;
Seeger and Nickisch, 2011).
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Because the j:th exact prior term (3) depends on both the weight w j and the corresponding log-
transformed scale parameter φl j , the j:th cavity distribution is formed by removing a fraction η of
both site approximations t˜w, j(w j) and t˜φ, j(φl j ):
q− j(w j,φl j ) = q− j(w j)q− j(φl j) ∝ q(w j)q(φl j )t˜w, j(w j)−ηt˜φ, j(φl j )−η, (26)
where q(w j) is the j:th marginal approximation extracted from the corresponding approximation
q(wk), and the approximate posterior for φl j is formed by combining the prior (4) with all the site
terms t˜φ,i(φli) that depend on φli :
q(φl j ) ∝ p(φl j )
Kd
∏
i=1,li=l j
t˜φ,i(φli).
The j:th tilted distribution is formed by replacing the removed site terms with a fraction η of the
exact prior term p(w j|φl j ):
pˆ j(w j,φl j ) = ˆZ−1w j q− j(w j)q− j(φl j )p(w j|φl j )η ≡ qˆ(w j,φl j ), (27)
where qˆ(w j,φl j ) is a Gaussian approximation formed by determining the mean and covariance of
pˆ j(w j,φl j ). The site parameters are updated so that the resulting posterior approximation is consis-
tent with the marginal means and variances of qˆ(w j,φl j ):
qˆ j(w j)qˆ j(φl j ) = q− j(w j)q− j(φl j )t˜w, j(w j)ηt˜φ, j(φl j )η. (28)
Because of the factorized approximation, the cavity computations (26) and the site updates (27)
require only scalar operations similar to the evaluations of q−i(hi,k) and to the updates of {τ˜i, ν˜i} in
equations (31) and (46) respectively (see Appendix A and E).
Determining the moments of (27) can be done efficiently using one-dimensional quadratures
if the means and variances of w j with respect to the conditional distribution pˆ j(w j|φl j ) can be
determined analytically. This can be readily done when p(w j|φl j ) is a Laplace distribution or a
finite mixture of Gaussians. Note also that if we wish to implement an ARD prior we can choose
simply p(w j|φl j) = N (w j|0,φl j ), where φl j is a common scale parameter for all weights related to
the same input feature, that is, weights {w j,w j+d, ...,w j+(K−1)d}, for each j ∈ {1,2, ...,d}, share the
same scale φ j. The marginal tilted distribution for φl j is given by
pˆ(φl j ) = ˆZ−1w j
∫
q− j(w j)q− j(φl j )p(w j|φl j )ηdw j = ˆZ−1w j Z(φl j ,η)q− j(φl j )
≈ N (φl j |µˆφ,l j , σˆ2φ,l j ), (29)
where it is assumed that Z(φl j ,η) =
∫
q− j(w j)p(w j|φl j )ηdw j can be calculated analytically. The
normalization term ˆZ−1w j , the marginal mean µˆφ,l j , and the variance σˆ
2
φ,l j can be determined using
numerical quadratures.
The marginal tilted mean and variance of w j can be determined by integrating numerically the
conditional expectations of w j and w2j over pˆ j(φl j ):
E(w j) = ˆZ−1w j
∫
w j pˆ j(w j|φl j )Z(φl j ,η)q− j(φl j )dw jdφl j =
∫
E(w j|φl j ,η)pˆ j(φl j )dφl j
Var(w j) =
∫
E(w2j |φl j ,η)pˆ j(φl j )dφl j −E(w j)2, (30)
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where pˆ j(w j|φl j ) = Z(φl j ,η)−1q− j(w j)p(w j|φl j )η, and it is assumed that the conditional expecta-
tions E(w j|φl j ,η) and E(w2j |φl j ,η) can be calculated analytically. For prior distributions p(w j|φl j )
belonging to the exponential family, the exponentiation with η results in a distribution of the same
family multiplied by a function of η and φl j . Evaluating the marginal moments according to equa-
tions (29) and (30) requires a total of five one-dimensional quadrature integrations but in practice
this can be done efficiently by utilizing the same function evaluations of pˆ j(φl j ) and taking into
account the prior specific forms of E(w j|φl j ,η) and E(w2j |φl j ,η).
3.3 Implementing the EP Algorithm
In this section, we describe the computational implementation of the EP algorithm resulting from the
choice of the approximating family described in Section 3.1. Because the non-Gaussian likelihood
term in the tilted distribution (24) depends on z = [wT,vT]T only through the linear transformation
ui = [hTi ,vT]T = BTi z, the EP algorithm can be more efficiently implemented by iteratively deter-
mining and matching the moments of the lower-dimensional random vector ui instead of z (Cseke
and Heskes, 2011, appendix C). The computations can be further facilitated by using the factorized
approximation (20): Because the hidden activations hi,k = xTi wk related to different hidden units
k = 1, ...,K are independent of each other and v, it is only required to propagate the marginal means
and covariances of hi,k and v to determine the new site parameters. This results in computation-
ally more efficient determination of the cavity distributions (23), the tilted distributions (24), and
the new site parameter from (25). Details of the computations required for updating the likelihood
site approximations are presented in Appendices A–E. The main properties of the procedure can be
summarized as:
• Appendix A presents the formulas for computing the parameters of the cavity distributions
(23). The factorized approximation (20) leads to efficient computations, because the cavity
distribution can be factored as q−i(z) = q−i(v)∏Kk=1 q−i(wk). The parameters of q−i(hi,k) re-
sulting from the transformation hi,k = xTi wk can be computed using only scalar manipulations
of the mean and covariance of q(hi,k) = N (xTi µwk ,xTi Σwk xi). Because of the outer-product
structure of t˜v,i(v) in equation (19), also the parameters of q−i(v) can be computed using
rank-one matrix updates.
• Appendix B describes how the marginal mean and covariance of v with respect to the tilted
distribution (24) can be approximated efficiently using a similar approach as in the UKF
filter (Wan and van der Merwe, 2000). Because of the factorized approximation (20) only
one-dimensional quadratures are required to compute the means and variances of g(hi,k) with
respect to q−i(hi,k) and no multivariate quadrature or sigma-point approximations are needed.
• Appendix C presents a new way to approximate the marginal distribution of pˆi(hi,k) result-
ing from (24). In preliminary simulations we found that a more simple approach based
on the unscented transform and the approximate linear filtering paradigm did not capture
well the information from the left-out observation yi. This behavior was more problematic
when there was a large discrepancy between the information provided by the likelihood term
through the marginal tilted distribution pˆi(yi|hi,k) =
∫
p(yi| fi,θ)ηq−i(v)q−i(hi,−k)dvdhi,−k
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and the cavity distribution q−i(hi,k), where hi,−k includes all components of hi except hi,k.2
The improved numerical approximation of pˆi(hi,k) is obtained by approximating q−i( fi|hi,k),
that is, the distribution of the latent function value fi = ∑Kk=1 g(hi,k) + v0 resulting from
q−i(hi,−k,v|hi,k) = q−i(v)∏k′ 6=k q−i(hi,−k), with a Gaussian distribution and carrying out the
integration over fi analytically. According to the central limit theorem we expect this approx-
imation to get more accurate as K increases.
• Appendix D generalizes the tilted moment estimations of Appendices B and C for approx-
imate integration over the posterior uncertainty of θ = logσ2. Computationally convenient
marginal mean and covariance estimates for v, {hi,k}Kk=1, and θ can be obtained by assuming
an independent posterior approximation for θ and making a similar Gaussian approximation
for q−i( fi) as in Appendix C. Compared to the tilted moments approximations of v and hi
with fixed θ, the approach requires five additional univariate quadratures for each likelihood
term, which can be facilitated by utilizing the same function evaluations.
• Appendix E presents expressions for the new site parameters obtained by applying the results
of Appendices A–D in the moment matching condition (25). Because of the factorization
assumption in (20) and the UKF-style approximation in the tilted moment estimations (Ap-
pendix B), the parameters of the likelihood term approximations related to v can be written
as α˜i = mgiσ˜
−1
v,i and ˜βi = mgiσ˜
−2
v,i µ˜v,i, where [mgi ]k =
∫
g(hi,k)q−i(hi,k)dhi,k and µ˜v,i can be
interpreted as Gaussian pseudo-observations with noise variances σ˜2v,i (compare with equa-
tion (42) and (43)). By comparing the parameter expressions with (22), the output-layer
approximation q(v) can be interpreted as a linear model where the cavity expectations of the
hidden unit outputs g(hi,k) = g(wTk xi) are used as input features. The EP updates for the site
parameters τ˜i,k and ν˜i,k related to the input weight approximations q(wk) require only scalar
operations similarly to other standard EP implementations (Minka, 2001b; Rasmussen and
Williams, 2006).
Appendix F describes how the predictive distribution p(y∗|x∗) related to a new input vector x∗
can be approximated efficiently using q(v), {q(wk)}Kk=1, and q(θ). Note that the prior scale approx-
imations {q(φl)}Ll=1 are not needed in the predictions because information from the hierarchical
input weight priors is approximately absorbed in {q(wk)}Kk=1 during the EP iterations. Appendix G
shows how the EP marginal likelihood approximation, logZEP ≈ log p(y|X), conditioned on fixed
hyperparameters (in this case σ2v,0), can be computed in a numerically efficient and stable man-
ner. The marginal likelihood estimate can be used to monitor convergence of the EP iterations, to
determine marginal MAP estimates of the fixed hyperparameters, and to compare different model
structures.
3.3.1 GENERAL ALGORITHM DESCRIPTION AND OTHER PRACTICAL CONSIDERATIONS
Algorithm 1 collects together all the computational components described in Section 3.2.1 and
Appendices A–E into a single EP algorithm. In this section we will discuss the initialization, the
order of updates between the different term approximations, and the convergence properties of the
algorithm.
2. The UKF approach was found to perform better with smaller values η because then a fraction of the site approx-
imation from the previous iteration is left in the cavity, which can reduce the possible multimodality of the tilted
distribution.
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Algorithm 1: An EP algorithm for a two-layer MLP-network with non-Gaussian hierarchical
priors on the weights.
Initialize approximations µv, Σv, {µwk ,Σwk}Kk=1, µθ, σ2θ, and {µφl ,σ2φl}Ll=1 using X,
{τ˜i, ν˜i,α˜i, ˜βi, µ˜θ,i, σ˜2θ,i}ni=l , {µ˜w, j, σ˜2w, j, µ˜φ, j, σ˜2φ, j}Kdj=1, and {µ˜v,k, σ˜2v,k}Kk=1.
repeat
if sufficient convergence in {τ˜i, ν˜i,α˜i, ˜βi, µ˜θ,i, σ˜2θ,i}ni=l and {µ˜v,k, σ˜2v,k}Kk=1 then
1 Run the EP algorithm to update the parameters {µ˜w, j, σ˜2w, j, µ˜φ, j, σ˜2φ, j}Kdj=1 of the prior
site approximations (14) associated with the input weights w and the scale
parameters φ (Section 3.2.1).
end
Loop over the non-Gaussian likelihood terms:
for i ← 1 to n do
2 Compute the means and covariances of the cavity distributions: {q−i(hi,k)}Kk=1 and
q−i(v) using equations (31) and (32).
If θ unknown, compute the cavity distribution q−i(θ) (Appendix A).
3 Compute the means and covariances of the tilted distributions qˆi(v) = N (µˆi, ˆΣi) and
qˆi(hi, j) = N (mˆi, ˆVi) for k = 1, ...,K:
If θ known, use (33) and (36).
Otherwise, use (38), (39), and (41), and compute qˆi(θ) = N (µˆi, σˆ2i ) from (37).
4 Update the site parameters τ˜i, ν˜i, α˜i, ˜βi using (44), (45), and (46).
If θ unknown, update µ˜θ,i, σ˜2θ,i.
if sequential updates then
5 Rank-1 updates for {q(wk)}Kk=1 according to the changes in {τ˜i,k, ν˜i,k}Kk=1.
If θ unknown, update the mean and covariance of q(θ).
end
end
if parallel updates then
6 Recompute the posterior approximations {q(wk)}Kk=1 using {τ˜i, ν˜i}ni=1.
If θ unknown, recompute the mean and covariance of q(θ).
end
7 Update q(v) using {α˜i, ˜βi}ni=1.
if sufficient data fit then
8 Run the EP algorithm to update the parameters {µ˜v,k, σ˜2v,k}Kk=1 of the prior site
approximations (13) related to the output weights v (Section 3.2.1).
end
until convergence or maximum number of iterations exceeded
In practice, we combined the EP algorithms for the likelihood sites (19) and the weight prior
sites of v (13) and w (14) by running them in turn (in respective order, see lines 2-7, 8, and 1 in
Algorithm 1). Because all information from the observations y is conveyed by the likelihood term
approximations, it is sensible to iterate first the parameters τ˜i, ν˜i, α˜i, and ˜βi to obtain a good data fit
while keeping the prior term approximations (13) and (14) fixed so that all the output weights remain
effectively positive and all the input weights have equal prior distributions. Otherwise, depending
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on the scales of the priors, many hidden units and input weights could be effectively pruned out of
the model by the prior site parameters {µ˜v,k, σ˜2v,k}Kk=1 and {µ˜w, j, σ˜2w, j, µ˜φ, j, σ˜2φ, j}Kdj=1: for example, the
prior means µ˜w, j would push the approximate marginal distribution q(w j) towards zero and the scale
parameter σ˜2w, j would adjust the variance of q(w j) to the level reflecting the fixed scale prior defi-
nition p(φl j ) = N (µφ,0,σ2φ,0). During the iterations, the data fit can be assessed by monitoring the
convergence of the approximate LOO predictive density logZLOO = ∑i log p(yi|y−i,X) ≈ ∑i log ˆZi
that usually increases steadily in the beginning of the learning process as the model adapts to the ob-
servations y. In contrast, the approximate marginal likelihood logZEP ≈ log p(y|X) depends more
on the model complexity and usually fluctuates more during the learning process because many
different model structures can produce the same predictions.
We initialized the algorithm with 10-20 iterations over the likelihood sites with θ fixed to a
sufficiently small value, such as σ2 = exp(θ) = 0.32, and the input weight priors set to µ˜w, j = 0
and σ˜2w, j = 0.5, where we have assumed that the target variables y and the columns of X containing
the input variables are normalized to zero mean and unit variance. For the input bias term (the
last column of X), a larger variance σ˜2w,d = 22 can be used so that the network is able to produce
step functions at different locations of the input space. The prior means of the output weights
µ˜v,k were initialized with linear spacing in some appropriate interval, for example [1,2], and the
prior variances were set to sufficiently small values such as σ˜2v,k = 0.22 so that the elements of the
approximate mean vector µv remain positive during the initial iterations.
We initialized the parameters {τ˜i, ν˜i,α˜i, ˜βi}ni=1 to zero, which means that in the beginning all
hidden units produce zero expected outputs mgi = 0 resulting into zero messages to the output
weights v in equations (42) and (43). However, because of the initialization of µ˜v,k and σ˜2v,k, the initial
approximate means of the output weights [µv]k = µ˜v,k will be positive and nonidentical. It follows
that different nonzero messages will be sent to the input weights according to (46) because the tilted
moments mˆi,k and ˆVi,k from (36) will differ from the corresponding marginal moments mi,k = xTi µwk
and Vi,k = xTi Σwk xi. If in the beginning all the hidden units were updated simultaneously with the
same priors for the output weights, they would get very similar approximate posteriors. In this
case all the computational units do more or less the same thing but sufficiently many iterations
would eventually result in different values for all the input weight approximations q(wk). This
learning process can be accelerated by the previously described linearly spaced prior means µ˜v, j or
by updating only one hidden unit in the beginning and increasing the number of updated units one
by one after every few iterations. The rationale behind the latter incremental scheme is that the first
unit will usually explain the dominant linear relationships between x and y and the remaining units
will fit to more local nonlinearities.
The positive Gaussian output weight priors defined at the initialization of µ˜v,k and σ˜2v,k can be
relaxed after the initial iterations by running the EP algorithm on the term approximations (13) for
the truncated prior terms (5) (line 8 in Algorithm 1). The EP updates for the observation noise θ can
be started after the initial iterations (lines 2-5 in Algorithm 1). We initialized the site parameters
{µ˜θ,i, σ˜2θ,i}ni=1 to zero, and at the first iteration for θ we also kept parameters τ˜i, ν˜i, α˜i, and ˜βi
fixed so that the initial fluctuations of µ˜θ,i and σ˜2θ,i do not affect the approximations q(v) and q(wk).
After sufficient convergence is obtained in the EP iterations on the parameters of the likelihood sites
{τ˜i, ν˜i,α˜i, ˜βi, µ˜θ,i, σ˜2θ,i}ni=l and the parameters of the output weight prior sites {µ˜v,k, σ˜2v,k}Kk=1, the EP
updates can be started on the parameters {µ˜w, j, σ˜2w, j, µ˜φ, j, σ˜2φ, j}Kdj=1 of the prior term approximations
(14) (line 1 in Algorithm 1).
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If all the prior term approximations together with {τ˜i, ν˜i}ni=1 are kept fixed, that is, q(wk) are not
updated, the EP algorithm for the parameters α˜i and ˜βi related to q(v) converges typically in 5-10
iterations. In addition, if τ˜wk and ν˜wk related to only one hidden unit k are updated, the algorithm
will typically converge in less than 10 iterations. The fast convergence is expected because in both
cases the iterations can be interpreted as a standard EP algorithm on a linear model with known input
variables. However, updating only one hidden unit at a time will induce moment inconsistencies
between the approximations and the corresponding tilted distributions of the other K−1 hidden unit
activations hi,k and the output weights v. This means that such update scheme would require many
separate EP runs for each hidden unit and v to achieve overall convergence and in practice it was
found more efficient to update all of them together simultaneously with a sufficient level of damping.
The updates on α˜i and ˜βi were damped more strongly by δ∈ 0.2 so that subsequent changes in q(v)
would not inflict unnecessary fluctuations in the parameters of q(wk), which are more difficult to
determine and converge more slowly compared with q(v). In other words, we wanted to change the
output weight approximations more slowly so that messages have enough time to propagate between
the hidden units. For the same reason, on the line 7 of Algorithm 1 parallel updates are done on
q(v) whereas the user can choose between sequential and parallel updates for q(wk) (lines 5 and 6).
With sequential posterior updates for q(wk), damping the updates of τ˜i and ν˜i with δ∈ [0.5,0.8] was
found sufficient whereas with parallel updates δ < 0.5 was often required. If there are large number
of input features, it may be more efficient to use parallel updates for q(wk) with larger amount of
damping in a similar framework as described by van Gerven et al. (2009).
The EP updates for the prior terms of v and wk are computationally less expensive and converge
faster compared with the likelihood term approximations. With fixed values of {τ˜i, ν˜i,α˜i, ˜βi}ni=1
typically 5-10 iterations were required for convergence of the updates on the prior term approxima-
tions related to v in line 8 of Algorithm 1. The relative time required for computations is negligible
compared with lines 2-7 because the output weights are allowed to change relatively slowly by
damping the updates on α˜i and ˜βi in line 4. For this reason we ran the EP algorithm for the prior
term approximations of v to convergence after each parallel update of q(v) on line 7 to make sure
that components of v are distributed at positive values at all times. Because of the propagation of in-
formation between approximations q(wk) via the hierarchial scale parameter approximations q(φl),
larger number of iterations (typically 10-40) were required for convergence of the updates on the
hierarchical prior term approximations related to w in line 1 of Algorithm 1. At least two sensible
update schemes can be considered for EP on the input weight priors after sufficient convergence is
achieved with the initial Gaussian priors defined using µ˜w, j and σ˜2w, j: 1) The EP algorithm in line
1 is run only once until convergence and then the other parameters {τ˜i, ν˜i,α˜i, ˜βi, µ˜θ,i, σ˜2θ,i}ni=l and
{µ˜v,k, σ˜2v,k}Kk=1 are iterated to convergence with fixed {µ˜w, j, σ˜2w, j}Kdj=1 or 2) the EP algorithm in line 1 is
run once until convergence and after that only one inner iteration is done on {µ˜w, j, σ˜2w, j, µ˜φ, j, σ˜2φ, j}Kdj=1
in line 1. In the first scheme a fixed sparsity-favoring Gaussian prior is constructed using the cur-
rent likelihood term approximations and in the latter scheme the prior is iterated further within the
EP algorithm for the likelihood terms. The latter scheme usually converges more slowly and re-
quires more damping. Damping the updates by δ ∈ [0.5,0.7] and choosing a fraction parameter
η ∈ [0.7,0.9] resulted in numerically stable updates and convergence for the EP algorithms on the
prior term approximations.
The fraction parameter η used in updating the likelihood term approximations according to
equations (23)–(25) has a significant effect on the behavior of the algorithm. Because the approx-
19
JYLA¨NKI, NUMMENMAA AND VEHTARI
imate tilted distributions (36) and (41) are often multimodal when the prediction resulting from
the cavity distributions q−i(v) and q−i(hi) does not fit well the left out observation yi, the value
of η affects significantly the Gaussian approximation qˆ(hi,k) = N (hi,k)|mˆi,k, ˆVi,k). When η is close
to one and the discrepancy between yi and the cavity prediction is large, the resulting multimodal
tilted distribution is represented with a very wide Gaussian distribution. If there are no other data
points supporting the deviating information provided by yi, the model may simply attempt to widen
the predictive distribution at xi. Consequently, the updates on the sites with large discrepancies are
often more difficult because of large changes to τ˜i and ν˜i. Furthermore, the approximation may not
fit well the training data if there are isolated data points that cannot be considered as outliers. If
η is smaller, for example η ∈ [0.4,0.7], a fraction 1−η of the site approximation t˜wk ,i(wk|τ˜i, ν˜i)
from the previous iteration is left in the cavity distribution and the discrepancy between the cavity
prediction and yi is usually small. Consequently, the model fits more accurately to the training data,
the EP updates are numerically more robust, and usually less damping is required. However, in the
experiments we found that with smaller values of η the model can also overfit more easily which is
why we set η = 0.95.
4. Experiments
First, three case studies with simulated data were carried out to illustrate the properties of the pro-
posed EP-based neural network approach with sparse priors (NN-EP). Case 1 compares the effects
of integration over the uncertainty resulting from a sparsity-favoring prior with a point-estimate
based ARD solution. Case 2 illustrates the benefits of sparse ARD priors on regularizing the pro-
posed NN-EP solution in the presence of irrelevant features and various input effects with different
degree of nonlinearity. Case 3 compares the parametric NN-EP solution to an infinite Gaussian
process network using observations from a discontinuous latent function. In cases 1 and 3, compar-
isons are made with an infinite network (GP-ARD) implemented using a Gaussian process with a
neural network covariance function and ARD-priors with separate variance parameters for all input
weights (Williams, 1998; Rasmussen and Williams, 2006). The neural-network covariance func-
tion for the GP-prior can be derived by letting the number of hidden units approach infinity in a
2-layer MLP network that has cumulative Gaussian activation functions and fixed zero-mean Gaus-
sian priors with separate variance (ARD) parameters on the input-layer weights related to each input
variable (Williams, 1998). Point estimates for the ARD parameters, the variance parameter of the
output weights, and the noise variance were determined by optimizing the marginal likelihood with
uniform priors on the log-scale. Finally, the predictive accuracy of NN-EP is assessed with four
real-world data sets and comparisons are made with a neural network GP with a single variance
parameter for all input features (GP), a GP with ARD priors (GP-ARD), and a neural network with
hierarchical ARD priors (NN-MC) inferred using MCMC as described by Neal (1996).
4.1 Case 1: Overfitting of the ARD
The first case illustrates the overfitting of ARD with a similar example as presented by Qi et al.
(2004). Figure 2 shows a two-dimensional regression problem with two relevant inputs x1 and x2.
The data points are obtained from three clusters, { f (x) = 1|x1 > 0.5,x2 > 0.5}, { f (x) = 0|0.5 >
x1 >−0.5,0.5 > x2 >−0.5}, and { f (x) = 0.8|x1 <−0.5,x2 <−0.5}. The noisy observations were
generated according to y = f (x)+ ε, where ε ∼ N (0,0.12). The observations can be explained by
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Figure 2: Case 1: An example of the overfitting of the point-estimate based ARD on a simulated
data set with two relevant input features. (a) A GP model with a neural network covari-
ance function and point-estimates for the ARD parameters. (b) An EP approximation for
a neural network with 10 hidden units and independent Laplace priors with one common
unknown scale parameter φ on the input weights. (c) and (d) The 95 % approximate
marginal posterior probability intervals for the input weights and the output weights of
the EP-based neural network.
using a combination of two step functions with only either one of the input features but a more
robust model can be obtained by using both of them.
Subfigure (a) shows the predictive mean of the latent function f (x) obtained with the optimized
GP-ARD solution. Input x2 is effectively pruned out and almost a step function is obtained with
respect to input x1. Subfigure (b) shows the NN-EP solution with K = 10 hidden units and Laplace
priors with one common unknown scale parameter φ1 on the input weights w. The prior for φ1
was defined as φ1 ∼ N (µφ,0,σ2φ,0), where µφ,0 = 2log(0.1) and σ2φ,0 = 1.52. The noise variance σ2
was inferred using the same prior definition for both models: θ = log(σ2) ∼ N (µθ,0,σ2θ,0), where
µθ,0 = 2log(0.05) and σ2θ,0 = 1.52. NN-EP produces a much smoother step function that uses both
of the input features. Despite of the sparsity favoring Laplace prior, the NN-EP solution preserves
the uncertainty on the input variable relevances. This shows that the approximate integration over
the weight prior can help to avoid pruning out potentially relevant inputs. Subfigure (c) shows the
95% approximate marginal posterior probability intervals derived from the Gaussian approxima-
tions q(wk) with the same ordering of the weights as in vector zT = [wT1 , ...,wTK ] (every third weight
corresponds to the input bias term). The vertical dotted lines separate the input weights associ-
ated with the different hidden units. Subfigure (d) shows the same marginal posterior intervals for
the output weights computed using q(v). Only hidden units 5 and 6 have clearly nonzero output
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weights and input weights corresponding to the input variables x1 and x2 (see the first two weight
distributions in triplets 5 and 6 in panel (c)). For the other hidden units, the input weights related
to x1 and x2 are distributed around zero and they have negligible effect on the predictions. In panel
(c), the third input weight distribution corresponding to the bias term in each triplet are distributed
in nonzero values for many unused hidden units but these bias effects affect only the mean level
of the predictions. These nonzero bias weight values may be caused by the observations not being
normalized to zero mean. The weights corresponding to hidden unit 1 differ from the other unused
units, because a linear action function was assigned to it for illustration purposes. If required, a
truly sparse model could be obtained by removing the unused hidden units and running additional
EP iterations until convergence.
4.2 Case 2: The Effect of Sparse Priors in a Regression Problem Consisting of Additive
Input Effects with Different Degree of Nonlinearity
The second case study illustrates the effects of sparse priors using a similar regression example as
considered by Lampinen and Vehtari (2001). In our experiments we found two main effects from ap-
plying sparsity-promoting priors with adaptive scale parameters φ = [φ1, ...,φL] on the input-layer.
Firstly, the sparse priors can help to suppress the effects of irrelevant features and protect from
overfitting effects in input variable relevance determination as illustrated in Case 1 (Section 4.1).
Secondly, sparsity-promoting priors with adaptive prior scale parameters φ can mitigate the effects
of unsuitable initial Gaussian prior definitions on the input layer (too large or too small initial prior
variances σ˜2w, j, see Section 3.3.1 for discussion on the initialization). More precisely, the sparse pri-
ors with adaptive scale parameters can help to obtain better data fit and more accurate predictions by
shrinking the uncertainty on the weights related to irrelevant features towards zero and by allowing
the relevant input weights to gain larger values which are needed in modeling strongly nonlinear (or
step) functions. Placing very large initial prior variances σ˜2w, j on all weights enables the model to fit
strong nonlinearities but the initial learning phase is more challenging and prone to end up in poor
local minima. In this section, we demonstrate that switching to Gaussian ARD priors with adaptive
scale parameter φ1, ...,φd after a converged EP solution is obtained with fixed Gaussian priors can
reduce the effects of irrelevant features, decrease the posterior uncertainties on the predictions on
f (x), and enable the model to fit more accurately latent nonlinear effects.
A data set with 200 observations and ten input variables with different additive effects on the
target variable was simulated. The black lines in Figure 3 show the additive effects as a function
of each input variable xi, j . The targets yi were calculated by summing the additive effects together
and adding Gaussian noise with a standard deviation of 0.2. The first input variable is irrelevant and
variables 2-5 have an increasing linear effect on the target. The effects of input variables 6-10 are
increasingly nonlinear and the last three of them require at least three hidden units for explaining
the observations.
Figure 3(a) shows the converged NN-EP solution with fixed zero-mean Gaussian priors on the
input weights. The number of hidden units was set to K = 10 and the noise variance σ2 was inferred
using the prior definition µθ,0 = 2log(0.05) and σ2θ,0 = 22. The Gaussian priors were defined by
initializing the prior site parameters of the input weights as {µ˜w, j = 0, σ˜2w, j = 0.42}Kdj=1. The dark grey
lines illustrate the posterior mean predictions and the shaded light gray area the 95% approximate
posterior predictive intervals of the latent function f (x). The graphs are obtained by changing
the value of each input in turn from −5 to 5 while keeping the others fixed at zero. The training
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Figure 3: Case 2: An artificial regression problem where the observations are formed as a sum of
additive input effects dependent on ten input features. The true additive effects are shown
with black lines and the estimated mean predictions with dark grey lines. The 95% pos-
terior predictive intervals are shaded with light grey. (a) A converged EP approximation
for a neural network with ten hidden units and fixed zero-mean Gaussian priors on the
input weights. (b) The resulting EP approximation when the Gaussian priors of the net-
work in panel (a) are replaced with Gaussian ARD priors with separate scale parameters
φ1, ...,φd for all input variables, and additional EP iterations are done until a new con-
verged solution is obtained. Figure 4 visualizes the approximate posterior distributions of
the parameters of the ARD network from panel (b).
observations are obtained by sampling all input variables linearly from the interval xi, j ∈ [−pi,pi].
Panel (b) shows the resulting NN-EP solution when the Gaussian priors of the network in panel (a)
are replaced with Gaussian ARD priors with adaptive scale parameter φ1, ...,φd and additional EP
iterations are done until convergence. Prior distributions for the scale parameters were defined as
φl ∼ N (µφ,0,σ2φ,0), where µφ,0 = 2log(0.01) and σ2φ,0 = 2.52. This prior definitions favors small
input variances close to 0.01 but enables also larger values around one. It should be noted that the
actual variance parameters σ˜2w, j of the prior site approximations can attain much larger values from
the EP updates.
With the Gaussian priors (Figure 3(a)), the predictions do not capture the nonlinear effects very
accurately and the model produces a small nonzero effect on the irrelevant input 1. Applying the
ARD priors (Figure 3(b)) with additional iterations produces clearly more accurate predictions on
the latent input effects and effectively removes the predictive effect of input 1. The overall approx-
imate posterior uncertainties on the latent function f (x) are also smaller compared with the initial
Gaussian priors. We should note that the result of panel (a) depends on the initial Gaussian prior
definitions and choosing a smaller σ˜2w, j = 0.22 or optimizing it could give more accurate predictions
compared with the solution visualized in panel (a).
Figure 4 shows the 95% posterior credible intervals for the input weights w (a), the prior scale
parameters φ1, ...,φd (b), and the output weights v (c) of the NN-EP approximation with ARD priors
visualized in Figure 3(b). In panel (a) the input weights from the different hidden units are grouped
together according to the different additive input effects 1–10, and the weights related to the linear
effects 1–5 are scaled by 40 for illustration purposes, because they are much smaller compared with
the weights associated with the nonlinear input effects 6–10. From panels (a) and (c) we see that
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Figure 4: Case 2: Visualization of the model parameters related to the artificial regression problem
shown in Figure 3. Panels (a), (b), and (c) show the 95% marginal posterior credible
intervals for the input weights w, the scale parameters φ1, ...,φd , and the output weights v
of the neural network with Gaussian ARD priors from Figure 3(b). In panel (a) the input
weights associated with each additive input effect (1-10) are grouped together (the bias
terms are not shown). The weight distributions related to the linear input effects 1–5 are
much smaller compared with the nonlinear effects 6–10, which is why they are scaled by
40 for better illustration in panel (a).
only hidden units are 1–5 and 9 have clearly non-zero effect on the predictions. The linear effects
of inputs 1–5 are modeled by unit 3 that has very small but clearly nonzero input weights in panel
(a) and a very large output weight in panel (a). The input weights related to the irrelevant input 1
are all zero in the 95% posterior confidence level. By comparing panels (a) and (c) we can also
see that hidden units 1, 2, 4, 5, and 9 are most probably responsible for modeling the nonlinear
input effects 6-7 because of large input weights values. Panel (b) gives further evidence on this
interpretation because the scale parameters associated with the nonlinear input effects 6–10 are
clearly larger compared to effects 1–5. The scale parameters associated with the linear input effects
1–5 increase steadily as the magnitudes of the true effects increase. These results are congruent
with the findings of Lampinen and Vehtari (2001) who showed by MCMC experiments that with
MLP models the magnitudes of the ARD parameters and the associated input weights also reflect
the degree of nonlinearity associated with the latent input effects, not only the relevance of the input
features.
4.3 Case 3: Comparison of a Finite vs. Infinite Network with Observations from a Latent
Function with a Discontinuity
The third case study compares the performance of the finite NN-EP network with an infinite GP
network in a one-dimensional regression problem with a strong discontinuity. Figure 5 shows the
true underlying function (black lines) that has a discontinuity at zero together with the noisy ob-
servations (black dots). Panel (a) shows the predictive distributions obtained using NN-EP with ten
hidden units (K = 10) and Laplace priors with one common scale parameter φ. The prior distribution
for the scale parameter was defined with µφ,0 = 2log(0.01) and σ2φ,0 = 2.52, and the noise variance
σ2 was inferred from the data using the prior definition µθ,0 = 2log(0.05) and σ2θ,0 = 22. Panel (b)
shows the corresponding predictions obtained using a GP with a neural network covariance func-
tion. With the GP network the noise variance was optimized together with the other hyperparameters
using the marginal likelihood. The finite NN-EP network explains the discontinuity with a slightly
24
EXPECTATION PROPAGATION FOR NEURAL NETWORKS WITH SPARSE PRIORS
x
f
 
 
−3 −2 −1 0 1 2 3
−1.5
−1
−0.5
0
0.5
1
1.5
Target
Data
Mean prediction
95% error bars
(a)
x
f
 
 
−3 −2 −1 0 1 2 3
−1.5
−1
−0.5
0
0.5
1
1.5
Target
Data
Mean prediction
95% error bars
(b)
Figure 5: Case 3: An artificial regression problem consisting of noisy observations (black dots)
generated from a latent function (black lines) that has a discontinuity at zero. Panel (a)
shows the mean predictions (dark grey line) and the 95% credible intervals (light gray
shaded area) obtained using the proposed EP approach for a NN with ten hidden units
and Laplace priors with one common scale parameter φ on the input weights. Panel (b)
visualizes the corresponding predictive distribution obtained using a GP with a neural
network covariance function.
smoother step compared to infinite GP network, but the GP mean estimate shows fluctuations near
the discontinuity. It seems that the infinite GP network fits more strongly to individual observations
near the discontinuity. This shows that a flexible parametric model with a limited complexity may
generalize better with finite amount of observations even though the GP model includes the correct
solution a priori. This is in accordance with the results described by Winther (2001).
4.4 Predictive Comparisons with Real World Data
In this section the predictive performance of NN-EP is compared to three other nonlinear regression
methods using the following real-world data sets: the concrete quality data (Concrete) analyzed
by Lampinen and Vehtari (2001), the Boston housing data (Housing) and the unnormalized Com-
munities and Crime data (Crime) that can be obtained from the UCI data repository (Frank and
Asuncion, 2010), and the robot arm data (Kin40k) utilized by Schwaighofer and Tresp (2003).3
The number of observations n and the number of input features d are shown in Table 1 for each
data set. The Kin40k includes originally only 8 input features but we added 92 irrelevant uniformly
sampled random inputs to create a challenging feature selection problem. The columns of the input
matrices X and the output vectors y were normalized to zero mean and unit variance for all methods.
The predictive performance of the models was measured using the log predictive densities and the
squared errors evaluated with separate test data. We used 10-fold cross-validation with the Housing,
Concrete, and Crime data, whereas with Kin40k we chose randomly 5000 data points for training
and used the remaining observations for validation.
3. Kin40k data is based on the same simulation of the forward kinematics of an 8 link all-revolute robot arm as the
Kin family of data sets available at http://www.cs.toronto.edu/
˜
delve/ except for lower noise level and larger
amount of observations.
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The proposed NN-EP solution was computed using two alternative prior definitions: Laplace
priors with one common scale parameter φ (NN-EP-LA), and Gaussian ARD priors with separate
scale parameters φ1, ...,φd for all inputs including the input bias terms (NN-EP-ARD). With both
prior frameworks, the hyperpriors for the scale parameters were defined as φl ∼N (µφ,0,σ2φ,0), where
µφ,0 = 2log(0.01) and σ2φ,0 = 2.52. This definition encourages small input weight variances (around
0.012) but enables also large input weight values if required for strong nonlinearities assuming the
input variables are scaled to unit variance. The noise level θ = log(σ2) was inferred from data with
a prior distribution defined by µθ,0 = 2log(0.01) and σ2θ,0 = 22, which is a sufficiently flexible prior
when the output variables y are scaled to unit variance. The methods used for comparison include
an MCMC-based MLP network with ARD priors (NN-MC) and two GPs with a neural network
covariance function: one with common variance parameter for all inputs (GP), and another with
separate variance hyperparameters for all inputs (GP-ARD). With both GP models the hyperparam-
eters were estimated by gradient-based optimization of the analytically tractable marginal likelihood
(Rasmussen and Williams, 2006). For NN-MC and NN-EP, we set the number of hidden units to
K = 10 with the Housing, Concrete, and Crime data sets. With the Kin40k data, we set K = 30
because n is large and fewer units were found to produce clearly worse data fits.
Table 1 summarizes the means (mean) and standard deviations (std) of the log predictive densi-
ties (LPDs) and the squared errors (SEs). Because the distributions of the LPD values are heavily
skewed towards negative values, we summarize also the lower 1% percentiles (prct 1%). Similarly,
because the SE values are skewed towards positive values we summarize also the 99% percentiles
(prct 99%). These additional measures describe the quality of the worst case predictions of the
methods. Table 1 summarizes also the average relative CPU times (cputime) required for parameter
estimation and predictions using MATLAB implementations. The GP models were implemented
using the GPstuff4 toolbox and NN-MC was implemented using the MCMCstuff5 toolbox. The
CPU times were averaged over the CV-folds and scaled so that the relative cost for NN-EP is one.
These running time measures are highly dependent on the implementation, the tolerance levels in
optimization and iterative algorithms, and the number of posterior draws, and therefore they are
reported only to summarize the main properties regarding the scalability of the different methods.
When assessing the results with respect to the Housing and Concrete data sets, it is worth noting
that there is evidence that an outlier-robust observation model is beneficial over the Gaussian model
used in this comparison with both data sets (Jyla¨nki et al., 2011).
Table1 shows that NN-EP-LA performs slightly better compared to NN-EP-ARD in all data
sets except in Kin40k, where NN-EP-ARD gives clearly better results. The main reason for this
is probably the stronger sparsity of the NN-EP-ARD solutions: In Kin40k data there are a large
number truly irrelevant features that should be completely pruned out of the model, whereas with
the other data sets most features have probably some relevance for predictions or at least they are not
generated in a completely random manner. Further evidence for this is given by the clearly better
performance of GP-ARD over GP with the Kin40k data.
If the mean log predictive densities (MLPDs) are considered, the NN-MC approach based on
a finite network performs best in all data sets except with Kin40k, where the infinite GP-ARD
network is slightly better. The main reason for this is probably the strong nonlinearity of the true
latent mapping, which requires a large number of hidden units, and consequently the infinite GP
4. http://becs.aalto.fi/en/research/bayes/gpstuff/
5. http://becs.aalto.fi/en/research/bayes/mcmcstuff/
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Table 1: A predictive assesment of the proposed EP approach for neural networks with two dif-
ferent prior definitions: Laplace priors with one common scale parameter φ (NN-EP-LA)
and Gaussian ARD priors with separate scale parameters φ1, ...,φd for all inputs (NN-
EP-ARD). The methods used for comparison include a neural network with ARD priors
inferred using MCMC (NN-MC), and two GPs with a neural network covariance: one
with a common variance hyperparameter for all inputs (GP), and another with separate
variance hyperparameters for all inputs (GP-ARD). The log predictive densities are sum-
marized with their means, standard deviations (std), and lower 1% percentiles (prct 1%).
The squared errors are summarized with their means, standard deviations (std), and upper
99% percentiles (prct 99%).
Housing log predictive density (LPD) squared error (SE)
(n=506, d=13) mean std prct 1% mean std prct 99% cputime
NN-EP-LA -0.44 1.64 -7.55 0.15 0.45 2.42 1.0
NN-EP-ARD -0.50 1.66 -6.31 0.17 0.49 1.60 1.0
NN-MC -0.08 1.17 -4.54 0.11 0.50 1.18 110.5
GP -0.29 2.35 -7.57 0.13 0.53 1.98 0.3
GP-ARD -0.20 2.00 -10.71 0.10 0.37 1.53 1.0
Concrete (n=215, d=27)
NN-EP-LA 0.18 0.85 -3.05 0.05 0.08 0.30 1.0
NN-EP-ARD 0.05 1.03 -4.61 0.05 0.11 0.57 0.8
NN-MC 0.22 1.52 -3.62 0.04 0.08 0.28 103.0
GP -0.07 1.70 -5.12 0.06 0.11 0.66 0.03
GP-ARD 0.15 1.98 -4.23 0.04 0.08 0.28 0.6
Crime (n=1993, d=102)
NN-EP-LA -0.83 0.89 -4.64 0.31 0.55 2.60 1.0
NN-EP-ARD -0.84 0.89 -4.81 0.31 0.55 2.75 0.2
NN-MC -0.80 0.93 -4.81 0.29 0.53 2.60 19.8
GP -0.81 0.91 -4.80 0.30 0.54 2.69 0.2
GP-ARD -0.81 1.01 -5.49 0.30 0.55 2.75 4.4
Kin40k (n=5000, d=100)
NN-EP-LA -0.59 0.89 -4.27 0.19 0.29 1.38 1.0
NN-EP-ARD 0.27 1.19 -4.63 0.03 0.08 0.37 0.9
NN-MC 0.49 1.51 -5.37 0.02 0.07 0.26 48.7
GP -1.15 0.72 -4.18 0.58 0.83 4.06 0.5
GP-ARD 0.64 1.11 -3.90 0.02 0.05 0.24 32.3
network with ARD priors gives very accurate predictions. In pair-wise comparisons the differences
in MLPDs are significant in 95% posterior confidence level only with Housing and Kin40k data sets.
In terms of mean squared errors (MSEs), GP-ARD is best in all data sets except Crime, but with
95% confidence level the pair-wise differences are significant only with the Kin40k data. With the
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Kin40k data, the performance of NN-MC could probably be improved by increasing K or drawing
more posterior samples, because learning the nonlinear mapping with a large number of unknown
parameters and potentially multimodal posterior distribution may require a very large number of
posterior draws.
When compared with NN-MC and GP-ARD, NN-EP gives slightly worse MLPD scores with
all data sets except with Concrete. The pair-wise differences in MLPDs are significant with 95%
confidence level in all cases except with the Concrete data. In terms of MSE scores, NN-EP is also
slightly but significantly worse with 95% confidence level in all data sets. By inspecting the std:s
and 1% percentiles of the LPDs, it can be seen that NN-EP achieves better or comparable worst
case performance when compared to GP-ARD. In other words, NN-EP seems to make more cau-
tions predictions by producing less very high or very low LPD values. One possible explanation for
this behavior is that it might be an inherent property of the chosen approximation. Approximating
the possibly multimodal tilted distribution pˆ(hi,k), where one mode is near the cavity distribution
q−i(hi,k) and another at the values of hi,k giving the best fit for yi, with an unimodal Gaussian
approximation as described in Appendix C, may lead to reduced fit to individual observations. An-
other possibility is that the EP-iterations have converged into a suboptimal stationary solution or
the maximum number of iterations has been exceeded. Doing more iterations or using an alterna-
tive non-zero initialization for the input-layer weights might result in better data fit. The second
possibility is supported by the generally acknowledged benefits from different initializations, for
example, the unsupervised schemes discussed by Erhan et al. (2010), and our experiments using
the Kin40k data without the extra random inputs. We found that initializing the location parameters
µ˜v,k and µ˜w, j of the prior site approximations (13) and (14) using a gradient-based MAP estimate
of the weights w and v, and relaxing the prior site approximations after initial iterations using the
proposed EP framework, can result in better MSE and MLPD scores. However, such alternative
initialization schemes were left out of these experiments, because our aim was to test how good
performance could be obtained using only the EP algorithm with the zero initialization described in
Section 3.3.1.
The CPU times of Table 1 indicate that with small n the computational cost of NN-EP is larger
compared to GP-ARD, which requires only one O(n3) Cholesky decomposition per analytically
tractable marginal likelihood evaluation. However, as n increases GP-ARD becomes slower, which
is why several different sparse approximation schemes have been proposed (see, e.g, Rasmussen
and Williams, 2006). Furthermore, assuming a non-Gaussian observation model, such as the bi-
nary probit classification model, GP or GP-ARD would require several O(n3) iterations to form
Laplace or EP approximations for the marginal likelihood at each hyperparameter configuration.
With NN-EP, probit or Gaussian mixture models could be used without additional computations.
The computational cost of NN-EP increases linearly with n and K, but as d increases the posterior
updates of q(wk), which scale as O(Kd3), become more demanding. The results of Table 1 were
generated using a sequential scheme for updating q(wk) (see Algorithm 1), which can be seen as
larger computational costs with respect to NN-MC with the Crime and Kin40k data sets. One option
with larger d is to use parallel EP updates, but this may require more damping or better initialization
for the input weight approximations. Another possibility would be to use fully factorized posterior
approximations in place of q(wk), or to assign different overlapping subgroups of the input features
into the different hidden units and to place hierarchical prior scale parameters between the groups.
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5. Discussion
In this article, we have described how approximate inference using EP can be carried out with a
two-layer NN model structure with sparse hierarchical priors on the network weights, resulting in a
novel method for nonlinear regression problems.
We have described a computationally efficient EP algorithm that utilizes independent approxi-
mations for the weights associated with the different hidden units and layers to achieve computa-
tional complexity scaling similar to an ensemble of K sparse linear models. More generally, our
approach can be regarded as a non-linear adaptation of the various EP methods proposed for sparse
linear regression models. This is achieved by constructing a factorized Gaussian approximation
for the posterior distribution resulting from the nonlinear MLP model structure with a linear input
layer, and adapting the algorithms proposed for sparse linear models separately on the independent
Gaussian approximations for each hidden unit. Because of the structure of the approximation, all
existing methodology presented for facilitating the computations in sparse linear models can be ap-
plied on the hidden unit approximations separately. We have also introduced an EP framework that
enables definition of flexible hierarchial priors using higher level scale parameters that are shared
by a group of independent linear models (in our case the hidden units). The proposed EP approach
enables efficient approximate integration over these scale parameters simultaneously with the co-
efficients of the linear models. We used this framework for inferring the common scale parameter
of Laplace priors assigned on the input weights, and to implement Gaussian ARD priors for the
input-layer. In this article, we have focused on the Gaussian observation model, but the method can
be readily extended to others as well (e.g., binary probit classification and robust regression with
Gaussian mixture models).
Using simple artificial examples we demonstrated several desirable characteristics of our ap-
proach. The sparsity promoting priors can be used to suppress the confounding predictive influ-
ences of possibly irrelevant features without the potential risk of overfitting associated with point-
estimate based ARD priors. More precisely, the approximate integration over the posterior uncer-
tainty helps to avoid pruning out potentially relevant features in cases with large uncertainty on
the input relevances. Albeit more challenging to estimate, the finite parametric model enables a
posteriori inspection of the model structure and feature relevances using the hyperparameter and
weight approximations. Furthermore, the parametric model structure can also be used to construct
more restricted models by assigning different input variables into different hidden units, grouping
the inputs using the hierarchical scale priors, using different nonlinear activation functions for the
different hidden units, or using fixed interaction terms dependent on certain hidden units as inputs
for the output-layer.
In deriving the EP algorithm, we have also described different computational techniques that
could be useful in other models and approximation methods. These include the EP approximation
for the hierarchical priors on the scale parameters of the weights that could be useful in combining
sparse linear models associated with different subjects or measurement instances, the noise estima-
tion framework that could be used for estimating the likelihood parameters in sparse linear models
or approximate Gaussian filtering methods, and the proposed approach for approximating the tilted
distributions of the hidden unit activations that could be useful in forming EP approximations for
observation models involving sums of nonlinear functions taken from random variables with factor-
ized Gaussian posterior approximations.
29
JYLA¨NKI, NUMMENMAA AND VEHTARI
Acknowledgments
This research was partially funded by the Academy of Finland (grant 218248).
Appendix A. Cavity Distributions with the Factorized Approximation
Assuming the factorized approximation of equation (20) for q(z), and applying the transformation
hi = x˜Ti w on (23) results in the following cavity distribution for hi: q−i(hi)=∏k N (hi,k|m−i,k,V−i,k).
The scalar cavity means and variances are given by
V−i,k = (V−1i,k −ητ˜i,k)−1
m−i,k =V−i,k(V−1i,k mi,k−ην˜i,k), (31)
where the mean and variance of hi,k under the current approximation (21) are denoted with mi,k =
xTi µwk and Vi,k = xTi Σwkxi, respectively. Using (22) and (23) the i:th cavity distribution for v can be
written as q−i(v) = N (v|µ−i,Σ−i) and the cavity mean and covariance are given by
Σ−i =Σv +Σvα˜is−1α˜Ti Σv
µ−i = a+Σvα˜is−1α˜Ti a, (32)
where s = η−1− α˜Ti Σwα˜i and a = µv−ηΣv ˜βi. Using (31) and (32) the cavity evaluations can be
implemented efficiently: for the input weights wk only scalar moments of hi,k need to be determined,
and for the output weights v rank-one matrix updates are required. The cavity computations for the
noise level term approximations (12) and the weight prior term approximations (13, 14) require only
manipulation of univariate Gaussian distributions and can be implemented similarly as in (31).
Appendix B. Tilted Moments for the Output Weights
To obtain the desired site approximation structure (19) and closed form expressions for the the
corresponding site parameters (τ˜i, ν˜i, α˜i, and ˜βi) satisfying the moment matching condition (25)
we need to form suitable approximations for the marginal means and covariances of hi,k and v
resulting from the tilted distribution (24). We start by assuming the noise level θ known and extend
the presented approach for approximate integration over q−i(θ) later.
We first consider an approximate scheme which has already been utilized in the unscented
Kalman filtering framework for inferring the weights of a neural network (Wan and van der Merwe,
2000). Adopting the approach to our setting, first a cavity-predictive joint Gaussian approxima-
tion is formed for the random vector [uTi , y˜i]T = [hTi ,vT, y˜i]T, which is distributed according to
q(hi,v, y˜i|θ) ∝ p(y˜i| fi,θ)ηq−i(hi,v). This is done by approximating the central moments E(y˜i|θ),
Var(y˜i|θ), Cov(hi, y˜i|θ), and Cov(v, y˜i|θ) using the unscented transform. Approximations for the
mean and covariance of the tilted distribution (24) can now be determined by conditioning on y˜i in
the joint Gaussian approximation of [uTi , y˜i]T to obtain E(ui|y˜i,θ) and Cov(ui|y˜i,θ), and plugging
in the observation yi. In our experiments, this approach was found sufficiently accurate for approx-
imating the moments of v, which is probably explained by the conditional linear dependence of
fi on v in the observation model. Thus, we approximate the marginal tilted distribution of v with
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pˆi(v|θ) ≈N (µˆi(θ), ˆΣi(θ)), where
µˆi(θ) = µ−i +Σv, fiV−1yi (yi−m fi)
ˆΣi(θ) =Σ−i−Σv, fiV−1yi ΣTv, fi , (33)
and Vyi =Vfi +η−1 exp(θ). Here we have defined the required cavity predictive moments in terms
of fi = vTg(hi) instead of y˜i to facilitate the upcoming approximate integration over q−i(θ), and
assuming the factorized posterior approximation (20), these central moments can be written as
m fi = E( fi) = µT−imgi
Vfi = Var( fi) = mTgiΣ−imgi +VTgi(diag(Σ−i)+µ−i ◦µ−i)
Σv, fi = Cov(v, fi) =Σ−imgi , (34)
where ◦ denotes the element-wise matrix product, and the (K + 1)× 1 vectors mgi = E(g(hi)) and
Vgi = Var(g(hi)) are formed by computing the means and variances from each component of g(hi)
with respect to q−i(hi) defined in (31). Note that the last elements of mgi and Vgi are one and zero
corresponding to the output bias term v0.
With the activation function (2) the mean mgi can be computed analytically as
E(g(hi,k)) = 2K−1/2
(
Φ
(
m−i,k(1+V−i,k)−1/2
)
−0.5
)
,
and for computing the variance Vgi the following integral has to be evaluated numerically
Var(g(hi,k)) = 2(Kpi)−1
∫ sin−1(ρ)
0
exp
(
− m
2
−i,k
(1+V−i,k)(1+ sin(x))
)
dx,
where ρ = V−i,k(1+V−i,k)−1. Other activation functions could be incorporated by using only one-
dimensional numerical quadratures whereas with the full posterior couplings (16) K-dimensional
numerical integrations would be required to approximate m fi , Vfi , and Σv, fi .
Appendix C. Tilted Moments for the Hidden Unit Activations
The challenge in approximating the mean and variance of pˆi(hi,k) is that this marginal density can
have multiple distinct modes, one related to the cavity distribution q−i(hi) and another related to
the likelihood p(yi|vTg(hi),θ), that is, to the values of hi,k that give better fit for the left-out obser-
vation yi. In our numerical experiments, the previously described simple approach based on a joint
Gaussian approximation for [hTi ,vT fi] was found to underestimate the marginal probability mass of
the latter mode related to yi especially in cases where the modes were clearly separated from each
other. This problem was found to be mitigated by decreasing η, which probably stems from leaving
a fraction of the old site approximation t˜z,i from the previous iteration in the approximation that in
turn shifts the cavity towards the observation yi. With some difficult data sets, η-values as small as
0.5 were found necessary for obtaining a good data fit but usually this also required more iterations
for achieving convergence compared to larger values of η.
To form a robust approximation for the marginal tilted distributions of the hidden unit acti-
vations hi,k also in case of multimodalities, we propose an alternative approximate method that
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enables numerical integration over pˆi(hi,k|θ) using one-dimensional quadratures. We aim to ex-
plore numerically the effect of each hidden activation hi,k on the tilted distributions pˆi(hi,v|θ) ∝
N (yi|vTg(hi),exp(θ))ηq−i(hi)q−i(v) when all other activations hi,−k and the weights v are aver-
aged out. To approximate the marginalization over hi,−k and v we approximate q−i( fi|hi,k), that is,
the cavity distribution of fi resulting from q−i(hi)q−i(v) by conditioning on hi,k, with a univariate
Gaussian given by
q−i( fi|hi,k)≈ N ( fi|m(hi,k),V (hi,k)) , (35)
where m(hi,k) and V (hi,k) denote the mean and variance of fi computed with respect to q−i(hi,−k,v)=
q−i(hi,−k)q−i(v). The required conditional moments m(hi,k) and V (hi,k) can be calculated using
equation (34) by modifying the k:th element of mgi and Vgi corresponding to the known values of
hi,k, that is, [mgi ]k = g(hi,k) and [Vgi ]k = 0. Note that the possible numerical integrations for deter-
mining E(g(hi)) and Var(g(hi)) need to be computed only once for each site update and only the
terms dependent on mgi,k have to be re-evaluated for each value of hi,k. The approximation (35)
can be justified using the central limit theorem according to which the distribution of the sum in
fi = ∑k′ vk′g(hi,k′ )+ v0 given hi,k approaches a normal distribution as K increases.
Using equation (35), we can write the following approximation for the marginal tilted distribu-
tion of hi,k:
pˆi(hi,k|θ) ∝
∫
N (yi|vT−kg(hi,−k)+ vkhi,k,exp(θ))ηq−i(v)
K
∏
k′=1
q−i(hi,k′)dvdhi,−k
=
∫
N (yi| fi,exp(θ))η q−i ( fi|hi,k))q−i(hi,k)d fi
≈ Z(θ)N (yi|m(hi,k),V (hi,k)+η−1 exp(θ))q−i(hi,k)
≈ ˆZi,k(θ)N
(
hi,k|mˆi,k(θ), ˆVi,k(θ)
)
, (36)
where all output weights excluding vk are denoted by v−k and ˆZi,k(θ) is a normalizing constant. In
the last step we have substituted approximation (35) and carried out the integration over fi analyti-
cally to give Z(θ) = (2piexp(θ))(1−η)/2η−1/2. Approximation (36) enables numerical inspection for
the possible multimodality of pˆi(hi,k|θ), and the conditional tilted mean mˆi,k(θ) and variance ˆVi,k(θ)
can be determined using a numerical quadrature. Compared with the simple approach described in
Appendix B, equation (36) results in more accurate tilted mean estimates in multimodal cases.
Appendix D. Tilted Moments with Unknown Noise Level
If the noise level θ is assumed unknown and estimated using the EP, the marginal mean µˆθ,i and
variance σˆ2θ,i can be approximated with a similar approach as was done for hi,k in Appendix C. We
approximate first the cavity distribution of fi with q−i( fi|θ) ≈ N (yi|m fi ,Vfi), where the mean and
variance are computed using (34). Then, assuming a Gaussian observation model, we can integrate
analytically over fi to obtain a numerical approximation for the tilted distribution of θ:
pˆi(θ) ∝
∫
N (yi|vTg(hi),exp(θ))ηq−i(v)q−i(hi)q−i(θ)dvdhi
=
∫
N (yi| fi,exp(θ))η q−i( fi)q−i(θ)d fi
≈ Z(θ)N (yi|m fi ,Vfi +η−1 exp(θ))q−i(θ)≈ ˆZiN (θ|µˆθ,i, σˆ2θ,i), (37)
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where Z(θ) = (2piexp(θ))(1−η)/2η−1/2, and ˆZi is an approximation for the normalization term of
the tilted distribution (24). Using equation (37) the approximate mean µˆθ,i, variance σˆ2θ,i, and nor-
malization term ˆZi can be calculated with a numerical quadrature, and if θ is known or fixed, the
normalization term can by approximated with ˆZi(θ) = Z(θ)N
(
yi|m fi ,Vfi +η−1 exp(θ)
)
.
To approximate the marginal means and covariances of v and hi,k with unknown θ the condi-
tional approximations of equations (33) and (36) have to be integrated over qˆi(θ)= ˆZ−1i ˆZi(θ)q−i(θ)≈
pˆi(θ) because we have pˆi(hi,v,θ)≈ ˆZ−1i pˆi(hi,v|θ) ˆZi(θ)q−i(θ) according to (37). In case of the sim-
ple joint Gaussian approximation for v we can write
µˆi = Epˆi(v)(v) = E pˆi(θ)
(
E pˆi(v|θ)(v|θ)
) ≈ Eqˆi(θ)(µˆi(θ))
= µ−i +Σv, fi Eqˆi(θ)
(
V−1yi
)
(yi−m fi), (38)
where the conditional mean of v with respect to pˆi(v|θ) is approximated using (33), and the integra-
tion over V−1yi = (Vfi +η
−1 exp(θ))−1 can be done using a one-dimensional quadrature. Similarly,
for the marginal covariance of v we can write
ˆΣi = Cov pˆi(v)(v) = Epˆi(θ)
(
Covpˆi(v|θ)(v|θ)
)
+Covpˆi(θ)
(
E pˆi(v|θ)(v|θ)
)
≈ Eqˆi(θ)
(
ˆΣi(θ)
)
+Eqˆi(θ)
((
µˆi(θ)− µˆi
)
(µˆi(θ)− µˆi)T
)
=Σ−i−Σv, fi
(
Eqˆi(θ)
(
V−1yi
)− (yi−m fi)2 Varqˆi(θ) (V−1yi ))ΣTv, fi , (39)
where the conditional covariance of v with respect to pˆi(v|θ) is approximated using (33) and
Varqˆi(θ)
(
V−1yi
)
= Eqˆi(θ)
(
V−1yi −Eqˆi(θ)(V−1yi )
)2
can be computed with a numerical quadrature.
For the output weights v the integration over the uncertainty of θ can be done without significant
additional computational cost. The mean and variance of V−1yi can be determined using the same
function evaluations that are used in the quadrature integrations required for computing µˆθ,i, σˆ2θ,i, and
ˆZi according to equation (37). Approximating the marginal means and covariances of the hidden
unit activations hi,k is more demanding because integration over the approximate marginal tilted
distribution resulting from approximation (36),
pˆi(hi,k,θ)≈ ˆZ−1i Z(θ)N
(
yi|m(hi,k),V (hi,k)+η−1 exp(θ)
)
q−i(hi,k)q−i(θ), (40)
would require a two-dimensional numerical quadratures for each hidden unit K. To reduce the
computational burden, we approximate the probability mass of pˆi(hi,k,θ) to be relatively sharply
peaked near the marginal expected value µˆθ,i resulting from (37) yielding
pˆi(hi,k)≈ ˆZ−1i Z(θ)N
(
yi|m(hi,k),V (hi,k)+η−1 exp(µˆθ,i)
)
q−i(hi,k)
≈ N (hi,k|mˆi,k(µˆθ,i), ˆVi,k(µˆθ,i)). (41)
This approximation does not require additional computational effort compared to the conditional
estimate (36) and the difference in accuracy compared to the two-dimensional quadrature estimate
based on (40) is small after a few iterations provided that there are enough observations.
Appendix E. Site Parameters and Updates
In this appendix we present closed form expressions for the parameters of the site approximations
(19) resulting from the moment matching condition (25) and the approximate tilted moments derived
in Appendices B – D.
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Using the moment matching condition ˆΣ−1i =Σ
−1
−i +ηα˜iα˜Ti resulting from (25) and approxi-
mations (33) or (39) we can write the following expression for the scale parameter vector α˜i of the
i:th approximate site term t˜v,i related to the output weights:
α˜i = mgisign(aˆi)|aˆi|1/2
(
1− aˆimTgiΣ−imgi
)−1/2 η−1/2, (42)
where aˆi = Eqˆi(θ)
(
V−1yi
)− (yi−m fi)2 Varqˆi(θ) (V−1yi ) with unknown θ and aˆi =V−1yi otherwise. Sim-
ilarly for the location parameter vector ˜βi, equation (25) results in the moment matching condition
ˆΣ
−1
i µˆi =Σ
−1
−i µ−i +η ˜βi that together with equation (33) or (38) gives
˜βi = mgi
(
1− aˆimTgiΣ−imgi
)−1 (
aˆim
T
giµ−i + ˆbi(yi−m fi)
)
η−1 (43)
where aˆi is defined as in the previous equation, and ˆbi = Eqˆi(θ)
(
V−1yi
)
when θ is unknown and
otherwise ˆbi =V−1yi . By looking at equations (42) and (43) we can now extend the discussion of the
last paragraph of Section 3.1. The mean and covariance of the posterior approximation q(v) defined
in equation (22) can be interpreted as the posterior distribution of a linear model where the input
features are replaced with the expected values of the nonlinearly transformed input layer activations
mgi = Eq−i(g(x˜Ti w)) and pseudo observations y˜i = mTgiµ−i + aˆ
−1
i
ˆbi(yi−m fi) are made according to
an observation model N (y˜i|mTgiv, aˆ−1i −mTgiΣ−imgi).
Damping the site updates can improve the numerical robustness and convergence of the EP al-
gorithm, but applying damping on the site precision structure ˜Ti,vv = α˜iα˜Ti resulting from equations
(22) and (42), that is, ˜Tnewi,vv = (1− δ)α˜oldi (α˜oldi )T + δα˜iα˜Ti , would break the outer product form of
the i:th likelihood site approximation (19) and produce a computationally more demanding rank-K
site precision after K iterations. In case the input weight approximations q(wk) were kept fixed
while updating the output weights v, the expected activations m(gi) would remain constant and one
could consider damping only the scalar terms on the right hand side of equations (42) and (43).
In the more general case where also the site parameters τ˜i,k and ν˜i,k related to the input weights
are updated simultaneously, we can approximate the new site precision structure ˜Tnewi,vv = AiATi ,
where Ai = [(1−δ)1/2α˜oldi ,δ1/2α˜i] and α˜i is obtained from (42), with its largest eigenvector at each
site update step. This requires solving the eigenvector vi corresponding to the largest eigenvalue
λi of the 2× 2 matrix ATi Ai ≈ viλivTi after which the new damped site parameter vector can be
approximated as
α˜newi = Aivi. (44)
Damping the site location vector ˜βi is straightforward because update ˜βnewi = (1−δ) ˜βoldi +δ ˜βi = bi,
where ˜βi is obtained from (43), will preserve the structure of the site approximation (19). However,
approximation α˜newi =Aivi changes the moment consistency conditions used in deriving (43) which
is why ˜βnewi has to be modified so that combining it with α˜newi according to the moment matching
rule (25) results in the same mean vector µv as the rank-2 site AiATi combined with bi. In other
words, we approximate the posterior covariance Σv resulting from the rank-two damped update
but choose ˜βnewi so that the mean µv will be exact. This is achieved by updating the site location
according to
˜βnewi = bi +η−1Ai(vivTi − I)(ATi Σ−iAi +η−1I)−1ATi (µ−i +ηΣ−ibi) (45)
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where bi = (1−δ) ˜βoldi +δ ˜βi.
With the factorized posterior approximation (20) the parameters of the likelihood site approx-
imation terms t˜wk,i associated with the input weights decouple over the different hidden units k =
1, ...,K and consequently the moment matching condition (25) results in simple scalar site parameter
updates. Using the moment matching condition with the cavity definitions (31) and the approxima-
tion (36) or (41) gives the following site updates
τ˜newi,k = (1−δ)τ˜i,k +δη−1( ˆV−1i,k −V−1−i,k) = τ˜i,k +δη−1( ˆV−1i,k −V−1i,k ) (46)
ν˜newi,k = (1−δ)ν˜i,k +δη−1( ˆV−1i,k mˆi,k−V−1−i,km−i,k) = ν˜i,k +δη−1( ˆV−1i,k mˆi,k−V−1i,k mi,k),
where δ ∈ (0,1] is a damping factor and the marginal tilted moments resulting from either fixed or
unknown θ are denoted simply with mˆi,k and ˆVi,k . Equation (46) shows that the EP iterations on the
input weights wk have converged when the approximate marginal means mi,k and variances Vi,k of
the activations hi,k from all hidden units are consistent with all tilted distributions (24).
Appendix F. Computing the Predictions
The prediction for a new test input x∗ can be computed using approximations (17), (21) and (22), as
follows
p(y∗|x∗)≈
∫
p(y∗| f (x∗),θ)q(v|µv,Σv)
K
∏
k=1
q(wk|µwk ,Σwk)q(θ|µθ,σ2θ)dvdwdθ
≈
∫
N (y∗| f∗,exp(θ))N ( f∗|m f∗ ,Vf∗)q(θ)d f∗dθ
=
∫
N (y∗|m f∗ ,Vf∗ + exp(θ))q(θ)dθ, (47)
where the approximate mean m f∗ and Vf∗ of the latent function value f∗ = ∑Kk=1 vkg(wTk x∗)+ v0 is
approximated in the same way as in equation (34). The cavity mean µ−i and covariance Σ−i are
replaced with µv andΣv, and the activation means mg∗ = E(g(h∗)) and variances Vg∗ = Var(g(h∗))
are computed with respect to the approximations q(wk). The predictive mean is given by E(y∗|x∗) =
E(E(y∗|x∗,θ)) = m f∗ . The predictive variances Var(y∗|x∗) = E(Var(y∗|x∗,θ))+Var(E(y∗|x∗,θ)) =
Vf∗ + E(exp(θ)) and the predictive densities p(y∗|x∗), can be approximated either with a plugin
value for θ = µθ or by integration over θ using a numerical quadrature (in the experiments we used
numerical quadratures).
Appendix G. Marginal Likelihood Approximation
An EP approximation for the log marginal likelihood log p(y|X) can be computed in a numeri-
cally stable and efficient manner following the general EP formulation for Gaussian approximating
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families summarized by Cseke and Heskes (2011, appendix C):
logZEP = Ψ(µv,Σv)+
K
∑
k=1
Ψ(µwk ,Σwk)+Ψ(µθ,σ2θ)+
L
∑
l=1
Ψ(µφ,l ,σ2φ,l)
+
1
η
n
∑
i=1
(
ln ˆZi +Ψ(µθ,−i,σ2θ,−i)−Ψ(µθ,σ2θ)
)
+
1
η
n
∑
i=1
(
− 1
2
(
ln(siη)+ s−1i (aTi α˜i)2−η ˜βTi (µv +ai)
))
+
1
η
n
∑
n=1
K
∑
k=1
(
Ψ(mi,k,Vi,k)−Ψ(m−i,k,V−i,k)
)
+
1
ηw
Kd
∑
j=1
ln ˆZw j
+
1
ηw
Kd
∑
j=1
(
Ψ(µw,− j,σ2w,− j)−Ψ(µw, j,σ2w, j)+Ψ(µφ,− j,σ2φ,− j)−Ψ(µφ,l j ,σ2φ,l j)
)
+
1
ηv
K
∑
k=1
(
ln ˆZvk +Ψ(µv,−k,σ2v,−k)−Ψ(µv,k,σ2v,k)
)
−Ψ(µv0 ,σ2v0)−Ψ(µθ,0,σ2θ,0)−
L
∑
l=1
Ψ(µφ,0,σ2φ,0), (48)
where si = η−1 + α˜Ti Σwkα˜i, ai = µv−ηΣv ˜βi, and the normalization term of the tilted distribution
ˆZi ≈
∫
p(yi|vTg(hi),θ)ηq−i(v,hi,θ)dvdhidθ is computed using (37). The normalization terms of
the other tilted distributions are defined as
ˆZvk =
∫
p(vk|σ2v,0)ηvq−k(vk)dvk and ˆZw j =
∫
p(w j|φl j)ηwq− j(w j)q− j(φl j )dw jdφl j ,
and they can be computed using numerical quadratures. The normalization terms (also known as
log partition functions) related to the Gaussian cavity and marginal distributions can be computed
as
Ψ(µ,Σ) = 1
2
µTν+
1
2
log |Σ|+ d
2
log(2pi),
where µ and ν =Σ−1µ are d×1 vectors andΣ is a d×d matrix. In the fifth line of (48) the means
and variances of the j:th cavity distribution related to the prior term p(w j|φl j ) are denoted according
to (see equation (26))
q− j(w j,φl j ) = N (w j|µw,− j,σ2w,− j)N (φl j |µφ,− j,σ2φ,− j),
and the corresponding approximate marginal distributions are defined as
q(w j,φl j ) = N (w j|µw, j,σ2w, j)N (φl j |µφ,l j ,σ2φ,l j ).
Similar notation is used for the likelihood term approximations of θ in the second line and the
prior term approximations of {vk}Kk=1 in the sixth line. The last line of (48) contains the constant
normalization terms related to the fixed Gaussian priors of the output bias v0, the noise level θ =
logσ2, and the input weight scales {φl}Ll=1.
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All terms of equation (48) excluding Ψ(µv,Σv) and Ψ(µwk ,Σwk) can be computed without
significant additional cost simultaneously during the EP update of the corresponding site approx-
imation. Term Ψ(µv,Σv) can be computed using one Cholesky decomposition at each parallel
update step of q(wk) in line 7 of Algorithm 1. Similarly, if parallel updates are used for the input
weight approximations, Ψ(µwk ,Σwk) can be computed using the same Cholesky decompositions
that are used to recompute q(wk) in line 6 of Algorithm 1. In case sequential EP is used for q(wk)
in line 5 of Algorithm 1, vectors νwk = Σ−1wk µwk and determinant term log |Σv| can be updated
simultaneously with the rank-1 updates of µwk and Σwk .
The EP approximation logZEP has the appealing property that its partial derivatives with respect
to the site parameters in their canonical forms (for example, τ˜i,k, ν˜i,k, ˜Ti,vv = α˜iα˜Ti , ˜βi, τ˜θ,i = σ˜−2θ,i ,
and ν˜θ,i = σ˜−2θ,i µ˜θ,i) are zero when the algorithm has been iterated until convergence (Opper and
Winther, 2005). This follows form the fact that the fixed points of the EP algorithm correspond
to the stationary points of (48) with respect to the site parameters (or equivalently the cavity pa-
rameters defined using constraints of the form τ˜i,k =V−1i,k −V−1−i,k). Thereby the marginal likelihood
approximation can be used in gradient-based estimation of hyperparameters such as θ, σ2v,0, σ2v0,0, or
{φl}Ll=1 in case they are not inferred within the EP framework for determining {q(wk)}Kk=1 and q(v).
Because the convergence of the likelihood approximation can take many iterations it is advisable
to initialize the hyperparameters to sensible values and run the EP algorithm once until sufficient
convergence starting from zero initialization for the site parameters. After that gradient-based local
update steps can be taken for the hyperparameter values by continuing the EP iterations from the
previous site parameter values at each new hyperparameter configuration.
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