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We calculate the uncertainties in the position and momentum of a particle in the 1D potential
V (x) = F |x|, F > 0, when the position and momentum operators obey the deformed commutation
relation [xˆ, pˆ] = i~(1 + βpˆ2), β > 0. As in the harmonic oscillator case, which was investigated
in a previous publication, the Hamiltonian Hˆ1 = pˆ
2/2m + F |xˆ| admits discrete positive energy
eigenstates for both positive and negative mass. The uncertainties for the positive mass states
behave as ∆x ∼ 1/∆p as in the β = 0 limit. For the negative mass states, however, in contrast to
the harmonic oscillator case where we had ∆x ∼ ∆p, both ∆x and ∆p diverge. We argue that the
existence of the negative mass states and the divergence of their uncertainties can be understood
by taking the classical limit of the theory. Comparison of our results is made with previous work
by Benczik.
PACS numbers: 03.65.-w,03.65.Ge,02.30.Gp
I. INTRODUCTION
One of the expected consequences of quantum gravity
is the deformation of the canonical uncertainty relation
between position and momentum to the form [1, 2]
∆x ≥ ~
2
(
1
∆p
+ β∆p
)
. (1)
This relation, called the minimal length uncertainty re-
lation (MLUR) or the generalized uncertainty relation
(GUP) in the literature, implies the existence of a mini-
mal length scale
∆xmin = ~
√
β , (2)
below which the uncertainty in position, ∆x, cannot be
reduced. In the context of quantum gravity ∆xmin is
identified with the Planck length `P =
√
~GN/c3.
The above expectation is based on generic Heisenberg-
microscope-like arguments [3–8], which demonstrate the
impossibility of reducing ∆x below the right-hand-side of
Eq. (1). Simply put, the gravitational attraction of the
probing particle perturbs the position of the measured
particle leading to the extra uncertainty proportional
to ∆p. While the uncertainties involved in Heisenberg-
microscope-like arguments are distinct from quantum
mechanical uncertainties [9–11], the latter being indepen-
dent of any influence of the measurement process, they do
suggest that defining the corresponding physical observ-
ables, spacetime distances in the case of ∆x, to better
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accuracy may be conceptually meaningless. Thus, the
expectation expressed in Eq. (1) may be fairly robust.
Indeed, in string theory, the most prominent candi-
date theory for quantum gravity, Eq. (1) has been found
to hold in perturbative string-string scattering ampli-
tudes [12–16] where ∆xmin is identified with the string
length scale `s =
√
α′. It should be noted, however,
that within string theory, D-brane scattering can probe
distances shorter than the string scale [17, 18], and non-
perturbative effects could also modify Eq. (1) [19]. See
Ref. [20] for a review of the various arguments and studies
which either support or suggest modifications to Eq. (1).
Such modifications are to be expected of a full theory
of quantum gravity, given that Eq. (1) is clearly non-
relativistic.
Assuming that quantum gravity would lead to Eq. (1)
in the non-relativistic regime, the relation demands that
that the canonical commutation relation between the po-
sition and momentum operators in quantum mechanics
also be modified to reflect the existence of the minimal
length, e.g.
[ xˆ, pˆ ] = i~(1 + βpˆ2) , β > 0 . (3)
The consequences of both Eqs. (1) and (3), and also their
various modifications, have been studied by many au-
thors in many different contexts and a vast literature on
the subject exists [21–115]. The hope is that such endeav-
ors would shed light on how quantum gravity may mani-
fest itself in the infrared, and provide us with observable
handles on the existence of the fundamental length scale.
Despite the volume of works on this subject, to
our knowledge, few actually consider how ∆x and ∆p
would behave in a deformed quantum mechanics obey-
ing Eq. (3). Note that the uncertainty in position ∆x
which saturates the equality in Eq. (1) for a given ∆p
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FIG. 1. The Minimal Length Uncertainty Relation.
behaves as ∆x ∼ 1/∆p for ∆p < 1/√β, while ∆x ∼ ∆p
for ∆p > 1/
√
β, as shown in FIG. 1. ∆x ∼ 1/∆p is the
standard behavior seen in canonical quantum mechanics,
while the ∆x ∼ ∆p behavior would be quite novel. Such
behavior could be indicative of quantum gravitational ef-
fects and it behooves us to understand when and how it
would set in.
In a previous paper [38], we looked at a particle in a
harmonic oscillator potential, i.e.
Hˆ2 =
pˆ2
2m
+
1
2
kxˆ2 , k > 0 , (4)
where xˆ and pˆ obeyed Eq. (3), to see how the ∆x ∼ ∆p
behavior may come about. There, it was discovered that:
1. When Eq. (3) is assumed, the harmonic oscillator
Hamiltonian, Eq. (4), admits an infinite ladder of
eigenstates with discrete positive eigenvalues not
only when the mass m is positive, but also when
the mass m is negative provided that
~
√
β >
√
2
[
− ~
2
km
]1/4
. (5)
2. The uncertainties in position and momentum of the
energy eigenstates behave as ∆x ∼ 1/∆p in the
positive mass case, while the ∆x ∼ ∆p behavior is
observed in the negative mass case.
3. The negative mass case effectively inverts the har-
monic oscillator potential and the particle is al-
lowed to zoom off to infinity when the system
is treated classically. However, the time it takes
for the particle to travel back and forth between
the turning points and infinity is finite (i.e. non-
infinite). Consequently, the amount of time that
the particle spends near the turning points is also
finite (i.e. non-zero), making bound states with
discrete energy eigenvalues possible.
Thus, seeing the ∆x ∼ ∆p behavior in the harmonic os-
cillator required the massm to be negative, and the parti-
cle to be able to reach super-luminal speeds in the classi-
cal limit. The latter, or course, is forbidden in relativistic
contexts, but given that Eq. (3) is non-relativistic, it may
not be hardly surprising. It does, however, bring into
question whether Eq. (3) correctly accounts for quantum
gravitational effects in the infrared, and further investiga-
tion of the ∆x ∼ ∆p behavior is called for. In particular,
a natural question which arises from the above results
is whether similar properties can be observed universally
for particles in other potentials as well.
In this paper, we will look at a particle in a 1D left-
right symmetric V-shaped potential
Hˆ1 =
pˆ2
2m
+ F |xˆ| , F > 0 , (6)
where xˆ and pˆ obey Eq. (3). As in Ref. [38], we will allow
the particle mass m to be either positive or negative. The
operator |xˆ| is defined via its action on the eigenstates of
xˆ2: for an eigenstate of xˆ2 with eigenvalue σ2 (σ > 0),
i.e. xˆ2
∣∣σ2〉 = σ2 ∣∣σ2〉, the action of |xˆ| on ∣∣σ2〉 is given
by
|xˆ| ∣∣σ2〉 = σ ∣∣σ2〉 . (7)
Note that in the infinite mass limit, |m| → ∞, the
Hamiltonian Hˆ1 reduces to F |xˆ|, so the eigenstates of
Hˆ1 would reduce to the eigenstates of |xˆ|, which are si-
multaneously eigenstates of xˆ2. So for infinite mass, the
eigenstates of Hˆ1 will be simply those of xˆ
2. For finite
mass, we can expand the eigenstates of Hˆ1 in terms of
the eigenstates of xˆ2, with the eigenvalues determined
from the requirement that the states be normalizable.
This is the main method used in this paper to determine
the eigenvalues and eigenstates of Hˆ1, and calculate the
uncertainties ∆x and ∆p for those states.
Recall, however, that this is not the standard method
used in the canonical β = 0 case. There, the eigenval-
ues and eigenstates of Hˆ1 are obtained by solving the
Schro¨dinger equation for
Hˆ ′1 =
pˆ2
2m
+ Fxˆ (8)
in the region x ≥ 0, and then imposing the boundary
condition ψ′(0) = 0 or ψ(0) = 0 at x = 0 to obtain
the parity even and parity odd states, respectively. We
find that a similar technique works in the β 6= 0 case for
the parity odd states, but not for the parity even states
partly due to the difficulty in identifying what is meant
by ‘the derivative of the wave-function at x = 0’ when
∆xmin = ~
√
β is non-zero. Note also that the location of
the boundary at x = 0 itself is blurred out in the presence
of a minimal length. Since the odd-parity wave-functions
vanish at x = 0 whereas the even-parity ones do not, the
odd-parity states are less sensitive to this blurring out
than the even-parity ones.
The parity odd eigenstates of Hˆ1 are essentially the
same as those considered previously by several authors
[29, 37, 106] in the context of applying Eq. (3) to a par-
ticle in the potential
V (x) =
{
Fx for x > 0
∞ for x ≤ 0 , F > 0 . (9)
3This system would correspond to a particle bouncing in
a uniform gravitational field in which F = mg with a
rigid floor at x = 0, and can, in principle, be compared
to experimental results [120–122] to constrain the defor-
mation parameter β. We will be utilizing some of these
previous results, in particular that of Benczik [37].
This paper is organized as follows. In section II, we set
up the Schro¨dinger equation for Hˆ1, and solve it by ex-
panding the eigenstates of Hˆ1 in terms of the eigenstates
of xˆ2. It is discovered that, just as in the harmonic oscilla-
tor case, energy eigenstates with discrete positive energy
eigenvalues exist for both the positive and negative mass
cases. The uncertainties in position and momentum, ∆x
and ∆p, are calculated for these states and we find that
∆x ∼ 1/∆p in the positive mass case, but both ∆x and
∆p are divergent in the negative mass case. In section III,
we approach the problem from a different angle by solving
the Schro¨dinger equation for Hˆ ′1 directly in terms of the
Bateman function [116, 117]. It is found that for the odd-
parity states the energy eigenvalues found in Section II
agree with those obtained by demanding that the wave-
function vanish at x = 0. On the other hand, for the
even-parity states the energy eigenvalues from Section II
do not agree with those obtain by demanding that the
derivative of the wave-function vanish at x = 0, except
for the higher excited states. In section IV, we consider
the classical limit of the problem and find the classical
trajectory of the negative mass particle as well as the
corresponding classical probability distributions of find-
ing the particle at a particular point in x- and p-spaces. It
is found that the 1st and 2nd moments of these probabil-
ity distributions diverge, indicating the divergence of ∆x
and ∆p in the classical limit also. Section V concludes
with a summary of our results and some discussion on
what they could mean.
II. EXPANSION IN THE EIGENSTATES OF xˆ2
A. Representations of xˆ and pˆ
The position and momentum operators obeying Eq. (3)
can be represented in momentum space by [21]
xˆ = i~ (1 + βp2)
d
dp
,
pˆ = p , (10)
with the inner product between two states given by
〈f |g〉 =
√
β
∫ ∞
−∞
dp
(1 + βp2)
f˜∗(p) g˜(p) . (11)
Here, the overall factor of
√
β is introduced to render the
wave-functions dimensionless, while the weight 1/(1 +
βp2) is necessary for the symmetricity of the operator xˆ.
The wave-functions are assumed to vanish as p→ ±∞.
It is useful to introduce the dimensionless variable
θ ≡ arctan(
√
βp) , (12)
which maps the region −∞ < p <∞ to
−pi
2
< θ <
pi
2
, (13)
and casts the xˆ and pˆ operators into the forms
xˆ = i~
√
β
d
dθ
= ∆xmin i
d
dθ
,
pˆ =
1√
β
tan θ , (14)
with inner product given by
〈f |g〉 =
∫ pi/2
−pi/2
dθ f˜∗(θ) g˜(θ) . (15)
As in the p-representation, we require the wave-functions
to vanish at the domain boundaries θ = ±pi/2.
B. The Eigenstates of xˆ and the Maximally
Localized States
Note that the necessary condition for the operator xˆ
in the θ-representation to be symmetric is given by[
f∗(θ)g(θ)
]pi/2
−pi/2
= 0 . (16)
This would hold if all the wave-functions vanished at θ =
±pi/2 as assumed above, or if the wave-functions that are
non-zero at θ = ±pi/2 satisfied the boundary condition
f(−pi/2) = eiδf(pi/2) , (17)
where δ ∈ [−pi, pi) is a phase common to all such wave-
functions.
If we allow for Eq. (17) with δ fixed, the operator xˆ
has eigenfunctions given by
φ˜2z+λ(θ) =
1√
pi
e−i(2z+λ)θ =
1√
pi
e−iλθe−i(2z)θ ,
(18)
with eigenvalue x = xz(λ) ≡ (2z+λ)∆xmin, where z ∈ Z
and λ ≡ δ/pi ∈ [−1, 1). Since λ = δ/pi is arbitrary, all
values of x are possible, except for each choice of λ the
eigenvalues are discrete and separated by 2∆xmin steps,
reflecting the existence of the minimal length.1 For λ = 0
the eigenvalues are even-integer multiples of ∆xmin, while
for λ = −1 the eigenvalues are odd-integer multiplies of
∆xmin.
A formal calculation of ∆x and ∆p for φ˜2z+λ(θ) yields
∆x = 0 and ∆p =∞, which indicates that these states do
1 In the language of Kempf in Ref. [27], the eigenvalues xz(λ),
z ∈ Z for each value of λ provides a discretization of the x-
axis, and the collection of all discretizations {xz(λ)}, λ ∈ [−1, 1)
provides a partitioning of the x-axis.
4not satisfy Eq. (1) and are thus ‘unphysical.’ Neverthe-
less, each set of these eigenfunctions sharing a common
λ are orthonormal,
〈φ2z+λ|φ2z′+λ〉 = δzz′ , (19)
and complete. That is, any well behaved wave-function
f˜(θ) in the interval θ ∈ [−pi/2, pi/2] can be expanded as
f˜(θ) =
∞∑
z=−∞
c2z+λ φ˜2z+λ(θ) , (20)
where
c2z+λ = 〈φ2z+λ|f〉 =
∫ pi/2
−pi/2
φ˜∗2z+λ(θ) f˜(θ) dθ . (21)
Furthermore, it is straightforward to show that
〈f | xˆn |f〉
(∆xmin)n
=
∑
z∈Z
(2z + λ)n|c2z+λ|2 , (22)
and that the sum on the right-hand-side is independent of
the choice of λ. We can therefore interpret the coefficient
c2z+λ = 〈φ2z+λ|f〉 as the probability amplitude for ob-
taining 2z+λ when xˆ/∆xmin is measured on the state |f〉.
Thus, the Fourier transform of the θ-space wave-function
to x/∆xmin-space has physical meaning, despite the fact
that the eigenstates of xˆ are ‘unphysical.’
It has been suggested in Ref. [21] that the ‘unphysical’
eigenstates of xˆ should be replaced by the ‘maximally
localized states,’ which in the θ-representation are given
by
φ˜ml2z+λ(θ) =
√
2
pi
cos θ e−i(2z+λ)θ
=
1√
2
[
φ˜2z+λ+1(θ) + φ˜2z+λ−1(θ)
]
. (23)
Note that these functions vanish at θ = ±pi/2. For these
states we have ∆x = ∆xmin and ∆p = 1/
√
β, so they are
‘physical’ and ‘maximally localized.’ They can be used
to expand the wave-function f˜(θ) as
f˜(θ) =
∞∑
z=−∞
cml2z+λ φ˜
ml
2z+λ(θ) , (24)
provided that f˜(θ)/ cos θ is well-behaved at θ = ±pi/2.
However, the states with a common value of λ are not
orthonormal, their inner product being given by
〈φml2z+λ|φml2z′+λ〉 = δzz′ +
1
2
(δz,z′+1 + δz,z′−1) . (25)
Consequently, the expansion coefficients cml2z+λ are not
given by 〈φml2z+λ|f〉 but by
cml2z+λ =
1√
2pi
∫ pi/2
−pi/2
dθ
cos θ
ei(2z+λ)θ f˜(θ) . (26)
Furthermore, neither cml2z+λ nor 〈φml2z+λ|f〉 have any sim-
ple interpretation as a probability amplitude. Indeed, the
simplest way to utilize these coefficients would be to re-
cover the usual coefficients for the expansion in φ˜2z+λ(θ)
via
c2z+λ =
1√
2
(
cml2z+λ+1 + c
ml
2z+λ−1
)
. (27)
Due to these complications, we refrain from using these
maximal localized states.
C. The Schro¨dinger Equation
Using the representations of xˆ and pˆ in Eq. (14), the
Schro¨dinger equation for Hˆ1 in θ-space is given by(
1
2mβ
tan2 θ + F~
√
β
√
− d
2
dθ2
)
ψ˜(θ) = E ψ˜(θ) . (28)
There exist two characteristic lengths scales in this equa-
tion, namely the minimal length ∆xmin = ~
√
β, and
a ≡
[
~2
2|m|F
]1/3
. (29)
The length scale a survives in the limit β → 0 in which
the canonical commutation relation between xˆ and pˆ is
recovered. On the other hand, ∆xmin survives in the
limit |m| → ∞ in which a → 0. Let us call the ratio of
the two
κ ≡ ~
√
β
a
=
∆xmin
a
. (30)
Using κ, Eq. (28) can be rewritten as(
± 1
κ3
tan2 θ +
√
− d
2
dθ2
)
ψ˜(θ) = εβ ψ˜(θ) , (31)
where the sign in front of the tan2 θ term indicates the
sign of the mass m, and
εβ ≡ E
F~
√
β
=
E
F∆xmin
, (32)
that is, εβ is E in units of F∆xmin. Another normaliza-
tion of the eigenvalue we will be using is
εa ≡ κεβ = E
Fa
, (33)
that is, εa is E in units of Fa.
D. The Expansion
We expand the solution to Eq. (31) in terms of the
eigenstates of the operator
xˆ2 = −(∆xmin)2 d
2
dθ2
. (34)
5Demanding that the wave-functions vanish at θ = ±pi/2,
which correspond to p = ±∞, we find that the eigenval-
ues of xˆ2 are (n∆xmin)
2, n ∈ N, with the n-th eigenstate
given by
ϕ˜n(θ) =
√
2
pi
(−1)bn+12 c ×
{
cosnθ if n odd ,
sinnθ if n even .
(35)
Note that in terms of the eigenfunctions of xˆ, ϕ˜n(θ) is a
superposition of φ˜n(θ) and φ˜−n(θ) with equal amplitude.
The above choice of sign allows us to write both the odd
and even cases together as
ϕ˜n(θ) =
√
2
pi
cos θ Un−1(sin θ) , (36)
where Un−1 is the Chebyshev polynomial of the second
kind [118, 119]:
Un−1(cos ξ) =
sinnξ
sin ξ
, n ∈ N . (37)
The recursion relation for the Chebyshev polynomials
Un+1(s)− 2sUn(s) + Un−1(s) = 0 (38)
allows us to write
ϕ˜n(θ) sin θ =
1
2
[
ϕ˜n+1(θ) + ϕ˜n−1(θ)
]
, (39)
which upon iteration gives us
ϕ˜n(θ) sin
2 θ =
1
4
[
ϕ˜n+2(θ) + 2ϕ˜n(θ) + ϕ˜n−2(θ)
]
. (40)
This relation will prove useful below.
Since xˆ2ϕ˜n = (n∆xmin)
2ϕ˜n, the action of the opera-
tor
|xˆ| =
√
xˆ2 = (∆xmin)
√
− d
2
dθ2
(41)
on these states is given by
|xˆ| ϕ˜n = (n∆xmin) ϕ˜n . (42)
Let
ψ˜(θ) =
∞∑
k=1
ck ϕ˜k(θ) . (43)
Substituting this expansion into Eq. (31) and using
Eq. (42) and the recursion relation Eq. (40), we find the
following relations among the expansion coefficients:
0 =
(±κ−3 −B3) c3 + (±κ−3 + 3B1) c1 ,
0 =
(±κ−3 −B4) c4 + 2 (±κ−3 +B2) c2 ,
0 =
(±κ−3 −Bk+2) ck+2
+ 2
(±κ−3 +Bk) ck + (±κ−3 −Bk−2) ck−2 , (k ≥ 3)
(44)
where
Bk ≡ k − εβ . (45)
As can be seen, the odd and even coefficients in the
expansion decouple as they should since the odd wave-
functions being cosines correspond to a parity even solu-
tion in x-space, and the even wave-functions being sines
correspond to a parity odd solution in x-space. The
eigenvalues, εβ , are determined by the condition
∞∑
k=1
|ck|2 = finite . (46)
E. Negative mass case
We begin with the negative mass case for which we
were able to find exact solutions. We will elaborate on
how we found these solutions later.
The eigenvalues are all positive and discrete, and are
given by
ε
(−)
β,n = n+
1
κ3
, n ∈ N , (47)
with odd n corresponding to the even parity solutions
and even n corresponding to the odd parity solutions.
Note that these eigenvalues are evenly spaced. Thus, this
characteristic is not exclusive to the canonical harmonic
oscillator. We will see another parallel with the canonical
harmonic oscillator when we discuss the classical limit of
our model in section IV.
When n = 2s−1, s ∈ N, the recursion relations for the
odd coefficients with εβ set to ε
(−)
β,2s−1 become
0 = (2− s) c3 + [ 2κ−3 − 3(1− s) ] c1
0 = [ (j − s) + 1 ] c2j+1
+2 [κ−3 − (j − s) ] c2j−1 + [ (j − s)− 1 ] c2j−3 ,
(48)
while for the n = 2s, s ∈ N, case the recursion relations
for the even coefficients with εβ set to ε
(−)
β,2s become
0 = (2− s) c4 + [ 2κ−3 − 2(1− s) ] c2 ,
0 = [ (j − s) + 1 ] c2(j+1)
+2 [κ−3 − (j − s) ] c2j + [ (j − s)− 1 ] c2(j−1) .
(49)
Except of the coefficient of (1−s) in the first lines, the re-
cursion relations are identical for the odd and even num-
bered coefficients.
The solutions to the above recursion relations can be
written in terms of the Bateman function, which was
defined in Ref. [116] as
kν(µ) ≡ 2
pi
∫ pi/2
0
cos (µ tan θ − ν θ) dθ . (50)
6Note that this function is real for real µ and ν. We
will also denote kν(µ) as k(µ, ν) when convenient. The
Bateman function with negative even-integer indices are
identically zero,
k−2n(µ) = 0 , n ∈ N , (51)
while those with non-negative even-integer indices appear
in the following Fourier series [116]:
eiµ tan θ ≡
∞∑
t=0
k2t(µ) e
2itθ . (52)
Using the Bateman function, the solutions to Eqs. (48)
and (49) are respectively given by
c2j−1 = (−1)jk2(j−s)(κ−3) , (53)
and
c2j = (−1)jk2(j−s)(κ−3) . (54)
Note that due to Eq. (51), the non-zero coefficients start
from the j = s terms. The non-zero coefficients from
j = s onwards are the same for both the n = 2s− 1 and
n = 2s cases, depending only on j − s and κ. Note also,
that using Eq. (47), the two cases can be written as
c2j−1 = (−1)j k
(
1
κ3
,
1
κ3
+
[
(2j − 1)− ε(−)β,2s−1
])
,
c2j = (−1)j k
(
1
κ3
,
1
κ3
+
[
2j − ε(−)β,2s
])
, (55)
where we have used the k(µ, ν) notation for the Bateman
function.
In order to show that the above are indeed the solutions
we seek, we differentiate both sides of Eq. (52) by θ to
find:
µ
cos2 θ
∞∑
t=0
k2t(µ) e
2itθ =
∞∑
t=0
(2t) k2t(µ) e
2itθ , (56)
which can be rewritten using cos2 θ = (1 + cos 2θ)/2 =
(2 + e2iθ + e−2iθ)/4 as,
µ
∞∑
t=0
k2t(µ) e
2itθ
=
(
1 +
e2iθ + e−2iθ
2
) ∞∑
t=0
t k2t(µ) e
2itθ . (57)
After some rearranging, this yields
0 = k2 − 2µk0 ,
0 = (t+ 1)k2(t+1) − 2(κ−3 − t)k2t + (t− 1)k2(t−1) ,
(58)
for t ≥ 1. Setting µ = κ−3 and comparing with Eqs. (48)
and (49), we can check that Eq. (53) satisfies Eq.(48),
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FIG. 2. The eigenfunctions of Hˆ1 with negative mass in θ-
space for the first three eigenvalues ε
(−)
β,n (n = 1, 2, 3), shown
for the cases κ = 0.5, 1, and ∞.
while Eq. (54) satisfies Eq.(49). From Eq. (52), it is also
straightforward to show (see Appendix B) that
∞∑
t=0
[ k2t(µ) ]
2
= 1 , (59)
for arbitrary µ. Thus, the states defined via Eqs. (53)
and (54) are already normalized. Eq. (52) also allows
us to sum the series resulting from Eqs. (53) and (54)
exactly, and we find
ψ˜2s−1(θ) =
√
2
pi
cos
[
1
κ3
tan θ + (2s− 1)θ
]
,
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FIG. 3. The lowest five zeroes of Nk(εβ) for the case κ = 0.1.
The solid lines connect the zeroes of Nk(εβ) with k = odd,
and the dashed lines connect the zeroes of Nk(εβ) with k =
even. These converge to the lowest ten eigenvalues of Hˆ1
with positive mass as k → ∞. For larger values of κ the
convergence is faster.
ψ˜2s(θ) =
√
2
pi
sin
[
1
κ3
tan θ + 2sθ
]
. (60)
In FIG. 2, we show the first three lowest energy eigen-
functions for κ = 0.5, 1, and ∞. In the κ = ∞ limit
these functions respectively become
√
2/pi cos[(2s− 1)θ]
and
√
2/pi sin[2sθ], the eigenfunctions of xˆ2.
F. Positive Mass Case
For the positive mass case, we were unable to find exact
analytical solutions to Eq. (44) and resorted to numerical
techniques. Using symbolic manipulation programs such
as Mathematica, the recursion relation can be solved to
express all the odd coefficients in terms of c1 and all the
even coefficients in terms of c2. For fixed κ, this will yield
expressions with rational functions of εβ multiplying the
initial coefficients, that is:
c2j−1 =
N2j−1(εβ)
D2j−1(εβ)
c1 ,
c2j =
N2j(εβ)
D2j(εβ)
c2 , (61)
where N2j−1, D2j−1, N2j , and D2j are all polynomials
in εβ . In FIG. 3, we plot the k-dependence of the zeroes
of Nk(εβ) and find that they converge rapidly to fixed
values indicating that demanding ck to vanish for a large
enough k will let us find the value of εβ which would
impose Eq. (46). Finding these zeroes for various values
of κ we obtain FIG. 4.
In the limit κ→ 0, the even- and odd-parity eigenval-
ues found with this method converge to the eigenvalues
for the β = 0 case:
lim
κ→0
κε
(+)
β,2s−1 = limκ→0
E
(+)
2s−1
Fa
= −βs ,
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FIG. 4. The κ-dependence of the ten lowest eigenvalues of
Hˆ1 for the positive mass case scaled to εa = κεβ = E/Fa.
The solid lines indicate the eigenvalues of even-parity states,
and the dashed lines indicate the eigenvalues of the odd-parity
states. They converge to the eigenvalues for the β = 0 case
as κ→ 0. The odd-parity eigenvalues agree with those found
by Benczik in Ref. [37] for Hˆ ′1 with an infinite potential wall
at x = 0.
lim
κ→0
κε
(+)
β,2s = limκ→0
E
(+)
2s
Fa
= −αs . (62)
Here, αs < 0 is the s-th zero of the Airy function Ai(ξ),
while βs < 0 is the s-th zero of its derivative Ai
′(ξ), both
numbered in descending order. (See appendix A.) In the
opposite limit κ→∞, which corresponds to m→∞, we
find for both parities
lim
κ→∞ ε
(+)
β,n = limκ→∞
E
(+)
n
F∆xmin
= n . (63)
Thus, the eigenvalues for the positive mass case connect
smoothly to those for the negative mass case, Eq. (47),
at 1/m = 0.
Once the eigenvalues are obtained, Eq. (61) can be
used to calculate the expansion coefficients of the eigen-
states. A complication arises when a zero of the numer-
ator function is also a zero of the denominator function.
This happens, for instance, to the even coefficients when
κ = 1, the lowest eigenvalue being εβ = 3. This is also
a zero of the denominator function D2j(εβ) for j ≥ 3.
What this tells us is that the sequence of coefficients ter-
minates after c4 for this set of parameters, that is, all the
coefficients including and beyond c6 are all zero. The two
non-zero coefficients in this case must be fixed from the
recursion relation so that c6 will be zero as required:
c2 =
2√
5
, c4 = − 1√
5
. (64)
Proceeding in this way, we can determine the expansion
coefficients of the eigenstate for each eigenvalue ε
(+)
β,n.
Numerically, these coefficients are found to satisfy the
following relations, up to normalizations, analogous to
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FIG. 5. The eigenfunctions of Hˆ1 with positive mass in θ-
space for the three lowest eigenvalues shown for κ = 0.1, 0.5,
1, and ∞.
Eq. (55) for the negative mass case:
c2j−1 = k
(
1
κ3
,
1
κ3
−
[
(2j − 1)− ε(+)β,2s−1
])
,
c2j = k
(
1
κ3
,
1
κ3
−
[
2j − ε(+)β,2s
])
. (65)
Furthermore, the odd-parity energy eigenvalues satisfy
k
(
1
κ3
,
1
κ3
+ ε
(+)
β,2s
)
= 0 . (66)
We will elaborate on why this is the case in section III.
The θ-space eigenfunctions constructed from these coef-
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FIG. 6. The uncertainties in x and p for the first ten eigen-
states of Hˆ1. ∆p is in units of 1/
√
β, while ∆x is in units
of ∆xmin = ~
√
β. When the mass is positive, (∆p,∆x)
follows the solid curves for the parity even states, and the
dashed curves for parity odd states, approaching the curve
(∆x/∆xmin) = (1 + β∆p
2)/2 (shown in dashed gray) as
1/m → +0. When 1/m crosses over into the negative, both
∆p and ∆x diverge.
ficients for the three lowest eigenvalues for several repre-
sentative values of κ are shown in FIG. 5.
G. Uncertainties
The expansion coefficients found in the previous sub-
sections can be utilized to calculate the uncertainties in
x and p for each state. Let us write
|ψ〉 =
∞∑
k=1
ck |k〉 ,
∞∑
k=1
|ck|2 = 1 , (67)
where (xˆ/∆xmin)
2 |k〉 = k2 |k〉, 〈k|`〉 = δk`. Since all the
eigenstates of Hˆ1 are also eigenstates of parity, and also
since particles do not go anywhere when they are bound,
it is clear that
〈xˆ〉 = 〈ψ| xˆ |ψ〉 = 0 , 〈pˆ〉 = 〈ψ| pˆ |ψ〉 = 0 , (68)
for both positive and negative mass cases. It is also
straightforward to show that
〈xˆ2〉 = 〈ψ| xˆ2 |ψ〉 = (∆xmin)2
∞∑
k=1
|ck|2k2 . (69)
To calculate pˆ2, we need
〈k| pˆ2 |`〉
9=
1
β
∫ pi/2
−pi/2
dθ ϕ˜∗k(θ) tan
2 θ ϕ˜`(θ)
=
0 if k − ` = odd1
β
[
2 min(k, `)− δk`
]
if k − ` = even (70)
the proof of which can be found in the appendix of
Ref. [38]. Using this, we can calculate 〈pˆ2〉 via
〈pˆ2〉 = 〈ψ| pˆ2 |ψ〉 =
∞∑
k=1
∞∑
`=1
c∗kc` 〈k| pˆ2 |`〉 . (71)
1. Positive Mass Case
The results of our numerical calculations are shown in
FIG. 6 for the positive mass states. In the infinite mass
limit, the energy eigenstates will simply be the eigen-
states of xˆ2 with uncertainties given by
∆xn =
√
〈n| xˆ2 |n〉 = n∆xmin = n ~
√
β ,
∆pn =
√
〈n| pˆ2 |n〉 =
√
2n− 1
β
. (72)
So as m → ∞, the points (∆pn,∆xn) will terminate on
the curve
∆x
∆xmin
=
1 + β∆p2
2
, (73)
which is shown in dashed gray.
2. Negative Mass Case
For the negative mass states, it turns out that both
∆p and ∆x diverge. This can be seen either by using the
expansion coefficients listed in Eqs. (53) and (54) with
Eqs. (69) and (71), or by using the wave-functions given
in Eq. (60). For instance, using the expansion coefficients
we find
〈xˆ2〉2s−1
∆x2min
=
∞∑
`=0
(2`+ 2s− 1)2 [k2`(κ−3)]2 ,
〈xˆ2〉2s
∆x2min
=
∞∑
`=0
(2`+ 2s)2
[
k2`(κ
−3)
]2
, (74)
and both these sums are divergent since
∞∑
`=0
(2`) [k2`(µ)]
2
=∞ ,
∞∑
`=0
(2`)2 [k2`(µ)]
2
=∞ , (75)
for arbitrary µ as shown in Appendix B. To see the
divergence of ∆p, the simplest way would be to use the
relation
〈pˆ2〉 = 2|m|
(
F 〈|xˆ|〉 − 〈Hˆ1〉
)
, (76)
and note that
〈|xˆ|〉2s−1
∆xmin
=
∞∑
`=0
(2`+ 2s− 1) [k2`(κ−3)]2 ,
〈|xˆ|〉2s
∆xmin
=
∞∑
`=0
(2`+ 2s)
[
k2`(κ
−3)
]2
, (77)
which are again both divergent. Thus, unlike the har-
monic oscillator case studied in Ref. [38], the uncertain-
ties ∆x and ∆p of the negative mass states do not inhabit
the ∆x ∼ ∆p branch of the MLUR curve.
In section IV, we will see that the divergence of ∆x and
∆p for the negative mass states can be understood classi-
cally by taking the ~→ 0 limit of Eq. (3) and looking at
the behavior of the classical particle whose Hamiltonian
is given by H1. But before that, let us look at an al-
ternative approach in deriving the results of this section,
which will clarify how the Bateman function solution was
discovered.
III. ALTERNATIVE APPROACH
A. The Schro¨dinger Equation
Recall that the standard procedure in solving for the
eigenvalues and eigenstates of Hˆ1, Eq. (6), in the canon-
ical β = 0 case is to solve the Schro¨dinger equation for
Hˆ ′1, Eq. (8), and then impose the boundary condition
ψ′(0) = 0 or ψ(0) = 0, respectively, to obtain the parity
even or odd eigenvalues. In this section, we will explore
whether an analogous technique works when β 6= 0.
Using the same representation of xˆ and pˆ as above,
namely Eq. (14), the Schro¨dinger equation for Hˆ ′1 is ob-
tained from Eq. (31) by making the replacement√
− d
2
dθ2
→ i d
dθ
, (78)
to yield (
± 1
κ3
tan2 θ + i
d
dθ
)
ψ˜(θ) = εβ ψ˜(θ) . (79)
The solution to this equation is easily seen to be
ψ˜(±)(θ, εβ) = exp
[
i
{
± 1
κ3
(
tan θ − θ)− εβ θ}] . (80)
Fourier transforming to χβ ≡ x/∆xmin space, we find:
ψ(±)(χβ − εβ) = 1
pi
∫ pi/2
−pi/2
dθ eiχβθ ψ˜(±)(θ, εβ)
=
1
pi
∫ pi/2
−pi/2
dθ exp
[
i
{
± 1
κ3
(
tan θ − θ)+ (χβ − εβ)θ}]
=
2
pi
∫ pi/2
0
cos
[
1
κ3
tan θ −
{
1
κ3
∓ (χβ − εβ)} θ] dθ
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FIG. 7. The ν-dependence of the Bateman function k(µ, ν)
for fixed µ. The top figure shows the graphs from µ = 0 to
µ = 1 at ∆µ = 0.1 intervals, while the bottom figures shows
those from µ = 0 to µ = 10 at ∆µ = 1 intervals. The µ = 0
case is left-right symmetric. Note that k(−µ, ν) = k(µ,−ν),
so the graphs for the negative µ cases can be obtained by
simply flipping the direction of the ν-axis.
= k
(
1
κ3
,
1
κ3
∓ (χβ − εβ)) , (81)
where in the last line, we have made use of the Bate-
man function introduced in Eq. (50). As discussed in
section IIB, ψ˜(±)(θ) can be recovered from the values of
ψ(±)(χβ−εβ) sampled at the discrete points χβ = 2z+λ,
z ∈ Z, for arbitrary λ. Rescaling variables to εa = κεβ
and χa = κχβ , it is straightforward to show that in the
positive mass case, we have
lim
κ→0
1
2κ
ψ(+)(χa/κ− εa/κ) = Ai (χa − εa) . (82)
That is, our solution converges to the β = 0 case in this
limit as it should.
B. Odd Parity Solutions
We first consider the odd-parity solutions. Though it
is not clear that the concept of the wave-function vanish-
ing at x = 0 makes sense in the presence of a minimal
length, let us nevertheless impose the boundary condition
æ
æ
æ æ æ æ æ
à
à
à
à
à à à
ì
ì
ì
ì
ì
ì ì
ò
ò
ò
ò
ò
ò
ò
ô ô
ô
ô
ô
ô
ô
n=2
n=4
n=6
n=8
n=10
0 5 10 15
xDxmin
2
4
6
8
10
12
14
ΕΒ
Κ=2, m>0
æ
æ
æ
æ
æ
æ
æ
à
à
à
à
à
à
à
ì ì
ì
ì
ì
ì
ì
ò ò ò
ò
ò
ò
ò
ô ô ô ô
ô
ô
ô
n=2
n=4
n=6
n=8
n=10
0 5 10 15
xDxmin
2
4
6
8
10
12
14
ΕΒ
Κ=2, m<0
FIG. 8. The wave-functions for the first five odd-parity en-
ergy eigenstates in x/∆xmin-space for the positive (top) and
negative (bottom) mass cases when κ = ∆xmin/a = 2. In
both cases, the wave-functions vanish at x = 0. The val-
ues at even-integer multiples of ∆xmin correspond to the ex-
pansion coefficients discussed in section II. In the positive
mass case, the wave-function in the physically forbidden re-
gion (x/∆xmin > εβ) oscillates instead of damping exponen-
tially as in the β = 0 limit. In the negative mass case, the
wave-function is zero at even-integer multiples of ∆xmin such
that x < n.
ψ(±)(−εβ) = 0 as in the β = 0 case:
ψ(±)(−εβ) = k
(
1
κ3
,
1
κ3
± εβ
)
= 0 . (83)
Here, the sign in front of εβ is that of the mass. The ν-
dependence of the Bateman function k(µ, ν) for fixed µ
11
æ
æ æ æ æ æ æ æ æ
à
à
à à à à à à à
ì ì
ì
ì ì ì ì ì ì
ò ò ò
ò
ò ò ò ò ò
ô ô ô ô
ô
ô ô ô ô
n=2
n=4
n=6
n=8
n=10
5 10 15
xDxmin
2
4
6
8
10
12
14
ΕΒ
Κ=¥, 1m=0
FIG. 9. The wave-functions for the first five odd-parity energy
eigenstates in x/∆xmin-space in the limit κ = ∆xmin/a→∞.
Both the positive and negative mass cases converge to the
same function. Note that the functions are now left-right
symmetric with respect to the turning points. Their values
are zero at all even-integer multiples of ∆xmin except at the
turning points where x/∆xmin = n.
is shown for several values of µ in FIG. 7. For fixed µ =
κ−3, the Bateman function k(µ, ν) has countable-infinite
number of zeroes along both the positive and negative ν
axes.
Let the s-th positive zero of k(κ−3, ν) be νs(κ). If
imposing Eq. (83) is correct, then in the positive mass
case these zeroes should correspond to energy eigenvalues
given by
ε
(+)
β,2s = νs(κ)−
1
κ3
, (84)
and indeed these match preciously the values we obtained
in section IIF where they were found to satisfy Eq. (66).
These energies are all positive, as they should be, and
agree with the energies derived by Benczik in Ref. [37].
In Benczik’s approach, the boundary condition was given
by
U
(
−κ
−3 + εβ
2
; 0 ;
2
κ3
)
= 0 , (85)
where U(α; γ; z) is Kummer’s function of the second kind
(see appendix C), which is related to the Bateman func-
tion via [117]
k(µ, ν) =
e−µ
Γ
(
1 + ν2
) U (−ν
2
; 0; 2µ
)
, (86)
provided that µ is positive. Clearly, the condition given
in Eq. (83) for the positive mass case is the same as the
condition given in Eq. (85).
The negative zeroes k(µ, ν) for fixed µ are independent
of µ, and thus of κ, and are given by the even negative
integers:
ν−s = −2s , s = 1, 2, 3, · · · . (87)
In the expression of Eq. (86), they are the poles of the
Γ-function in the denominator. (These do not appear in
the approach of Benczik [37].) For the positive mass case,
these will lead to negative energies, corresponding to the
particle in the negative x region with an infinite potential
wall at x = 0. For the negative mass case, however, these
correspond to positive energies:
ε
(−)
β,2s = 2s+
1
κ3
, (88)
in agreement with our results of section IIE.
Thus, imposing the boundary condition ψ(±)(−εβ) = 0
to determine the eigenvalues εβ leads to results that
are consistent with our previous approach. The (un-
normalized) parity odd wave-functions in χβ-space are
therefore
ψ
(±)
2s (χβ) = k
(
1
κ3
,
1
κ3
∓
[
χβ − ε(±)β,2s
])
. (89)
Comparing to the second lines of Eqs. (55) and (65), we
can see that the expansion coefficients c2j found in sec-
tion II are equal to the values of ψ
(±)
2s (χβ) sampled at
the discrete points χβ = 2j, j ∈ N up to phases. Indeed,
it was via this approach that we first found the solution
Eq. (54) to Eq. (49). In Figs. 8 we plot the first five
odd-parity eigenfunctions with the lowest eigenvalues for
both positive and negative masses using κ = 2 as a rep-
resentative case. The limiting case κ→∞ (1/m→ 0) is
shown in FIG. 9.
C. Even Parity Solutions
In the β = 0 limit, the energy eigenvalues for the
even-parity states are obtained by demanding that the
derivative of the wave-function vanish at x = 0. Again,
it is not clear whether this notion can be extended to
the β 6= 0 case with non-zero minimal length. Granted,
we do have a wave-function with a continuous variable
χβ = x/∆xmin. However, as discussed in section IIB,
only its values at the discrete points χβ = 2n+λ, n ∈ N,
have physical meaning for each choice of λ ∈ [−1, 1), so
taking the derivative with respect to χβ may be prob-
lematic.
Indeed, if we naively impose the condition
ψ′(±)(−εβ) = d
dχβ
ψ(±)(χβ − εβ)
∣∣∣∣
χβ=0
= ∓ ∂
∂ν
k
(
1
κ3
,
1
κ3
± εβ
)
= 0 (90)
and solve for εβ , then the eigenvalues for the even-parity
states that we found in the previous section will not be
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FIG. 10. The wave-functions for the first five energy eigen-
states in x-space for the positive (top) and negative (bottom)
mass cases when κ = ∆xmin/a = 2. The values at odd integer
multiples of ∆xmin correspond to the expansion coefficients
discussed in section II.
reproduced. This can be checked numerically, but can
also be seen graphically. In FIG. 10 we plot the wave-
functions
ψ
(±)
2s−1(χβ) = k
(
1
κ3
,
1
κ3
∓
[
χβ − ε(±)β,2s−1
])
, (91)
for the κ = 2 case using the eigenvalues found in sec-
tion II. FIG. 11 shows the wave-functions in the κ =∞
limit. As is evident from these figures, the derivative of
the ground state wave-function is non-zero at x = 0. De-
spite this, the values of this wave-function sampled at
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FIG. 11. The wave-functions for the first five energy eigen-
states in x-space in the limit κ = ∆xmin/a → ∞. Both the
positive and negative mass cases converge to the same func-
tions. Note that the functions are now left-right symmetric
with respect to the turning points. Their values is zero at all
odd integer multiples of ∆xmin except at the turning points.
χβ = 2j − 1, j ∈ N, agree with the coefficients c2j−1
derived in section II.
The disagreement can also be deduced from the fact
that the zeroes of ∂νk(κ
−3, ν) are separated by the ze-
roes of k(κ−3, ν), so there is only one zero of ∂νk(κ−3, ν)
between ν−1 = −2 and ν1(κ), whereas there are two en-
ergy eigenvalues between −ε(−)β,2 and ε(+)β,2 , namely −ε(−)β,1
and ε
(+)
β,1 . Thus, there is a mismatch between the num-
ber of zeroes and the number of states. This situation is
shown graphically in FIG. 12 for the κ = 2 case.
Thus, for the even-parity case, imposing Eq. (90) will
not give us the energy eigenvalues ε
(±)
β,2s−1. However, if we
look at the excited state wave-functions in Figs. (10) and
(11), we note that the derivative of the wave-functions
at x = 0 approaches zero as n is increased. This can
also be seen in FIG. 12 where the zeroes of Ψ′(+)(−εβ)
farther away from the origin agree better with the energy
eigenvalues. So the derivative of the wave-function at
x = 0 deviates most from zero for the ground state, and
the deviation is reduced as one looks at higher and higher
excited states.
Physically, this can be understood as due to the exis-
tence of the minimal length “blurring out” the position
of the origin x = 0. This leads to “phase shifts” in the
wave-functions, the most affected being the ground-state
which has the largest probability amplitude at the ori-
gin. The higher excited states with smaller amplitudes
at x = 0 are less affected. And the odd-parity states,
with zero probability amplitude at the origin, are not af-
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FIG. 12. Plots of ψ(+)(−εβ) (green) and ψ′(+)(−εβ) (red)
compared to the even-parity (dashed vertical lines) and odd-
parity (dotted vertical lines) energy eigenvalues. The positive
eigenvalues are ε
(+)
β,n, while the negative eigenvalues are −ε(−)β,n.
The zeroes of ψ(+)(−εβ) match the odd-parity eigenvalues
±ε(±)β,2s exactly. For the even-parity case, there is a mismatch
between the number zeros of ψ′(+)(−εβ) and the number of
eigenvalues between −ε(−)β,2 and ε(+)β,2 . However, the zeroes of
ψ′(+)(−εβ) do agree with the even-parity eigenvalues±ε(±)β,2s−1
for large s.
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FIG. 13. The solution to the classical equations of motion for
various values of the parameter A = 2mβE.
fected at all. This situation is similar to the Coulomb
potential problem discussed in Ref. [36]. There, the en-
ergy eigenvalues of the s-wave states were affected non-
perturbatively by the existence of the minimal length,
while those for the ` ≥ 1 states were not.
IV. CLASSICAL LIMIT
A. The classical equation of motion and its
solution in the range x ≥ 0
Let us now look at the classical limit of our problem to
obtain a better understanding of our results. We assume
that the classical limit of the deformed commutation re-
lation, Eq. (3), is obtained by the usual correspondence
between commutators and Poisson brackets:
1
i~
[
Aˆ, Bˆ
] → {A, B } . (92)
Therefore, we have
{x, x } = 0 ,
{ p, p } = 0 ,
{x, p } = (1 + βp2) . (93)
Our Hamiltonian was
H1 =
p2
2m
+ F |x| , F > 0 , (94)
but if we restrict our attention to motion in the range
x ≥ 0 we can use
H ′1 =
p2
2m
+ Fx , F > 0 . (95)
Then, our equations of motion will be
x˙ = {x, H ′1} =
1
m
(1 + βp2) p ,
p˙ = { p, H ′1} = −F (1 + βp2) . (96)
Note that x˙ and p have opposite sign when the mass m is
negative. p˙ is also always negative, due to our restriction
of attention to the x ≥ 0 region. Changing the variable
from p to θ, Eq. (12), these equations become
x˙ =
1
m
√
β
[
tan θ
cos2 θ
]
=
1
2m
√
β
d
dθ
[
tan2 θ
]
,
θ˙ = −
√
βF . (97)
The equation for θ is trivially solved to yield
θ(t) = −
√
βFt , (98)
where we have set the clock so that θ(0) = 0 (p(0) = 0),
that is, the particle is at the turning point at t = 0. The
corresponding t-dependence of the momentum p is
p(t) =
1√
β
tan[ θ(t) ] = − 1√
β
tan(
√
βFt) . (99)
Taking the ratio of x˙ to θ˙ we find
x˙
θ˙
=
dx
dθ
= − 1
2mβF
d
dθ
[
tan2 θ
]
, (100)
which can be integrated to yield
x(θ) = x0 − 1
2mβF
tan2 θ , (101)
where x0 is the turning point at which Fx0 = E, the
particle’s total mechanical energy. Since θ(t) = −√βFt
we obtain
x(t) = x0 − 1
2mβF
tan2(
√
βFt) . (102)
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It is straightforward to show that in the limit β → 0, this
solution reduces to
lim
β→0
x(t) = x0 − 1
2
(
F
m
)
t2 ,
lim
β→0
p(t) = −Ft . (103)
Note that F/m is the acceleration, which can be either
positive or negative depending on the sign of m. Rewrit-
ing Eq. (102) as
x(t)
x0
= 1− 1
A
tan2(
√
βFt) , A = 2mβE , (104)
we plot this solution for various values of the dimension-
less parameter A = 2mβE in FIG. 13. Negative values
of A correspond to the negative mass case.
B. Continuation into the x ≤ 0 range
1. Positive Mass Case
In the positive mass case, the particle starts out from
x = x0 at time t = 0, and will reach x = 0 at time
t =
1√
βF
tan−1
(√
A
)
≡ T+
4
, (105)
at which point the motion will connect smoothly to the
parity flipped solution for the range x ≤ 0. The par-
ticle will oscillate back and forth between the positive
and negative turning points with period T+ as shown in
FIG. 14.
2. Negative Mass Case
When the mass is negative, the particle starts out from
x = x0 at time t = 0, and will reach x = +∞ at time
t =
pi
2
√
βF
=
T−
4
. (106)
As in the harmonic oscillator case discussed in Ref. [38],
we assume that x-space is compactified at x = ∞ so
that the particle will oscillate between the positive and
negative turning points via x = ∞ with period T− as
shown in FIG. 15.
Note that while the oscillation period depends on
A = 2mβE when the mass is positive, it is independent
of A = 2mβE when the mass is negative. See FIG. 16.
We note that this independence of the period on the en-
ergy E is a feature shared with the canonical harmonic
oscillator. Given that the quantum mechanical versions
of both have equally spaced energy eigenvalues, perhaps
the two characteristics are connected. Note also that due
to the finiteness (non-infiniteness) of T−, the particle has
non-zero probability of being at finite x. This can be
understood as what makes bound states with discrete
positive energy eigenvalues possible even when the mass
is negative, effectively inverting the potential.
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FIG. 14. The solution to the classical equations of motion for
various values of the parameter A = 2mβE > 0.
C. Classical Probabilities
As we have just seen, in the classical limit the particle
bounces back and forth between the two turning points
via x = 0 when the mass is positive, and via x =∞ when
the mass is negative. Here, we calculate the classical
probability densities in |x|- and |p|-spaces from which we
calculate the classical uncertainties.
1. Positive Mass Case
For the positive mass case, we note that
T+
4
=
∫ T+/4
0
dt =
∫ 0
x0
dx
x˙
=
∫ −√A/β
0
dp
p˙
, (107)
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FIG. 15. The solution to the classical equations of motion for
various values of the parameter A = 2mβE < 0. It is assumed
that x-space is compactified at x =∞. The behaviors of θ(t)
and p(t), and the oscillation period are independent of the
value of A.
for the first one-quarter period of oscillation from t = 0
to t = T+/4. Thus, we can identify
P (x) = − 4
T+x˙
, and P˜ (p) = − 4
T+p˙
, (108)
as the probability densities for the ranges 0 < x < x0 and
−√A/β < p < 0, respectively. Simply replacing x and
p with their absolute values in the final expressions will
give us the probability densities in |x|- and |p|-spaces.
This yields
P˜ (|p|)√
β
=
1
tan−1(A)
(
1
1 + β|p|2
)
,
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FIG. 16. The dependence of the oscillation period T on the
value of A = 2mβE. Note that T is independent of A when
A is negative.
x0P (|x|) = 1
2 tan−1(A)
√
A√
1− |x|
x0
[
1 +A
(
1− |x|
x0
)] .
(109)
Note that |x| and |p| are restricted to the ranges 0 ≤
|x| ≤ x0 and 0 ≤ |p| ≤
√
A/β, respectively.
2. Negative Mass Case
For the negative mass case, we note
T−
4
=
∫ T−/4
0
dt =
∫ ∞
x0
dx
x˙
=
∫ −∞
0
dp
p˙
, (110)
and make the following identifications:
P (x) =
4
T−x˙
, and P˜ (p) = − 4
T−p˙
. (111)
This yields
P˜ (|p|)√
β
=
2
pi
(
1
1 + β|p|2
)
,
x0P (|x|) = 1
pi
√|A|√ |x|
x0
− 1
[
1 + |A|
( |x|
x0
− 1
)] .
(112)
In this case, the ranges of |x| and |p| are x0 ≤ |x| and
0 ≤ |p|, respectively. That is, both ranges are infinite.
3. Uncertainties
The above probability distributions are plotted for sev-
eral values of A, both positive and negative, in FIG. 17.
Looking at the |x|-space distribution, we see the proba-
bility density diverges at |x| = x0 so the particle has the
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FIG. 17. The classical probability distributions in |p|- and
|x|-spaces for several values of the parameter A = 2mβE.
highest probability of being found in the vicinity of the
turning points. In the infinite (both positive and nega-
tive) mass limit, the distribution will become a δ-function
located there.
For the positive mass case (A > 0), the ranges of both
x and p are finite, so the expectations values of x2 and
p2 are also finite. However, for the negative mass case
(A < 0) both ranges are infinite, and for large x and p
we find
P (|x|) ∼ |x|−3/2 , P˜ (|p|) ∼ |p|−2 , (113)
that is
x2P (|x|) ∼ |x|1/2 , p2P˜ (|p|) ∼ constant . (114)
and it is clear that the expectation values of x2 and p2
will both diverge. Thus the divergences of ∆x and ∆p
can be seen in the classical limit also.
4. Comparison with Quantum Probablities
Let us compare the classical probability distributions
derived above with the quantum ones to confirm that the
distributions follow each other. Here, we only consider
the negative mass case where ∆x and ∆p diverge.
To see the classical↔quantum correspondence, we note
that
|A| = 2|m|βE = εβκ3 ,
x0 =
E
F
= εβ∆xmin ,
x
x0
=
(
x
∆xmin
)
1
εβ
=
(
x
∆xmin
)
κ3
|A| . (115)
The value of |A| that corresponds to the n-th negative-
mass quantum state is
|A(−)n | = ε(−)β,nκ3 = 1 + nκ3 , (116)
cf. Eq. (47). Since the eigenvalues of |xˆ| are discretized
to be integer multiples of ∆xmin, the ratio x/x0 should
be replaced by
x
x0
=
(
x
∆xmin
)
κ3
|A(−)n |
→ κ
3k
|A(−)n |
, k ∈ N ,
(117)
with ∫
dx
x0
→
∑
k
κ3
|A(−)n |
, (118)
and the discretized classical probabilities which corre-
spond to the n-th quantum state become
x0P (|x|) → κ
3
|A(−)n |
P (k∆xmin) =
1
n+
1
κ3
P (k∆xmin) .
(119)
This function should be compared to |ck|2, where ck are
the expansion coefficients of section II. However, since
every other ck is zero, we will instead plot |ck|2/2 only
when it is non-zero for the ease of comparison. This is
shown in FIG. 18 for the κ = 1, n = 50 case. Com-
parison between the classical and quantum probability
densities is also shown in p-space where the quantum
probability distribution is obtained by using the θ-space
wave-functions from Eq. (60), and changing the variable
to p = tan θ/
√
β. As can be seen, smoothing out the
quantum distributions will give us the classical ones.
V. SUMMARY AND CONCLUSIONS
In this paper, we work out the eigenvalues and eigen-
functions of the Hamiltonian Hˆ1, Eq. (6), when the posi-
tion and momentum operators are assumed to obey the
deformed commutation relation Eq. (3). As in the har-
monic oscillator case discussed in a previous publication
[38], we find that Hˆ1 allows for an infinite ladder of dis-
crete positive eigenvalues, not just when the mass is pos-
itive, but also when the mass is negative. The energy
eigenvalues for the negative mass case are evenly spaced.
Calculating the uncertainties ∆x and ∆p for the corre-
sponding eigenstates, we find that for the positive mass
case ∆x ∼ 1/∆p, and as 1/m → +0 the uncertainties
approach the curve given in Eq. (73). The same curve
separated the positive- and negative-mass regions in ∆p-
∆x space for the harmonic oscillator [38]. However, if
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FIG. 18. Comparison of the quantum and classical probabil-
ities for the case κ = 1, n = 50. Top: quantum (green) and
classical (black) probability densities in |p|-space. Bottom:
the discrete quantum probabilities (red dots) and the prop-
erly normalized classical distribution function (black line) in
|x|-space.
1/m is decreased through zero so that the mass turns
negative, we find that, instead of the points (∆p,∆x)
continuing on to smooth curves with a ∆x ∼ ∆p behav-
ior as in the harmonic oscillator case, both ∆x and ∆p
diverge. Thus, the ∆x ∼ ∆p behavior cannot be seen in
the eigenstates of Hˆ1 with negative mass.
2
Taking the classical limit, we find that the time it takes
for the negative-mass particle to reach infinity from the
turning points is finite (non-infinite). Consequently, the
particle has a finite (non-zero) probability to be found at
finite x. It also means that we must compactify x-space
with an addition of the infinity point x = ∞ and allow
the particle to oscillate between the two turing points
via x = ∞. These points can be understood as what
make the existence of bound states with discrete energy
eigenvalues possible even when the mass is negative.
Furthermore, calculating the moments of the classical
probability densities in x- and p-spaces, we find that the
uncertainties ∆x and ∆p diverge in the classical limit
2 We have explored the possibility of ‘regularizing’ these diver-
gences by deforming the θ-space integration into the upper com-
plex plane. Unfortunately, this attempt leads to finite but nega-
tive values for ∆x2.
also. This is due to the tails of the probability distribu-
tions not falling fast enough as |x| → ∞ and |p| → ∞.
Thus, though the negative-mass particle spends enough
time near the turning points to allow for bound states, it
does not spend enough time there to allow for finite ∆x.
A curious fact is that the classical period of oscilla-
tion of the negative-mass particle via x =∞ is indepen-
dent of the particle energy. Together with the fact that
the quantum energy eigenvalues are evenly spaced, this
suggests either a direct connection between the negative-
mass case and the canonical harmonic oscillator, or a
common property shared between the two that would
lead to this result. A related question would be whether
‘coherent states’ exist for the negative mass V-shaped po-
tential where 〈x〉 obeys the classical equation of motion,
just as in the canonical harmonic oscillator case. Would
such a state have finite ∆x which would ‘localize’ it in
some fashion? These points will be further explored in
future publications.
Answering the question posed in the introduction, we
find that the ∆x ∼ ∆p behavior seen in the eigenstates of
the negative-mass harmonic oscillator Hamiltonian [38] is
not universal. Simply making the mass negative for other
potentials will not necessarily lead to a similar behavior.
Assuming the deformed commutation relation, Eq. (3),
between xˆ and pˆ does not guarantee that ∆x ∼ ∆p can
be realized.
What if we looked at particles in other potentials?
Consider the Hamiltonian
Hˆq =
pˆ2
2m
+ F |xˆ|q , (120)
where the action of the operator |xˆ|q on an eigenstate of
xˆ2 with eigenvalue σ2 (σ > 0) is assumed to be
|xˆ|q ∣∣σ2〉 = σq ∣∣σ2〉 . (121)
Since this class of Hamiltonians reduce to F |xˆ|q when the
mass is taken to infinity, in that limit the eigenstates of
Hˆq will reduce to those of xˆ
2 with uncertainties on the
curve of Eq. (73). Thus an educated guess would be that
∆x ∼ 1/∆p for these Hamiltonians as well, as long as
the mass is kept positive, and that the points (∆p,∆x)
will follow trajectories similar to those shown in FIG. 6
which terminate on the Eq. (73) curve.
For the negative mass case, consider the classical limit
in which the equation of motion in the range x ≥ 0 will
be given by
x˙ = − 1|m| (1 + βp
2) p ,
p˙ = −qF (1 + βp2)xq−1 . (122)
Using the conservation of energy,
E = − p
2
2|m| + Fx
q , (123)
we can write x in terms of p and vice versa:
x =
[
1
F
(
E +
p2
2|m|
)]1/q
∼ p2/q ,
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p =
√
2|m|(Fxq − E) ∼ xq/2 . (124)
Thus
P (x) ∼ x˙−1 ∼ p−3 ∼ x−3q/2 ,
P˜ (p) ∼ p˙−1 ∼ p−2x1−q ∼ p−2(2−1/q) , (125)
and
x2P (x) ∼ x2−3q/2 ,
p2P˜ (p) ∼ p−2(1−1/q) . (126)
So for the classical expectation values of x2 and p2 to be
finite, we need
2 < q . (127)
Since all potentials with q < 2 will have divergent ∆x and
∆p classically, this suggests that their quantum counter-
parts are also divergent, just as in the q = 1 case. The
borderline q = 2 case seems exceptional. This corre-
sponds to the harmonic oscillator discussed in Ref. [38]
where we had x2P (x) ∼ x−1 and p2P˜ (p) ∼ p−1. So the
classical uncertainties for this case are log-divergent even
though the quantum uncertainties are not. It turns out
that for the harmonic oscillator, the asymptotic quan-
tum probabilities in x- and p-spaces decay faster than
their classical counterparts provided that the condition
of Eq. (5) is satisfied, which was necessary for normaliz-
able bound states to exist in the first place. These con-
siderations imply that to look for the ∆x ∼ ∆p behavior
one should look at potentials with q larger than 2.
One final problem we would like to point out is the
question of how the uncertainties ∆x and ∆p should be
defined for a particle in the potential of Eq. (9), which
corresponds to a particle bouncing in a uniform gravi-
tational field with a rigid floor at x = 0 [29, 37, 106].
The energy eigenvalues for this problem are the same
as the odd-parity states of Hˆ1, and the x/∆xmin-space
eigenfunctions corresponding to the lowest five will be the
same as those shown in FIG. 8. The eigenfunctions in the
infinite mass limit will be as those shown in FIG. 9, with
the particle localized at x/∆xmin = n for the n-th state.
Unlike the V-shaped potential case, however, the wave-
function does not continue into the x < 0 region with a
negative turning point at x/∆xmin = −n which shares
in the localization. So a naive calculation of ∆x for the
infinite mass states would yield zero, in clear violation
of Eq. (1). The crux of this problem seem to lie in how
one should take into account the fuzziness of the location
of the infinite potential wall at x = 0 in the presence
of the minimal length. We have considered a variety of
ways in which this problem may be avoided but are yet
to find a satisfactory resolution. Here, we only allude to
the existence of this problem and refrain from discussing
it further.
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Appendix A: Review of the Canonical β = 0 Case
1. Solution in Coordinate Space
As mentioned in the main text, the eigenvalues and
eigenstates of Hˆ1, Eq. (6), in the canonical β = 0, m > 0
case are obtained by solving the Schro¨dinger equation for
Hˆ ′1, Eq. (8), in the region x ≥ 0, and then imposing the
boundary condition ψ′(0) = 0 or ψ(0) = 0 at x = 0 to
obtain the parity even and odd states, respectively. The
said Schro¨dinger equation is(
− ~
2
2m
d2
dx2
+ Fx
)
ψ(x) = E ψ(x) , (A1)
which possesses a characteristic length scale given by
a =
[
~2
2mF
]1/3
. (A2)
Defining dimensionless variable and eigenvalue by
χ ≡ x
a
, εa ≡
(
2mE
~2
)
a2 =
E
Fa
, (A3)
the above Schro¨dinger equation can be written as
d2
dχ2
ψ − (χ− εa)ψ = 0 . (A4)
Further shifting the variable to ξ = χ− εa, we obtain
d2
dξ2
ψ − ξψ = 0 , (A5)
the solution to which is the Airy function [123]:
ψ(ξ) = Ai(ξ) =
1
pi
∫ ∞
0
cos
(
1
3
t3 + ξt
)
dt
=
1
2pi
∫ ∞
−∞
ei(
1
3 t
3+ξt) dt . (A6)
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FIG. 20. The contours for the Fourier-Laplace transform of
the Airy function from momentum to coordinate space. The
contours continue inside the shaded areas all the way to in-
finity.
The other solution linearly independent from Ai(ξ) is the
Airy function of the second kind
Bi(ξ) =
1
pi
∫ ∞
0
[
exp
(
−1
3
t3 + ξt
)
+ sin
(
1
3
t3 + ξt
)]
dt ,
(A7)
which diverges as ξ →∞, as shown in FIG. 19, so is not
normalizable.
2. Solution in Momentum Space
Before continuing on to determine the eigenvalues εa,
it is instructive to see how the Schro¨dinger equation for
Hˆ ′1 can be solved in momentum space [123].
The Schro¨dinger equation for Hˆ ′1 in momentum space
is (
p2
2m
+ i~F
d
dp
)
ψ˜(p) = E ψ˜(p) . (A8)
Using the length scale a defined in Eq. (A2), we define
the dimensionless variable
ζ ≡ a p
~
. (A9)
The momentum space Schro¨dinger equation in the vari-
able ζ is (
ζ2 + i
d
dζ
)
ψ˜(ζ) = εa ψ˜(ζ) , (A10)
where εa was defined in Eq. (A3). Being a first order
differential equation, this can be solved easily to yield
ψ˜(ζ) = exp
[
i
(
ζ3
3
− εa ζ
)]
, (A11)
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up to a normalization constant. To obtain the coordi-
nate space wave-function in χ, we must Fourier transform
ψ˜(ζ).
The Fourier-Laplace transform of the above function
requires integration along a contour which would ren-
der the integral finite and well-defined. For this, the
real part of the argument of the exponential must go
to negative infinity at the end-points of the contour, and
there exist three possible contours which are shown in
FIG. 20. Since there are three contours, integration along
these contours gives us three functions, but only two of
them are linearly independent since the integral along
C0 + C1 + C2 is clearly zero. Thus, though the momen-
tum space Schro¨dinger equation is a first-order differen-
tial equation with only one solution, two linearly inde-
pendent solutions in coordinate space are still obtained
by Fourier-Laplace integrals along linearly independent
contours.
The integration along C0 can be deformed to lie along
the real ζ axis and leads to the Airy function of the first
kind:
1
2pi
∫
C0
dζ ψ˜(ζ) eiχζ
=
1
pi
∫ ∞
0
dζ cos
[
ζ3
3
+ (χ− εa)ζ
]
= Ai(χ− εa) . (A12)
It should be kept in mind that we are taking the limit
in which the contour C0 approaches the real ζ axis from
above, and the integration should be understood as such.
The Airy function of the second kind is a linear combi-
nation of the C1 and C2 integrals which can be deformed
to lie along the real ζ and negative imaginary ζ axes:
i
2pi
(∫
−C2
−
∫
−C1
)
dζ ψ˜(ζ) eiχζ
=
1
pi
∫ ∞
0
d(iζ) exp
[
− (iζ)
3
3
+ (χ− εa)(iζ)
]
+
1
pi
∫ ∞
0
dζ sin
[
ζ3
3
+ (χ− εa)ζ
]
= Bi(χ− εa) . (A13)
3. Parity Even States
The boundary condition ψ(χ = 0) = 0 translates to
ψ(ξ = −εa) = 0, so −εa must be a zero point of Ai(ξ).
Let αn, n = 1, 2, 3, · · · , be the zero-points of Ai(ξ) ar-
ranged in descending order, that is:
· · · < α3 < α2 < α1 < 0 . (A14)
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FIG. 21. The first five parity-odd eigenfunctions of Hˆ1.
They are all negative, and αn is encoded in Mathematica
as AiryAiZero[n]. Thus,
εa,2n = −αn → E2n = − ~
2
2ma2
αn = −αnFa .
(A15)
Note that, despite the minus sign, these energies are pos-
itive since the αn’s are negative. These also give the
energy eigenvalues for a particle in the half-potential
Eq. (9). The corresponding eigenfunctions are
ψ2n(χ) ∝
{
Ai( χ+ αn) for χ > 0
−Ai(−χ+ αn) for χ < 0 (A16)
Using the fact that Ai(ξ) is the solution to Eq. (A5), it
is straightforward to show that∫ ∞
−∞
[
Ai(|χ|+ αn)
]2
dχ = 2
[
Ai′(αn)
]2
, (A17)
where the prime denotes differentiation. The normalized
eigenfunctions are therefore:
ψ2n(χ) =
sign(χ)√
2|Ai′(αn)|
Ai(|χ|+ αn) . (A18)
The first five of these eigenfunctions are plotted in Fig 21.
If we change the variable back to x = aχ, then the wave-
function is
ψ2n(x) =
sign(x)√
2a |Ai′(αn)|
Ai
( |x|
a
+ αn
)
. (A19)
4. Parity Odd States
The boundary condition ψ′(χ = 0) = 0 translates to
ψ′(ξ = −εa) = 0, so −εa must be a zero point of Ai′(ξ).
The graphs of Ai(ξ) and Ai′(ξ) are shown in FIG. 22. Let
βn, n = 1, 2, 3, · · · , be the zero-points of Ai′(ξ) arranged
in descending order, that is:
· · · < β3 < β2 < β1 < 0 . (A20)
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FIG. 22. The Airy function Ai(ξ) and its derivative Ai′(ξ).
Note that the zeroes of Ai(ξ) and Ai′(ξ) are all negative and
separate each other.
These separate the zeroes of Ai(ξ):
βn+1 < αn < βn . (A21)
Thus,
εa,2n−1 = −βn → E2n−1 = − ~
2
2ma2
βn = −βnFa .
(A22)
The corresponding eigenfunctions are
ψ2n−1(χ) ∝
{
Ai( χ+ βn) for χ > 0
Ai(−χ+ βn) for χ < 0 (A23)
Again, using the fact that Ai(ξ) is the solution to
Eq. (A5), it is straightforward to show that∫ ∞
−∞
[
Ai(|χ|+ αn)
]2
dχ = −2βn
[
Ai(βn)
]2
. (A24)
The normalized eigenfunctions are therefore:
ψ2n−1(χ) =
1√−2βn |Ai(βn)|
Ai(|χ|+ βn) . (A25)
The first five of these eigenfunctions are plotted in Fig 23.
If we change the variable back to x = aχ, then the wave-
function is
ψ2n−1(x) =
1√−2aβn |Ai(βn)|
Ai
( |x|
a
+ βn
)
.(A26)
5. Expectation Values and Uncertainties
From the symmetry of the problem, it is clear that the
expectation values of xˆ and pˆ for all the eigenstates of Hˆ1
are zero. To calculate the expectation values of xˆ2 and
pˆ2, we will need the following relations:∫ ∞
αn
dξ ξ
[
Ai(ξ)
]2
=
∫ ∞
αn
dξ Ai(ξ) Ai′′(ξ)
n=1
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n=7
n=9
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FIG. 23. The first five parity-even eigenfunctions of Hˆ1.
=
αn
3
[
Ai′(αn)
]2
,∫ ∞
αn
dξ ξ2
[
Ai(ξ)
]2
=
α2n
5
[
Ai′(αn)
]2
,∫ ∞
βn
dξ ξ
[
Ai(ξ)
]2
=
∫ ∞
βn
dξ Ai(ξ) Ai′′(ξ)
= −β
2
n
3
[
Ai(βn)
]2
,∫ ∞
βn
dξ ξ2
[
Ai(ξ)
]2
=
1− β3n
5
[
Ai(βn)
]2
. (A27)
These relations lead to
〈xˆ2〉2n
a2
=
8
15
α2n ,
a2〈pˆ2〉2n
~2
= −αn
3
,
〈xˆ2〉2n−1
a2
=
8β3n − 3
15βn
,
a2〈pˆ2〉2n−1
~2
= −βn
3
. (A28)
Therefore:
∆x2n
a
=
√〈xˆ2〉2n
a
=
√
8α2n
15
,
a∆p2n
~
=
a
√〈pˆ2〉2n
~
=
√
−αn
3
,
∆x2n−1
a
=
√〈xˆ2〉2n−1
a
=
√
8β3n − 3
15βn
,
a∆p2n−1
~
=
a
√〈pˆ2〉2n−1
~
=
√
−βn
3
, (A29)
and
∆x2n ∆p2n
~
=
√
8(−αn)3
45
,
∆x2n−1 ∆p2n−1
~
=
√
8(−βn)3 + 3
45
. (A30)
For the ground state n = 1, we have
−β1 ≈ 1.01879 , (A31)
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and
∆x1 ∆p1
~
=
√
8(−β1)3 + 3
45
≈ 0.5046 > 1
2
. (A32)
Note that: {
a→ 0 as mF →∞ ,
a→∞ as mF → 0 . (A33)
Therefore,{
∆xn → 0 , ∆pn →∞ as mF →∞ ,
∆xn →∞ , ∆pn → 0 as mF → 0 . (A34)
Appendix B: Sums involving the Bateman Function
The definition of the Bateman function is given in
Eq. (50). Using Eq. (52), we find
ei(µ−λ) tan θ = eiµ tan θe−iλ tan θ
=
[ ∞∑
s=0
k2s(µ) e
2isθ
][ ∞∑
t=0
k2t(λ) e
−2itθ
]
=
∞∑
s=0
∞∑
t=0
k2s(µ) k2t(λ) e
2i(s−t)θ . (B1)
Setting µ = λ and integrating both sides of this relation
from θ = −pi/2 to θ = pi/2, we find
pi =
∞∑
s=0
∞∑
t=0
k2s(µ) k2t(µ)
∫ pi/2
−pi/2
dθ e2i(s−t)θ︸ ︷︷ ︸
piδst
= pi
∞∑
s=0
[
k2s(µ)
]2
, (B2)
which indicates that
∞∑
s=0
[
k2s(µ)
]2
= 1 . (B3)
Next, using Eqs. (52) and (56), we find[
µ
cos2 θ
eiµ tan θ
][
e−iλ tan θ
]
=
[ ∞∑
s=0
(2s) k2s(µ) e
2isθ
][ ∞∑
t=0
k2t(λ) e
−2itθ
]
=
∞∑
s=0
∞∑
t=0
(2s) k2s(µ) k2t(λ) e
2i(s−t)θ . (B4)
Setting µ = λ and integrating from θ = −pi/2 to θ = pi/2,
the right-hand-side becomes
pi
∞∑
s=0
(2s)
[
k2s(µ)
]2
. (B5)
The left-hand-side is however,
µ
∫ pi/2
−pi/2
dθ
cos2 θ
= ∞ , (B6)
due to the singularities at θ = ±pi/2. Therefore,
∞∑
s=0
(2s)
[
k2s(µ)
]2
= ∞ . (B7)
Similarly, we find
[
µ
cos2 θ
eiµ tan θ
][
λ
cos2 θ
e−iλ tan θ
]
=
[ ∞∑
s=0
(2s) k2s(µ) e
2isθ
][ ∞∑
t=0
(2t)k2t(λ) e
−2itθ
]
=
∞∑
s=0
∞∑
t=0
(2s)(2t) k2s(µ) k2t(λ) e
2i(s−t)θ . (B8)
Setting µ = λ and integrating from θ = −pi/2 to θ = pi/2
shows that
∞∑
s=0
(2s)2
[
k2s(µ)
]2
= ∞ . (B9)
Appendix C: Benczik’s Solution
Here, we review the approach used by Benczik in his
Ph.D. thesis [37] to solve for the eigenvalues of a particle
in the half potential, Eq. (9).
Using operators which obey the canonical commuta-
tion relation [ qˆ, pˆ ] = i~, the operators which obey
Eq. (3) can be expressed as
xˆ = qˆ + β
pˆ2qˆ + qˆ pˆ2
2
,
pˆ = pˆ . (C1)
Following Benczik we use the representation
qˆ = q , pˆ =
~
i
∂
∂q
, (C2)
in which case xˆ and pˆ are represented by
xˆ = q
(
1− ~2β d
2
dq2
)
− ~2β d
dq
,
pˆ =
~
i
∂
∂q
. (C3)
The last term in the expression for xˆ can be dropped
at the expense of changing the weight function in the
definition of the inner product, that is, we can use
xˆ = q
(
1− ~2β d
2
dq2
)
(C4)
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without affecting the energy eigenvalues. Then the range
x > 0 corresponds to q > 0 so the Schro¨dinger equation
in that range is
Hˆψ = − ~
2
2m
d2ψ
dq2
+ Fq
(
1− ~2β d
2
dq2
)
ψ = E ψ ,
(C5)
or, changing the variable to the dimensionless χ = q/a,
we have (
1 + κ2 χ
) d2ψ
dχ2
− (χ− εa)ψ = 0 , (C6)
where κ = ~
√
β/a, and εa = E/Fa as in the main text.
When χ 1, this equation is approximately
κ2
d2ψ
dχ2
− ψ ≈ 0 , (C7)
to which the solutions are ψ(χ) ∼ e±χ/κ. To obtain a
normalizable solution, we must demand that the solution
behave asymptotically as e−χ/κ. Change variable again
to s = 2(1 + κ2χ)/κ3. Eq. (C6) becomes
d2ψ
ds2
+
(
−1
4
+
λ
s
)
ψ = 0 , λ ≡ 1 + κ
2ε
2κ3
. (C8)
This is a special form of Whittaker’s differential equation
which is given by
d2ψ
ds2
+
(
−1
4
+
λ
s
− µ
2 − (1/4)
s2
)
ψ = 0 . (C9)
The two linearly independent solutions are known as
Whittaker’s functions and denoted Mλ,µ(s) and Wλ,µ(s).
They are given by
Mλ,µ(s) = e
−s/2sµ+1/2 1F1
(
µ− λ+ 1
2
; 2µ+ 1; s
)
,
Wλ,µ(s) = e
−s/2sµ+1/2 U
(
µ− λ+ 1
2
; 2µ+ 1; s
)
.
(C10)
Here, 1F1(α; γ; z) is the confluent hypergeometric func-
tion of the first kind, while U(α; γ; z) is the confluent
hypergeometric function of the second kind, aka Kum-
mer’s function of the second kind:
U(α; γ; z)
=
pi
sin(piγ)
[
1F1(α; γ; z)
Γ(γ)Γ(α− γ + 1)
−z
1−γ
1F1(α− γ + 1; 2− γ; z)
Γ(α)Γ(2− γ)
]
.
(C11)
When γ is a non-integer 1F1(α; γ; z) and z
1−γ
1F1(α −
γ + 1; 2− γ; z) can be taken to be the two linearly inde-
pendent solutions to Kummer’s differential equation for
hypergeometric functions. Then γ is an integer, however,
they are not independent, and we must use 1F1(α; γ; z)
and U(α; γ; z).3
The asymptotic forms of Mλ,µ(s) and Wλ,µ(s) when
s 1 are
Mλ,µ(s) ∼ Γ(2µ+ 1)
[
eipi(µ−λ+
1
2 )
Γ
(
µ+ λ+ 12
) e−s/2 sλ
+
1
Γ
(
µ− λ+ 12
) es/2 s−λ] ,
Wλ,µ(s) ∼ e−s/2 sλ ,
(C12)
so the solution with the correct asymptotic form is
Wλ,µ(s). The function Wλ,µ(s) has the property
Wλ,µ(s) = Wλ,−µ(s), so the sign of µ is not important.
Choosing µ = − 12 to recover Eq. (C8), we obtain
ψ(s) ∝ Wλ,− 12 (s) = e
−s/2 U (−λ; 0; s) . (C13)
Since χ = 0 corresponds to s = 2/κ3, the boundary
condition we must impose is
U(−λ; 0; 2/κ3) = 0 . (C14)
This will determine the allowed values of λ, which in turn
will determine the energy eigenvalues.
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