Determining an appropriate regularization parameter is often challenging work because it has a narrow range and varies with problems, which is likely to lead to large reconstruction errors. In this contribution, an adaptive regularized method based on homotopy is presented for sparse fluorescence tomography reconstruction. Due to the adaptive regularization strategy, the proposed method is always able to reconstruct sources accurately independent of the estimation of the regularization parameter. Moreover, the proposed method is about two orders of magnitude faster than the two contrasting methods. Numerical and in vivo mouse experiments have been employed to validate the robustness and efficiency of the proposed method.
Introduction
In recent years, in vivo small animal optical molecular imaging has received increasing attention for its applications in biomedical research. It has been extensively utilized for tumor detection, drug discovery, and intraoperative navigation [1] [2] [3] . Among optical molecular imaging modalities, fluorescence molecular tomography (FMT) plays an important role because of its ability to reconstruct the fluorescent source by obtaining the photon distribution of the surface as well as the anatomical information of the target [4] [5] [6] [7] [8] .
However, since only the photon distribution on the surface is measurable, the number of measurements is much smaller than the number of unknowns. Therefore, FMT is usually an ill-posed problem [5] . Even though the Tikhonov regularization has been applied to make the solution stable, the oversmoothness of it may result in the loss of localized features during reconstruction. In the past few years, L1 regularization has been incorporated in optical tomographic problems to promote the sparsity of the solution [9] [10] [11] . For example, in [10] , an iteratedshrinkage-based (IS-L1) method for FMT was proposed and proved to be effective in recovering fluorescent sources. However, the regularization parameter in these state-of-the art methods is often a constant and needs to be estimated in advance. Unfortunately, the regularization parameter is different for different problems and determining an appropriate regularization parameter is often challenging work [10, 12] . The optimal or nearoptimal regularization parameter for reconstruction often has a narrow range so that improper estimation is very likely to occur, which directly leads to large reconstruction errors. Therefore, a robust reconstruction method that does not depend on the choice of the regularization parameter is needed. Moreover, the IS-L1 method only has a linear convergence rate so that it needs a large iteration number to achieve good results [13] .
To solve the problems discussed above, in this paper, an adaptive regularized method based on homotopy is presented for sparse FMT reconstruction.
The name homotopy means that the object function undergoes a homotopy process from the L2 constraint to the L1 objective as λ decreases. In this process, the solution begins at large regularization parameter λ and X 0, which successively builds a sparse solution by adding or removing elements from its active set, and is terminated when λ → 0 and X converges to the solution of Eq. (2), AX Φ [14, 15] . As we move along the solution path, the subset is a piecewise constant as a function of λ, changing only at critical values of λ [16] . In the homotopy process, the regularization parameter of the proposed method is updated automatically instead of being a constant and is estimated in advance. Furthermore, the proposed method only needs a few iterations to obtain satisfactory results for sparse FMT. In contrast, some state-of-the-art methods, such as the IS-L1 method, may require more than 1000 iterations. As a result, the proposed method saves a tremendous amount of computation time. To better evaluate the proposed method, we compared it to the Newton-L2 method and the IS-L1 method both in numerical and in vivo mouse experiments.
This paper is organized as follows. In Section 2, the diffuse approximation model and the proposed method are presented. Section 3 shows validations for the proposed method using a heterogeneous phantom. In Section 4, in vivo mouse experiments are applied to the proposed method. Finally, we discuss and conclude this paper.
Method

A. Photon Propagation Model
The diffusion equation is usually used for depicting the near-infrared photon propagation in biological tissues. For steady-state FMT with the point excitation sources, the following coupled diffusion equations have been extensively used to depict photon propagation: ∇·D x r∇Φ x r−μ ax rΦ x r−Θ s δr−r l ∇·D m r∇Φ m r−μ am rΦ m r−Φ x rημ af r r∈Ω; 1 where subscripts x and m denote the excitation and emission wavelengths, respectively. Φ x;m denotes the photon flux density. μ ax;am is the absorption coefficient and D x;m is the diffusion coefficient in biological tissues. ημ af r denotes the fluorescent yield distribution to be reconstructed. r l represents the location of the point sources with an amplitude of Θ s . To solve these equations, the Robin-type boundary conditions are added on the boundary ∂Ω of the domain Ω [17] .
The finite element method has been applied in solving the diffusion equations. The linear relationship between the emitted fluorescence measurements Φ on the surface and the unknown fluorescent yield distribution X is established as follows:
More details can be found in [5, 18] .
B. Reconstruction Method
As mentioned above, FMT is often an ill-posed problem. A proper regularization makes the solution stable, which is considered as a kind of a priori information. Here, the L1 regularization is incorporated into the FMT problem, and Eq. (2) is reformed as follows:
where λ is the regularization parameter, and F λ X is the objective function. According to classical ideas on a convex analysis, a necessary condition for X λ to be a minimizer of F λ X is that the zero vector is an element of the subdifferential of F λ at X λ [19] . Here, we calculate
where
Let I fi:X λ i ≠ 0g denote the support of X λ , and c A T Φ − AX λ denote the vector of residual correlations. The two conditions represent the condition 0 ∈ ∂ X λ F λ X λ equivalently:
and jcI c j ≤ λ:
I c denotes the complementary set of I. It is denoted that residue correlations for the support of I all have a magnitude equal to λ, while those that support I all have a magnitude less than or equal to λ. The homotopy process then follows from these two conditions to trace out the optimal path X λ , which maintains Eqs. (6) and (7). The proposed algorithm starts with an initial solution X 0 0 and works in an iterative mode to compute solution estimates of X k , k 1; 2; …. Through this operation, it maintains the active set I, which meets
At the kth stage, the proposed algorithm first computes an updated direction p by solving
The coordinates of p k , not in I, are set to zero. The step size to the next breakpoint is then calculated along the homotopy path. Two cases may lead to a breakpoint. First, if a nonactive element of c k violates Eq. (7), it would increase in magnitude beyond λ. This first occurs when
where the minimum is taken only over positive arguments. The second case leading to a breakpoint along the path occurs when an active coordinate crosses zeros, which violates the sign agreement in Eq. (6). This first occurs when
where again the minimum is taken only over positive arguments. The proposed algorithm determines to either append the element to I or remove the element from I depending on which is smaller between γ k and γ
Then, the next breakpoint is computed by the following iteration:
Then, λ is updated:
Numerical Experiments
In this section, a mouse-mimicking heterogeneous cylindrical phantom was used to validate the proposed method. Figure 1 shows the phantom we used, which was 20 mm in diameter and 20 mm in height. This phantom consisted of four kinds of materials, muscle (M), lungs (L), heart (H), and bone (B), respectively. The optical properties can be found in Table 1 [20]. The finite element method was employed to solve the forward model and the measurements on the boundary were obtained [21] . This phantom was discretized into 3430 nodes and 17 623 tetrahedral elements. Moreover, 5% Gaussian noise was added to simulate the real case. All three reconstruction algorithms were coded in MATLAB and performed on a personal computer with 3.20 GHz Intel Core i5-650 Processor and 4 GB RAM.
A. Reconstruction Results With a Different Number of Sources
First, we reconstructed fluorescent sources with different numbers using the proposed method. As seen in Fig. 2 , the proposed method was able to obtain satisfactory results in all three cases. The iteration numbers for single, double, and triple sources were 6, 13, and 18, respectively. We found that the iteration number required was nearly proportional to the number of reconstructed fluorescent sources. Since all of the fluorescent sources were identical in size, it could be considered that each source had the same number of unknowns. Therefore, the proposed method could be thought to have good properties: if the solution has k unknowns, it reaches the solution only in k steps. In comparison, the state-of-the-art methods often require thousands of iterations.
Figure 3(a) shows the evolution curves of the regularization parameter λ as a function of iterations with a different number of sources. λ of all three cases was updated automatically to a small value within a few steps. Simultaneously, the object function was reduced to a low level, as seen in Fig. 3(b) . It demonstrated that the adaptive strategy to determine λ in the proposed method accelerated the convergence process effectively.
B. Efficiency Studies for Different Grids
The efficiency of the proposed method was also investigated. We compared it to the Newton-L2 method and the IS-L1 method, which could be regarded as two mainstream methods for FMT. To better evaluate the cost of the proposed method, we employed experiments on five grids with different sizes. For all three methods, the zero vector was used to initialize the unknowns. Seen from Fig. 4 , the results obtained by the Newton-L2 method were oversmoothed due to the effect of L2 regularization. Although the IS-L1 method obtained sparser results, it had artifacts. In contrast, the proposed method best preserved the sparsity of the fluorescent sources and did not have any artifacts. As listed in Table 2 , the proposed method had the cheapest cost among all five grids. Take the third grid as an example, where the reconstruction times of the Newton-L2, IS-L1, and proposed methods were 162.76, 71.20, and 0.48 s, respectively. The proposed method was more than two orders of magnitude faster than the two contrasting methods in most cases. Moreover, the predominant efficiency of the proposed method became larger with an increase in grid size.
C. Robustness to Parameters
In this subsection, we validated the robustness to parameters of the proposed method. As is well known, the regularization parameter is very important because it directly affects the accuracy of the reconstruction. However, the regularization parameter is different for different problems and determining an appropriate regularization parameter is often a challenge [10, 12] .
As shown in Table 3 , if λ was set at 1e − 5, both the Newton-L2 method and IS-L1 method obtained relatively good results. Nevertheless, when λ was set smaller than 1e − 5, the reconstruction errors of the IS-L1 method increased, and when it was smaller than 1e − 7, the reconstruction errors of the Newton-L2 method also increased. We found that the optimal or near-optimal regularization parameter often had a narrow range. If λ was not estimated properly, which was very likely to happen, there were larger reconstruction errors for the two contrasting methods. In comparison, the proposed method was always able to obtain good results without worrying about the estimation of the regularization parameter.
The comparisons in the form of slice images for different regularization parameters are also presented in Fig. 5 . λ was set at 1e − 5, 1e − 7, and 1e − 9, respectively. With the decrease in λ, the reconstruction errors of the Newton-L2 increased. When λ was set at 1e − 9, the sources could not be identified at all. The results obtained by the IS-L1 method became scattered and had larger reconstruction errors when λ decreased. In particular, when λ was set at 1e − 9, the results were not acceptable. On the other hand, the proposed method was still able to recover the fluorescent sources accurately.
From what was discussed above, we can draw the conclusion that the proposed method outperformed the two contrasting methods because of its robustness to the changes in the regularization parameter on a large range.
D. Quantitative Performance
In this subsection, three fluorescent sources were used to evaluate the quantitative performance of the proposed method. The actual fluorescence yield was set as 0.05 mm −1 . As seen in Table 4 , the proposed method had the best quantitative performance for all three fluorescent sources. In addition, the IS-L1 method had fewer quantitative errors than the Newton-L2 method. The quantitative errors may come from the approximation of the photon propagation model, the errors of the mesh generation, and the interpolation errors from the forward grid to the inverse grid.
In Vivo Experiments
To further validate the proposed method in practical applications, in vivo experiments on an adult Kunming mouse were conducted. The experiments were performed on the dual-modality optical/microcomputed tomography (CT) system [22] [23] [24] . The optical detector was a scientific CCD camera (PIXIS, Princeton Instruments, Trenton, New Jersey) with the temperature cooled to −70°. A bandpass filter with the center wavelength of 700 nm and a bandwidth of 10 nm was used to filter the specific bands of fluorescence. The excitation light source was a 671 nm laser with an output power of 22 mW and a laser spot diameter of 1 mm, which simulated a point source case.
The main process of the in vivo experiments could be summarized as follows. We first injected the contrast agent into the mouse via a tail vein injection, and then anesthetized the mouse using an intraperitoneal injection. Next, a bead filled with a cy5.5 solution (with an extinction coefficient of about 0.019 mm −1 μM −1 and a quantum efficiency of 0.23 at the peak excitation wavelength of 671 nm [25] ) at a concentration of 2000 nM was implanted stereotactically into the body of the mouse. Half an hour after the contrast agent injection, we placed the mouse on the rotating stage. First, the surface measurements of the fluorescent signals were obtained, and then 3D anatomical data were acquired using the micro-CT system [23] . The fluorescence emitted from the surface of the mouse first passed through the bandpass filter, and was finally captured by the Table 5 . We used the finite element method to solve the inverse problem and performed meshing on the segmented micro-CT data of the torso section of the mouse. Here, we performed segmentation on five kinds of organs: muscle, lungs, heart, liver, and kidneys. The mesh contained 4624 nodes and 22 125 tetrahedral elements. The surface energy mapping was carried out using a 3D surface flux reconstruction algorithm [27] .
Comparisons of the results for the three methods are shown in Fig. 6 and Table 6 . We found that the fluorescent source reconstructed by the Newton-L2 method was widely scattered and could not be localized accurately with a location error of 7.92 mm. In contrast, both the IS-L1 method and the proposed method obtained accurate reconstruction results with a location error of only 0.57 mm. However, the results of the proposed method were slightly better than those of the IS-L1 method since the proposed method's reconstructed source was more concentrated and did not have any artifacts. Moreover, the proposed method was more than two orders of magnitude faster than the two contrasting methods, which demonstrated the absolute advantages of the proposed method in efficiency. The 3D results reconstructed by the proposed method can be seen in Fig. 7 .
Similar to the numerical experiments in Section 3.C, the robustness to parameters in in vivo experiments of the proposed method was also investigated. The reconstruction results of the three methods with the regularization parameter from 1e − 3 to 1e − 10 are presented in Table 7 . The Newton-L2 method had the worst results, and when λ was smaller than 1e − 5, the results were too oversmoothed to be identified and the corresponding reconstruction errors were thus not presented. For the IS method, when λ was set at 1e − 3, the results could be as accurate as the proposed method. However, when λ was estimated to be smaller than 1e − 3, the reconstruction errors from the IS-L1 method greatly increased. In contrast, the proposed method was always able to reconstruct the source accurately by adopting the adaptive regularization. Therefore, the in vivo mouse experiments also validated the robustness of the proposed method to the regularization parameter.
The quantification performance of the proposed method was also evaluated. Similar to the results in numerical experiments, the proposed method had the smallest quantitative error among all three methods, as seen in Table 8 . However, the quantitative error for the proposed method was not so satisfactory. Besides the reasons discussed in Section 3.D, there were more error sources in in vivo experiments. For example, the errors originated from the 3D surface mapping and some organs were ignored for simplicity, which also led to quantitative errors.
Conclusion
In this paper, an adaptive regularized method based on homotopy was presented for sparse fluorescence tomography reconstruction. Both numerical and in vivo mouse experiments were performed to validate the robustness and efficiency of the proposed method. The Newton-L2 method and the IS-L1 method, which could be considered as two state-ofthe-art methods for FMT, were used for comparison.
A numerical experiment with a different number of sources was first conducted using the mousemimicking heterogeneous phantom. The proposed method obtained satisfactory results with only a few steps in all three cases, and it was proven to have good properties: if the solution had k unknowns, it could reach the solution in only k steps. Afterward, five grids of different sizes were adopted to evaluate the efficiency and the proposed method was about two orders of magnitude faster than the two contrasting methods in efficiency. Among all three methods, the proposed method was able to obtain the sparsest results, and it had no artifacts.
The robustness to the regularization parameter of the proposed method was validated in both the numerical and in vivo mouse experiments. The experiments for different regularization parameters on a large range were employed for all three methods. The results demonstrated that the optimal or near-optimal regularization parameter often had a narrow range and was difficult to estimate. Consequently, both the Newton-L2 and the IS-L1 methods were very likely to lead to large reconstruction errors with improper choice of the regularization parameter. On the other hand, the proposed method was always able to reconstruct the sources accurately, independent of the choice of the regularization parameter in advance.
Traditionally, a general-purpose first-order method, such as an IS-L1 method [10] or an interior-point method [28] , often starts out with a dense solution and converges to the solution through a sequence of iterations, a process that is usually slow, and the iteration number may reach the thousands. On the other hand, the proposed method starts out with a zero vector and successively builds a sparse solution by adding or removing elements from its active set [14] . When the solution of the problem is sparse, the proposed method is even more favorable, because it obtains satisfactory results in only a few steps.
In conclusion, an adaptive regularized method based on homotopy was presented for sparse FMT reconstruction. Both the numerical and in vivo mouse experiments validated the robustness and high efficiency of the proposed method. Enhancing the quantitative accuracy of the method will be a subject of future work, and in vivo experiments with probe-marked models will also be conducted.
