Feature selection plays an important role in data mining and pattern recognition, especially in the case of large scale data. Feature selection is done due to large amount of noise and irrelevant features in the original data set. Hence, the efficiency of learning algorithms will increase incredibly if these irrelevant data are removed by this procedure. A novel approach for feature selection is introduced in this paper using CHABCF, (Chaotic Artificial Bee Colony based on Fuzzy), algorithm which is a combination of three paradigms: (1) Chaos theory (2) Artificial Bee Colony optimization and (3) Fuzzy logic. The fuzzy logic is used for ambiguity removal while chaos is used for generating better diversity in the initial population of our bee colony optimization algorithm. To demonstrate the efficiency of our algorithm, we have tested it on some well-known benchmarks such as wine, diabet and iris.
Introduction
Artificial bee colony algorithm which has been inspired by nature is one out of many solutions proposed for solving various optimization problems. It was introduced by Karaboga in 2005 for solving unconditional optimization problems as one of its initial contributions [1] . This algorithm has some important features which make it suitable as a solution for optimization problems. These benefits relate to consumption of memory, local search and also some mechanisms for improving the solutions. This algorithm improved by Karaboga and Basturk, [2, 3, 4, 5] ,also expanded for solving conditional optimization problems [6] . In 2006, Chong presented an optimization bee colony algorithm for solving job shop scheduling problem [7] . Wong and Chong introduced a method based on bee colony algorithm for the popular travelling salesman optimization problem [8] . Kang used this algorithm for structural inverse analysis [9] and In 2007 Fathianet proposed a solution based on this algorithm for clustering [10] . Karaboga and Akay presented a complete overview of methods and contributions on the bee colony algorithm [11] . Last but not least, Xiao suggested a solution which was a combination of fuzzy logic and bee colony algorithm for image segmentation and also image background isolation [12] . In this paper, a novel approach is introduced for feature selection based on the popular artificial bee colony algorithm. A better diversity in the population has been obtained using chaos theory while fuzzy logic has been employed for ranking bees in the bee colony algorithm. This paper is organized as follows: Section 2 describes the standard artificial bee colony algorithm and Section 3 introduces the proposed method based on this algorithm. The experimental results and comparisons with other methods are all gathered in Section 4. Finally, conclusions and future works are presented in Section 5.
Standard Artificial Bee Colony Algorithm

Real behavior bee
Honey bees have a complicated life model. They are able to make food, learn, transport and also communicate by waggle dance. Actually, all bees in the hive are female: one queen and ten thousands worker are in the hive. At a specific period of time in a year, several hundred (maybe several thousands in a big hive) male bees are fostered in the hive. Worker bees have some duties such as building honeycomb, fostering young bees, cleaning the colony, feeding the queen and male bees, collecting food and also protecting the hive. Soon after three weeks of worker bees life, they can go on a journey in search of food. Quality of a food source depends on many parameters. For convenience, viability of a food source is shown with a quantitative value. This information is given to the unemployed bees which exploit the food sources. Generally, two types of unemployed bees are known. These are: (1) scout search bees and (2) the waiting bees. The former group of bees search around the hive for finding new food sources while the later ones wait in the hive and will not search for these sources until they receive some information about them. Communication plays a crucial role in a society of bees. It depends on the quality of food sources in the dance area. The dance performing in this area is called a waggle dance which is represented in Fig.1 . Direction and also the duration of waggle dance depend on direction and distance of declared flowers by other bees. Employed forage bees which are seeking for food sources share the corresponding information with a probability that is proportional to the profitability of those sources. So, bee recruitment is also proportional to the amount of food source profitability.
Standard Artificial Bee Colony Algorithm
Artificial Bee Colony Algorithm (ABCA) is a swarm intelligence optimization algorithm which has been inspired by honey bees in nature. In ABCA, the artificial bee colony contains three types of bees: (1) employed bees, (2) onlookers and (3) scouts. The first half of colony contains the employed bees while the second half is occupied with onlookers. There is only one employed bee for each food source. When a food source is finished, all the employed bees of that source will become the scout ones. The status of a food source relates to a feasible solution of an optimization problem and the amount of nectar in that source demonstrates the quality (fitness) of solution. In first step, generate initial population: N=n e + n o Where N is the size of population, n e is the number of employed bees, and n o is the number of onlookers. Each solution is a D dimensional vector where D is the number of optimization parameters. An onlooker bee chooses a food source with a probability, as shown below:
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Where f it i is the fitness of solution i, NF is the number of food sources that is equal with the number of bees. Eq. (2.1) is proper for maximization problems. So, in order to apply this algorithm for minimization problems, it should be revised somehow. Fitness based ranking is used for this purpose which can be evaluated as follows:
Where pos is the rank of a state in the whole population, sp is the selection pressure and f it(pos) is fitness based ranking. Therefore, the below equation can be produced for maximization problems by considering both Eq. (2.1) and Eq. (2.2):
A new value is generated from an old solution as follows:
Where k ∈ {1, 2, · · · , N} and j ∈ {1, 2, · · · , D} are selected randomly and ϕ i j is a random number between [-1,1]. Moreover, j and k are not equal. After candidacy of each food sources state which is generated and evaluated by bees, new source is compared with the old one. The new food source will not replace with the old one unless it has better quality or it is even equal with the old one. If no improvement can be obtained in lc iterations, that food source is assumed to be finished. Then, the employed bee becomes a scout and the abandoned food source is replaced with the source which has been found by scout. They find new sources using the following equation: 6. Save the best food source found so far.
• Until a termination condition is satisfied.
Proposed Method (CHABCF)
In this work, the chaos theory has been incorporated for three main purposes: (1) increasing diversity in the initial population, (2) finding the neighborhood around a food source and (3) generating random numbers. Firstly, the initial population is generated for each source using the features of dataset with the aim of selecting the best possible ones. For this purpose, a random number should be produced between 1 and the total number of features in dataset. This number specifies the number of features which will be used after feature selection. So, this procedure is performed using the logistic map presented in Eq. (3.6).
After generating the initial population, fitness of each food source is evaluated by the classification rate of individuals in population. This rate is calculated for each food source using the nearest neighbor algorithm. Now, three Gaussian functions are considered for each source according to this value. Now, three Gaussian membership functions are considered for each source according to this value. These three membership function is used for nomination of what kind of bees are detach to sources. Gaussian membership functions are defined as:
To deal with linguistic variables it is necessary to choose the linguistic descriptor for the term set and their semantics. The parameters of Gaussian membership function should be determined, such as sigma (σ ) and center of the Gaussian function. We used Eq. (3.8) for calculating σ :
Where, x min and x max are maximum and minimum of classification rate respectively, and Z is a parameter which we find it with trial and error. The center of Gaussian functions is the maximum, minimum and middle of classification rate. If-then rules that are used in inference engine as follows:
If (x is Low) Then Bee become scout If (x is Middle) Then Bee become Onlooker If (x is High) Then Bee become Employed Where, x is classification rate. If the classification rate is Low, then the employed bee assigned to that food source will become a scout. If it is Middle, then the onlooker bee will search for new food sources around that source. Finally, if it is high, then the employed bee will continue its search. This process is done for all food sources and search will continue in the problem space based on this fitness value. The whole stages of the proposed algorithm are illustrated in Fig.2 using a Flowchart representation. In the proposed method, the population which contains the food sources is a binary one. So, Eq. (2.4) cannot be used in the phases of employed bees, scout bees and also onlooker bees. Consequently, the fitness of each food source and its corresponding bee is determined with fuzzification. Then, the replacement process of new food sources will become clear with regard to bees types. Instead of using Eq. (2.4), one of the features of current food source is selected using a logistic map chaotic function and it is used for producing a new food source from the old one. Another source is also selected as a neighbor. Now, the feature values of these sources are replaced with each other and the outcome would be a new food source. After making new food source, each individual in population has as many as features in original dataset, and every bit in each row (each row is an individual or food source) of population matrix that was one, we selected coordinate column (or feature) from the original dataset as a feature in new dataset. In this way, for every individual we will have a dataset with selected features. After creating the new dataset, the value of fitness (classification rate) is calculated for each individual, and it is compared with its previous value. The old food source will be replaced with the new one if this value is better than the old one for each individual. If classification rate of one individual is Low, that source will assume as abandoned and its employed bee will become a scout. Then, scout bee searches for new food sources in the problem space. Since scout bees search the problem space globally, so the aforementioned chaotic method is used again for creating new food sources.
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Results
To evaluate the proposed method (CHABCF), classification rate is calculated using NaveBayse method after the feature selection procedure. Then, the results are compared with two popular feature selection algorithms, Relief and Filter. Six well-known datasets have been selected for our simulations which are all available in UCIMachine Learning Repository [13] . To serve for this purpose, brief description of benchmark datasets and experimental design will be firstly given, and then the simulation results will be presented and discussed. Z parameters of membership functions have been considered equal to 10. The aforementioned datasets are all numeric and most of them are frequently used in literatures. They differ with each other in size (range from 47 to 4601 instances) and also in the number of features (from 4 to 57). The number of features chosen by the proposed algorithm is between 30% and 70% of instances of original datasets. Furthermore, One of the most popular classifiers called NBC(naive Bayes) [13] has been selected to evaluate the prediction capability of the selected subset. Table 1 summarizes some general information about these datasets. Their full documentations for original information can be obtained from the UCI website. The proposed algorithm has been implemented in Matlab 9.0. Moreover, the experimental platform Weka (Weka is freely available at http://www.cs.waikato.ac.nz/ ml..), Waikato environment for knowledge analysis, [14] has been used for comparing the results of different algorithms with each other. Weka1 is an excellent tool in data mining and bring together many machine learning algorithms under a common framework. In order to obtain comparative results, 10-fold and cross validation test methods have been selected. And 66% percentage split had been adopted for each algorithm-dataset combination in verifying classification capability. The results are all gathered in Table 2 on six benchmarks.
Conclusion
In this paper, we proposed a novel approach for feature selection by artificial bee colony algorithm. A chaotic function has been used in this method for generating a population with more diversity, and the fuzzy logic is used for fitness based ranking of each food source and also allocating bees to these sources. After feature selection, experimental results were all compared with well-known methods such as Filter and Relief.
