INTRODUCTION
In the last 15 years the task of face recognition has attracted considerable research attention. Recent advances in automated face recognition use a variety of approaches [3, [6] [7] [8] [11] [12] [13] [14] [15] . Although every technique has a particular merit, it is not yet possible to achieve fully reliable recognition, even in constrained environments. Among the main specific problems that need to be solved are 3-D rotations, expression invariance, different appearances, and integration of information from different scales.
Quite a few publications have appeared on the subject of expression invariance [7, 8, 12, 14] . At the same time, many existent facial databases are captured on one or two occasions and therefore cannot reflect the wide range of possible appearances of the same person.
In this research, we aim to represent facial image in a hierarchical manner, extract the most remarkable features on each scale, and select only those which remain most stable for different appearances. This is a possible way to solve a problem indicated by Mallat [10] about integration of high-level information into a low-level representation. The subordinate advantage of this recognition scheme is a compact face representation, which allows for the reduced database size and faster performance.
BACKGROUND
Our recognition technique may be related to two existent pattern recognition methodologies [2, 7] . Both of them may be considered as extensions to the classical Artificial Neural Networks (ANN). The first one is called DYnamically STable Associative Learning (Dystal) [2] . It is an artificial neural network based on the features of learning and memory identified in neurobiological research on Hermissenda crassicornis and rabbit hippocampus. Dystal aims to characterise visual objects on the basis of the most reliable features.
It is suggested that associative learning depends on local interactions of currents rather than on the output of the postsynaptic neuron. All the patterns learned by Dystal are stored as a set of patches, considered as areas of local learning. Each patch stores a single association, which is the average of the values of the similar input patterns. During the recognition stage, the best-matching patch is associated with the presented input pattern.
Dystal has been applied to preprocessed images (principal component analysis) as well as directly to grey level images. Remarkable results have been shown for recognition of handwritten characters. However such a straightforward scheme cannot be directly applied to even slightly scaled and rotated objects.
The other generic methodology used in the development of the proposed algorithm is the Dynamic Link Architecture (DLA), which aims to express syntactic relationships in neural networks [7] . It exploits correlations between neurons in order to group neurons dynamically into higher-order entities. These entities represent high-level features in complex visual objects.
In that scheme any object is stored as a sparse attributed graph, whose vertices contain feature vectors. In practice, the Gabor-based wavelets [4, 9] are utilised to encode different visual features. For each person, a model graph is created, which is then used to identify the person. At the recognition stage, all model graphs in the database are compared with the image in order to find the best match. Elastic matching of the graph allows to cope with slight rotations, scalings and distortions. This methodology is not in any way specific to faces and can be used to code any visual objects. Several extensions of the DLA have been developed to integrate high-level information [14, 15] .
The major advantage of our technique is acknowledgement of the fact that all faces are members of a single class of visual objects. Therefore, they have some characteristics which are common to most faces. It is reasonable to expect that each new individual will to certain extent comply with those characteristics. Due to differences in facial shapes such a generalisation to facial class cannot be directly implemented using lowlevel descriptors such as neuronal level or the basic attributed graph scheme. Instead, information about appearances is attached to certain high-level facial features. We suggest that some higher-level mental processes are involved in the generalisation process.
The approach presented in this paper is based on referencing of each new face to a freeshape face, which acts as an equivalent to experience. It contains information about reliability of localised descriptors with respect to the high-level features. Any face can be warped onto this free-shape face once positions of landmarks over the features are located. After enough experience has been learned, each new introduced model face can be warped onto the reference face in order to identify the expected positions of the most stable feature descriptors. The other descriptors are removed as being unreliable.
METHODOLOGY

A three-level face representation
The facial recognition task can be divided into three different aspects: i) meaningful representation of the image data, ii) preservation of the characteristic spatial continuity of visual objects, and iii) representation of faces as members of a single class of visual objects. Those three aspects may be considered as different levels of abstraction, and the success of the system rests to the large extent on the particular way in which visual data is handled on each of those levels.
The first aspect amounts for a meaningful representation of localised spatial structures. Gabor-based wavelets have been claimed to be an excellent mechanism for a compact representation of natural images [5] . In the multiresolution scheme, such a wavelet representation minimises the joint spatial/spatial frequency uncertainty and is thus useful for image analysis. The energy in the resulting components is independent of scale, which opens an opportunity to encode image using only the wavelets with high responses. Any wavelet filters have equal chance to produce high responses. Therefore, no wavelets can be discarded from the coding scheme. However, for any particular scene only a small subset of the wavelets needs to be used to represent the scene. Thus visual information becomes concentrated in a sparse subset of meaningful coefficients, making the wavelet transform an effective low-level representation.
The second of these aspects comes from the fact that the spatial topology of the visual objects remains unaffected under slight rotations, scalings and deformations. The DLA has been successfully applied to solve this problem. The main difference of our second level representation is a hierarchical construction of the attributed graph, which reduces the number of nodes on the coarse scales.
The third aspect of our system relies on the fact that humans concentrate the attention on certain high-level features (eyes, etc.) to discriminate between individuals [1] . While it is possible that eyes may serve as the main information source of the person's emotional condition, they might be also preferable regions for recognition [3] . Certain reliable features can be identified for each individual and mapped onto a free-shape face. Position of those features may also depend on lighting conditions, and the free-shape reference face is a good way to achieve a good recognition performance under unusual lighting conditions (i.e., when the eye regions are very dark and indistinguishable).
Training the system
To be able to train the reference face in an efficient manner, it is necessary to acquire a facial database taken of a number of people in different periods of time so that certain characteristic changes (i.e. different hairstyles) are exposed. Current results are produced using a public domain database of facial images [8] . There is no need in considering different facial expressions and orientations as the ability to recognise people irrespective of those changes has been demonstrated before [7] , and our system integrates a similar mechanism on the second level of abstraction.
For each individual, it is necessary to locate certain landmarks which indicate locations of the high-level features (Figure 1 ). Those landmarks are used for warping the wavelet coefficients to the reference face with respect to the landmarks onto the free-shape face. The hierarchical model graph, which contains a sparse representation of the face, is also positioned with respect to the landmarks (Figure 2 ).
Training the system is a two-stage process. It involves: i) determination of the differences between the corresponding regions for each individual separately, and ii) mapping the differences onto the reference face (generalisation).
The first stage is implemented as an elastic matching of the model graph to different images of the same individual (Figure 3) . Initially, the graph nodes on the current level form a rectangular grid. Little distortions of the grid are allowed, in order to account for slight translations (rotations, scalings) which are almost inevitable. For all the nodes of the grid, variance values between the corresponding wavelet coefficients are computed for different images of the same individual. Each following hierarchical level in the graph is positioned according to the position of the several best-matching nodes of the current grid.
Due to natural differences of facial shapes, all the variances need to be associated with the high-level features of the free-shape face. Thus, each graph is warped to it according to the positions of the landmarks. The reference face accumulates experience for faces as representatives of a single class of visual objects. Learning process is monotonic, and after a number of experiments each new appearance will make a negligible effect on the allocation of variances over the reference face. At this point, it becomes possible to assume that the reference face has accommodated most of the significant changes in the facial appearance. Any new individual can be introduced to the system only once, with no retraining necessary. The model graph is taken from this single appearance. It is then referred to the free-shape face in order to discard all the nodes which map to the areas of high variability in the reference face.
It is also possible to remove all wavelet coefficients with low responses, which do not expose any particular features. The resulting model graph contains a very sparse representation of the facial image. Such representation has several advantages: i) it significantly reduces the size of the facial database, ii) the speed of matching the model graph is increased, and iii) the recognition rate is improved as much noise is removed. 
Current Results
The recognition stage is realised similarly to the one in the DLA realisation [7] . The reference face and the landmarks are not used during this stage.
Our results show that, considering the average size of a face 210 190 × pixels, positioning of the hierarchical graph even on the basis of the two coarse scales is very precise. In most instances, the initial graph position was within 10 pixels from the ideal centre which was chosen according to the positions of the landmarks.
In the current realisation, the graph nodes are positioned to preserve spatial topology of the face. Spatial connections between the nodes covering the mouth area are much weaker than for the rest of the grid. This allows to accommodate greater changes in mouth expressions (Figure 4) .
(a) (b) Figure 4 (a, b) . The mouth region is the area where most of the changes in facial expression occur. To accommodate all the distortions, spatial connections between the nodes covering the mouth region are much weaker than for the rest of the grid.
Discussion
There are several other interesting approaches which aim at integration of high-level knowledge into a low-level representation. Wiskott [14, 15] has implemented a system, where nodes of the graph are allocated over the landmarks only. The landmarks are trained on a number of faces and can be automatically positioned over a new face.
In addition to removal of the graph nodes with high variance, it is possible to remove those nodes which produce similar responses for different individuals. Such coefficients are more suitable for automatic face localisation rather than for recognition.
In the current implementation, correlation is used as a measure of similarity. In many cases though, linear methods are insufficient for recognition. In the case of varying illumination, it might be possible to associate dependencies between responses under different lighting conditions with certain highlevel facial features. For this purpose, a multilayered perceptron (MLP) or a Dystal network can be used. They get the input directly from the reference face in order to establish the most characteristic associations. Then each model graph in the facial gallery can be adapted to any new lighting conditions.
