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The Dupire derivatives and Fre´chet derivatives on
continuous pathes ∗
Shaolin Ji† Shuzhen Yang‡
Abstract: In this paper, we study the relation between Fre´chet derivatives and Dupire
derivatives, in which the latter are recently introduced by Dupire [4]. After introducing the
definition of Fre´chet derivatives for non-anticipative functionals, we prove that the Dupire
derivatives and the extended Fre´chet derivatives are coherent on continuous pathes.
Keywords: Dupire derivatives; Functional Itoˆ’s calculus; Backward stochastic differential
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1 Introduction
Recently Dupire [4] introduced the functional Itoˆ’s calculus, which was further developed in
Cont and Fourni [1]-[3]. The key idea of Dupire [4] is to introduce the new ”local” derivatives,
i.e., horizontal derivative and vertical derivative for non-anticipative processes. Inspired by
Dupire’s work, Peng and Wang [10] obtained a nonlinear Feynman-Kac formula for classical
solutions of path-dependent PDEs in terms of non-Markovian Backward stochastic differential
equations (BSDEs for short). The viscosity solutions of path-dependent PDEs are also studied
in [5] and [9] under this new framework. All these results show that Dupire derivative is an
important tool to deal with functionals of continuous semimartingales.
The aim of this paper is to establish the relation between Dupire derivatives and Fre´chet
derivatives. Note that the Dupire derivative is a ”local” one, in the sense that it is defined by
perturbing the endpoint of a given current path. Compared with the Dupire derivative, the
Fre´chet derivative is defined by perturbing the whole path. Thus, it seems difficult to find the
relationship between them.
To overcome the above difficulty, we introduce the definition of Fre´chet derivatives for non-
anticipative functionals. Inspired by Mohammed’s work about stochastic functional differential
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equations with bounded memory (see [7] and [8]), we study the weakly continuous linear and
bilinear extensions of the Fre´chet derivatives. By means of an auxiliary stochastic functional
system, we show that the Dupire derivatives and the extended Fre´chet derivatives are coherent
on continuous pathes.
This paper is organized as follows. In section 2, we present some fundamental results
of the Duprie derivatives and define the Fre´chet derivatives for non-anticipative functionals.
Furthermore, the unique extensions of the Fre´chet derivatives are obtained. In section 3, under
mild assumptions, we prove that the Duprie derivatives and the extended Fre´chet derivatives
are equal on continuous pathes.
2 Preliminaries
2.1 The Dupire derivatives
The following notations and tools are mainly from Dupire [4]. Let T > 0 be fixed. For each
t ∈ [0, T ], we denote by Λt the set of ca`dla`g R
d-valued functions on [0, t], and C is the set
of continuous functions on [0, T ]. For each γ(·) ∈ ΛT the value of γ(·) at time s ∈ [0, T ] is
denoted by γ(s). Thus γ(·) = γ(s)0≤s≤T is a ca`dla`g process on [0, T ] and its value at time s
is γ(s). The path of γ(·) up to time t is denoted by γt, i.e., γt = γ(s)0≤s≤t ∈ Λt. We denote
Λ =
⋃
t∈[0,T ] Λt. For each γt ∈ Λ and x ∈ R
d we denote by γt(s) the value of γt at s ∈ [0, t] and
γxt := (γt(s)0≤s<t, γt(t) + x) which is also an element in Λt.
Let 〈·, ·〉 and | · | denote the inner product and norm in Rn. We now define a distance on Λ.
For each 0 ≤ t, t¯ ≤ T and γt, γ¯t¯ ∈ Λ, we denote
‖γt‖ := sup
s∈[0,t]
|γt(s)|,
‖γt − γ¯t¯‖ := sup
s∈[0,t∨t¯]
|γt(s ∧ t)− γ¯t¯(s ∧ t¯)|,
d∞(γt, γ¯t¯) := sup0≤s≤t∨t¯ |γt(s ∧ t)− γ¯t¯(s ∧ t¯)|+ |t− t¯|.
It is obvious that Λt is a Banach space with respect to ‖ · ‖ and d∞ is not a norm.
Definition 2.1 A function u : Λ 7→ R is said to be Λ–continuous at γt ∈ Λ, if for any ε > 0
there exists δ > 0 such that for each γ¯t¯ ∈ Λ with d∞(γt, γ¯t¯) < δ, we have |u(γt)− u(γ¯t¯)| < ε. u
is said to be Λ–continuous if it is Λ–continuous at each γt ∈ Λ.
Definition 2.2 Let u : Λ 7→ R and γt ∈ Λ be given. If there exists p ∈ R
d, such that
u(γxt ) = u(γt) + 〈p, x〉+ o(|x|) as x→ 0, x ∈ R
d.
Then we say that u is (vertically) differentiable at γt and denote the gradient of D˜xu(γt) = p.
u is said to be vertically differentiable in Λ if D˜xu(γt) exists for each γt ∈ Λ. We can similarly
define the Hessian D˜2xxu(γt). It is an S(d)-valued function defined on Λ, where S(d) is the space
of all d× d symmetric matrices.
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For each γt ∈ Λ we denote
γt,s(r) = γt(r)1[0,t)(r) + γt(t)1[t,s](r), r ∈ [0, s].
It is clear that γt,s ∈ Λs.
Definition 2.3 For a given γt ∈ Λ if we have
u(γt,s) = u(γt) + a(s− t) + o(|s− t|) as s→ t, s ≥ t,
then we say that u(γt) is (horizontally) differentiable in t at γt and denote D˜tu(γt) = a. u is
said to be horizontally differentiable in Λ if D˜tu(γt) exists for each γt ∈ Λ.
Definition 2.4 Define Cj,k(Λ) as the set of function u := (u(γt))γt∈Λ defined on Λ which are
j times horizontally and k times vertically differentiable in Λ such that all these derivatives are
Λ–continuous.
The following Itoˆ formula was firstly obtained by Dupire [4] and then generalized by Cont
and Fournie´, [1], [2] and [3].
Theorem 2.5 Let (Ω,F , (Ft)t∈[0,T ], P ) be a probability space, if X is a continuous semi-
martingale and u is in C1,2(Λ), then for any t ∈ [0, T ),
u(Xt)− u(X0) =
∫ t
0
D˜su(Xs) ds+
∫ t
0
D˜xu(Xs) dX(s)
+
1
2
∫ t
0
D˜2xxu(Xs) d〈X〉(s), P − a.s.
2.2 The Fre´chet Derivatives
Let C∗ and C† be the space of bounded linear functionals Φ : C → R and bounded blinear
functionals Φ˜ : C × C → R, of the space C, respectively. They are equipped with the operator
norms which will be, respectively, denoted by ‖ · ‖∗ and ‖ · ‖†.
Fix t ∈ [0, T ). Let Bt = {υ1{t}, υ ∈ R
n}, where 1{t} : [0, T ]→ R is defined by
1{t}(s) :=


0, for s ∈ [0, t),
1, for s = t,
0, for s ∈ (t, T ].
We define the direct sum
C ⊕Bt := {φ(·) + υ1{t} | φ(·) ∈ C, υ ∈ R
n}
and equip it with the norm ‖ · ‖ defined by
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‖φ(·) + υ1{t}‖ = sups∈[0,T ] | φ(s) | + | υ |, φ(·) ∈ C, υ ∈ R
n.
For each γ(·) ∈ C we denote
γt(s) =


γ(s), s ≤ t,
γ(t), s > t.
It is clear that γt(·) ∈ C.
Definition 2.6 We call a functional Ψ : [0, T ] × C 7−→ R is non-anticipative, if for any
t ∈ [0, T ] and x(·), y(·) ∈ C satisfying the condition
y(τ) = x(τ) for τ ∈ [0, t],
there holds the equality
Ψ(t, x(·)) = Ψ(t, y(·)).
Definition 2.7 ∀γ(·) ∈ C, if we have
Ψ(s, γt(·)) = Ψ(t, γ(·)) + a(s− t) + o(|s− t|) as s→ t, s ≥ t,
then we say that Ψ(t, γ(·)) is differentiable at t and denote DtΨ(t, γ(·)) = a.
Ψ is said to be differentiable in [0, T ) if DtΨ(t, γ(·)) exists for each (t, γ(·)) ∈ [0, T ]× C.
Definition 2.8 For a given γ(·) ∈ C and a non-anticipative Ψ, if we have
Ψ(t, ϕ(·)) = Ψ(t, γ(·)) +DxΨ(t, γ(·))((ϕ(·) − γ(·))) + o(‖(ϕ(·) − γ(·))1[0,t]‖),
for each ϕ(·) ∈ C, then we say that Ψ(t, γ(·)) is Fre´chet differentiable at γ(·).
Ψ is said to be differentiable in C if DxΨ(t, γ(·)) exists for each (t, γ(·)) ∈ [0, T )× C.
Remark 2.9 For a non-anticipative Ψ, if Ψ(t, γ(·)) is Fre´chet differentiable at γ(·), then it is
obvious
DxΨ(t, γ(·))(η(·)) = DxΨ(t, γ(·))(η(·)1[0,t]), ∀η(·) ∈ C.
Definition 2.10 Define Cj,k([0, T )×C) as the set of non-anticipative functions Ψ defined on
[0, T ]×C which are j times differentiable in time and k times Fre´chet differentiable in C such
that all these derivatives are continuous.
Using similar techniques as in Mohammed [7] and [8], we have the following lemma.
Lemma 2.11 Suppose a non-anticipative Φ : [0, T ]×C → R is second order continuous differ-
entiable. Then ∀φ(·) ∈ C, the Fre´chet derivatives DxΦ(t, φ(·)) and D
2
xxΦ(t, φ(·)) have unique
weakly continuous linear and bilinear extensions
DxΦ(t, φ(·)) ∈ (C ⊕Bt)
∗, D2xxΦ(t, φ(·)) ∈ (C ⊕Bt)
†.
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Proof. It is sufficient to consider the one-dimensional case, i.e., n = 1.
For a fixed t ∈ [0, T ) and φ(·) ∈ C, we will show that there is a unique weakly continuous
extension DxΦ(t, φ(·)) ∈ (C⊕Bt)
∗ of the first Fre´chet derivatives DxΦ(t, φ(·)). In other words,
if {ξk} is a bounded sequence in C such that ξk(s) → ξ(s) as k → ∞ for all s ∈ [0, T ] where
ξ ∈ C⊕Bt, then DxΦ(t, ξ
k(·))→ DxΦ(t, ξ(·)) as k →∞. Note that Φ is non-anticipative. Then
for all η ∈ C,
DxΦ(t, φ(·))(η(·)) = DxΦ(t, φt(·))(η(·)1[0,t]).
By the Riesz representation theorem, there is a unique finite Borel measure µ on [0, T ] such
that
DxΦ(t, φ(·))(η(·)) =
∫ t
0 η(s)dµ(s).
(2.1)
Define DxΦ(t, φ(·)) ∈ (C ⊕Bt)
∗ by
DxΦ(t, φ(·) + υ1{t}) = DxΦ(t, φ(·)) + υµ(t), η ∈ C, υ ∈ R.
We know that DxΦ(t, φ(·)) is weakly continuous by Lebesgue’s dominated convergence theorem.
The weak extension DxΦ(t, φ(·)) is unique because for any υ ∈ R, the function υ1{t} can be
approximated weakly by a sequence of continuous functions {ξk0}, where
ξk0 (s) :=


(ks+ 1)υ,− 1
k
+ t ≤ s ≤ t
0, 0 ≤ s < − 1
k
+ t.
Similarly, we can construct a unique weakly continuous bilinear extension D2xxΦ(t, φ(·)) ∈
(C ⊕Bt)
† for any continuous bilinear form D2xxΦ(t, φ(·)).
3 The relation between Dupire derivatives and Fre´chet
derivatives
In order to establish the relation between Dupire derivatives and Fre´chet derivatives, we need the
following auxiliary stochastic functional differential equation: for given t ∈ [0, T ) and γ(·) ∈ ΛT ,
dXγt(s) = b(s,Xγt(·))ds + σ(s,Xγt(·))dW (s), s ∈ [t, T ], (3.1)
Xγt(r) = γt(r), r ∈ [0, t],
where {W (s), s ∈ [0, T ]} is the d-dimensional standard Brownian motion; the process {Xγt(s), 0 ≤
s ≤ T } takes values in Rn; b : [0, T ]×C → Rn and σ : [0, T ]×C → Rn×Rd are non-anticipative
functionals.
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Definition 3.1 A process {Xγt(s), s ∈ [t, T ]} is said to be a strong solution of the equation
(3.1) on the interval [t, T ] and through the initial datum γt ∈ Λ if it satisfies the following
conditions:
(1) Xγtt = γt;
(2) Xγt(s) is F(s)-measurable for each s ∈ [t, T ];
(3) The process {Xγt(s), s ∈ [t, T ]} is continuous and it satisfies the following stochastic integral
equation P − a.s.
Xγt(s) = γt(t) +
∫ s
t
b(r,Xγt(·))dr +
∫ s
t
σ(r,Xγt(·))dW (r).
We assume b, σ satisfy the following Lipschitz and bounded conditions.
Assumption 3.2 b(·, x(·)), σ(·, x(·)) are progressively measurable processes for each x(·) ∈ C,
and there exists a constant c > 0 such that
| b(s, x1(·))− b(s, x2(·)) | + | σ(s, x1(·))− σ(s, x2(·)) |≤ c ‖ x1s(·)− x
2
s(·) ‖,
∀(s, x1(·)), (s, x2(·)) ∈ [0, T ]× C.
Assumption 3.3 There exists a constant K > 0 such that
| b(s,Φ(·)) | + | σ(s,Φ(·)) |≤ K, ∀(s,Φ(·)) ∈ [0, T ]× C.
Then we have the following theorem (see [6]):
Theorem 3.4 Under assumptions (3.2) and (3.3), the equation (3.1) has a unique strong so-
lution.
By similar analysis as in Mohammed [7] and [8], we have the following result.
Theorem 3.5 Let Assumptions (3.2) and (3.3) hold true. Xγt(·) is the solution of (3.1).
Suppose a non-anticipative Φ belongs to C1,2([0, T )× C). Then for given γ ∈ C,
limε→0+
E[Φ(t+ε,Xγt (·))]−Φ(t,γ(·))
ε
= DtΦ(t, γ(·)) +DxΦ(t, γ(·))(b(t, γ(·))1{t})
+ 12
n∑
j=1
D2xxΦ(t, γ(·))(σ(t, γ(·))ej1{t}, σ(t, γ(·))ej1{t}),
(3.2)
Proof. Step 1.
Fix γ(·) ∈ C. Since Φ ∈ C1,2([0, T ]× C), by Taylor’s theorem, for ε > 0,
Φ(t+ ε,Xγt(·))− Φ(t, γ(·)) = Φ(t+ ε, γt(·)) − Φ(t, γ(·)) + Φ(t+ ε,X
γt(·))− Φ(t+ ε, γt(·))
= DtΦ(t, γ(·)) · ε+DxΦ(t+ ε, γt(·))((X
γt(·)− γt(·))1[0,t+ε])
+R(ε) + o(ε), a.s.
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where
R(ε) :=
∫ 1
0
(1− u)D2xxΦ(t+ ε, γt(·) + u · (X
γt(·)− γt(·)))
((Xγt(·)− γt(·))1[0,t+ε], (X
γt(·)− γt(·))1[0,t+ε])du.
Taking expectation and dividing by ε, we have
E[Φ(t+ε,Xγt (·))]−Φ(t,γ(·))
ε
= DtΦ(t, γ(·)) +DxΦ(t+ ε, γt(·)) ·E[
1
ε
(Xγt(·) − γt(·))1[0,t+ε]]
+ 1
ε
ER(t) + o(1).
(3.3)
Note that
limε→0+ [E{
1
ε
(Xγt(·)− γt(·))1[0,t+ε]}](s) =


limε→0+
1
ε
∫ t+ε
t
E[b(u,Xγt(·))]du, s = t
0, 0 ≤ s < t
= b(t, γ(·))1{t}, 0 ≤ s ≤ t.
Since b is bounded, ‖E{ 1
ε
(Xγt(·)− γt(·))1[0,t+ε]}‖C is bounded at t and γt(·) ∈ C. Hence
limε→0+ [E{
1
ε
(Xγt(·)− γt(·))1[0,t+ε]}] = b(t, γ(·))1{t}.
Therefore, by Lemma (2.11) and the continuity of DxΦ at γ(·), we obtain
limε→0+ DxΦ(t+ ε, γt(·))[E{
1
ε
(Xγt(·)− γt(·))1[0,t+ε]}]
= limε→0+ DxΦ(t, γ(·))[E{
1
ε
(Xγt(·)− γt(·))1[0,t+ε]}]
= DxΦ(t, γ(·))(b(t, γ(·))1{t}).
Step 2.
Finally we calculus the limit of the third term in the right-hand side of (3.3) as ε→ 0+. By
the martingale property of the Itoˆ integral and the Lipschitz continuity of D2xxΦ, we have the
following estimates:
| 1
ε
ED2xΦ(t+ ε, γt(·) + u · (X
γt(·)− γt(·)))((X
γt(·)− γt(·))1[0,t+ε], (X
γt(·)− γt(·))1[0,t+ε])
− 1
ε
ED2xxΦ(t, γ(·))((X
γt(·)− γt(·))1[0,t+ε], (X
γt(·) − γt(·))1[0,t+ε]) |
≤ (E‖D2xxΦ(t+ ε, γt(·) + u · (X
γt(·)− γt(·))) −D
2
xxΦ(t, γ(·))‖
2)
1
2 [ 1
ε2
E‖(Xγt(·)− γt(·))1[0,t+ε]‖
4]
1
2
≤ K(ε2 + 1)
1
2 (E‖D2xxΦ(t+ ε, γt(·) + u · (X
γt(·)− γt(·)))−D
2
xxΦ(t, γ(·))‖
2)
1
2 ,
where t ∈ R+, γ(·) ∈ C and K is a positive constant independent of u. The last line tends to
0, uniformly for u ∈ [0, 1], as ε → 0+. Because Φ ∈ C1,2([0, T )× C) and is bounded on C, we
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have the following weak limit:
limε→0+
1
ε
ER(ε) =
∫ 1
0 (1− u) limε→0+
1
ε
ED2xxΦ(t, γ(·))((X
γt(·)− γt(·))1[0,t+ε], (X
γt(·)− γt(·))1[0,t+ε])
= 12
n∑
j=1
D2xxΦ(t, γ(·))(σ(t, γ(·))ej1{t}, σ(t, γ(·))ej1{t}).
Note that b and σ are non-anticipative functionals. We can rewrite b(t, γ(·)) = b˜(γt) and
σ(t, γ(·)) = σ˜(γt), ∀ γ(·) ∈ C.
Corollary 3.6 Let Assumptions (3.2) and (3.3) hold true. Xγt(·) is the solution of (3.1). Φ
in C1,2(Λ) is non-anticipative. Then for any t ∈ [0, T ),
limε→0+
E[Φ(X
γt
t+ε
)]−Φ(γt)
ε
= D˜tΦ(γt) + 〈D˜xΦ(γt), b˜(γt)〉+
1
2 〈D˜xxΦ(γt)σ˜(γt), σ˜(γt)〉.
(3.4)
It is easy to prove this corollary by Theorem 2.5.
Now we build the relation between Fre´chet derivatives and Duprie derivatives.
Theorem 3.7 Suppose (i) Φ ∈ C1,2(Λ). (ii) When the domain of Φ is limited to [0, T ]×C, it
is non-anticipative and belongs to C1,2([0, T )× C). Then, for any given γ(·) ∈ C, we have the
following equalities:
D˜tΦ˜(γt) = DtΦ˜(γt),
µ˜(t) = D˜xΦ˜(γt),
λ˜(t) = D˜2xxΦ˜(γt),
where Φ˜(γt) = Φ(t, γ(·)), µ˜ and λ˜ are the corresponding Borel measures of DxΦ˜(γt) and
D2xxΦ˜(γt).
Proof. For given γ(·) ∈ C, we rewrite Φ˜(Xγts )=Φ(s,X
γt(·)), b˜(γt) = b(t, γ(·)) and σ˜(γt) =
σ(t, γ(·)). By Theorem (3.5), we have
limε→0+
E[Φ(t+ε,Xγt (·))]−Φ(t,γ(·))
ε
= limε→0+
E[Φ˜(X
γt
t+ε
)]−Φ˜(γt)
ε
= Φ(t, γ(·)) +DxΦ(t, γ(·))(b(t, γ(·))1{t})
+ 12
n∑
j=1
D2xxΦ(t, γ(·))(σ(t, γ(·))ej1{t}, σ(t, γ(·))ej1{t})
= DtΦ˜(γt) +DxΦ˜(γt)(b˜(γt)1{t})
+ 12
n∑
j=1
D2xxΦ˜(γt)(σ˜(γt)ej1{t}, σ˜(γt)ej1{t}).
(3.5)
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Similar as the proof of lemma (2.11), we know there is a unique finite Borel measure µ˜ on
[0, T ] such that
DxΦ˜(γt)(η(s)) =
∫ t
0 η(s)dµ˜(s).
(3.6)
Then we have
DxΦ˜(γt)(b˜(γt)1{t}) = 〈µ˜(t), b˜(γt)〉,
There is also a unique finite Borel measure λ˜ on [0, T ] such that
1
2 〈λ˜(t)σ˜(γt), σ˜(γt)〉 =
1
2
n∑
j=1
D2xxΦ˜(γt)(σ˜(γt)ej1{t}, σ˜(γt)ej1{t}).
It yields that
limε→0+
E[Φ(t+ε,Xγt (·))]−Φ(t,γ(·))
ε
= limε→0+
E[Φ˜(X
γt
t+ε
)]−Φ˜(γt)
ε
= DtΦ˜(γt) + 〈µ˜(t), b˜(γt)〉+
1
2 〈λ˜(t)σ˜(γt), σ˜(γt)〉.
(3.7)
By Corollary (3.6), we have
limε→0+
E[Φ(X
γt
t+ε
)]−Φ(γt)
ε
= D˜tΦ(γt) + 〈D˜xΦ(γt), b˜(γt)〉+
1
2 〈D˜xxΦ(γt)σ˜(γt), σ˜(γt)〉.
(3.8)
Notice that b and σ can take any values which satisfy Assumptions (3.2) and (3.3). Com-
paring (3.7) and (3.8), we obtain the results.
Acknowledgement. The authors would like to thank Shige Peng for pointing out that
based on our results, Dupire derivative is a concept weak than Fre´chet derivative.
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