Abstract. We present the first M31 microlensing events from the Microlensing Exploration of the Galaxy and Andromeda (MEGA) survey. MEGA uses several telescopes to detect microlensing towards the nearby Andromeda galaxy, M31, in order to establish whether massive compact objects are a significant contribution to the mass budget of the dark halo of M31. The results presented here are based on observations with the Isaac Newton Telescope on La Palma, during the 1999/00 and 2000/01 observing seasons. In this data set, 14 microlensing events have been detected, 2 of which have been reported previously by the POINT-AGAPE group, and 12 are new events. The timescale distribution of the events is consistent with halo lensing dominating in the outer parts of M31; from the spatial distribution of the events there is some evidence for a far/near side asymmetry. Although the number of events is still quite small, our results are consistent with a significant population of compact objects in the M31 halo.
Introduction
One of the astrophysical solutions to the galactic dark matter problem would be the presence of a significant amount of undetected compact objects in the halos of galaxies. These MACHOs (Massive Astrophysical Compact Halo Objects) can be detected using gravitational microlensing, as was first proposed by Paczynski (1986) . According to gravitational lensing theory the measured brightness of a background source will temporarily increase if a massive compact object moves close enough through our line of sight towards the background source.
During the last decade, the MACHO (Alcock et al. 1993 ) and EROS (Aubourg et al. 1993) collaborations have been monitoring fields in the Large and Small Magellanic Clouds (LMC and SMC) in order to detect such events. After 5.7 years of observing and finding 13-17 microlensing events, the MACHO group concludes that up to 20% of the Milky Way Send offprint requests to: Jelte T.A. de Jong, e-mail: jdejong@astro.rug.nl dark halo may consist of compact objects of mass 0.15 -0.9 M ⊙ (Alcock et al. 2000) . The EROS collaboration has found 6 microlensing events and put strong constraints on the fraction of dark matter in the form of compact objects (Lasserre et al. 2000) . The results of both groups are, however, consistent with ∼10% of the dark halo mass consisting of compact objects of ∼0.5M ⊙ .
Looking for microlensing events in the nearby Andromeda galaxy (M31) has several advantages over Magellanic Clouds searches (Crotts 1992) . Because of the geometry the microlensing optical depth can be up to ten times larger in parts of M31. In combination with the extremely high density of background stars, this results in a highly enhanced microlensing rate. Due to the high inclination of the disk of M31, the microlensing optical depth should vary strongly between the far and near side in the presence of a compact object halo. It should therefore be possible to use microlensing to unambiguously establish the presence or absence of a halo made up of MACHOs (e.g. Baltz, Gyuk & Crotts 2003) . Besides these advantages, M31 microlensing also has some problems. Because of the large distance the stars are faint and generally unresolved from the ground. However, using special techniques, it is possible to detect microlensing in M31 (e.g. Crotts & Tomaney 1996; Paulin-Henriksson et al. 2003; Calchi Novati et al. 2003) .
The Microlensing Exploration of the Galaxy and Andromeda (MEGA) collaboration has performed an intensive four-year survey of two large fields in M31 plus extended baseline observations in order to measure the microlensing optical depth due to a possible MACHO halo. In this paper we present the first microlensing candidates resulting from the analysis of the 1999-2000 and 2000-2001 season data obtained at the Isaac Newton Telescope at La Palma. In section 2 we briefly describe the dataset and methods used. Selection criteria for microlensing events from the large number of variable objects detected, are explained in section 3. The microlensing candidates are presented in section 4. Our discussion and conclusions are presented in section 5. Finally, future work is outlined in section 6.
Data

Dataset
MEGA uses several telescopes to monitor two wide fields, covering a total area of about 0.5 square degrees. For the current analysis, observations done with the Wide Field Camera (WFC) on the Isaac Newton Telescope (INT) were used. The layout of the WFC chips on M31 is shown in Figure  1 were used to extend the baselines of the events from the first two seasons in order to exclude long period variable stars. These data were not used to detect more microlensing events.
Data reduction
Standard data reduction, including bias subtraction, trimming and flatfielding was performed in IRAF. Because of the high stellar density in M31 and its large distance, the background source stars are usually resolved only while they are being lensed and sufficiently magnified. To detect microlensing events in these fields, we use the Difference Image Photometry (DIP) method as described by Tomaney & Crotts (1996) . This method involves subtracting individual images from a high quality reference image, resulting in difference images in which variable objects show up as residuals.
Below we outline the steps of the DIP pipeline that was used. All operations are done in IRAF, using the DIFIMPHOT package written by Austin Tomaney, unless explicitly stated otherwise.
• Astrometric registration and stacking of images All images are transformed to a common astrometric reference frame. By stacking high quality images from the 1999 season, a high signal-to-noise reference image was made. Per night all exposures are combined separately for each band. Each epoch corresponds to the combination of all frames taken in the same band in one night. The Julian date of the epoch is taken as the weighted average of the Julian dates of the individual frames.
• Image subtraction From the single epoch images the high signal-to-noise reference image is subtracted, after photometric calibration and matching of the point spread function (PSF) between the images (Tomaney & Crotts 1996) . Matching of the PSF is done by degrading the better seeing image (usually the reference image) with a convolution kernel determined from bright, unsaturated stars in the images that are being matched.
• Variable object detection The resulting difference images are dominated by shot noise in which variable sources show up as positive or negative residuals, depending on the flux difference of the object between the single epoch image and the reference image. Due to fringing, the i ′ difference images are of poorer quality than the r ′ difference images. SExtractor (Bertin & Arnouts 1996) is used to detect residuals in all r ′ difference images from the first two observing seasons. The catalogs with residuals are cross- F1  F2  F1 F2  99/00  46  45  16 15  00/01  56  55  56 56  Total  102 100 72 71   Table 1 . Overview of the number of epochs used for seasons 1 and 2, field and filter. F1 is the north field and F2 is the south field.
correlated to obtain a catalog with all variable objects in the surveyed fields. As a first selection to get rid of noisy detections, we demand that objects have to be detected in at least two epochs.
• Lightcurves and Epoch quality Lightcurves for the variable sources are obtained by performing PSF fitting photometry on the residuals in the difference images. Several epochs turned out to give problematic difference images for a number of different reasons. Epochs with seeing worse than 2.0 ′′ do not give clean difference images and were discarded. A small number of epochs were overexposed and had to be discarded as well. Lightcurves were also produced at "empty" positions, i.e. positions were no variability was detected. Flat line fits were done to these empty lightcurves to check the error bars on the fluxes derived from statistics of the PSF fitting photometry. For each epoch, the distribution of the deviations from the flat lightcurve fits weighted by the error bar returned by the photometry routine was examined. In some cases this distribution showed broad non-gaussian wings, and these epochs were discarded. Typically they were associated with highly variable seeing between the individual exposures. In other cases, the normalized error distribution was gaussian, but with dispersion higher than one. In these cases the error bars were renormalized appropriately.
The typical number of epochs that were left after the procedure described above are tabulated in table 1 for each filter, and field for the 99/00 and 00/01 season. From these epochs the lightcurves were constructed that were used for the analysis presented in this paper.
Event selection
The final dataset consists of lightcurves of 118,424 variable sources, practically all of which are periodic variable stars. Finding candidate microlensing events in such a large number of lightcurves is no trivial problem. A procedure to select lightcurves that are compatible with microlensing must be aimed at recognizing the characteristics of a microlensing lightcurve while taking into account computing speed, and the quality of the available data. Since the quality of the i ′ band data was clearly poorer than the quality of the other bands, and since g ′ data were only available for the first season, we decided to use the r ′ data as the main basis for candidate selection. Another advantage of the r ′ data is that they have much better sampling density in the first season than do i ′ and g ′ data separately. Thus, the first steps of the filtering process involve only r ′ data, after which the i ′ data are used to further analyse the r ′ microlensing candidates. A microlensing event caused by a single lens has a characteristic shape and a flat baseline. Such a standard microlensing lightcurve is called a Paczynski lightcurve (Paczynski 1986) and is described by
where F 0 is the baseline, unlensed flux, A(t) is the amplification, and u is the projected distance between the lens and the source, in units of the Einstein radius. This Einstein radius depends on the geometry of the system and the mass of the lens and in the lens plane is given by:
where m is the lens mass and the Ds are the distances between observer, lens and source. Note that the amplification is always 1 or higher and independent of wavelength, meaning that microlensing is achromatic and conserves the colour of the source. If the relative motion of lens and source is taken to be a uniform motion, then u can also be written as:
where u min is the impact parameter, t max the time of maximum amplification and t E the Einstein time. This is defined as the time it would take the source to cross the Einstein radius. Since we are measuring only the flux difference of variable objects with respect to a template image, equation 1 transforms into:
where ∆F bl is the baseline flux minus the flux on the reference image. As the crowding in M31 prevents the unlensed source flux from being measured, ∆F bl is an unknown parameter that has to be fitted. Furthermore, since the baseline flux is unknown and the microlensing event resolved only while magnified, it is very difficult to measure t E and u min , consequently these two parameters are highly degenerate, as shown in Figure 2 . Instead, we fit the width of the peak at half of the maximum flux t FWH M (Gondolo 1999), which is related to t E by:
where
with
We perform a four-parameter fit by letting t FWH M replace t E and u min . In practice we assume a fixed value for u min and let t E float to fit for t FWH M . Since there is some difference in the shape of the peak depending on u min , we make fits for three values of u min , namely 0.1, 0.3 and 1.0. Figure 2 shows that this range covers the range of possible shapes very well.
Fig. 2. Differences in the Paczynski lightcurves for different
values of the impact parameter u min . The peak shape does not depend strongly on u min , except from in the wings. In M31, where microlensing events are often only resolved while significantly magnified, the wings are usually not strongly constrained, meaning that it is difficult to measure u min .
Microlensing event selection
The selection of microlensing candidates was based on the goodness of fit of the standard Paczynski lightcurve fits to the 99/00 and 00/01 data. Based on the parameters of the best fits, the lightcurves are filtered in several steps, described below.
• Peak sampling To be able to constrain event parameters it is important to sample the peak of the lightcurve well. We demand that at least the part of the peak where the flux is more than half of the peak flux lies completely within an observing season. For this the t max and t FWH M from the Paczynski fits are used. We also demand that there are at least 2 data points above 25% of the fitted peak flux. Furthermore, we calculate a 'peak weight' P defined as the sum of all data points within the peak:
where ∆F i is the difference flux, σ i the error on the difference flux, and ∆F bl is the difference flux of the baseline, as given by the Paczynski fit. All the points that are within 2 t FWH M of t max are considered to be in the peak and are used for this calculation. All points farther away from the center of the peak are considered to be part on the baseline. A minimum 'peak weight' P of 25 is demanded.
• Peak significance To exclude spurious detections, a minimum peak significance is demanded. The χ 2 value of a flat line fit to the lightcurve is compared to the χ 2 of the Paczynski fit. The difference between these two values has to be larger than 100 for selection.
• Peak width Both a minimum and a maximum peak width are used. The minimum t FWH M of 1 day serves as an extra filter against spurious detections. Events with FWHM timescales longer than 150 days are also excluded, since with the current dataset the baseline is not well sampled. In practice, fits that give these very long timescales are usually caused by lightcurves that continue to rise at the end of an observing season.
• Baseline flatness Microlensing events have flat baselines, contrary to periodic variables. The flatness of the baseline is checked by the goodness of fit of the Paczynski curve to the baseline, where the baseline is defined as that part of the lightcurve that is more than twice the t FWH M away from t max . For this part of the lightcurve we use a cut of χ 2 bl /N < 1.5, where N is the number of points in the baseline. The fits to the "empty" lightcurves that were used to assess the quality of the difference images showed that such a rather lenient cut is necessary, because nearby variable objects can influence the photometry and cause some additional variability in some lightcurves.
• Goodness of fit Finally, the shape of the peak must be consistent with microlensing, meaning that the Paczynski function must give a good fit. For the Monte Carlo simulations we find that a χ 2 /N cut of 1.2 includes 90% of all events. However, secondary effects, like for example parallax effects, can influence the exact shape of the lightcurve. Also, the possibility of additional variability due to nearby variable objects must be taken into account. We use a rather lenient χ 2 /N cut again, and since secondary effects will be stronger in high signal-to-noise events, this cut is also dependent on the 'peak weight' P of the peak. The cut is described by χ 2 pk /N pk < 1.5+( P N pk −1)×0.1, where N pk is the number of points in the peak, as defined above. Formally, a χ 2 /N cut of 1.5 corresponds to a probability of 0.1% for the degrees-of-freedom in our fits, meaning that 99.9% of perfect microlensing lightcurves without any additional variability would pass this criterium.
Monte Carlo simulations
In order to develop and test the efficiencies of procedures to select microlensing lightcurves from a large set of lightcurves, we performed Monte Carlo simulations of microlensing events. To be meaningful for comparison with the data, the simulated lightcurves should have the same time sampling and error distribution as the data. Furthermore, a broad range of time scales, times of maximum amplification, and peak brightnesses has to be sampled.
In total 170,000 lightcurves were simulated with random peak times, t FWH M of 1, 3, 6, 10, 30 or 60 days, seven different peak fluxes, and impact parameters of 0.1, 0.3, 1.0 or 10. With these four impact parameters most of all possible lightcurve shapes are sampled, as is illustrated in figure 2. For each simulated microlensing event, the time sampling and flux error bars were taken from a random real r ′ lightcurve, based on the 99/00 and 00/01 data. In this way, each simulated event has realistic characteristics, and the total sample of simulated events has the same observing charactistics as the total set of observed r ′ Fig. 3 . For all simulated microlensing lightcurves that pass our filtering procedure the fitted t FWH M and t max are plotted. From the clustering of the points it is clear that the fit program manages to recover the input widths of the simulations quite well. The gaps in the lightcurves show up as the events get shorter, while the period during which longer events can be detected is shorter than for the shorter events. Table 2 . Filter efficiencies, in percent, for the simulated microlensing lightcurves.
lightcurves. Standard Paczynski microlensing lightcurves were constructed, using the gaussian error bars taken from the real data lightcurve. In table 2 the efficiencies of the selection of microlensing lightcurves are tabulated for all combinations of t FWH M and peak flux of the simulated events. For these efficiency calculations simulated microlensing events were used for which the part of the peak higher than half of the peak flux lay completely completely within one observing season, which is one of our selecion criteria. It is clear that events with a peak flux lower than 3 ADU/s will be detected with very low efficiencies. Also, events with a t FWH M lower than 10 days are relatively hard to detect. This large decrease in detection efficiency for short timescale events is primarily caused by gaps in the time sampling of our lightcurves. This is shown in figure 3 , where the fitted t FWH M and t max of the simulated microlensing lightcurves that pass the filtering procedure are plotted.
Since long period variable stars like Mira's can mimic microlensing lightcurves, it is important to determine to what extent these lightcurves are selected by our microlensing selection procedures. Although Miras do not have a flat baseline on a logarithmic plot, on a linear flux scale the peaks are much sharper and the minima very near zero, thus they are typically below our noise level except for short periods around the peak. Mira variables have periods ranging from 130 to 500 days, with the most typical period being 270 days (Petit 1987). However, there are a number of Mira's known with even longer periods (e.g. Jura et al. 1993; Rosino et al. 1997) . Monte Carlo simulations of 120,000 Mira-type lightcurves were made with periods ranging from 150 to 550 days. The lightcurves were assumed to have a symmetric sawtooth shape in magnitude, with intrinsic variability amplitudes of 2, 4 or 6 magnitudes and 5 different flux variability amplitudes. Time sampling and flux errors were taken from real data lightcurves in the same way as for the microlensing simulations and starting phase of the variability was chosen randomly.
The filter efficiencies for the selection of simulated Mira lightcurves are tabulated in table 3. Variable stars with periods up to 200 days are not likely to be selected and confused for microlensing events, because at least two peaks will always be present in the lightcurve. Periods between 200 and 350 days are clearly a problem for our survey. This is caused by the time coverage of our lightcurves, which for these periods often gives a peak in one of the observing seasons and a second peak just in between the seasons. This is why using the data from the third season is important; variables with these periods that show only one peak in a two season lightcurve will show a second peak in the third season. Two examples of simulated Mira lightcurves with periods of 250 days that mimic microlensing and pass our filters are shown in figure 4. Periodic variables with periods around 350 to 450 days are not selected because the fits are never very good and the baselines not flat. This is because a second peak will always have wings extending into one of the observing seasons. Longer period variables, however, can have only one peak in the lightcurve and a baseline that seems flat. Unfortunately, even with the third observing season data, these variables can still show one single peak and an otherwise flat baseline. Other characteristics, like colour and peak shape, have to be used to distinguish these variables from genuine microlensing events. For variable stars of all periods, the highest amplitude variables are least likely to be mistaken for microlensing events, because the difference in shape of the peak is detected better with higher amplitude. Figure 5 ). Most detected real variables turn out have more irregular peak shapes and lower peak heights than our simulated Miras, so that in reality long period variable stars are less likely to pass through our filtering procedure than table 3 suggests. 150  5  2  1  0  0  200  5  3  2  2  1  250  34 26 24 20 17  300  25 22 19 17 15  350  2  1  1  1  0  400  0  0  0  0  0  450  6  4  3  2  2  500  17 12 10  8  8  550  29 23 21 17 20   Table 3 . Filter efficiencies, in percent, for the simulated Mira lightcurves. 
Colour
For two reasons the i ′ band data are important for the microlensing candidate selection. First, gravitational lensing is achromatic, and therefore the colour of the observed light will not change during the microlensing event, since radiation of all wavelengths is magnified by the same factor. Most periodic variable stars on the other hand, change colour during their pulsation cycles. Second, the long period variable stars like Mira's that can otherwise easily be mistaken for microlensing events, are very cool and much brighter in i ′ than in r ′ . Also the variability is much larger and therefore easier to see in i Paczynski fits are done to the two-season i ′ lightcurves of the microlensing candidates selected from the r ′ data. The t max , t FWH M and u min from the best fits to the r ′ data are used for the i ′ fits, since the r ′ data constrain these parameters better because of their superior quality. Furthermore, if there is no colour change during the event, t FWH M should be the same for both bands.
• Colour cut As mentioned before, long period variable stars have cool atmospheres and therefore are very red. In figure 5 , the colours of the selected transients are shown as a function of the t FWH M of the Paczynski fits. The long period variable stars clearly stand out and cluster around a t FWH M of 50 and an i ′ /r ′ flux ratio of 4. To remove the long period variables from the sample, a colour/t f whm cut is used, indicated by the dashed line.
• Goodness of fit In the i ′ data, the problems of crowding of the residuals in the difference images is worse than in the r ′ data. Since the long period variables are very red, more are detected in the i ′ difference images and the residuals are much brighter. In figure 5 the Fig. 7 . Data points from the baseline of event 10, but now the ∆Flux is plotted as function of the seeing. During the period from which these points are taken, a variable source located about 7 pixels away from the event caused a strong residual in the difference images. There clearly is a trend with worse seeing corresponding to lower fluxes. transients are divided into four different bins depending on the χ 2 /N value of the Paczynski fit to the i ′ data. A similar 'peak weight' dependent χ 2 /N cut was applied to the i ′ lightcurves as to the peak of the r ′ lightcurve, but with a minimum χ 2 /N of 2 in stead of 1.5: χ 2 /N < 2.0 + (
− 1) × 0.1. The fully automated selection procedure described above was applied to the data of the 99/00 and 00/01 observing seasons, resulting in 134 candidate events. The lightcurves and the difference image residuals of these candidate events were inspected visually. Some of these remaining events were caused by bad pixels or columns; still others showed clear trends in the baselines, especially in the i ′ lightcurves. After visual inspection, 21 events remain that are consistent with microlensing. Finally, part of the data from the third (01/02) season were used to extend the baselines of these 21 events, 7 of which showed variability in the third season. The final set of confirmed microlensing events consists therefore of the 14 events described in the following section.
Results
The lightcurves of the 14 candidate microlensing events are shown in figure 6 ; their positions are plotted in figure 10. August 1st 1999 was taken as the zero point of the time scale in the lightcurve plots. The important fit parameters are tabulated in table 4. For illustration we show in figure 8 thumbnails of the difference images and single epoch images for events 5, 7 and 11. All difference image thumbnails for all events are available on-line at http://www.astro.rug.nl∼jdejong/eventtn.
Inspection of the lightcurves in figure 6 indicates that the baselines are not always completely flat, this is especially the case for the i ′ lightcurves. When looking at the difference images, it becomes clear that for these events, secondary bumps in the lightcurve are caused by variable objects very close to the position of the event, rather than by variability in the events themselves. For example, the bump around day 100 in the lightcurve of candidate event number 2, is caused by a brightening source located only 4 pixels away from the event. In the i ′ data, this problem occurs more frequently because of the higher density of detected variable sources and the effect is stronger because of the stronger variability at longer wavelengths.
Not only can nearby variable sources result in trends in the lightcurves, they can also increase the scatter in the flux. The size of the aperture and the ring that is used for sky subtraction depends on the seeing, meaning that a nearby variable does not always influence the photometry and also not necessarily in the same way. As an example of this, we show in figure 7 the flux as a function of the seeing for the part of the baseline of event 10. Clearly, differences in seeing between the epochs will create extra scatter in the baseline.
Below we discuss the possible reasons for additional variability in each of the event lightcurves. Event 1: This event has a bright periodic variable star at a distance of 5 pixels, which is probably the cause of the noisy baseline in both r ′ and i ′ . Event 2: This event also has close variable neighbours. In the r ′ difference images a variable source is located at only 3 pixels from the event. This source peaks around day 100, causing a bump in the r ′ lightcurve. In the i ′ difference images there are two additional bright variables, both of them at about 10 pixels distance. These sources cause the noisy nature of the i ′ baseline. Event 3: Although the r ′ baseline is very clean, the i ′ baseline shows quite some variability, especially in the second season. Again this is caused by a very close variable source, at 3 pixels distance. This source has a bright episode between days 440 and 470, which causes the high fluxes in this period in the i ′ lightcurve. Event 4: The baselines of this event look quite flat, but the peak in the i ′ data is not very symmetric. The sudden drop in flux after day 420 coincides with the sharp brightening of a bright variable source at 14 pixels distance. Event 5: This event has several variable sources nearby. Unfortunately the closest one, at about 4 pixels, is also the brightest, which especially in the i ′ lightcurve causes a lot of noise. See figure 8 for thumbnails of this event. Event 6: In the second season the baseline shows a periodic variability, which is caused by a periodic variable star at 6 pixels from the event. A second close variable, at 5 pixels, shows up only in the first season in r ′ , but pops up also in the second season in i ′ and is very bright in the first season. Together, these variables cause the i ′ baseline to be be rather messy. Event 7: The baselines of this very high S/N event are quite well behaved in both r ′ and i ′ , but there is a quite bright variable source located at 15 pixels, which may cause some deviations. However, the deviations in the i ′ data from the Paczynski fit between days 100 and 150 are too large to be caused by these near neighbours. Also from this event, some thumbnails are shown in figure 8. Table 4 . Fit parameters for the 14 candidate microlensing events. The Einstein radius crossing times t E in column 7 are calculated assuming the best fit u min from column 6. Since in most events u min is poorly constrained and fits were done with values of 0.1, 0.3 and 1.0 only, these values for t E should only be considered as very rough estimates of the actual values.
Event 8: Even though there is a variable source located at 7 pixels distance from this event, the baselines are quite well behaved. Event 9: Two faint variables are located at about 4 and 8 pixels distance from this event, and a bright one at 12 pixels. The lightcurves do not appear to be affected substantially. Event 10: Here the noisy baseline in i ′ and the two deviating points in the r ′ lightcurve around day 100 can be attributed to the same variable source 7 pixels away. Event 11: While the r ′ baseline of this high amplification event is well behaved, the i ′ baseline is not completely flat. In the difference images there is a hint of a weak variable source a few pixels away, which is probably the cause of the small baseline wiggle. See figure 8 for thumbnails of this event. Event 12: The r ′ lightcurve of this event is quite well behaved and there are no nearby variable sources. The reason for the noise in the i ′ lightcurve is not clear. Event 13: A fairly bright variable source is situated 16 pixels away from this event, but the lightcurves in both r ′ and i ′ are well behaved. Event 14: The noisy in the lightcurves and more particularly the small bump in the i ′ lightcurve around day 370 is due to a variable source 3 pixels away from the event.
POINT-AGAPE events
The POINT-AGAPE group uses the same data for their microlensing survey towards M31, although their pixel lensing technique is different (Paulin-Henriksson et al. 2003) . Based on the same two-year dataset, they find four high signal-to-noise microlensing events. Two of these events are also present in our sample, namely PA-99-N2, our event number 7, and PA-00-S4, our event number 11.
The fact that our sample of candidate microlensing events is much larger is caused by the severe selection criteria used by POINT-AGAPE, that not only limit the number of events ′ data the peak is not sampled and the variability in the baseline, caused by nearby variables, is high enough to give a χ 2 /N of the Paczynski fit of 2.6, too high to pass our selection procedure.
found, but also are biased somewhat against microlensing caused by halo lenses. Microlensing events induced by stars in the M31 bulge and disk ('self-lensing') are on average shorter than events caused by objects in the M31 halo (Baltz et al. 2003, hereafter BGC) . This is caused by the geometry of the event, because the source-lens distance will on average by much larger in the case of a halo lens. The t FWH M distribution for self-lensing peaks around 10 days (BGC). For halo microlensing, the timescales are longer, but the distribution de-pends on the masses of the lenses. For lenses with masses of 1.0 M ⊙ the peak of the t FWH M distribution is expected to lie around 20 days. Taking a t FWH M cut-off of 25 days therefore might exclude a significant fraction of halo events, while selflensing events are more likely to be selected. Another reason why our sample is larger than that of POINT-AGAPE is our less strict S/N cut.
The following two events reported by the POINT-AGAPE team are not in our sample of candidate microlensing events.
•PA-99-N1 This event did not pass our filtering procedure because of too large variability in the i ′ baseline caused by a very closeby variable star. Our lightcurves of this event are shown in figure 9.
•PA-00-S3 Very close to the bulge of M31 the surface brightness becomes very high and our difference images become very noisy and of low quality. This event is located in a part of the field that is not used for the current analysis for this reason. In figure 10 the region that is not used in our analysis is indicated. Figure 11 shows contours of equal detection efficiency as a function of r ′ peak height and t FWH M , with the 14 events in our sample indicated by the symbols. Two events lie outside the figure, one at relatively low peak height but very long t FWH M , and one at a very high peak height and a t FWH M of 22 days. Our Monte Carlo simulations do not probe the parameter space around these two events, but extrapolation suggests that they all lie in a region with very high detection efficiency. Events with timescales longer than 20 days and peaks higher than 5 ADU s −1 will nearly always be detected. That there are so few detections in this part of the parameter space must mean that there really were no such events during our observing period. The group of events with t FWH M of around 4 days and low peak heights lies in a region of the parameter space with fairly low detection efficiency, meaning that we are likely to have missed most of the events that occurred. The actual number of events with timescales between 20 and 30 days is also likely to be higher than the number of detections.
Discussion and Conclusions
Due to the nature of M31 microlensing, it is very difficult to determine the nature of the lensing object in individual microlensing events. In classical microlensing the mass of the lens, the relative motion of the lens with respect to the source and the distance to the lens are usually unknown and degenerate parameters. In difference-image lensing the unlensed flux of the source is also not known, making the degeneracy even more difficult to solve.
If a conclusion about the existence and/or nature of a MACHO population in the halo of M31 is to be drawn from a microlensing survey, statistical methods have to be used.
By modeling the population of stars that can be lensed and the population of objects that can act as lenses, predictions can be done about the rate of occurance, the spatial distributions, and the timescales of microlensing events. All these data can be used to distinguish between possible lens populations, or in other words between halo lensing and self-lensing. To compare the number of events in our sample with rate maps as published by BGC, the detection efficiencies and observing characteristics have to be carefully modeled, which will be done in a future paper. For the moment we restrict our discussion to the spatial and timescale distributions of our events.
The expected spatial distribution of self-lensing events is strongly concentrated to the center because both the density of possible source stars and lenses is highest there. Furthermore, the spatial distribution is symmetric from the far to the near side of the disk of M31, so in the case of only self-lensing the number density of events should be the same at the same radius on both the far and near side. Halo lensing on the other hand will occur more frequently on the far side of the disk, because of the longer line-of-sight through the M31 halo. Therefore, an asymmetry in the density of microlensing events between the far and near side is a strong indication of a microlensing halo. Halo-lensing is also more likely near the center because of the higher surface density of possible source stars, but drops off much more slowly, since the surface density of halo lenses should not drop off very quickly.
In the centrally-located region I we cover approximately 91 ′ (excluding the part of the south field which we do not use) in which we detect 4 events. This corresponds to a event density of 0.04 per ′ . To examine halo lensing, we will now look into the far and near side distribution of the microlensing events. If we only consider regions II and III, because region I will be dominated by self-lensing, we cover approximately 255 ′ on the near side of the disk and approximately 545 ′ on the far side. We ignore event 11, which, due to its position close to M32 and its short timescale, is also likely to be due to self-lensing. Event 9 is also ignored, since it is very close to the major axis and only marginally on the far side. On the near side we then have 1 event, or 0.004 per ′ ; on the far side we have 7 events, or 0.013 per ′ . Since region II is expected to still show a comparible number of self-lensing events as halolensing events, we can also confine our attention to region III, in which case we have 0 events in 120 ′ on the near side, and 5 events in 340 ′ on the far side, or 0.015 per ′ .
The timescale of a microlensing events depends on the relative velocities and the size of the Einstein radius, which in turn depends on the mass of the lens and the geometry (eq. 2). In the case of M31 microlensing we can assume that D OL = D OS and since the Einstein ring crossing time t E = 2R E /v ⊥ we get:
and the t FWH M that we measure is related to t E according to equation 5. Since for halo-lensing the lens-source distance D LS is larger than for self-lensing, the timescales will be longer on average for halo lensing. For self-lensing, however, the timescales are expected to drop off when going to larger radii, since the random velocities of the stars in a galactic disk are proportional to the root of the surface density (Bottema 1993) . In the central regions of M31, where self-lensing dominates, the event durations are expected to be short. At larger radii, where halo lensing takes over, the event durations become longer, both because the halo-lensing events are longer and because the self-lensing events become increasingly longer.
In figure 12 we plot the number of events in five bins of the logarithm of t FWH M with different shading indicating the different regions in which the events are located (figure 10). As expected, the events in the center region (region I) tend to be short. The very short event in region III is likely to be due to self-lensing in M32, so the short timescale is not surprising. The events in regions II and III clearly have average timescales that are longer than the events in region I, as is expected from halo-lensing and from self-lensing. However, for self-lensing the event durations should be longer in region III than in region II, while for halo-lensing the average durations should not change. From the small sample of events there is no indication that there is a significant change in event duration between these two regions. Furthermore, the durations are consistent with the values predicted by BGC.
Although the number of microlensing events in our current sample is still rather small, the detected event density does seem to be considerably higher on the far side. The timescale distribution of the events is consistent with the expectations: short, presumably self-lensing events lie mostly in the central region and longer events at larger radii. The event durations at longer radii are consistent with halo lensing, although selflensing events are also expected to be longer far from the center. On the basis of the current analysis it is not possible to make strong statements about a possible microlensing halo, but both the spatial and timescale distributions seem to be consistent with a significant halo contribution. Longer events tend to be located farther away from the center. Note that the shortest timescale event in region III is actually located in the outer regions of M32.
Future work
In this paper we present the first microlensing candidates from the MEGA survey and a very rough analysis of their properties. We have used the data from the third season only to extend the baselines of the microlensing events from the first and second season. For a next publication the third season will also be searched for microlensing events. Since we also observe with other telescopes than the INT, more complete coverage of the observing seasons will be possible by combining the data from the different telescopes. Especially the sensitivity to short timescale events will benefit from this. For a more detailed analysis, the event rates and distributions will have to be converted into microlensing optical depths and possibly halo parameters. For this, careful modeling of the observational constraints must be combined with models of the source and lens populations, like the ones presented by BGC. A more exhaustive presentation of the full MEGA dataset and its analysis will be presented in future work. Fig. 8 . Thumbnails of three events, chosen to span a wide range of peak fluxes. The uppermost panel shows event 7, by far the brightest event, going down in flux through event 11 (middle panel) to the low signal-to-noise event 5 (lower panel). For each event we show thumbnails of the difference images and single epoch images in both r ′ and in i ′ . Thumbnails were chosen from three epochs during the microlensing event, i.e. in the peak of the lightcurve, and from one epoch before and one epoch after the event. Event 7 (upper panel) stands out very clearly in both the difference images and the single epoch images in both bands. In the i ′ thumbnails a variable star is clearly visible in the lower left corner. The event in the middle panel, event 11, has a peak flux only one third of the peak flux of event 7, but still stands out clearly in the difference images. In the single epoch images, the event is only visible during maximum amplification. Event 5, shown in the lower panel is an example of the fainter events, with a peak flux almost an order of magnitude smaller than event 11. As can also be seen from the lightcurves (figure 6), the event is much brighter in r ′ than in i ′ . In the r ′ difference images the residual is more obvious than in the i ′ difference images. The nearby variable source that influences the i ′ photometry is clearly visible just above and to the left of the event. In the single epoch images, the event is hardly visible at all without difference image techniques. Note that our events 7 and 11 correspond to the events N2 and S4 reported previously by POINT-AGAPE. Part of the south field close to the bulge is not used for our analysis, since the image subtraction is not of high quality in this very high surface brightness area. This region is indicated in the uppermost chip of the south field. The two POINT-AGAPE events not present in our sample are indicated with the open circles. For our analysis of the timescales and locations of the events we use concentric ellipses to divide the galaxy in the three regions I, II, and III indicated here.
