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Abstract
This paper describes a novel on-line learning approach for radial basis function (RBF) neural network. Based
on a RBF network with individually tunable nodes and a fixed small model size, the weight vector is adjusted using
the multi-innovation recursive least square (MRLS) algorithm on-line. When the residual error of the RBF network
becomes large despite of the weight adaptation, an insignificant node with little contribution to the overall system
is replaced by a new node. Structural parameters of the new node are optimized by proposed fast algorithms in
order to significantly improve the modelling performance. The proposed scheme describes a novel, flexible and fast
way for on-line system identification problems. Simulation results show that the proposed approach can significantly
outperform existing ones for non-stationary systems in particular.
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I. INTRODUCTION
Adaptive system identification whereby the system model is computed recursively in time is central for obtaining
mathematical models for changing systems, e.g. control systems or signal processing where the control or filtering
action is based on most recent model. These models can also be used in conditioning monitoring, e.g. fault detection.
The adaptive modeling of nonstationary systems is particularly challenging since the conventional parameter
updating may be insufficient to track the data change; or the reestimating model structurally can be computationally
expensive for real time applications. This work is aimed at compromising both issues.
Radial basis function (RBF) neural network has been widely used as an on-line approach in non-linear system
identification [1]–[3]. With a cluster of non-linear “kernels” (or nodes) imposed on the input data, the RBF network
2can approximate any continuous function to an arbitrary degree of accuracy. The RBF tracks the dynamic of the
systems by constantly updating the output layer weights with linear adaptive algorithms such as the least mean
square (LMS) and recursive least square (RLS). More recently a variant RLS, referred to as the multi-innovation
RLS (MRLS) has been proposed [4]. Unlike the classic RLS algorithm which only considers the current residual
error, the MRLS adaptation is based on a number of recent errors so that its performance is more robust to noise
variations.
The overall performance of the RBF network depends on both the output layer weights and structure of the
network. The RBF structure is determined by multiple parameters including the number of nodes (or the model
size), and the centres and variances of each node (or the position and shape of each node respectively). In a
traditional RBF network, the structure of the network is usually fixed at some compromise settings or based on
experience, and only the output layer weights are updated with time. While this describes a simple realization,
it is often not sufficient especially in non-stationary systems. In the resource allocating network (RAN), the RBF
model starts from empty and grows with the input data based on the nearest neighbour method [5]. While the
RAN algorithm can only grow the model size, a number of variants have since been proposed. Particularly the
growing-and-pruning RBF (GAP-RBF) algorithm describes a computational efficient approach to adjust the RBF
model size [6]. Alternatively, the on-line structure adjustment may be avoided by using a large RBF model size
covering a wide dynamic range of data input [7]. Typical examples are the extreme learning machine (ELM) and
its variant (see [8] and the reference therein), in which a large number of kernel nodes are randomly generated
at initialization stage and fixed during the learning process. The ELM approach can achieve high accuracy with
fast learning speed in some applications, but the model size may have to be very large especially in non-stationary
systems and the model generalization is not guaranteed.
A common drawback in both the RAN-like and ELM-like approaches is that none of them optimizes the structure
of the RBF nodes. The node centres are either determined by the input data such as in the k-means approach (e.g.
[9]–[11]) or simply set as the input data (e.g. [12]), and often a common variance is used for all nodes which is
set by the trial-and-error or cross-validation method [13]. As a result, the constructed network structure only fits
into the data rather than the underlying model. This usually makes the model size increase with the number of the
sample data, ending up with a very large model with high complexity and poor tracking performance especially in
non-stationary environment. Therefore, it is highly necessary to optimize the node structure which is in general a
difficult NP problem. A tunable RBF model identification algorithm was proposed in [14], where each RBF node
has a tunable centre vector and an adjustable diagonal covariance matrix which are optimized using the particle
swarm optimization (PSO) algorithm at each forward regression stage. While this provides an exceptionally flexible
3RBF model with significantly reduced model size, the proposed approach is for off-line (batch) learning which is
inadequate for on-line system identification. It is inspired by the tunable RBF network in [14] that, if the structure
(i.e. the centres and variances) of the nodes is optimized, an efficient RBF network with much smaller model size
than a conventional RBF network can be constructed. In our recent work [15], an on-line tunable RBF network
was proposed, in which the model size is fixed to a small number, but the worst fit node is replaced with a new
node when necessary, and the structure of the new node is optimized by the PSO algorithm to “fit” for the recent
input data. Although this PSO-based tunable network has excellent performance in on-line modelling, it demands
high complexity due to the complicated PSO algorithm, deterring its use in many practical on-line applications.
This motivates us to investigate fast algorithm for on-line node structure optimization in this paper.
In this paper, the RBF model size is also fixed to a small number, and the worst performing node is replaced with
a new node when the current RBF model does not fit the current data. Unlike our previous work in [15], the structure
of the new node in this paper is not optimized by the PSO algorithm, or any other evolutionary algorithms [16].
Instead we propose a fast structure optimization approach based on iterative adaptation, which can achieve excellent
modelling performance with a sparse model, yet keeps low complexity. This makes the proposed RBF network
particularly suitable for on-line applications where the computation cost is often a key issue. While the proposed
approach can be used in a wide range of non-linear and non-stationary applications (where the conventional RBF
networks usually apply), in the simulation part, the proposed approach is verified on two benchmark applications:
adaptive noise cancellation and Lorenz time series prediction. In summary, the main contribution of this paper is to
propose a fast node structure optimization approach in a sparse RBF network, which includes the following aspects
specifically:
 Proposing an instantaneous error gradient descent approach to fast optimize the node structural parameters.
Compared with our previous approach which uses PSO approach for the structure adaptation, the gradient
descent approach not only has low complexity but also is well known for its good stability in implementation.
 Proposing a fast weight adaptation based on inverse matrix lemma, so that the weight vector can be efficiently
updated with the newly optimized node structure.
 Describing several ways to initialize the node structure adaptation to ensure fast convergence.
The rest of this paper is organized as follows: Section II describes the RBF network with tunable nodes; Section
III proposes fast approaches for the node optimization; Section IV summarizes the proposed algorithm; Section V
verifies the proposed approach via numerical simulations; finally, Section VI concludes the paper.
4II. RBF NETWORK WITH TUNABLE NODES
A. The Adaptive RBF network
The adaptive RBF neural network is shown in Fig. 1, where there are M number of nodes. At time t, the input
vector of the RBF network is given by
xt = [xt(1); xt(2);    ; xt(Nx)]T (1)
where Nx is the model input dimension or the number of input channels, and xt(i) is the input data from the ith
input channel at time t. The RBF network output is given by
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Fig. 1. The RBF neural network
f(xt) =
MX
i=1
wt 1(i)gi(xt) (2)
where gi(xt) is the output of the ith node, wt 1(i) is the weight coefficient for the ith node at time t  1. Letting
wt 1 = [!t 1(1);    ; !t 1(M)]T be the weight vector and t = [g1(xt);    ; gM (xt)]T be the information vector,
we can rewrite (2) as
f(xt) = 
T
twt 1 (3)
The RBF residual error at time t is given by
et = yt   Ttwt 1 (4)
5where yt is the observed system output at time t. In this paper, we assume without losing generality that the RBF
basis function is Gaussian so that
gi(xt) = exp ( (xt   ci)THi(xt   ci)) (5)
where ci = [ci(1);    ci(Nx)]T which is the centre vector of the ith node, Hi = diagf2i (1);    ; 2i (Nx)g which
is the diagonal covariance matrix of the ith node, ci(j) and 2i (j) are the jth centre and variance of the ith RBF
node respectively.
For the Gaussian RBF network, the node structure parameters include Nx pairs of centres and variances of each
node, or ci(j) and 2i (j) in (5) respectively. Because the input statistic keeps varying in a non-stationary system,
the “local characteristic” of the input data is often more important than the “global characteristic” [17]. This implies
that the model size needs not to be large since the modelling focuses more on the recent data than the older ones.
Based on this observation, we propose to fix the RBF model size at a small number, where each node has a tunable
centre vector and an adjustable diagonal covariance matrix which can be optimized on-line one at a time. It will
be shown later that fixing the model size enables not only the MRLS to be seamlessly integrated with the node
structure adjustment, but also fast approaches for the node optimization.
B. Weight adaptation with the MRLS algorithm
The weight vector w can be updated by the MRLS algorithm which is based on both current and past residual
errors [4]. Putting p number of input vectors into an input matrix gives
Xt = [xt;xt 1;    ;xt p+1]T 2 RpNx (6)
where p is the innovation length which determines the number of past errors used for weight adaptation. In general, a
larger p has more potential in noise rejection with higher complexity and slower convergence [18]. In the noise-free
case, we can have p = 1 so that the MRLS reduces to the classic RLS algorithm.
Passing Xt through the RBF nodes gives the information matrix as
t = [g1; g2;    ;gM ] 2 RpM (7)
where gi = [gi(xt); gi(xt 1);    ; gi(xt p+1)]T which is the ith RBF regressor. Letting et = [et; et 1;    ; et p+1]T
and yt = [yt; yt 1;    ; yt p+1]T, we have the vector/matrix expression of (4) as
et = yt  twt 1 (8)
6With t and et, the MRLS adaption rules are given by the following steps.
	t = Pt 1Tt [Ip +tPt 1
T
t ]
 1 (9)
Pt = (Pt 1  	ttPt 1) 1 (10)
wt = wt 1 +	tet (11)
where 	t 2 RMp is the Kalman gain matrix, P 2 RMM is the inverse of the covariance matrix, Ip is the p p
identity matrix, and  is the forgetting factor. Pt is usually initialized as P0 = IM , where  is a large constant.
C. Node replacement
When the residual error becomes large no matter how we adapt the weight vector using MRLS above, this indicates
that the current RBF structure is no longer suitable for the current data and needs updating. An insignificant node with
little contribution to the overall system is replaced with a new node. In order to prevent the node replacement from
occurring too frequently, the normalized “average” residual error is used to measure the overall RBF performance
as
e2t =
1
p
 ketk
2
kytk2 ; (12)
where the multi-innovation error vector et(n) in (8) consists p number of most recent errors. We have the following
criterion 8<: if e2t < 1; the RBF structure remains unchangedif e2t  1; an insignicant node is replaced with a new node; (13)
where 1 is a constant threshold which is set according to the performance requirement. In general, a small 1
leads to small residual error and frequent node replacements.
When e2t  1, the most insignificant node with least contribution to the overall system performance is replaced
with a new node. The “significance” of a node is revealed by the weighted node-output variance (WNV) as
WNVi =k !t 1(i)gi k2= !2t 1(i)gTi gi; (14)
where gi is defined in (7) containing the recent p outputs from node i. The WNV-s for all nodes are ordered as
WNV10 WNV20     WNVM 0 (15)
where WNVi0 is for node i0 with the ith smallest WNV. Then from (15), the node 10 with the smallest WNV is
7replaced with a new node.
III. NODE OPTIMIZATION WITH ITERATIVE ADAPTATION
At each time step, the weight vector is adapted by the MRLS algorithm. The residual error of the network output
is monitored. If the RBF network performs poorly, or the residual error is large, an insignificant node with the
smallest WNV is replaced with a new node without changing the model size. The structure of the new node is
then optimized to “fit” for the current input data. At the same time, the weight vector should also be updated as
otherwise it is only suitable for the old network before the node replacement.
In this section, we describe fast algorithms for the node structure and weight vector adaptation. We assume
without losing generality that, at time t, the M th node is replaced with a new node. While the joint optimization
of the structure of the new node and the weight vector is too complicated, we propose an iterative adaptation
approach. At every iteration, either the structure of the new node or the weight vector is fixed first, and the other
is updated, and vice versa. The iteration continues until the modelling residual error is sufficiently small or the
maximum iteration number is reached.
A. Fast structural parameters update using instantaneous error gradient descent
At every iteration, when the weight vector is fixed, the centre and the inverse of the variance for the new node
are tuned by minimizing the 2-norm of the instantaneous error. The instantaneous error at time t can be expressed
as
et = yt  
M 1X
i=1
wt 1(i)gi(xt)  wt 1(M)gM (xt); (16)
From (5), the kernel function for the new node gM (x(t)) is obtained as
gM (xt) = exp
0@  NxX
j=1
M (j)  (xt(j)  cM (j))2
1A ; (17)
where M (j) = 1=2M (j) which is the inverse of the variance for the jth input of the M th node. While the model
size and the structure of the remaining nodes remain unchanged, the structural vector for adaptation is defined as
  = [cM (1);    ; cM (Nx); M (1); :::; M (Nx)]T (18)
8The objective is to find the optimum   which minimizes e2t . With the weight vector being fixed, the optimum  
can be found by the gradient descent search as
 l =  l 1   " rkrket; (19)
where subscript l represents the iteration step l, " is a small positive step size, k:k denotes Euclidian norm, and r
is the gradient vector which is given by
r = @(et)
@ 
=

@et
@cM (1)
;    ; @et
@cM (Nx)
;
@et
@M (1)
;    @et
@M (Nx)
T
(20)
From (17), we can easily obtain that
r =
266666666666664
 2M (1)wt 1(M)gM (xt)[(xt(1)  cM (1))]
...
 2M (Nx)wt 1(M)gM (xt)[xt(Nx)  cM (Nx)]
wt 1(M)gM (xt) [xt(1)  cM (1)]2
...
wt 1(M)gM (xt) [xt(Nx)  cM (Nx)]2
377777777777775
(21)
We highlight that, because M (j) is the inverse of the variance which must be positive, it should set to be a small
positive value whenever it appears negative during the iteration. The computational cost of the above gradient
descent search is in the order of O(Nx) scaled by the iteration number.
B. Fast weight adaptation using the inverse of matrix block decomposition lemma
At every iteration, when the node structure is fixed, the weight vector is calculated by the least-square (LS) method
based on the recent input data. It is reasonable to use only the recent input data for the LS weight estimation because,
when the node replacement occurs, the underlying system varies significantly (otherwise no node is replaced), and
the previous data should be “forgotten” in order to capture the “local” characteristic.
The LS estimate of wt based on recent q input vectors is obtained by minimizing the least squares cost function
as
Jt =
t q+1X
j=t
e2t (j) = e
T
t et = (yt  twt)T (yt  twt) ; (22)
where t is a q M matrix which is obtained similar to (7), and yt consists of recent q number of observed
system output. In general, a large q has good LS estimation accuracy but may loss the performance in tracking,
and a small q is used in highly non-stationary systems with, for example, abrupt changes.
9For a given gM (:), the LS solution of (22) is given by
wt = Pt
T
t yt; (23)
where Pt = (Ttt)
 1. For a given structure of the new node gM (:), (23) is the closed loop solution for wt.
This further indicates that the structure (the centres and variances) of the new node and the weight vector can be
optimized iteratively. We note that, in the iterative approach, (23) is performed at every iteration with the same
input data but for the latest node structure. It is clear that the main computation cost in the weight adaptation comes
from the matrix inversion Pt. Fortunately, in the proposed scheme, only one insignificant node is replaced at a
time without changing the model size. This means that only the last column of t is changed at every iteration.
Exploiting this property can significantly reduce the calculation of Pt, which is accomplished by making use of
the inverse of matrix block decomposition lemma to avoid the repetitive matrix inversions Pt at every iteration. To
be specific, we can re-write t and Pt in the forms of
t = [t; M gM ] (24)
and
Pt =
24 Tt; Mt; M Tt; MgM
gTMt; M g
T
MgM
35 1 (25)
respectively. Letting Pt; M =
 
Tt; Mt; M
 1, and applying the inverse of matrix block decomposition lemma,
we obtain
Pt =
24 A b
bT c
35 (26)
where 8>>>><>>>>:
A = Pt; M + 1Pt; M
T
t; MgMgTMt; MPt; M
b =   1Pt; MTt; MgM
c = 1
(27)
where  = gTMgM   gTMt; MPt; MTt; MgM . Because only the structure of the M th node is adapted and the
structures for all others nodes remain unchanged, for every node replacement, Pt; M needs only be calculated once
with complexity in the order of O((M 1)3). On the other hand, gM needs to be iteratively calculated for the node
optimization, so the computation cost for the LS weight calculation is O(p) scaled by the number of iterations.
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C. Structure initialization of the new node
The convergence of the iterative node structure and weight vector adaptation well depends on the initialization.
It is important to initialize the centres and variances of the new node for the iterative adaption process.
1) Centre initialization: In the RBF structure, the nodes should well cover the input data to ensure good
generalization. It is likely that the optimum centres are around the input data. There are several possible ways
to initialize the centres of new node.
 The simplest way is to initialize the centres as the current data:
c
(0)
M (j) = xt(j); j = 1;    ; Nx (28)
where superscript (0) is used to represent the initial iteration.
 Since the new node optimization depends on the recent q input data, the centres can also be initialized as the
centre of the previous data input which is given by
c
(0)
M (j) =
1
q
tX
i=t q+1
xi(j); j = 1;    ; Nx (29)
 Alternatively a more robust way is to randomly initialize the centres based on the Gaussian process as
c
(0)
M (j) = N(mt(j); st(j)); j = 1;    ; Nx; (30)
where N(mt(j); t(j)) represents one realization of the Gaussian process with mean mt(j) and standard-
deviation st(j), mt(j) is centre of the previous data input which is given by (29), and st(j) is set as the
standard-derivation of the samples as
st(j) =
vuut1
q
tX
i=t q+1
jxi(j) mt(j)j2; j = 1;    ; Nx (31)
2) Variance initialization: Once the centres of the new nodes are initialized as above, the initial standard-
derivations are determined by how far the corresponding centres are away from the nearest centre of other nodes.
To be specific, if the the jth centre of the new node is initialized as c(0)M (j), the corresponding standard-derivation
is initialized as

(0)
M (j) =   jc(0)M (j)  cnearest(j)j; j = 1;    ; Nx (32)
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where  is a constant scaling factor, and cnearest(j) is the jth centre of the remaining nodes with nearest distance
to c(0)M (j). Finally we have

(0)
M (j) =
1

(0)
M (j)
2 ; j = 1;    ; Nx (33)
IV. THE ALGORITHM SUMMARY
The proposed approach operates at two modes: weight adaptation mode and node optimization mode. When the
underlying system varies little, the RBF works in the weight adaptation mode, where the RBF structure remains
fixed and the weight vector is adapted by the MRLS algorithm to track the variation of the input data. When the
input data varies so large that the MRLS weight adaption fails to track, the RBF network switches to the node
optimization mode, where an insignificant node is replaced by a new node without changing the model size. The
structure of the new node and the weight vector are iteratively optimized by the gradient descent search and LS
estimation respectively. Because both the MRLS and gradient descent search approaches are guaranteed to be stable,
the convergence of the proposed algorithm (which switches between the two modes) is also stable.
Because now both the weight coefficients and node structure of the RBF structure are adapted on-line, the
proposed scheme can well track the non-stationary processes with a very sparse model and yet maintains a low
level of computation. The proposed algorithm is summarized as below.
Initialization
Initialize the structure of the RBF nodes
Initialize the weight vector as w0 = [0;    ; 0]T
Initialize P0 = I for the MRLS, where  is a large number.
For every observation pair fxt; ytg, t = 1; 2; 3;   
Form the input matrix Xt and information matrix t as in (6) and (7) respectively.
Obtain the error vector et and the average error power e2t in (8) and (12) respectively.
If e2t < 1, weight adaptation mode
Adapt the weight vector with the MRLS algorithm as in (8), (9),(10) and (11)
Else if e2t  1, node optimization mode
Calculate the WNV for each node as in (14) and order them as WNV10     WNVM 0
Replace the node 10 with a new node.
Initialize the centres and inverse of variances of the new node
12
With the structure of other nodes unchanged, calculate Pt; M =
 
Tt; Mt; M
 1
For l = 1;    ; L, iteratively adapt the node structure and weight vector
Given the current node structure, calculate the LS estimate of the weight vector
Update the information matrix as t = [t; M gM ]
Update Pt in a fast way as in (26).
Obtain the LS estimation as wt = PtTt yt
Given the current weight vector wt, adapt the structure of the new node
Calculate the gradient vectorr as in (21).
Adapt the structural vector as  l =  l 1   " rkrket
If a variance inverse (j) < 0, then it is reset to a small positive value.
If the network residual is small enough that Jt= k yt k2 2, iteration stops.
Else go to the next iteration.
End of the iteration.
Copy Pt from the last iteration into the MRLS adaptation for the next input data.
End
The proposed approach requires fixing the model size M which depends on dynamic state of the system. In
practice, some a priori knowledge of the system is usually available, and the model size is determined empirically.
Or the model size can be set as a small value at the beginning and gradually increased until there is no significant
performance gain observed. We point out that, the error functions e2t is generally multi-model with respect to the
structure vector. Rather than finding the global optimal with whole data set as in many off-line approaches, the
proposed approach achieves the best possible solution within the sampling time. The proposed initialization method
is also helpful for the new node structure from trapping in the same local minimum.
We also highlight that, the weight vector is updated by the MRLS based on the p recent errors in the weight
adaptation mode, and by the LS estimation based on the q recent errors in the node optimization mode, where it
is not necessary to have p = q. In both modes, we need to update Pt which is a M M matrix, where M is the
number of nodes in the RBF network. In order to achieve smooth transition from the node optimization mode to the
weight adaptation mode, Pt from the last iteration in the node optimization is copied into the MRLS adaptation.
V. SIMULATIONS
In this section, computer simulations are given to compare the proposed algorithm with typical approaches
including the RAN, GAP-RBF and ELM algorithms. All these approaches (including the proposed one) apply
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Gaussian nodes. For fair comparison, in the RAN [5], GAP-RBF [6] and ELM algorithms [19], the controlling
parameters are carefully chosen based on trial-and-error to achieve the best performance.
We consider two benchmark applications below: adaptive noise cancellation (ANC) and on-line time series
prediction. The performance for different approaches are compared based on the mean square error (MSE) which,
at time t, is defined as
MSE(t) =
1
t
tX
i=1
(yi   f(xi))2 : (34)
In all simulations, the model size is set as M = 10, the iteration number L = 10, the step size in gradient descent
search for the structure vector (defined in (19)) is set as " = 0:2, the innovation length and forgetting factor for
the MRLS weight adaptation are set as p = 1 and  = 0:98 respectively. Other parameters are set individually for
the ANC and time series prediction applications as will be shown later.
A. Adaptive noise cancellation
The adaptive noise cancellation (ANC) is used to extract signals buried in noise [20]. The ANC can be equivalent
to the system identification shown in Fig. 2, where x(t) is the regarded system input which is generated by feeding
the uncorrelated noise n(t) through the secondary channel with unknown transfer function T (:), and d(t   l) is
the measured system output with a delay l which is set as l = 1 in this simulation. The task of ANC can be
viewed as adjusting F (:) to approximate the inverse of the unknown transfer function T 1(:). Because T 1(:) is
normally highly non-linear and may vary with time, Fig. 2 describes a typical on-line system identification problem
in non-linear non-stationary environment.
+
n(t-l)
s(t-l)
d(t-l)x(t)
ỹ (t)
  +
 -
Ɛ(t)
INACCESSIBLE PART
+T 
-1 
( . )
F ( . )
ADAPTIVE
ALGORITHM
Fig. 2. System identification equivalent to the ANC.
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In this simulation, the non-linear channel T (:) is described as
x(t) = a1x(t  1) + a2x(t  2) + b1n(t  1) + b2n(t  2) + b3n(t  3) + c1n2(t  2) + c2n(t  2)x(t  1); (35)
where ai, bj and ck are some coefficients which will be set below. The modelling input vector to F (:) is given by
u(t) = [x(t); x(t  1); x(t  2); y^(t  1); y^(t  2)]T (36)
The proposed algorithm is compared with the RAN and GAP-RBF algorithms, where the threshold to trigger
node replacement is set as 1 = 20, the threshold to stop the iterative adaptation 2 = 2 and the LS length for
the fast weight adaptation q = 1000.
1) Simulation A.1 - Stationary ANC model: First we consider a stationary ANC model, where the parameters
of the non-linear channel in (35) are fixed as a1 = 0:25, a2 = 0:1, b1 = 0:5, b2 = 0:1, b3 =  0:2, c1 = 0:2 and
c2 = 0:08.
The desired signal is a sawtooth signal of unit magnitude with period of 50 samples, as is shown in Fig. 3.
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Fig. 3. Simulation A.1: desired signal s(t).
Fig. 4 (a) and (b) show the corrupted signal d(t) and the recovered signal "(t) during the last 500 samples for
the proposed approach respectively, where it is clearly shown that the noise has been significantly cancelled.
Fig. 5 compares the MSE learning curves for different approaches. The GAP-RBF has clearly better MSE
performance than the RAN, and it also requires much fewer nodes. This is because the GAP-RBF can both grow
and prune the model size, while the RAN can only increase the model. It is clear that the proposed approach has
the best MSE performance with only 10 nodes.
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Fig. 4. Simulation A.1: Noisy vs recovered signals in the stationary ANC model.
0 0.5 1 1.5 2
x 104
−40
−35
−30
−25
−20
−15
−10
−5
0
5
Samples (t)
M
SE
 (d
B)
RAN (176−nodes)
GAP−RBF (16−nodes)
Proposed (10−nodes)
Fig. 5. Simulation A.1: MSE learning curves for the stationary ANC model.
2) Simulation A.2 - ANC with time varying T (:): In this simulation, we let the non-linear channel T (:) be
vary with time so this becomes a non-stationary system modelling. To be specific, the first coefficient in (35) is set
varying with time as
a1 = 0:2 +
0:5  sin t1000
 ; (37)
and other coefficients are the same as those in Simulation A.1. The desired signal is also the sawtooth signal as is
shown in Fig. 3.
Fig. 6 (a) and (b) show the corrupted signal d(t) and the recovered signal "(t) during the last 500 samples for
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Fig. 6. Simulation A.2: Noisy vs recovered signals in the ANC with time varying T (:).
the proposed approach respectively. It is clearly shown that the signal can still be well extracted from buried noise
when the noise model is time varying.
Fig. 7 compares the MSE leaning curves for different approaches. While the proposed approach has clearly the
best performance, it is interesting to observe that both the RAN and GAP-RBF use significantly more nodes in this
non-stationary case than in the stationary case, where particularly, the RAN algorithm ends up with a model size
of 331.
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Fig. 7. Simulation A.2: MSE learning curves for the ANC with time varying T (:).
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B. On-line time series prediction
In the second experiment, we consider the on-line time series prediction, where the Lorenz chaotic time series is
chosen as it is often used as a benchmark in many applications (e.g. [21], [22]). As a three dimensional and highly
non-linear system, the Lorenz system is governed by three differential equations as dx(t)=dt = ay(t)   ax(t),
dy(t)=dt = cx(t)  x(t)z(t)  y(t) and dz(t)=dt = x(t)y(t)  bz(t), where a, b and c are parameters that control
the behavior of the Lorenz system. In the simulations, the 4th order Runge-Kutta approach with the step size of
0:01 is used to generate the Lorenz samples, and only the Y -dimension samples, y(t), are used for the time series
prediction. In all simulations, there are 15; 000 data samples generated in y(t). Because the Lorenz system is very
sensitive to the initial condition, only the last 10; 000 stable samples of y(t) are used in the simulations.
We consider a 60-steps forward prediction, where the prediction task is to use the past four samples
xt = [yt; yt 6; yt 12; yt 18]T (38)
to estimate the sample yt+60.
In this simulation, the proposed algorithm is compared with the RAN, GAP-RBF and ELM algorithms, where the
threshold to trigger node replacement is set as 1 = 10 4, the threshold to stop the iterative adaptation 2 = 10 5
and the LS length for the fast weight adaptation q = 10.
1) Simulation B.1 - Lorenz time series with fixed parameters: First we fix the parameters of the Lorenz system
as a = 10, b = 8=3 and c = 28.
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Fig. 8. Simulation B.1: Lorenz series with fixed parameters.
Fig. 8 (a) and (b) show the MSE and model size learning curves respectively. It is shown that the RAN and
GAP-RBF achieve comparable prediction performance. While the GAP-RBF has a more compact model than the
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RAN, its model size is still very large compared to the proposed approach. In the ELM approach, the model size
is fixed at a large value. In Fig. 8 (a), the MSE performance for the ELM with model sizes of 1000, 2000 and
3000 are all shown, which are denoted as ELM(1000), ELM(2000) and ELM(3000) respectively. It is clear that
the MSE performance of the ELM improves with more nodes. While the ELM algorithm has significantly better
performance than the RAN or GAP-RBF algorithm, it uses a lot more nodes. Among all of the approaches, the
proposed algorithm with only 10 nodes has the best performance. It is also shown in Fig. 8 (a) that the ELM
requires as many as 3000 nodes to achieve comparable prediction performance as the proposed approach.
2) Simulation B.2 - Lorenz time series with time varying parameters: In this simulation, we let the Lorenz
parameters vary with time to obtain a non-stationary system. Specifically, we set a = 10 and
b =
4 + 3(1 + sin(0:1t))
3
(39)
c = 25 + 3(1 + cos(20:001t)) (40)
Fig. 9 (a) and (b) compare the MSE and model size learning curves for different approaches respectively. It is
shown that the RAN performs better than the GAP-RBF, but it uses more nodes. As is shown in Fig. 9 (b), for
both RAN and GAP-RBF algorithms, the model sizes keep increasing with the number of data input. For the ELM
approach, both the model sizes of 1000 and 5000 are tested. It is clear that the proposed algorithm is the only
approach here that can well track this non-stationary Lorenz time series. Particularly, the performance of the ELM
with model size as large as 5; 000 is still not comparable with the proposed approach which only use 10 nodes.
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Fig. 9. Simulation B.2: Lorenz series with time varying parameters.
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VI. CONCLUSION
In this paper, we proposed a novel RBF structure with adaptive tunable nodes for on-line system identification
problems in non-linear and non-stationary environment. The model size of the RBF network is fixed at a small
number in order to capture the local characteristic of the non-stationary systems. The weight vector is normally
adapted by the MRLS algorithm while the modelling performance is monitored every time step. If the modelling
residual becomes high, an insignificant node is replaced with a new node, of which the structural parameters
and weights are optimized using proposed fast iterative algorithms including the gradient decent algorithm and LS
estimator. The novelty in the proposed algorithm is that matrix algebra and model structural properties are exploited
in order to achieve real time tracking capability. The proposed algorithm describes a novel on-line identification
approach which is fundamentally different from existing approaches. The proposed approach is verified by numerical
simulations on two benchmark applications: adaptive noise cancellation and on-line Lorenz time series prediction.
The results show that the proposed approach significantly outperforms existing approaches. Finally, we point out
that, although the proposed on-line modelling approaches use tunable Gaussian RBF network with fixed model
size, it can be easily extended to many other associative networks with linear-in-the-parameter structure, e.g., thin-
plate-spline and B-spline networks. In the future, we are interested in improving the flexibility of the model. This
can be achieved by adding a simultaneous model size adaptation mechanism or using multiple kernel models.
REFERENCES
[1] Q. Zhou, P. Shi, S. Xu, and H. Li, “Observer-based adaptive neural network control for nonlinear stochastic systems with time delay,”
Neural Networks and Learning Systems, IEEE Transactions on, vol. 24, no. 1, pp. 71–80, 2013.
[2] Q. Meng, B. Li, H. Holstein, and Y. Liu, “Observer-based adaptive neural network control for nonlinear stochastic systems with time
delay,” Pattern Recognition, vol. 46, no. 8, pp. 2361–2375, 2013.
[3] J. Qiao, Z. Zhang, and Y. Bo, “An online self-adaptive modular neural network for time-varying systems,” Neurocomputing, vol. 125,
pp. 7–16, 2014.
[4] F. Ding, P. Liu, and G. Liu, “Multiinnovation least-squares identification for system modeling,” Systems, Man, and Cybernetics, Part
B: Cybernetics, IEEE Transactions on, vol. 40, no. 3, pp. 767 –778, Jun. 2010.
[5] J. Platt, “A resource-allocating network for function interpolation,” Neural Computation, vol. 3, no. 2, pp. 213–225, Summer 1991.
[6] G. Huang, P. Saratchandran, and N. Sundararajan, “An efficient sequential learning algorithm for growing and pruning RBF (GAP-RBF)
networks,” Systems, Man, and Cybernetics, Part B: Cybernetics, IEEE Transactions on, vol. 34, no. 6, pp. 2284 –2292, Dec. 2004.
[7] S. Ferrari, F. Bellocchio, V. Piuri, and N. Alberto Borghese, “A hierarchical rbf online learning algorithm for real-time 3-d scanner,”
Neural Networks, IEEE Transactions on, vol. 21, no. 2, pp. 275–285, 2010.
[8] G. Huang, H. Zhou, X. Ding, and R. Zhang, “Extreme learning machine for regression and multiclass classification,” Systems, Man,
and Cybernetics, Part B: Cybernetics, IEEE Transactions on, vol. 42, no. 2, pp. 513 –529, Apr. 2012.
20
[9] C. F. Fung, S. A. Billings, and W. Luo, “On-line supervised adaptive training using radial basis function networks,” Neural Networks,
vol. 9, no. 9, pp. 1597–1617, 1996.
[10] S. Chen, K. Labib, and L. Hanzo, “Clustering-based symmetric radial basis function beamforming,” Signal Processing Letters, IEEE,
vol. 14, no. 9, pp. 589 –592, Sep. 2007.
[11] D. S. Yeung, W. W. Ng, D. Wang, E. C. Tsang, and X.-Z. Wang, “Localized generalization error model and its application to architecture
selection for radial basis function neural network,” Neural Networks, IEEE Transactions on, vol. 18, no. 5, pp. 1294–1305, 2007.
[12] W. Liu, P. Pokharel, and J. Principe, “The kernel least-mean-square algorithm,” Signal Processing, IEEE Transactions on, vol. 56,
no. 2, pp. 543 –554, Feb. 2008.
[13] S. Chen, X. Hong, C. Harris, and P. Sharkey, “Sparse modeling using orthogonal forward regression with press statistic and
regularization,” Systems, Man, and Cybernetics, Part B: Cybernetics, IEEE Transactions on, vol. 34, no. 2, pp. 898 – 911, Apr.
2004.
[14] S. Chen, X. Hong, and C. J. Harris, “Particle swarm optimization aided orthogonal forward regression for unified data modelling,”
Evolutionary Computation, IEEE Transactions on, vol. 14, no. 4, pp. 477–499, Aug. 2010.
[15] H. Chen, Y. Gong, and X. Hong, “Online modeling with tunable RBF network,” Cybernetics, IEEE Transactions on, vol. 43, no. 3,
pp. 935–947, 2013.
[16] P. A. Gutie´rrez, C. Herva´s-Martı´nez, and F. J. Martı´nez-Estudillo, “Logistic regression by means of evolutionary radial basis function
neural networks,” Neural Networks, IEEE Transactions on, vol. 22, no. 2, pp. 246–263, 2011.
[17] N. Huang, Z. Shen, S. Long, M. Wu, H. Shih, Q. Zheng, N. Yen, C. Tung, and H. Liu, “The empirical mode decomposition and
the Hilbert spectrum for nonlinear and non-stationary time series analysis,” Proceedings of the Royal Society of London. Series A:
Mathematical, Physical and Engineering Sciences, vol. 454, no. 1971, pp. 903–995, Mar. 1998.
[18] F. Ding and T. Chen, “Performance analysis of multi-innovation gradient type identification methods,” Automatica, vol. 43, no. 1, pp.
1–14, Jan. 2007.
[19] G. Huang, Q. Zhu, and C. Siew, “Extreme learning machine: Theory and applications,” Neurocomputing, vol. 70, no. 1-3, pp. 489 –
501, Jul. 2006.
[20] S. Billings and C. Fling, “Recurrent radial basis function networks for adaptive noise cancellation,” Neural Networks, vol. 8, no. 2, pp.
273 – 290, 1995.
[21] E. Lorenz, “Deterministic nonperiodic flow,” Journal of the Atmospheric Sciences, vol. 20, no. 2, pp. 130 – 141, Mar. 1963.
[22] A. Miranian and M. Abdollahzade, “Developing a local least-squares support vector machines-based neuro-fuzzy model for nonlinear
and chaotic time series prediction,” Neural Networks and Learning Systems, IEEE Transactions on, vol. 24, no. 2, pp. 207–218, 2013.
