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BERGMAN KENEL AND OSCILLATION THEORY OF PLURISUBHARMONIC
FUNCTIONS
BO-YONG CHEN AND XU WANG
ABSTRACT. Based on Harnack’s inequality and convex analysis we show that each plurisubhar-
monic function has bounded upper oscillation with respect to polydiscs of finite type but not for
arbitrary polydiscs. As an application we obtain an approximation formula for the Bergman kernel
that preserves all directional Lelong numbers. For smooth plurisubharmonic functions we derive
a new asymptotic identity for the Bergman kernel from Berndtsson’s complex Brunn–Minkowski
theory, which also yields a slightly better version of the sharp Ohsawa–Takegoshi extension theo-
rem.
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1. INTRODUCTION
Let Ω be a domain in Cn and PSH(Ω) the set of plurisubharmonic (psh) functions on Ω.
Recall that each φ ∈ PSH(Ω) satisfies the following mean-value inequality:
φ(z) ≤ 1|S|
∫
S
φ =: φS
whenever S is a ball or a polydisc, with center z. Here |S| denotes the Lebesgue measure of S
and
∫
S
means the Lebesgue integral. The above inequality implies φ ∈ L1loc(Ω) and suggests
to estimate the difference |φ − φS|. The concept of BMO functions then enters naturally. Let
S = S(Ω) be a family of relatively compact open subsets in Ω. We say that φ ∈ L1loc(Ω) has
bounded mean oscillation (BMO) with respect to S if
supS∈SMOS(φ) <∞, MOS(φ) :=
1
|S|
∫
S
|φ− φS|.
Let BMO(Ω,S) denote the set of functions which are BMO with respect to S. When S is the
set of balls in Ω, this is the original definition of BMO functions due to John-Nirenberg [11].
A classical example of BMO functions is log |z|. It is also convenient to introduce local BMO
functions as follows. For an open set Ω0 ⊂⊂ Ω we define S|Ω0 to be the sets of all S ∈ S which
are relatively compact in Ω0. Let BMOloc(Ω,S) be the set of functions on Ω which belong to
BMO(Ω0,S|Ω0) for every open set Ω0 ⊂⊂ Ω.
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By using pluripotential theory, Brudnyi [5] was able to show that each psh function is locally
BMO with respect to balls (see also [6] for stronger results concerning subharmonic functions in
the plane). Recently, the first author found another approach to BMO properties of psh functions
by using the Riesz decomposition theorem and some basic facts of psh functions (cf. [7]).
Here we propose a new and simpler approach based on the following basic observation:
It is easier to look at the upper oscillation instead of the mean oscillation for psh functions.
To define the upper oscillation one simply uses supS φ instead of φS:
(1.1) UOS(φ) :=
1
|S|
∫
S
|φ− supS φ| = supS φ− φS.
Note that−UOS(−φ) is exactly the lower oscillation introduced by Coiffman-Rochberg (cf. [8],
see also [13] for further properties). Since
(1.2) MOS(φ) =
1
|S|
∫
S
|φ− φS| = 2|S|
∫
φ<φS
(φS − φ) ≤ 2UOS(φ),
we see that bounded upper oscillation (BUO) implies BMO. One may define BUO(Ω,S) and
BUOloc(Ω,S) analogously as the case of BMO.
Let P = P(Ω) denote the set of relatively compact polydiscs in Ω and PN the set of polydiscs
P ⊂⊂ Ω of finite type N , i.e.,
max{rj} ≤ min{r1/Nj },
where N > 0 and {rj}1≤j≤n is the polyradius of P .
Based on Harnack’s inequality and convex analysis, we are able to show the following
Theorem 1.1. (1) PSH(Ω) ⊂ BUOloc(Ω,PN ) ⊂ BMOloc(Ω,PN ).
(2) PSH(Dn) * BMOloc(Dn,P) for n ≥ 2, where Dn is the unit polydisc.
For φ ∈ PSH(Ω) we define the (weighted) Bergman kernel by
Kφ,Ω(z) = sup
{
|f(z)|2 : f ∈ O(Ω),
∫
Ω
|f |2e−φ ≤ 1
}
.
For a vector a = (a1, · · · , an) with all aj > 0 we set
Pra := {z ∈ Cn : |zj| ≤ raj , 1 ≤ j ≤ n}.
It was shown in [7] that if φ is psh on the closure of the unit ball Bn and a0 = (1, 1/2, · · · , 1/2)
then
lim
r→0+
logKεφ,Bn(1− r, 0, · · · , 0)
log 1/r
= n+ 1− ε · lim
r→0+
supz∈Pra0 φ(1 + z)
log r
provided ε ≪ 1, where 1 + z = (1 + z1, z2, · · · , zn). The limit in RHS of the above inequality
is called the a0−directional Lelong number of φ at (1, 0, · · · , 0) (see [12]).
Here we will present an analogous but independent result, as an application of Theorem 1.1.
For φ ∈ PSH(Dn) and t ∈ Dn we define
φt(z) := φ(tz), tz := (t1z1, · · · , tnzn).
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A fundamental result of Berndtsson [1] implies that
F (φ) : (t, z) 7→ logKφt,Dn(z)
is psh on Dn × Dn.
Theorem 1.2. For each a = (a1, · · · , an) with all aj > 0, there exists a number ε0 = ε0(a, φ,Ω)
such that
(1.3) lim
r→0+
supt∈Pra F (εφ)(t, 0)/ε
log r
= lim
r→0+
supz∈Pra φ(z)
log r
holds for all ε ≤ ε0.
Although Theorem 1.2 makes sense only when φ is singular at the origin, it is of independent
interest to study the relation between F (φ) and φ for smooth φ.
Theorem 1.3. Let φ be a smooth psh function on Dn. Then
(1.4) lim
t→0
∂2F (φ)
∂tj∂t¯k
(t, 0) =
{
1
2
· ∂2φ
∂zj∂z¯j
(0), if j = k;
0, if j 6= k.
In particular F (φ)(t, 0) is strictly psh at t = 0 if φ is strictly psh at z = 0.
Remark: Since F (φ)(t, 0) depends only (|t1|, · · · , |tn|), it follows from the psh property of
F (φ) that
log
eφ(0)
pin
= F (φ)(0, 0) ≤ F (φ)(t, 0) = logKφt,Dn(0).
Letting t tend to (1, · · · , 1), we obtain the sharp Ohsawa–Takegoshi estimate (cf. [4]; see also
[10, 3]):
(1.5) Kφ,Dn(0) ≥ e
φ(0)
pin
.
Theorem 1.3 suggests that one should have a better lower bound for Kφ,Dn in case φ is strictly
psh.
2. AN ENLIGHTENING EXAMPLE
To explain why BUO is easier than BMO, we will show that the upper oscillation of log |z|
with respect to discs is computable. Recall that
UOB(log |z|) := supB log |z| − (log |z|)B
for every disc B in C.
Lemma 2.1. Fix zˆ ∈ C and set
I(c) :=
1
2pi
∫ 2pi
0
log |zˆ + ceiθ| dθ, c > 0.
Then we have
I(c) =
{
log |zˆ| if c ≤ |zˆ|
log c if c > |zˆ|.
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Proof. If c ≤ |zˆ| then log |z| is harmonic in the disc {z : |z − zˆ| < c}, so that I(c) = log |zˆ|, in
view of the mean-value equality. For c > |zˆ| we may write
I(c) =
1
2pi
∫ 2pi
0
log |zˆeiθ + c| dθ.
As log |z| is harmonic in {z : |z − c| < |zˆ|}, we get I(c) = log c. 
Proposition 2.2. For any disc B we have
UOB(log |z|) ≤ log
√
5 + 1
2
+
√
5− 1
4
.
Moreover, the bound is sharp.
Proof. Suppose B = {z : |z − zˆ| < b}. By Lemma 2.1 we have
(log |z|)B = log |zˆ|, if b ≤ |zˆ|,
and if b > |zˆ| then
(log |z|)B = 1
pib2
∫ b
0
2pic · I(c) dc
= log b− 1
2
(
1− |zˆ|
2
b2
)
.
It follows that
UOB(log |z|) =
{
log(b+ |zˆ|)− log |zˆ| if b ≤ |zˆ|
log(b+ |zˆ|)− log b+ 1
2
(
1− |zˆ|2
b2
)
if b > |zˆ|.
If b ≤ |zˆ| then
UOB(log |z|) = log
(
b
|zˆ| + 1
)
≤ log 2.
For b > |zˆ| we set x = |zˆ|/b and write UOB(log |z|) as
f(x) = log(1 + x) +
1
2
· (1− x2), 0 < x < 1.
Since
f ′(x) =
1
1 + x
− x,
we see that f is increasing on [0, xˆ] and decreasing on [xˆ, 1], where xˆ =
√
5−1
2
. Notice that
f(xˆ) = log
√
5 + 1
2
+
√
5− 1
4
.
Thus
UOB(log |z|) ≤ log
√
5 + 1
2
+
√
5− 1
4
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and the equality holds if and only if
|zˆ|
b
=
√
5− 1
2
.
This finishes the proof. 
3. PROOF OF THEOREM 1.1
3.1. One dimensional case. Let Ω be a domain inC and φ a subharmonic function on Ω. Recall
that
UOB(φ) = supB φ− φB
where B = {z : |z − zˆ| < r} ⊂ Ω. The idea is to use Harnack’s inequality and a convexity
lemma. Let us write
UOB(φ) = I1 + I2,
where
I1 = supB φ− φ∂B, I2 := φ∂B − φB,
with φ∂B being the mean-value of φ over the boundary ∂B. For each τ > 0 we set
τB = {z : |z − zˆ| < τr}.
Applying Harnack’s inequality to the nonpositive subharmonic function ψ := φ − supB φ, we
get
sup 1
2
B ψ = sup∂( 1
2
B) ψ ≤
1
3
· ψ∂ B,
i.e.,
I1 ≤ 3
(
supB φ− sup 1
2
B φ
)
.
Here the constant 1/3 comes from the Poisson kernel of the unit disc since
inf
|z|=1/2
1− |z|2
|1− z|2 =
1
3
.
The following fact explains why we need such an estimate.
Fact 1: J1 := supB φ−sup 1
2
B φ is continuous in zˆ and r respectively; moreover, it is increasing
with respect to r.
Proof. Since supB φ is a convex function of log r (see [9], Corollary 5.14), it follows that J1 is a
continuous increasing function of r. The continuity of J1 in zˆ is obvious. 
Let Ω0 be a relatively compact open subset in Ω. Let δ0 denote the distance between Ω0 and
∂Ω. By the above fact we see that if the radius r of B ⊂ Ω0 is less than δ0/2 then
I1 ≤ 3 supzˆ∈Ω0 J1(zˆ, δ0/2) <∞,
and if r ≥ δ0/2 then
I1 ≤ 3 supΩ0φ− 3 inf zˆ∈Ω0 sup{|z−zˆ|<δ0/4} φ <∞.
To estimate I2, we need the following convexity lemma which was communicated to the sec-
ond author by Bo Berndtsson:
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Lemma 3.1. Let dµ be a probability measure on a Borel measurable subset S in Rn with
barycenter tˆ ∈ Rn. Let f be a convex function on Rn. Then∫
S
f dµ ≥ f(tˆ).
Proof. Since f is convex, there exists an affine function l such that f(tˆ) = l(tˆ) and f ≥ l on Rn,
which implies ∫
S
f dµ ≥
∫
S
l dµ = l(tˆ) = f(tˆ),
where the first equality follows from the definition of barycenter. 
With f(t) := φ{z:|z−zˆ|=etr} we have
I2 = f(0)− 1
pir2
∫ 0
−∞
2pietr · f(t) d(etr)
= f(0)−
∫ 0
−∞
f(t) d(e2t).
Since f(t) is convex and d(e2t) is a probability measure on (−∞, 0)with barycenter at t = −1/2,
it follows from Lemma 3.1 that
(3.1)
∫ 0
−∞
f(t) d(e2t) ≥ f(−1/2),
which implies
I2 ≤ J2 := f(0)− f(−1/2).
Since f is convex, we get an analogous conclusion as Fact 1:
Fact 2: J2 is continuous in zˆ and r respectively; moreover, it is increasing with respect to r.
By a similar argument as above, we may verify that
supB⊂Ω0 I2 <∞.
3.2. High dimensional case. The following result plays the role of Fact 1,2.
Lemma 3.2. Let g(t) = g(t1, · · · , tn) be a convex increasing function on (−∞, 2)n. Then
supt∈AN [g(t)− g(t− 1)] ≤ nN [g(1, · · · , 1)− g(0)] ,
where t− 1 := (t1 − 1, · · · , tn − 1), N ≥ 1 and
AN := {t ∈ (−∞, 0]n : max{−tj} ≤ N min{−tj}} .
Proof. A standard regularization process reduces to the case when φ is smooth. Set
f(a) = g(t1 + a, · · · , tn + a) := g(t+ a).
We have
f(0)− f(−1) =
∫ 0
−1
f ′(a) da =
∫ 0
−1
∑
gj(t+ a) da
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where gj :=
∂g
∂tj
. Notice that∑
gj(t + a) ≤ 1
min{−tj − a}
∑
(−tj − a)gj(t+ a)
and ∑
(−tj − a)gj(−s(t + a)) = dg(−s(t+ a))
ds
is an increasing function of s ∈ (−∞, 0) by convexity of g. Thus we have∑
(−tj − a)gj(t + a) ≤
∑
(−tj − a)gj(0) ≤ max{−tj − a}
∑
gj(0),
which implies ∑
gj(t+ a) ≤ max{−tj − a}
min{−tj − a}
∑
gj(0).
For any t ∈ AN , we have t+ a ∈ AN (since a ≤ 0), so that
max{−tj − a}
min{−tj − a} ≤ N.
Thus
g(t)− g(t− 1) ≤ N
∑
gj(0).
Since g is convex and increasing, we have
gj(0) ≤ g(1, · · · , 1)− g(0),
which finishes the proof. 
Let
P := {z ∈ Cn : |zj − zˆj | < rj, 1 ≤ j ≤ n} ⊂ Ω
be a polydisc of type N , i.e.,
max{rj} ≤ min{r1/Nj }.
Similar as above, we write
UOP (φ) = supP φ− φP = I1 + I2,
where
I1 := supP φ− φ∂P , I2 := φ∂P − φP ,
and
∂P := {z ∈ Cn : |zj − zˆj | = rj, 1 ≤ j ≤ n}
is the Shilov boundary of P . Applying Harnack’s inequality (see [12], p. 186) n-times, we get
the following
Lemma 3.3. I1 ≤ 3nJ1, where J1 := supP φ− sup 1
2
P φ.
Using (3.1) repeatedly we get
Lemma 3.4. I2 ≤ J2, where J2 := f(0)− f(−1/2, · · · ,−1/2) with
f(t) := φ{z : |zj−zˆj |=etj rj , 1≤j≤n}.
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Since both supP φ and φ∂P are continuous in zˆj and convex increasing with respect to log rj
for all j, it follows from Lemma 3.2 (through a similar argument as the one-dimensional case)
that
supP∈PN |Ω0 (J1 + J2) <∞,
for every open set Ω0 ⊂⊂ Ω, which finishes the proof of the first part of Theorem 1.1.
3.3. A counterexample. For the second part of Theorem 1.1, we need to construct a counterex-
ample. For the sake of simplicity, we only consider the case n = 2. It suffices to verify the
following
Theorem 3.5. Set φ(z, w) := −√(log |z| + log |w|) log |w|, z, w ∈ D. Then we have φ ∈
PSH(D2), while
sup
0<r1,r2<1
1
|D2r|
∫
D2r
|φ− φD2r | =∞,
where
D2r :=
{
(z, w) ∈ C2 : |z| < r1, |w| < r2
}
.
The following lemma shows that Fact 1, 2 is no more true for general bidiscs.
Lemma 3.6. f(x, y) := −√(x+ y)y is convex on (−∞, 0)2 and increasing in each variable;
moreover,
(3.2) sup{x,y≤−1} [f(x, y)− f(x− 1, y − 1)] =∞.
Proof. The first conclusion follows by a straightforward calculation. For (3.2) it suffices to note
that
f(x,−1)− f(x− 1,−2) = 5− x√
6− 2x+√1− x →∞
as x→ −∞. The proof is complete. 
Let us first verify that φ /∈ BUOloc(D2,P).
Lemma 3.7. sup0<r1,r2<1 supD2r(φ− φD2r) =∞.
Proof. With x = log r1 and y = log r2, we get
supD2r
(
φ− φD2r
)
= f(x, y)−
∫ 0
−∞
∫ 0
−∞
f(x+ t, y + s) de2tde2s =: I(x, y).
Integrate by parts with respect to t and s successively, we may write
I(x, y) = I1 + I2,
where
I1 =
∫ 0
−∞
x+ 2y + 2s
−4f(x+ t, y + s) de
2s
and
I2 =
∫
(−∞,0)2
y + s
−4f(x+ t, y + s) de
2tde2s.
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Obviously, I2(x,−1) is bounded on (−∞, 0], but I1(x,−1) →∞ as x→ −∞, from which the
assertion immediately follows. 
Proof of Theorem 3.5. By Lemma 3.1 we have (still with x = log r1, y = log r2)
φD2r =
∫ 0
−∞
∫ 0
−∞
f(x+ t, y + s) de2tde2s
≥ f(x− 1/2, y − 1/2) = supD2
e−1/2r
φ,
which yields
1
|D2r|
∫
D2r
|φ− φD2r | ≥
1
|D2r|
∫
D2
e−1/2r
(
supD2
e−1/2r
φ− φ
)
= e−2
(
supD2
e−1/2r
φ− φD2
e−1/2r
)
.
By a similar argument as Lemma 3.7, we conclude the proof of Theorem 3.5. 
4. PROOF OF THEOREM 1.2
The starting point is the following
Proposition 4.1 (John-Nirenberg inequality). Suppose φ ∈ PSH(Ω) and Ω0 ⊂⊂ Ω is open. For
each a = (a1, · · · , an) with all aj > 0 there exists ε0 = ε(a, φ,Ω0,Ω) > 0 such that
sup
Pra (zˆ)⊂Ω0
1
|Pra(zˆ)|
∫
Pra(zˆ)
e−ε(φ−supPra (zˆ) φ) <∞,
for every ε ≤ ε0. Here
Pra(zˆ) = {z ∈ Cn : |zj − zˆj | ≤ raj}.
Although the argument is fairly standard, we will provide a proof in Appendix, because the
result cannot be found in literature explicitly.
Lemma 4.2. Let ψ be a psh function on Ω which satisfies supΩ ψ < ∞ and
∫
Ω
e−ψ < ∞.
Suppose Ω is circular, i.e., ζz ∈ Ω for every ζ ∈ C, |ζ | ≤ 1, and z ∈ Ω. Then
(4.1)
(
1
|Ω|
∫
Ω
e−(ψ−supΩ ψ)
)−1
≤ Kψ,Ω(0) · |Ω| · e− supΩ ψ ≤ 1.
Proof. The extremal property of the Bergman kernel implies that
Kψ,Ω(0) ≥ 1∫
Dr
e−ψ
and the first inequality in (4.1) holds. On the other hand, as Ω is circular, it is easy to verify that
f(0) =
1
|Ω|
∫
Ω
f
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for all f ∈ O(Ω). Thus we have
|f(0)|2 =
∣∣∣∣ 1|Ω|
∫
Ω
f
∣∣∣∣2 ≤ 1|Ω|
∫
Ω
|f |2e−ψ · esupΩ ψ,
so that the second inequality in (4.1) also holds. 
Proof of Theorem 1.2. Since∫
Dn
|f |2e−εφt = |t1 · · · tn|−2
∫
Dnt
|f |2e−εφ, ∀ f ∈ O(Ω),
it follows that
(4.2) Kεφt,Dn(z) =
|Dnt |
|Dn| ·Kεφ,Dnt (z),
where
Dnt := {z ∈ Cn : |zj | < |tj|, 1 ≤ j ≤ n} .
Thus we have
F (εφ)(t, 0) = log(|Dnt | ·Kεφ,Dnt (0))− n log pi.
This combined with Lemma 4.2 gives
− log
(
1
|Dnt |
∫
Dnt
e
−ε(φ−supDnt φ)
)
− n log pi ≤ F (εφ)(t, 0)− ε supDnt φ ≤ −n log pi.
By Proposition 4.1, we conclude the proof. 
5. PROOF OF THEOREM 1.3
Recall that
φt(z) := φ(t1z1, · · · , tnzn).
By Proposition 2.2 in [2], we have
(5.1)
∂
∂tj
Kφt,Dn(0) =
∫
Dn
∂φt
∂tj
|Kφt,Dn(z, 0)|2e−φt ,
whereKφt,Dn(z, 0) satisfies the following reproducing property
f(0) =
∫
Dn
f(z)Kφt,Dn(z, 0)e
−φt
for all L2 holomorphic functions f on Dn. In particular, if f = zKφt,Dn(z, 0) then
0 =
∫
Dn
z · |Kφt,Dn(z, 0)|2e−φt ,
and since ∂φ
t
∂tj
|t=0 = zjφzj(0), we get∫
Dn
∂φt
∂tj
∣∣∣∣
t=0
|Kφt,Dn(z, 0)|2e−φt = 0
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for all t ∈ Dn. Thus we may write (5.1) as
∂
∂tj
Kφt,Dn(0) =
∫
Dn
(
∂φt
∂tj
− ∂φ
t
∂tj
∣∣∣∣
t=0
)
|Kφt,Dn(z, 0)|2e−φt .
In particular,
∂
∂tj
Kφt,Dn(0)
∣∣∣∣
t=0
= 0.
Thus we can further write (5.1) as
∂
∂tj
Kφt,Dn(0)− ∂
∂tj
Kφt,Dn(0)
∣∣∣∣
t=0
=
∫
Dn
(
∂φt
∂tj
− ∂φ
t
∂tj
∣∣∣∣
t=0
)
|Kφt,Dn(z, 0)|2e−φt ,
which implies
∂2
∂tj∂t¯k
Kφt,Dn(0)
∣∣∣∣
t=0
=
∫
Dn
∂2φt
∂tj∂t¯k
∣∣∣∣
t=0
· |Kφ(0),Dn(z, 0)|2e−φ(0).
Since
Kφ(0),Dn(z, 0) =
eφ(0)
pin
and
∂2Φ
∂tj∂t¯k
∣∣∣∣
t=0
= zj z¯kφzj z¯k(0),
we get
∂2
∂tj∂t¯k
Kφt,Dn(0)
∣∣∣∣
t=0
=
eφ(0)φzj z¯k(0)
pi2n
∫
Dn
zj z¯k.
Notice that ∫
Dn
zj z¯k =
{
pin/2 if j = k
0 if j 6= k,
and
∂2
∂tj∂t¯k
Kφt,Dn(0)
∣∣∣∣
t=0
= Kφt,Dn(0) · ∂
2
∂tj∂t¯k
logKφt,Dn(0)
∣∣∣∣
t=0
,
our assertion follows.
6. APPENDIX
In this section we will give a proof of Proposition 4.1. We first recall a few basic facts in real-
variable theory, by following Stein [14]. A quasi-distance defined on Rm means a nonnegative
continuous function ρ on Rm × Rm for which there exists a constant c > 0 such that
(1) ρ(x, y) = 0 iff x = y;
(2) ρ(x, y) ≤ cρ(y, x);
(3) ρ(x, y) ≤ c(ρ(x, z) + ρ(y, z)).
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Given such a ρ, we define "balls"
B(x, r) := {y : ρ(y, x) < r}, r > 0.
One can verify that there exists a constant c1 > 1 such that for all x, y and r,
(6.1) B(x, r) ∩ B(y, r) 6= ∅ ⇒ B(y, r) ⊂ B(x, c1r).
In the case of Proposition 4.1, we define
ρ(z, w) = max
k
|zk − wk|1/ak , z, w ∈ Cn.
It is easy to verify that ρ is a quasi-distance on Cn and
B(zˆ, r) = Pra(zˆ), zˆ ∈ Cn, r > 0.
Besides (6.1), the following properties also hold for B(zˆ, r):
(6.2) |B(zˆ, c1r)| ≤ c2
∑
k ak
1 · |B(zˆ, r)| =: c2 |B(zˆ, r)|;
(6.3)
⋂
r
B(zˆ, r) = {zˆ} and
⋃
r
B(zˆ, r) = Cn;
(6.4) For each open set U and each r > 0, the function zˆ 7→ |B(zˆ, r) ∩ U | is continuous.
Fix a pair of positive constants c∗ and c∗∗ with 1 < c∗ < c∗∗. For B = B(zˆ, r) we define
B∗ = B(zˆ, c∗r) and B∗∗ = B(zˆ, c∗∗r). Then we have
Lemma 6.1 (cf. [14], p. 15–16). Choose c∗ = 4c21 and c
∗∗ = 16c21. Given a closed nonempty set
F ⊂ Cn, there exists a collection of balls {Bk} such that
(1) The Bk are pairwise disjoint;
(2)
⋃
k B
∗
k = F
c := Cn\F ;
(3) B∗∗k ∩ F 6= ∅ for each k.
Proposition 6.2 (Calderón-Zygmund decomposition). Let B0 be a ball in Cn and f ∈ L1(B0).
There is a constant c = c(c1, c2) > 0 such that given a positive number α, there exists a sequences
of balls {B∗k} in B0 such that
(1) |f(z)| ≤ α, for a.e. z ∈ B0\
⋃
k B
∗
k;
(2)
∫
B∗k
|f | ≤ cα|B∗k|, for each k;
(3)
∑
k |B∗k| ≤ cα
∫
B0
|f |.
Proof. We extend f to an integrable function on Cn by setting f = 0 outside B0. Recall the
following two types of Hardy-Littlewood maximal functions:
Mf(z) := sup
r>0
1
|B(z, r)|
∫
B(z,r)
|f |,
M˜f(z) := sup
z∈B
1
|B|
∫
B
|f |
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where the supremum is taken over all balls B containing z. The relationship between Mf and
M˜f is as follows:
(6.5) Mf ≤ M˜f ≤ c2Mf.
Notice that
Eα :=
{
z ∈ B0 : M˜f(z) > α
}
is an open set since M˜f is lower semicontinuous, and
|Eα| ≤ c
α
∫
Cn
|f | = c
α
∫
B0
|f |
in view of (6.5) and [14], p. 13, Theorem 1. Here and in what follows c will denote a generic
positive constant depending only on c1, c2. With F := Cn\Eα we choose balls {Bk}, {B∗k} and
{B∗∗k } according to Lemma 6.1. Then we have∑
k
|B∗k| ≤ c
∑
k
|Bk| ≤ c |Eα| ≤ c
α
∫
B0
|f |.
Since B∗∗k ∩ F 6= ∅ for each k, we have∫
B∗k
|f | ≤
∫
B∗∗k
|f | ≤ α|B∗∗k | ≤ cα|B∗k|.
Finally, by (6.5) and [14], p. 13, Corollary, we know that |f(z)| ≤ M˜f(z) for a.e. z, from which
(1) immediately follows. 
Proof of Proposition 4.1. By Theorem 1.1, we know that
M := sup
B(zˆ,r)⊂Ω0
1
|B(zˆ, r)|
∫
B(zˆ,r)
|φ− φB(zˆ,r)| <∞.
Assume without loss of generalityM = 1. Fix a ball B0 ⊂ Ω0. It suffices to show
(6.6) |{z ∈ B0 : |φ− φB0 | > t}| ≤ const · e−εt |B0|, t > 0,
for certain ε≪ 1. With c as Proposition 6.2 we choose
α > c > 1 ≥ 1|B0|
∫
B0
|φ− φB0 |.
Applying Proposition 6.2 with f = |φ − φB0|, we have a sequence of balls {B(1)k } in B0 such
that
|φ(z)− φB0 | ≤ α a.e. z ∈ B0\
⋃
k
B
(1)
k ,∑
k
|B(1)k | ≤
c
α
∫
B0
|φ− φB0 | ≤
c
α
|B0|,
and
|φ
B
(1)
k
− φB0| ≤
1
|B(1)k |
∫
B
(1)
k
|φ− φB0| ≤ cα.
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Applying Proposition 6.2 with f = |φ− φ
B
(1)
k
| for each k, we obtain a sequence of balls {B(2)k }
in
⋃
k B
(1)
k such that∑
k
|B(2)k | ≤
c
α
∑
k
∫
B
(1)
k
|φ− φ
B
(1)
k
| ≤ c
α
∑
k
|B(1)k | ≤
c2
α2
|B0|
and
|φ(z)− φ
B
(1)
k
| ≤ α a.e. z ∈ B(1)k \
⋃
k
B
(2)
k ,
which in turn implies
|φ(z)− φB0 | ≤ 2 · cα a.e. z ∈ B0\
⋃
k
B
(2)
k .
Continue this process. For each j there exists a sequence of balls {B(j)k } in
⋃
k B
(j−1)
k such that∑
k
|B(j)k | ≤
cj
αj
|B0|,
|φ(z)− φB0| ≤ j · cα a.e. z ∈ B0\
⋃
k
B
(j)
k .
Thus
|{z ∈ B0 : |φ− φB0 | > j · cα}| ≤
∑
k
|B(j)k | ≤
cj
αj
|B0|.
For any t there exists an integer j such that t ∈ [j · cα, (j + 1) · cα). It follows that
(c/α)j = (α/c)e−(j+1) logα/c ≤ (α/c)e− logα/ccα t,
from which (6.6) immediately follows. Now we have
1
|B0|
∫
B0
eε|φ−φB0 | =
1
|B0|
∫ ∞
0
eεt|{|φ− φB0 | > t}|+
|{φ = φB0}|
|B0| ≤ const + 1,
which gives
1
|B0|
∫
B0
e−ε(φ−supB0φ) ≤ (const+ 1)eε(supB0 φ−φB0 ),
By Theorem 1.1, supB0{supB0 φ− φB0} <∞, thus Proposition 4.1 follows. 
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