We show that Odd Cycle Transversal and Vertex Multiway Cut admit deterministic polynomial kernels when restricted to planar graphs and parameterized by the solution size. This answers a question of Saurabh. On the way to these results, we provide an efficient sparsification routine in the flavor of the sparsification routine used for the Steiner Tree problem in planar graphs (FOCS 2014). It differs from the previous work because it preserves the existence of low-cost subgraphs that are not necessarily Steiner trees in the original plane graph, but structures that turn into (supergraphs of) Steiner trees after adding all edges between pairs of vertices that lie on a common face. We also show connections between Vertex Multiway Cut and the Vertex Planarization problem, where the existence of a polynomial kernel remains an important open problem.
Introduction
Kernelization provides a rigorous framework within the paradigm of parameterized complexity to analyze preprocessing routines for various combinatorial problems. A kernel of size g for a parameterized problem Π and a computable function g is a polynomial-time algorithm that reduces an input instance x with parameter k of problem Π to an equivalent one with size and parameter value bounded by g(k). Of particular importance are polynomial kernels, where the function g is required to be a polynomial, that are interpreted as theoretical tractability of preprocessing for the considered problem Π. Since a kernel (of any size) for a decidable problem implies fixed-parameter tractability (FPT) of the problem at hand, the question whether a polynomial kernel exists became a "standard" tractability question one asks about a problem already known to be FPT, and serves as a further finer-grained distinction criterion between FPT problems.
In the recent years, a number of kernelization techniques emerged, including the bidimensionality framework for sparse graph classes [12] and the use of representative sets for graph separation problems [22] . On the hardness side, a lower bound framework against polynomial kernels has been developed and successfully applied to a multitude of problems [1, 5, 7, 13] . For more on kernelization, we refer to the survey [24] for background and to the appropriate chapters of the textbook [3] for basic definitions and examples.
For this work, of particular importance are polynomial kernels for graph separation problems. The framework for such kernels developed by Kratsch and Wahlström in [22, 23] , relies on the notion of representative sets in linear matroids, especially in gammoids. Among other results, the framework provided a polynomial kernel for Odd Cycle Transversal and for Multiway Cut with a constant number of terminals. However, all kernels for graph separation problems based on representative sets are randomized, due to the randomized nature of all known polynomial-time algorithms that obtain a linear representation of a gammoid. As a corollary, all such kernels have exponentially small probability of turning an input yes-instance into a no-instance. Vertex Multiway Cut where all terminals lie on the infinite face of the input embedded graph. Then, an optimal solution is a Steiner forest between some tuples of vertices on the outer face lying between the terminals, cf. Figure 1 . Following [27] , this suggest the following approach to kernelization of vertex-deletion cut problems in planar graphs:
1. By problem-specific reductions, reduce to the case of a graph of bounded radial diameter.
2. Using the diameter assumption, find a tree in the overlay graph that has size bounded polynomially in the solution size, and that spans all "important" objects in the graph (e.g., neighbors of the terminals in the case of Multiway Cut or odd faces in the case of Odd Cycle Transversal).
3.
Cut the graph open along the tree. Using the Steiner forest-like structure of the problem at hand, argue that an optimal solution becomes an optimal Steiner forest for some choice of tuples of terminals on the outer face of the cut-open graph.
4. Sparsify the cut-open graph with a generic sparsification routine that preserves optimal Steiner forests, glue the resulting graph back, and return it as a kernel.
However, contrary to the Steiner tree problem [27] , these Steiner forest-like questions optimize a different cost function than merely number of edges, namely the number of vertices of G, with the "face" vertices v f ∈ V (L(G)) \ V (G) being for free. This cost function is closely related to (half of) the number of edges in case of paths and trees with constant number of leaves, but may diverge significantly in case of trees with high-degree vertices. For this reason, we need an analog of the main technical sparsification routine of [27] suited for our cost function. We provide one in Section 3. To this end, we re-use most of the intermediate results of [27] , changing significantly only the final divide&conquer argument.
The application of the obtained sparsification routine to the case of Odd Cycle Transversal, presented in Section 4, follows the phrasing of the problem as a T -join-like problem in the overlay graph due to Fiorini et al [10] . For the sake of reducing the number of odd faces, we adapt the arguments of Suchý [30] for Steiner tree.
The arguments for Vertex Multiway Cut are somewhat more involved and presented in Section 5. Here, we first use known LP-based rules [4, 14, 16, 28] to reduce the number of terminals and neighbors of terminals to O(k) and then use an argument based on outerplanarity layers to reduce the diameter.
Preliminaries
A finite undirected graph G consists of a vertex set V (G) and edge set E(G) ⊆ 
Planar graphs
In a connected embedded planar (i.e. plane) graph G, the boundary walk of a face f is the unique closed walk in G obtained by going along the face in counter-clockwise direction. Note that a single vertex can appear multiple times on the boundary walk of f and an edge can appear twice if it is a bridge. We denote the number of edges of this walk by |f |; note that bridges are counted twice in this definition. The parity of a face f is the parity of |f |. Then a face is odd (even) if its parity is odd (even). The boundary walk of the outer face of G is called the outer face walk and denoted ∂G.
We define the radial distance in plane graphs, based on a measure that allows to hop between vertices incident on a common face in a single step. Formally speaking, a radial path between vertices p and q in a plane graph G is a sequence of vertices (p = v 0 , v 1 , . . . , v = q) such that for each i ∈ [ ], the vertices v i−1 and v i are incident on a common face. The length of the radial path equals , so that a trivial radial path from v to itself has length 0. The radial distance in plane graph G between p and q, denoted d R G (u, v), is defined as the minimum length of a radial pq-path.
For a plane graph G, let F (G) denote the set of faces of G. For a plane (multi)graph G, an overlay graph G of G is a graph with vertex set V (G) ∪ F (G) obtained from G as follows. For each face f ∈ F (G), draw a vertex with identity f in the interior of f . For each connected component C of edges incident on the face f , traverse the boundary walk of C starting at an arbitrary vertex. Every time a vertex v is visited by the boundary walk, draw a new edge between v and the vertex representing f , without crossing previously drawn edges. Doing this independently for all faces of G yields an overlay graph G . Observe that an overlay graph may have multiple edges between some f ∈ F (G) and v ∈ V (G), which occurs for example when v is incident on a bridge that lies on f . The resulting plane multigraph G is in general not unique, due to different homotopies for how edge bundles may be routed around different connected components inside a face. For our purposes, these distinctions are never important. We therefore write L(G) to denote an arbitrary fixed overlay graph of G. Observe that F (G) forms an independent set in L(G).
Apart from the overlay graph, we will also use the related notion of radial graph (also known as face-vertex incidence graph). A radial graph of a connected plane graph G is a plane multigraph R(G) obtained from L(G) by removing all edges with both endpoints in V (G). Hence a radial graph of G is bipartite with vertex set V (G) ∪ F (G), where vertices are connected to the representations of their incident faces. From these definitions it follows that L(G) is the union of G and R(G), which explains the terminology.
We need also the following simple but useful lemma.
Lemma 2.1. Let G be a connected graph, let T ⊆ V (G) and assume that for each vertex v ∈ V (G), there is a terminal t ∈ T that can reach v by a path of at most K edges. Then G contains a Steiner tree of at most (2K + 1)(|T | − 1) edges on terminal set T , which can be computed in linear time.
Proof. Observe that there exists a spanning forest in G where each tree is rooted at a vertex of T , and each tree has depth at most K. Such a spanning forest can be computed in linear time by a breadth-first search in G, initializing the BFS-queue to contain all vertices of T with a distance label of 0. Consider the graph H obtained from G by contracting each tree into the terminal forming its root. Since G is connected, H is connected as well. An edge t 1 t 2 between two terminals in H implies that in G there is a vertex in the tree of t 1 adjacent to a vertex of the tree of t 2 . So for each edge in H, there is a path between the corresponding terminals in G consisting of at most 2K + 1 edges.
Compute an arbitrary spanning tree of the graph H, which has |T | − 1 edges since H has |T | vertices. As each edge of the tree expands to a path in G between the corresponding terminals of length at most 2K + 1, it follows that G has a connected subgraph F of at most (2K + 1)(|T | − 1) edges that spans all terminals T . To eliminate potential cycles in F , take a spanning subtree of F as the desired Steiner tree. 
Sparsification 3.1 Overview
A plane partitioned graph is an undirected multigraph G, together with a fixed embedding in the plane and a fixed partition V (G) = A(G) B(G) where A(G) is an independent set. Consider a subgraph H of a plane partitioned graph G. The cost of H is defined as cost(H) := |V (H) ∩ B(G)|, that is, we pay for each vertex of H in the part B(G). We say that H connects a subset A ⊆ V (G) if A ⊆ V (H) and A is contained in a single connected component of H.
Our main sparsification routine is the following.
Theorem 3.1. Given a connected plane partitioned graph G, one can in time |∂G| O(1) ·O(|G|) find a subgraph G in G, with the following properties:
1. G contains all edges and vertices of ∂G,
. for every set A ⊆ V (∂G) there exists a subgraph H of G that connects A and has minimum possible cost among all subgraphs of G that connect A.
In the subsequent sections, given a connected plane graph G, we will apply Theorem 3.1 to a graph G that is either the overlay graph of G without the vertex corresponding to the outer face, or the radial graph of G. In either case, A(G ) = V (G ) \ V (G) is the set of face vertices and B(G ) = V (G), i.e., we pay for each "real" vertex, not a face one. If the studied vertex-deletion graph separation problem in G turns into some Steiner problem in G , then we may hope to apply the sparsification routine of Theorem 3.1.
After this brief explanation of the motivation of the statement of Theorem 3.1, we proceed with an overview of its proof. We closely follow the divide&conquer approach of the polynomial kernel for Steiner Tree in planar graphs [27] .
We adopt the notation of (strictly) enclosing from [27] . For a closed curve γ on a plane, a point p / ∈ γ is strictly enclosed by γ if γ is not continuously retractable to a single point in the plane punctured at p. A point p is enclosed by γ if it is strictly enclosed or lies on γ. The notion of (strict) enclosure naturally extends to vertices, edges, and faces of a plane graph G being (strictly) enclosed by γ; here a face (an edge) is strictly enclosed by γ if every interior point of a face (every point on an edge except for the endpoints, respectively) is strictly enclosed. We also extend this notion to (strict) enclosure by a closed walk W in a plane graph G in a natural manner. Note that this corresponds to the natural notion of (strict) enclosure if W is a cycle or, more generally, a closed walk without self-intersections.
We start with restricting the setting to G being bipartite and ∂G being a simple cycle. Theorem 3.1 follows from Lemma 3.2 by simple manipulations. Lemma 3.2. The statement of Theorem 3.1 is true in the restricted setting with G being a connected bipartite simple graph with ∂G being a simple cycle and A(G) being one of the bipartite color classes (so that B(G) is an independent set as well).
We now sketch the proof of Lemma 3.2. First observe that the statement of Lemma 3.2 is well suited for a recursive divide&conquer algorithm. As long as |∂G| is large enough, we can identify a subgraph S of G such that:
1. The number of edges of S is O(|∂G|); 2. For every set A ⊆ V (∂G) there exists a subgraph H of G that connects A, has minimum possible cost among all subgraphs of G that connect A, and for every finite face f of S ∪ ∂G, if G f is the subgraph of G consisting of the edges and vertices embedded within the closure of f , then one of the following holds:
(b) H does not contain any vertex of degree more than 2 that is strictly inside f .
Similarly as in the case of [27] , we show that such a subgraph S is good for recursion. First, we insert S into the constructed sparsifier G. Second, we recurse on G f for every finite face f of S ∪ ∂G that satisfies Point 2a. Third, for every other finite face f (i.e., one satisfying Point 2b), we insert into G a naive shortest-paths sparsifier: for every two vertices u 1 , u 2 ∈ V (∂G f ), we insert into G a minimum-cost path between u 1 and u 2 in G f . Property 1 together with the multiplicative progress on |∂G| in Point 2a ensure that the final size of G is polynomial in |∂G|, with the exponent of the polynomial bound depending on δ and the constant hidden in the big-O notation in Property 1.
The main steps of constructing S are the same as in [27] . First, we try minimum-size (i.e., with minimum number of edges, as opposed to minimum-cost) Steiner trees for a constant number of terminals on ∂G. If no such trees are found, the main technical result of [27] shows that one can identify a cycle C in G of length O(|∂G|) with the guarantee that for any choice of A ⊆ V (∂G), there exists a minimum-size Steiner tree connecting A that does not contain any Steiner point strictly inside C. In [27] such a cycle is used to construct a desired subgraph S with the inside of C being a face satisfying the Steiner tree analog of Point 2b. In the case of Lemma 3.2, we need to perform some extra work here to show that -by some shortcutting tricks and adding some slack to the constants -one can construct such a cycle C with the guarantee that the face f inside C satisfies exactly the statement of Point 2b: that is, no "Steiner points" with regards to minimum-cost trees, not minimum-size ones.
In other words, the extra work is needed to at some point switch from "minimum-size" subgraphs (treated by [27] ) to "minimum-cost" ones (being the main focus of Lemma 3.2). In our proof, we do it as late as possible, trying to re-use as much of the technical details of [27] as possible. Observe that for a path H in G, the cost of H equals |E(H)|/2 up to an additive ± 1 2 error. Similarly, for a tree H with a constant number of leaves, the cost of H is |E(H)|/2 up to an additive error bounded by a constant. Hence, as long as we focus on paths and trees with bounded number of leaves, the "size" and "cost" measures are roughly equivalent. However, if a tree H in G contains a high-degree vertex v ∈ B(G), the cost of H may be much smaller than half of the number of edges of H: a star with a center in B(G) has cost one and arbitrary number of edges. For this reason, the final argument of the proof of Lemma 3.2 that constructs the aforementioned cycle C using the toolbox of [27] needs to be performed with extra care (and some sacrifice on the constants, as compared to [27] ).
From Lemma to Theorem 3.1
We start with the formal proof of Theorem 3.1 from Lemma 3.2.
Proof of Theorem 3.1. Let G be a connected plane partitioned graph G. First, for every edge uv ∈ E(G) with u, v ∈ B(G), we subdivide it with a new vertex x ∈ A(G). In this manner, G becomes bipartite with A(G) and B(G) being its bipartition classes, the minimum possible cost of connecting subgraphs does not change (since the cost does not count vertices in A(G)), and the length of ∂G at most doubled (so the bound O(|∂G| 212 ) remains the same). Second, if ∂G is not a simple cycle, then the graph induced by ∂G is a collection C ≥3 of simple cycles of length at least three, a collection C 2 of cycles of length two, and a set C 1 of bridges. For every C ∈ C ≥3 ∪ C 2 , let G C be the subgraph of G enclosed by C. Note that ∂G C = C.
For every C ∈ C ≥3 , we turn G C into a simple graph G C by dropping multiple edges, but never dropping an edge of C. That is, for every multiple edge e of G C , we delete all but one of its multiple copies, but we always keep the one contained in C if it exists. Since C is a simple cycle of length at least three, no two edges of C connect the same pair of vertices. Consequently, C = ∂G C and G C satisfies the conditions of Lemma 3.2. We apply the algorithm of Lemma 3.2, obtaining a graph G C of size O(|C| 212 ). For C ∈ C 2 , observe that G C := C trivially satisfies the conditions of Theorem 3.1 for G C : the only nontrivial subset A ⊆ V (∂G C ) consists of the two vertices on C, for which an edge of C ⊆ G C forms a minimum-cost connecting subgraph. Consequently,
satisfies the required properties: the size bound follows from the fact that |∂G| = 2|C 1 | + C∈C2∪C ≥3 |C| while the covering property follows easily from the fact that every minimum-cost connecting subgraph H splits into minimum-cost connecting subgraphs in each G C .
We continue with a formal proof of Lemma 3.2. In Section 3.3 we recall the main technical results of [27] we re-use here. In Section 3.4 we show how to find the aforementioned cycle C . Finally, we wrap up the argument in Section 3.5.
In this section we implicitly identify every graph G with its set of edges. In particular, |G| is a shorthand for |E(G)| while H ⊆ G means that H is a subgraph of G. For a tree H and two vertices x, y ∈ V (H), by H[x, y] we denote the unique path from x to y in H. For a cycle C embedded on a plane and two vertices x, y ∈ V (C), by C[x, y] we denote the counter-clockwise path along C from x to y (which is a trivial path if x = y).
Toolbox from the Steiner Tree kernel
We start with briefly recalling the content of Section 4 of [27] . A brick is a connected plane graph B whose outer face is surrounded by a simple cycle ∂B. A subbrick of a plane graph G is a subgraph B that is a brick and consists of all edges of G enclosed by ∂B. A brick covering of a plane graph G is a collection B of subbricks of G such that every finite face of G is a finite face of some brick in B as well. A brick covering B is a brick partition if every finite face of G is a face of exactly one brick in B. The total perimeter of a brick covering B is perim(B) := B∈B |∂B|, and a brick covering B is c-short if perim(B) ≤ c|∂G|. Furthermore, for a constant τ > 0, a brick covering is τ -nice if for every B ∈ B we have |∂B| ≤ (1 − τ )|∂G|.
A connected subgraph F of a plane graph G is called a connector, and the vertices of ∂G that are incident to at least one edge of F are anchors of F . A connector F is brickable if the boundary of every finite face of ∂G ∪ F is a simple cycle, that is, these boundaries form subbricks of B. Thus, a brickable connector F induces a brick partition B F of G. Note that if F is a tree with every leaf lying on ∂G, then F is a brickable connector in G. Another important observation is that perim(B F ) ≤ |∂G| + 2|E(F )|, so if |E(F )| ≤ c|∂G|, then B F is (2c + 1)-short. For brevity, we say that a brickable connector F is c-short or τ -nice if B F is c-short or τ -nice, respectively.
A technical modification of the algorithm of Erickson et al. [9] gives the following.
1
Theorem 3.3 (Theorem 4.4 of [27] ). Let τ > 0, c ≥ 3 be fixed constants. Given a brick G, in O(|∂G| 8 |G|) time one can either correctly conclude that no c-short τ -nice tree F exist, or find a c-short τ -nice brick covering of G.
A direct adaptation of the proof of Lemma 4.5 of [27] gives the main recursive step of the algorithm of Lemma 3.2.
Lemma 3.4 (essentially Lemma 4.5 of [27] ). Let c, τ > 0 be constants. Let G be a brick and let B be a c-short τ -nice brick covering of G. Assume that the algorithm of Theorem 3.1 was applied recursively to bricks in B, yielding a graph G B for every B ∈ B. Furthermore, assume that for every B ∈ B we have
satisfies the conditions of Theorem 3.1 for G and | G| ≤ C · |∂G| α .
Proof. The condition that ∂G ⊆ G and the size bound follows exactly the same as in the proof of Lemma 4.5 of [27] . For the last condition of Theorem 3.1, the proof is essentially the same as in [27] , but we repeat it for completeness. Consider a set A ⊆ V (∂G) and a subgraph H that connects it in G with minimum possible cost. Without loss of generality, assume that, among subgraphs of G connecting A of minimum possible cost, H contains minimum possible number of edges that are not in G. We claim that there are no such edges; by contrary, let e be such an edge. Since B is a brick covering, let B ∈ B be a brick containing e. Let H B be the connected component of H ∩ intB that contains e, where intB is the subgraph B \ ∂B. Clearly, H B is a connector in B, and let A B be its anchors. By the properties of G B , there exists a subgraph H B ⊆ G B that connects A B and is of cost not larger than the cost of H B . Consequently, H := (H \ H B ) ∪ H B connects A, has cost not larger than the cost of H, and has strictly less edges outside G than H. This is the desired contradiction.
We now move to carves and mountains (Sections 5 and 6 of [27] ). For a constant δ ∈ (0, 1/2), a δ-carve in a brick G is a pair (P, I) such that P is a path in G of length at most (1/2 − δ)|∂G| with both endpoints on ∂G, and I is a path on ∂G between the endpoints of P with length at most 1/2 · |∂G|. The interior of a δ-carve (P, I) is the subgraph of G enclosed by the closed walk P ∪ I. The main result of Section 5 of [27] is the following. Theorem 3.5 (Theorem 5.7 of [27] ). For any τ ∈ (0, 1/4) and δ ∈ [2τ, 1/2), if a brick G has no 3-short τ -nice tree, then there exists a finite face of B that is never in the interior of a δ-carve in G. Furthermore, such a face can be found in O(|G|) time.
Section 6 of [27] treats mountains, a special case of δ-carves. The definitions of [27] are general to accommodate the edge-weighted setting as well; here we are content with only the unweighted setting. Let G be a brick and let δ ∈ (0, 1/2). A δ-carve M = (P, I) with endpoints l and r of P (so that I is the counter-clockwise traverse along ∂G from l to r) is a δ-mountain
we have that P L is a shortest l − P R path in the subgraph of G enclosed by M and P R is a shortest r − P L path in the subgraph enclosed by M . The main structural result of Section 6 of [27] is the following. Theorem 3.6 (Theorem 6.3 of [27] ). Let τ ∈ (0, 1/4) and δ ∈ [2τ, 1/2). Let G be a brick that does not admit a 3-short τ -nice tree and let l, r ∈ V (∂G) such that the counter-clockwise walk I along ∂G from l to r has length strictly less than |∂G|/2. Then, there exists a closed walk W l,r in G of length at most 3|I| that contains I and such that, for each finite face f of G, f is enclosed by W l,r if and only if f is enclosed by some δ-mountain with endpoints l and r. Furthermore, the set of faces enclosed by W l,r can be found in O(|G|) time.
Finding the middle cycle
Armed with the toolbox from the previous section, we now re-engineer the argument of Section 7 of [27] to our setting. This is the place where the arguments of this work and [27] mostly diverge, as here we build the interface between the cost and size (number of edges) measures.
Let G be a brick. Consider a set A ⊆ V (∂G) and a subgraph H of G connecting A of minimum possible cost. Without loss of generality, we can assume that H is a tree and, furthermore, all its leaves are in A. Furthermore, assume that H contains a vertex x ∈ V (H) ∩ V (∂G) that is not a leaf. Then H can be partitioned into two trees H 1 and
H is a tree that is a subgraph of G connecting A of minimum possible cost, then H i is a subgraph of G connecting (A ∩ V (H i )) ∪ {x} of minimum possible cost for every i = 1, 2. Furthermore, if for i = 1, 2, H i is a subgraph of G connecting (A ∩ V (H i )) ∪ {x} of minimum possible cost, then H := H 1 ∪ H 2 is a subgraph of G connecting A ∪ {x} of minimum possible cost. Since x ∈ V (H), we infer that cost(H) = cost(H ) and H is also a minimum-cost subgraph of G connecting A.
The paragraph above motivates the following definitions. A tree H ⊆ G such that V (H)∩V (∂G) is exactly the set of leaves of H is called boundary-anchored. A boundary-anchored tree H that is a minimum-cost subgraph of G connecting A := V (H) ∩ V (∂G) is called a minimum-cost tree (connecting A).
From the discussion above, the following is immediate.
Lemma 3.7. Let G be a bipartite brick with bipartition classes A(G) and B(G). Let A ⊆ V (∂G) and let H be a minimum-cost subgraph of G that connects A that, among all minimum-cost subgraphs of G connecting A, has minimum possible number of edges. Then, H is a tree with all its leaves in A, and H can be decomposed as H = H 0 H 1 . . . H , where H 0 ⊆ ∂G and for every 1 ≤ i ≤ , H i is a minimum-cost tree connecting
. Furthermore, for every 1 ≤ i ≤ , H i has minimum possible number of edges among all minimum-cost subgraphs of G connecting A i .
We also have the following bound.
Lemma 3.8. Let G be a bipartite brick with bipartition classes A(G) and B(G). Let A ⊆ V (∂G) and let H be a minimum-cost tree connecting A. Then the cost of H is at most |∂G|/2 and |H| ≤ 3 2 |∂G|. In particular, H is a 4-short brickable connector.
Proof. For the first claim, it suffices to observe that ∂G is a subgraph connecting any A ⊆ V (∂G) of cost |∂G|/2. For the second claim, root H in an arbitrary vertex, and compute |H| as follows. First, there are at most |A ∩ A(G)| ≤ |∂G|/2 edges of H that are incident to a leaf of H belonging to A(G). For every edge e that is not as above, if e connects v with its parent u, then charge e to v if v ∈ B(G) and otherwise charge e to any of the children of v (which exist and are in B(G)). In this manner, every edge of H that is not incident with a leaf of H in A(G) is charged to some vertex in B(G) ∩ V (H) and every vertex w ∈ B(G) ∩ V (H) is charged at most twice: once by the edge from w to its parent, and one possibly from the parent of w to the grandparent of w. Since the number of vertices of B(G) ∩ V (H) is the cost of H, which is at most |∂G|/2, the bound on |H| follows. Finally, following the observations preceding Theorem 3.3, H is a brickable connector that is 4-short.
We are now ready to find the cycle C whose existence was promised in Section 3. ] be a fixed constant. Let G be a brick that does not admit a 4-short τ -nice tree, is bipartite with bipartition classes A(G) and B(G), and has perimeter at least 4/τ . Then one can in O(|G|) time compute a simple cycle C in G with the following properties:
1. the length of C is at most 64 τ 2 |∂G|; 2. for each vertex v ∈ V (C), the distance from v to V (∂G) in G is at most (1/4−2τ )|∂G| and, furthermore, there exists a shortest path from v to V (∂G) that does not contain any edge strictly enclosed by C;
3. C encloses f core , where f core is any arbitrarily chosen face of G promised by Theorem 3.5 that is not enclosed by any 2τ -carve;
4. for any A ⊆ V (∂G), there exists a minimum-cost subgraph H of G connecting A such that no vertex of degree at least 3 is strictly enclosed by C.
Proof. For two vertices x, y ∈ V (∂G), by ∂G[x, y] we denote the path that is the counter-clockwise traverse of ∂G from x to y. We start by computing a set of pegs P ⊆ V (∂G) ∩ A(G) in the following greedy manner. We start with arbitrary v 0 ∈ V (∂G) ∩ A(G) and traverse ∂G starting from v 0 twice, once clockwise and once counterclockwise. In each pass, we take as a next peg the first vertex in A(G) that is at distance (along ∂G) larger than τ |∂G|/4 from the previously placed peg. With two passes, we have |P| ≤ 8/τ , which is a constant. Furthermore, we have that for every v ∈ V (∂G) there exist pegs
In the above, the first inequality stems from the way we place pegs (including the requirement than pegs are in A(G)) and the second inequality is implied by |∂G| ≥ 4/τ . Note that p ← (v) is the first peg in clockwise direction from v and p → (v) is the first peg in the counter-clockwise direction from v. We set δ = 4τ . For any l, r ∈ P, l = r, |∂G[l, r]| < |∂G|/2, we apply Theorem 3.6 to l, r, and δ, obtaining a set of faces M R l,r . We define M R = l,r M R l,r . Clearly, f core / ∈ M R. We define f core to be the connected component of G * − M R that contains f core , where G * is the dual of G without the infinite face. Furthermore, let C 1 be the closed walk in G around f core .
Consider a face f ∈ M R. By definition, there exists l, r with f ∈ M R l,r and by Theorem 3.6 there exists a δ-mountain M = (P, I) enclosing f . Since P is a simple path, there exists a path Q f in G * from f to a face incident to an edge of ∂G, with all faces on Q f enclosed by M . This implies that C 1 is a simple cycle.
Furthermore, since every edge on C 1 is an edge of ∂G or some edge of the walk W l,r obtained from Theorem 3.6, we have that
The above estimation is also the sole need for introducing the pegs. If one picks M R to be the union of M R l,r for every l, r ∈ V (∂G) with |∂G[l, r]| < |∂G|/2 then the above estimate will be cubic, not linear in |∂G|. The linear dependency on |∂G| is essential for the final polynomial bound on the size of the kernel. So far, all computations can be done in O(|G|) time due to P being of constant size and the time bounds of Theorems 3.5 and 3.6. We now compute the subgraph G close induced by all vertices of G that are within distance at most (1/4 − 2τ )|∂G| from V (∂G). This subgraph can be easily computed by breadth-first search in linear time.
Since for the sake of defining M R l,r , we used δ-mountains for δ = 4τ , all vertices of any such δ-mountain are contained in G close and, consequently, C 1 is contained in G close . Let G C be the subgraph of G close enclosed by C 1 ; note that G C is a brick. Furthermore, let f G C core be the face of G C that contains f core . We define C to be some shortest cycle in
core from the infinite face of G C . Since C corresponds to a minimum cut in a dual of G C , C can be computed in linear time [8] . We claim that C satisfies the desired conditions. Clearly, the length of C is at most the length of C 1 (as C 1 is a good candidate for C), and hence satisfies the desired length bound. Also, C encloses f core by definition. For the second property, the fact that C is a cycle in G C ensures that every v ∈ V (C) is within distance (1/4 − 2τ ) from V (∂G). Let P v be a shortest path from v to V (∂G) that minimizes the number of edges strictly enclosed by C. We claim that there are no such edges; by contradiction, assume that there exists a subpath Q of P v with endpoints x, y ∈ V (C) and all edges and internal vertices strictly enclosed by C.
, then we reach a contradiction with the choice of P v by replacing Q with
is a strictly better candidate for C, a contradiction.
We are left with the last desired property. Consider a set A ⊆ V (∂G) and a subgraph H of G connecting A of minimum possible cost. Furthermore, we choose H that satisfies the following minimality property: H has minimum number of edges among all minimum-cost subgraphs connecting A and, subject to that, has minimum number of edges strictly enclosed by C. We claim that this choice of H satisfies the desired properties.
Lemma 3.7 implies that it suffices to consider the case when H is actually a minimum-cost tree.
Since every tree in G with all leaves on ∂G is a brickable connector, Lemma 3.8 implies that every minimum-cost tree in G is 4-short. Since G does not admit a 4-short τ -nice tree, every minimum-cost tree in G is not τ -nice.
Consequently, we infer that H is not τ -nice, that is, there exists a brick B ∈ B H with |∂B| > (1 − τ )|∂G|. Since H is a minimum-cost tree, there exist a, b ∈ V (∂G) such that ∂B \ H = ∂G [a, b] .
Observe that ∂G[b, a] connects A; hence
Consequently, as |∂B| > (1 − τ )|∂G|, we have that
Let Z be the union of {a, b} and the set of vertices of Traverse ∂G in clockwise direction from a, and let c be the last vertex of H a encountered (before returning back to a); note that it may happen that c = a if w a = a. Note that from (1) we infer that |H[c, w a ]| < 2 + τ |∂G| and, consequently,
where the last inequality follows from the fact that |∂G| ≥ 4/τ . Proof. Assume otherwise. Following (2), ( 
Here, we again used the fact that |∂G| ≥ 4/τ . The above inequality contradicts the choice of H.
In the second case of Claim 3.10 (i.e., c = a and |∂G[c, a] < |∂G|/2), we have that (H[c, a], ∂G[c, a]) is a δ-carve using (2) . Similarly as before, this implies that
is a 3-short τ -nice tree. We now use the pegs p ← (c) and
(as H is a minimum-cost tree) and thus P is a simple path. Proof. Assume the contrary; see Figure 2 for an illustration. Let P
Assume that there exists a path Q
• from p ← (c) to P Consider two consecutive vertices
By the choice of H and the assumption |∂G| ≥ 4/τ , we have that
We claim the following.
Claim 3.12. For every v ∈ V (H) there exists a path from v to ∂G contained in H that is of length at most
and consider a path that traverses H[a, b] from v to the closest vertex z ∈ Z and then, if z / ∈ {a, b}, follow the path from z to
By (3) and (1) this path is of length at most 2 + τ |∂G| + . This finishes the proof of the claim. Using the fact that H ⊆ G close we complete the proof. If H does not contain any edge strictly enclosed by C, then we are done, so assume otherwise. Consider the subgraph of H consisting of edges strictly enclosed by C, and let H C be a connected component of this subgraph. Then H C is a tree with leaves on V (C).
The tree H C partitions the disk bounded by C into faces, of which exactly one face f C core contains face f core (since C encloses f core ). Let x, y ∈ V (C) ∩ V (H C ) be the unique two leaves of H C that lie on f Consequently, no edge of H is strictly enclosed by C, and we are done. This finishes the proof of Theorem 3.9.
We conclude this section with a remark about the possibility of minimum-cost trees using edges strictly enclosed by C. Although the above proof replaced a graph H with vertices of degree at least 3 strictly enclosed by C with a subgraph H that does not contain any edge strictly enclosed by C (not even using degree-2 vertices strictly enclosed by C), this does not imply that any subset A ⊆ V (∂G) can be connected by a minimum-cost tree H that uses no edges strictly enclosed by C. We used the assumption of a vertex of degree at least 3 on H to show that H ⊆ G close . This may not be the case in the following example, leading to situations where all minimum-cost connecting subgraphs use edges strictly enclosed by C.
and for every i = 1, 2 and a ∈ A i we have that min(|∂G[a, a i ]|, |∂G[a i , a]|) < 0.001|∂G|. That is, A consists of two antipodal "clouds" of vertices. Then, there may exist a way of connecting A that is slightly cheaper than taking an appropriate subpath of ∂G, namely connecting each A i with a small tree H i and then connecting roots of H i via a path of length almost |∂G|/2 through the middle of G and C. Effectively, the existence of a shorter path through the middle of G shows that a cycle even shorter than C exists in G that separates the infinite face of G from f core . But this shorter cycle contains vertices that do not belong to G close and therefore we cannot use this cycle in our recursive step, as the lengths of paths to and from the cycle would grow prohibitively large.
Wrapping up the argument
With Theorem 3.9 and Lemma 3.4 in hand, we now wrap-up the proof of Lemma 3.2 essentially in the same way as it is done in Section 8 of [27] .
We fix τ = 1/44 and choose α such that
We show a recursive algorithm for Lemma 3.2 that runs in time O(|∂G| α |G|) and returns a subgraph of size at most β · |∂G| α for a constant β > 0 satisfying 2 857 536(1 − 3τ ) α−1 + 123 904 2 /β < 1, and
In particular, α = 212 and β = 10 13 suffices. First, consider the base case |∂G| ≤ 4/τ = 176. For each A ⊆ V (∂G) we compute a minimum-cost subgraph H A connecting A in O(|G|) time using a straightforward adaptation of the algorithm of Erickson et al. [9] and insert H A into G.
2 Furthermore, we insert ∂G into G. Lemma 3.8 implies that |H A | ≤ 264, and thus | G| ≤ 176 + 2 176 · 264 which is at most β|∂G| α for any α ≥ 176, |∂G| ≥ 2 and β ≥ 265. In the recursive case, if |∂G| > 4/τ , we apply Theorem 3.3 to look for a 4-short τ -nice brick covering. If a brick covering B is found, then we recurse on each brick B ∈ B separately, obtaining a graph G B , and return G := B∈B G B . Lemma 3.4 ensures that the size bound on G holds. For the time bound, assume that the application of Theorem 3.3 runs in time bounded by c 1 · |∂G| 8 · |G|. Then, the total time spent is bounded by
This is at most c · |∂G| α · |G| for sufficiently large c by the choice of α. We are left with the case that the application of Theorem 3.3 returned that no 4-short τ -nice tree exists. Then, we invoke Theorem 3.5 to find a face f core and Theorem 3.9 to find the cycle C enclosing f core . We have |C| ≤ 64 τ 2 |∂G| ≤ 123 904|∂G|. Mark a small set X ⊆ V (C) such that the distance between two consecutive vertices of X on C is at most 2τ |∂G| = |∂G|/22. As |∂G| > 176, we may greedily mark such a set X of size at most |C| 2τ |∂G| · 9 8 ≤ 3 066 624. For every x ∈ X, compute a shortest path P x from x to V (∂G) that does not use any edge strictly enclosed by C. This can be done by a single breadth-first search from V (∂G) in G with the edges strictly enclosed by C removed. In this manner, we obtain also the property that the intersection of two paths P x and P y for any x, y ∈ X is a (possibly empty) suffix. For x ∈ X, let ψ(x) be the second endpoint of P x . By the properties of C, we have that |P x | ≤ (1/4 − 2τ )|∂G| = 9 44 |∂G|. Consider two consecutive (in the counter-clockwise order) vertices x, y ∈ X on C and consider a walk P = P x ∪ C[x, y] ∪ P y from ψ(x) to ψ(y). The length of this walk is at most (2 · 
If ψ(x) = ψ(y), then the claim is trivial. Otherwise, P x and P y do not intersect. Let x be the vertex on P x ∩ V (C[x, y]) that is closest to ψ(x) on P x and similarly define y . As P x and P y do not intersect, x, x , y , y lie on C[x, y] in this order; it may happen that x = x or y = y but x = y . Then,
is a simple path of length at most
) is a (2τ )-carve. In the latter case, such a carve would enclose f core , which is impossible. Consequently, |∂G[ψ(x), ψ(y)]| ≤ |∂G|/2. We then have |∂G[ψ(x), ψ(y)]| ≤ (1/2 − τ )|∂G| as otherwise |∂G[ψ(y), ψ(x)]| < (1/2 + τ )|∂G| which would make P a 4-short τ -nice brickable connector. Together with |P | ≤ |P | ≤ 5 11 |∂G| ≤ (1/2 − 2τ )|∂G| this finishes the proof of (4). Let W x = ∂G[ψ(x), ψ(y)] ∪ P be a closed walk. Let H x be the subgraph of W x consisting of all edges of W x that are incident with the infinite face of W x treated as a plane graph.
3 Each doubly-connected component of H x is a simple cycle (of length at least 3, as G is simple) or a bridge. For each simple cycle, we construct a brick B consisting of all edges enclosed by this cycle, and denote by B x the family of all bricks obtained in this manner. Let D x be the set of bridges. We have
Hence,
We recurse on each B ∈ x∈X B x , obtaining a graph G B . Furthermore, for each x, y ∈ V (C), we mark one shortest path Q x,y between x and y in G, if its length is at most |∂G|. We define
Note that every finite face of G that is not enclosed by C is enclosed by exactly one walk W x . Hence, Theorem 3.9 ensures that for every A ⊆ V (∂G), there exists a minimum-cost subgraph H connecting A that is contained in G. In particular, every connection in H strictly enclosed by C may be realized by one of the chosen shortest paths Q x,y . For the bound on the size of G, we have that
Here, the last inequality follows from the choice of α and β while the second inequality uses that
Regarding the time bound, note that all computations, except for the recursive calls, can be done in time c 2 · |∂G| 3 · |G| for some constant c 2 . Therefore, the total time spent is bounded by
This is smaller than c|∂G| α |G| for sufficiently large c.
Odd Cycle Transversal
To understand the Odd Cycle Transversal problem, we rely on the correspondence between odd cycle transversals and T -joins. This correspondence was originally developed by Hadlock [17] for the edge version of Odd Cycle Transversal on planar graphs; for the vertex version discussed here, we build on the work of Fiorini et al. [10] . Given a graph H and set T ⊆ V (H), a T -join in H is a set J ⊆ E(H) such that T equals the set of odd-degree vertices in the subgraph of H induced by J. It is known that a connected graph contains a T -join if and only if |T | is even. This leads to the following problem 4 :
contains an even number of vertices of T ?
In particular, we are interested in the problem when G is a plane graph, which we call Plane Bipartite Steiner T -join. We call T the set of terminals of the instance; A(G) \ T is the set of non-terminals. Proof. By Lemma 4.1, the answer to a plane instance (G, T, k) of Odd Cycle Transversal is equivalent to the answer of the Plane Bipartite Steiner T -join instance on the graph R(G), with the face vertices F (G) taking the role of A, V (G) taking the role of B, and T ⊆ F (G) being the odd faces. So if Plane Bipartite Steiner T -join has a polynomial kernel, then an instance of Plane Odd Cycle Transversal can be compressed to size polynomial in k by transforming it into an instance of Plane Bipartite Steiner T -join and applying the kernel to it. Since Plane Bipartite Steiner T -join is in NP and Plane Odd Cycle Transversal is NP-hard, by standard arguments (cf. [2] ) the T -join instance can be reduced back to an instance of the original problem of size polynomial in k, which forms the kernel.
Below, we will give a polynomial kernel for Plane Bipartite Steiner T -join. Combined with Lemma 4.2, this implies a polynomial kernel for Plane Odd Cycle Transversal. For most reduction rules, we will be able to give a direct analogue for Plane Odd Cycle Transversal, which yields slightly lower constants.
Reducing the number of terminals
Let (G, A(G), B(G), T, k) be an instance of Plane Bipartite Steiner T -join. As a first step, we show that the graph can be reduced so that there remain at most 6k 2 terminals. To this end, we adapt the rules that Suchý [30] developed for Plane Steiner Tree parameterized by the number of Steiner vertices of the solution tree. Each of the rules is applied exhaustively before a next rule will be applied. This is the analogue of [30, Lemma 2] and is immediate from the bipartiteness of G. For Plane Odd Cycle Transversal, the equivalent idea is the trivial observation that each odd face is incident to a vertex of the solution.
Observation 4.4. If k < 0 or there is a connected component containing exactly one terminal t ∈ T , then we can safely answer NO.
The equivalent rule for Plane Odd Cycle Transversal is to answer NO when k < 0. The second part is irrelevant, because any plane graph has an even number of odd faces and we assumed that the graph is connected.
We now deal with sets of (false) twins. Proof. Let Y ⊆ X be the set of remaining vertices of X. Observe that |X| ≡ |Y | (mod 2) and that |Y | ≥ 1. The equivalence is now immediate.
The equivalent rule for Plane Odd Cycle Transversal is to check whether G itself is an odd cycle and then answer YES if k ≥ 1 and NO otherwise. Indeed, twin face vertices only appear in the radial graph of G if G is just a single cycle. Suppose that C is a minimal solution for (G, The equivalent rule for Plane Odd Cycle Transversal is to consider any two odd faces f, f that share at least two vertices. Now consider any simple cycle Y in G[V (f ) ∪ V (f )] such that the closure R of one of the two regions of the plane obtained after the removal of Y contains no odd face (and in particular does not contain f nor f ). Since R contains no odd faces, a parity argument shows that Y is an even cycle. Moreover, Y contains exactly two (non-adjacent) vertices u, v of V (f ) ∪ V (f ). If such faces and cycle exist, then remove all vertices in the interior of R and add the edge uv. In case the two paths between u and v on Y are both odd, we additionally subdivide the newly added edge uv to ensure that f and f remain odd.
We now present the final two reduction rules. Each relies on the following operation. • If (G, A(G), B(G), T, k) has a solution C with v ∈ C, then (G , A(G ), B(G ), T , k − 1) has a solution; The equivalent operation for Plane Odd Cycle Transversal is simply the deletion of the vertex v and reducing k by 1. (G, A(G), B(G), T, k) , then there is a solution that contains v.
Proof. Assume that v ∈ C, or the lemma would already follow. Since the rule of Lemma 4.6 is inapplicable, there is a terminal in X. Moreover, no terminal in X ∩ T neighbors u, because any such terminal would be in L and thus not in X. Since every terminal has to have a neighbor in C, it follows that C ∩ X = ∅. Therefore, C = (C \ X) ∪ {v} is not larger than C. We claim that C is still a solution. To this end, first consider C ∪ {v}. For Plane Odd Cycle Transversal, the rule is already true for a bound of 5k, because T contains no twins.
Lemma 4.8 and 4.9, when combined with Lemma 4.7, naturally lead to two reduction rules. After exhaustively applying all the reduction rules in this section, each vertex of B(G) neighbors at most 6k terminals. This rule is immediate from Observation 4.3 and the fact that any solution contains at most k vertices that are each adjacent to at most 6k terminals by Lemma 4.9. For Plane Odd Cycle Transversal, the rule is already true for a bound of 5k 2 .
Reducing the diameter and obtaining the kernel
We now reduce the diameter of the graph. Our arguments here are a generalization of the arguments of Fiorini et al. [10] in their FPT-algorithm for Plane Odd Cycle Transversal. Proof. Suppose for sake of contradiction that v ∈ C has distance at least k + 1 to each vertex of T in
Since C is minimal, there are two connected components X and
with an odd number of terminals. Let x ∈ X ∩ T and y ∈ Y ∩ T . Consider a shortest path in G[C ∪ A(G)] from x to v. This path P is fully contained in G[V (X) ∪ {v}] and has length at least k + 1. As P connects vertices on opposite sides of the bipartite graph,
Since X and Y are vertex disjoint, it follows that |C| ≥ 2k/2 + 1 > k, a contradiction. Lemma 4.13. We can safely answer NO, or we can compute, in polynomial time, disjoint subgraphs G 1 , . . . , G of G for some ≤ k such that:
1. the graphs G i jointly contain all terminals;
2. for each i and for each vertex v ∈ V (G i ), there is a terminal t ∈ T ∩ V (G i ) that can reach v by a path of at most k + 2 edges;
Proof. For each terminal t ∈ T , let B(t) be the set of all vertices within distance k + 2 of t. Let G 1 , . . . , G be the connected components of G[ t∈T B(t)]. If > k, then G has more than k terminals with disjoint neighborhoods in B(G), and we can safely answer NO. We now consider the properties set forth in the lemma statement:
1. True by construction and the definition of the function B. This finishes the proof.
For Plane Odd Cycle Transversal, we make sure to define B(t) as the set of all faces and vertices within distance k + 2 or k + 3 in R(G) of an odd face, depending on whether k is odd or even respectively. This ensures that the graphs G i each correspond to a union of faces of G and their incident vertices.
Property 2 of Lemma 4.13 implies that each constructed subgraph
, which is O(k 3 ) using Observation 4.10. The proof of Theorem 4.14 employs an additional argument to obtain a quadratic-size Steiner tree to cut open.
We are now ready to present the kernel.
Theorem 4.14. Plane Bipartite Steiner T -join has a kernel of size O(k 425 ).
Proof. We first exhaustively apply the reduction rules of Subsection 4.1 until each vertex of B(G) neighbors at most 6k terminals. The rules can clearly be executed exhaustively in polynomial time. As per Observation 4.10, we may assume that |T | ≤ 6k 2 . Then we apply Lemma 4.13 and consider each of the subgraphs G i separately.
2 . Moreover, we can assume that |T i | is even, or we can safely answer NO.
We construct a small set
] is connected and contains T i . Start by adding T i to A i . Then, we find a subset T i of T i such that the sets N Gi (t) are pairwise disjoint for t ∈ T i by the following iterative marking procedure: add any unmarked t ∈ T i to T i and then mark all terminals in N Gi (N Gi (t)). It follows from Observation 4.3 that |T i | ≤ k, or we can safely answer NO. Now apply Lemma 2.1 to find a Steiner tree of at most (2(k + 2) + 1) (|T i | − 1) edges (and vertices) on T i . Add these vertices to A i . Finally, for each t ∈ T i , let t ∈ T i be a terminal such that t ∈ N Gi (N Gi (t )) ∪ {t } and add an arbitrary vertex of Figure 3 . This also yields a natural mapping π from E(Ĝ i ) to E(G i ) and from V (Ĝ i ) to V (G i ). Finally, we observe that the terminals T i are all on the outer face ofĜ i and thatĜ i is a connected plane partitioned graph. Now apply Theorem 3.1 toĜ i and letG i be the resulting graph. Let
) edges, and thus so has
Also note that each of the reduction rules, the above marking procedures, and F itself can be computed in polynomial time.
We claim that (F, A(F ), B(F ), T, k) is a kernel. Since F is a subgraph of G, it follows that if (F, A(F ), B(F ), T, k) has a solution, then so does (G, A(G), B(G), T, k). Now let C be a minimum solution for (G, A(G), B(G), T, k).
Consider some i and let J i be a T -join of
We show how to find a connected subgraph Z of F i (and thus 
(π(V (H)), π(E(H))).
Observe that, by construction, Z is a subgraph of F i with the claimed properties. In particular, observe that althoughẐ can be much larger than Z due to the duplication of vertices of Z ∩ S i when G i was cut open along S i , we de-duplicate these vertices when using π(V (H)).
Consider the union J i of all these connected subgraphs Z over all connected components Z of
the union of Z ∩ T over all these connected components Z. We note that the sets Z(ZZ) induce a partition of the connected components of G i [J i ]. Observe that the parity of |ZZ ∩ T | is equal to the sum (mod 2) of the parities of the corresponding connected components of G i [J i ], and thus, equal to 0. It follows that
. By repeating this procedure for all i, it follows from the proof of Lemma 4.13 that the union of these solutions is a solution for (G, A(G), B(G), T, k). Moreover, any T -join that is contained in this solution is fully contained in F . Hence, (F, A(F ), B(F ), T, k) has a solution, and the claim follows.
Combining Lemma 4.2 and Theorem 4.14, we obtain the following: 
Vertex Multiway Cut
In this section we develop a polynomial kernel for Planar Vertex Multiway Cut, which is formally defined as follows.
Planar Vertex Multiway Cut (MwC)
Parameter: k. Input: A planar graph G, a set of terminals T ⊆ V (G), and an integer k. Question: Is there a vertex set X ⊆ V (G) \ T of size at most k such that each connected component of G \ X contains at most one terminal?
We refer to a vertex multiway cut for terminal set T as a T -multiway cut. Before presenting the technical details, we describe the main idea in applying the Steiner tree sparsification to Planar Vertex Multiway Cut. Let G be a plane graph whose outer face walk ∂G is a simple cycle and let X ⊆ V (G). ObtainĜ from G by inserting a vertex v f inside every finite face f , making v f adjacent to all vertices that lie on f ; that is,Ĝ is an overlay graph after removal of the vertex corresponding to the outer face. Let F denote the set of inserted face-vertices. Suppose that set X ⊆ V (G) mimics the set X in the following way: for each Y ⊆ X ∩ V (∂Ĝ) which is contained in a single connected component ofĜ[X ∪ F ], the set Y is contained in a single connected component ofĜ[X ∪ F ]. Then for every pair of vertices u, v ∈ V (∂G), if X is a (u, v)-cut in G then X is also a (u, v)-cut in G. Hence by preserving minimum connectors for subsets of boundary vertices ofĜ, we can preserve minimum solutions to Planar Vertex Multiway Cut in the setting that all terminals lie on the outer face. In combination with a cutting-open step to achieve such a setting, this yields the kernel.
Preparing the graph to be cut open
To allow the graph to be "cut open" to obtain a face of size k O(1) that contains all neighbors of the terminals, we employ a preprocessing step based on outerplanarity layers of the graph. Definition 5.2. For a plane graph G, let T(G) be the simple graph obtained by simultaneously contracting all edges uv whose endpoints belong to the same outerplanarity layer, discarding loops and parallel edges. For a node u ∈ V (T(G)), let κ(u) ⊆ V (G) denote the vertex set of G whose contraction resulted in u.
Let idx G (u) denote the outerplanarity index that is shared by all nodes in κ(u). For a subtree T of T(G), define κ(T ) := v∈V (T ) κ(v).
For nonadjacent nodes x, y of a tree T , let int T (x, y) denote the set of internal nodes on the unique simple xy-path in T . We define the following:
• T [xy, x] is the tree in the forest T \ int T (x, y) that contains x.
• T [xy, int] is the tree in the forest T \ {x, y} that contains int T (x, y).
We omit the argument G when it is clear from the context. We utilize several properties of this definition.
Lemma 5.3. For a connected plane graph G and the associated contraction T(G) based on the outerplanarity layers L 1 , . . . , L m , the following holds:
1. T(G) is a tree.
For any node u ∈ V (T(G)), the graph G[κ(u)] is connected.
3. If x, y are distinct vertices of T(G), then for any internal node z of the unique xy-path in T(G), the set κ(z) is a (κ(x), κ(y))-cut in G.
There is a unique node v
Proof. (1) Proof by induction on the number m of outerplanarity layers of G. If m = 1 then all vertices are in the same outerplanarity layer. The contraction process therefore contracts all edges, which results in the 1-vertex tree since G is connected.
. . , L m be the outerplanarity layers of G and let G := G \ V (L 1 ). Let G 1 , . . . , G t be the connected components of G . Since G is connected, the graph G[L 1 ] is connected and will be contracted to a single vertex by the process that builds T(G). Again using connectivity, each connected component G i of G is adjacent to a vertex on L 1 . By planarity of the embedding, vertices of L 1 are only adjacent to vertices of L 2 . Hence T(G) can be obtained by taking the disjoint union of T(G 1 ), . . . , T(G t ), adding a new root node r to represent the contraction of L 1 , and for each i ∈ [t] making r adjacent to the unique node of T(G i ) that represents the contraction of L 2 ∩ V (G i ). Since each T(G i ) is a tree by induction, the resulting graph T(G) is a tree.
(2) By definition, for a node u ∈ V (T(G)) the set κ(u) consists of the vertices in G whose contraction resulted in u. So any two vertices of κ(u) are connected in G by a path of contracted edges.
(3) By the nature of contractions we have for any edge uv in G that u and v are contracted to the same node of T(G), or are contracted to adjacent nodes of T(G). This means that any uv-path in G projects to a walk in T(G) connecting the contraction of u to the contraction of v. So if x, y are distinct vertices of T(G) and z is an internal node of the xy-path in T(G), then any κ(x)κ(y)-path P in G projects to an xy-walk in T(G), which therefore visits z. Consequently, P contains a vertex of κ(z). Hence κ(z) intersects every path between κ(x) and κ(y) in G and forms a (κ(x), κ(y))-cut. 
is the set of vertices on the outer face of G. Since up is an edge of T(G) that was obtained by contractions, there is a vertex v u ∈ κ(u) that is adjacent in G to a vertex v p ∈ κ(p). When removing L 1 and all its incident edges from G, the vertex v p disappears from the outer face, and also the drawing of the edge v u v p disappears from the outer face, thereby placing v u on the outer face of the resulting graph. It follows that idx
For idx G (p) > 1, consider the graph G obtained from G by removing the vertices on the outer face. Since (4) shows that the root v 1 is the unique vertex of T(G) with idx G (v 1 ) = 1, while idx G (p) > 1, it follows that κ(p) is disjoint from L 1 . Since u is a child of p and therefore not the root, we also know that κ(u) is disjoint from L 1 . From the given definitions, it follows that for all vertices of G , their outerplanarity index in G is one smaller than in G. Moreover, from the construction of T(G) and the proof of (1) it follows that T(G) can be obtained from the trees T(G i ) of the connected components G i of G by inserting a root vertex and attaching it to the single vertex in each of the trees T(G i ) that represents vertices of L 2 . Hence there is a component G i of G that contains κ(u) and κ(p), and T(G i ) corresponds to a subtree of T(G) rooted at a child of the root. Since the outerplanarity index of vertices in G is exactly one lower than in G, while u is a child of p in T(G i ), (5) follows by induction.
At several points in the remainder, we will consider T(G) to be a rooted tree rooted at the node identified in (4). We also utilize the following property of the contraction T(G).
Observation 5.4. If G is a connected plane graph and node u is adjacent to node p in T(G), then for every vertex v u ∈ κ(u) ⊆ V (G) there is a vertex v p ∈ κ(p) ⊆ V (G) such that u and v are incident on a common face of G.
Definition 5.5. Let G be a connected plane graph, let T ⊆ V (G) be a set of terminals, and consider the contraction T(G). We call a node u ∈ V (T(G)) a terminal node if κ(u) ∩ T = ∅. We call a node u ∈ T(G) important if it is a terminal node, the root of T(G), or if at least two subtrees rooted at distinct children of u contain a terminal node.
The above definition implies that the set of important nodes is closed under taking lowest common ancestors. Standard counting arguments on trees show that the number of non-root non-terminal important nodes is less than the number of terminal nodes. This yields the following: Observation 5.6. For any connected plane graph G and terminal set T , there are at most 2|T | important nodes in T(G).
The following lemma shows how this tree structure helps to identify vertices that can be avoided by an optimal solution.
Lemma 5.7. Let (G, T, k) be a connected plane instance of MwC. Let u, v be distinct important nodes of T := T(G) and w 1 , . . . , w r be the internal nodes of the uv-path in T in their natural order, such that r ≥ 2(k + 1) and none of the nodes in T[uv, int] are important. For each pair of nodes x ∈ {w 1 , . . . , w k+1 } and y ∈ {w r−k , . . . , w r }, let K xy be a minimum (κ(x), κ(y))-cut in G if such a cut has size at most k, and let K xy := ∅ otherwise.
Then for any T -multiway cut X ⊆ V (G) \ T in G of size at most k, there is a T -multiway cut X such that:
3. X ∩ κ(T[w k+1 w r−k , int]) ⊆ x,y K xy where x, y ranges over combinations as above.
The lemma essentially says that in the subgraph H of G corresponding to a long path of T(G) without important nodes, any multiway cut X of size at most k in G can be rearranged so that from the vertices represented in the middle of the path (strictly between w k+1 and w r−k ), it only removes vertices from one of the size-at-most-k cuts K xy .
Proof of Lemma 5.7. Assume the stated conditions hold and let X be a multiway cut of size at most k. The sets κ(w 1 ), . . . , κ(w r ) are vertex-disjoint, implying that X is disjoint from one of the first k + 1 and one of the last k+1 sets. Choose x from the first k+1 sets and y from the last k+1 sets such that X ∩κ(x) = X ∩κ(y) = ∅. We distinguish two cases, depending on whether X forms a (κ(x), κ(y))-cut or not.
Proof. Suppose that X is not a (κ(x), κ(y))-cut in G, implying that there is a path from a vertex in κ(x) to a vertex in κ(y) in G \ X. Since the sets G[κ(x)] and G[κ(y)] are connected by Lemma 5.3, every vertex of κ(x) can reach every vertex of κ(y) in G \ X.
Assume for a contradiction that X is not a multiway cut in G and let t, t be distinct terminals that are connected by a path P in G \ X . Since X is a multiway cut while X is not, we know X ∩ κ(T[xy, int]) contains a vertex of P . We make a further distinction on where t and t are represented in T. Let u t , u t ∈ V (T) such that t ∈ κ(u t ) and t ∈ κ(u t ). . We make a distinction depending on whether these important nodes belong to the same tree, or to different trees.
First, suppose u t and u t belong to the same tree and assume without loss of generality (by symmetry) that u t , u t ∈ V (T[xy, x]). This implies that in T, node x intersects every path from u t to int(x, y), and also intersects every path from u t to int(x, y). Since P contains a vertex from X ∩ (κ(T[xy, int])), by Lemma 5.3 this implies that starting from t, path P visits a vertex from κ(x) before any vertex of κ(T[xy, int]). Similarly, traversing P backwards from t we have that P visits a vertex from κ(x) before any vertex of κ(T[xy, int]). Let P t denote the subpath from t to the first vertex in κ(x), and P t the subpath from the last vertex of κ(x) to t . Then paths P t and P t are disjoint from X, since they are disjoint from κ(int(x, y)) while X \κ(int(x, y)) equals X \ κ(int(x, y)). But then we can find a path from t to t in G \ X by first traversing P t , moving from the κ(x)-endpoint of P t to the κ(x)-endpoint of P t through G[κ(x)] which is connected and disjoint from X, and ending with P t . This contradicts that X is a solution in G.
Now suppose that u t and u t belong to different trees, say u t ∈ V (T[xy, x]) and u t ∈ V (T[xy, y]). Since P visits a vertex of T[xy, int], while x separates u t from T[xy, int] in T, we know P passes through κ(x); let P t be the subpath from P starting at t to its first occurrence of κ(x), which is disjoint from κ(T[xy, int]). Similarly, y separates T[xy, int] from u t in T, and therefore the subpath P t from the last occurrence of κ(y) to t is disjoint from T[xy, int]. Let P xy be a path in G \ X from the κ(x)-endpoint of P t to the κ(y)-endpoint of P t , which exists by the observation in the beginning of the proof. But then the concatenation of P t , P xy , and P t forms an xy-path in G \ X, contradicting that X is a multiway cut.
Proof. We first show that X ∩ κ(T[xy, int]) is also a (κ(x), κ(y))-cut in G. This follows from the fact that all minimal paths from a vertex of κ(x) to a vertex of κ(y) have their interior vertices in κ(T[xy, int]) as a consequence of Lemma 5.3. This also implies that K xy ⊆ κ(T[xy, int]). Since |X| ≤ k and X is a (κ(x), κ(y))-cut in G, a minimum (κ(x), κ(y) )-cut in G also has size at most k and therefore K xy is such a cut, rather than ∅.
Since X ∩ κ(T[xy, int]) is a (κ(x), κ(y))-cut in G, which is replaced by the minimum (κ(x), κ(y))-cut K xy to obtain X , it follows that |X | ≤ |X|. It remains to prove that X is a multiway cut in G.
Assume for a contradiction that P is a path between distinct terminals t, t in G \ X , and let u t , u t ∈ V (T) such that t ∈ κ(u t ) and t ∈ κ(u t ). If u t and u t both belong to the same tree of {T[xy, x], T[xy, y]}, then the same argument as in the proof of Claim 5.8 yields a contradiction, since we have not changed the solution outside the set κ(T[xy, int]). So each of the two trees contains one of the important nodes u t , u t , as important nodes cannot be in T[xy, int]. This implies that both x and y lie on the path in T from u t to u t . By Lemma 5.3, both κ(x) and κ(y) are (t, t )-cuts in G. So P intersects both κ(x) and κ(y), and provides a path from κ(x) to κ(y) in G \ K xy . But this contradicts that K xy is a (κ(x), κ(y))-cut in G.
Using these two claims, we complete the proof. In both cases, we have shown that X is a multiway cut not larger than X. We only remove or replace a part of X within κ(T[uv, int]), while the replacement cut K xy is contained in κ(T[xy, int]) ⊆ κ(T[uv, int]) as noted in the second claim. Hence we have (2) . Finally, we built X from X by removing all vertices from κ(T[xy, int]) and inserting some cut K xy . Since x is one of the first k + 1 nodes on the uv-path in T, and y is one of the last k + 1 nodes, it follows that the intersection of X with the nodes in the middle is a subset of a cut K xy , which yields (3). This concludes the proof of Lemma 5.7.
Using Lemma 5.7 we can identify a set of nodes R ⊆ V (T(G)) in a connected instance (G, T, k) of MwC, with the guarantee that if there is a solution of size at most k, there is one contained in κ(R). If we treat vertices outside κ(R) as 'forbidden to be deleted', then we can safely contract edges between such vertices without changing the answer. As we show later, these contractions reduce the diameter of the plane graph and allow us to find a bounded-size tree in an overlay graph that can be used to cut the graph open.
Lemma 5.10. There is a polynomial-time algorithm that, given a connected plane instance (G, T, k) of MwC, outputs R ⊆ V (T(G)) containing all important nodes such that:
of size at most |X| with X ⊆ κ(R).
2. for each important node u of T(G), the path in T(G) from u to the root contains O(|T |k 3 ) nodes from R.
Proof. Consider T := T(G). From T we derive a related tree T whose vertex set consists solely of the important nodes of T (Definition 5.5) by repeatedly contracting edges that have one important endpoint and one non-important endpoint. We think of contracting such edges into the important endpoint, whose identity is preserved. The resulting tree T has at most 2|T | nodes by Observation 5.6. Since the set of important nodes is closed under taking lowest common ancestors, for each edge uv of T , either u and v are adjacent in T or T[uv, int] contains only non-important nodes. Define R ⊆ V (T) as follows:
• Initialize R ⊆ V (T) as the important nodes of T.
• Add every node of T that does not lie on a simple path between important nodes to R.
• For each edge uv of T between important nodes u and v, do the following.
-If int T (u, v) contains at most 2(k + 1) nodes, then add all nodes of T[uv, int] to R.
-If int T (u, v) contains more than 2(k + 1) nodes w 1 , . . . , w r , then add all nodes of T[uv, int] \ T[w k+1 w r−k , int] to R. (The added nodes are the first and last k + 1 internal nodes of the uv-path, together with all nodes that do not lie on the simple uv-path but belong to pendant trees that attach to the first or last k + 1 internal nodes of the uv-path.) Then consider the set of at
It is straightforward to implement this procedure in polynomial time. We prove that the set R defined in this way has the desired properties.
First consider (1) . The only nodes of T that do not belong to R, are those nodes z that belong to int T (u, v) for an edge uv of T , but which are neither among the first nor last (k+1) nodes of int T (u, v), are not contained in trees that attach to one of the first or last k + 1 nodes of int T (u, v), and for which κ(z) contains no vertex of a selected cut K xy . If there is a multiway cut X in G of size at most k, then we can apply Lemma 5.7 once for each edge uv of T to transform this into another multiway cut X with |X | ≤ |X|. Applying the lemma to an edge uv with int T (u, v) = {w 1 , . . . , w r } ensures that X ∩ κ(T[w k+1 w r−k , int]) ⊆ x,y K xy ⊆ κ(R). Since the second property of Lemma 5.7 ensures that the solution stays the same outside κ(T[uv, int]), by applying the lemma for each edge of T we find a multiway cut X with |X | ≤ |X| and X ⊆ κ(R).
To prove (2), consider an important node u of T. If u is the root then the desired property is trivial. Otherwise, let u = v 1 , . . . , v s be the important nodes that lie on the path from u to the root and recall that the root itself is important.
: the first and last k + 1 nodes on the v i v i+1 -path belong to R, along with each node z of T for which κ(z) ∩ ( x,y K xy ) = ∅. Since we considered O(k 2 ) cuts K x,y , each of size at most k, the claimed bound of O(k 3 ) nodes for each i ∈ [s − 1] follows. As s ≤ 2|T |, this proves (2).
Definition 5.11. Let (G, T, k) be a connected plane instance of MwC and T := T(G). For a set R ⊆ V (T), define G/R as the simple plane graph G obtained by simultaneously contracting each edge for which neither endpoint belongs to κ(R) (and removing loops and parallel edges).
Recall that d
R G (u, v) denotes the radial distance between u and v in a plane graph G.
Lemma 5.12. Let (G, T, k) be a connected plane instance of MwC. Let R ⊆ V (T(G)) be a superset of the important nodes such that each path in T(G) from an important node to the root contains at most vertices from R, and consider the graph G/R. Then for each terminal t ∈ T , for each vertex x on the outer face of G/R, we have d
Proof. Consider an arbitrary terminal t ∈ T and vertex x on the outer face of G/R. Note that G and G/R have exactly the same vertices on their outer face, since the outer face corresponds to the root of T(G), which is an important node by definition and whose vertices are therefore not contracted. We first construct a radial path P G from t to x in G and then argue it can be transformed to a boundedlength radial path in G/R. Let u 1 be the node of T(G) for which t ∈ κ(u 1 ), and let u 1 , u 2 , . . . , u m with u m the root of T(G) denote the simple path from u 1 to the root. By Observation 5.4, vertex t is incident on a common face with a vertex of κ(u 2 ), where u 2 is the parent of u 1 in T(G). Hence a radial path in G can move from t to a vertex of κ(u 2 ) in a single step. Repeated application of Observation 5.4 yields a radial path consisting of vertices t = v 1 ∈ κ(u 1 ), v 2 ∈ κ(u 2 ), . . . , v m ∈ κ(u m ) with v m on the outer face of G. As v m and x are both on the outer face, a radial path can connect them in a single step. Hence P G := v 1 , . . . , v m , x is a radial path in G. Next we show how P G transforms into a bounded-length radial path between t = v 1 and x in G/R.
Consider i < j ∈ [m] such that no nodes of u i , u i+1 . . . , u j belong to R. Then the construction of G/R contracts all edges between vertices in κ({u i , . . . , u j }). Each set κ(u ) for i ≤ ≤ j induces a connected subgraph of G by Lemma 5.3. Since u i , . . . , u j is a path in T(G), which is a contraction of G, there is an edge between κ(u ) and κ(u +1 ) for each i ≤ < j. Hence κ({u i , . . . , u j }) induces a connected subgraph of G and is contracted to a single vertex v U when building G/R. This implies that every vertex of κ(R) that shares a face of G with a vertex of κ({u i , . . . , u j }), will share a face with v U in G/R.
The above argument shows that, in the radial path P G , we can replace any maximal sequence v i , . . . , v j of consecutive vertices that do not belong to κ(R), by the single vertex v U into which v i , . . . , v j are all contracted, while ensuring that v U shares a face of G/R with v i−1 ∈ κ(R) and v j+1 ∈ κ(R). Since P G \ x contains at most vertices from R by assumption, we have that P G itself uses at most + 1 vertices of R and hence there are at most maximal consecutive subsequences of vertices not in κ(R). Replacing each of these subsequences by a single vertex yields a radial path of ( + 1) + vertices in G/R connecting t = v 1 to vertex x on the outer face. Hence d
We are almost ready to state the main result of this subsection. It will show how a planar instance of MwC can be preprocessed so that it can be cut open by a small tree in an overlay graph that contains all the neighbors of the terminals, thereby ensuring that they appear on a single face. To allow a tree containing all of N G (T ) to have size polynomial in k, we need existing linear-programming based reduction rules to decrease the number of terminals and their degrees in terms of k. These were presented in earlier work [4, 14, 16, 28] , and are summarized in the following lemma.
Lemma 5.13. There is a polynomial-time algorithm that, given an instance (G, T, k) of Planar Vertex Multiway Cut, either correctly determines that the answer is no or outputs an equivalent planar instance (G , T , k ) such that k ≤ k, |T | ≤ 2k , and each vertex of T has at most k neighbors in G .
Proof. Exhaustively apply Reductions 1, 2, 3, and 5 by Cygan et al. [4] to reduce an instance.
Since these reductions involve vertex deletions and edge contractions and never increase k, they preserve planarity of the graph and ensure k ≤ k. If k ≤ 0 then the answer to the instance is no as all rules they employ are proven to be safe. The bound on the number of terminals in T follows from their Lemma 2.7. Their Lemma 2.4 proves that after exhaustive reduction, for any terminal t ∈ T the set N G (t) is the unique minimum (t, T \ {t}) cut in G . Hence if any terminal has more than k neighbors, it cannot be separated from the remaining terminals by k deletions and the answer is no.
Using Lemma 5.13 and the contraction reductions described above, we prove the main result of this subsection. It shows how to prepare an instance to be cut open. Recall that L(G) denotes an overlay graph of G.
Lemma 5.14. There is a polynomial-time algorithm that, given an instance (G, T, k) of Planar Vertex Multiway Cut, either correctly decides its answer is no, or constructs a plane graph G , a terminal set T ⊆ V (G ) of size at most |T |, an integer k ≤ k, a vertex set Z ⊆ V (G ) \ T , and a subgraph H of L(G \ T ) with the following properties.
1. Graph G has a T -multiway cut X ⊆ V (G) \ T of size at most k if and only if G has a T -multiway cut
Proof. Let (G, T, k) be an instance of Planar Vertex Multiway Cut. Apply Lemma 5.13 to obtain the answer no or an equivalent instance (Ĝ,T ,k) with |T | ≤ 2k ≤ 2k in which each terminal has degree at mostk. Compute a plane embedding ofĜ using a polynomial-time algorithm for planar embedding (e.g. [18] ). IfĜ consists of multiple connected componentsĜ 1 , . . . ,Ĝ m , then compute a plane embedding of each component individually and draw it in the infinite (outer) face, thereby ensuring that no connected component is drawn within a face bounded by the drawing of another component. Apply Lemma 5.10 with parameterk to each componentĜ i ofĜ, usingT ∩ V (Ĝ i ) as the terminal set. Each application results in a set R i ⊆ T(Ĝ i ) containing all important nodes. Let G be the disjoint union ofĜ i /R i for all i ∈ [m], with the embedding of the contracted graphs naturally inherited from the embedding ofĜ. Let Z be the vertices of G that were involved in edge contractions, so that
The graph G with vertex set Z, terminal set T :=T , and budget k :=k are output by the procedure. Since all vertices involved in edge contractions belong to Z, any T -multiway cut X ⊆ V (G ) \ (T ∪ Z) in G also forms a T -multiway cut inĜ. In the other direction, ifĜ has aT -multiway cut of size at most k, then by (1) of Lemma 5.10 there is a T -multiway cut of G disjoint from Z. By the equivalence of (G, T, k) and (Ĝ,T ,k) this establishes (1) .
To complete the proof, we describe the construction of the tree H in L(G \ T ). The connected components of G areĜ i /R i for i ∈ [m]. The combination of Lemmas 5.10 and 5.12 ensures that each terminal of T ∩ V (G i ) has radial distance O(|T ∩ V (G i )|k
3 ) to a vertex on the outer face of G i , which is also the outer face of G . Since the overlay graph of G has a vertex inside each face of G i that connects to the vertices incident to that face, a radial uv-path in G i of length yields a normal uv-path in L(G ) with at most 2 edges. By Lemma 5.12 and the guarantee on R i provided by Lemma 5.10, each terminal of
to a vertex on the outer face of G i . Consequently, for each terminal of T there is a path of O(k 4 ) edges in L(G ) to a vertex on the outer face of G , which can be found in polynomial time by breadth-first search in the radial graph. Since all vertices on the outer face of G are connected by a path of two edges in L(G ), the union of these paths for all |T | ≤ 2k, together with connecting edges via the outer-face representative, yield a subgraph H of L(G ) with O(k 5 ) edges that spans all vertices of T . Since H is the union of O(k) simple paths, its maximum degree is O(k).
We turn H into the desired tree H as follows. Observe that the removal of a terminal t ∈ T from G creates a face f t incident with all vertices of N G (t). Since an overlay graph contains a vertex v ft inside this face, for each t ∈ T there is a star subgraph S t in L(G \ T ) centered at v ft containing all vertices of N G (t), which has |N G (t)| ≤k edges. For each t ∈ T , replace the edge(s) incident on t in H by the star subgraph S t . This results in a connected subgraph of
edges that spans N G (T ). Since each of the star centers has degree O(k) in this connected subgraph, while the degree of the other vertices increases by at most one for each terminal compared to H, this connected subgraph still has maximum degree O(k). We obtain the desired tree H by taking a spanning tree of this connected subgraph.
Obtaining a kernel
Theorem 5.15. Planar Vertex Multiway Cut has a polynomial kernel.
Proof. Let (G 0 , T 0 , k 0 ) be an instance of Planar Vertex Multiway Cut. Apply Lemma 5.14 to obtain an instance (G, T, k) with k ≤ k 0 , along with a vertex set Z ⊆ V (G)\T and a tree H on O(k 5 ) edges of maximum degree O(k) in the multigraph L(G \ T ) containing all vertices of N G (T ). Then G 0 has a T 0 -multiway cut of size at most k 0 if and only if G has a T -multiway cut of size at most k that is disjoint from Z. We assume that T is an independent set in G, as otherwise we may output a constant-size no-instance. We cut the tree H in L(G \ T ) open to produce a graphĜ, as follows. Create an Euler tour W of H that traverses each edge twice, in different directions, and respects the plane embedding of H. Duplicate each edge of H, replace each vertex v of H with d H (v) copies of v, where d H (v) is the degree of v in H, and distribute the copies of edges and vertices in the plane embedding to obtain a new face B whose boundary is a simple cycle corresponding to the Euler tour W . LetĜ denote the resulting graph, and embed it so that B is the outer face ∂Ĝ of G. There is a natural surjective mapping π from
, which maps edges and vertices ofĜ to the edges and vertices of L(G \ T ) from which they were obtained. We denote by π −1 the inverse mapping, that associates to every edge or vertex of L(G \ T ) the set of its copies inĜ, and extend this notation to subsets of V (L(G \ T )) and E(L(G \ T )). Since H spans all vertices of N G (T ), all vertices of π −1 (N G (T )) appear on the outer face ofĜ. In the following, we refer to the vertices of a path P that are not endpoints as the interior vertices of the path. Path P avoids a vertex set Y in its interior if the interior vertices are disjoint from Y . The construction ofĜ gives the following property. 
The following claim shows that vertices incident on a common finite face ofĜ are adjacent, or have a common neighbor that is a representative of a face of G \ T .
Claim 5.17. Ifp,q are distinct vertices ofĜ that are incident on a common finite face ofĜ, thenpq ∈ E(Ĝ)
Proof. By definition of an overlay graph, if a face In the following claim we show how a separation of vertices on ∂Ĝ corresponds to a connectivity property of the separator in the cut-open overlay graph. Later, we will use this to characterize multiway cuts in G by Steiner trees connecting terminals from ∂Ĝ. Recall that F (G \ T ) is the set of faces of G \ T , and that L(G \ T ) has a vertex for each such face. 2. There is a connected component C of the graphĜ[π −1 (X ∪ F (G \ T ))] containing verticesx,ŷ ∈ V (∂Ĝ) ∩ V (C) such thatx,ŷ,û,v are all distinct and their relative order on ∂Ĝ is (û,x,v,ŷ).
Proof. (2)⇒(1) Suppose there is such a connected component C, consisting solely of vertices of the cut-open graphĜ that are copies of the cut X or copies of face-vertices of the overlay graph. Let P be a path fromx toŷ within C. Then we can obtain a closed curve γ that traces along path P fromx toŷ, and connectsŷ back tox around the outside of the disk bounded by ∂Ĝ. The relative order of (û,x,v,ŷ) ensures that the curve γ separates the plane into one region containingû and another containingv. Since γ does not intersect the drawing ofĜ[π −1 (V (G) \ (T ∪ X))], this shows there is no path betweenû andv in that graph. (1)⇒(2) Suppose there is no path betweenû andv with the prescribed properties. This means that in the subgraph ofĜ obtained by removing (copies of) face-representatives and removing copies of X, verticesû andv belong to different connected components Cû and Cv. Hence there exists a closed curve γ in the plane that does not intersect the drawing ofĜ[π −1 (V (G) \ (T ∪ X))], such that the drawing of Cû is contained in the interior of γ and Cv is contained in the exterior. Recall that ∂Ĝ is a simple cycle containing pointsû andv. Hence the drawing of ∂Ĝ \ {û,v} consists of two open intervals I 1 , I 2 . To separateû fromv, the separating curve γ must contain a segment γ that connects a point x on I 1 to a point y on I 2 through the interior of ∂Ĝ; see Figure 4 . By locally adjusting the curve γ , we can obtain a curve γ * through the interior of the disk bounded by ∂Ĝ that connects a vertexx whose drawing lies on I 1 , to a vertexŷ whose drawing lies on I 2 , such that γ * does not intersect the drawing ofĜ at edges, and does not intersect the drawing at vertices of π −1 (V (G) \ (T ∪ X)). Hence γ * only intersects the drawing ofĜ at vertices of the form π −1 (X ∪ F (G \ T )), representing copies of X and copies of representatives of faces of G \ T . Let C ⊆ π −1 (X ∪ F (G \ T )) denote the vertices intersected by γ * . We claim that all vertices of C belong to a common connected component
], which will establish (2). To prove the desired connectivity of C , it suffices to argue that any two vertices p, q of C that are visited successively by γ * are either adjacent inĜ, or have a common neighbor in π −1 (F (G \ T )). But this follows directly from Claim 5.17, since successive vertices on C share a finite face ofĜ.
The following claim shows how T -multiway cuts of G relate to Steiner trees inĜ.
Claim 5.19. For any X ⊆ V (G) \ T , the following are equivalent:
• X is a T -multiway cut in G.
• For any pair of distinct terminals t, t ∈ T , for any path P in G from a vertex in N G (t) to a vertex in N G (t ), at least one of the following holds:
ii. Path P contains distinct vertices u, v ∈ V (H), such that the subpath of P between u and v contains no other vertices of V (H), and for anyû ∈ π
such thatx,ŷ,û,v are all distinct and their relative order on ∂Ĝ is (û,x,v,ŷ).
Proof. Observe that if X fails to be a T -multiway cut in G, then there are distinct terminals t, t ∈ T in the same connected component of G \ X, implying there is a path P from
and if we enumerate the vertices of V (P ) ∩ V (H) by x 1 ∈ N G (t), . . . , x n ∈ N G (t ) in their natural order along P , then each successive pair x i , x i+1 is connected by a subpath of P in (G \ T ) \ X whose internal vertices are disjoint from V (H). With this in mind, the following series of equivalences proves the claim.
The set X ⊆ V (G) \ T is a T -multiway cut of G.
⇔ For any distinct t, t ∈ T , set X hits each path P tt in G \ T connecting N G (t) to N G (t ).
⇔ For each such path P tt , set X contains a vertex of V (P tt ) ∩ V (H) or there is a subpath P uv of P tt whose interior avoids V (H) that starts and ends at distinct vertices u, v ∈ V (H), such that (G \ T ) \ X contains no path from u to v that avoids V (H) in its interior.
⇔ For each such path P tt , set X contains a vertex of V (P tt ) ∩ V (H) or there is a subpath P uv as above, such that for allû ∈ π −1 (u) andv ∈ π −1 (v), there is no path betweenû andv in the We will use Claim 5.19 to argue for the correctness of the kernelization later. We now prepare for the sparsification step. Rather than invoking Theorem 3.1 directly, we need to perform one additional step to encode the requirement that in the instance (G, T, k), we are looking for a multiway cut that avoids vertex set Z. So we have to ensure that the connecting subgraphs preserved by Theorem 3.1 do not use vertices of Z. To achieve that, we will subdivide the edges incident on vertices of Z so that using connections over Z would have prohibitively large cost, implying that low-cost Steiner trees avoid Z.
Formally, obtain a plane graph G * fromĜ as follows. Fix a constant α such that the maximum degree of the tree H we cut open is strictly less than α · k, which exists by the degree-bound O(k) for H. Since the number of copies into which a vertex is split when cutting open H is bounded by its degree in H, this implies |π
. For each edge uv ∈ E(Ĝ) for which at least one endpoint belongs to Z, replace the direct edge uv by a path of α · k 2 new vertices. Refer to the vertices inserted in this step as Z . To apply Theorem 3.1, we need to interpret G * as a plane partitioned graph. Since the outer face ofĜ was a simple cycle, so is the outer face of G * . Since L(G \ T ) is connected, so areĜ and G * . The face-representatives F (G \ T ) formed an independent set in L(G \ T ), and therefore π −1 (F (G \ T )) forms an independent set inĜ and therefore G * . Hence G * is a plane partitioned graph with B(G 
be the non-terminal non-Z vertices of the original graph G for which a copy was selected in the sparsifier G, so that |D| ≤ O(k 1484 ). The key to the correctness of the kernelization will be the following.
. . , C m could equivalently have been defined by replacingĜ with G * : this makes no difference since
as the vertices from the outer face contained in the component. Vertices in S i correspond to vertices and face-representatives of G\T . Recall that the cost of a subgraph C i of the plane partitioned graph G * was defined as |V (C i )∩B(G * )|. Since C i contains no vertices of Z , while each vertex x ∈ X ∩ V (G \ T ) contributes at most |π −1 (x)| < α · k vertices to the cost, the cost of C i is strictly less than α · k 2 . Since C i connects S i in G * , Theorem 1.1 guarantees there is a connected subgraph A i of G with cost(A i ) ≤ cost(C i ) that connects S i . We claim that A i \ (Z ∪ π −1 (Z)) still connects S i in G * (and therefore inĜ). This follows from the fact that vertices of Z each contribute one to the cost measure, and form degree-two paths of α · k 2 vertices in G * . Therefore a subgraph of cost less than α · k 2 cannot contain an entire chain of such vertices, and since the vertices of Z are buffered from the remainder of the graph by such chains, no vertices of Z appear in A i .
Using these sets A i , we define X :
it consists of the vertices in L(G \ T ) that represent vertices of G \ T not belonging to Z, for which at least one copy in the cut-open graph was selected in a connector A i . By construction we have X ⊆ D ⊆ V (G) \ (T ∪ Z). It remains to prove that |X | ≤ |X| and that X is a T -multiway cut.
For the size bound, let us consider how |X | relates to i∈ Since x ∈ X contributes f A (x) to i∈[m] cost(A i ) but only one to |X |, we have
Similarly,
Now, since the A i are minimum-cost connecting subgraphs, we have i∈[m] cost(A i ) ≤ i∈[m] cost(C i ). For the second term, observe that the only vertices x ∈ X for which f C (x) − 1 > 0 belong to the tree H that was cut open. Indeed, if x does not belong to V (H), then |π −1 (x)| = 1, and since at most one connected component C i contains x (for x would merge two such components together) we have f C (x) − 1 = 0. But for x ∈ X ∩ V (H), all vertices of π −1 (x) are on ∂Ĝ and therefore on ∂G * . Hence for each occurrence of x ∈ π −1 (x) in a component C i , we have x ∈ S i and the replacement component A i also contains x . So we have
which together with the above proves that |X | ≤ |X|.
As the last step of the proof of Claim 5.20, we prove that X is a T -multiway cut in G. By Claim 5.19 it suffices to prove that for each pair of distinct terminals t, t ∈ T , for any path P in G \ T from a vertex in N G (t) to a vertex in N G (t ), one of conditions (i)-(ii) from Claim 5.19 holds. Consider such a path P . Since X is a multiway cut, one of (i)-(ii) holds for X. We conclude by a case distinction.
• Suppose (i) holds for X since x ∈ X ∩ V (P ) ∩ V (H). Then π −1 (x) consists of one or more vertices on ∂Ĝ and therefore of ∂G * , so that there is at least one connected component C i containing a vertex of π −1 (x), implying π −1 (x) ∩ S i = ∅. Since the replacement subgraph A i contains S i , it follows that A i contains a vertex of π −1 (x) and therefore x ∈ X . Hence (i) also holds for X .
• Suppose (ii) holds for X: there is a subpath P of P between distinct vertices u, v ∈ V (H) that contains no other vertices of V (H), such that for any u ∈ π −1 (u) and
] containing x and y satisfying the given ordering condition. But for any choice of u and v , the witness vertices x and y belong to a common connected component C i considered in our construction above. As x and y appear on the outer face ofĜ and therefore G * , they appear in a common set S i . Hence the replacement subgraph A i connects both x and y , showing that X satisfies (ii). Observation 5.21. Graph G has a T -multiway cut of size at most k disjoint from Z if and only if G 1 has a T -multiway cut of size at most k that is disjoint from U 1 .
Initialize U 2 as a copy of U 1 , and shrink it by exhaustively applying the following reduction rule: while there are distinct u, v ∈ U 2 with N G1 (u) ⊆ N G1 (v), then remove vertex u from U 2 . Let
Since the removed vertices u can always be bypassed using the preserved vertices v, we have the following. Proof. Derive a planar bipartite graph Q from G 2 with bipartition into X := (T D) and Y := U 2 . Since U 1 was an independent set in G 1 , while vertices of U 2 have pairwise incomparable neighborhoods in G 2 , it follows that
We find that G 2 on vertex set T D U 2 has O(k 1484 ) vertices. To obtain the final kernelized instance of the original Planar Vertex Multiway Cut problem, we replace vertices U 2 which a solution is not allowed to delete, by grid-like substructures whose interconnections simply cannot be broken by a budget of k deletions. Observe that the vertex set U 2 is an independent set in G 2 . Obtain graph G 3 from G 2 as follows: for each u ∈ U 2 , let v Due to our choice of ordering, these edges can be drawn planarly.
Claim 5.24. Graph G 2 has a T -multiway cut of size at most k that is disjoint from U 2 , if and only if G 3 has a T -multiway cut of size at most k.
Proof. In the forward direction, any T -multiway cut X ⊆ V (G 2 ) \ (T ∪ U 2 ) is also a T -multiway cut in G 3 , since any path over an inserted grid in G 3 can be replaced by a vertex of U 2 to provide an equivalent path in G 2 . The reverse direction is more interesting.
Consider a vertex u ∈ U 2 . For any two distinct neighbors v i u , v j u ∈ N G2 (u), the grid that was inserted into G 3 to replace vertex u contains k + 1 pairwise internally vertex-disjoint paths P 1 , . . . , P k+1 between v u ∈ N G2 (u), we complete the proof. Suppose that X ⊆ V (G 3 ) \ T is a T -multiway cut in G 3 of size at most k. We show that X := (X ∩ V (G 2 )) \ U 2 is a T -multiway cut in G 2 of size at most k. Assume for a contradiction that G 2 \ X contains a path P between distinct terminals t, t . For every occurrence of a vertex u ∈ U 2 on P , the predecessor v i u and successor v j u of u on P are connected by k + 1 internally vertex-disjoint paths in G 3 . Hence X avoids at least one of these paths, showing that v i u and v j u are also connected in G 3 \ X. But by replacing each occurrence of a vertex from U 2 by a path through a replacement grid that is disjoint from X, we obtain a tt -path in G 3 that is not intersected by X; a contradiction. Claim 5.24 is the last link in a chain of equivalences, which shows that the answer to the original input (G 0 , T 0 , k 0 ) is identical to the answer to (G 3 , T, k). Each step of the transformation can be carried out in polynomial time. It remains to bound the size of G 3 . Its vertex set consists of T (size at most 2k), of D (size O(k 1484 )), and the vertices of the grids inserted to replace members of U 2 . Observe that the grid to replace a vertex u ∈ U 2 consists of (k + 1) 
Reductions to Vertex Planarization
In this section we show two reductions from Planar Vertex Multiway Cut (defined in Section 5): one to the disjoint version of Vertex Planarization, and one to the regular one. We start with recalling formal problem definitions.
Vertex Planarization
Parameter: k Input: A graph G and an integer k. Question: Does there exist a set X ⊆ V (G) such that G \ X is planar?
Disjoint Vertex Planarization
Parameter: k+-SInput: A graph G, a set S ⊆ V (G) such that G \ S is planar, and an integer k. Question: Does there exist a set X ⊆ V (G) \ S of size at most k such that G \ X is planar?
In the next two subsections, we show polynomial-parameter transformations from Planar Vertex Multiway Cut to Disjoint Vertex Planarization and Vertex Planarization.
Both reductions rely on the same idea: if a Vertex Planarization instance contains a large grid, the budget of k deletions is not able to effectively break it, and there is essentially only one way to embed it in the plane. If some parts of the graph are attached to vertices of the grid incident to faces far away from each other, a solution to Vertex Planarization needs to separate such parts from each other. This allows to embed a Planar Vertex Multiway Cut instance.
Formally, we rely on the following observation (see Figure 5 ).
Observation 6.1. Consider the following graph H 0 : we start with H 0 being a 4 × 4 grid with vertices x a,b , 1 ≤ a, b ≤ 4 (i.e., the vertex x a,b lies in a-th row and b-th column of the grid) and then add an edge x 2,2 x 2,4 but delete edges x 1,2 x 2,2 and x 1,4 x 2,4 . Then H 0 contains a K 5 minor and is therefore not planar. Proof. We proceed as in the proof of Lemma 6.2, but we need to make H thicker in order not to allow any tampering.
If |T | ≤ 1, then the input instance is trivial, and we can output G = ∅. Similarly, we output a trivial no-instance if two terminals of T are adjacent. Otherwise, fix a planar embedding φ of G and let T = {t 1 , t 2 , . . . , t |T | }. For every 1 ≤ i ≤ |T |, let d i be the degree of t i in G and let v . We now show that it is equivalent to Planar Vertex Multiway Cut on (G, T, k).
In one direction, let X be a solution to Planar Vertex Multiway Cut on (G, T, k). We show that X is also a solution to Vertex Planarization on (G , k) by constructing a planar embedding of G \ X. First, we embed H naturally and for every 1 ≤ i ≤ |T | let f i be the face of the embedding that is incident with vertices x k+2,b for every b
Then, for every connected component C of G \ X we proceed as follows. If C does not contain a terminal, then since X ∩ T = ∅, component C contains no neighbors of terminals either; hence the vertices of C are not adjacent to H in G . We embed C in the infinite face of H. Otherwise, assume that the only terminal of C is t i . We take the embedding of C induced by φ, change the infinite face so that t i is incident with the infinite face, and embed C \ t i with the induced embedding into f i . The fact that v In the other direction, let X be a solution to Vertex Planarization on (G , k). We claim that X := X ∩ (V (G) \ T ) is a solution to Planar Vertex Multiway Cut on (G, T, k). If this is not the case, then there exist two terminals t i1 , t i2 , 1 ≤ i 1 < i 2 ≤ |T | and a path P from t i1 to t i2 in G \ X. Let v j1 i1 be the neighbor of t i1 on P and v j2 i2 be the neighbor of t i2 on P . Since |X | ≤ k, there exist:
• indices 1 ≤ a 1 ≤ k + 1, k + 2 ≤ a 2 ≤ 2k + 2, 2k + 3 ≤ a 3 ≤ 3k + 3, 3k + 4 ≤ a 4 ≤ 4k + 4 such that no vertex of X is in rows numbered a 1 , a 2 , a 3 , nor a 4 of H;
• for every 1 ≤ i ≤ |T |, an index b We conclude by observing that the graph H 0 from Observation 6.1 is a minor of a subgraph of G \ X induced by P , the a 1 -th, a 2 -th, a 3 -th, and a 4 -th rows of H, and columns of H with numbers b i1 , b 
Conclusions
We conclude with several open problems. First, the exponents in the polynomial bounds of our kernel sizes are enormous, similarly as for planar Steiner tree [27] . Thus, we reiterate the question of reducing the bound of the main sparsification routine of [27] to quadratic. Second, we hope that our tools can pave the way to a polynomial kernel for Vertex Planarization, which remains an important open problem. Third, after showing a polynomial kernel for Planar Vertex Multiway Cut, it is natural to ask about the kernelization status of its generalization, Plane Multicut, both in the edge-and vertex-deletion variants. Fourth, nothing is known about the kernelization of Multiway Cut parameterized above the LP lower bound [4] , even in the case of planar graphs and edge deletions.
