Large arrays of small disks are being considered as a promising approach to high performance 1/0 architectures. In this paper we deal with the problem of data placement in such a disk array. The prevalent approach is to decluster large files across a number of disks so as to minimize the access time to a file and balance the 1/0 load across the disks. The data placement problem entails determining the number of disks and the set of disks across which a file is declustered. Unlike previous work, this paper does not assume that all files are allocated at the same time but rather considers dynamic file creations, This makes the placement problem considerably harder because each placement decision has to take into account the current allocation state and the access frequencies of the disks and the existing files. As a result, file creation may involve partial reorganization on one or more disks. The paper proposes heuristic algorithms for the placement of dynamically created files. The algorithms provide a good compromise between maximizing 1/0 performance of the disk array and minimizing the work invested in partial reorganizations.
Large arrays of small disks are being considered as a promising approach to high performance 1/0 architectures. In this paper we deal with the problem of data placement in such a disk array. The prevalent approach is to decluster large files across a number of disks so as to minimize the access time to a file and balance the 1/0 load across the disks. The data placement problem entails determining the number of disks and the set of disks across which a file is declustered. Unlike previous work, this paper does not assume that all files are allocated at the same time but rather considers dynamic file creations, This makes the placement problem considerably harder because each placement decision has to take into account the current allocation state and the access frequencies of the disks and the existing files. As a result, file creation may involve partial reorganization on one or more disks. The paper proposes heuristic algorithms for the placement of dynamically created files. The algorithms provide a good compromise between maximizing 1/0 performance of the disk array and minimizing the work invested in partial reorganizations.
The paper presents preliminary performance results of various alternative algorithms under a synthetic workload.
Introduction
To meet the requirements of high performance 1/0 architectures, disk arrays [23] are being considered as a promising approach, In a disk array, a large number of small disks are used rather than relatively few large disks, and a very high bandwidth interconnect is used for the data transfer between disks and memory, Such an architecture not only provides a higher 1/0 bandwidth, but has also lower costs compared to large disks. The high bandwidth is achieved because a disk array has many arms so that more 1/0s can be processed in parallel.
This 1/0 parallelism can be exploited in two different ways:
1. A higher number of independent 1/0s can be performed in parallel.
While this does not significantly improve the response time of small 1/0s, it can improve the 1/0 throughput drastically. 2. The response time of large 1/0s (i. e., 1/0s that request many consecutive blocks) can be decreased by orders of magnitude. Suppose, for example, an entire relation is read into memory in order to compute a join. If the requested relation is distributed over This sort of distribution is also known as declustering or striping.
In this paper, we deal with software-controlled disk arrays, also known as independent drive disk arrays [15] , disk farms, or simply multi-disk systems [18] . In this type of disk array, multiple disks can cooperate on a single data request while, at the same time, other requests can be directed to a single disk. The file system is responsible for the distribution of the data and the disk load balancing.
Thus, the placement of files can be tailored to the application.
We believe that file systems and database systems, which often have highly skewed data access distributions, crucially need the flexibility of software-controlled disk arrays for load balancing.
The Data Placement Problem
Data placement within a disk array is a crucial issue for both applications with mostly small 1/0s and applications with large 1/0s, For small 1/0s, load balancing is the critical issue. For large 1/0s, minimizing the access time and load balancing are equally important objectives. In order to exploit the advantages of a disk array, we have to address the following issues.
Q Type of declustering unit:
Declustering can be based on relations (i.e., sets of records) or files. In the first case, a relation is partitioned into fragments, e.g., based on key ranges, and the fragments are allocated on different disks. In the second case, a file is partitioned into runs of consecutive blocks, and these runs are allocated on different disks. In this paper, we consider only the second case for the following reason. In applications that deal with complex objects such as office documents [38] , it may be desirable to decluster a single object that is stored in a large set of blocks. This case can be dealt with by handling the large complex object as a separate file (not necessarily in the sense of a separate OS file but rather as a separate set of blocks that constitute a "storage cluster"
[6], Determining the number of disks across which a relation or file is declustered is a critical performance issue. Small files (e. g., smaller than a track) are obviously better off if they are entirely allocated on one disk, since this allows reading or writing the entire file or any portion of it in a single set-oriented 1/0 [35] . For large files, a high degree of declustering increases the 1/0 parallelism, but it also increases the maximum seek time and maximum rotational delay among the disks that serve a read or write request. In addition, the CPU costs of processing a request may increase with the degree of declustering as more device driver work has to be performed.
Of course, these disadvantages do not apply to small 1/0s that read or write only a single block of the file. So the optimal degree of declustering of a file depends on both the size of the file and its access characteristics. The work presented here aims at automating the data placement and reorganization decisions in a disk-array-based file system. It is most closely related to the data placement work in Bubba [4] . However, it extends this work in that we do not assume that all files are allocated at the same time but rather allow dynamic file creations and expansions.
Outline of the Paper
The rest of this paper is organized as follows. In Section 2, we give a short description of our prototype file system called FIVE, which serves as the experimental platform for our work. In Section 3, we discuss the performance tradeoffs in dynamic data placement.
In Section 4, we develop heuristic data placement algorithms for dynamically created files. In Section 5, we present preliminary simulation results on dynamic file creations. Finally, we conclude with an outlook on future work on data allocation and reorganization, 2 The File System: FIVE Concepts
We have developed an experimental file system called FIVE that is supposed to exploit the potential advantages of disk arrays. FIVE stands for file System with Adaptiye~nhancements.
As one might guess, FIVE is based on five concepts, namely blocks, runs, extents, regions, and files.
The smallest unit of data that is managed by FIVE is a block.
A block is a contiguous fixed-length area on one disk. It is the minimaI transfer unit between disk and memory. We require that the block size is the same for all disks and all files. Note that this requirement is not really restrictive because, by using set-oriented 1/0, multiple blocks can be transferred in one 1/0 operation.
A physically contiguous collection of logically consecutive blocks of a file is a run. A run consists of the largest number of logically consecutive blocks that reside on one disk. The run size is the "striping granularit y" in the sense of ([3] , [ 12] ); a number of logically consecutive runs that reside on different disks form a "stripe".
A physically contiguous collection of one or more runs on one disk is called an extent.
An extent is described by its disk number, its start address, and its size in blocks.
A collection of extents located on different disks is called a region.
All extents of a region have the same run size and the same number of runs per extent. Thus, a region is described by the run size, the extent size, the number of extents, and a list of the start Finally, a file is stored as a collection of regions. When a file is created, its space is allocated in one region. When a file grows during its lifetime, the file is expanded by allocating additional regions. If the growth factor of a file can be estimated in advance, larger regions can be allocated in order to avoid excessive expansions.
The net effect of this file organization is that runs are placed on w different disks in a round-robin fashion, with those runs that end up on the same disk being clustered together in one extent. The example in Figure 1 illustrates the five introduced concepts.
The figure shows the physical allocation of two files and their logical block numbering.
Each of the two files consists of one region. The grey region consists of three extents, each of which consists of two runs that are vertically stacked in the figure. The run size of this region is 2 blocks. The black region of the other file consists of two extents, each of which consists of one run of 3 blocks.
The number of extents of a region is called the width of the region. The number of blocks of a run is called the depth of the region. The number of runs of an extent is called the height of the region. Thus, width times depth times height yields the total number of blocks of the region. In the example of Figure 1 , the grey region has width 3, depth 2 and height 2; the black region has width 2, depth 3, and height 1.
Logical block numbers
are translated into disk block addresses through the region table of a file, We assume that all region tables of frequently used files fit into main memory so that 1/0s for region table look-ups are negligible.
Note that the separation of logical block numbers and disk block addresses is a prerequisite for all sorts of reorganizations such as relocating extents or combining multiple regions.
In addition to the region tables and a free space bit map for each disk, FIVE keeps the following free space information for each disk di:
a list containing the addresses of free areas of disk di. The list is kept in decreasing size order (i. e., largest free area first).
the total number of free blocks on disk di. This is not necessarily contiguous space. free (dj) is the sum of the sizes of all areas in freelist
the largest contiguous area on disk di. maxfree [di) corresponds to the first entry of freel-
The workload of the system is reflected in a metric called heat [4] , where the heat of an object is the access frequency of the object over some period of time (e.g., one day or week). Only accesses that result in disk 1/0 are counted so as to factor out the effect of caching. The following heat statistics are (continuously or periodically) collected while the system is running.
q H(e): the heat of an extent e, i.e., the sum of the access frequencies of the extent's blocks,
the heat of a disk di, i.e., the accumulated heat of the extents of the disk. In addition to heat, the temperature of an object is another useful metric, where temperature is defined as follows [4] :
'@J . the temperature of an extent, or file x. " T(x) =-.
Sin? (x) This metric reflects both the access frequency and the size of an object. Thus, for a large object to have the same temperature as a small object, the large object must be accessed more frequently. Our file system FIVE maintains the following two sorted lists that are used in the data placement algorithms:
a global list of the disks in increasing heat Throughput requirements are taken into account by limiting the number of disks that serve a single read/write request so that the required request rate can be satisfied (see Section 4.1).
The above three performance goals may be incompatible in some situations, as illustrated in the example shown in Figure 2 . The example shows a file f that consists of one region with two extents f~I and f] 2. Suppose that the file is expanded by allocating a new region with two extents fzl and fzz, and suppose that reading the entire file is the dominating operation. Typically, the file access time would become minimal if the new extents were placed on disks dj and d4, which do not yet hold any extents of file f. However, this would even increase the load imbalance between the two cooler disks and the two hotter disks. On the other hand, placing the two new extents on disks dl and d2 sacrifices the goal of optimal file access performance. A similar tradeoff exists between the first two performance goals, on the one hand, and the goal of minimal reorganization costs, on the other hand. The algorithms in Sections 4 aim at providing a good compromise with respect to our three performance goals.
Algorithms for File Creation
In this section, we present algorithms for the dynamic data placement problem that is posed by the creation of new files. The algorithms decide 1) across how many disks a file will be declustered (degree of declustering), and 2) on which disks the file will be placed (disk selection for load balancing). with a higher degree of parallelism, the additional gain in transfer time is outweighed by the additional increase of the maximum seek and rotational latency of the involved disks.
[37] also contains a formula, along the lines of [12] , for the disk array's maximum throughp~~as a function of the overall average req~est size R and the average degree of parallelism P. Given a required throughput To, we can solve the inequation 'r > 'r", yjelding the maximum average~egree of parallelism Pmax as a function of To and R. Now, our heuristic approach to minimizing response time while observing the throughput requirements is to view Pmax as an upper limit for POPt. Thus, for a file with request size R, we choose the following effective degree of parallelism: P.fl = min ( F'O@, P-, N ) where N is the number of disks in the disk array. To achieve a degree of parallelism P.ff for a request size R, we have to decluster all consecutive portions of size R over Peff different disks, so that Peff runs can be accessed in parallel. This is achieved by choosing an appropriate depth d for the region that is to be allocated, according to the formula .
Of course, for larger requests to the same file, the degree of parallelism should be higher. This is achieved by choosing the degree of declustering of the entire file as large as possible. Also, a degree of declustering that is higher than the degree of parallelism of a single request allows parallelism between multiple independent requests to the same file. This consideration yields the following formula for the region width: / F.-l\
'=min[N'lw"
Finally, we obtain the height of the region according to the formula:
[1 s h=-. wxd Note that the above result affects only the degree of declustering of a file. The disk selection algorithms that are described below do not depend on how the values for w, d and h are determined.
For example, if we wanted to maximize the saturated disk throughput rather than minimize file access response time, the optimal value of w would probably be smaller, but our disk selection algorithms would still be appropriate for load balancing. Note that the allocated region of size w x d x h may be larger than the requested size S, Such an overallocation is unavoidable if one wants to have all runs and all extents of a region to have the same size. While this property keeps the region table small and makes the addressing of blocks efficient, it has the disadvantage that the internal fragmentation of a file (i.e., 1 -file size / allocated space) can be relatively high. Throughout this paper, however, we consider disk space as an ample resource.
Building
Blocks for Partial Reorganizations When a dynamic data placement algorithm decides to allocate an extent of a file or region on a particular disk, a partial reorganization may have to be performed this disk for one of the following two reasons: There is not enough contiguous space available to satisfy the allocation request. The allocation of the new extent would cause the disk to become too hot (because the extent belongs to a hot file) and may thus adversely affect the load balance in the disk array. Case A) is addressed by performing a partial disk compaction, and case B) is addressed by performing a reorganization step that we call "disk cooling". These two building blocks are described in the following two subsections.
Partial Disk Compaction
A partial disk compaction is necessary when a disk d, has enough free space for a new extent e but does not have enough contiguous space (i.e., the condition maxfree (di) < size(e) < free (di) holds). In performing the compaction, the amount of data that is moved should be minimized.
Since this is essentially a knapsack problem, we employ a relatively simple heuristic algorithm. In a first step, two addresses low and high are determined such that the total size of the free areas between low and high is greater than or equal to size(e) and the total size of the existing extents between low and high is minimized.
In the second step all extents between low and high are shifted in order to reclaim a sufficient contiguous free area.
Disk Cooling
When a disk becomes too hot so that it causes significant load imbalance in the disk array, the heat of the disk can be reduced by moving some of its data to a cooler disk. It is reasonable to move only entire extents so as not to interfere with the goal of minimizing the file access time. For the same reason, an extent is USUally not moved to a disk that already holds an extent of the same region (because this would effectively change the width of the region). If a file consists of mul-tiple regions, one could even exclude disks that already hold an extent of the same file.
Determining the best migration candidates for disk cooling is essentially a knapsack problem, since we want to minimize the amount of data that is to be moved while ensuring that the disk heat will be reduced by a specified amount. A heuristic criterion for selecting the extent (s) to be moved is the temperature T(e) of an extent e. In contrast to the heat metric, the temperature reflects both the benefit and the cost of the reorganization, where the benefit is the achieved decrease of the disk's heat and the cost is proportional to the size of the moved extent(s).
A disk cooling algorithm that implements these heuristics is given in [37], The algorithm keeps cooling the disk (i.e., moves extents to cooler disks) until the heat of the disk drops below a given threshold.
The algorithm terminates prematurely if the movement of an extent would cause a cooler disk to become hotter than the disk that is to be cooled.
Disk Selection
Algorithms In this subsection, we present alternative algorithms for selecting the disks across which a newly created file is placed. The alternatives reflect different priorities of the performance goals described in Section 3. In determining the set of disks across which the file is declustered, our algorithms are driven by information about the heat of disks (i.e., the heatlist) and the allocation A straightforward approach to selecting w disks is to pick the w coolest disks by looking up the first w entries of the heatlist. This approach, which is adopted from the data placement algorithm of Bubba [4] , seems to be a good heuristic for load balancing.
However, in a disk array with dynamic file creations, the disk selection also has to take into account the current allocation states of the disks, where the allocation state of a disk di with regard to a new allocation request of size e is one of the following states:
q CS: contiguous space available, i.e., e < maxfree (d~) q ES: enough space available, i.e., maxfree (di) < e < free(di) q NES: not enough space available, i.e., e > free (di)
Obviously, disks with allocation state CS are preferable over ES disks which in turn are preferable over NES disks. Picking an ES disk for an extent allocation requires a partial disk compaction.
Picking an NES disk for an extent allocation requires moving some data to a different disk so as to reclaim sufficient free space. Such a space reclamation can be accomplished by an algorithm similar to the disk cooling algorithm. Like the disk cooling algorithm, one or more extents have to be moved to one or more cooler disks that do not yet hold an extent of the region or file to which the moved extent belongs. This rule prevents negative effects on load balancing and file access performance. Unlike the disk cooling algorithm, the criterion for selecting the extents that are moved is size (e.g., best-fit) rather than temperature.
Also, the termination condition is based on the amount of space that is to be reclaimed rather than the decrease of the disk heat.
Given the additional information about disk allocation states, we obtain various disk selection algorithms by grouping the three possible allocation states (or a subset of them) into classes of equally preferable states and defining a preference order between the classes. Then, a generic disk selection procedure, which is shown in Figure 3 , runs as follows. The heatlist is processed in multiple rounds. For each class of states, in preference order, we make a pass over the heatlist and select all eligible disks that are in this class. The allocation states within the same class do not affect whether a disk is selected or not, but they may require different reorganization steps on the selected disk. Note that each round may change the allocation state of some disks. The disk selection procedure terminates when it has selected the required number of disks. If, due to unusual space allocation conditions, not enough disks could be selected after all rounds, then we drop the constraint that the extents of a region must reside on different disks and retry the whole procedure.
The above considerations lead to a family of alternative algorithms, one for each possible grouping of allocation states and preference ordering between the resulting classes. The reasonable alternatives are shown in Figure 4 . Of the seven possible alternatives, the following three are considered as viable options: In some alternatives, a relatively hot CS disk may be selected whereas a cool ES or NES disk will eventually be not selected. Moreover, allocating the new extent on the hot disk will possibly make it even hotter. In order to avoid large load imbalances that may result from this behavior, we propose the following disk cooling technique.
If the heat of the selected disk exceeds the average disk heat in the disk array and if there exists at least one cooler disk that has not yet been selected for the allocation of the new file, then we invoke the disk cooling algorithm to reduce the heat of the selected disk. That is, one or more extents are removed from the disk and are reallocated on one or more cooler disks (see Section 4.2.2). Of course, this cooling step is reasonable not only for CS disks, but should be applied also to ES disks if they satisfy the above stated conditions. After this step, the new extent is allocated on the selected disk, Note that it is important to perform the disk cooling algorithm before allocating the new extent, because this can save a partial disk compaction if the cooling step turns an ES disk into a CS disk. 4.4 Discussion of Alternatives In this subsection, we discuss some performance implications of the presented file creation algorithms, using the following example for illustration.
Suppose we want to allocate a new file of size S= 16 blocks on a disk array containing 12 disks with track size 10 blocks. The average request size to this file is R= 10 blocks. Further suppose that our analytical model for the optimal degree of parallelism for such a request yields POPt = 5 and Fmax = 10 (assuming disk par~meters from [ 19] , an overall average request size R= 10, and a required throughput of~0~50 requests per second). From this the method described in Section 4.1 derives depth d=r10/51=2, width w=[16/21=8 as the file's degree of declustering, and height h=( 16/ 161=1. That is, a region is allocated consisting of 8 extents each of which consists of one run of 2 contiguous blocks. Now suppose that the heatlist and the current allocation states with regard to a request of size 2 are as shown in Figure 5 . Assume that the avg_heat of the disks is between H(d6) and H(d7). Our three main alternatives for the disk selection would produce the following results:
q HB: selects the disks {dl, dz, dj, d4, ds, db, dT, d.g}, which causes partial disk compaction on dl, d2, d4, ds, and d7, and space reclamations on d3 and dg, and, optionally, disk cooling on dg.
q SHB: selects disks {all, dz, d4, ds, db, dT, dg, dlo}, which causes partial disk compaction on dl, d2, d4, ds, and d7, and, optionally, disk cooling on d9, dlo.
q CM: selects disks {db, d9, dlo, dll, d12, dl, d2, d4} (in this order), which causes partial disk compaction on dl, dz, and dd, and may invoke the disk cooling algorithm on d9, dlo, dll, d12. This example clearly shows the main difference in the performance of the three alternatives. Alternative HB stresses the load balancing goal and is therefore likely to perform more reorganization work, Alternatives SHB and CM, on the other hand, try to avoid partial reorganizations as long as possible and rather sacrifice the load balancing goal.
Preliminary
Performance Measurements 5.1 Description of the Experiment We have started investigating the performance of the proposed algorithms. Our testbed consists of the implemented FIVE file system, a load generator, and a simulated 1/0 system that is based on the C-based, process-oriented simulation language CSIM (301. The In a first experiment, which is described here, we concentrated on dynamic file creations in a synthetic complex-object scenario. The test database consists of approximately 2500 complex objects each of which corresponds to one file. The file size is exponentially distributed with an average of 400 KBytes (i. e., 100 blocks of 4KB each). The simulated workload consists of file creations (570 of all operations), file deletions (2,5%), reads (60%), and writes (32. 5%). We assume that a complex object is always accessed entirely; that is, the read/write request size is the file sizel. Files are selected for access according to a 9 O-10 Zipf-like distribution.
That is, 90% of all read/write requests access only 10'% of all files. We approximated this skewed access distribution by applying a linear transformation to a normal distribution.
The average request size is~= 150 blocks. Note that there is a correlation between the heat and the size of a file, as larger files cause more data transfer work. Thus, since the load generation is driven by the skewed heat distribution of files, the average request size is larger than the average file size.
The degree of declustering of a file is determined according to the method of Section 4,1, We assume that the required throughput is To= 32 requests per second. From this we derive a maxi~um degree of declustering of 3, using the formula for PmaX that is given in [37] . We have compared the following strategies for dynamic file allocations: q Vanilla (V,): this allocates file extents so as to balance the space utilization of the disks. The V strategy serves as an example of a strategy that disregards load balancing.
q Cool Vanilla (C-V): this may additionally invoke the disk cooling algorithm of Section 4,2. At each create operation, the heat imbalance of the disks is checked; and if the heat of a disk is higher than 1,1 of the average disk heat in the disk array, then the disk cooling algorithm is invoked,
1.
Even though this is a debatable assumption, we have oblained interesting insights into the behavior of our algorithms. In addition, we are not aware of any published analysis of real-life complex-object accesses, which could serve as a counterpart of, for example, the Berkeley trace data analysis of Unix file accesses [22] . like CM with the possibility of disk cooling invocations. We generated test databases by running the operation mix of our synthetic workload, starting with an empty database and terminating at a total space utilization of 759?0. Such a database was generated for each of the above six strategies, thus constructing six different databases. In addition, we constructed a seventh database from one of the generated ones by statically reallocating all files in descending heat order, that is, by applying the static data placement algorithm of [4] . The seven test databases are referred to as V-DB, C-V-DB, HB-DB, C-HB-DB, CM-DB, C-CM-DB, and OPT-DB.
In the actual measurements, our synthetic workload was run against each of these databases at varying arrival rates of requests. Each run consists of 10000 file-system operations. Figure 7 shows the standard deviation of the disk heat distribution of the generated test databases. The underlying heat metric is the sum of the number of accesses to the blocks of a disk. A low standard deviation across the disks in the disk array is an indicator for good load balance. The real touchstone for load balancing, however, is the standard deviation of the disk utilizations during the actual measurements.
Performance Results
These additional figures, at an arrival rate of 30 requests per second, are also shown in Figure 7 .
According to the utilization figures of Figure 7 , one would expect that the HB and CM strategies clearly outperform the vanilla strategy, with CM being slightly better than HB. We performed measurements by applying each strategy to the test database that was created by the strategy, referred to as x-DB, and by applying all strategies to the V-DB and the OPT-DB. The measured response time of read and write operations are shown in Figure 8 . The main observations from this experiment are summarized in the following.
q Disk cooling was never invoked in the strategies C-HB and C-CM, since the load balancing of HB and CM is already so good that the imbalance threshold for disk cooling invocations was never exceeded during the measurement phase. Thus, C-HB and C-CM perform exactly like HB and CM, respectively. Therefore, the curves for C-HB and C-CM are omitted in Figure 8 . For the vanilla strategy, disk cooling had a beneficial effect; that is, strategy C-V clearly outperformed the simple strategy V. For example, at an arrival rate of 30 requests per second, the response time of strategy V (on the V-D13) was 1.66 times higher than that of strategy C-V <on the C-V-DB).
On the OPT-DB, V and C-V performed identically; so the C-V curve is omitted in Figure 8  for This explains why these strategies perform worse than file access time and disk load balancing at acceptably the V strategy which benefits from its space balancing low reorganization costs. Our algorithms are useful for in this case, At higher arrival rates, the reorganizadealing with both advanced DBMS applications such tions pay off, for they were actually necessary to imas office document management where a large complex prove load balancing and hence decrease the average object corresponds to a file, and conventional relations queue length of the disks. of small records where file declustering can be exq Partial disk compaction turned out to be prettv exploited by an appropriate mapping of records into pensive, as it mooed up to 4400 blocks. Th~HB~lgo-rithm was far too aggressive, which resulted in excessive invocations of partial disk compaction and high response time, especially on the badly balanced V-DB . On the HB-DB and OPT-DB, the problem is that the HB strategy tends to be overly sensitive in that it prefers an ES disk over a slightly hotter CS disk. This situation arises fairly frequently because the disk load is already relatively well balanced so that a few blocks (i.e., to reflect a sort order). The simulation results for complex-object accesses are a first step toward gaining quantitative insight into the performance of our algorithms.
We are planning on a series of performance experiments under different sorts of workloads.
The partial reorganizations of our algorithms are intended to maintain good file access performance and good disk load balancing over fairly long periods of time, In the long term, the performance may nevertheless deteriorate, for example, because of changing file data. We expect that hardware-based schemes such as parity striping on a per sector basis fit well with our approach in that they do neither introduce major complications to the disk selection algorithms nor any degradation of load balancing. We believe that disk arrays will play an important role in future database system architectures.
On the other hand, it is likely that data placement in large disk arrays will not be (easily) manageable for most system administrators, Our long-term goal is a high performance database system that automatically adapts itself to the workload and does therefore not require a human system administrator for performance tuning [36] . Developing algorithms that automate data allocation and reorganization in disk arrays is a crucially important (sub-) problem.
We believe that this paper is a promising approach toward solving this problem.
