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The subject of this thesis is coherent conversion from microwave photons
to optical photons. This has applications for quantum computing, and
would allow interfacing between superconducting qubits and optical fibres.
Specifically, we will focus on photon conversion via erbium ions in a doped
crystal.
We model a device which has an erbium doped crystal inside overlapping
microwave and optical cavities. Input microwave photons are combined with
photons from an optical pump laser via interactions with the erbium ions. This
will produce optical output photons carrying the same quantum information
as the input microwave photons. We develop a description of the interaction
between the atoms and the light fields, accounting for both loss effects in the
single atoms, and inhomogeneous broadening of the ensemble. Our theory is
compared with experimental data, and shows good agreement.
We explore various phenomena which arise in this system, including the
effects of temperature and microwave power.
It is shown that the description of this device from earlier work is not
valid in the regime where the conversion efficiency is greatest. Hence, this
work is necessary to be able to predict the maximum conversion efficiency.
We develop a linearised model which is accurate in the regime where the
microwave and optical fields are small, such as the regime used for quantum
information. This model is used to maximise the photon number conversion
efficiency of the device. We predict conversion efficiencies above 20%, far
higher than has been achieved experimentally with using rare earth ions.
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Chapter 1
Introduction
In this introductory chapter we will outline the motivation and potential
application for this research. This will begin with an overview of quantum
computing; why people want to build quantum computers and what problems
they may be able to solve, and what approaches there are to realising quantum
computing hardware.
We will outline the application of microwave to optical photon upconversion
for quantum computing, and discuss various methods being proposed and
demonstrated. This work will focus on a method for upconversion using rare
earth ions, and so we will discuss the various atomic properties that make
rare earth ions well suited to this application. Finally, this chapter will end
with an outline of this thesis, including which parts are original work.
1.1 Quantum Computing
Quantum computing is a much hyped technology, promising faster algo-
rithms and more secure encryption than is physically possible using classical
computers. However, the hardware for actually performing useful quantum
computations is still in its infancy. Recently, for the first time a quantum
computer has been able to perform a task faster than is currently possible
using a classical computer [1]. While this is a significant achievement, the
computation performed was specifically designed to show that a quantum
computer can solve some problems faster than a classical computer. For
quantum computers to perform useful computations the hardware must be
developed further.
The key difference between classical and quantum computers comes from
how they store and process information. Classical computers typically store
the information in bits, which must take one of two possible values usually
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denoted 0 and 1. Computation is performed using logic gates, which return
0 or 1 based on the input from one or more bits. For example in classical
computation, an AND gate will return 1 if both of the inputs are 1 and will
return 0 otherwise, while the OR gate will return 1 if either of the inputs are
1.
For a quantum computer the information is stored as quantum bits or
qubits, which can exist in a coherent superposition of both 0 and 1 states [2].
Similarly to classical computation, quantum computation is performed by
applying quantum logic gates, which will take the state of one or more qubits
and will return an output. The output may be a superposition state, and
additionally two or more output states may be entangled [3]. The properties of
superposition and entanglement for qubits mean that there are fundamentally
different tools available to use in quantum algorithms compared with classical
algorithms. This means that quantum computers should be able to perform
some calculations faster than is possible with classical computers.
A classic example of a quantum algorithm that can outperform classical
computers is Shor’s algorithm for integer factorisation [4]. This algorithm is
able to find the prime factors of an integer in polynomial time, much faster
than the current best classical alternative. This caused a stir because RSA
encryption, one of the most widely used encryption algorithms, relies on it
being computationally intractable to factorise large integers. As it stands RSA
encryption is secure from current classical algorithms, which are very slow
to factorise large integers [5]. With a powerful enough quantum computer,
Shor’s algorithm would be able to break RSA encryption. This isn’t currently
a worry because to date the largest integer which has been factorised is 15
[6, 7], far smaller than what would be required to break RSA encryption1.
A less sinister example is the HHL algorithm for solving linear systems of
equations [10]. This is an algorithm for solving the system of linear equations
Ax = b, where A is an n× n matrix. This algorithm can solve this system of
equations in time logarithmic in n, given certain constrains on A, including
that A must be invertible and have a low condition number [11]. For a
classical algorithm the time would scale as n2 for merely reading the elements
in A, and so the time would increase even more than this to solve the system
of equations. This algorithm could prove very useful because solving systems
of linear equations has wide ranging and important applications including
modelling electrical networks [12], finite element problem solving [13] and
machine learning [14].
To actually implement these quantum algorithms we need to build a
1Integer factorisation of 21 has been reported using a version of Shor’s algorithm [8],
although this is disputed [9].
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quantum computer. The quantum computation will be performed by applying
quantum logic gates to a system of qubits. Physically, a qubit can be any
two state quantum system which will encode the |0〉 and |1〉 states. Current
examples of qubits include trapped ions [15], ultracold atoms in optical lattices
[16, 17], atomic nuclear spins [18], quantum dots [19, 20], photons [21], and
nitrogen valency centres in diamond [22].
One of the main qubit designs currently used are superconducting qubits
[23, 24]. These are essentially a simple circuit which comprises a loop of
superconducting wire with a capacitor and a Josephson junction [25]. With
just the loop and capacitor this would be a simple LC circuit, which acts as
a quantum harmonic oscillator and hence has equally spaced energy levels.
This would mean that more than two of the energy levels will be accessible,
because the same frequency that drives the circuit into the first excited state
could further drive it into higher states. The Josephson junction is included to
allow the circuit to act as a two state system. This introduces a nonlinearity,
which means that the energy levels will no longer be equally spaced. If the
transition frequencies are different enough such that the frequency driving
the first transition will not drive any other transitions then we can ignore all
the other energy levels and treat this as a two state system.
Superconducting qubits generally operate at microwave frequencies. This
means the energy difference between the |0〉 and |1〉 states is generally in the
5-10 GHz range. Because of this small energy gap the effects of thermal noise
can be very large, and superconducting qubits generally need to be cooled to
around 20 mK.
Working at microwave frequencies has significant disadvantages for trans-
mitting the quantum information. Several proposals for quantum networks
[26] and distributed quantum computing would require us to be able to send
quantum information between devices without destroying the coherence and
entanglement between qubits [27]. When transmitting information using mi-
crowave photons via coaxial cables there are relatively large losses of around
1 dB/m which makes transmitting information over even moderate distances
undesirable. Additionally, the effect of thermal noise can overwhelm the
signal from the microwave photons. On the other hand, optical photons have
energies several orders of magnitude larger than microwave photons and so
are immune to the same loss and thermal noise effects. Optical photons can
also be transmitted very long distances with little attenuation via optical
fibres. The minimum attenuation in typical silica optical fibres is 0.2 dB/km,
for light with a wavelength of 1550 nm. This has the additional advantage
that there is already optical fibre infrastructure in place for the conventional
internet, so it would be convenient to be able to use this infrastructure for
our quantum networks.
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This means it would be convenient to be able to convert from the microwave
photons, which interface with our superconducting qubits, to optical photons
which can be efficiently transmitted long distances. For this conversion
process, it is essential that the quantum coherence remains intact, this means
the input microwave photons and the output optical photons must have the
same relative phase. This process of converting photons of a lower frequency
to a higher frequency is called upconversion, specifically we are looking at
microwave to optical upconversion.
1.2 Microwave to Optical Upconversion
There are several experimental approaches for achieving microwave to optical
upconversion that we will discuss in this section [28]. At its core this upconver-
sion process involves converting a microwave photon, with frequency around
5–10 GHz, to optical light2. Often the upconverted light has a wavelength of
around 1550 nm to correspond to the minimum attenuation window in silica
fibres, this corresponds to a frequency of around 193 THz. The upconverted
optical photons will have several orders of magnitude more energy than the
input microwave photons. To achieve this increase in frequency, microwave to
optical upconversion involves combining an input microwave photon, with one
or more optical photons, such that the output is an optical photon with the
same relative phase as the microwave photon. Each of the different approaches
for microwave to optical upconversion aim to mediate an interaction between
the microwave photons and input optical light such that they be combined.
1.2.1 χ(2) Nonlinear Materials
Some systems for upconversion use nonlinear optical materials with a large
χ(2) nonlinearity [29, 30, 31]. In standard linear materials two electromagnetic
fields can exist in a superposition and not interact with each other. However
in nonlinear materials, if the combined electric field is large enough then the
two fields may interact. For upconversion, the χ(2) nonlinearity allows the
input microwave field to interact with the electric field from an input optical
pump and create an output field with frequency equal to the sum of the input
frequencies.
For these systems to work, the optical electric field inside the nonlinear
material must be very large, and so these systems often use whispering gallery
2For this work we are including near-infrared light, with wavelengths up to 2500 nm in
the definition of optical light.
1.2. MICROWAVE TO OPTICAL UPCONVERSION 5
mode resonators made out of nonlinear materials [32, 33]. These can be
placed inside a microwave cavity to enhance the microwave field.
1.2.2 Optomechanical Systems
Currently the upconversion systems with the highest conversion efficiency
are optomechanical systems. In these systems the microwave field and the
optical field are both coupled to a mechanical resonator, which mediates the
interaction between the fields [34, 35]. In one such system the microwaves
were coupled to an LC circuit, where one of the capacitor plates was connected
to a mechanical resonator [36]. The mechanical resonator was also connected
to a membrane at one of the nodes of an optical Fabry–Pérot cavity, as the
membrane moves it shifts the position of the node in the cavity and so will
affect the wavelength of the cavity. The Fabry–Pérot was also strongly driven
by a pump laser. Using an optomechanical system, conversion efficiencies as
high as 47% have been achieved [37].
1.2.3 Rydberg Atoms
A novel approach to upconversion has been demonstrated using clouds of
ultracold Rydberg atoms [38, 39]. Rydberg atoms have very large electric
dipole moments for transitions ranging from microwave to optical frequencies
[40]. These large dipole moments mean that the transitions can be very
strongly coupled to the microwave and optical fields. To achieve upconversion
using Rydberg atoms, several different transitions are pumped, in such a way
that when a microwave field excites one of the transitions this will lead to an
output photon of the desired optical frequency.
1.2.4 Collective Spin Systems
In magnetically ordered materials microwaves are able to excite collective spin
excitations called magnons [41, 42, 43]. These magnons are able to interact
with input optical light either via Brillouin scattering or by exciting some kind
of electronic transition, such that they can output an upconverted optical
photon. This has been demonstrated in yttrium iron garnet resulting in low
conversion efficiencies [44], and proposed using rare earth crystals [45].
1.2.5 Rare Earth Ion Doped Crystals
Finally, crystals doped with rare earth ions can be used for upconversion,
which is the focus of this thesis. In these systems, each rare earth ion is used
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as a three level system. One of the ground hyperfine levels can be split by an
applied magnetic field into two spin states separated by a microwave transition.
The third level will be one of the electronic excited states, separated from
the lower states by optical transitions. A pump laser is applied to drive one
of the optical transitions, such that when a microwave photon excites the
spin transition, it will be further driven in the electronic excited state. The
atom will then decay into the ground state, emitting an upconverted optical
photon.
Specifically, this thesis will focus on using a crystal of yttrium orthosilicate
(Y2SiO5) commonly called YSO, doped with erbium ions. Erbium is especially
of interest because it has an optical transition of 1536 nm, which makes it
very well suited for generating photons to send via optical fibres. To date the
highest conversion efficiency achieved using rare earth ions used a crystal of
Er:YSO, and the conversion efficiency was 1.26× 10−5 [46].
1.3 Rare Earth Ions
The rare earths elements are a series of elements in the periodic table ranging
from lanthanum (atomic number 57) to lutetium (atomic number 71)3. In
this section we will discuss the properties of the rare earths which make them
promising candidates for upconversion. At the end there will be a discussion
on the specific properties of erbium, because this is the element which this
thesis will focus on.
1.3.1 Atomic and Ionic Properties
The rare earths all have very similar chemical properties, mainly due to their
electron configuration. In their ionic forms, the rare earths are almost always
found in the 3+ oxidation state, meaning that they have a charge of +3, with
a few exceptions for 2+ and 4+ ions.
In the 3+ oxidation state the rare earth ions will generally have full 5s,
5p and 6s orbitals, and 4f orbitals will only be partially full. Interesting
properties arise because the electrons in the partially full 4f orbitals are held
closer to the nucleus than the 5s, 6s and 5p electrons (Figure 1.1). This
means that the further out 5s, 5p and 6s electrons can screen the inner 4f
3Scandium and yttrium have similar chemical properties and so are often included as
part of the rare earths [47]. For this discussion of the rare earths we will leave them out
because they have different electronic properties, due to the lack of 4f electrons, and so
are not particularly relevant for our purposes. The subset that we are considering is also
called the lanthanides or lanthanoids.
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Figure 1.1: The radial electron density for the rare earth ion Pr3+ for the 4f,
5s and 5p orbitals. The distance from the nucleus r is measured in units of the
Bohr radius a0. The electron density of the 4f orbital is significantly closer to the
nucleus than the 5s and 5p orbitals. The data is from for this figure is from [48].
electrons from the effects of the environment (including from the effects of a
host lattice). Electronic 4f–4f transitions in the rare earths range from UV to
IR, and due to the effect of screening these transitions can have very narrow
linewidths. These linewidths remain narrow even when the ions are doped
into a host lattice.
Rare earth ions are usually doped into crystals containing Y3+ or La3+
ions because these have similar atomic radii to most rare earth ions. This
means that a rare earth dopant ion can be substituted for a Y3+ or La3+ ion
without much distortion of the host lattice.
1.3.2 Linewidths
For ions doped into a crystal, each transition is associated with two different
linewidths. The homogeneous linewidth is the linewidth for a transition of
a single ion, while the inhomogeneous linewidth is the linewidth associated
with the entire ensemble of dopant ions inside the crystal.
Homogeneous Broadening
The homogeneous linewidth is the linewidth of a transition for a single atom,
and as its name suggests it is the same for all the dopant ions in a crystal.
Homogeneous broadening arises from the decay of the single atom transitions.
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For a single ion, each transition has a homogeneous linewidth Γh, which is





If there were no other processes causing the excited state of a transition to
lose population, the coherence time would be related to the excited state
population lifetime T1 by T2 = 2T1. However, there will be additional loss
effects due to interactions with the environment which cause the excited state
to lose coherence and increase the homogeneous broadening, so in general,
T2 ≤ 2T1








Often the additional dephasing effects will be much greater than the excited
state population decay rate, and so they will primarily determine the homo-
geneous linewidth Γh. The additional dephasing will be due to interactions
with the environment that the ion is in, such as interactions with the host
lattice and other dopant ions.
Inhomogeneous Broadening
When measuring the absorption or transmission for a rare earth doped crystal,
at low temperatures the linewidth will generally be much greater than the
homogeneous linewidth. This is because of inhomogeneous broadening, which
is a phenomenon caused by having an ensemble of dopant ions, where each
individual ion has a slightly different environment in the host lattice [49].
Even though the homogeneous linewidth of a transition is the same for each
atom, the effect of having a slightly different environment will mean that the
transition frequency is slight different. As demonstrated in Figure 1.2 all the
homogeneous lines with slightly different central frequencies will add together
to make the linewidth in the crystal much larger [50]. The individual ions
will form a distribution around the centre of the inhomogeneous line, when
the number of atoms is large enough the inhomogeneous lineshape will be a
convolution of this distribution with the Lorentzian homogeneous linewidth.
When the width of the inhomogeneous distribution is much larger than the
homogeneous linewidth, the inhomogeneous lineshape can be approximated
just by the inhomogeneous distribution of ions.
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Figure 1.2: Diagram showing how the homogeneous linewidths from single atoms
combine to give the inhomogeneous linewidth. The top plot shows a Gaussian
distribution representing the inhomogeneous linewidth. The lower plot shows
lots of single atom absorption peaks, with more homogeneous peaks closer to the
centre of the inhomogeneous distribution. The single atom peaks add together to
give the inhomogeneous line profile.
Inhomogeneous broadening will affect both the optical electronic tran-
sitions and the microwave spin transitions between Zeeman levels with the
same electronic state.
1.3.3 Properties of Er3+
Erbium is a member of the rare earths, and is of particular interest because
it has an optical transition close to 1550 nm. It has atomic number 68,
and there are several stable isotopes of erbium that occur in relatively high
abundance (Table 1.1). For this work we will be considering a crystal of
Isotope Neutrons Abundance Nuclear Spin
162Er 94 0.139% 0
164Er 96 1.601% 0
166Er 98 33.503% 0
167Er 99 22.869% +7/2
168Er 100 26.978% 0
170Er 102 14.910% 0
Table 1.1: Atomic properties of the stable isotopes of erbium






Figure 1.3: Different types of energy level splitting for a Er3+ ion doped in a
crystal. Only 167Er has hyperfine splitting because it is the only stable isotope of
Erbium with non-zero nuclear spin. For the experiment described in this work,
the size of the Zeeman splitting of ∼ 5 GHz is for 170 Er with an applied magnetic
field around 0.2 T.
yttrium orthosilicate (YSO), which is doped with 170 Er.
Energy Levels of Er3+ in YSO
In erbium, as with the rest of the rare earths, there are several factors which
influence the splitting of the energy levels (Figure 1.3).
The 4f energy levels are not degenerate in the rare earths because of
strong spin-orbit coupling and coulomb repulsion between the electrons. In
erbium the 4f energy levels 4I15/2 and
4I13/2 are split almost entirely due to
the spin–orbit coupling interaction, which leads to a transition at around
1536 nm. When the ions are embedded in a host lattice, the interactions with
the crystal field will cause further splitting of the 4I15/2 and
4I13/2 levels, this
splitting is on the order of 1 THz. Because of the size of this splitting, at
cryogenic temperatures generally only the lowest crystal field level will be
occupied.
167Er is the only stable isotope with non-zero nuclear spin. This means the
interaction between the nuclear spin and the electron spin causes hyperfine
splitting of the crystal field levels. For this work we are focusing on using 170Er
which doesn’t have any nuclear spin, and so there is no hyperfine splitting.
When a magnetic field is applied the energy levels will be split due to
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Figure 1.4: The upper and lower Zeeman levels for the 4I15/2 and
4I13/2 levels of
erbium. Each of the Zeeman transitions is a microwave frequency transition, and
transitions between 4I15/2 and
4I13/2 levels are optical transitions.
Zeeman splitting, which is described by this Hamiltonian,
ĤZeeman = µBB · g · S (1.3)
Where µB is the Bohr magneton, B is the applied magnetic field, g is the
g-tensor for the energy level, and S is the electron spin operator. In erbium
g is highly anisotropic, which means that the energy, and hence the Zeeman
splitting, will change dramatically depending on how the magnetic field is
aligned. For this work, we will consider Zeeman splitting of both the 4I15/2
and the 4I13/2 levels, these have different g-tensors, and so will have different
splitting for the same applied magnetic field. We are considering the case
where the applied magnetic field is aligned such that the Zeeman splitting
of these levels will be around 5 GHz for magnetic field magnitude of around
0.2 T.
1.3.4 Erbium for Upconversion
For this work about using erbium ions for upconversion, we will only consider




4I13/2(Y1) are the lowest
crystal field levels of electronic states 4I15/2 and
4I13/2 respectively, and are
separated by an optical transition around 1536 nm. When a magnetic field
is applied these two levels will be Zeeman split. Both Zeeman pairs will be
separated by microwave frequencies.
The original proposal for using an erbium doped crystal for upconversion
which this work is based on is from [51], with similar proposals in [52, 53].
[51] considered a scheme using both Zeeman levels of the 4I15/2 state and
one of the levels from 4I13/2. In this scheme, the lower Zeeman transition is
driven with microwaves, which could have come from a superconducting qubit
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system. The transition from the upper Zeeman level of 4I15/2 to the
4I13/2
level is driven with a coherent pump laser. This will produce an upconverted
optical field.
In [51] the transitions are driven off resonance, which allows us to neglect
any population in the excited states. The upconversion happens via an
off-resonant Raman process. This allows the adiabatic approximation to be
applied which assumes the dynamics of the atoms can be neglected. The
microwave and optical fields will be enhanced by putting the erbium doped
crystal in overlapping microwave and optical cavities. The optical cavity will
have modes resonant with both the pump laser and the upconverted light.
Upconversion has been achieved in experiments using Er3+:YSO [54, 46],
but with conversion efficiencies far less than 100%. The aim of this work is
to develop a more complete theoretical model for these experiments, which
will allow us to better predict ways to improve conversion efficiency.
1.4 Thesis Outline
The overall goal of this thesis is to develop an accurate model of the double
cavity upconversion system proposed in [51]. In Chapter 2, we will start by
developing a model for the microwave and optical cavity fields interacting with
an erbium doped crystal. In Chapter 3, we will develop a model for the erbium
atoms interacting with the light fields, which will fit into the cavity field
model from the previous chapter. Chapter 4 will focus on developing fast and
accurate numerical methods for simulating this upconversion system. This
chapter will have a large focus on dealing with the effects of inhomogeneous
broadening, where all the atoms are in slightly different environments. In
Chapter 5 the model we have developed in the previous chapters will be
compared with experiments as a check that it works. In this chapter we
will also discuss experimental parameters. In Chapter 6, we will develop a
simplified model for very small microwave and optical output fields, which
is the regime relevant to quantum information applications. In Chapter 7,
we will investigate the system using the full model from Chapter 4, and then
compare the full model with the adiabatic approximation model from [51]
and the model developed in Chapter 6. Finally, in Chapter 8 we will look at
finding realistic experimental parameters which will maximise the conversion
efficiency.
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1.4.1 Description of Original Work
This thesis includes both original work, and work from those who have come
before me. As Sir Isaac Newton wrote to Robert Hooke,
If I have seen further it is by standing on the sholders of Giants
The work that is not original will be referenced in the text, but for clarity
here is a description of which work is original.
In Chapter 2, starting using the description of the device from [51] and
the formalism from [55, 56] I have developed equations for the cavity fields
which take the form of coupled simultaneous equations. In Chapter 3, the
model for a single atom has been modified from [46] to allow for variable
complex fields. I have also adapted this model which used the spin transition
of the ground electronic state to use the spin transition of the excited state.
The numerical methods in Chapter 4 developed for dealing with the inho-
mogeneously broadened ensemble of atoms are original work. In Chapter 5,
the experiments were performed by Gavin King, and the simulations are my
work. The simplified model developed in Chapter 6 based on perturbations
of the density matrix is original. For Chapter 7, all the work except for the
adiabatic approximation from [51] is my own, as is the entirety of Chapter 8.




This chapter will outline the proposed device for converting microwave pho-
tons into optical photons. The device is composed of overlapping microwave
and optical cavities, with the cavity fields interacting with a crystal doped
with Er+3 ions. We describe the upconversion mechanism due to the interac-
tion between the atoms and cavity fields. From here we develop equations
describing the steady state cavity fields, based on the input-output methods
from [55].
This chapter is similar to the work in [51], except here we are including
the effect of intrinsic loss from the cavities, and not making approximations
about interactions between the fields and the atoms. This give us coupled











Figure 2.1: Diagram showing the system with two cavities and crystal doped with
170 Er. One of the modes of the optical cavity is driven by an optical pump laser,
the microwave cavity is excited by input microwave photons. An input microwave
photon and a pump laser photon are combined via an interaction with the 170 Er
atoms to produce an optical upconverted photon.
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2.1 Description of Upconversion Process
The system for upconversion that this work will focus on involves a crystal
doped with 170Er ions in two overlapping optical and microwave cavities
driven by a coherent pump laser (Figure 2.1), this was suggested theoretically
in [51] and has been demonstrated experimentally in [54]. The aim is to
combine a microwave photon and a photon from the optical pump laser which
will result in an optical photon at the frequency equal to the sum of the two
input frequencies.
In this scheme, 170 Er ions are used as a three level Λ system; the lower
two levels have an energy difference in the microwave range, and the upper
level is separated by an optical transition. The two lower states will be two
spin states of the electronic ground state 4I15/2(Z1), which are Zeeman split
with an external magnetic field. The third level is one of the Zeeman levels
of the excited electronic state 4I13/2(Y1). There are two Zeeman levels in the
optical excited state, but we choose just one of these levels for our three level
system (Figure 2.2).
Figure 2.2: Diagram showing four atomic energy levels, the levels labelled |g,−〉
and |g,+〉 are the two Zeeman split levels of the electronic ground state, likewise
|e,−〉 and |e,+〉 are the two Zeeman split levels of the electronic excited state.
The three levels used for the lambda system are labelled |1〉 , |2〉 , |3〉. In this
configuration the |e,+〉 level is not used.
For different configurations, different atomic energy levels will be used as
different levels in the conversion process, for example the highest energy level
in the lambda system may be the lower Zeeman level of the excited electronic
state, or the upper Zeeman level. To avoid confusion, the atomic energy levels
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will be referred to by their electronic and spin states, and the levels used for
the conversion process will be labelled |1〉 , |2〉 , |3〉. The atomic energy levels
will be labelled g and e for the ground and excited electronic states, and −
and + for the lower and upper Zeeman levels.
Input Microwave
Photon
Coherent Pump Output Optical
Photon
Figure 2.3: Energy level diagram for the lambda system, demonstrating the
upconversion process. The input microwave photon and coherent pump both
drive the atom into a higher energy level, and then the decay back to the ground
state will emit an output optical photon with the frequency equal to the combined
frequencies of the inputs.
In the conversion process as shown in Figure 2.3, a microwave photon
in the microwave resonator will excite the spin transition of an Er ion to
the second level, |1〉 → |2〉. The pump laser is resonant with the |2〉 → |3〉
transition, and will drive the atom into the upper excited state |3〉. The atom
will then emit an optical photon and fall back to the ground state, |3〉 → |1〉.
Because energy and momentum must be conserved, the frequency of the
optical output photon will be equal to the sum of the two input frequencies,
ωo = ωΩ + ωµ (2.1)
where ωo is the frequency of the optical output, ωΩ is the frequency of the
optical pump laser, and ωµ is the frequency of the input microwave photon.
There is an alternative scheme which uses the microwave Zeeman splitting
of the excited electronic state rather than the ground state (Figure 2.4). In
this scheme the atom is driven by the pump laser into the lower spin state of
the electronic excited state, and then it is further excited into the upper spin
state by an input microwave photon. As with the other scheme, the atom
will then emit an optical photon and fall back into its ground state.
To begin with we will just consider the upconversion process which uses
the ground state spin transition; this will later be easily translated to the
process which uses the excited state transition.






Figure 2.4: Energy level diagram of the upconversion process using the excited
state spin transition, showing the input microwave photon, coherent pump and
upconverted output photon.
2.2 System Hamiltonian
The Hamiltonian for the upconversion device, using the ground state spin
transition, can be written as [51]












go,kâσ31,k + gµ,kb̂σ21,k + Ωkσ32,k + h.c. (2.5)
Ĥfields is the Hamiltonian which describes the energy of the light fields in the
cavities, ωco and ωcµ the frequencies of the optical and microwave cavities
respectively. â and b̂ are the annihilation operators for the optical and
microwave fields respectively.
Ĥatoms describes the excitations of the atoms, and Ĥint describes the
interactions between the atoms and the cavity fields. The sums refer to the
sums over every individual atom, which will differ because the atoms will have
slightly different transition frequencies due to inhomogeneous broadening.
These different frequencies will influence the interaction between the atoms
and the fields; for example, an atomic transition closer to the frequency of one
of the light fields will interact more strongly. There will also be inhomogeneity
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in the coupling constants go,k and gµ,k, which will depend on the frequency of
the light fields and the position of the atom in the cavity modes.
For the kth atom, ω13,k and ω12,k are the atomic transition frequencies
for |1〉 → |3〉 and |1〉 → |2〉 respectively, and σ33,k and σ22,k describe the
population of |3〉 and |2〉. σnm,k for n 6= m is the atomic transition operator
for the transition |m〉 → |n〉, and go,k and gµ,k are the couplings between
the optical and microwave transitions and the light fields. Ωk is the Rabi
frequency for the |2〉 → |3〉 transition driven by the pump laser and increases
with pump power.
2.3 Finding Equations for the Cavity Fields
In this section we will use input-output formalism from [55] to find equations
for the cavity fields in our device. We will begin with a quantum treatment,
where the cavity fields are operators, and then make a semi-classical approxi-
mation where the classical fields are treated as complex numbers. This allows
us to model the quantum interactions between the atoms and the cavity fields,
while also giving convenient equations for the classical cavity fields.
The cavities are each treated as being two-sided, meaning each cavity
can have input and output from two ports. For the microwave cavity this
could mean there are two coaxial connectors, and for the optical cavity there
could be two partially reflective mirrors. For each cavity, there will be input
through one side, or in some cases through neither. The coupling to the input
and output fields will depend on the coupling losses of each cavity, and each
cavity will also have some amount of intrinsic loss. Intrinsic loss refers to any
loss of energy from the cavity field that is not through one of the two ports.
2.3.1 Input-Output Equations
The general equation of motion for the intra cavity field of a lossy two-sided













where Ĥsys is the Hamiltonian for inside the cavity, γc is the coupling loss via
the ports of the cavity, γi is the intrinsic loss, α̂in,1 and α̂in,2 represent the
input fields into cavity through the two ports, and αin,i represents input into
the cavity not through the ports.
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Commutators
To find how our optical and microwave cavity modes evolve we need to
evaluate their respective commutators. The annihilation operators follow
standard bosonic commutation relations,
[â, â†] = [b̂, b̂†] = 1 (2.6)
[â, â] = [b̂, b̂] = 0. (2.7)



















Equivalently for b̂ we have





































where γoc and γµc are the coupling losses for the optical and microwave cavities,
γoi and γµi are the intrinsic losses, âin,1, âin,2 and b̂in,1, b̂in,2 represent the input
fields through the ports, and âin,i and b̂in,i represent any other inputs.
At this stage we make a semi-classical approximation, and rather than
treating our cavity fields as operators they simply become complex numbers.
Additionally, this means our atomic transition operators, and the input fields
will also be treated as complex numbers. For our microwave and optical
cavities we are only going to have input through one of the ports, and so
we neglect any input from port 2 of each cavity as well as any other inputs,
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Equations 2.10 and 2.11 describe the fields inside the cavities, but practically
we care about the outputs from the cavity. A boundary condition relates the









(bin + bout) (2.12)







So far we have been dealing with our cavity fields in the time domain, where
a = a(t) and b = b(t), however by solving our input-output equations in the
frequency domain we can see how the system behaves with different input
frequencies.
The classical fields can be found in terms of their frequency components













where ωo and ωµ are the optical and microwave input frequencies. Taking the
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2.3.2 Cavity Field Equations
We can now formulate equations for the microwave and optical cavity fields
in terms of the input frequencies, which is the primary goal of this chapter.
Defining the detunings between the input fields and the cavities,
δo = ωo − ωco (2.18)
δµ = ωµ − ωcµ (2.19)
we can rearrange Equations 2.14 and 2.15 to form expressions for the cavity



















(2γµc + γµi)/2− iδµ
(2.21)
These equations are coupled via the atomic terms, which are functions of
the cavity field amplitudes and frequencies, σ13,k = σ13,k(a, b, δo, δµ), σ12,k =
σ12,k(a, b, δo, δµ). If there is no input into the optical cavity, ãin = 0, then
there can still be a non-zero optical cavity field because of the atomic terms,∑
k g
∗
o,kσ13,k. This intra cavity field will result in an optical output field which
is our upconverted signal.
2.3.3 Process Using the Excited State Spin Transition
Thus far we have been considering the upconversion scheme which uses the
ground state microwave transition. These results can be translated to the
scheme which uses the microwave transition of the excited electronic state.
In this system the optical pump will drive the |1〉 → |2〉 transition, and the
microwaves will drive the |2〉 → |3〉 transition. In Equations 2.20 and 2.21 we
just have to change the σ12 operators to σ23. The transition which emits the




















(2γµc + γµi)/2− iδµ
(2.23)
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2.3.4 Empty Cavity Limit
If there is no atom–field interaction then the transmission through the cav-
ities will be standard Lorentzians, regardless of the atomic scheme. Using
the boundary conditions (Equation 2.13) the empty cavity transmission, as
expected, is ∣∣∣∣aoutain
∣∣∣∣2 = γ2oc(2γoc + γoi)2/4 + δ2o (2.24)∣∣∣∣boutbin
∣∣∣∣2 = γ2µc(2γµc + γµi)2/4 + δ2µ (2.25)
When the atoms are far detuned from the fields their interaction will be small,
and the cavity transmission will approach these empty cavity results.
We now have developed equations for the cavity fields for our upconver-
sion device. This thesis will focus on solving these equations to model the
device, and using them make the upconversion process more efficient. The
upconversion process happens via interactions with the erbium ions in the
crystal, these interactions appear in our cavity field equations via the atomic
transition operator terms. We haven’t yet developed a description for these
interactions, and so the next chapter will focus on developing a model of our
ensemble of atoms interacting with the light fields.
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Chapter 3
Atoms and Driving Fields
The core of the upconversion process involves the interaction between atoms
and various driving fields. In this chapter we aim to develop an accurate
model to describe the state of the atoms in our system so that we can later
model the upconversion process. We first develop a model for a single atom,
which will include the effects of the light fields, as well as temperature and
loss effects. This single atom model can then be used to develop a description
for an ensemble of atoms, which will be used to describe the atom–field
interaction in our input–output equations from Chapter 2.
3.1 Single Atom with Driving Fields
Initially we will consider a single atom used as a three level Λ system, where
the lower levels are separated by a microwave transition, and the upper level
is separated by an optical transition (Figure 3.1).
The microwave transition between the ground state |1〉 and the second
level |2〉 has frequency ω12, and the upper level |3〉 is separated from |1〉 and
|2〉 by optical transitions with frequencies ω13 and ω23 respectively. All three
transitions will be driven by light fields.
A microwave field will drive the |1〉 → |2〉 transition and an optical field
from the upconverted photons will interact with the |1〉 → |3〉 transition. The
microwave field is the input microwave field for the upconversion process,
and the optical field is the upconverted output field. In this chapter these
microwave and optical fields will be treated as classical fields. The microwave
field has complex amplitude b and frequency ωµ, likewise the optical field has
complex amplitude a and frequency ωo. The frequencies of these input fields
may be detuned from the atomic transition frequencies.
Additionally, there will be a coherent field driving the |2〉 → |3〉, the Rabi
25
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Figure 3.1: Energy level diagram for the scheme using the ground state microwave
transition, showing frequencies of the atomic transitions and the light fields.
The fields may be detuned from the atomic transitions. The microwave field is
represented by b, the upconverted optical field is represented by a, and the Rabi
frequency for the pump field is Ω.
frequency for this transition is Ω. For the upconversion process, a microwave
photon and an optical pump photon will excite the atom into |3〉, where it
will decay to the ground state and emit an optical photon with frequency
ωo = ωµ + ωΩ
3.2 Density Matrix
The atoms can be modelled using their density matrices, and this will also
allow us to find values for their atomic transition operators.
The density matrix ρ is a matrix which describes the state of a quantum
system. It allows us to represent mixed states, where there is statistical
uncertainty about what state the system is in as well as quantum uncertainty.




pj |ψj〉 〈ψj| (3.1)
This represents a system where there is pj probability that the system is in
state |ψj〉. The density matrix is often used in quantum optics because it
allows us to rigorously deal with thermal and quantum noise effects [58].
The density matrix describing our three level atom is a 3× 3 matrix. The
diagonal elements are the population fraction in the corresponding state, for
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example if ρ11 = 0.5 then there is a 50% chance that the atoms would be
measured to be in the ground state. A measurement of the state of the atom
will result in the atom being in either |1〉, |2〉 or |3〉 and so the diagonal terms
are subject to the normalisation condition
∑
ρnn = ρ11 + ρ22 + ρ33 = 1.
The off-diagonal elements of ρ correspond to the coherence between the
two states, which we will now show are also the expectation values for the
atomic transition operators. The atomic transition operator σnm takes the
atom from state |m〉 to |n〉, and so can be written as an outer product of
these states,
σnm = |n〉 〈m|
The n,m matrix element of ρ is,













〈σnm〉j is the quantum expectation value of σnm for an atom in state |ψj〉.
And so the sum over 〈σnm〉j with their corresponding statistical probability
will yield the quantum and statistical expectation value of σnm. This allows
us to use ρ to model the atoms in the upconversion process. Specifically,
we will use the elements ρ12 and ρ13 as the values for the atomic transition
operators σ12 and σ13 in the equations for the cavity fields, Equations 2.20
and 2.21.
3.3 Liouville Equation
We are wanting to be able to find the atomic density matrix, which will give us
the expectation values of the atomic transition operators. In this section we
will use the Master Equation to find the steady state atomic density matrix.




where L is the Liouvillian superoperator acting on ρ, this means L is a linear
operator that acts on ρ and returns another 3× 3 matrix. We will solve for ρ
in the steady state using,
dρ
dt
= Lρss = 0. (3.3)
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L takes into account for both the Hamiltonian dynamics of the system, as
well as non-Hamiltonian processes due to thermal, damping, and dephasing
effects.
3.3.1 Hamiltonian Dynamics
L can be split into the Hamiltonian dynamics, and the other processes,
Lρ = − i
h̄
[Ĥ, ρ] + Γρ (3.4)
where Ĥ is the atomic Hamiltonian, and Γ is a superoperator describing the
non-Hamiltonian processes. The Hamiltonian for the atom interacting with
the optical and microwave fields is [51]
Ĥ = ωoâ
†â+ ωµb̂
†b̂+ ω13σ33 + ω12σ22 (3.5a)
+ goâσ31 + gµb̂σ21 + Ωσ32 + h.c. (3.5b)
Here ωoâ
†â and ωµb̂
†b̂ represent the energy in the optical and microwave
cavities, ω12σ22 and ω13σ33 represent the energy of the atom being in the
excited states |2〉 and |3〉. The second line represents the coupling between
the three atomic transitions, and the three fields; the optical output field, the
microwave field, and the pump laser field.
We are wanting to find the steady state density matrix, and so for this
we need everything to be constant in time. As it stands, the microwave and
optical fields are oscillating at GHz and THz frequencies and so are definitely
not constant in time. However, moving into the frame rotating with these
fields will remove the time dependence of these terms and allow us to find
the steady state density matrix.
To do this we split the Hamiltonian into two commuting parts,




†b̂+ ωoσ33 + ωµσ22 (3.7)
V̂ = (ω13 − ωo)σ33 + (ω12 − ωµ)σ22 + goâσ31 + gµb̂σ21 + Ωσ32 + h.c. (3.8)
where Ĥ0 has the terms rotating with the fields. Because these two parts
commute we can use V̂ as our interaction picture Hamiltonian which is
rotating in the frame defined by Ĥ0.
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From here we treat the optical and microwaves as classical fields,
â→ a, â† → a (3.9)
b̂→ b, b̂† → b (3.10)
Here a and b represent the classical field amplitudes, and ā and b̄ are their
complex conjugates. We now express V̂ in matrix form, in the basis of the




 , |2〉 =
01
0




And so V is written as
V =
 0 gµb goagµb ω12 − ωµ Ω
goa Ω ω13 − ωo
 (3.12)
This Hamiltonian will be used in the Liouvillian superoperator. This is
currently in terms of input light and atomic transition frequencies, V can also
be expressed in terms of detunings
V =
 0 gµb goagµb δaµ − δµ Ω
goa Ω δao − δo
 (3.13)
where δaµ and δao are the detunings between the microwave transition and
cavity, and the optical transition and cavity for the single atom,
δaµ = ω12 − ωcµ (3.14)
δao = ω13 − ωco (3.15)
3.3.2 Damping Effects
As well as the Hamiltonian dynamics of the three level atom there will also be
loss effects in the system. These loss effects will be both population damping
effects and dephasing effects.
The loss effects are modelled by considering our system, a three level
atom, coupled to a reservoir that represents the environment [56, 58]. The
total system Hamiltonian can be written as,
Ĥtotal = Ĥatom + Ĥres + Ĥint (3.16)
30 CHAPTER 3. ATOMS AND DRIVING FIELDS
Where Ĥatom, Ĥres and Ĥint are the Hamiltonians describing the atom, reser-
voir, and the interaction between the atom and reservoir respectively. The
reservoir in some sense describes the entire universe except for the atom, and
so it would be very convenient to be able to describe the atomic dynamics
without having to worry about the rest of the entire universe. We will call
w the density matrix describing the state of the total system (the entire
universe). This can be reduced to the density matrix describing just the atom
ρ by ‘tracing out’ the effect of the reservoir,
ρ = Trres{w} (3.17)
where Trres denotes a partial trace over the reservoir variables.
For describing the time dynamics of our system (finding ρ as a function
of time) we make two main assumptions. The first is assume that the system
and the reservoir are always uncorrelated and that the state of the reservoir
doesn’t change with time. This is called the Born approximation, and can
be applied when the system is small and the coupling is weak, so will have
negligible effect on the reservoir. The second assumption is called the Markov
approximation and makes the assumption that the interactions between the
system and reservoir are only correlated for very small time scales, this can
be thought of as the interactions being memoryless.
Treating the reservoir as a thermal bath of harmonic oscillators, we can
find the equation of motion for ρ which includes Hamiltonian evolution, as
well as the damping effects which arise from interactions with the reservoir.
These interactions will result in population damping, which leads to the decay
of population from one state to another. For the states |n〉 and |m〉 where








Nbath,nm(2σmnρσnm − σnmσmnρ− ρσnmσmn)
(3.18)
where γnm is the damping rate. The effect of temperature is included by
treating the reservoir as a thermal bath at finite temperature, where the






For the optical transitions |1〉 → |3〉 , |2〉 → |3〉 the transition frequencies
are so high that even at noncryogenic temperatures the number of thermal
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photons is negligible, and so we can say
Nbath,13 ≈ Nbath,23 ≈ 0 (3.20)
For the microwave transition Nbath,12 is not negligible and will affect the
damping. Because this is the only transition there the temperature effects
the damping, we will refer to Nbath,12 as Nbath.
















Nbath(2σ21ρσ12 − σ12σ21ρ− ρσ12σ21)
(3.23)
There will be additional dephasing effects are due to interactions between the
ions and the host lattice, which typically have the effect of enhancing decay








(2σ33ρσ33 − σ33ρ− ρσ33) (3.25)
The damping and dephasing effects can be combined into one superoperator
acting on ρ
Γρ = Γ12ρ+ Γ23ρ+ Γ13ρ+ Γ2dρ+ Γ3dρ (3.26)
This superoperator Γ governs all the damping and dephasing dynamics of ρ.
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3.4 Solving for Steady-State
We now are in a position to solve for the steady state density matrix,
Lρss = −i[V̂ , ρss] + Γρss = 0 (3.27)
To solve this we will use a method modified from [46], using variable fields a
and b rather than their Rabi frequencies. Because L acting on ρ is a linear
operation we can solve Equation 3.27 by expressing ρ as 9× 1 vector rather
than a 3 × 3 matrix, and writing L as a 9 × 9 matrix. From here ρss can
be found by solving Lρss = 0 while accounting for normalisation. Using this
method ρ is written as
ρ
.
= [ρ11, ρ21, ρ31, ρ12, ρ22, ρ32, ρ13, ρ23, ρ33]
T (3.28)
L in Equation 3.27 is composed of operators acting on ρ from both the left
and right, for example [V̂ , ρ] = V̂ ρ− ρV̂ . To deal with this we use a similar
approach as the python package QuTip [59].
We can define 9× 9 operators acting from the left on the 9× 1 vector ρ,
which have the equivalent effect as 3 × 3 operators acting on the matrix ρ
from the left or the right. For a given 3× 3 operator m̂, these 9 operators are
defined by
M→ = 1⊗ m̂ (3.29)
M← = m̂⊗ 1 (3.30)
where ⊗ is the tensor product. These have the following equivalent effects,
M→ρ is equivalent to m̂ρ
M←ρ is equivalent to ρm̂
This allows us to define 9× 9 operators for all the operators that make up our
Liouvillian. These are then combined to express the Liouvillian superoperator
as a 9× 9 matrix,
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L .=















−igµb −igoa iΩ 0 0
γ12nb igµb 0 −ibgµ −γ12(nb+1) −iΩ 0 iΩ γ23




















0 0 igoa 0 0 iΩ −iago −iΩ −γ13 − γ23

(3.31)
Practically this matrix was generated using SymPy, the Python library
for symbolic mathematics [60]. The atomic Hamiltonian V , and the atomic
transition operators were expressed symbolically as 3× 3 matrices. For each
of these operators we generated 9×9 symbolic matrices which were equivalent
to Equations 3.29 and 3.30. These were then combined to make Equation
3.31.
We want to solve for the steady state density matrix ρss by finding the
kernel of L, however this is not uniquely determined without an additional
constraint. Including our normalisation condition on ρ allows us to find the
unique solution. We need to insure ρ11 + ρ22 + ρ33 = 1, so we replace the first
row of L with
[1, 0, 0, 0, 1, 0, 0, 0, 1]
and instead of solving for Lρ = 0, we solve for
Lρ = 01 (3.32)
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where
01 = [1, 0, 0, 0, 0, 0, 0, 0, 0]
T (3.33)
Replacing this first row doesn’t change anything about the dynamics. Pre-
viously, the first row of L described the dynamics of ρ11, but with fifth and
ninth row, which describe the dynamics of ρ22 and ρ33, the dynamics of ρ11
are already determined from normalisation. The normalisation condition
means we will get a unique and normalised solution for ρ.
3.5 Atomic Scheme Using the Excited State
Microwave Transition
The model for the atomic system that we have developed can be modified
for the system using the excited state microwave transition, which is a three
level V system. In this system the |1〉 → |2〉 transition is an optical transition
and is driven by the pump laser, and the |2〉 → |3〉 transition is a microwave
transition driven by the microwave field (Figure 3.2). For this system the
Figure 3.2: Energy level diagram for the system using the excited state microwave
transition, showing frequencies of the atomic transitions and the light fields.
The fields may be detuned from the atomic transitions. The microwave field is
represented by b, the upconverted optical field is represented by a, and the Rabi
frequency for the pump field is Ω.
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equivalent atomic Hamiltonian to Equation 3.13 is
V =
 0 Ω goaΩ δaµ − δµ gµb
goa gµb δao − δo
 (3.34)
This atomic scheme is still subject to the damping and dephasing effects just
like when using the ground state microwave transition. The only difference in
the equations governing these effects is the effect of the thermal bath on the
damping rates. When using the microwave transition of the excited state, the
|1〉 → |2〉 transition is an optical transition, and so we can neglect the effect
of the thermal bath on the population damping. The |2〉 → |3〉 transition is
now a microwave transition and so there will be significant thermal effects
on the damping, as there were for the microwave transition when using the
ground state microwave transition. When using the scheme with the excited












Nbath(2σ32ρσ23 − σ23σ32ρ− ρσ23σ32)
(3.36)
The different atomic Hamiltonian and damping terms will mean that the
Liouvillian is different when using the excited state microwave transition,
which will lead to different atomic dynamics. The Liouvillian for this atomic
scheme is,
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L .=















−iΩ −igoa ibgµ 0 0
0 iΩ 0 −iΩ −γ12 − γ23nb −igµb 0 ibgµ γ23 (nb + 1)



















0 0 igoa 0 γ23nb igµb −iago −ibgµ −γ23(nb+1)−γ13

(3.37)
The steady state density matrix for this atomic scheme will be solved for
using the same methods as in Section 3.4.
3.6 Ensemble of Atoms
Thus far we have a method for finding the steady state density matrix, and
hence the expectation values for the atomic transition operators, for a single
atom. However each of the atoms will have different transition frequencies due
to inhomogeneous broadening. The equations for the cavity field (Equations
2.20 and 2.21) require a sum over the σ13 and σ12 for all the atoms. Due to
the large number of atoms in the sample (∼ 1016 atoms) we are unable to just
perform the sums directly. However, because the number of atoms is so large
we are able to approximate these sums as integrals. This means that rather
than summing over the all individual atoms each with different detunings, we
assume that the detunings are normally distributed and perform an integral
with respect to the detunings which is weighted by the distributions. Making
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the assumption that the coupling constants go, gµ are real and the same for
each atom, the sums are approximated as∑
k













Here we are integrating over the optical and microwave detunings δao, δaµ
instead of performing the sums over individual atoms with these detunings.
The functions Go(δao) and Gµ(δaµ) are normalised functions that describe the
distributions of atoms with optical detuning δao and microwave detuning δaµ.





















Where µo is the centre of the optical inhomogeneous line with reference
to the optical cavity frequency, likewise µµ is the centre of the microwave
inhomogeneous line with reference to the microwave cavity frequency. σo and
σµ are the standard deviations of the optical and microwave inhomogeneous
distributions.
In this chapter we have described the atomic system we are using, with
a three-level atom interacting with various light fields. We have developed
a model for finding the steady state density matrix, and then used this to
describe the ensemble of inhomogeneously broadened atoms. This gives us
a way to calculate the terms which describe the interaction between the
ensemble of atoms and the light fields, which will be used for our cavity field
equations. The next chapter will be about how to actually solve the cavity
field equations numerically, with a lot of thought given to solving the integrals
in Equations 3.39 and 3.38.
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Chapter 4
Numerical Methods
This chapter will discuss and develop the numerical methods used for simu-
lating the upconversion system. This involves numerically solving the cavity
field equations as coupled simultaneous equations. We show how the Master
Equation from Chapter 4 can be expressed in an entirely real form, which
allows us to use a fast computational method to find the single atom density
matrix. From here we develop fast and accurate methods for integrating
the single atom density matrix to represent the atomic ensemble. These
integrated terms will be later used in the cavity field equations.
4.1 Solving for Cavity Fields
In Chapter 2 we derived the equations for the optical cavity field a and the
microwave cavity field b,
a =
−iS13(a, b, δo, δµ)




(2γoc + γoi)/2− iδo
(4.1)
b =
−iS12(a, b, δo, δµ)




(2γµc + γµi)/2− iδµ
(4.2)
Here for simplicity S13 and S12 are the sums over the single atom atomic
transition operators,
S13(a, b, δo, δµ) =
∑
k
g∗o,kσ13,k(a, b, δo, δµ) (4.3)
S12(a, b, δo, δµ) =
∑
k
g∗µ,kσ12,k(a, b, δo, δµ) (4.4)
The cavity field equations (Equations 4.1 and 4.2) are coupled via the atomic
terms. Physically, this means that the optical and microwave fields are
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coupled via their interaction with the atoms. We have expressions for a and
b in Equations 4.1 and 4.2, but these also depend implicitly on both a and b
making them difficult to evaluate. These two coupled complex equations can
also be thought of as four coupled real equations for the real and imaginary
parts of a and b,
ar = Re
(
−iS13(ar, ai, br, bi)









−iS13(ar, ai, br, bi)









−iS12(ar, ai, br, bi)









−iS12(ar, ai, br, bi)




(2γµc + γµi)/2− iδµ
)
(4.5d)
Solutions for a and b can be found numerically with a root finding algorithm
with both vector valued inputs and outputs [61]. If we define
X = [ar, ai, br, bi]
T
we can think of the right hand side of Equations 4.5 as a function of this
vector X, F (X). We then solve for ar, ai, br, bi by numerically solving,
F (X)−X = 0 (4.6)
Solving for X will give us our intra cavity field amplitudes, from which it
is simple to calculate the output fields and conversion efficiency.
4.2 Single Atom Coherences
To be able to solve for a and b we need to be able to evaluate S13 and S12 as
functions of both the complex cavity field amplitudes a and b, and the optical
and microwave detunings δo and δµ. To find S13 and S12 we must first find
the single atom coherence terms. This is done by solving for the steady state
density matrix using
Lρ = 01 (4.7)
where 01 = [1, 0, 0, 0, 0, 0, 0, 0, 0]
T (Equation 3.33), as described in Section 3.4.
The density matrix is complex and Hermitian, this means we can transform
it into a real, non-symmetric matrix which contains all the same information.
This allows us to use a very fast solver for real matrices, which is important
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because for the calculations we will need to evaluate ρ many times. Although
there exist fast solvers for complex matrices we transform ρ to be real to take
advantage of the property that it is Hermitian. If we kept it as a complex
matrix, the solver would have to solve for the real and imaginary parts of
each component, which would be 18 terms in total. However because ρ is
Hermitian there are only really 9 independent real parameters to solve for.
So by transforming ρ to be real, we find 9 terms which fully define ρ rather
than solving for 18.





2 0 0 0 0 0 0 0 0
0 0 0 0 2 0 0 0 0
0 0 0 0 0 0 0 0 2
0 1 0 1 0 0 0 0 0
0 i 0 −i 0 0 0 0 0
0 0 1 0 0 0 1 0 0
0 0 i 0 0 0 −i 0 0
0 0 0 0 0 1 0 1 0
0 0 0 0 0 i 0 −i 0

(4.8)
This transforms ρ, in vector form, into a real vector


















L is transformed into a real matrix using
Lreal = CLC−1 (4.11)
01 is not changed by this transformation, C01 = 01. We now solve for ρreal
by using the LAPACK routine dgesv, designed for solving a system of real
linear equations [62], to solve the equation
Lrealρreal = 01 (4.12)
And then at any stage we can find ρ by transforming back, ρ = C−1ρreal.
4.3 Atomic ensemble terms
Now that we can solve for the steady state single atom density matrix we can
use this to find the atomic ensemble terms S13 and S12 (Equations 4.13 and
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4.14). Like the single atom coherences, these ensemble terms will depend on
the cavity fields a and b, as well as the atomic detunings. S13 and S12 are found
by integrating the single atom coherences over the atomic detunings, with
Gaussian functions representing the inhomogeneous broadening distributions










dδaµGo(δao)Gµ(δaµ)ρ12(a, b, δao, δaµ) (4.14)
Plotting Coherences
We have to be careful when numerically evaluating the integrals in Equations
4.13 and 4.14. The functions ρ13 and ρ12 will have sharp peaks, as can
be seen in Figures 4.1 and 4.2, the width of these peaks is determined
by the homogeneous linewidths. Because of the large ratio between the
inhomogeneous and homogeneous linewidths, when we numerically integrate
over the inhomogeneous distribution we must be careful that there are enough
integration points close to the peaks, so that the peaks aren’t missed. In
Figures 4.1 and 4.2 the different elements of ρ were calculated as functions
of the optical and microwave detunings, for realistic physical parameters
(described later in Section 5.2). Figure 4.1 shows the elements of ρ when the
input microwave field is very small, this will be close to the single photon
regime used in quantum information. Figure 4.2 shows the elements of ρ for
a much larger microwave field, such as is used in some of the experiments in
[46].
For low microwave power, we can see that most of the atoms are still in
the ground state, although in the peaked regions they have around a 20%
chance of being in one of the excited states. When the transitions between the
energy levels are driven this generates coherence between the states, and so
the coherence between the states is peaked in the same areas as the population
fraction. When there is a large microwave field driving the |1〉 → |2〉 transition,
the atoms have about the same probability of being in one of these states.
This is because the microwave field is strong enough such that half the atoms
have been driven into the |2〉 state and so any additional driving will simply
drive them back to |1〉, and so an equilibrium is reached. There is a similar
process for the case with low microwave field, where the atoms have a similar
probability of being in the |2〉 or |3〉 state, because of the strong pump laser.
In the case with the strong microwave field, we see an interesting effect in
the coherence terms ρ13 and ρ23 where these have minima in the middle of
the peaked regions. This may be due to the Autler-Townes effect, where for
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Figure 4.1: The absolute value of the different elements of ρ for very low microwave
field as a function of the microwave and optical atomic detunings, such as used in
the single photon regimes. ρ11 is larger than all the other terms because the field
is weak and so atoms have a low probability of being driven into one of the higher
energy levels.
certain microwave and optical frequencies close to a resonance, the material
becomes transparent to the pump laser [63]. If the material was transparent
to the pump laser for these frequencies then it would not generate coherence
between the states.
4.3.1 Finding Atomic Degenerate Dressed States
The peaked and rapidly changing regions for our coherences (Figures 4.1 and
4.2) correspond to the detunings which cause the atomic Hamiltonian to have
degenerate eigenstates. When there are no input fields, the eigenstates of the
atomic Hamiltonian are just the atomic energy levels. However, when there
are light fields driving transitions between these levels, the eigenstates become
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Figure 4.2: The absolute value of the different elements of ρ as a function of the
microwave and optical detunings for a large microwave field, such as is used in
experiments. There is significant population of the second level, given by ρ22,
because of the large microwave field, which pumps the photons from the ground
state into this level. Note the dip in ρ1,3 and ρ2,3 close to the resonance, possibly
due to the Autler-Townes effect.
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the dressed states of the combined atom and fields. In the frame rotating
with the fields which we are working in, when two levels are degenerate it
means they have the same detuning from the input fields. This means the
degenerate dressed states have the same detuning from the input fields, and
so will have an absolute frequency difference resonant with the input field.
With these detunings, the input fields will directly drive transitions between
the dressed states, rather than the atomic transitions. This causes the peaks
in our density matrix because it corresponds to directly driving transitions
between eigenstates of the system. For a given optical detuning δao there will
be a microwave detuning δaµ such that the atomic Hamiltonian has degenerate
eigenvalues, we will refer to these detunings as the degenerate dressed state
detunings.
The degenerate dressed state detunings will show us the regions where
the coherences are sharply peaked, we can use this information to make sure
our numerical integration is accurate around these regions.
The eigenvalues of the Hamiltonian are given by
det(Ĥatom − 1λ) = 0 (4.15)
where λ takes the place of an eigenvalue. Because Ĥatom is a 3 × 3 matrix,
this determinant will be a third order polynomial in λ. For a third order
polynomial, if the discriminant is zero, then the polynomial has at least 2
repeated roots. These repeated roots will correspond to degenerate eigenvalues
of the atomic Hamiltonian, which correspond to our degenerate dressed states.
So we want to find detunings for which,
Discλ(det(Ĥatom(δao, δaµ)− 1λ)) = 0 (4.16)
where Discλ calculates the discriminant of the polynomial function of λ. Ĥatom
is Hermitian, like all observables, and so the eigenvalues λ are all real, however
they may be zero-valued. This means that the roots of Equation 4.15 are
all real, and so its discriminant in Equation 4.16 is always non-negative.
Numerically it is difficult to quickly find the zeros for Equation 4.16 directly.
However, because it is non-negative, all the zeros lie at minima, where the
derivative with respect to both δao and δaµ is zero.
So for a given optical detuning we can use a root finding algorithm find







This gives us the detunings of the degenerate dressed states.
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For root finding it is useful to have an initial guess for the detunings
which correspond to the degenerate dressed states, for these we assume a is
negligible, and then work either the regime where we can ignore the pump
laser compared to the microwaves or when we can ignore the microwaves
compared to the pump. In the case where the pump is small compared to
the microwaves, Ω→ 0, and so we have
Ĥatom =
 0 gµb 0gµb δaµ − δµ 0
0 0 δao − δo
 (4.18)




+ δao − δo + δµ (4.19)
So for a given optical detuning δao, Equation 4.19 gives the value of δaµ such
that the dressed states of the atomic Hamiltonian are degenerate.
In the case where the microwaves are negligible compared to the pump
laser we have
Ĥatom =
0 0 00 δaµ − δµ Ω
0 Ω δao − δo
 (4.20)





The found degenerate dressed state detunings are plotted over ρ12 and ρ13 in
Figure 4.3 for small microwave field, and Figure 4.4 for large microwave field,
showing that they fit very well to the peaked regions of the density matrix.
4.3.2 Dressed States when using the Excited State Mi-
crowave Transition
We can use the same methods to find the detunings which correspond to the
degenerate dressed states for the atomic scheme which uses the excited state
microwave transition. The atomic Hamiltonian used in Equation 4.17 will
be the Hamiltonian for the atomic scheme using the excited state microwave
transition (Section 3.5), and the initial guesses for finding the degenerate
dressed states will need to be changed. The initial guesses for the detunings
of the degenerate dressed states for this atomic scheme can be found by
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Figure 4.3: The absolute value for ρ12 and ρ13 for small microwave field. The red
line represents the detunings of the degenerate dressed states of the Hamiltonian,
and was found using an initial guess assuming no microwave field and large laser
pump.
Figure 4.4: The absolute value for ρ12 and ρ13 for large microwave field. The red
line represents the detunings of degenerate dressed states of the Hamiltonian, and
was found using an initial guess assuming large microwave field and negligible
laser pump.
48 CHAPTER 4. NUMERICAL METHODS
Figure 4.5: The absolute value for ρ23 and ρ13, using the excited state microwave
transition, for small microwave field. The red line represents the detunings of the
degenerate dressed states of the Hamiltonian, and was found using an initial guess
assuming no microwave field and large laser pump.
simply swapping Ω and gµb in the equations for the scheme which uses the
ground state microwave transition. So when using the excited state microwave





+ δao − δo + δµ (4.22)





The degenerate dressed state detunings found using these initial guesses are
plotted over ρ23 and ρ13 in Figure 4.5 for small microwave field, and Figure
4.6 for large microwave field.
4.4 Numerical Integration
Evaluating the atomic coherence terms S13 and S12 requires us to perform
a 2 dimensional integral over the optical and microwave detunings. We
will integrate each of the density matrix terms together because as well as
calculating the coherences this will give us interesting information about the
population of the levels. The function we are integrating is the density matrix,
multiplied by the inhomogeneous broadening distributions. We choose the
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Figure 4.6: The absolute value for ρ23 and ρ13, using the excited state microwave
transition, for large microwave field. The red line represents detunings of the
degenerate the dressed states of the Hamiltonian, and was found using an initial
guess assuming large microwave field and negligible laser pump.






We can split these integrals into different regions, this allows us to take the













The bounds for the inner δaµ integral can depend on the value of δao. This is
why we have developed the method for finding δaµ corresponding to δao for
the degenerate dressed states. To avoid double counting a region we sort the
bounds such that,
δao,i < δao,i+1, δaµ,j < δaµ,j+1 (4.26)
Each of these bounded integrals will be evaluated using Gauss-Lobatto
quadrature, for arbitrary bounds this is,∫ b
a








(xl + 1) + a
)
(4.27)
where n is the number of points, wl are the Gauss-Lobatto weights, and
xl are the Gauss-Lobatto points for the interval [−1, 1] [64]. This integral
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approximation is exact if f(x) is a polynomial of degree 2n− 3 or less [65],
our functions are not exactly polynomials but for high enough n this will
still give a very accurate approximation. This method is much more accurate
than Simpson’s rule or the trapezoidal rule for numerical integration for the
same number of points. Gauss-Lobatto quadrature is used rather than more
common quadrature methods, such as Gauss-Legendre quadrature, because
Gauss-Lobatto quadrature uses the end points of the region for the integration
points. This means the numerical integration can take into account if the
function changes rapidly near the end points.
For the integral over the optical detuning δao we will split the integral
in several regions over the inhomogeneous broadening (µo, µo ± σo, µo ±
3σo, µo ± 10σo), as well as around the input detuning and the broadening
due to the optical homogeneous broadening (δo, δo± γ3d, δo± 5γ3d) as shown
in Figure 4.7. For the integral over the microwave detuning δaµ this is also
split over inhomogeneous broadening (µµ, µµ ± σµ, µµ ± 3σµ, µµ ± 10σµ)
and the homogeneous broadening (δµ, δµ ± γ2d, δµ ± 5γ2d), as well as around
the degenerate dressed state detuning which will depend on the value of δao
(Figure 4.8).
As indicated in Equation 4.24, the integral over δao will be evaluated as
the outer integral. This means that the integrals will be split up as indicated
in Figure 4.7, and then for each numerical integration point, we will evaluate
the integral over δaµ. The integral over δaµ will be similarly split up, as shown
in Figure 4.8. This integral will be split around the degenerate dressed state
detunings, which will depend on the specific value of the outer integral δao
integration point we are evaluating the inner δaµ integral for.
Using this method of integration we are able to quickly and accurately
integrate over the optical and microwave inhomogeneous distributions. The
values of the degenerate dressed state detunings, which split the integrals,
will depend on the input fields. This allows us to perform the integrals for
a range of different powers of the input microwaves; from the single photon
regime to the regime where microwaves are so powerful they saturate the
transition, as we will see in later chapters.
Integrating over the inhomogeneous distribution using a simpler method
such as Simpson’s rule will be much slower, because to achieve the same
accuracy as a quadrature rule many more points must be evaluated. Simpler
methods may be able to give accurate results when the fields are far detuned
from the atoms, because the peaked regions are far from the centre of the
inhomogeneous line and so won’t have much influence. But when close to
resonance, the peaked regions will be close to the centre of the inhomogeneous
distribution and so will have a large effect. Therefore, when close to resonance
it is necessary to take these peaked regions into account, otherwise the points
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Figure 4.7: Demonstration of how the integrals over the optical detuning δao are
split into regions. (a) and (c) show ρ12, (b) and (d) show ρ13 as a function of
optical and microwave detunings. The horizontal lines indicate where the integrals
over δao will be split. (a) and (b) show how the inhomogeneous linewidth is
integrated over; the red line indicates the centre of the inhomogeneous line µo and
the black lines indicate one standard deviation to either side of this, µo ± σo. (c)
and (d) show how the integral is split up because of the homogeneous linewidth,
with the red line at δo, and the black lines at δo ± 5γ3d. The difference in the
range of δao in the top and bottom rows is because the inhomogeneous linewidth
is so much larger than the homogeneous linewidth.
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Figure 4.8: Demonstration of how the integrals over the microwave detuning δaµ
are split into regions, similar to Figure 4.7. The two columns show the absolute
values of ρ12 and ρ13 as a function of optical and microwave detunings, and the
lines indicate where the integrals will be split. (a) and (b) show how the integral
is split up over the inhomogeneous linewidth, the red line is at the centre of the
inhomogeneous line µµ, and the black lines are at µµ ± σµ. In (c) and (d) the
red line is at δµ and the black lines indicate δµ ± 5γ2d. The green line shows the
degenerate dressed state detunings which we will split the microwave integral
over.
4.4. NUMERICAL INTEGRATION 53
used for numerical integration could miss them, and give an incorrect result.
In this chapter we have outlined the various numerical methods we will
use to simulate our double cavity upconversion process. We showed how
the equations for the cavity fields can be solved numerically as a set of
simultaneous equations. The single atom coherence terms can be solved for by
making a transformation such that the density matrix is entirely real, which
allows us to use a fast LAPACK routine to find the steady state. We also
developed methods to deal with our inhomogeneously broadened distribution
of atoms. The density matrix elements as functions of the atomic detunings
have sharp peaks related to the homogeneous broadening, and so these must
be accounted for when integrating over the inhomogeneous distribution. These
peaked regions correspond to the atomic detunings where the dressed states
of the atomic Hamiltonian are degenerate. We developed a way to find these
detunings, and the integrals will be split around them. This allows us to
integrate over the inhomogeneous distribution accurately without missing the
peaks.
These methods allow us to simulate our upconversion process as we will
see in the following chapters.
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Chapter 5
Comparison with Single Pass
Experiments
To make sure that our model is accurate, this chapter will compare simulations
with experimental data. We will begin with a description of the experimental
set up, which is similar to the system outlined in Chapter 2 but with no cavity
to enhance the optical field. We will discuss the experimental parameters
used for these simulations, and then compare the simulations for the optical
and microwave fields to the experiment.
5.1 Single Pass Simulations
The experiments which we will compare our simulations to, were performed at
low temperature using a single pass optical set up, meaning there is no optical
cavity for either the pump laser or the optical output field. These experiments
will be a useful test of the accuracy of the simulations. The experimental set
up involved a crystal of Er:YSO inside a microwave resonator, driven by an
optical pump laser as shown in Figure 5.1. All experiments were performed
by Gavin King.
The set up for these experiments involved a crystal of Er:YSO in a
microwave cavity was cooled to cryogenic temperatures using a dilution fridge.
A magnetic field was applied to split the two level system with a single optical
transition into a four level system. Depending on whether the ground state or
excited state spin transition is being used, the magnetic field will be adjusted
such that the relevant transition is close to resonant with the microwave
cavity. One of the optical transitions is driven close to resonance with the
optical pump laser. Both the frequency of the input microwaves and the
pump laser can be varied, as well as the magnetic field.
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Figure 5.1: Diagram showing the set up for the single pass experiments. The
Er doped crystal is inside a microwave cavity with input and output ports. The
crystal is in the beam path of an optical pump laser, and the signal from the
pump laser and upconverted photons is measured on an optical detector.
Measurements of the microwave and optical field are made using two
different methods. The output microwave field is measured by simply recording
the transmission through the microwave cavity. For measuring the output
optical field, which is the field of the upconverted photons, a heterodyne
measurement is taken by measuring the beat signal between the upconverted
signal and the optical pump. For the heterodyne measurement, the experiment
was not fully calibrated, so we only have the relative magnitude of the optical
signal, and so do not know the experimental conversion efficiency.
The theoretical model and numerical methods have been developed for a
set up of both a microwave and optical cavity, however it is easily modified for
the case where there is only a microwave cavity. Because there is no optical
cavity, when an optical signal photon is generated it will immediately leave
the crystal, and so we can assume the optical field in the crystal is negligible,
ã ≈ 0 (5.1)
However the optical pump field will still be significant. So for the ground






µ,kσ12,k(a = 0, b, δo, δµ) +
√
γµcb̃in
(2γµc + γµi)/2− iδµ
(5.2)
using the numerical root finding method discussed in Section 4.1.
The optical output field amplitude will be proportional to the sum over
the atomic transition operators for the |3〉 → |1〉 transition, for the microwave
cavity field amplitude b
aout(b, δo, δµ) ∝
∑
k
g∗o,kσ13,k(a = 0, b, δo, δµ) = S13(b, δo, δµ) (5.3)
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In this experiment, the entire crystal will be in the microwave field, due
to the resonator and mode geometry, however only a fraction of the atoms
will be in the optical pump beam path as shown in Figure 5.1. This must be
taken into account for the simulations to show the same phenomena as the
experiments. This means the atoms which are not in the optical beam path
will not have the |2〉 → |3〉 transition driven by the electric field, and hence
Ω = 0. Hence the atomic interaction term in Equation 5.2 will be expressed


























= S12 + S12,Ω=0
where N is the total number of atoms which are all in the microwave cavity,
and No is the number of atoms in the optical beam path. Taking into account
the atoms not in the pump beam path, Equation 5.2 becomes
b̃(δo, δµ) = −i
S12(b, δo, δµ) + S12,Ω=0(b, δo, δµ)




(2γµc + γµi)/2− iδµ
(5.4)
For the microwaves we will measure transmission through the cavity,
which refers to the ratio of power into the cavity against power out of the
cavity. Because the output and input photons have the same frequency we








For the optical signal we mainly care about the conversion number efficiency,











It isn’t very useful to compare power conversion efficiency because the optical
photons have several orders of magnitude more energy than the microwave
photons. For quantum computing applications we care about the number of
photons converted, not the power.
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Figure 5.2: The experimental microwave cavity transmission spectrum (dB) far
detuned from the atomic transition frequency, and the Lorentzian fit used to find
ωcµ, γµc and γµi.
5.2 Experimental Parameters
To be able to simulate the experiments we now need to know the physical
parameters which characterise each of the parts of the system. These include
parameters describing the microwave cavity, the cavity fields and the atoms.
5.2.1 Microwave Cavity
Both the microwave and optical cavities are characterised by three parameters
in our model, these are the central frequency, the coupling loss rate, and the
intrinsic loss rate. For the experiment there is no optical cavity, so we only
need to know the parameters for the microwave cavity.
For the microwave cavity these parameters are found from the Lorentzian
cavity spectrum (Figure 5.2). When the cavity is empty or very far de-
tuned from the atomic microwave transition frequency then the spectrum of
transmission through the cavity is Lorentzian, and given by∣∣∣∣boutbin
∣∣∣∣2 = γ2µc(2γµc+γµi)2
4
+ (ωµ − ωcµ)2
(5.7)
The spectrum of the far detuned cavity can be fit to this Lorentzian to find
the cavity central frequency ωcµ, the coupling loss γµc, and the cavity intrinsic
loss γµi. When the atoms are far detuned from the microwave cavity, the
cavity is strongly overcoupled.
From the fit we have the following parameters
ωcµ = 2π · 5017 MHz (5.8)
γµc = 2π · 1.495 MHz (5.9)
γµi = 2π · 1.149 MHz (5.10)
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Figure 5.3: Population decay from the optical excited level, |3〉, to |1〉 and |2〉,
and the associated decay constants.
5.2.2 Atomic Loss Parameters
The population lifetime of the optical excited state |3〉 has been measured to
be around 11 ms [66, 28]. From this excited state the atom can decay into
either of the Zeeman split lower levels |1〉 or |2〉 (Figure 5.11). The ratio of


















Where d13 and d23 are the dipole moments for the |1〉 → |3〉 and |2〉 → |3〉
transitions,
d13 = 1.63× 10−32 C m (5.13)
d23 = 1.15× 10−32 C m (5.14)
The population lifetime of the excited state of the microwave transition





The external dephasing rates for levels |2〉 and |3〉 are from [46],
γ2d = 1× 106 Hz (5.16)
γ3d = 1× 106 Hz (5.17)
The atomic decay and loss dynamics will also be affected by the tem-
perature of the system, due to the presence of thermal photons exciting the
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microwave transition. The Master equation method models this by coupling
the atoms to a thermal bath with photon occupation nbath, which is described
by the Planck distribution,
nbath =
1
exp (h̄ω/kBT )− 1
(5.18)
Here ω is the microwave transition frequency.
5.2.3 Atomic Frequencies
At zero magnetic field we will simply have a two level system separated by an
optical transition with frequency f0, the two levels are just the ground and
excited electronic states |g〉 and |e〉 which are the 4I15/2(Z1) and 4I13/2(Y1)
levels of erbium respectively. When the magnetic field is applied both the
ground and excited levels of the optical transition will split, this results in
a four level system. The four levels are the Zeeman split levels for the two
electronic states |g,−〉 , |g,+〉 , |e,−〉 , |e,+〉. The magnitude of the splitting
of the ground and excited states will depend on the g-factors for each of those
transitions,
ωg = ggµBB (5.19)
ωe = geµBB (5.20)
where ωg and ωe are the Zeeman splittings of the electronic ground and
excited levels, and gg and ge are the respective g-factors, B is the applied
magnetic field, and µB is the Bohr magneton. Experimentally the frequency
rather than the angular frequency is measured and it is simpler to use a single






The four level system will have four distinct optical transitions, from one
of the optical ground state levels to one of the optical excited state levels
(Figure 5.4). The frequencies for each of these transitions are given by
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(a) Energy level diagram with optical
transitions.
(b) Optical transmission spectrum with applied
magnetic field.












(c) Optical transmission spectrum at B = 0.22 T
(blue), with the fit to the four Gaussians (Equa-
tion 5.23) (red).
Figure 5.4: (a) Diagram showing the four energy levels, with the zero field optical
frequency f0, and the ground and excited state microwave Zeeman splitting GgB
and GeB. The four optical transitions are labelled 1-4 in order of increasing
frequency. (b) The experimentally measured optical transmission spectrum of
Er:YSO as a function of the applied magnetic field. The absorption peaks labelled
1-4 correspond to the transitions labelled in (a). The red lines are the central
frequencies for each of these transitions, given by Equations 5.22. (c) The optical
transmission spectrum for B = 0.22 T, with fit to the Gaussian profile. The
Gaussian fit is well matched to the general structure but doesn’t entirely describe
the finer details of the optical spectrum.
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We can see in Figure 5.4 that as the magnetic field is increased the
four transitions separate. For each value of the magnetic field the optical
transmission spectrum was fitted a function of four Gaussians each with their
centre given by Equations 5.22,










This fit will also give us information about the inhomogeneous broadening
of the optical transitions. From this fit we are able to find values for Gg, Ge
and the zero-field optical frequency f0,
f0 = 195.1168 THz (5.24)
Gg = 24.085 GHz/T (5.25)
Ge = 17.976 GHz/T (5.26)
When using the ground state microwave transition we can use Gg to find
how the microwave transition frequency changes as a function of the magnetic
field. This microwave transition is inhomogeneously broadened, and so this
frequency will correspond to the centre of the inhomogeneous distribution.
The detuning between the microwave cavity and the centre of the microwave
inhomogeneous line is given by
µµ = 2πGgB − ωcµ (5.27)
Likewise, when using the excited state microwave transition Ge will be
used to model how the microwave transition splits with magnetic field.
For the atomic scheme using the ground state microwave transition, the
pump laser will be driving a transition starting from the upper level of the
electronic ground state into one of the excited electronic levels. Depend-
ing on which transition we drive, the detuning of the centre of the optical
inhomogeneous line from the optical cavity is given by
µo = 2πfi − ωo (5.28)
= 2πfi − ωµ − ωΩ (5.29)
where fi is the frequency of the optical transition from the excited electronic
state, to the lower electronic ground state which will emit our upconverted
photon. Due to conservation of energy the frequency of the upconverted
photon is determined by the frequency of the input microwaves and the pump
laser.
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Figure 5.5: The standard deviation of the inhomogeneous broadening distributions
for the four optical transitions shown in Figure 5.4a as a function of the applied
magnetic field B. The black lines are linear fits.
5.2.4 Inhomogeneous Broadening
The inhomogeneous broadening for both the optical and microwave transitions
will depend on the specific crystal of Er:YSO. Generally the inhomogeneous
distribution is Gaussian, however in the crystal we are using this is not strictly
true. Each of the main four absorption peaks corresponding to the four optical
transitions have additional structure making them not exactly Gaussian, as
can been seen in Figure 5.4c. This may be due to a small inclusion in the
crystal, which could affect the transition frequencies for some of the atoms on
top of the standard inhomogeneous distribution. However for this work we
will make the approximation that the inhomogeneous broadening is Gaussian.
The fit of Equation 5.23 to the optical spectrum (Figure 5.4b) allows us
to see how the inhomogeneous broadening of the optical transitions change
with magnetic field. This fit will give us the standard deviation of each
of the absorption peaks, which describes the width of the inhomogeneous
distribution.
The standard deviations for each transition show some magnetic field de-
pendence as shown in Figure 5.5. This is because there is some inhomogeneity
in the g-factors of the individual atoms. As the magnetic field is increased,
the difference between the transition frequencies will also increase, which will
lead to a larger inhomogeneous linewidth.
The standard deviations for each transition for a given magnetic field B
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are,
σ1 = 0.1486 GHz +B · 0.3082 GHz/T (5.30a)
σ2 = 0.0966 GHz +B · 0.3368 GHz/T (5.30b)
σ3 = 0.3914 GHz +B · 0.1374 GHz/T (5.30c)
σ4 = 0.2799 GHz +B · 0.0009 GHz/T (5.30d)
The inhomogeneous broadening for the microwave transition was found by
fitting a Gaussian to the microwave spectrum for when the atoms were far
detuned from the cavity. The width of the inhomogeneous line was found to
be
σµ ≈ 2π · 3 MHz (5.31)
5.2.5 Coupling Constants
The coupling constants go and gµ describe how strong the coupling is between
the optical and microwave fields to the transitions. For the simulations the
coupling constants are [46]
gµ = 1.04 Hz (5.32)
go = 51.9 Hz (5.33)
5.2.6 Number of Atoms
In the experiment it is estimated that there are 6×1016 Er atoms in the doped
crystal and about 0.8 of these are in the microwave mode of the resonator so
the total number of atoms in the microwave mode is
N = 4.8× 1016
A much smaller fraction of these are in the optical beam path,
No = 2.2× 1015
5.2.7 Light Fields
Input Microwave Field
We want to find the input microwave field, bin, as a function of the input
power, Pµ. Pµ is the rate of energy going into the cavity from the microwave
source. The energy for a single microwave photon is h̄ωµ, and the rate of
incoming photons to the cavity is |bin|2, so the microwave input power is
Pµ = |bin|2h̄ωµ (5.34)
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If there was an input optical field driving the |1〉 → |3〉 transition it would be






Optical Pump Rabi Frequency






where d23 is the electric dipole moment for the transition, and E is the electric
field. We assume the light is parallel with the dipole transition being driven,
so d23 · E = d23 · E. We want to now find the electric field of the pump laser
as a function of the pump laser power, PΩ. The intensity of light is the power












Where A is the area of the pump laser beam, and can be expressed in terms
of the beam diameter D, A = πD2/4.
5.2.8 Optical Pump Frequency
The frequency of the optical pump laser can be tuned by adjusting the
temperature of the laser, which will change the length of the laser cavity and
thus the laser’s wavelength. For these experiments the pump frequency is set
to,
ωΩ/2π = 195.117 THz (5.40)
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Figure 5.6: Diagram showing the energy levels used for the ground state experi-
ments.
5.3 Results when Using the Ground State Spin
Transition
We will begin with the scheme using the ground state spin transition, which
is characterised by the parameters above. In this system the input microwave
field will drive the lower microwave transition, |g,−〉 → |g,+〉, the optical
pump will drive the transition from |g,+〉 to |e,+〉, and the atom decaying
from the upper spin excited state to the ground state of the atom will emit
our optical upconverted photon (Figure 5.6). The |1〉 level for the conversion
process corresponds to |g,−〉, |2〉 corresponds to |g,+〉, and |3〉 is |e,+〉.
5.3.1 Microwave Spectrum
We can solve Equation 5.4 numerically as described in Section 4.1, as a
function of both the detuning of the input microwave field from the cavity,
δµ, and also the applied magnetic field, B. The applied magnetic field affects
several properties of the atoms, but the main effect is how it changes the
frequencies of the microwave (Equations 5.19) and optical (Equations 5.22)
transitions. The change of the microwave transition frequency will modify how
temperature effects the dissipation; from Equation 5.18, a larger microwave
splitting will mean there are fewer photons in the thermal bath that can
excite the transition.
The experimental and simulated microwave cavity transmission spectra
are compared in Figure 5.7, and show good agreement. The transmission
peaks follow a distinct avoided crossing due to interactions between the atoms
and the cavity. There is a dark line of close to zero transmission running
through the avoided crossing.
5.3. GROUND STATE SPIN TRANSITION 67
Figure 5.7: Comparison of the simulated microwave cavity transmission spectrum
with the experimental data in dB. The avoided crossing is clearly seen. When cavity
resonance is far from the atomic transition frequency there is little interaction
between the atoms and cavity and so the spectrum is similar to an empty cavity.
When the atoms are tuned close to the cavity resonance, the transmission peak is
split due to the coupling between the atoms and the cavity field. There is a line
of no transmission (below the thermal noise background) which corresponds to
driving the atoms directly, these atoms will absorb the light and then some of this
energy will be lost to incoherent processes which will cause a drop in transmission.
Avoided Crossing
We can understand the avoided crossing that we see in the microwave trans-
mission spectrum in terms of dressed states of atoms and cavity. Using a
highly simplified model, we can consider a system with many identical two
level atoms in a microwave cavity. The Hamiltonian for this system can be
written as the standard Tavis-Cummings Hamiltonian1 [69, 70]
Ĥ = ωcµb̂
†b̂+ gb̂σ21 + g
∗b̂†σ12 + ω12σ22 (5.41)
Where g is the effective coupling between all the atoms and the cavity field.
This is an extension of the Jaynes-Cummings Hamiltonian which considers a
single atom interacting with a cavity field [71].
This can be expressed in matrix form, using the basis of an excitation
in the cavity and the atom in the ground state, and the ground state of the













1This is also known as the Dicke model.
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The dressed states of the atom-cavity system will correspond to the eigenstates









The transmission peaks in Figure 5.7 correspond to driving the system
with input microwave frequencies given by Equation 5.44. The effective
coupling strength g can be found from the individual atom coupling strength




This is one of the reasons why it is necessary to consider the atoms both in
and out of the optical beam path, because if we only considered the atoms in
the beam path then the effective coupling g would be far smaller.
Dark State
The diagonal dark line in the microwave spectrum means that along this line
there is effectively no transmission through the cavity. This is seen in both
the experimental and simulated data, and is below the level of transmission
for when the fields are detuned from both the atoms and the cavity. This dark
line corresponds to exciting the ω+ and ω− dressed states equally (Equation
5.44). These dressed states can be thought of as partially exciting the atomic
mode, and partially exciting the cavity mode. For this dark line when we are
exciting the two dresses states, the cavity fraction of these two states are π
out of phase and so will cancel out leading to no transmission through the
cavity. The dark line occurs when there is an input microwave frequency of
ωµ = ω12(B) = 2πGgB (5.46)
Where Gg is the constant of proportionality between the Zeeman splitting
frequency and the magnetic field (Equation 5.25)
5.4 Upconverted Optical Signal
Experimentally the upconverted optical photons are detected using Raman-
Heterodyne. The optical output photons and the pump laser photons will
have a frequency difference of the microwave input frequency, ωo − ωΩ = ωµ.
This allows one to detect the unconverted signal by combining it with the
pump laser and measuring the beat frequency using an optical detector [72].
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Figure 5.8: The experimental and simulated Raman-Heterodyne signal for low
microwave power (−47.9 dBm) into the cavity, the temperature was determined
from the size of the splitting to be 670 mK.
The upconverted optical signal for low microwave power is shown in Figure
5.8
For this experiment the crystal was being warmed by pump laser as well as
microwave noise, and the temperature sensor was not directly measuring the
temperature of the crystal. This meant that the experimental temperature
recording was not accurate. The recorded temperature was around 160 mK,
while from the simulations we can see that 670 mK is more accurate.
The experimental data is not very high resolution, and so it was difficult
to tell if the bright line through the middle of the crossing in the Raman-
Heterodyne signal was real or just noise. This line appears in the simulations
and so we can be more confident that it is a real phenomenon.
One of the factors influencing the number of optical output photons is
the magnitude of the intra cavity microwave field; if there are less microwave
photons in the cavity then less can be converted into optical photons. For this
reason the optical output field will generally be greatest where the microwave
transmission is greatest, because this corresponds to a greater intra cavity
microwave field. So when measuring the optical output field as a function of
the input microwave detuning and the magnetic field, the conversion efficiency
peaks will follow the same avoided crossing as the microwave transmission. As
well as following the avoided crossing, upconversion is greater when the atoms
are closer to resonance with the microwave fields. So although in Figure 5.7
the microwave field is large when the atoms are detuned from the cavity (for
example at magnetic field strength of 0.2 T), not many photons are exciting
the atoms to the |2〉 level, so the upconversion process is not very efficient.
This is why in Figure 5.8 the conversion efficiency is greatest around 0.212 T
because this is closer to resonance with the atoms.
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Figure 5.9: Experimental and theoretical Raman Heterodyne spectra for higher
microwave power (−35.9 dBm) and temperature (1670 mK). The temperature
was not recorded accurately from the experiment and so was estimated from the
size of the splitting.
The effective size of the coupling between the atoms and the cavity can
be approximated by Equation 5.45, however the effective number of atoms
will change depending on the population of the atomic energy levels,
N = Ntotal × (ρ11 − ρ22) (5.47)
where ρ11 and ρ22 represent the average occupation of the |1〉 and |2〉 states
for the atoms in the ensemble. This is because the dressed states, which lead
to the avoided crossing, depend on driving the |1〉 → |2〉 transition. When
all the atoms are in the ground state they will all contribute to the total
coupling and so N = Ntotal. However when some of the atoms are in an
excited state this decreases the population in the ground state, which will
reduce the coupling. Additionally, if atoms are in the |2〉 state, microwaves
can also drive them into the ground state |2〉 → |1〉, which is the reverse
process to absorbing photons, so atoms in the |2〉 state will further reduce
the effective number of atoms.
Both temperature and the microwave field can drive atoms into the |2〉
state. So for high temperature and microwave field, the effective number of
atoms in the ground state will be reduced which will reduce the total coupling
and thus reduce the size of the cavity splitting. This can be seen in Figure
5.9 where the temperature and the microwave power are much higher and
the size of the cavity splitting is so reduced that the two lobes of the avoided
crossing touch and are no longer ‘avoided’. The effect of temperature and
microwave power will be further investigated in Section 7.3.
For Figure 5.9 we can’t have too much certainty about the temperature
that we estimate from the simulations. The transition is entirely saturated
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by a combination of the microwave field and the temperature so it is hard to
estimate the size of the splitting. Additionally, there could be error in the
value for the microwave power that was recorded or the physical damping
rates may be different from what we used for the simulation. Using these
alternative parameters for simulations would lead us to choose a different
temperature to fit the experiment.
The model that we have developed shows excellent agreement with the
experimental spectra. Our simulations are based on the parameters described
in Section 5.2. We are adjusting the temperature in the simulations such
that they fit the experiments because the temperature was not accurately
recorded. This will give us a much better idea of the actual temperature for
the experiments.
5.5 Excited State Spin Transition Results
When using the excited state microwave transition, the optical pump laser
was used to drive the atoms from one of the Zeeman levels of the electonic
ground state, to the lower Zeeman level of the excited state |e,−〉. The input
microwave photons can then further excite the atom into the upper Zeeman
level |e,+〉; the atom then decays back to the original ground state, emitting
an upconverted optical photon (Figure 5.10).
Thermal
Photons
Figure 5.10: Diagram showing the energy levels used for the excited state experi-
ments. Thermal photons excite the ground state Zeeman transition, the atom is
then pumped to |e,+〉, the input microwaves will then drive the atom to |e,−〉,
which will then emit an optical output photon and return to |g,+〉.
For the excited state experiments the pump laser drives the transition
from |g,+〉 to |e,+〉. For this to take place, the atoms must already be excited
by thermal photons into this state. From the Boltzmann distribution, the
fraction of atoms in upper Zeeman level of the electronic ground state n|g,+〉
will depend on the temperature of the atoms, and also the splitting of the




exp (h̄ωg/kBT ) + 1
(5.48)
Because the transition is driven by thermal photons, there is no coherence
between the |g,−〉 and |g,+〉 states, this allows us to treat the atoms as
three level systems, and the effective number of atoms becomes the number
of atoms in the |g,+〉 state,
Neffective = n|g,+〉Ntotal (5.49)
Once the atoms have been driven by the pump laser to |e,+〉, the input
microwave photons will drive this transition down, to |e,−〉 via stimulated
emission. In the atomic rotating frame, the frequencies of the fields and the
atomic energy levels don’t matter directly; rather the phenomena depend on
the detunings between the fields and the energy levels. For this reason the
three level model and simulations will still apply to this system, but level |2〉
will correspond to |e,+〉, which is at a higher energy than |e,−〉 which is our
|3〉. Additionally, the optical output photon will have frequency equal to the
difference between the two inputs rather than the sum,
ωo = ωΩ − ωµ (5.50)
For the experiments probing the system using the excited state microwave
transition, the cavity was different to the cavity used for the ground state
microwave transition experiments. The magnetic field was also aligned dif-
ferently relative to the crystal so the Zeeman splitting will be different. The
coupling between the microwave transition and the input microwaves is also
different because the magnetic dipole moment for the microwave transition is










2gµ is different because the coupling proportional to the transition’s magnetic dipole
moment [73], which is smaller for the excited state transition.
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Figure 5.11: Experimental and simulated Raman Heterodyne spectra for the
atomic scheme using the excited state microwave transition, with −31 dBm of
microwave power into the cavity, at 150 mK.
For this system we will not observe an avoided crossing, this is because
the microwaves will only interact with the atoms which have been pumped
into the excited state. This means that the effective coupling between the
microwave photons and the |2〉 → |3〉 transition will be too small to cause
the cavity resonance to split. The conversion efficiency is largest where the
intra cavity microwave field is large, near the cavity resonance, and where the
input microwave photons are close to resonance with the microwave |2〉 → |3〉
transition, as shown in Figure 5.11. Both the experimental and simulated
spectra show a crossing, with a vertical line corresponding to the cavity
resonance and hence larger microwave field, and a diagonal line corresponding
to the input light close to resonant with the microwave transition. The
conversion efficiency is largest when the microwaves are resonant with both
the cavity and the atomic transition, which corresponds to the centre of the
crossing. From the simulations (Figure 5.12) we can see that the microwave
cavity transmission spectrum appears identical to the spectrum when there is
no interaction with the atoms.
In this chapter we have compared simulations with experiments for an
single pass optical set up. These simulations were based on few fitted parame-
ters showed good agreement with the experimental data. This allows us to be
reasonably confident for our model to accurately simulate other experiments,
such as the double cavity experiments. We will later use this model to show
interesting phenomena in these experiments, and it will be helpful for finding
ways to maximise conversion efficiency.
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Figure 5.12: Microwave cavity transmission spectrum for the atomic scheme using
the excited state microwave transition, for the same simulation as Figure 5.11.
This looks identical to the transmission through the cavity when there is no
interaction with the atoms.
Chapter 6
Linear Approximation
Currently we have not been making any assumptions about our cavity am-
plitudes, this has the advantage of being able to see non-linear effects for
large field amplitudes. However the large field amplitudes make the integrals
over the atomic coherences harder to solve. These atomic terms will depend
non-linearly on the field amplitudes which means we have to solve our input-
output equations numerically, and we can’t derive a general formula for our
conversion efficiencies and cavity transmission.
However, if our cavity fields are small, we can assume that effects due
to the product of field amplitudes are negligible. This will make our input-
output equations linear in the cavity fields, and so can be solved algebraically
rather than numerically. The field amplitudes used in quantum computing
applications are very small, and so this linear approximation is expected to
be very accurate for this regime.
This can be thought of as a middle ground between the original work
for the double cavity upconversion device [51], which relied on the adiabatic
approximation and the full model we developed in previous chapters. The
adiabatic model assumes that there was never any excited state population
in the atoms and required the fields were always far detuned from the atoms,
while the full field model doesn’t make any assumptions about the fields or
atoms. This model doesn’t make assumptions about the detunings, but does
require the fields to be very small.
6.1 Density Matrix Perturbation
To make the linear approximation we will use a perturbation method to solve
for the steady state density matrix. For this method we are linearising with
respect to the cavity fields and their complex conjugates: a, a, b, b. These are
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treated purely as classical fields, and are all independent variables. For this
approximation it is not assumed that the pump laser power is small.
Without approximation L can be separated into terms which separately
depend linearly on these variables, L has no higher order dependence on the
cavity fields,
L = L0 + aLa + aLa + bLb + bLb (6.1)
Here L0 is the Liouvillian in the undriven case, with both a = 0, b = 0, but
still with the optical pump laser driving the atoms, Ω 6= 0. Now we make the
approximation that ρ only depends linearly on the cavity fields
ρ ≈ ρ0 + aρa + aρa + bρb + bρb (6.2)
Likewise, ρ0 corresponds to the undriven case, this won’t simply have all
population in the ground state because of the effects of temperature and the
pump laser. Thermal photons can drive the atoms into the |2〉 state, and the
pump laser can further excite them into |3〉 while also generating coherence
between the |2〉 and |3〉 states (when using the excited state spin transition
coherence is generated between |1〉 and |2〉). This means that we must treat
ρ0 as a full 3 × 3 matrix rather than a scalar or diagonal matrix. We now
want to find the steady state density matrix using ρ̇ = Lρ = 0,
Lρ = (L0 + aLa + aLa + bLb + bLb)(ρ0 + aρa + aρa + bρb + bρb) (6.3)
= L0ρ0 + L0(aρa + aρa + bρb + bρb) + (aLa + aLa + bLb + bLb)ρ0 (6.4)
+ (aLa + aLa + bLb + bLb)(aρa + aρa + bρb + bρb) (6.5)
We know that L0ρ0 = 0 because this simply is the Master Equation for the
undriven case at steady state. Because we are looking for a linear equation
we assume terms that are the product of two fields are negligible, and so can
ignore the final line (Equation 6.5). With this, our steady state linearised
Master equation becomes
Lρ = L0(aρa + aρa + bρb + bρb) + (aLa + aLa + bLb + bLb)ρ0 (6.6)
= a(L0ρa + Laρ0) + a(L0ρa + Laρ0)
+ b(L0ρb + Lbρ0) + b(L0ρb + Lbρ0)
(6.7)
= 0
Because each of a, a, b, b are treated as independent variables we can say
that each of the terms proportional to these must individually be zero,
L0ρx + Lxρ0 = 0, for x = a, a, b, b, and so we can solve for each ρx:
ρx = −L−10 Lxρ0 (6.8)
where
ρ0 = L−10 01 (6.9)
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6.2 Numerical Calculations
For finding these first order terms numerically we use a very similar method
to the full simulations. We will transform L and ρ to be purely real, a and
b are complex variables so rather than work with these and their complex
conjugates, a and b will be split into their real and imaginary parts, a = ar+iai,
b = br + ibi. To do this we use the transformation matrix C (Equation 4.8)
from Section 4.2, which was used for the full Liouvillian matrix. C transforms
a complex Hermitian matrix into a real, non-symmetric matrix without losing
any information. We use C to transform our Liouvillian matrix and the
density matrix (in vector form) to be entirely real.
Lreal = CLC−1 (6.10a)
= C(L0 + arLar + aiLai + brLbr + biLbi)C−1 (6.10b)
= CL0C−1 + arCLarC−1 + aiCLaiC−1 + brCLbrC−1 + biCLbiC−1
(6.10c)
= L0,real + arLar,real + aiLai,real + brLbr,real + biLbi,real (6.10d)
ρreal = Cρ (6.11a)
≈ Cρ0 + arCρar + aiCρai + brCρbr + biCρbi (6.11b)
= ρ0,real + arρar,real + aiρai,real + brρbr,real + biρbi,real (6.11c)
The equivalent equations to Equations 6.8 and 6.9 still hold,








So to find each of the density matrix terms, we first calculate ρ0,real with
Equation 6.13 which can then be used to find all of the linear terms. Then we
solve for the real linear terms, ρx,real for x = ar, ai, br, bi, using Equation 6.12
and transform back to find the complex density matrix terms, ρx. Finally we
need to convert from using the real and imaginary parts ar, ai, br, bi to the
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fields and their complex conjugates a, a, b, b,












































These linear terms, Equations 6.15, do not depend on the input fields,
but they will vary based on things such as the temperature, the pump laser
power, and the atomic detunings.
6.2.1 Density Matrix Elements
The elements of the density matrices are visualised in Figure 6.1 for the
scheme using the ground state microwave transition, and Figure 6.2 for the
scheme using the excited state microwave transition. ρ0 is the only term with
non-zero diagonal elements, this means that the other terms cannot affect the
population of the energy levels and hence the linear model will not account for
the effect of saturation by the fields. The linear model will however still show
the effect of thermal photons exciting the spin transition. The other non-zero
elements of ρ0 correspond to the transition being driven by the pump laser,
in the ground state these are the (2, 3) and (3, 2) elements, and the (1, 2) and
(2, 1) elements for the excited state. This gives a very helpful check, because
for ρ0 the (1, 3) element is always zero, and so there will be no optical output
photons generated when there is just the optical pump; all of the optical
output photons arise from microwave input photons.
For each of the first order terms (not ρ0), there are only two non-zero
elements. When using the ground state microwave transition ρa and ρb have
non-zero elements corresponding to the atomic transition operators for the
|1〉 → |2〉 and |1〉 → |3〉 transitions. The density matrices for a and b are
the Hermitian conjugates of the density matrices for a and b respectively,
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Figure 6.1: The elements of the ρa, ρb, ρa, ρb and ρ0 as a function of the atomic
detunings in MHz when using the ground state microwave transition. The blank
plots indicate that the element is always zero.
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Figure 6.2: The elements of the ρa, ρb, ρa, ρb and ρ0 as a function of the atomic
detunings in MHz when using the excited state microwave transition. The blank
plots indicate that the element is always zero.
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and have non-zero elements corresponding to the |2〉 → |1〉 and |3〉 → |1〉
transitions. Equivalently, when using the excited state microwave transition
ρa and ρb only have non-zero elements corresponding to the |2〉 → |3〉 and
|1〉 → |3〉 transitions.
Because of this, when calculating the linearised forms of S13 and S12 (S23

















= aSa,13 + bSb,13 (6.16)
and likewise for S12 and S23,
S12 ≈ aSa,12 + bSb,12 (6.17)
S23 ≈ aSa,23 + bSb,23 (6.18)
For these equations the sum terms are approximated as integrals and
evaluated using the same methods as the full field case (Section 4.4).
6.3 Conversion Efficiency and Cavity Trans-
mission
We can now write our input-output equations in terms that only depend
linearly on the cavity fields, and do not depend on the complex conjugates of
the fields.












Because these equations are linear they can be solved without the need for
numerical methods like iterative root finding as used for the full field case.







iSa,13 − iδo + 2γoc+γoi2 iSb,13
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By inverting the 2 × 2 matrix, and using the field boundary conditions
(Equations 2.13)) we can linearly express our output fields in terms of the
input fields,
aout = Caaain + Cabbin (6.22)
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iSa,13 − iδo + 2γoc+γoi2
) (
iSb,12 − iδµ + 2γµc+γµi2
) (6.27)
Here Caa and Cbb represent transmission through the optical and microwave
cavities; the number of output photons per input photon for each cavity is
given by ∣∣∣∣aoutain
∣∣∣∣2 = |Caa|2 (6.28)∣∣∣∣boutbin
∣∣∣∣2 = |Cbb|2 (6.29)
Cab and Cba represent the conversion of microwave photons to optical photons
and the reverse process of optical photons to microwave photons. The
conversion efficiencies are given by∣∣∣∣aoutbin
∣∣∣∣2 = |Cab|2 (6.30)∣∣∣∣boutain
∣∣∣∣2 = |Cba|2 (6.31)
As a check, we can see that when there are no atoms, and we set all the
atomic terms to zero, that there is no conversion, and the transmission terms
are simply the results for empty cavities.
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Using Equation 6.25, the conversion efficiency from microwave photons
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So to find the conversion efficiency using our linear model we do not need
to use an iterative solver, the process for finding the conversion efficiency
is shown in Figure 6.3. To solve Equation 6.32 we will solve for the atomic
ensemble terms using numerical integration without using an iterative method.
The results from these calculations can simply be substituted into Equation
6.32 to give us our conversion efficiency.
Figure 6.3: Diagram showing the process of calculating the conversion efficiency
with the linear approximation without using an iterative method.
6.4 Higher order terms
We can find the higher order terms for ρ that depend on the products of the
classical fields by extending our perturbation method. For the second order
terms, which will depend on the product of two field amplitudes,














The factor of δx,y+1
2
is to avoid double counting any terms, because we are
treating the fields classically xy = yx. L still only depends linearly on the
fields,
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Like before we are solving the Master Equation for steady state, we can
expand the Master Equation as,
















+ Third Order Terms
(6.35)
The first line has the undriven and linear terms, the second line has the
second order terms, and we neglect the third order terms. In steady state
each of these terms will be zeros, so for the second order terms we can write,
Lxρy + Lyρx + L0ρxy = 0, (6.36)
We have already found forms for the first order terms, ρx, and so we can use
these to solve for ρxy,
L0ρxy = −Lxρy − Lyρx
= LxL−10 Lyρ0 + LyL−10 Lxρ0 (6.37)
ρxy = (L−10 LxL−10 Ly + L−10 LyL−10 Lx)ρ0 (6.38)
Higher order terms will also be given by a superoperator acting on ρ0.
The superoperator will be the sum of all permutations of L−10 Lx multiplied
together, and will have a negative sign for the odd order terms.
Previously we developed the unsimplified model of our upconversion
process which doesn’t make assumptions about the fields. This allows for
nonlinear interactions between the fields and the atoms, which are important
when the fields are large. However these nonlinear effects mean the cavity
equations must be solved numerically, and we don’t have a nice analytic form
for the conversion efficiency. In this chapter we have developed a model which
assumes there are only linear effects between the fields and atoms. Using
this linear model we evaluate the integrals for our atomic ensemble terms
numerically, and then use these terms to analytically solve for the cavity
fields, and transmission and conversion efficiency.
In the next chapter we will explore phenomena that arises when using the
full unsimplified model, and then compare this unsimplified model with the
linear model we have developed in this chapter.
Chapter 7
Simulating the Double Cavity
Upconversion Process
We have developed a numerical model in Chapter 4 for the experiments where
there is an ensemble of inhomogeneously broadened atoms, interacting with
the cavity fields of both a microwave and an optical cavity, and also driven
by an optical pump laser (Figure 7.1). The results presented in Chapter 5
modelled a modification of this experiment where there was no optical cavity.
This section covers the results for the system with both cavities, and also
looks at the effects of various parameters. At the end of this chapter we will
compare this model which doesn’t make assumptions about the size of the
cavity fields with simplified model from the original work in [51] and the
linear model from Chapter 6.
Figure 7.1: Diagram showing the double cavity experimental setup. bin and bout
are the microwave input and output fields for the microwave cavity, and aout is
the upconverted optical output field from the optical cavity.
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7.1 Double Cavity Simulations
7.1.1 Optical Cavity Parameters
For these simulations we will be using the same parameters as described in
Section 5.2 unless specified otherwise. We also need the parameters that
characterise the optical cavity, and to take into account how this effects
the pump laser Rabi frequency. The parameters for the optical cavity are
taken from previous experiments using the double cavity set up [46]. In these
experiments the values for the optical coupling loss γoc, and intrinsic loss γoi
were
γoc = 2π × 1.7 MHz (7.1)
γoi = 2π × 8.0 MHz (7.2)
Experimentally, cavities can be designed to have different coupling losses. For
example, in a Fabry–Pérot cavity the coupling loss depends on the reflectivity
of the partially reflective mirrors, for a whispering-gallery mode cavity the
coupling loss can be adjusted by changing the distance between the resonator
and the coupling prism. Intrinsic loss decreases the conversion efficiency and
so experimentally we want to design cavities with very small intrinsic loss.





Optical Pump Rabi Frequency
In this the double cavity system we are assuming that both the pump laser
and optical signal photons are close to resonant with different modes of the
optical Fabry–Pérot cavity. This means that the pump laser field and the
optical signal field will be enhanced by the optical cavity. The Rabi frequency
for the transition which the pump laser drives will be increased because the
field from the pump laser will be greater.
The energy in an optical cavity can be written either in terms of the
number of photons in the cavity, ncav, or in terms of the cavity electric field












(2γoc + γoi)/4− iδ
(7.6)
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where δ is the detuning between the field and the cavity. So on resonance,






where ncav = |α|2 and the flux of photons into the cavity is nin = |αin|2. The






We can use Equations 7.4, 7.7 and 7.8 to express the energy in the cavity in






Making the assumption that the electric field magnitude is the same
throughout the cavity, from Equation 7.5 we can express the energy in the
cavity as ε0
2
E2V , where V is the volume of the optical cavity mode. This can
be combined with Equation 7.9 for an expression for the electric field in terms







(2γoc + γoi) /2
(7.10)





where d is the electric dipole moment for the transition. This allows us to









(2γoc + γoi) /2
(7.12)
7.1.2 Spectra using the Ground State Spin Transition
We will now simulate the double cavity experiments, in general these look
quite similar to the single pass simulations we have already run, but we are
able to calculate values for the conversion efficiency. The upconversion process
was simulated using the ground state spin transition, as a function of the
detuning between microwave field and the cavity, and the applied magnetic
field (Figure 7.2). This simulation used the same parameters as the single
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Figure 7.2: Results from simulations of the upconversion process using the ground
state spin transition. The top row shows the conversion efficiency and microwave
cavity transmission, as a function of the magnetic field B and the detuning between
the input microwave field and the cavity f . The middle row shows the relative
phase of the output microwave and optical fields, on the same axes as the top
row. The bottom row shows the conversion efficiency and microwave transmission
as functions of the detuning between the microwave field. The blue lines for the
magnetic field of B = 0.212 T which is where atoms are closest to resonant with
the microwave cavity. The orange line is at B = 0.208 T, which corresponds to
the maximum conversion efficiency of 4× 10−8.
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pass simulations of the upconversion process using the ground state spin
transition, as well as the additional optical cavity parameters.
For this simulation, the transition corresponding to the optical output
is |e,+〉 → |g,−〉, the same as in the single pass experiments. The optical
output field is resonant with the optical cavity, which has a frequency of
f = 195.122 THz. The magnetic field affects the atomic optical transition









The frequency of the output optical photons is determined by the sum of the
input microwave and optical pump frequencies,
ωo = ωµ + ωΩ (7.14)
So therefore the detuning of the atomic transition from the optical cavity and
input field is




)− ωµ − ωΩ (7.16)
The simulation was performed for a temperature of T = 150 mK and input
microwave power of Pµ = −60 dBm, and optical pump power of PΩ =
1.74 mW.
For this simulation the maximum conversion efficiency is very low at
around η = 4× 10−8, this is because the detunings have not been modified to
optimise for the conversion efficiency and the laser pump power is very low.
The maximum conversion efficiency doesn’t occur when the atoms are closest
to resonance with the microwave cavity. This is because the largest intra
cavity microwave field follows the dressed states of the atoms and the cavity,
which leads to the avoided crossing. When the atoms are closest to resonance
with the cavity (around B = 0.212 T in Figure 7.2), the microwave field is
largest when it is driving both the atoms and the cavity. The conversion
efficiency is greater when the atoms are detuned from the cavity, so that when
the microwave field is large it is driving the atoms much more than the cavity.
However, being detuned from the cavity means that the intra cavity field
becomes smaller. Consequentially, maximum conversion efficiency is found
when the microwave frequency is close enough to resonance with the cavity
such that the intra cavity field is large, but far enough detuned such that the
field will drive the atoms more than the cavity.
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This simulation is analogous to the experiment performed in [46], which
has achieved the highest conversion efficiency using rare earth ion doped
crystals to date. In this experiment, a crystal of YSO doped with erbium ions
with natural isotropic ratios (as opposed to the pure 170 Er we are considering),
was held in overlapping microwave and optical cavities and driven with an
optical pump laser. This experiment was using the ground state spin transition
for the upconversion process, the temperature was around 4 K and the pump
laser power was 6.48 mW. The maximum conversion efficiency achieved was
1.26× 10−5, which is much higher than in Figure 7.2. This can be explained
because in [46] the maximum conversion efficiency was achieved by scanning
the microwave and optical pump frequencies to find the detunings which
gave the highest conversion efficiency. For the simulation for Figure 7.2 we
have fixed the optical pump frequency and so are not scanning it to find the
maximum conversion efficiency. Additionally, the experiment in [46] used
3.7 times higher optical pump power to achieve the maximum conversion
efficiency. The maximum conversion efficiency in Figure 7.2 is consistent with
other values of conversion efficiency found in [46] for lower pump power and
suboptimal detunings. In Chapter 8 we will discuss optimising the detunings
for our simulations, and investigate the role of greater pump power.
7.1.3 Spectra using the Excited State Spin Transition
As with the simulations of the process using the ground state spin transition,
we also simulated the process using the excited state spin transition (Figure
7.3). These used the same parameters as were used for the simulations of
the single pass experiments for the upconversion process using the excited
state spin transition (Section 5.5). For this simulation, the optical field is
resonant with the optical cavity and the output photon corresponds to the
|e,+〉 → |g,−〉 transition, which is the same as in the simulation using the
ground state spin transition. So Equation 7.16 which defined the optical
detuning when using the ground state spin transition will also apply when
using the excited state spin transition. The simulation was performed for a
temperature of T = 150 mK, input microwave power of Pµ = −30 dBm and
optical pump power of PΩ = 1.74 mW.
As expected, this looks very similar to the single pass results, with no
avoided crossing and a maximum conversion efficiency where the atoms and
microwave field are resonant with the microwave cavity. The conversion
efficiency is similarly low to the ground state simulations at around 1.8×10−7,
again this is because the detunings haven’t been modified to maximise the
conversion efficiency and the optical pump power is small.
When using either the spin transition from either the ground or excited
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Figure 7.3: Results from simulations of the upconversion process using the excited
state spin transition. The top row shows the conversion efficiency and microwave
cavity transmission, as a function of the magnetic field B and the detuning between
the input microwave field and the cavity f . The middle row shows the relative
phase of the output microwave and optical fields, on the same axes as the top
row. The bottom row shows the conversion efficiency and microwave transmission
as functions of the detuning between the microwave field and the cavity close to
where the atoms are close to resonant with the microwave cavity at B = 0.233 T.
This corresponds to the maximum conversion efficiency of 1.8× 10−7.
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electronic state, the upconverted output photons have a well defined relative
phase, as we can see in Figures 7.2 and 7.3. This means that the phase
information of our input photons is not destroyed, which is what we require
for coherent upconversion.
7.2 Effect of Non-Optically Driven Atoms
In the single pass experiments and the double cavity simulations only a
fraction of the atoms were in the optical pump beam path, while all the atoms
were driven by the microwave field. This means that only a fraction of the
atoms will contribute to the upconversion process. Only the atoms which
are in the pump beam path will interact with the field of the optical output
photons. The size of the splitting for the avoided crossing that we see when
using the ground state spin transition will come from the total number of
atoms in the sample because this arises from the interaction between the
atoms and the intra cavity microwave field. So for a smaller total number
of atoms the splitting will decrease. However, the atoms which are driven
by the microwave field but not the optical fields, will reduce the conversion
efficiency via parasitic absorption. This is an unwanted process where atoms
absorb a photon and are driven to an excited state, but then this excitation
is lost to a decoherence process and the atom decays back to a lower state.
Because of dephasing and decoherence, the atom in the excited state may
not coherently re-emit a photon, which means that the input photon cannot
contribute to the upconversion process.
The effect of parasitic absorption is present both inside and outside of
the optical pump beam. Inside the beam path both the input microwave
photons and the upconverted optical photons may be absorbed by the atoms
and then lost to decoherence. In the region with only microwave fields, some
of the input microwave photons will be lost to parasitic absorption. For
the double cavity system, we can reduce the effects of parasitic absorption
inside the beam path by having the input fields off resonant with the atoms.
This reduces the population in the excited states, which means there will be
less unwanted loss from damping processes. In the current experiments and
simulations there are ∼ 20 times as many non-optically driven atoms as there
are optically driven atoms, so the effect of parasitic absorption of microwave
photons is likely to be much larger outside of the optical beam path. The
effect of the parasitic absorption of microwave photons by atoms outside of
the optical beam path can be minimised by using a crystal which only has
small amount not optically driven (Figure 7.5).
When a smaller crystal is used, such that all the atoms are in the optical







Figure 7.4: Diagram showing the different processes that may occur when an
atom is excited by an input photon. The atom may be further excited into higher
energy state, as happens in the upconversion process. It may decay back to the
original state and re-emit the photon. The atom may also lose the excitation via





(a) Setup with a large amount of the





(b) Setup with the most of the crystal
in the optical beam path.
Figure 7.5: The two set ups with and without a large fraction of the Er doped
crystal not in the optical beam path. In the set up where the entire crystal
is in the optical beam path there will be less parasitic absorption of the input
microwaves and also the splitting of the microwave cavity mode will be smaller.
beam path, the splitting of the avoided crossing decreases, and the upcon-
version efficiency is increased, as shown in Figure 7.6. For these simulations
there was a microwave power of Pµ = −60 dBm, temperature of T = 50 mK
and the same detunings as 7.2. Both the simulations have 2.2× 1015 atoms
inside the optical beam path, and in the case where there is a large fraction
of atoms outside of the optical beam path, the total number of atoms was
4.8 × 1016. In this comparison, when there was a large fraction outside of
the optical beam path the maximum conversion efficiency was η = 2× 10−8,
compared with a maximum conversion efficiency of η = 3 × 10−7 with no
atoms outside of the optical beam path.
Theoretically, increasing the number of atoms inside the optical beam
path would lead to higher conversion efficiency. However, practically, as
the number of dopant ions in the crystal is increased, the inhomogeneous
broadening will also increase, leading to a decrease in conversion efficiency.
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Figure 7.6: The conversion efficiency and microwave cavity transmission for the
upconversion process using the ground state spin transition, demonstrating the
effect of atoms outside of the optical beam path. The top row shows results for a
simulation with a large fraction of the atoms outside the optical beam path, as
there were in the single pass experiments. The bottom row shows results for the
simulation with a smaller crystal such that all atoms were inside the optical beam
path. For both cases, the same number of atoms are interacting with the optical
fields.
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7.3 Microwave Transition Saturation
When using the ground state spin transition the effects of higher temperature
and input microwave power lead to saturation of the microwave transition.
At zero temperature or microwave power all the atoms will be in the ground
state |1〉, however as temperature increases the population of |2〉 will also
increase, in accordance with the Boltzmann distribution. When an atom
absorbs an input microwave photon, this will excite the atom from the ground
state to |2〉, so as microwave power is increased this will excite more atoms
into the microwave excited state. Microwave photons can also cause the decay
from |2〉 to |1〉 via stimulated emission. For this reason the number of atoms
is modified by a factor of the average population difference between the two
levels, ρ11 − ρ22.
We can explain these effects using a simplified system of a two level
atom driven by a microwave field, and coupled to a thermal bath at finite
temperature (Appendix A). At steady-state the population difference is,









where gµb is the Rabi frequency for the transition driven by the microwaves,
and nbath is the number of photons in the thermal bath, given by the Planck
distribution. If the microwave field is small enough that we can approximate
b = 0 then the population difference will be due purely to the thermal effects
and we retrieve the result expected from the Boltzmann distribution,
ρ11 − ρ22 =
exp (h̄ω/kBT )− 1
exp (h̄ω/kBT ) + 1
(7.18)
If b is large then more atoms will be driven into the |2〉 state and the population
difference will decrease.





We developed a method to find ρ̄ in Section 4.4, because the (1,2) and (1,3)
elements are used to calculate the atomic terms for our cavity field equations
(Equations 4.1 and 4.2). The off diagonal elements of ρ̄ tell us about the
average coherence between energy levels of atoms in the ensemble. While
the diagonal terms are the average occupation of the different atomic energy
levels. Due to the inhomogeneous broadening, the single atom density matrix
will be different for each atom. ρ̄ gives information about the ensemble which
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is more useful for looking at the effects on the cavity fields. As the microwave
transition is saturated, either by thermal photons or input microwave photons,
ρ̄11 will decrease and ρ̄22 will increase, as more atoms are excited from the
|1〉 state to |2〉.
7.3.1 Thermal Saturation
From Figure 7.7 we can see that as the temperature is increased, the splitting
decreases. This is because the effective number of atoms is reduced, which
reduces the magnitude of the coupling between the ensemble of atoms and
the cavity fields. These simulations were performed using the same optical
detunings and number of atoms as Figure 7.2, input microwave power of
-60 dBm, and 1.74 mW of laser pump power. The deceasing population
difference can be seen directly in Figure 7.8, as the temperature is increased,
ρ̄11 and ρ̄22 converge, and the effective number of atoms for the conversion
process decreases.
7.3.2 Microwave Field Saturation
The effect of saturation by the input microwave field on the cavity spectrum
is significantly different compared with the effect of temperature. For the
temperature effects, all the atoms will experience the same temperature
regardless of the input frequency. This is different for the saturation by the
microwave field, because the intra cavity field amplitude depends on the input
frequency. When the input frequency is far detuned from the cavity resonance
there won’t be significant saturation effects because the cavity amplitude will
be small, even for large input amplitudes. When the input field is close to
resonance with the cavity, the intra cavity field will be greatest, and when
the fields are also close to resonance with the atoms, this is where we will
see the saturation effects. Furthermore, the cavity fields are effected by the
presence and states of the atoms; the atoms cause the cavity resonance to
split, but then for large cavity amplitudes this will reduce the effective number
of atoms and thus reduce the size of the cavity splitting. These effects are
easiest to see for small numbers of atoms, in Figure 7.9 we are assuming there
are no atoms outside of the optical beam path (Ntotal = No = 2.2 × 1015).
As the microwave input power is increased, the splitting does decrease, but
also a line of higher transmission and conversion appears in the middle of the
splitting. In Figure 7.10 we can see the line in the middle of the splitting
comes from saturating the microwave transition. For low microwave power we
have the familiar dark line running down the middle of the avoided crossing
in the microwave spectrum. The population difference for low power shows a
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Figure 7.7: The photon number conversion efficiency and microwave cavity trans-
mission (each in dB), demonstrating how the splitting reduces as the temperature
increases. The top row has the conversion efficiency and microwave cavity trans-
mission at a fixed magnetic field at different temperatures. The second row shows
the full crossing at 1000 mK and the third row shows the crossings at 50 mK. The
black lines indicate the value of the magnetic field for the temperature sweep, this
magnetic field was chosen because it is where the atoms are resonant with the
cavity and where we can most easily see the size of the splitting change.
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Figure 7.8: The population difference given by ρ̄11 − ρ̄22, as a function of temper-
ature. At zero temperature almost all the atoms are in the ground state and so
the population difference is close to 1, this decreases with increasing temperature
as more atoms are thermally excited into |2〉. At zero temperature, some atoms
are in state |2〉 because of the driving microwave field.
Figure 7.9: Photon number conversion efficiency and cavity transmission for
increasing microwave power, showing the effect of saturation. As the power
is turned up, the splitting slightly decreases, and a peak of transmission and
conversion appears in the middle. These simulations were performed using the
magnetic field of 0.2115 T, indicated by the black lines on Figure 7.10. These
simulations were performed using a low temperature of T = 50 mK so we could
easily see the effect of the microwave power, and the same laser pump power and
detunings as Figure 7.2.
negligible fraction of atoms not in the ground state. When the power is turned
up though, we can see that the atoms close to resonance become saturated,
and the difference in population between the |1〉 and |2〉 states decreases.
When the atoms are saturated they can no longer absorb microwave photons,
and so this means that the light can pass right through the cavity causing a
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peak in transmission. The conversion efficiency is also peaked here because
there are lots of atoms in the |2〉 state so the pump laser can easily drive
them into |3〉, which can then emit an upconverted optical photon.
Figure 7.10: Conversion efficiency |aout/bin|2, microwave cavity transmission
|aout/bin|2 and population difference (ρ̄11−ρ̄22). The top row is for high microwave
power Pµ = −55 dBm, and the bottom row is for low microwave power Pµ =
−80 dBm. The black horizontal lines are at B = 0.2115 T, which is what was used
for Figure 7.9.
7.4 Comparison of different models
7.4.1 Adiabatic Approximation Model
So far we have developed a model for the full system, as well as a simplified
model assuming that the atoms were only linearly effected by the cavity fields.
The original work for this three level upconversion system was done with
the adiabatic approximation model [51]. The adiabatic approximation model
assumes that the fields are far detuned from the atomic transitions, such that
the population of either of the excited states can be neglected. Using the
model, the conversion process happened via an off-resonant Raman process.
This was done by adiabatically eliminating the dynamics of the atoms
in the cavity, and treating the atom-field interactions with a single con-
stant parameter. The photon number conversion efficiency for this adiabatic
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(δao,k − δo,k)(δaµ,k − δµ,k)
(7.21)
More discussion of S including how to calculate it numerically can be found
in Appendix B. This model is only valid when the fields are far detuned from
the inhomogeneous line of the transitions
|ω12 − ωµ|  σµ (7.22a)
|ω13 − ωo|  σo (7.22b)
Where ω12 and ω13 are the microwave and optical transition frequencies,
and ωµ and ωo are the frequencies of the microwave and optical fields.
The adiabatic approximation model is expected to give significant disagree-
ment with the full model when the fields are not sufficiently detuned, and the
Equations 7.22 are not satisfied. When the fields are close to resonance with
the atomic transitions the atoms will have a non-negligible population in the
excited states, which violates the assumptions of the adiabatic approximation
model.
7.4.2 Comparing Cavity Spectra
In Figure 7.11 the conversion efficiency is compared for the three different
models. In this comparison the parameters were chosen such that the adiabatic
approximation model was still mostly valid, the optical field is 300 GHz
detuned from the atomic transition and 1 GHz detuned from the optical cavity,
the microwave power is very low (Pµ = −200 dBm) and the temperature was
low (T = 50 mK). The simulations used 1×1016 atoms, with no atoms outside
of the optical beam path. In this figure the conversion efficiency is shown as
a function of the detuning between the input fields and the cavity δµ, and
the detuning between the atoms and the cavity δaµ. The detuning between
the atoms and the cavity really refers to the frequency difference between the
centre of the inhomogeneous line and the cavity, and changing this detuning
is equivalent to changing the applied magnetic field.
The three models are in good qualitative agreement for when fields are far
detuned from the atoms, and when the cavity fields are small, there is also
good quantitative agreement which we will later investigate with Figure 7.12.
In Figure 7.11, the linear approximation model and the full system model
look almost identical and show the expected avoided crossing shape for the
conversion efficiency, however this is not seen in the adiabatic approximation
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model. Using the adiabatic approximation model we would not expect to see
an avoided crossing because the avoided crossing structure arises from the
eigenstates of the combined atom–cavity system. For the eigenstates of the
atom–cavity system atoms have some probability of being in the |2〉 state,
which violates the assumptions of the adiabatic approximation model.
The adiabatic approximation model becomes badly behaved or unsolvable
when the microwave fields are close to resonance with the atoms. From
looking at the conversion efficiency from the full model and the linear model
we can see that the highest conversion efficiency appears when the atoms
are close to resonance with the input fields. This is where the adiabatic
approximation breaks down, which means that it is not a very useful model
for determining the maximum conversion efficiency. This shows that the work
in this thesis is essential for improving the conversion efficiency, because the
previous work using the adiabatic approximation is unable to predict the
conversion efficiency in the region where it is highest.
For a more quantitative description of the differences between the models,
the logarithm of the ratio of conversion efficiencies calculated using the
different models was plotted in Figure 7.12. Using this comparison method,
when there is no difference the result is zero which corresponds to white. It
is also easy to compare how much larger or smaller the conversion efficiency
calculated from the adiabatic approximation or linear models are compared
to the full model.
For the adiabatic approximation model the biggest difference from the
full model is when the fields are not far detuned from the atoms. In the full
model there is an avoided crossing in this region, and the adiabatic model
breaks down here. When fields are far detuned from the atoms the agreement
is much better, but in the adiabatic approximation the conversion efficiency
is larger than the full model. This is because the adiabatic model doesn’t
take into account any of the atomic decoherence and dephasing effects which
reduce the conversion efficiency in the full model.
For the linear model we mainly see the differences in conversion efficiency
with the full model when the cavity fields are large and close to resonance
with the atoms. When the fields are detuned from the atoms then there is no
visible difference from the full model. There is some disagreement between the
linear model and the full model around the resonance peaks. This is likely due
to the effects of saturation of the atoms which is not taken into account when
using the linear model. The saturation effects reduce the effective number of
atoms, which will reduce the conversion efficiency. A reduced effective number
of atoms will also mean that the total coupling is smaller in the full model,
which means that the size of the avoided crossing will be slightly smaller.
This leads to the small differences in conversion efficiency around the avoided
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Figure 7.11: The conversion efficiency of the three models in dB. The two columns
are for the same parameters, the first column is zoomed in to see the behaviour
close to resonance and the second column is zoomed out to see the effects for large
detunings. The first row is the results for the adiabatic approximation model,
between the black lines the fields are too close to resonance and so the calculation
of S (Equation 7.21) will not be accurate. The second row shows the results using
the linear model, and the third row is for the full model.
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Figure 7.12: Plots showing the difference between the conversion efficiency pre-
dicted by the full model and the conversion efficiency from the adiabatic approxi-
mation model (top row) and the linear model (bottom row). The columns show a
zoomed in view of what happens close to resonance (first column) and a zoomed
out view showing the far detuned behaviour (second column), like in Figure 7.11.
Red means that the simplified model is predicting higher conversion efficiency
than the full model, and blue means it is predicting less. On the plots showing
the comparison with the adiabatic approximation model, the area between the
black lines indicates where the fields are too close to resonance with the atoms for
the adiabatic approximation.
crossing, but these differences are very small, and so we can be reasonably
confident using the linear model for very small input fields.
In this chapter we have demonstrated simulations of the experiments
where our atoms are in the mode of both a microwave and an optical cavity.
We have looked at various effects including the effect of atoms not in the
optical beam path that still interact with the microwaves, and saturation
effects from temperature and the microwave field. Finally, we have compared
the full model with the adiabatic approximation model from earlier work [51],
and the linear model developed in Chapter 6. The adiabatic model breaks
down in the region where the highest conversion efficiency is and so it not
a good model to use for maximising conversion efficiency. The linear model
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shows small deviations when the fields are large, but should be accurate
for small fields such as are used for the single photon regime of quantum
information. In the next chapter we will use the linear approximation model




For this upconversion device to be practical for quantum computing we need
to have the conversion efficiency as high as possible. Now that we have
an accurate model of the conversion device we can use it to find sensible
experimental parameters which will maximise conversion efficiency.
We are looking to maximise for the regime where the fields are very small
because this is likely what would be used for quantum computing. In this
regime the saturation effects should be negligible. For this reason when max-
imising the conversion efficiency we can use the linear approximation model
developed in Chapter 6. The linear approximation model for calculations is
much faster than the full field model, and because it is linear with the fields,
the conversion efficiency doesn’t depend on the field amplitudes. Using the
linear approximation, the output fields are linearly dependent on the input
fields,
aout = Caaain + Cabbin (8.1)
bout = Cbaain + Cbbbin (8.2)
|Caa|2 and |Cbb|2 represent the transmission through the optical and microwave
cavities. |Cab|2 and |Cba|2 represent the conversion efficiency from microwave
photons to optical photons and vice versa. So the term we are aiming to
maximise in this chapter is |Cab|2.
8.1 Cavity Shift and Frequency Locking
To maximise the conversion efficiency we want to have the intra cavity fields
as large as possible. Any fraction of the microwave input field that is reflected
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Figure 8.1: The transmission through the optical and microwave cavities when
using the ground state microwave transition, as functions of the detunings between
the fields and the cavities (δco or δcµ), and the fields and the atomic detunings
(δao or δaµ). The red lines show the dressed state detunings for the transitions,
given by Equations 8.3. This simulation used 2.2× 1015 atoms at a temperature
of 150 mk.
rather than entering the cavity cannot contribute to the upconverted signal,
and a larger intra cavity optical field directly corresponds to our upconverted
signal. For an empty cavity, the intra cavity field is largest when the field is
resonant with the cavity. However, when the atoms are in the cavity they will
‘pull’ the cavity resonance, and the field will be largest around the dressed
states of the cavity. This can be seen by holding the input field frequency
constant, and varying the cavity central frequency and the atomic transition
frequency. From now on the atomic detuning will be used directly, rather
than the magnetic field which was used previously.
When using the ground state microwave transition, this will apply for both
the microwave and optical transitions as shown in Figure 8.1. These figures
show the transmission through the cavity as a function of the detuning of the
cavity from the input field and the detuning of the atomic transition frequency
and the input field. From the cavity boundary conditions (Equation 2.13)
larger cavity transmission means there is a larger intra cavity field amplitude.
For a given atomic detuning, the transmission through the cavity will be
peaked at the frequency corresponding to the dressed state of the atoms and
cavity. Treating the atoms as identical 2 level atoms, the cavity detunings
that correspond to the dressed states of the microwave cavity and microwave
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Figure 8.2: The transmission through the optical and microwave cavities when
using the excited state microwave transition, as functions of the cavity detunings
(δco or δcµ) and the atomic detunings (δao or δaµ). The red lines in the first plot
show the dressed state detunings for the optical transition, given by Equations
8.3. This simulation used 2.2× 1015 atoms at a temperature of 150 mK.











Where N and No are the effective number of atoms being driven by the
microwave and optical fields. The effective number of atoms for the microwave
transition will be influenced by the temperature. N , the number of atoms,
must be modified by a factor of ρ11 − ρ22 (Equation 7.18) to account for the
significant thermal population in the |2〉 state.
When using the excited state microwave transition there is the same shift
of the cavity resonance for the optical cavity, but not for the microwave cavity
(Figure 8.2). This is because there will be not enough atoms optically pumped
into state |2〉 for the coupling between the microwaves and the |2〉 → |3〉
transition to split the cavity resonance. We have seen this earlier in earlier
chapters for both experiments (Figure 5.11) and simulations (Figure 7.3) that
do not show an avoided crossing.
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8.1.1 Frequency Locking
Experimentally, the microwave and optical cavities can be ‘locked’ to the
input fields using a method such as Pound-Drever-Hall stabilization [74].
Using these methods an error signal is generated based from the phase of the
light exiting the cavity and varies with the detuning between the input light
and the cavity. When the input light is close to resonant with the cavity,
the error signal is linearly proportional to the detuning with a steep negative
gradient, and is zero when on resonance. Therefore as the cavity is adjusted
to minimise the error signal, this will also minimise the detuning between the
resonance and the light and bring the system into resonance.
(a) Ground state microwave transition
(b) Excited state microwave transition
Figure 8.3: The phase of the transmitted light through the optical and microwave
cavities for the atomic schemes using the ground and excited state microwave
transitions. These are from the same simulations as Figures 8.1 and 8.2. The
red lines show the dressed state detunings, and match well to where the phase
difference between the input and output fields is zero, which is coloured cyan on
the colourmap.
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On resonance, the phase shift of the transmitted light will be zero, and we
can see on Figure 8.3 that tuning the cavity to the dressed states described
by Equations 8.3 will also result in zero phase shift of the transmitted light.
So, in simulations, tuning the cavities to the dressed states will simulate the
effect of experimental frequency locking and will maximise the cavity fields.
So, in simulations we will use the cavities tuned to the dressed states as a
starting guess for the optimal detunings to simulate the effect of frequency
locking, and then iterate from here to find the maximum conversion efficiency.
8.2 Comparing Atomic Systems
For this work we have usually been dealing with upconversion process using
the ground state microwave transition, and then modifying that work to use
the excited state transition. We are working to maximise the conversion
efficiency, and so it will be useful to know which of the two atomic systems
will have the higher conversion efficiency.
If we ignored the effects of population damping and dephasing in the
atoms, then we would expect conversion efficiency to be higher if we used
the microwave transition of the electronic ground state because the coupling
between the microwave field and the microwave transition is greater. For the
ground state microwave transition gµ = 1.04 Hz, and for the excited state
gµ = 0.29 Hz. Greater coupling means that more microwave photons will be
absorbed by the ensemble of atoms, and so more optical output photons can
be emitted.
Additionally, the two systems will differ because of damping effects. For
the process using the ground state microwave transition, when a microwave
photon excites an atom into state |2〉 this may decay back to the ground state
with a rate given by γ12 = 0.09 Hz. If the excited state microwave transition
is being used, when a microwave photon has excited the microwave transition
from |2〉 to |3〉, this may decay back to |2〉 with a rate given by γ23 = 0.09 Hz,
but also it may decay back to the ground state with a decay rate given by
γ13 = 30 Hz. This additional decay mechanism may further decrease the
efficiency of the process which uses the excited state microwave transition.
The linear approximation from Chapter 6 which we are using offers us a
way to compare these two atomic schemes. In the linear approximation, the
density matrix is assumed to contain terms that depend at most linearly on
the optical and microwave fields,
ρ ≈ ρ0 + aρa + aρa + bρb + bρb (8.4)
The term related to the conversion from microwave fields into optical fields is
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Figure 8.4: |Sb,13| in Hz for the atomic schemes using the ground state and
excited state spin transitions. Larger |Sb,13| will correspond to a higher conversion
efficiency. These were calculated assuming 1× 1016 atoms at a temperature of
150 mK, with 1.74 mW of pump laser power. The scales are different for the
two plots because the ground state has a maximum around 45 times larger in
magnitude than the excited state.
ρb,13, the (1,3) element of ρb. ρb,13 describes how the coherence between states
|3〉 and |1〉 depends with the intra cavity microwave field. As the intra cavity
microwave field b increases, the coherence between the |3〉 and |1〉 states will
increase as bρ13,b. As this coherence increases, the number of optical output
photons will increase.
For the atomic ensemble, Sb,13 is the sum of all the ρb,13 terms for all the





If Sb,13 is larger it means that more optical output photons will be generated for
a given intra cavity microwave field. So larger Sb,13 will mean the conversion
efficiency is greater.
In Figure 8.4, |Sb,13| is shown as a function of the optical and microwave
atomic detunings for the atomic schemes using the ground and excited state
spin transitions.These were calculated for a temperature of 150 mK, 1.74 dBm
of pump laser power and 1× 1016 atoms. We can see that the maximum value
for Sb,13 is around 45 times larger when using the ground state spin transition
than when using the excited state transition for these specific parameters.
This means we would expect the maximum conversion efficiency to be much
greater when using the ground state microwave transition, compared with
the excited state transition. Experimentally, to increase conversion efficiency,
we would want to select our atomic detunings such that Sb,13 is large.
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8.3 Maximising Conversion Efficiency
We are now in a position to search for parameters which will maximise
conversion efficiency.
For these simulations we will be using the ground state spin transition,
and will consider a set up where all of the atoms are in the microwave field
as well as the optical beam path. This set up reduces unnecessary loss from
the atoms in the microwave field that are not in optical field, as described in
Section 7.2. We want the intrinsic losses in our cavities to be small, because
these will just reduce the conversion efficiency. We will take the intrinsic
loss for our microwave cavity to be γµi = 2π × 0.65 MHz. The optical cavity
will be treated as having the intrinsic loss of a high-Q whispering gallery
mode resonator, with an intrinsic Q factor of 109. Whispering gallery mode
resonators made from YSO have achieved Q factors this high [75], and Q
factors even higher have been achieved with other materials [76, 77, 78].
8.3.1 Tunable Parameters
When attempting to maximise the conversion efficiency we have multiple
experimental parameters we can adjust. For fixed microwave and optical field
frequencies, we have control over the detunings between the atomic transitions
and the fields, as well as the detunings between the cavity frequencies and
the fields. We will have control over the power of the pump laser which will
determine the Rabi frequency for the |2〉 → |3〉 transition.
Coupling Rates
Experimentally we also have control over the coupling rates γoc and γµc. For
the optical coupling rate, when the optical cavity is a Fabry–Pérot cavity γoc
can be modified by changing the reflectivity of the mirrors, or if the optical
cavity is a whispering gallery mode resonator γoc can be modified by the
distance between the resonator and the coupling prism or fibre [79]. The
coupling into the microwave cavity can be chosen based on the design of cavity
[80, 81]. As we can see in Figure 8.5, for fixed atomic and cavity detunings,
adjusting the coupling rates can lead to very large increases in the conversion
efficiency. For this figure number of atoms is 2.2 × 1015, the temperature
is 100 mK, and the detunings are δco = −1 MHz, δao = −75 GHz, δcµ =
−1 MHz, δaµ = −50 MHz, which were selected because they are in the region
where the optical and microwave fields are large and close to resonance with
the atoms. Conversion efficiency as a function of the coupling rates has a
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Figure 8.5: Conversion efficiency as a function of the optical cavity coupling rate
γoc and the microwave cavity coupling rate γµc, the peak conversion efficiency
is indicated by the black cross. All the detunings between the fields and the
atoms and cavities are held constant. For these fixed detunings we can see that
tuning the coupling rates correctly can lead to a dramatic increase in conversion
efficiency.
defined peak; taking the coupling rates to infinity, while also being impossible
experimentally, is also not desirable.
8.3.2 Scanning the Detunings
As a first step to maximising conversion efficiency it is useful to see how the
conversion efficiency changes as a function of the detunings. In Figure 8.6 the
conversion efficiency is shown as a function of the two atomic detunings. The
cavity detunings are fixed to the dressed states (Equations 8.3), so will change
as the atomic detunings change. We can see that the conversion efficiency is
the same for each quadrant, so we will only need to search in one quadrant to
find the maximum conversion efficiency. The peaks in Figure 8.6 will not be
the maximum possible conversion efficiency because tuning the cavities to the
dressed states is an approximation, and some perturbation to the detunings
may be better. Additionally, we can also modify the coupling rates which
will allow us to further increase conversion efficiency. It is also interesting to
see the effect of laser pump power, as we can see in Figure 8.7 increasing the
power of the pump laser both increases the maximum conversion efficiency and
shifts the detunings which correspond to the maximum conversion efficiency.
The linear model that we are using does not require that pump laser power is
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Figure 8.6: The conversion efficiency as a function of the optical and microwave
atomic detunings, δao and δaµ, and 1 mW of laser pump power at 100 mK. The
cavity detunings are set to the dressed states, and so are defined in terms of the
atomic detunings (Equation 8.3).
small. Some of the values for the pump laser power in Figure 8.7 are very high,
and could cause heating and other unwanted effects. This could be mitigated
by pulsing the pump laser; rather than continuously shining into the crystal
the pump laser could be timed to only turn on for a fraction of a second with
the input microwave photons. This would allow for the microwave photons to
be converted into optical photons without too much heating of the crystal.
We can use the atomic detunings corresponding to the peaks in Figure
8.7 as initial guesses for finding the maximum conversion efficiency.
8.3.3 Method for Maximising Conversion efficiency
To maximise the conversion efficiency for a given number of atoms and laser
pump power we begin by fixing the coupling rates, and using a minimisation
algorithm to find the detunings which correspond to the highest conversion
efficiency. Here we will adjust the atomic detunings and have the cavity
detunings follow the dressed states. This is equivalent to finding the peaks
in Figure 8.7, and will give us a reasonable idea of the optimal detuning.
From here we fix these detunings, and will find the coupling rates γoc and γµc
which give the largest conversion efficiency. This is equivalent to finding the
maximum of Figure 8.5.
These detunings and coupling rates provide the initial startpoint for our
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Figure 8.7: The conversion efficiency as a function of the optical and microwave
atomic detunings for different laser pump powers PΩ. The cavity detunings are
tuned to the dressed state detunings (Equation 8.3). The temperature is 100 mK
and there are 2.2 × 1015 atoms. The detunings correspond to the lower left
quadrant of Figure 8.6.
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minimisation algorithm to find the maximum conversion efficiency. The
conversion efficiency is found as a function of the atomic detunings δao and
δaµ, the cavity detunings δco and δcµ, as well as the coupling rates γoc, γµc.
This method will require us to find the conversion efficiency many times, for
many different values for the parameters, and so the linear model is very
well suited to this because it allows the conversion efficiency to be calculated
faster than the full model.
8.3.4 Results from Maximising Conversion Efficiency
Using this method, the maximum conversion efficiency was calculated for
a range of laser pump powers as shown in Figure 8.8. When there are
N = 2.2× 1015 atoms, we see there is a dramatic increase in the conversion
efficiency by increasing the laser pump power from 1 mW to around 100 mW
as we can see in Figure 8.8a. For 1 mW of pump power the conversion
efficiency is 0.6%, and at 100 mW it increases to 17%. The gains in conversion
efficiency from increasing the laser pump power level off, and at 1000 mW
the conversion efficiency is 20.8% (Figure 8.8b). Increasing the laser pump
power means that atoms which have been excited into the |2〉 state will have
a higher probability of being excited further to |3〉. The conversion efficiency
levels off for high pump power, because as the pump power is increased,
the probability of further excitation will approach 100%, but there are still
mechanisms which cause losses in other parts of the upconversion process
which will reduce the conversion efficiency. Because we have been considering
a device where both cavities have two ports, photons lost via output from one
of the microwave ports, or from the optical port we are not measuring will
decrease the conversion efficiency, as will the intrinsic loss from the cavities.
Conversion efficiency will also be reduced due to the damping effects of the
|3〉 state.
If the number of atoms is increased, for example by using a larger crystal,
or by increasing the dopant concentration, then the maximum conversion
efficiency is also increased, as shown in Figure 8.8. Here the number of atoms
is increased by over a factor of four, from 2.2×1015 to 1×1016. For low pump
power this leads to a large increase in conversion efficiency; for 3 mW of pump
power, the conversion efficiency is increased from 5.5% to 12.9%. However
for higher power there is only a modest increase in the conversion efficiency.
With this greater number of atoms the maximum conversion efficiency is
21% with 100 mW of pump power, and 23% when the pump power is further
increased to 1000 mW.
For this process of maximising the conversion efficiency we have been
considering a device with two microwave ports and two optical ports, with
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(a) Pump power up to 100 mW







(b) Pump power up to 1000 mW
Figure 8.8: The maximum conversion efficiency |aout/bin|2, as a function of the
laser pump power PΩ. These simulations were performed for 2.2 × 1015 and
1× 1016 atoms at a temperature of T = 100 mK. The detunings between the fields
and the cavities, and the fields and the atomic transition, as well as the coupling
rates were tuned to give the maximum conversion efficiency.
the only input being into one of the microwave ports. For this setup, we have
only been considering the output from one of the optical ports. Combining
the output from both optical ports would lead to a doubling of the conversion
efficiency. Alternatively we could design our optical cavity to have a single
port, which would have the same effect. By doing this we should be able
to achieve conversion efficiencies above 40%. Our microwave cavity also has
two ports, and so if we switched to a single port microwave cavity this would
mean there would be no photons lost via the second port. By only having
one port this would mean that for a given microwave input field bin, the
intra cavity microwave field b would be larger, which would lead to higher
conversion efficiencies. This could lead to a further doubling of the conversion
efficiency, potentially leading to maximum conversion efficiencies above 80%.
In this chapter we have worked to maximise the conversion efficiency of
our upconversion device, which has been one of the overall goals of this thesis.
The conversion efficiency will be greater when the intra cavity fields are
greater, and so the cavities can be tuned to the dressed states which is where
the cavity fields are greatest. Experimentally we will have control over several
parameters, including the detunings and the coupling rates. These parameters
were adjusted to find the maximum conversion efficiency. Conversion efficiency
increases with laser pump power, and so the maximum conversion efficiency
was calculated as a function of the pump power. This showed maximum
conversion efficiencies of over 20% for our experimental parameters.
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By modifying our device such that the microwave and optical cavities each
only have one port, we predict that the conversion efficiency could increase
to above 80%.
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Conclusion
In this thesis we have worked to develop a theoretical model of a device for the
coherent conversion of microwave photons into optical photons. The device
has a crystal of 170Er3+:YSO inside the modes of overlapping microwave and
optical cavities, driven by an optical pump laser. The aim is to combine an
input microwave photon and an optical pump photon via interactions with
the atoms. This will produce an optical photon carrying the information
originally encoded in the input microwave photon.
We started by developing equations of motion for the microwave and optical
intra cavity fields using input output formalism from [55]. This yielded two
equations for the microwave and optical fields, which were coupled via their
interaction with the atoms.
Using an open quantum systems approach we developed a model for
an atom interacting with the light fields, taking into account the effects
of temperature, damping and other dephasing processes. This single atom
model was used to develop a description of the ensemble of inhomogeneously
broadened atoms; specifically finding the atom-field interaction terms in the
input output equations. We developed numerical methods for calculating
these terms quickly and accurately. A simplified model was also developed, for
the case where the microwave and optical fields are small, which is relevant to
the quantum information regime. This model still allows for a strong optical
pump.
We compared our full model with single pass experiments, which demon-
strated good agreement with few fitted parameters. From here the full model
was used to simulate double cavity device. Various effects were investigated
including parasitic absorption, and saturation of the microwave transition.
The full model was compared with the linear model, and the adiabatic ap-
proximation model based on [51]. The full model agrees well with the linear
model for small fields, while the adiabatic approximation model generally
over estimates the conversion efficiency and breaks down in the regions where
the full model predicts large conversion efficiency. So the models we have
developed are a necessary extension to be able to predict the maximum
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conversion efficiency.
Finally, we used the linear model to find parameters which would maximise
the conversion efficiency for small fields, and predict that conversion efficiencies
of over 20% should be attainable with current experimental techniques. This
is far greater than has so far been experimentally achieved using rare earth
ions.
Finally, we used the linear model to find parameters which would maximise
the conversion efficiency for small fields. We predict that for using our double
cavity device, where each cavity has two ports, the maximum conversion
efficiency is above 20%. This is far greater than has so far been experimentally
achieved using rare earth ions. Furthermore, if we used a modified device
where the cavities each had one port, then the maximum conversion efficiency
reach beyond 80%.
Going forward, the numerical models developed in this thesis can be
used to inform experiments. These can be used to tune the frequencies and
coupling rates to maximise the conversion efficiency, for devices where the
cavities have one or two ports. This future work could also include a more
thorough investigation of the maximum conversion efficiency using the excited
state system.
Although this model was developed in the context of using 170 Er, the
theory is quite general and could easily be extended to other atoms with
similar atomic structure. Additionally, this theory could be developed further,
extending the three level model to a four level model to include both Zeeman
levels from the ground and excited electronic states.
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Appendix A
Driven Two Level Atom at
Finite Temperature
The Master Equation describing a two level atom at finite temperature, driven
by a microwave field is,
dρ
dt








N(2σ+ρσ− − σ−σ+ρ+ ρσ−σ+) (A.3)








and N is the photon population of the thermal bath, given by the Planck
distribution.
The probability of the atom being in the excited state is
ρ22 = 〈σ+σ−〉 = Tr(ρσ+σ−) (A.5)
















NTr(2σ+ρσ−σ+σ− − σ−σ+ρσ+σ− + ρσ−σ+σ+σ−)
(A.7)
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= −i(gµb 〈σ+〉 − g∗µb∗ 〈σ−〉) (A.8)
where 〈σ+〉 = Tr(ρσ+) and 〈σ−〉 = Tr(ρσ−). The interactions with the
thermal bath, given by the second and third lines of Equation A.7 evaluate
as,
−γ(N + 1) 〈σ+σ−〉+ γN 〈σ−σ+〉 (A.9)
Using the normalisation condition,
ρ11 + ρ22 = 〈σ−σ+〉+ 〈σ+σ−〉 = 1 (A.10)
So the equation of motion for the excited state population is
˙ρ22 = −i(gµb 〈σ+〉 − g∗µb∗ 〈σ−〉)− γ(2N + 1)ρ22 + γN (A.11)














= −ig∗µb∗(〈σ+σ−〉 − 〈σ−σ+〉)−
γ
2
(2N + 1) 〈σ+〉 (A.14)
And likewise, because σ− = σ
†
+,
˙〈σ−〉 = igµb(〈σ−σ+〉 − 〈σ+σ−〉)−
γ
2
(2N + 1) 〈σ−〉 (A.15)
These can be written using the density matrix terms from Equation A.10,
˙〈σ+〉 = −ig∗µb∗(2ρ22 − 1)−
γ
2
(2N + 1) 〈σ+〉 (A.16)
˙〈σ−〉 = +igµb(2ρ22 − 1)−
γ
2
(2N + 1) 〈σ−〉 (A.17)
We down take the derivative of Equation A.11, and substitute in Equation
A.16
ρ̈22 = −i(gµb ˙〈σ+〉 − g∗µb∗ ˙〈σ−〉)− γ(N + 1) ˙ρ22
= −i(−i|gµb|2(2ρ22 − 1)− gµb
γ
2
(2N + 1) 〈σ+〉)
+ i(i|gµb|2(2ρ22 − 1)− g∗µb∗
γ
2
(2N + 1) 〈σ−〉)
− γ(2N + 1) ˙ρ22
= −2|Ωµ|2(2ρ22 − 1) + i
γ
2
(2N + 1)(gµb 〈σ+〉 − g∗µb∗ 〈σ−〉)− γ(2N + 1) ˙ρ22
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Where |Ωµ|2 = |gµb|2. We can now rearrange Equation A.11 to
i(gµb 〈σ+〉 − g∗µb∗ 〈σ−〉) = − ˙ρ22 − γ(2N + 1)ρ22 + γN




























The effective population fraction of the ground state is given by ρ11 − ρ22,
due to normalisation this can be written as,
ρ11 − ρ22 = 1− 2ρ22 (A.20)
which is,









As a check, when there is no microwave field interacting with the atom
|Ωµ|2 = 0, by substituting in for N this reduces to the exact result from the
Boltzmann distribution. And also for high microwave field, this drives atoms
into the excited state, reducing the effective number of atoms. This function
is strictly bounded between 0 and 1, at |Ωµ|2 = N = 0, ρ11 − ρ22 = 1, and for
as either or both |Ωµ|2, N →∞, then ρ11 − ρ22 = 0.




In the adiabatic approximation model the interactions between the atoms







(δao,k − δo,k)(δaµ,k − δµ,k)
(B.1)
Like the S13 and S12 terms in the full model this is a sum over all the different
atoms. As with the full model we can approximate the sum as an integral






(δao − δo)(δaµ − δµ)
(B.2)
Assuming the inhomogeneous broadening is given by Gaussian distributions






















These integrals diverge due to singularities at δao = δo and δaµ = δµ, however
if input fields are sufficiently detuned from the atomic transitions,
|µµ − δaµ|  σµ (B.5a)
|µo − δao|  σo (B.5b)
then we can integrate over a finite region of the inhomogeneous broadening
distributions (Figure B.1). These regions are [µµ − 5σµ, µµ + 5σµ] and [µo −
5σo, µo + 5σo] for the microwave and optical integrals respectively.
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Integration Region
Figure B.1: Diagram demonstrating the integration for the optical or microwave
integrals in Equation B.4. For the microwave integral δ in the diagram refers to the
input frequency δµ, µ refers to the centre of the inhomogeneous distribution µµ,
and δa refers to the atomic detuning δaµ; and likewise for the optical parameters.
The orange Gaussian represents the inhomogeneous distribution of the atoms,
and the blue hyperbola is related to the interaction between the single atom and
the cavity field. The integration region is chosen to include almost all of the
inhomogeneous line, without diverging due to the singularity at δ.
