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Abstract. We present a unified description of the excitonic properties of
four monolayer transition-metal dichalcogenides (TMDC’s) using an equation of
motion method for deriving the Bethe-Salpeter equation in momentum space. Our
method is able to cope with both continuous and tight-binding Hamiltonians, and
is less computational demanding than the traditional first-principles approach.
We show that the role of the exchange energy is essential to obtain a good
description of the binding energy of the excitons. The exchange energy at
the Γ−point is also essential to obtain the correct position of the C-exciton
peak. Using our model we obtain a good agreement between the Rydberg
series measured for WS2. We discuss how the absorption and the Rydberg
series depend on the doping. Choosing r0 and the doping we obtain a good
qualitative agreement between the experimental absorption and our calculations
for MoS2 and WS2. We also derive a semi-analytical version of Ellitot’s formula
for TMDC’s.
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1. Introduction
The study of excitons in bulk transition-metal dichalcogenides (TMDC’s) is a research
topic in condensed matter physics that dates back to 1960’s [1, 2]. With the advent
of two-dimensional materials [3], this topic regained interest since it became possible
to study single- and few-layers of TMDC’s [4, 5]. Together with its two-dimensional
nature, this new class of materials also has a hexagonal lattice structure as does
graphene. On the other hand, while the low-energy electronic excitations are in
graphene described by a massless Dirac equation, in monolayer TMDC’s the same
excitations can be described by a massive (with a gap) Dirac equation. The absence
of a gap in graphene prohibits the existence of bound-states of excitons (but not of
excitonic resonances [6]). On the contrary, we find in TMDC’s absorption spectrum
fingerprints of both excitonic bound states (including the presence of a Rydberg series)
and of excitonic resonances, due to electron-hole scattering processes, with energies
above the non-interacting gap.
As a consequence of optical experimental studies in few-layers TMDC’s, the study
of a new type of excitons in these novel 2D materials became possible. This has
attracted a wealth of scientific research [7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19,
20, 22, 23]. The signature of excitons appeared first in the optical measurements of
monolayer MoS2 [5], where two peaks in the absorbance, with energies ∼ 1.9 eV and
∼ 2.1 eV, were identified. These two peaks correspond approximately to the same
results found in several layers of MoS2 [1].
The optical studies of other monolayers of TMDC’s soon followed at the pace
of their synthesis. The optical properties of MX2, M={Mo,W}, X={S,Se}, in the
range 1.5 − 3 eV were experimentally studied by Li et al. [11], with reflectance and
transmittance measurements followed by a Kramers-Kronig analyses, and by Morozov
and Kuno [10], with differential transmission and reflectance measurements. It should
be noted that all these four materials have similar optical properties. Their optical
absorbance spectra show signatures of the spin-orbit splitting for excitons at the K(K’)
points in the Brillouin zone, as well as signatures of excitonic resonances at the Γ-point.
The properties of the excitons at the K-point were extensively studied
in the framework of tight-binding and Bethe-Salpeter equation (BSE) [17, 18],
DFT+GW+BSE [15, 16], and gapped 2D Dirac-equation [18]. One of the most
prominent features in the optical spectra of these materials is its dependence on
the Berry phase, which generates a modified Rydberg series [19, 20]. The form of
the electron-electron interaction potential, which deviates form the Coulomb one, also
contributes to a modified Rydberg series [21]. The C-excitonic resonance in monolayer
MoS2, due to transitions at the Γ-point, was first calculated by Qiu et al. [16], and
it was associated with a minimum in the optical band structure around the Γ-point
by Klots et al. [22]. The effects of temperature and carrier density in MoS2 were
studied either solving the semiconductor Bloch equation (SBE) with a tight-binding
Hamiltonian, whose parameters were obtained from a G0W calculation [23], or by
combining a LDA+BSE approach with the inclusion of electron-phonon coupling [7].
In the present work we use the polarization concept formalism [24, 6] for describing
the excitonic properties of monolayer TMDC’s. This formalism is easily applied to any
system, both using low-energy effective models or tight-binding ones. The development
of the formalism boils down to the solution of an eigenvalue problem for determining
the excitonic bound states and to the solution of a linear system of equations for
computing the optical conductivity of the system. We apply the resulting equations
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to a two-band gapped Dirac equation for describing the physics around the K-point;
this originates the physics of the A and B excitons in the TMDC’s and of a modified
Rydberg series. On the other hand, using as a starting point the three-band model for
TMDC’s [25] we describe the formation of an exitonic resonance near the Γ-point. This
approach allows us to make much analytical progress and clearly identify the origin
of different bound-states and resonances in the absorption spectrum. In this regards,
our approach is distinct from previous ones that consider the full band structure as a
starting point. The advantage of our approach lies in the possibility of clearly identify
the origin of the different peaks in the optical conductivity, or absorbance for the same
matters, of TMDC’s.
We show that the optical properties have a strong dependence on external
parameters, namely, temperature and dielectric function of the environment. This
dependence on external parameters opens the possibility of engineering at will nano-
materials showing strong optical response in the spectral range from the IR to visible.
The application of these systems to opto-electronics, including photo-detectors, will
launch a new set of devices in this area. Another possibility that these 2D materials
may provide is the engineering Bose-Einstein condensation of excitons when a TMDC
is put inside an optical cavity [26].
The paper is organized as follows: in section 2 we introduce the second quantized
form of the Hamiltonian, which is composed of three pieces: the non-interacting
part, the light-matter interaction term, and the Coulomb interaction. Using this
Hamiltonian the excitonic properties at the Dirac point are worked out. In section 3
we derive the optical properties of four TMDC’s around the K-point in the Brillouin
zone. Using a three-band tight-binding model we describe the excitonic properties of
four TMDC’s in section 4. The excitonic effects around the Γ−point in the Brillouin
zone are actually resonances, as they are above the continuum. In section 5 the
optical properties of four TMDC’s are discussed in detail and compared with the
existent experimental data for the absorption. We find a good agreement with the
experimental data, although, since we do not include electron-phonon interaction,
the agreement is not quantitative. We also note that the experimental values for the
absorption present discrepancies among different experiments. This led us to conclude
that there is a clear sample-dependence in the absorption measurements. In two of
the TMDC’s we stress the absence of the B-excitonic series in the experimental data,
which is a noticeable discrepancy with our theoretical calculations. This led us to
believe that the experiments need to be repeated for encapsulated TMDC’s in h-BN
at low temperatures. This approach screens away the effect of extrinsic disorder, and
reduces the impact of phonons in the absorption spectrum, due to low temperatures.
Finally, in section 6 we provide a summary of the main conclusions of the paper. A
set of appendices give details of the calculations.
2. Formalism and K-point excitons
In this section we introduce the effective model for electronic properties of TMDC’s
around the K-point in the Brillouin zone. Since we are dealing with a many-body
problem, the second quantization formalism is used throughout the paper. Using
the full interacting Hamiltonian, the equations of motion for the density matrix are
obtained and from it the total polarization is derived. The electron-electron interaction
generates a hierarchy of correlation functions that are truncated at the random-
phase approximation (RPA) level. This procedure is equivalent, in a diagrammatic
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Figure 1. (Color on-line) Diagramatic expression of the Bethe-Salpeter equation
for the vertex function. Our truncation of the equation-of-motion for the density
matrix (when we introduced the RPA approximation) is equivalent to consider the
kernel of the BSE in the ladder approximation. However, a more precise approach
would require more diagrams to be summed in the kernel.
approach, to the inclusion diagrams considering only the interaction in the electron-
hole propagator. The diagrams relevant to our calculation are given in figure 1, where
K represents the BSE kernel (see ahead). Although the diagrammatic approach is a
possible route to solve the problem of excitonic effects in TMDC’s, it is also possible
to address it using an equation-of-motion approach. The latter formalism enables
treating at the same level of approximation the exchange-energy correction and the
excitonic effects, and that is the path we will follow in this paper.
2.1. Many-body Hamiltonian
The low-energy single-particle electronic-excitations of TMDC materials can be
described, in the k · p approximation, by a 2D gapped Dirac equation. When we
consider spin-orbit coupling (SOC), the effective mass and chemical potential become
valley and spin dependent. With these aspects in mind, we can write the single-particle
Hamiltonian for a single combination of valley(τ)/spin(s) index as:
Hsτ0 (k) = ~vF (τσ1kx + σ2ky) + σ3msτv2F − µsτI, (1)
with σi the usual Pauli matrices and I the identity matrix, τ = ± the valley index,
and s = ± the spin index. The effective mass, msτ , and the on-site energy, µsτ , can
be written in terms of the SOC parameters, Λ1 and Λ2 [27], and of the mass ∆ as:
msτ = ∆− sτ
2
Λ1
v2F
, (2)
µsτ =
1
2
sτΛ2 . (3)
with Λ1 = ∆VB−∆CB and Λ2 = ∆VB+∆CB, with ∆VB (∆CB) the spin-splitting of the
valence (conduction) band. The band structure implied by Hamiltonian (1) around
the K−point in the Brillouin zone is depicted in figure 2 (different colors correspond
to opposite spin projections).
In three dimensions (3D), the electron-electron interaction in a dielectric medium
is given by the Coulomb potential in vacuum but with the permittivity of free space ε0
replaced by the medium permittivity εmε0. Contrary to 3D, the same procedure does
not hold in 2D materials. In contrast, the electron-electron interaction is described by
the Keldysh potential [28, 29]. This takes into account the surface charge polarization
from a dielectric thin film and reads in momentum space:
V (q) = − e
2ε0
1
q(r0q + εm)
, (4)
Excitonic effects in the optical properties of 2D materials: An equation of motion approach5
Figure 2. (Color on-line) Band structure of WSe2 and MoSe2 around the
K−point in the Brillouin zone, as described by Hamiltonian (1). Note that
for WSe2 the bands of different spin projections (different colors) do not cross,
whereas for MoSe2 there is a crossing in the conduction bands. Due to these
differences, the optical response of the two materials as function of doping differs
from each other. In particular, in WSe2 the highest-energy exciton peak is
suppressed upon doping when compared to the lowest one. (We have located
the chemical potential at the top of the valence band.)
where q is the 2D transfered momentum, εm and r0 are the capping dielectric
function of the environment and a material-dependent constant, respectively, the latter
measuring the deviation from the 2D Coulomb potential. Note that we recover the 2D
Coulomb potential making r0 → 0. The potential (4) is written in a slightly different
manner than in reference [29] for removing the dependence of the parameter r0 on the
external dielectric constant.
To calculate the optical properties of TMDC’s, we consider the interaction of
the electron gas with a time-dependent electric field E(t) polarized along the x axis.
For describing the light-matter interaction in this problem we use the dipole-coupling
Hamiltonian
HˆI(t) = −eE(t)xˆ, (5)
with xˆ the position operator.
From now on, we consider the full many-body Hamiltonian as:
Hˆ = Hˆ0 + HˆI(t) + Hˆee, (6)
where Hˆ0 is built from the single-particle Hamiltonian (1) and Hˆee is the electron-
electron interaction:
Hˆee = −e
2
∫
dr1dr2ψˆ
†(r1)ψˆ†(r2)V (r1 − r2)ψˆ(r2)ψˆ(r1), (7)
where ψˆ(r) is the field operator (8) defined below and V (q) is the Fourier transform
of the Keldysh potential given by equation (4). For simplicity, from here on we choose
units such that vF = ~ = e = 1; the usual units are reintroduced at the end of the
calculations. The field operator is given by:
ψˆ(r, t) =
1
L
∑
k,λ,s,τ
φsτλ (k)aˆkλsτ (t)e
−ik·r, (8)
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with L the square-box side length, aˆkλsτ the usual annihilation operator that obeys
anticommutation relations and φkλsτ the eigenfunctions of H
sτ
0 , H
sτ
0 φ
sλ
τ (k) = (λE
sτ
k +
µsτ )φ
sλ
τ (k), with λ = − (+) for the valence (conduction) band. The eigenfunctions
and positive eigenvalues are given by:
φsτλ (k) =
√
Esτk + λmsτ
2Esτk
(
1
τkx−iky
λEsτk +msτ
)
, (9)
Esτk =
√
k2 +m2sτ . (10)
The eigenfunctions (9) will be used extensively in this work for determining the four-
body structure factor.
2.2. Polarization operator
For obtaining the optical conductivity and the absorbance, we have to compute the
expectation value of the polarization operator. As noted above, we consider an electric
field along the x−axis direction and define the polarization operator along the same
spatial orientation. Using the field operators (8) the polarization operator reads:
Pˆ (t) =
∫
dr ψˆ†(r, t)(−ex)ψˆ(r, t), (11)
The integral can be explicitly computed with the help of the eigenfunctions of H0 in
position space: φsτkλ(r) = φ
sτ
λ (k)e
ik·r. Using these eigenfunctions it follows that∫
drφ†k′λ′s′τ ′(r)xφσk,λ(r) = 〈s′τ ′k′, λ′ |x| sτk, λ〉 =
=
〈s′τ ′k′, λ′ |[x,H0(x)]| sτk, λ〉
λEsτk − λ′Es′τ ′k′
. (12)
Noting that [x,H0(x)] = −iσ1 we obtain for the dipole matrix element the result:
〈s′τ ′k′, λ′ |x| sτk, λ〉 = δkk′δss′δττ ′ iv
sτ
λ′ (k)
2λ′Esτk
, (13)
for λ 6= λ′ (inter-band transitions). We defined the matrix element of the velocity
operator σ1 as
vsτλ (k) = 〈sτk, λ |σ1| sτk,−λ〉 . (14)
Finally, we can express the polarization operator as:
Pˆ (t) = − ie
2
∑
sτkλ
vsτλ (k)
λEsτk
ρˆsτkλ,−λ(t), (15)
where we have introduced the following matrix in the Heisenberg picture: ρˆsτkλλ′(t) =
aˆ†k,λsτ (t)aˆk,λ′sτ (t). This matrix is written in the basis that diagonalizes Hˆ0 and is
equivalent to the density matrix for the states of Hˆ0. To determine the expectation
value of the density matrix, and therefore the polarization, we use the Heisenberg’s
equation-of-motion for ρˆsτkλλ′(t).
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2.3. Equations of motion for the density matrix
As noted, for calculating the expectation value of the density matrix in the right-hand-
side of equation (15), we use Heisenberg’s equation-of-motion method. We define the
expectation value for the off-diagonal elements of the density matrix, corresponding
to the transition probabilities psτλ (k, t), as:
psτλ (k, t) =
〈
ρˆsτkλ,−λ(t)
〉
. (16)
The diagonal elements of the matrix correspond to a new electronic distribution
nsτλ (k, t) defined as:
nsτλ (k, t) = 〈ρˆsτkλλ(t)〉 . (17)
Both the diagonal and off-diagonal matrix elements of the density matrix are time-
dependent. Explicitly, Heisenberg’s equation-of-motion for the density matrix reads:
−i d
dt
ρˆsτλλ′(t) = [Hˆ, ρˆ
sτ
λλ′(t)] = [Hˆ0, ρˆ
sτ
λλ′(t)] +
+ [Hˆee, ρˆ
sτ
λλ′(t)] + [HˆI , ρˆ
sτ
λλ′(t)], (18)
where we split the full Hamiltonian into the three components introduced in equation
(6). The commutators in right-hand-side of equation (18) are explicitly calculated in
Appendix A. The resulting equations-of-motion for the expectation value of equation
(18) are:
−i∂tpsτλ (k, t) = (ω˜sτλk +Wsτkλ(t)) psτλ (k, t) +
+
(
Ω˜sτkλ(t) +Dsτkλ(t)
)
∆nsτλ (k, t), (19)
−∂tnsτλ (k, t) = 2=
[(
Ω˜sτk−λ(t) +Dsτkλ(t)
)
psτλ
]
, (20)
where the transition energy (also denoted bare optical band ahead) is ωsτλk = 2λE
sτ
k ,
the difference in occupations reads ∆nsτλ (k, t) = n
sτ
λ (k, t) − nsτ−λ(k, t), and the
renormalized Rabi frequency Ω˜sτkλ(t) reads:
Ω˜sτkλ(k, t) = −
iE(t)vsτ−λ(k)
2λEsτλk
+ Bsτkλ(k, t), (21)
and depends on the dipole moment, the electric field, and the transition energy. The
different terms that appear in equations (19) and (22) are classified as:
• Excitonic Rabi frequency renormalization:
Bsτkλ(t) =
1
S
∑
q
V (|k− q|)
[
psτλ (q, t)F
sτ
λ′λ′λλ(k,q) +
+psτλ′ (q, t)F
sτ
λ′λλ′λ(k,q)
]
, (22)
and where in this expression we have the constraint λ′ = −λ, S = L2 is the area
of the system, and F sτλ1,λ2,λ3,λ4(k1,k2) is defined in equation (27)
• Renormalized transition energy (or interacting optical band):
ω˜sτλk = 2λE
sτ
k + λΣ
sτ,xc
k,λ , (23)
where the exchange self-energy is:
Σsτ,xck,λ (t) =
λ
S
∑
q
V (q)∆nsτλ (k− q, t)×
×[F sτλ′λλλ′(k,k− q)− F sτλλλλ(k,k− q)], (24)
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and where in this expression we have the constraint λ′ = −λ. This form of
the exchange self-energy is the same we find in the jelium model, except for the
non-trivial four-body structure factor F sτλ1λ2λ3λ4(k,k− q).
• Non-linear contribution:
Wsτkλ(t) =
1
S
∑
qλ1
V (|k− q|)psτλ1(q, t)×
× (F sτλ′λ′1λ1λ′(k,q)− F sτλλ′1λ1λ(k,q)), (25)
where in this expression λ′ = −λ, λ′1 = −λ1.
• Density term:
Dsτkλ(t) =
1
S
∑
qλ1
V (q)nsτλ1(k− q, t)×
× F sτλ′λ1λ1λ(k,k− q). (26)
Note that above we have defined the four-body spinor product (or structure factor)
as:
F sτλ1,λ2,λ3,λ4(k1,k2) =
φsτλ1
†(k1)φsτλ2(k2)φ
sτ
λ3
†(k2)φsτλ4(k1), (27)
that follows from writing the electron-electron interaction (7) in the basis that
diagonalizes H0 (9). Explicit equations for the above terms are given in Appendix
A. In the next sections we neglect the density Dsτkλ(t) and the non-linear Wsτkλ(t)
contributions, as we are essentially focused on the exchange self-energy and excitonic
effects to linear order. We also consider that the system is in thermodynamic
equilibrium, where the electronic distribution nsτλ (k, t) is given by the Fermi-Dirac
distribution function fsτλ (k):
nsτλ (k, t) = f
sτ
λ (k) =[
1 + exp
(
λEsτk − µsτ − EF
kBT
)]−1
. (28)
The latter approximation is valid in the linear regime (weak external electric fields).
2.4. Calculation of the exchange energy
The exchange self-energy (24) reshapes the electronic bands and, as will be shown
later, it is essential to correctly describe the optical properties of TMDC’s, specially
the value of the independent-particle energy gap.
For graphene, described by a massless Dirac equation (msτ = 0), the exchange
self-energy was calculated in [32] and [33] with the use of the Couloumb potential. Here
we calculate the exchange self-energy using the Keldysh interaction for the gapped
Dirac equation (m 6= 0).
The self-energy for the optical band structure, Σsτ,xc(k), is calculated from
equation (24) using the expressions in Appendix A. Its calculation boils down to
an integral over all possible momentum values:
Σsτ,xc(k) = −
∫
dq
4pi2
V (q)∆fsτk−q
k · q+m2sτ
Esτk E
sτ
q
, (29)
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TMDC ∆(eV) ~vF (eV/A˚) Λ1(eV) Λ2(eV) r0(A˚) ∆K(eV) Experimental gap
MoS2 0.797 2.76 0.076 0.073 31.4 2.82 2.5 [22] 2.14 [34] 1.86 [35]
MoSe2 0.648 2.53 0.104 0.082 51.7 2.37 2.18 [36] 2.02, 2.22 [37] 1.58 [38]
WS2 0.685 3.34 0.164 0.230 37.9 2.78 2.14 [35] 2.41 [39]
WSe2 0.524 3.17 0.215 0.252 45.1 2.31 2.51 [40] 2.0, 2.18 [37]
Table 1. The first five columns give the material parameters used in all
calculations in this paper. The parameters in the first four columns come from
Ref. [27] and in the fifth column from Ref. [12]. The sixth column is the direct
gap at the K-point calculated with the exchange self-energy obtained from our
model. The last columns are experimental data (numbers in square braces refer
to references). See also [41] for a different set of parameters and, in particular,
the prediction of SOC induced splitting in the conduction band at the K-point.
where the difference between the electronic valence and conduction distribution
functions is defined as ∆fsτq = f
sτ
+ (q)− fsτ− (q).
The direct gap renormalization, for each pair spin/valley, is given by the difference
of the spin/valley top valence band and bottom conduction band energies, that is:
∆sτ = 2msτ + Σ
sτ,xc(k = 0), (30)
and for T = 0, can be calculated analytically from equation (29), resulting in
Σsτ,xc(k = 0) =
αmsτ
εmβ
Q(r0msτ , k
sτ
F /msτ )√
1 + (r0msτ )2
, (31)
Q(ζ, ξ) = ln
ζ
(
ζ − ξ +
√
ξ2 + 1
√
ζ2 + 1
)
(ζξ + 1)(
√
1 + ζ2 − 1)
 , (32)
with α ≈ 1/137 the fine structure constant, β = vF /c the ratio between Fermi-velocity
and the speed of light, and the valley-spin dependent Fermi momentum ksτF is given
by:
ksτF =
√
(EF + µsτ )2 −m2sτ . (33)
We depict the dependence of gap-renormalization in figure (3). The temperature
dependence of the same quantity is given in figure (4), and the renormalized band
in figure (5). We can see the strong dependence of the exchange energy on the
external parameters (temperature and dielectric constant of the medium surrounding
the TMDC), showing that the environment plays a key role on the optical properties
of these materials.
A more accurate approach to the calculation of renormalization of the band gap
due to electron-electron interactions requires a self-consistent approach, where the
unperturbed Hamiltonian Hsτ0 (1) is defined including the self-energy from electron-
electron interactions. For graphene this procedure is used to study the possibility of
dynamical generation of a gap in the spectrum [30, 31].
2.5. Excitonic effects in the Rabi frequency
The electron-electron interaction induces the creation of electron-hole bound states
below the non-interacting energy gap (corrected by the exchange self-energy), that
corresponds to excitonic bound states. Also excitonic resonances appear above the
energy gap. These two effects are routinely measured in optical experiments in
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Figure 3. (Color on-line) Dependence of the bandgap renormalization in
TMDC’s (32), computed from the exchange self-energy, on the capping dielectric
function at T = 0 K. A higher dielectric constant suppresses the electron-electron
interactions and thus the renormalization of the band gap by exchange energy
becomes smaller. The parameters used are from table 1.
Figure 4. (Color on-line) Temperature dependence of the bandgap
renormalization in TMDC’s computed from the exchange self-energy (29).
Parameters used are from table 1.The chemical potential is set at the top of
the valence band, but any other location would give qualitatively similar results.
As the temperature increases, for a fixed chemical potential, the valence band
depopulates, less carriers are available in the band and, as a consequence, the
exchange self-energy decreases.
semiconductors [24]. In the equation-of-motion description, the electron-electron
interaction renormalizes the Rabi frequency, and, as will be shown later, this
corresponds to solve the Bethe-Salpeter equation in the ladder approximation and
in the center-of-mass reference frame. This procedure allows the calculation of the
renormalized expectation value of the xˆ operator.
The renormalized Rabi frequency (22), term Bsτkλ(t), can be split into two parts
Excitonic effects in the optical properties of 2D materials: An equation of motion approach11
Figure 5. (Color on-line) Renormalization of the transition energy ωk = 2Ek in
MoS2 due to the exchange self-energy (29). We can see the band gap shift and
an increase in the curvature of the band, relatively to the independent particle
approach. Parameters used were m = 0.796 eV and q0 = 1/33 A˚−1
(addition of two terms):
Bsτkλ(t) =
1
S
∑
q
V (|k− q|)psτλ (q, t)F sτ−λ−λλλ(k,q) +
+
1
S
∑
q
V (|k− q|)psτ−λ(q, t)F sτ−λλ−λλ(k,q) . (34)
When λ = + the first term corresponds to the generation of an electron-hole pair
before scattering from the Coulomb potential. The second term is not included in the
usual approach to the Wannier equation, but has a non-negligible contribution to the
optical conductivity.
3. Approximated equation-of-motion for the polarization operator:
Linear response
In this section we derive the frequency response, in the linear regime, for equation
(19) using the thermodynamic equilibrium density function given by the Fermi-
Dirac distribution (28). The external electrical field is written as E(t) = E0eiωt,
and the linear-response is obtained from the terms proportional to eiωt, psτλ (k, t) =
psτλ (k, ω)e
iωt. In this regime we neglect the non-linear term Wsτkλ(t) (25) that only
contributes to second-harmonic and higher frequency terms, and the density term
Dsτkλ(t), that contributes indirectly to the linear response through equation (20). With
these considerations, the equation-of-motion (19) becomes:
(ω − ω˜sτλk) psτλ (k, ω) =
(E0vsτ−λ(k)
2iλEsτk
+ Bsτkλ(ω)
)
∆fsτk , (35)
with Bsτkλ(ω) obtained replacing psτλ (k, t) by psτλ (k, ω) in equation (34).
Once equation (35) is solved for the transition probabilities psτλ (k, ω), the total
polarization P (t) = P (ω)eiωt can be obtained from the expectation value of equation
(15):
P (ω) = −S
∑
sτλ
∫
dk
(2pi)2
vsτλ (k)
2λEsτk
psτλ (k, ω), (36)
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and the optical conductivity follows from the macroscopic relation between the
polarization current density and the polarization density J(t) = ∂tP(t):
σ(ω) = i
ω
SE0P (ω). (37)
The presence of the excitonic term, equation (34) in Ω1
sτ
kλ(ω), makes the equation
of motion (35) a system of two coupled Fredholm integral equations of the second
kind for the transitions probabilities psτλ (k, ω), λ = ±, that has to be solved for each
spin/valley pair sτ . The correspondent homogeneous equation [that can be obtained
making E0 = 0 in equation (35)], corresponds to a Fredholm integral equation of the
first kind. The solution of the latter will be explored in the next section.
3.1. Study of homogeneous Bethe-Salpeter Equation: Excitonic states
The set of equations (35), in the homogeneous case, corresponds to the Bethe-Salpeter
equation for the exciton wave function ψsτnl with energy E
sτ,exc
nl . In this limit this
equation is also known as the Wannier equation [24]. Once the excitonic wave functions
are known we can calculate the absorbance coefficient A(ω) using Elliot’s formula [24],
in a form appropriate for TMDC’s; this formula is derived in Appendix C following a
procedure described in [17]; this approach leads to
A(ω) ≈ 4piαωγ√
εm
∑
sτ,l={0,2},n
Msτn`
(ω − Esτn`/~)2 + γ2
, (38)
where Msτn` is the oscillator strength, given by:
Msτn` = v
2
F
∣∣∣∣∫ ∞
0
qdq
vsτ`,+(q)
2Esτq
[ψsτn`(q)]
∗
∣∣∣∣2 , (39)
with ` and n the angular and radial quantum numbers, and we have explicitly
reintroduced the Fermi velocity vF for defining the oscillator strength as a
dimensionless quantity.
In the system of equations (35) we neglect the non-resonant term psτ− (k, ω),
consider the system at zero temperature, and at the charge neutrality point, ∆fsτk =
−1. Thus, we have for the homogeneous problem an integral equation for psτ+ (k, ω):
(ω − ω˜sτ+k)psτ+ (k, ω) =
−
∫
dq
(2pi)2
V (|k− q|)F sτ++++(k,q)psτ+ (q, ω) . (40)
If we also neglect the exchange self-energy term in the previous result, equation (40)
is formally equal to the Bethe-Salpeter equation for the two-body electron-hole wave
function obtained in the center-of-mass reference frame in a gapped Dirac system. We
can write equation (40) in the following matrix form:(
Eexc −KBS
)
Ψ = 0, (41)
with Eexc = ω the Exciton energy and K
BS the integral operator of equation (40).
We can use the cylindrical symmetry to write the eigenfunctions of equation (40) as:
psτ+ (k, θ, ω) =
∑
n`
ψsτn`(k)e
iθei`θ, (42)
with ` the angular quantum number (note that we have omitted the dependence of
ψsτn`(k) in ω). The extra phase in definition (42) allows to write equation (40) in the
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50 100 300 600 1200 3000 GL LM Ref.[18]
1s 0.224 0.264 0.304 0.318 0.327 0.333 0.331 0.301
2s 0.033 0.055 0.081 0.092 0.099 0.104 0.103 0.099
2p+ 0.051 0.077 0.107 0.119 0.126 0.132 0.132 0.125
2p− 0.062 0.090 0.122 0.134 0.142 0.148 0.147 0.150
Table 2. Binding energy (in eV) for four different excitonic states of MoS2
corresponding to the A-series. The first six data rows show the results for
the numerical procedure based on a constant grid discretization; convergence
is obtained only for very large grids of the order of 3000. GL accounts for
Gauss-Legendre/Laguerre, where the integral in q is divided in three intervals
[0, 0.3∆], [0.3∆, 0.6∆], [0.6∆,∞]. For the first interval we use 100 points, and
for the second and third 50 points are used. In the first two intervals we use
Gauss-Legendre quadrature, and the last one Gauss-Laguerre with a rescale of
m/150. The last row (LM) is the data from reference [18], with excitonic binding
energy computed using a lattice (tight-binding) model. We want to stress that
the discretization procedure in a linear mesh of 3000 points takes several hours
to run in a conventional laptop, whereas the GL method takes only few minutes
in the same computer. At a given stage the calculation requires performing an
angular integral of the Keldysh potential V (k−q). Although the integral can be
proven finite, numerically the integral is ill behaved when k = q. For avoiding this
pathology a finite constant of the order of the grid spacing is added to pk,q(θ) in
Eq. (D.5); this renders the integral finite, as it should.
heavy mass limit m → ∞ as a hydrogen-atom equation in momentum space with a
screened potential [13]. The introduction of a factor eiθ to classify the excitons can
be seen as arbitrary. Since the spinors, given by equation (9), also have an arbitrary
global phase that propagates to the four-spinor product (27), the best way to define
the s-wave is by a limit condition, that is, taking the limit m→∞ we should recover
the spectrum of the hydrogen atom.
Substituting (42) into (40), and using the orthogonal relations for the wave
function ψsτn`(k), equation (40) becomes the following Wannier formula:
(ω − ω˜sτ+k)ψsτn`(k) =
∫ ∞
0
dqT˜ sτ` (k, q)ψ
sτ
n`(q), (43)
with the kernel T˜ sτ` (k, q) given in Appendix D. Equation (43) was solved before in
references [17, 18] without the exchange self-energy contribution in ω˜sτ+k. Here we
include the effect of the exchange term.
The results for convergence of the binding energies, Ebindingn` = ∆sτ − En`, with
∆sτ given by equation (30), of the integral equation for the s-wave (` = 0) and the p-
waves (` = ±1) are presented in columns labeled “3000” and “GL” of table 2 (in it we
also discuss convergence issues of our numerical methods). In this table we compare
our results with those of reference [18], and because of this we have neglected the
exchange correction as those authors also did. The wave functions for the s-wave are
presented in Fig. (6), where we can see the usual increase of nodes for higher modes.
The breakdown of degeneracy in p-waves comes from the ` dependence in the matrix
element of the four body spinor product, that appears inside the integral (D.5), and
is a consequence of the Berry curvature of the Dirac Hamiltonian [19, 20].
The Rydberg series for excitons including exchange corrections is presented in
figure 7 for all four TMDC’s considered in this work with the parameters of table 2.
There are four combinations of spin/valley, but the time-reversal symmetry reduces
this number to two independent combinations. Each of these will generate a distinct
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Figure 6. (Color on-line) Unnormalized radial excitonic wave function for MoS2
from the solution of equation (43) for ` = 0 at the K−point. We can see the usual
increase of nodes with the higher modes. The size of the exciton, estimated as
2pi/k, is of the order of ∼ 10 nm, or about few of unit cells.
Figure 7. (Color on-line) Exciton eigenvalues of equation (41), with exchange
effects included, as function of the radial quantum number n for ` = 0. The dashed
line corresponds to the spin/valley dependent gap, given by equation (32). The
blue circles (green squares) corresponds to the ↑ K, ↓ K′ (↓ K, ↑ K′) series.
Note that for WS2 and WSe2 the B excitons are all but one (1s=B) inside the
continuum of the A excitonic series. This fact is expected to have important
consequences in the absorbance spectrum of these two materials (see section 5).
Rydberg series, that we call A for the lowest fundamental energy and B for the highest
one. Note that the A and B series are split due to SOC. For WS2 we compare the
Rydberg series with the experimental work of ref. [39]; our results show a good
agreement with the experimental data, with a deviation smaller than 5 meV.
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Figure 8. (Color on-line) Comparison between experimental data (red triangles)
from Ref. [39] and our theoretical model, considering a small amount of doping
(green circles and yellow stars), and the neutral case (blue squares). Exciton
eigenvalues of equation (41) for WS2, with exchange effects included, as function
of the radial quantum number n for ` = 0. The dashed line corresponds to
the spin/valley dependent gap, given by equation (32). The parameters of the
mass, Fermi velocity and SOC are from table 2. We set r0 = 40.92 A˚, slightly
larger than that given in reference [12], 37.89 A˚. The effective dielectric constant,
including the effect of the substrate (SiO2), is ε = 2.45.
3.2. Integral equation for the vertex function
With the knowledge of the solution of the homogeneous equation, we come back to the
integral equation (35), where we add a phenomenological interband relaxation rate γp
to include disorder effects.
We write psτλ (k, θ, ω) = E0Ψsτλ (k, θ) and proceed as we did in equation (42)
expanding Ψsτλ (k, θ) in the eigenstates of the homogeneous Bethe-Salpeter equation
and angular momentum states:
Ψsτλ (k, θ) =
∞∑
`=−∞
ψsτλ`(k)e
iθei`θ, (44)
and as a consequence:
(ω − ω˜sτλk + iγ)ψsτλ`(k) = ∆fsτk
[
vsτ0,λ(k)
2λEsτk
δ`,0 +
+
vsτ−2,λ(k)
2λEsτk
δ`,−2 +
∫ ∞
0
dq
(
T 1,sτλ,` (k, q)ψ
sτ
λ`(k) +
+ T 2,sτλ,` (k, q)ψ
sτ
−λ`(k)
)]
, (45)
where δ`,s is the Kronecker-delta, and the kernels T
1,sτ
λ,` (k, q) and T
2,sτ
λ,` (k, q), and the
velocity angular decomposition vsτ±,λ(k) are given in Appendix D.
The diagrammatic representation of equation (45) is shown in figure 1, where the
internal electron-hole legs are understood to be dressed by the exchange interaction.
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3.3. Bright and Dark excitons: optical selection rules
We are now in position to discuss the conditions that an exciton can absorb a photon.
From the coupled set of equations (45), only ` = 0 (s-excitons) and ` = −2 (d-excitons)
contribute to the optical conductivity, but from our numerical calculations, the ` = −2
mode contribution is negligible for real TMDC’s parameters. After performing the θ-
integration in equation (36), we obtain for the polarization:
P (ω)
SE0 =
∑
sτλ
∫
kdk
2pi
vsτ0,λ(k)ψ
sτ
λ,−2(k) + v
sτ
−2,λ(k)ψ
sτ
λ,0(k)
−2λEsτk
. (46)
Finally, the numerical procedure to calculate the optical conductivity is the
following: we solve the integral equation (45) to determine the eigenfunctions ψsτλ`(k),
calculate the polarization from the integral in equation (46), and lastly the optical
conductivity is calculated from relation (37). The absorbance for a MoS2 suspended
sheet for a TEM wave with normal incidence can be obtained from the optical
conductivity as [42]:
A(ω) = αpi 4< [f(ω)]
4 + pi2α2|f(ω)|2 , (47)
with f(ω) = σ(ω)/σ0 and σ0 = e
2/4~.
4. Excitons at the Γ-point
To describe accurately the optical absorption in the frequency domain after the two
first excitonic peaks (A and B), that is the region roughly located in the interval
2.3− 3.5 eV, we need to describe the excitonic effects due to electronic transitions at
the Γ-point. This implies going beyond the k · p model at K-point. To accomplish
this, we use the three-band model of Liu et al. [25], which was shown to describe
accurately the GGA band structure. We use the same equation of motion approach
introduced in previous section. The dipole matrix element is calculated using a Peierls
approximation [43, 23]:
〈λk|xˆ|λ′k〉 = i
Eλ
′
k − Eλk
〈λk|∂kHk|λ′k〉, (48)
which takes in account vertical interband transitions only.
To proceed with the discussion about excitons (actually excitonic resonances) at
the Γ-point, we have to look in detail into the TMDC band structure depicted in figure
9; this band-structure was calculated using a full relativistic method (see figure caption
for details), that is necessary to correctly account for the spin-orbit coupling [44] in
TMDC’s. Very close to the Γ-point, the top of the valence band (that from now on we
label band 0) and the last four conduction bands (that, from here on, are labeled 1, 1′,
2 and 2′, in increasing energy order) are essentially due to contributions from electrons
belonging to the transition-metal d-orbitals. We note in passing that the bands 0, 1,
and 2 are also used in the effective Hamiltonian valid near the K-point. The four
lowest conduction bands at the Γ point (labeled 3, 3′, 4 and 4′, in increasing energy
order) are mostly composed of p-orbitals from the chalcogenides atoms. From here
on, we do not consider SOC effects in the three band model as they are very small at
the Γ−point (see right panels in Fig. 9). Therefore, we drop the prime notation of the
bands, that is, the bands i and i′ are treated as spin-degenerated (at the computation
level this amounts to a multiplicative factor of two affecting the absorbance curves).
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The mirror symmetry, with respect to the plane formed by the metallic atoms, is
important to discuss the optical properties of TMDC’s. The bands 0, 1 and 2 all have
even symmetry, while the bands 3 and 4 both have odd symmetry. Therefore, the
dipole matrix elements between bands with different mirror symmetry vanish (note
that the mirror symmetry refers here to the z−coordinate). As a consequence, the
existence of excitons composed of holes from the 0 band and electrons from the bands
3 and 4, they are optically dark under a single-photon experiment. This implies
that we restrict the calculation of excitonic effects near the Γ−point considering only
the optical properties of excitons composed of holes from band 0 and electrons from
bands 1 and 2. These optical transitions generate a modified Rydberg series, which is
a consequence of the non-parabolic dispersion relation of the optical band [see equation
(52)] and finite Berry curvature at the Γ-point and as well as from the form of the
Keldysh potential.
To calculate the optical properties of the excitons at the Γ-point, we use the
same equation of motion method developed in previous section. We define transition
probabilities p0i(k, t) = 〈aˆ†ik(t)aˆ0k(t)〉, that represent the annihilation of an electron
at the valence band 0 and a creation of an electron at the conduction band i = 1, 2.
The equation of motion is again given by (18), making λ = 0 and λ′ = 1, 2, the
latter two values represent the two possible bright excitons at the Γ-point. On the
other hand, the H0 = H
3b
0 Hamiltonian is the three-band model given by Liu et al.
[25], that describes, up to the next-nearest-neighbor order, the effective tight-binding
model between the metal atoms M={Mo,W}.
To calculate the equation of motion (18), we again need the commutators
[ρˆ0i, Hˆ
3b
0 ], [ρˆ0i, HˆI ], and [ρˆ0i, Hˆee], i = 1, 2. The first two commutators give analogous
results to those of the previous section, and the last one is given in equation (A.8). We
are interested only in the term equivalent to the Bethe-Salpeter equation (encoded in
the Rabi frequency renormalization term):
B3bki (ω) =
1
S
∑
q
V (|k− q|)F 3b0i (k,q)p0i(q, ω), (49)
which is obtained from equation (A.8) from the terms with λ1 = 0, λ2 = 0, i and
λ3 = i. For the model we are considering, the four-body spinor is given by:
F 3b0i (k,q) = φ
†
0(k+ q)φ0(k)φ
†
i (k)φi(k+ q), (50)
and is obtained numerically from the diagonalization of the 3× 3 matrix defining the
three-band model, with φi the wave function of the i-band.
In our calculation, the exchange self-energy is included as an energy shift from
the renormalization of the band gap [see equation (32)]. We also ignore spin-orbit
effects in the calculations at the Γ-point, as these are very small. The equation that
we need to solve for obtaining the transition probability p0i(k, θ, ω) reads:
[ω − ωi(k, θ)] p0i(k, θ, ω) = −∆fidΓi (k, θ)E0 +
∆fi
1
S
∑
q,θ′
V (k, q, θ − θ′)Fi(k, q, θ, θ′)p0i(q, θ′, ω), (51)
with ωi(k, θ) = Eik,θ − E0k,θ, Eik,θ, and E0k,θ the eigenvalues of the three-band
Hamiltonian H3b0 , ∆fi = fik,θ− f0k,θ is the difference in occupation numbers between
bands i and 0 (given in terms of the Fermi-Dirac function), and the dipole element
dΓi (k, θ) = 〈λk|xˆ|λ′k〉, with the expectation value calculated using equation (48).
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Figure 9. (Color on-line) Electronic bands diagram of single layer MoS2. In
red are the valence bands and in blue the conduction bands. On the right panels
a zoom-in of the conduction bands (top) and valence bands (bottom) near the
Γ point is shown. The band diagrams were obtained using Density Functional
Theory in the GGA (PBE)[45] approximation, as implemented in the Quantum
ESPRESSO[46] package. An energy cutoff of 70 Ry and a Monkhorst-Pack[47]
grid of 16×16×1 were used. Mo and S atoms are represented by norm conserving
pseudopotentials generated with fully relativistic calculations including spin-orbit
interaction. To avoid interaction between different images of the layer, a 45 bohr
supercell in the c direction is included.
Since we only need the band-structure near the Γ−point we approximate the
optical band structure near this point by the Fourier series:
ωi(k, θ) ≈ hi0(k) + hi6(k) cos(6θ) + hi12(k) cos(12θ), (52)
with hi`(k), ` = 0, 6, 12 are polynomials of degree six (this expression is valid up
to momentum values of the order of 2pi/(3a0), where a0 is the lattice parameter).
Expression (52) describes accurately the optical band structure near the Γ-point. For
k → ∞ the optical band approximation (52) diverges. Although the contributions
for k → ∞ becomes negligible to the excitons’ wavefunction, the approximation
(52) makes the numerical convergence faster. Using the angular decomposition (10),
pi0(k, θ, ω) = E0
∑
` c
i
`(k)e
i`θ (note that we have omitted the dependence of ci`(k) in
ω), we can write the Bethe-Salpeter equation (51) as (where we have made ∆fi = −1
since are interested in a neutral system):
ωci`(k)−
∑
`′
ω˜i`′(k)c
i
`−`′(k) = d
Γ
i,`(k)−
∑
`′
∫
q
dq
2pi
∫
dθ
2pi∫
dθ′
2pi
e−i`θei`
′θ′V (k, q, θ − θ′)F 3b0i (k, q, θ, θ′)ci`′(k), (53)
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and ω˜i`(k) =
∫ 2pi
0
dθ
2pi e
i`θωi(k, θ).
The previous equation couples coefficients ci` with different angular momentum
numbers ` through two terms: the kinetic term
∑
`′ ω˜
i
`′(k)c
i
`−`′(k) and the electron-
electron interaction term (Rabi frequency renormalization term). The kinetic term
couples only coefficients having `′ = 0,±6,±12, a consequence of the sixfold symmetry
of equation (52). The potential term also couples coefficients ci`(k) with different
angular momentum values, but this term gives a negligible contribution to the optical
response when ` 6= `′. This is a consequence of the fast vanishing of the potential
V (k, q, θ− θ′) whenever θ− θ′ 6= 0 and θ− θ′ is varied. Therefore, we can replace the
four-body spinor function F 3b0i (k, q, θ, θ
′) by its average angular value as follows:
F˜ 3b0i (k, q, θ
′) =
∫ 2pi
0
dθ
2pi
F 3b0i
(
k, q, θ − θ
′
2
, θ +
θ′
2
)
. (54)
and the effective potential is given in this approximation by:
V˜ i` (k, q) =
∫ 2pi
0
dθ′
2pi
ei`θ
′
V (k, q, θ′)F˜ 3b0i (k, q, θ
′). (55)
The approximation (55) and (54) keeps the hermiticity of equation (53). Finally,
we replace the potential term in equation (53) by (55), where we arrive at the coupled
set of integral equations:
ωci`(k)−
∑
`′=0,±6,±12
ω˜i`′(k)c
i
`−`′(k) = d
Γ
i,`(k)−
−
∫ ∞
0
qdqV˜ i` (k, q)c
i
`(q). (56)
To solve (56), the summation in `′ gives five additional terms [`′ = 0,±6,±12;
see equation (52)] that are coupled together. This generates a hierarchy of equations
for the coefficients ci`(k). Therefore, the solution of equation (56) has to be truncated
at some ` value. In this procedure we have assumed that the contributions above
ci18(k) are vanishing small. This is confirmed by figure 10, which shows that for
` = 5 the contribution is already small (note that for this curve we have all the
coefficients ci`(k), with ` = −7,−1, 11, 17 entering the calculation of the conductivity,
see below). In terms of the coefficients ci`(k) the conductivity is computed as follows.
The expectation value of the polarization operator can be calculated as we did in
section 2, and results in:
P (ω) = − 2S
∑
i=0,1
∫ ∞
0
∫ 2pi
0
k
dk
2pi
dθ
2pi
[
dΓi (k, θ)
]∗ ×
× pi0(k, θ, ω), (57)
where we account for the spin degeneracy introducing a factor of two. The conductivity
can be obtained from equation (37), and we can separate the contribution for each
band i. Performing the angular integral in the equation for P (ω) we obtain:
σi(ω)
σ0
= −8iω
∞∑
`=−∞
∫ ∞
0
k
dk
2pi
[
dΓi,`(k)
]∗
ci`(k). (58)
Once the coefficients ci`(k) are determined from the solution of (56) the conductivity
follows from the previous equation.
The solution of (56) also give us the excitonic wave functions in momentum space.
The results for the first excitonic energy, for each angular momentum mode, is shown
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Figure 10. (Color on-line) Angular decomposition from each contribution to the
optical conductivity for the exciton at the Γ-point for the 01 exciton (see section
4 for the definition). In the calculation we have used the example of MoS2. This
exciton is composed of Mo d-states. Each angular decomposition has also angular
components `± 6 and `± 12, a consequence of the optical band structure (52).
Figure 11. (Color on-line) Exciton wave function in momentum space at the Γ
point, for excitons composed of bands 0 and 1. Note that all excitons have nodes
along the Γ−M direction (vertical). The differences between the different wave
functions are subtle.
in figure 11 for the exciton composed from an electron in band 1, and in figure 12 for
an electron in band 2. From a careful inspection of figures 11 and 12, we can see that
the nodes of exciton with band index i = 1, ` = 0 lies along the Γ−K direction, while
the nodes of exciton with band index i = 2, ` = 0 lies along the Γ-M point.
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Figure 12. (Color on-line) Exciton wave function in momentum space at the Γ
point, for excitons composed of bands 0 and 2. Note that the all exciton have
nodes along the Γ−K direction (horizontal).
5. Results
In this section we perform a thorough analysis of the absorption spectrum of four
TMDC’s. For computing the absorbance, the optical conductivity is needed. Taking
the example of MoS2, the decomposition of the real part of the optical conductivity,
coming from different angular momentum contributions of the exciton at Γ-point,
associated with the transition 0 → 1, is shown in figure 10; remember that each
contribution is composed of ` = 0, `± 6, and `± 12 angular momentum components.
It is important to introduce here a note on notation: the peak at lowest energy
is denoted by A= 1s and the next Rydberg energy level in the A-series is denoted by
A’= 2s; this corresponds in a given valley and to a given spin projection. In the same
valley, and for the other spin projection, the peaks belong to the B-series, with the
lowest energy is denoted by B=1s and the next one by B’= 2s. For MoX2 TDMC’s
the energy order is A, B, A’, and B’, whereas for WX2 TMDC’s the energy order is
A, A’, B, and B’. This agrees with the notation introduced in figure 7.
The absorbance, and the real and the imaginary parts of the optical conductivity,
for four TMDC’s considered in this work, are shown in figure 13, with the parameters
of table 1. That is, in this figure we do not try to fit the data but simply use the
parameters characterizing the potential and the band-structure of the TMDC’s given
in other papers. In figure 14, on the contrary, we fit the A peak position changing r0
and we also add a chemical potential, since, as noted in Refs. [48, 54] all TMDC’s
samples have a certain and undetermined amount of negative doping. We note in
passing that at the time of writing different experiments report distinct percentages
for absorption of radiation for two, supposedly identical, TMDC’s. Table 3 gives, from
four different references, the measured values of the absorbance of MoS2 samples; as
it can be seen the values fluctuate among different experiments. Also, our model
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excitonic peak Model [5] [11] [10] [48]
A 14 10.8 7.4 3.8 7.5
B 15 10.5 8.6 5.0 8.0
Table 3. Absorbance (in percentage) of A and B peaks for MoS2. The table
gives a comparison between our theoretical model and the experimental results
for samples deposited on silica ([5],[11],[10]), and a FET device [48], where the
MoS2 is deposited on top of silicon and under a voltage gate of −10 V. The
“Model” refers to the theoretical approach developed in this paper and we have
considered MoS2 on top of silica (silica = 1.46). This value of silica translates
into an m = (1 + 2.13)/2, which is the value we use in our equations. Remember
that in our model both the peak intensity and the peak width are dependent on
the choice of the relaxation rate γK . We can artificially reduce the height of the
peak at the expenses of increasing its width. It is worth noting the variation of
the experimental values for the absorbance among themselves.
predicts, at low temperatures, larger absorption peaks than those measured at room
temperature. This result makes sense, but when we increase the temperature we never
obtain values as small as those reported in the experiments for MoS2. It is now known
[55] that excitonic spectrum of TDMC’s samples in SiO2 are strongly influence by the
disorder of the substrate. In this reference it is shown that encapsulated samples in
h-BN have much narrower excitonic peaks. Therefore our results should agree with
absorbance measurements in these encapsulated samples (measurements yet to be
made).
Next, we analyze each aspect of the optical spectrum of each TMDC and compare
our results with the experimental measurements available to date in a large frequency
window. The parameters used in our calculations are: (i) at the K-point we used
the values in table 1 and a broadening γK = 50 meV; (ii) at the Γ-point we used the
GGA parameters of the three-band model given by Liu et al. [25], the same Keldysh
parameters of table 1, and a broadening γΓ = 100 meV. Note that exception made to
the broadening parameters, all the other values were taken of the literature and no
attempt was made to choose them in order to fit the data, with exception to the case
reported in figure 14.
• MoS2 The two first peaks in the absorbance, A and B, correspond to the A(1s)
and B(1s) excitons. The different position of the two peaks is a consequence of
SOC splitting of the bands. The last two peaks in the absorbance spectrum,
C01 ans C02 (having about the same intensity –see the conductivity curve),
correspond to the sum of different angular momenta contributions from the Γ-
excitons (actually excitonic resonances). The third (C01) peak is associated with
the transition from the top of the valence band to both the 1 and 1’ conduction
bands at the Γ-point (conduction bands number 5 and 6 in figure 9); we have
considered these two degenerated since SOC is small in this case. Finally, the
fourth peak (C02) comes from transitions connecting the top of the valence band
and the 2 and 2’ conduction bands (also taken degenerated; conduction bands 7
and 8 in figure 9).
The real part of the conductivity follows closely the absorbance spectra, as
expected. Usually, the imaginary part of the conductivity from a single excitonic
contribution is negative for ~ω < Eb and positive for ~ω > Eb, where Eb is the
binding energy, a result that can be obtained by inspection of Elliot’s formula for
the optical conductivity (C.14).
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Figure 13. (Color on-line) Absorbance and optical conductivity of four TMDC’s
computed from formula (47), assuming the materials are neutral and in vacuum;
there is no fitting of the data. The real part of the conductivity has the peaks
labeled by the corresponding excitonic series, A (1s=A and 2s=A’), B (1s=B
and 2s=B’), and C (all contributions from figure 10 for the transitions 0→ 1 and
0→ 2). The former two are due to transitions at the K-point and the latter
to transition at the Γ-point. Experimental data for the absorbance (solid black
curves) is taken from reference [11]. The model parameters are given in table 1 for
the excitons at the K-point and in reference [25] for the Γ−point; for all but WS2
the parameter r0 has been replaced by r0, with  the effective dielectric constant
for a fused silica substrate; a similar procedure was used in reference [39]. See
section 5 for a discussion of the similarities and differences between the data and
the computed spectra. The vertical black line in the central panels define the
energy value above which we enter the continuum of the A-series. Note that for
WX2 the first peak of the B series in inside the continuum of the A series (this
accounts for the disappearance of the B peak in the experimental data; see figure
14). Excitons in the A and B series corresponding to ` = −2 have vanishing
contribution to the optical properties at exciton energy, but are included in this
calculation (note that ` = 2 is a dark exciton). The absorbance has been computed
taking the substrate into account using the dielectric permitivity of fused silica
at optical frequencies ( = 2.13).
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Let us now discuss the differences between experimental data and our model. We
note that the rigid shift to the left performed by Wu et al. [18], and Steinhoff
et al. [23] is not necessary in our case. The difference in intensity of A and B
peaks is probably a consequence of the phonons that exist at finite temperature.
This effect was not considered in this work but was shown to be important for
the peaks’s broadening [16, 7].
Lastly, we discuss the excitonic effects at the Γ-point. The optical measurements
identify only one peak, which seems to correspond to the C02 exciton. The work
of Qiu et al. [16] obtain a rich structure of peaks in this region that was washed
out when they include quasi-particle lifetimes from phonon terms.
• MoSe2
The aborbance spectrum of this TMDC share many similarities with MoS2: two
peaks from the K-point split (A and B) by the SOC and two wider peaks from
the Γ-point are also present. The exciton at the Γ-point contributes with two
peaks at ∼ 2.4 eV and ∼ 2.7 eV. The experimental data shows a single peak at
2.6 eV. This discrepancy comes possibly from the phonons already discussed for
the MoS2. Overall there is a good agreement between the data and the calculated
curves, both in position of the peaks and in intensity.
The imaginary part of the conductivity is only positive for frequencies ~ω > 2.6
eV, meaning that exciton-polaritons can only be excited for energies in the visible.
• WS2
For this material we note the very good agreement of the position and magnitude
of the calculated A peak in comparison with those in the experimental data. We
also see that the second experimental peak coincides with a small computed peak
from the 2s state (A’) associated with the series of first exciton A-peak (see figure
7). There is at least three reports [49, 50, 51] of measurement of the A’ peak in
WS2 in the temperature range of 4-300 K. Unfortunately, in the literature the A’
peak has been dubbed B, using an analogy with the MoX2 case. However, looking
at the central panel of figure 13 we clearly see that the A’= 2s peak appears at
lower energy than the B= 1s. Note that from our analysis we can separate each
spin/valley contribution. Also note that the A’ peak has a similar absorbance to
the experimental one (identified in the experimental literature on WX2 TMDC’s
as B, because it is the second to appear in the energy scale). Studying the
dependence of light absorption of different peaks on an external magnetic field,
for breaking spin degeneracy, together with the use of strong circular polarized
light to populate the two valleys differently[52], is a possible way of clarifying the
microscopic origin of the different peaks.
The third theoretical (B) peak (which is the SOC counterpart of the first peak)
is absent in the experimental data. Note that from figure 7, all but one (1s=B)
contributions from the B family of peaks are excitonic resonances (above the
interacting band gap). The proximity of the B-peak to the continuum may provide
a scattering channel to transfers spectral weight from this peak to the resonances
in the continuum. An additional and possible mechanism is based on extrinsic
doping of these materials as shown in figure 14. It has been shown that doping
has a strong effect in attenuating the excitonic peaks [14], specially the B-peak
in MoS2. There is no reason to believe that the same mechanism would not
work in WX2 TMDC’s. Indeed, from figure 2 we expect a strong attenuation of
the high-energy excitonic peak whereas the low energy one should survive. This
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should happen since the doping with electrons tends to block first the higher
energy transition whereas maintaining the low energy one. In figure 14 we see a
comparison of the absorption spectrum of WS2 with the data taking into account
the effect of doping; the agreement is excellent. The suppression of the B-peak
is evident from our results, thus confirming doping by electrons as a possible
mechanism for suppressing the B excitonic state.
The first excitonic resonance (C01) at the Γ-point is in very good agreement with
the experimental one, while the second excitonic (C02) resonance at the Γ-point is
at an energy range above the measured one (although its intensity is rather small).
Therefore nothing can be said about the possible agreement with the experimental
data, since this does not cover that spectral region. Lastly the imaginary part of
the optical conductivity becomes positive above the energy ∼ 2.6 eV nd therefore
the system can support exciton-polaritons in that spectral region.
• WSe2
We end our analysis with a comparison between the calculated absorbance curve
and the one measured for WSe2. For this material the disagreement between the
calculated curves and the experimental data is the largest of the four TMDC’s
studied in this work. Indeed, the data seems stretched relatively to the calculated
curves. The first peak in the WSe2 absorbance spectrum is in very good agreement
with the experimental data, with a difference in position less than 0.1 eV.
As in the case of WS2, we see that the B-family peak is present in the data
as a small shoulder. The third and fourth experimental peaks, when compared
with our theoretical model, come from resonances at the Γ-point. The theoretical
calculations show a red shift of about 0.2 eV for these two peaks, indicating that
higher order exchange corrections, which reshape the band structure around the
Γ-point, might be important.
The imaginary part of the optical conductivity is positive above ∼ 2.8 eV, thus
allowing for excitons-polaritons.
Next we present an analysis of the effects associated with changing the Fermi
energy and the Keldysh potential parameter r0. Given a Fermi energy the parameter
r0 can be adjusted to fit the A peak. Results of this procedure are shown in figure (14)
for WS2. We can see an excellent agreement between our results and the experimental
curve. This highlights the importance of a finite Fermi energy in describing the
experimental data. As noted before a finite Fermi energy comes from the spontaneous
negative doping observed in TMDC’s samples. The better agreement with the data
shown in figure (14) relatively to the results of figure (13) shows the non-negligible
effect of the doping in the optical properties. On the other hand, the parameter r0
should also be a function of the electronic density. At the moment of writing this
dependence is unknown.
One aspect that our calculation does not take into account in an exact way is the
self-consistent solution of the exchange energy. Since this calculation is outside the
scope of this work, we can mimic it using a different value of Λ2 [see Eq. (3)]. This
leads to a narrow A peak and a broaden B peak in WS2, as seen in the experimental
data. In this regime, the B peak is no longer an exciton but rather an excitonic
resonance. The mechanism leading to the broaden of the B peak can be explained
by the self-consistent solution of the exchange energy. For a given carrier density,
the iterative calculation of the exchange energy reduces its value and therefore the
importance of the doping increases for the lowest conduction band. In WS2 the effect
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is much stronger in the lowest band than in the next conduction band due to the large
spin-orbit splitting. This mechanism due to exchange increases the splitting on the
two conduction bands.
Another aspect of the doping is its influence on the decreasing of the band gap.
We show in figure (15) the dependence of the band gap and the exciton energies on
the Fermi energy. We can see that increasing Fermi energy makes the binding energy
(difference between the thick blue curve and all the others) smaller. The energy of
the first excited state (squares) increases with the doping while the energy the second
(triangles) and third (circles) have the opposite behavior. We also see that it exists
a critical doping that makes the exciton states collapsing into resonances when they
merge with the band gap. For the energy of first and third excited states we see the
same qualitative behavior as measured in Ref. [54].
This concludes the analysis of our theoretical results when compared with
the experimental data. Globally, the agreement is good, but some points need
further research. Measurements performed at low temperatures in encapsulated
TMDC’s using hexagonal boron-nitride should reveal the fine structure of the excitonic
spectrum predicted by our model.
6. Discussion and conclusions
In summary, we performed a study of excitons in TMDC’s monolayers including in
the same foot both excitons at the K- and Γ-points. The excitons at the K-point were
calculated with a gapped Dirac equation including electron-electron interactions and
SOC. The excitonic resonances at the Γ−point were calculated with the tight-binding
three-band model expanded around that point in the Brillouin zone. We compared
our theoretical results with the experimental data available from reference [11]. We
clarified the microscopic origin of each observed excitonic peak and discussed the
reasons for some disagreement between our theoretical model and the experimental
data. Note that the measurements where made at room temperature. Therefore,
the effect of a self-energy, which will be energy dependent, due to electron-phonon
interactions might play an important role in modeling the absorbance spectrum at
room temperature. We note here that our equation of motion method also allows for
treating electron-phonon interactions at the expenses of a more lengthly calculation.
Also, as noted by Mak et al. [48]: “Spontaneous negative doping, presumably
from defects within the MoS2 layer and/or substrate interactions, has been commonly
reported in mechanically exfoliated samples”. This seems be the reason [14] why the
B-series is not visible in WX2 when the material is electron-doped (see figure 14).
To conclude, given the uncertainties in the experimental data reported in table 3 we
consider the agreement between our calculation and the data to be quite good.
We have also studied the variation of the 1s =A peak with the dielectric function
of the capping medium (results not shown). We found that the A-peak position varies
little with m. This happens because the exchange energy correction compensates the
binding energy coming from the BSE.
Although we have considered in this work the response to linearly polarized
electromagnetic radiation, it is simple to generalized the calculation to circularly
polarized one. This would allow us to discuss the additional appearance of more
selection rules associated with spin.
Finally, we note that our method can be easily generalized to the calculation of
excitonic effects in other 2D materials, such as phosphorene, a line of research we will
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Figure 14. Fitting of the experimental optical absorption for WS2. The
parameters are those of table 1 unless otherwise said. The new parameters are
r0,A = 55.7A˚, EF = 5 meV, γA = γB = 26 meV, and γΓ = 0.1 eV. Temperature
is 300 K and we also changed the value of Λ2 → Λ2 +0.12. The figure is discussed
in detail in the main text.
pursue in a forthcoming paper. This case will be particularly interesting due to the
strong anisotropy of the material.
A future working direction is the inclusion of density and non-linear terms coming
from the commutator of the density matrix with the electro-electron interaction. In
particular the latter term will be important for the discussion of excitonic-assisted
nonlinear optics in TMDC’s (see also [53]). Note that contrary to 3D semi-conductors
the optical spectrum is dramatically affected by excitonic excitation even for frequency
ranges well above the non-interacting gap. Thus, a description of the nonlinear optics
properties of TMDC’s using a single electron picture is doomed to fail.
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Appendix A. Calculation of the commutators
The equation of motion for density matrix ρˆsτλλ′ will be determined in this appendix.
We need do calculate the following commutators: [Hˆ0, ρˆ
sτ
λλ′((k, t)], [Hˆee, ρˆ
sτ
λλ′(k, t)] and
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Figure 15. Dependence of the band gap and of the three first exciton s-
states for WSe2 on the Fermi energy. ECB is the lowest conductance band
energy. The parameters of the mass, Fermi velocity and SOC are from table
2. We set r0 = 40.92 A˚, slightly larger than that given in reference [12], 37.89 A˚.
The effective dielectric constant, including the effect of the substrate (SiO2), is
ε = 2.45. We used a temperature of 77 K.
[HˆI , ρˆ
sτ
λλ′(k, t)]. For the first of these we have:
[Hˆ0, ρˆ
sτ
λ,λ′(k, t)] = (λ− λ′)Esτk ρˆsτλ,λ′(k, t) . (A.1)
For the external field, we only consider the interband terms of the Hamiltonian HˆI as
we are discussing a neutral system. In this condition HˆI reads:
HˆI = −ieE(t)
∑
sτλ1k
vsτλ1(k)
2λ1Esτk
ρˆsτλ1−λ1(k, t), (A.2)
and therefore:
[HˆI , ρˆ
sτ
λ,λ′(k, t)] = ieE(t)
[
vsτ−λ(k)
2λEsτk
ρˆsτ−λ,λ′(k, t) +
+
vsτλ′ (k)
2λ′Esτk
ρˆsτλ,−λ′(k, t)
]
, (A.3)
with the corresponding expectation values:〈
[HˆI , ρˆ
sτ
λ,λ(k, t)]
〉
= ieE(t)= [iv
sτ
λ (k)p
sτ
λ (k, t)]
λEsτk
, (A.4)
and 〈
[HˆI , ρˆ
sτ
λ,−λ(k, t)]
〉
= ieE(t)v
sτ
−λ(k)
2λEsτk
×[
nsτ−λ(k, t)− nsτλ (k, t)
]
. (A.5)
Finally, the commutator with the electron-electron interaction reads:
[Hˆee, ρˆ
sτ
λλ′(k, t)] =
S
2
∑
k′k′′,q6=0
∑
λ1λ2λ3λ4
∑
s1τ1s2τ2
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φs1τ1λ2 (k
′′ + q)
]†
φs1τ1λ3 (k
′′)
[
φs2τ2λ1 (k
′ − q)]† φs2τ2λ4 (k′)V (q)[
aˆ†k′−qλ1σ1 aˆ
†
k′′+qλ2σ2 aˆk′′λ3σ2akλ′σδλλ4δσσ1δk,k′ +
aˆ†k′−qλ1σ1 aˆ
†
k′′+qλ2σ2 aˆkλ′σaˆk′λ4σ1δk,k′′δλλ3δσ2σ +
aˆ†kλσaˆ
†
k′−qλ1σ1 aˆk′′λ3σ2 aˆk′λ4σ1δk′′+q,kδλ2λ′δσ2σ +
−aˆ†kλσaˆ†k′′+qλ2σ2 aˆk′′λ3σ2 aˆk′λ4σ1δk′−q,kδλ1λ′δσ1σ
]
. (A.6)
The expectation value of four body operators is truncated at the RPA level:〈
aˆ†k+qλ1σ1 aˆ
†
k′−qλ2σ2 aˆkλ3σ2 aˆk′λ′σ
〉
≈〈
aˆ†k′−qλ2σ2 aˆkλ3σ2
〉〈
aˆ†k+qλ1σ1 aˆk′λ′σ
〉
, (A.7)
and within this approximation, the expectation value of equation (A.6) is given by
(S = L2, the area of the system):〈
[Hˆee, ρˆ
sτ
λλ′(k)]
〉
= S
∑
q
V (q)
∑
λ1λ3
〈
ρˆsτλ1λ3(k− q)
〉×
∑
λ2
[
F sτλ′λ3λ1λ2(k,k− q)
〈
ρˆsτλλ2(p)
〉−
F sτλ2λ3λ1λ(k,k− q)
〈
ρˆsτλ2λ′(p)
〉]
, (A.8)
where we have used the property V (q) = V (−q). Equation (A.8) is valid for a system
composed of any number of bands. For the particular case of two band systems, as in
the case given by the Hamiltonian (6), we split equation (A.8) into various terms. For
λ = λ′ we have: 〈
[Hˆee, ρˆ
sτ
λλ(k)]
〉
= 2iS
∑
q
V (k− q)
{
(nsτλ (q, t)− nsτ−λ(q, t)=
[
F sτλλλ−λ(k,q)p
sτ
λ (k, t)
]
+
+=
[
psτλ (k, t)
(
psτλ (q, t)F
sτ
λ−λλ−λ(k,q) +
+psτ−λ(q, t)F
sτ
λλ−λ−λ(k,q)
)]}
, (A.9)
and for λ′ = −λ we find:〈
[Hˆee, ρˆ
sτ
λ−λ(k)]
〉
= S
∑
qλ1,i=1,..4
V (q)Xi, (A.10)
X1 = p
sτ
λ (k, t)n
sτ
λ1(k− q, t)×[
F sτ−λλ1λ1−λ(k,k− q)− F sτλλ1λ1λ(k,k− q)
]
(A.11)
X2 = p
sτ
λ1(k− q, t)F sτ−λ−λ1λ1λ(k,k− q)∆nsτλ (k, t)+ (A.12)
X3 = p
sτ
λ (k, t)p
sτ
λ1(k− q, t)
[
F sτ−λ−λ1λ1−λ −
−F sτλ−λ1λ1λ(k,k− q)
]
(A.13)
X4 = n
sτ
λ1(k− q, t)F sτ−λλ1λ1λ(k,k− q)∆nsτλ (k, t). (A.14)
Finally we need to add (A.1), (A.4), and (A.9) to obtain the equation of motion for
nsτλ , and (A.1), (A.5), and (A.10) to obtain the equation of motion for p
sτ
λ .
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Appendix B. Overlap of the four-body wavefunctions
The four-body overlap functions are explicitly defined below for the massive Dirac
Hamiltonian:
F sτλ1,λ2,λ3,λ4(k1,k2) =
= φsτλ1
†(k1)φsτλ2(k2)φ
sτ
λ3
†(k2)φsτλ4(k1) . (B.1)
For simplicity of writing, we omit in this appendix the superscript sτ in the F ’s-
functions and in the energy Esτk . For the case λ1 = λ4 and λ2 = λ3 the overlap
function reads:
Fλ1,λ2,λ2,λ1(k1,k2) =
1
2
(
1 + λ1λ2
k1 · k2 +m2
Ek1Ek2
)
, (B.2)
whereas when λ1 = λ4, λ2 = −λ3 we find:
Fλ1,λ2,−λ2,λ1(k1,k2) =
λ1
2
m [k2 · (k2 − k1)] + iλ2Ek2(k1 × k2) · uz
k2Ek1Ek2
. (B.3)
Finally, in the conditions λ1 = −λ4, λ2 = −λ3 we have:
Fλ1,λ2,−λ2,−λ1(k1,k2) =
1
2
k1k2
Ek1Ek2
×
×
[
1 +
k1 · k2
(
λ1λ2Ek1Ek2 +m
2
)
k21 k
2
2
+
+
im(k2 × k1) · uz(λ1Ek1 + λ2Ek2)
k21 k
2
2
]
. (B.4)
When λ1 = −λ4 and λ2 = λ3 we have the following symmetry:
F ∗λ1λ2λ3λ4(k1,k2) = φ
†
λ2(k2)φλ1(k1)φ
†
λ4(k1), φλ3(k2)
= Fλ2λ1λ4λ3(k2,k1) , (B.5)
that is, in expression (B.4) we have an identity upon the exchange of indexes λ1 ↔ λ2,
k1 ↔ k2.
Appendix C. Derivation of Elliot’s formula
The solution of the homogeneous problem presented in equation (43) can be used
to calculate the optical conductivity of the system. We now detail the derivation of
Elliot’s formula for TMDC’s
First we decompose the excitonic wave function into a complete set of
eingenfunctions of (43):
Ψsτ` (k) =
∑
n
csτ`nψ
sτ
`,n(k) +
∫ ∞
0
dq gsτ` (q)ψ
sτ
` (q, k), (C.1)
where we have separated the discrete and continuum states of the exciton spectrum,
with n and q the radial quantum numbers, respectively. We further recall the
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orthogonality relations:∫ ∞
0
dkk[ψsτ`,n′(k)]
†ψsτ`,n(k) = δn′,n (C.2)∫ ∞
0
dkk[ψsτ`,n(k)]
†ψsτ` (q, k)ψ = 0, (C.3)∫ ∞
0
dkk[ψsτ` (q
′, k)]†ψsτ` (q, k) = δ(q − q′), (C.4)
The non-homogeneous equation (40), after we substitute the expansion for Ψsτ` (k)
into the eigenfunctions of the Kernel KBS (41), and integrating in θ, becomes:
(ω −KBS` )
(∑
n
csτ`nψ
sτ
`,n(k) +
∫ ∞
0
dq gsτ` (q)ψ
sτ
` (q, k)
)
=
vsτ`,+(k)
ω+(k)
. (C.5)
where the angular decomposition of the velocity (14),
vsτ`,λ(k) =
∫ 2pi
0
dθ
2pi
vsτλ (k)e
i(`+1)θ, (C.6)
is composed of two terms:
vsτ`,λ = v
sτ
0,`δ0,λ + v
sτ
−2,λδ−2,`, (C.7)
remembering that the angular decomposition has an extra θ phase. The explicit
expression for vsτ`,λ(k) reads:
vsτ`,λ(k) =
1
2
(
msτ
Esτk
+ (`+ 1)
λ
2
)
. (C.8)
Using the eigenfunction orthogonality and neglecting the continuum part
ψsτ` (q, k), we arrive at:∑
n
(ω − Esτ`n)csτ`nψsτ`,n(k) =
vsτ`,+(k)
ωsτ+ (k)
, (C.9)
from where it follows the coefficients csτ`s :
csτ`n =
∫ ∞
0
kdk ψsτ`,n
†(k)
vsτ`,+(k)
ωsτ+ (k)(ω − Esτ`n)
. (C.10)
Using the last result, the exciton contribution to the polarization is, using equation
(36), given by:
P
S
=
∑
sτ,`={0,2},n
∣∣∣∣∫ ∞
0
qdq
vsτ`,+(q)
2Esτq
[ψsτn`(q)]
∗
∣∣∣∣2 ×
× 1
ω − Esτ`n + i~γ
E0, (C.11)
remembering here that we are using units such that vF = ~ = e = 1. Note that the θ
integral has been performed, and we are summing over all the spin/valley indexes. If
we use the definition of the weight function Msτn` (39) we have:
P
S
=
∑
sτ,`={0,2},n
Msτ`n
ω − Esτ`n + iγ
E0, (C.12)
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where we have introduced a phenomenological relaxation rate γ. The 2D optical
susceptibility comes from P = ε0χ2DE:
χ2D(ω) =
e2
ε0
∑
sτ,`={0,2},n
Msτ`n
~ω − Esτ`n + i~γ
, (C.13)
where we reintroduce the units, and the conductivity reads:
σ(ω)
σ0
= 4i~ω
∑
sτ,`={0,2},n
Msτ`n
~ω − Esτ`n + i~γ
. (C.14)
Finally, the absorbance coefficient A(ω) = 1−T (ω)−R(ω), where T (ω) [R(ω)] is the
electromagnetic transmission [reflection] for a TEM wave, is given by:
A(ω) ≈ ω
c
√
εm
={χ2D(ω)} =
4piαωγ√
εm
∑
σ,`={0,2},n
Msτ`n
(ω − Esτ`n/~)2 + γ2
, (C.15)
where α ≈ 1/137 is the fine-structure constant.
Appendix D. The Bethe-Salpeter kernel
In this appendix we give the explicit forms of the BSE kernel. Firstly, from equation
(22) we have:
Bsτkλ(t) =
1
S
∑
q
V (|k− q|)
[
psτλ (q, t)F
sτ
λ′λ′λλ(k,q) +
+psτλ′ (q, t)F
sτ
λ′λλ′λ(k,q)
]
. (D.1)
For the homogeneous case we only consider the first term in the previous equation and
choose with λ = −λ′ = +, which corresponds to the resonant term. Thus we have the
BSE kernel reading:
Ksτλ (k, q, θ) = V (|k− q|)F sτ−λ−λλλ(k,q) . (D.2)
Using the expression (B.4) for the F sτ−−++(k,q), and the Keldysh potential (4), and
after the angular decomposition
T˜ sτ` (k, q) =
∫ 2pi
0
dθ
2pi
ei(`+1)θKsτ+ (k, q, θ), (D.3)
we have the corresponding kernel T˜ sτ` (k, q):
T˜ sτ` (k, q) = −
α
4piεm
c
vF
kq2
2EkEq
[
I`(k, q) +
csτ− (k, q)I`+1(k, q) + c
sτ
+ (k, q)I`−1(k, q)
]
, (D.4)
where we have defined:
I`(k, q) =
∫ 2pi
0
dθei(`+1)θ
q0
pk,q(θ)(pk,q(θ) + q0)
, (D.5)
csτ± (k, q) =
1
2kq
[
Esτk E
sτ
q +m
2
sτ
± msτ (Esτk + Esτq )
]
, (D.6)
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and
pk,q(θ) =
√
q2 + k2 − 2kq cos θ, (D.7)
where α ≈ 1/137 is the fine structure constant and c is the speed of light.
For the kernel in the non-homogeneous BSE, we write the renormalization of Rabi
frequency as:
Bsτkλ(t) =
∫
dq
(2pi)2
V (|k− q|)F sτ−λ−λλλ(k,q)psτλ (q, ω) +∫
dq
(2pi)2
V (|k− q|)F sτ−λλ−λλ(k,q)psτ−λ(q, ω) . (D.8)
Thus, we have two kernels to consider:
K1,sτλ = V (|k− q|)F sτ−λ−λλλ(k,q), (D.9)
K2,sτλ = V (|k− q|)F sτ−λλ−λλ(k,q) . (D.10)
Note that, in this case and contrary to the homogeneous BSE, we have to keep both
terms in the renormalization of the Rabi frequency, as otherwise the real part of the
optical conductivity would not have the correct positive sign. That is because both
the resonant and off-resonance terms contribute to the optical conductivity, as is well
known in the non-interacting case. Proceeding as before, the angular decomposition
(D.3) of the kernels leads to:
T
1/2,sτ
λ,` (k, q) = Csτk,q
[
I`(k, q) + c
1/2,sτ
λ− (k, q)I`+1(k, q) +
+c
1/2,sτ
λ+ (k, q)I`−1(k, q)
]
, (D.11)
with
Csτk,q = −
α
4piεm
c
vF
kq2
2Esτk E
sτ
q
, (D.12)
and
c1,sτλ± (k, q) =
1
2kq
[
Esτk E
sτ
q +m
2
sτ ± λmsτ (Esτk
+ Esτq )
]
, (D.13)
c2,sτλ± (k, q) =
1
2kq
[−Esτk Esτq +m2sτ ± λmsτ (Esτk
− Esτq )
]
, (D.14)
where λ = ± and λ′ = −λ, and I`(k, q) is defined in equation (D.5).
The matrix element of the velocity operator appearing as the source term in the
non-homogeneous BSE, was calculated in the previous section and reads:
vsτ`,λ(k) =
1
2
(
msτ
Esτk
+ (`+ 1)
λ
2
)
. (D.15)
This concludes the presentation of the mathematical steps leading to the BSE equation
discussed in the main text.
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Appendix E. Exchange correction around the Γ point
From equation (A.8), the exchange self-energy correction to the transition energy
between bands i and j is:
Σxcij (k) = S
∑
q
V (q)
∑
λ
nλ(k− q)×
[Fiλλi(k,k− q)− Fjλλj(k,k− q)] . (E.1)
Neglecting temperature and doping effects, for the three band-model of reference [25],
the only term that contributes to the exchange self-energy is the one with λ = 0 (the
valence band):
Σxcij (q) = S
∑
q
V (q) [Fi00i(k,k− q) −
Fj00j(k,k− q)] . (E.2)
and we make i = 1, 2 and j = 0.
To remove the integrable divergence at q = 0, that comes from the Keldysh
potential, we use polar coordinates leading to the need of computing the following
integral
Σxci0 (k) = −
6∑
j=1
∫ (j+1)pi/3
jpi/3
dθ
2pi
∫ q0 sec(θ−pi/6−jpi/3)
0
qdq
2pi
×V (q)Qi(k, q, θ) (E.3)
where Qi(k, q, θ) = Fi00i(k,k− q)− F0000(k,k− q) and q0 reads
q0 =
2pi
a0
√
3
. (E.4)
In figure E1 we show the exchange energy in the Brillouin zone for the j = 0 to i = 1, 2
transitions, for the three-band tight-binding model and for the parameters of MoS2.
The magnitude of the correction to the bare bands is of the order of 2.1-2.6 eV, which
is a substantial value.
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