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In this letter we introduce a novel approach to Hamiltonian tomography of non-interacting tight-
binding photonic lattices. To begin with, we prove that the matrix element of the low-energy
effective Hamiltonian between sites i and j may be obtained directly from Sij(ω), the (suitably
normalized) two-port measurement between sites i and j at frequency ω. This general result enables
complete characterization of both on-site energies and tunneling matrix elements in arbitrary lattice
networks by spectroscopy, and suggests that coupling between lattice sites is actually a topological
property of the two-port spectrum. We further provide extensions of this technique for measurement
of band-projectors in finite, disordered systems with good flatness ratios, and apply the tool to
direct real-space measurement of the Chern number. Our approach demonstrates the extraordinary
potential of microwave quantum circuits for exploration of exotic synthetic materials, providing a
clear path to characterization and control of single-particle properties of Jaynes-Cummings-Hubbard
lattices. More broadly, we provide a robust, unified method of spectroscopic characterization of
linear networks from photonic crystals to microwave lattices and everything in-between.
I. INTRODUCTION
The curse and blessing of synthetic quantum materials
is the control these systems afford. This control enables
access to near-arbitrary lattice geometries [1–4], tunable
interaction range [5], and all variety of state/phase prepa-
ration and readout techniques [6–8]. The challenge is
that every added degree of control provides another op-
portunity for disorder to creep in, substantially alter-
ing the anticipated manybody physics. A variety of ap-
proaches have been developed to control disorder, rang-
ing from projection of corrective potentials onto cold
atoms [9] to improving lattice fabrication in supercon-
ducting circuits [10] and 2DEGs [11]. Indeed, as fabrica-
tion techniques have improved in 2DEGs, the accessible
fractional hall landscape has opened for study of immense
array of exciting topological phases, and it seems other
synthetic material systems could follow a similar trend.
If disorder is to be corrected site-by-site, it must be
characterized locally. This task is challenging, because
information about the onsite energy of a lattice site
and its tunneling rates to its neighbors are encoded
non-trivially (and apparently non-locally) in the eigen-
value/vector spectrum of the system. In the case of a
1D tight-binding chain, the reflection spectrum off of the
system end is sufficient to extract the full non-interacting
Hamiltonian (see [12] and Appendix B). For a 2D lattice
of known topology, it is possible to make measurements
along a 1D boundary to extract the Hamiltonian param-
eters [13], with sufficiently high signal-to-noise. Here we
point out a unique opportunity to employ direct spectro-
scopic tools to extract particular desired matrix-elements
of the single-particle Hamiltonian. We describe a gen-
eral technique for resolving matrix elements of an arbi-
trarily connected Hamiltonian between lattice sites via
simple two-port transmission and one-port reflection (lo-
cal density of states) measurements; we then extend the
technique to measurement of band projectors and Chern
numbers.
II. THEORY OF LATTICE SPECTROSCOPY
A. Formulae for Arbitrary Linear Networks
Suppose that we would like to characterize a non-
interacting network of lattice-sites in the site-basis, by
answering specific questions like “what is the energy cost
to put a particle on site i?” or “what is the tunnel-
coupling between sites i and j?”. One might attempt
to characterize the full lattice by performing two-port
measurements between all pairs of sites (m,n), and then
fitting the results with an analytic model to extract the
underlying lattice parameters. This works in principle,
but generally is highly susceptible to noise and requires
O(N2) measurements (except in the 1D case, see Ap-
pendix B); here we prove that the information for matrix
elements of the Hamiltonian Hij is entirely encoded in
the frequency-dependent two-port measurement Sij(ω)
between only the two sites i and j of interest.
Let the system Hamiltonian be given by (in what fol-
lows we set ~ = 1):
H =
∑
l
(ωl + iκl/2)a
†
l al −
∑
i6=j
tija
†
iaj (II.1)
Where tij is the direct tunnel-coupling between sites i
and j, ωl is the energy cost to place a photon on site l, and
κl is the lifetime of a particle on site l. We have employed
a non-Hermitian Hamiltonian formalism which applies
in the weak-driving limit [14, 15]. It is straightforward
to show that in this weak driving limit, the resonator
transmission between sites α and β at frequency ω is
given by:
Sαβ(ω) =
√
καc κ
β
c × 〈α| 1
ω −Hαβc
|β〉 (II.2)
HereHαβc ≡ H+iκ
α
c
2 a
†
αaα+i
κβc
2 a
†
βaβ is the Hamiltonian
adjusted for loss due to in-/out- coupling employed for
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2probing the photonic network at sites α (καc ) and β (κ
β
c ),
and |i〉 is the quantum state with a single photon at site
i.
Consider Pr(
∫
ωSij(ω)dω), which diverges without the
Cauchy principal value Pr(). To perform the integration,
we employ the following definitions: |µ〉 is the single-
photon eigenstate of Hαβc with eigenvalue µ, and 〈ν| is
the element of the dual space to |µ〉 defined such that
〈ν|µ〉 = δµν ; note that 〈ν| 6= [|ν〉]†, because Hαβc is not
Hermitian, so the matrix of eigenvectors is not unitary.
We can then write:∫
ωSαβ(ω)dω
=
∫
ω
√
καc κ
β
c × 〈α| 1
ω −Hαβc
|β〉dω
=
√
καc κ
β
c
∫
ω〈α|
∑
µ
|µ〉〈µ|
ω − µ |β〉dω
=
√
καc κ
β
c 〈α|
∑
µ
[∫
ω
|µ〉〈µ|
ω − µ dω
]
|β〉
=
√
καc κ
β
c 〈α|
∑
µ
[∫
(1 +
µ
ω − µ )|µ〉〈µ|dω
]
|β〉
=
√
καc κ
β
c 〈α|
[
W +
∑
µ
|µ〉µ〈µ|
]
|β〉
=
√
καc κ
β
c (W 〈α|β〉+ ipi〈α|Hαβc |β〉) (II.3)
Here W is the range of integration. To extract the
coupling strengths κα,βc , we must also measure the 1-
port reflections Sαα(ω) and Sββ(ω). A simple calculation
reveals that
∫
Sαα(ω)dω = ipiκ
α
c , thus we may finally
write:
〈α|Hαβc |β〉 =
∫
ωSαβ(ω)dω√(∫
Sαα(ω)dω
) (∫
Sββ(ω)dω
) − W 〈α|β〉ipi
(II.4)
Thus we see that the matrix element of the Hamilto-
nian that couples a single photon in site α to site β is
given by the expectation of frequency weighted by the
two-port measurement (as measured by a vector network
analyzer, for example) between those two sites, prop-
erly normalized by one-port reflection measurements. If
α 6= β, then such a measurement provides the tunneling
matrix element tαβ , including its phase. If α = β, this
is an offset-subtracted reflection measurement, and it re-
sults in ωα + i(κα + κ
α
c )/2, the onsite energy at site α,
with the imaginary part providing the coupled resonator
linewidth. For sites which are not directly connected,
the measurement will result in a zero value. It is some-
what surprising that sites which are coupled through the
network, though not directly, yield zero for the integral
– this suggests that there is a hidden topological prop-
erty in the frequency-dependent two-point measurement
between non-directly-connected sites.
The power of this approach is clear: even with a
tremendous number of modes (approaching a contin-
uum), the bare frequency of a single resonator, or the
tunnel coupling between a pair of resonators, can be di-
rectly extracted from 1- or 2- port frequency dependent
measurements. This provides a robust linear method for
estimating matrix elements of the Hamiltonian that is
much less sensitive to noise than other methods involving
e.g. fitting of all coupled modes. Handling the logarith-
mic divergence of the integral (formally taken care of via
a Cauchy principal value) requires some care, however,
and we suggest two approaches:
1. In small lattices, where the individual normal
modes are spectrally resolved, the integrals may be
performed by identifying and fitting the individual
resonances in the one/two port measurements, and
then evaluating the integrals as sums over said res-
onances (here Aαβl , φ
αβ
l , ω
αβ
l γ
αβ
l are the parame-
ters resulting from the fit to the observed two-point
spectrum between sites α and β, Sobsαβ (ω)):
Sobsαβ (ω) =
∑
l
Aαβl e
iφαβl
1 + i
(ω−ωαβl )
γαβl /2
Nα ≡
∫
Sobsαα (ω)dω
=
pi
2
∑
l
Aααl e
iφααl γααl
Xαβ ≡
∫
ωSobsαβ (ω)dω −
W 〈α|β〉
ipi
√
NαNβ
=
pi
2
∑
l
Aαβl e
iφαβl γαβl (ω
αβ
l + iγ
αβ
l /2)
〈α|Hαβc |β〉 =
Xαβ√
NαNβ
(II.5)
2. In larger lattices, where the individual modes can-
not be spectrally resolved, the integrals may be ex-
plicitly computed from the observed spectra, taking
care to symmetrically cut off the tails at low- and
high- frequencies, to cancel the logarithmic diver-
gence of the integration (see Fig. 1). Note that this
cutoff need not be perfect, especially for the nor-
malization terms (coming from reflection measure-
ments), where the divergence is logarithmic. On
the other hand, the integration in equation II.4 di-
verges linearly for on-site matrix elements (α = β)
of the Hamiltonian, so it is crucial to subtract off
the integration-range dependent correction given
by the second term.
Note also that low-area peaks contribute very little to
the value of measured Hamiltonian matrix element, so
finite signal to noise ratio is likely not a fundamentally
limiting factor in the same way that it would be if one
attempted to use many transmission and reflection mea-
3ω
lo
g
|S ij(ω)
|
FIG. 1. Truncation of integration region. To avoid
the divergence in the integration of the tails of the transmis-
sion and reflection spectra, the symmetric tails of the spectra
should be identified by the locations in the spectra where the
lattice response has reduced to a simple Lorentzian, decaying
as 1/∆ (for Sii; the decay is 1/∆
2 for Sij , i 6= j), and their
values are identical. Here ∆ is the detuning of the probe fre-
quency to the manifold of resonances being considered. The
integration then should only be performed between these two
points (shown in tan), and the divergence of the tails (shaded
light blue) will then cancel. In practice, choosing the cut-
off location is a trade-off between ensuring that one is far
enough from the resonant features to be in regions with 1/∆
(or 1/∆2) decay, but not so far out that other resonator modes
(corresponding to parasitic resonances outside of the effective
model as shown at left, or other bands within the effective
model) become important. The impact of these other modes
on the integration can be further reduced using the technique
outlined in Appendix A.
surements to fully invert and extract the lattice Hamil-
tonian.
As a simple demonstration of this technique, we
consider a three-site tight-binding model, as shown in
Fig. 2(a, inset), where the outer two sites are tuned to
frequency ω0 − δω/2, and the central cite is tuned to
frequency ω0 + δω/2; the outer two sites are coupled to
the central cite with a tunneling energy J . Figure 2(a)-
(f) show computed reflection and transmission spectra
S11, S22, S33, S12, S23, and S13, respectively. As ex-
pected the outer two sites hybridize through an effec-
tive second-neighbor coupling ∼ J2/δω, while the central
site’s resonance is detuned by ∼ δω. For δω =100 MHz,
J =25 MHz, Fig. 2(g) shows the on-site energy 〈1|H|1〉
extracted via the tomography technique from the pre-
ceding section, as the upper limit of integration is var-
ied. It is apparent that the site-energy converges to
within ∼ J2/δω of the correct value as soon as the in-
tegration region includes the low-energy doublet, and is
further corrected as the region passes across the isolated
(and small) high-energy resonance. To extract 〈1|H|2〉,
Fig. 2(h) shows the tomography result as a function of
the upper limit of integration; once all resonances are in-
cluded, this value converges to J , as anticipated. Finally,
Fig. 2(i) shows the tunneling matrix element 〈1|H|3〉 as
δω
50
0
δω
25
0 2
0
0
δω
ω ωω
FIG. 2. Three site spectroscopy. (a, inset) shows a
three-site tight-binding chain, whose outer sites are at equal
energies, while the central site is detuned. (a)-(c) show reflec-
tion spectroscopy of sites 1,2, and 3, respectively. (d)-(f) show
transmission spectroscopy for 1-2, 2-3, and 1-3, respectively.
All spectra are plotted as the absolute value of the amplitude,
and share a common (arbitrary) normalization. The spectral
features include a low energy doublet resulting from second-
order coupling between sites 1 and 3, and a single isolated
high-energy feature resulting from the central site. (g)-(i) ex-
plore the sensitivity of the Hamiltonian estimation technique
on the integration range of the numerator of Equation II.4.
We fix the lower limit of integration at -150 MHz and vary
the upper limit between -150 MHz and 150 MHz. (g) mea-
sures the onsite energy of site 1, which converges to within
J2/δω of − δω/2 once the integration range includes the dou-
blet, and the rest of the way once the high-energy feature is
included. (h) measures the tunneling matrix element between
sites 1 and 2, converging only once all spectral features are
included. (i) measures the tunneling matrix element between
sites 1 and 3, which is zero in our model. When only the low-
energy doublet is included, the result is of order J2/δω, up
to corrections from the renormalization of the onsite Wannier
function. To obtain the correct value, all spectral features
must be included in the integration. For (g)-(i) we plot only
the real-part of the estimated elements, as the imaginary part
converges less rapidly.
a function of the upper limit of the integration; for a
range that only includes the doublet, the tomography
procedure yields a result proportional to the second-order
tunneling rate of J2/δω (though this precise value is not
obtained: the probed lattice-sites are not the “Wannier
functions” of the effective theory once the central site has
been adiabatically eliminated, and thus there are correc-
tions, see Appendix A); once the high-energy resonance
is included, the true tunneling rate of zero is recovered.
4B. Band Projectors and Real-Space Measurement
of the Chern Number
An emerging goal in synthetic topological materials is
to characterize their topological invariants. While the
Hall conductivity is the method of choice in the solid
state, transport measurements can be challenging in syn-
thetic systems, particularly those where the “charge car-
riers” are bosons rather than fermions. Furthermore,
such systems are typically subject to both disorder ef-
fects, and the impact of finite size/boundaries, both of
which break the translational invariance necessary for
application of the TKNN formula [16] for the Chern in-
variant. In a seminal work [17], Kitaev proved that the
Chern number could be computed for a disordered sys-
tem, so long as the disorder is small enough that the
bands remain spectrally isolated from one another. In
this case, one may define a projector into band µ with
matrix elements between lattice sites i and j:
Pµij ≡ 〈i|
 ∑
n∈Bandµ
|n〉〈n|
 |j〉 (II.6)
If the sites in the bulk of the system are then parti-
tioned into three non-overlapping but adjacent regions
A,B,C, as in Fig. 3, the Chern number may be written:
Cµ = 12pii
∑
α∈A,β∈B,γ∈C
(PµαβP
µ
βγP
µ
γα − PµαγPµγβPµβα) (II.7)
While the regions A, B, and C must be infinitely large
to ensure precise convergence of the Chern number to
the TKNN invariant defined from the band structure, in
practice a region which is several unit cells (or equiva-
lently magnetic unit cells, in the case of the Hofstadter
model) is sufficient to achieve reasonable convergence (at
the ∼ 99% level, see Fig. 4(a). Furthermore, it is essential
that A,B and C avoid the system edges, as these provide
a contribution to Cµ which precisely cancels that of the
bulk. This approach may be understood as a a direct
measurement of the non-reciprocity of the system, as it
compares A → B → C coupling to C → B → A cou-
pling, similar to the case in a Faraday isolator [18]. As
shown in Fig. 4(b), as long as the disorder is an order of
magnitude smaller than the band spacing, Chern number
quantization is preserved.
The challenge then is to measure the band-projector
using the spectroscopic tools at our disposal. We suggest
three approaches:
FIG. 3. Measuring Chern numbers in real space.
To measure the Chern number of a disordered band in the
bulk of a Chern insulator, a bulk region large compared to
the unit cell size (magnetic length in the Hofstadter model,
whose band-projector onto an arbitrary bulk site is shown
in gray-scale for α = 1
4
) is partitioned into three similarly
sized regions (red, green, and blue). The difference of triple
band-projector products red → green → blue and blue →
green → red, summed over all sites in each region, is equal
to the Chern number C/(12pii). There are a number of ways
to spectroscopically measure this projector, discussed in the
text.
1. Consider the integral:
Mµij ≡ Pr [
∫
ω ∈Bandµ
dωSij(ω)]
= Pr [
∫
dω〈i| 1
ω −H |j〉]
= Pr [
∫
dω
∑
n
〈i|n〉〈n|j〉
ω − n ]
Assuming good band flatness Band WidthBand Spacing  1
[19, 20], we can integrate across band µ without
accruing a substantial contribution from the other
bands, yielding Mµij ≈ ipi〈i|
[∑
n∈Bandµ |n〉〈n|
]
|j〉.
Therefore Pµij ≈ 1ipiMµij . It is thus sufficient to inte-
grate Sij(ω) over a single energy-band µ to extract
the matrix element of the projector onto band µ
between sites i and j. This integral is only loga-
rithmically sensitive to the limits of integration, so
precise cancellation of the tail contributions from
finite linewidth and imperfect flatness are possible
at near unity fidelities.
2. Consider localized excitation at site i within the
bulk of the lattice, at an energy ~ωo detuned
from band µ by an amount large compared to its
width, but small compared with its detuning to
5other bands. The response at site j is given by
Sij(ωo) =
∑
n
〈i|n〉〈n|j〉
ωo−n . In the limit that the de-
tuning to all other bands is large, their contribution
may be discarded. If at the same time the detun-
ing to band µ is large compared with the band-
width, all energy denominators are approximately
constant ωo − n ≈ ∆ for n ∈ Band µ. Then we
have Sij(ωo) ≈ 1∆
∑
n∈Bandµ〈i|n〉〈n|j〉, and thus
Pµij ≈ ∆× Sij(ωo).
3. Consider a localized excitation at site i within the
bulk of the lattice, with a temporally short wave-
packet energetically centered on band µ. If this
pulse can be made short compared to the width of
band µ, while simultaneously long enough to not
excite other bands, the response of the system im-
mediately after the pulse will reflect the projector
onto site i in band µ; if the pulse is insufficiently
short compared with the bandwidth of band µ, the
excitation will evolve spatially before the pulse has
terminated, and the projector cannot be extracted.
The second and third approaches impose much more
stringent requirements on the band flatness than the first,
and as such will not work well for Hofstadter models at
high flux per plaquette.
In any of these approaches, it should be possible, in
the low-disorder limit, to make use of the approximate
translational invariance from one magnetic unit cell to
the next to reduce the number of measurements from
∼N2, where N is the number of sites in one of the regions
A,B,C, to ∼ q×N , where q is the number of sites within
the magnetic unit cell (equal to 4 for α = 14 ). Because
N ∼ q2, the total number of two-point spectra required
to extract the Chern number is thus ∼ q3.
A more fundamental limit comes from the finite life-
time of a photon in the lattice, which provides an ad-
ditional form of (dissipative) time-reversal symmetry
breaking that competes with the topology of the lat-
tice, making Cµ complex (for precisely flat bands, it may
be possible to precisely cancel this contribution through
matching the logarithmically diverging tails of the two-
point integrals). As shown in Fig. 4(c), the Chern num-
ber can be measured with fidelity above 95% so long as
the tunneling rate is 30× the photon decay rate, for an
α = 14 Hofstadter model, in spite of the substantial band
curvature. The requirement on tunneling compared to
decay is consistent with the particle needing time to ex-
plore an area whose radius is the magnetic length ∼ q, to
be sensitive to the Chern number.
III. OUTLOOK
We have provided a novel toolset for characterizing
photonic lattices using one- and two- point measurements
to resolve elements of the Hamiltonian. We have further
introduced a recipe to extract the band projector, allow-
ing direct measurement of Chern number in real-space.
(a)
(c)
(b)
FIG. 4. Technical limitations of Chern number mea-
surement. (a) When the Kitaev approach is applied to an ar-
ray of lossless resonators coupled in an α = 1
4
Hofstadter con-
figuration, through a numerically computed band-projector,
the measurement of the lowest band Chern number depends
upon the employed region size. Once the region size becomes
larger in radius than the magnetic unit cell ( 1
α
= 4 sites), the
measured value approaches the translationally invariant value
C = 1 from the TKNN expression. It begins to fall off once
the region approaches the system edge (gray bar). (b) To
explore the sensitivity of the real-space Chern number to dis-
order, it is plotted versus the site-to-site (random) variation of
the on-site energy. The error band shows the variation in the
result over realizations of the disorder, and reveals that the
Chern number (or at least its real-space estimator) is robust
to disorder up to ∼ 0.1×J , which is comparable to the band-
splitting in the α
4
Hofstadter model. (c) The Kitaev approach
may be applied to a realistic array of lossy resonators, using
a frequency integration of the two port measurement Sij(ω),
as described in the text, for a region with five site radius.
In this case, the resonator loss compared with the tunneling
rate determines the fidelity. It appears necessary that loss
rate ≤ 0.03×tunneling rate to achieve fidelity ≥ 0.95.
6While the proposed approach is designed for photonic lat-
tices where network analyzer technology is commercially
available, it can be applied much more broadly to explore
properties of coupled quantum dots, acoustical systems,
and potentially even electronic systems by reinterpreting
STM measurements.
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Appendix A: Coupling to Multiple Sites
In practice, one must be careful to avoid accidental
direct coupling to multiple lattice sites when perform-
ing the spectroscopy of a tunnel-coupled lattice system.
Such direct couplings arise naturally because in any real
lattice the Wannier functions are not perfectly localized
to individual lattice sites. This non-local tail means that
if the in- and out- couplers are physically connected only
to individual sites, they will drive and measure multiple
lattice sites.
To understand the consequences of this, consider two
degenerate sites at energy ~ω0, |a〉 and |b〉, that are
tunnel-coupled with an energy ~J , such that the Hamilto-
nian in the 1-excitation manifold is H0/~ = ω0(|a〉〈a| +
|b〉〈b|) − J(|a〉〈b| + |b〉〈a|). Now we drive with a cou-
pler |µ〉 ≡ cos |a〉+ sin |b〉 (predominantly connected to
site a), and measure with coupler |ν〉 ≡ cos |b〉+ sin |a〉
(predominantly connected to site b), corresponding to a
Wannier overlap of ∼ 2 on adjacent sites.
We then measure Sµµ(ω), Sνν(ω), and Sµν(ω), and at-
tempt to extract the Hamiltonian matrix elements. Ap-
plying the spectroscopy techniques from the text yields:
〈µ|H0|µ〉Spec = 〈ν|H0|ν〉Spec = ~ [ω0 − J sin 2] and
〈µ|H0|ν〉Spec = −J + (ω0 − iW/pi) sin 2. We anticipated
that Sµµ(ω) and Sνν(ω) would provide on-site energies,
while Sµν(ω) was to provide the tunneling energy. In re-
ality, we find that the on-site energy experiences a small
correction from the tunneling energy, which, in the tight-
binding limit (where   1), is almost certainly negligi-
ble. By contrast, the error in the tunneling energy may
be much larger than J itself if  ≥ Jω0 .
To circumvent this systematic issue, the measure-
ments of 〈α|H|β〉 may be re-orthogonalized using a basis
transformation based upon the matrix
∫
dωSαβ(ω).
A simpler solution is to shift all frequencies by some
constant Ω∼ω0, and then employ S˜µν(ω) = Sµν(ω − Ω)
for all resolvent calculations. We are then measuring
matrix elements of H0 − 1Ω, and thus the error in the
measurement of J will be of order (ω0−Ω) sin  ≤ J sin ,
and thus small.
Appendix B: Special Case of a Finite 1D Chain
Here we consider a 1D tight-binding lattice, character-
ized entirely by nearest neighbor tunneling matrix ele-
ments tµ between sites µ and µ+ 1, and onsite energy of
site µ, δµ (see Fig. 5):
H1D =
∑
µ
[
δµa
†
µaµ − (tµa†µ+1aµ + t∗µa†µaµ+1)
]
(B.1)
For n lattice sites, this system has 2n − 1 unknowns,
coming from the n onsite energies, and n − 1 tunneling
matrix elements; it is thus conceivable that measuring
the n eigenmode energies, and n spectral weights (the
latter providing n − 1 linearly independent pieces of in-
formation, due to normalization), via a reflection mea-
surement off of a single lattice site, would be enough to
extract all system parameters. Symmetry precludes this
unless the probed site is at the end of the 1D chain, as
proven previously in Burgarth et al. [12].
This prescription allows us to extract all onsite ener-
gies δµ and tunneling matrix elements tµ, from measured
resonance frequencies ωj and their spectral weights ψjµ=0,
normalized such that
∑j ∣∣∣ψj0∣∣∣2 = 1. With measurements
only at one end of the chain (µ = 0), we obtain all rele-
vant lattice parameters:
δµ =
∑
j
ωj
∣∣∣ψjµ−1∣∣∣2
|tµ| =
√∑
j
[
(ωj − δµ)ψjµ−1 − |tµ−1|ψjµ−2
]2
ψjµ =
1
|tµ|
[
ψjµ−1(ω
j − δµ)− |tµ−1|ψjµ−2
]
(B.2)
Here we have implicitly assumed ψjµ=−1 = 0 for all
j. Raised, Roman indices refer to eigenmodes, while
lowered, Greek indices refer to sites, counted from the
probed end of the chain. Note that the expression for
δµ=0 reduces to the results from the main text.
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