An integrated software toolkit for the analysis of nonlinear dynamical systems is introduced. This user-friendly, graphically oriented collection of interactive programs includes software that calculates and displays trajectories, bifurcation diagrams, and twodimensional phase portraits. Also included are programs that locate periodic solutions, calculate and display invariant manifolds of twodimensional Poincare maps, as well as compute Lyapunov exponents, Lyapunov dimension, fractal dimension, information dimension, and correlation dimension. The toolkit runs under both the UNlX and PC-DOS operating systems.
I. INTRODUCTION
Over the last decade, research in chaotic dynamical systems-deterministic systems whose steady-state behavior has random, noiselike properties-has exploded.
Because chaotic systems are so difficult to understand analytically, numerical simulations play a key role in their study. Several numerical techniques havecometo the forefront as general, reliable methods for analyzing and categorizing chaotic behavior. Typically, a researcher studying a particular system writes several dedicated computer programs, each one implementing one of the methods of analysis. Then, to study a different system, the researcher must extensively modify the programs to incorporate the new dynamics.
The purpose of this paper is to present INSITE'-an integrated package of computer programs for the analysis of nonlinear dynamical systems with an emphasis on chaotic systems. The dynamical system must have a state equation representation, but beyond that, there are no limitations. The system can be discrete-or continuous-time, autonomous or nonautonomous, and can have any (finite) order.
INSITE is user-friendly, highly interactive,and graphically oriented; it requires no programming to operate and runs under both the UNlX and PC-DOS operating systems. The main programs in INSITE are: 1) TRAJ: calculate and display trajectories. 2) BIF: calculate and display bifurcation diagrams. 3) PHASE: calculate and display phase portraits of second-order autonomous systems. 4) POIN: calculate fixed points and closed orbits of the Poincare map; also calculate and display invariant manifolds of the Poincare map for second-order nonautonomous and third-order autonomous systems. 5) LE: determine the Lyapunov exponents of an autonomous system. 6) DIM: compute the dimension of an attracting set. 7) RECON: reconstruct a strange attractor from a single time series.
This paper does not deal with the theory or algorithms behind the simulation programs; instead, it focuses on the capabilities of the programs and the user interface. Readers interested in the underlying theory and algorithms are referred to [I] and [2].
TRAJECTORIES-TRAJ
TRAJ is a program that calculates a trajectory of a continuous-or discrete-time dynamical system. As the trajectory is computed, it is displayed on the graphics monitor in either a two-dimensional or three-dimensional projection (Fig. 1) .
The two-dimensional display is simply an x-y plot with the standard graphics box, tic marks, and labels. Any two states may be mapped to the x and y axes. The threedimensional display is an x-y-z plot with any three states mapped to the axes. Using the threedimensional display, the trajectory can be viewed from any angle with any degree of perspective. To give a sense of depth, the outline of a rectangular region perpendicular to the z-axis is drawn on the screen; all portions of the trajectory above this region are drawn in onecolor, the portions below in another. The rectangular region can be positioned anywhere along thez-axis anditdefaultstoavaluemidwaybetweentherninimumand maximum z values.
TRAJ also calculates and displays orbits of the Poincare maps as shown in Fig. 2 . For autonomous systems, the user specifies the cross section defining the Poincare map by entering the coordinates of three noncolinear points. TRAJ has several options for manipulating the graphics display or changing the simulation parameters. These options can be entered any time during or after the simulation (see Section X-C). To give the reader a feeling for the flexibility TRAJ offers, here is a partial list of the options that can be invoked during or after the simulation. Changes which state is mapped to which axis of the display. Adjusts one or more of the graphics bounds-useful for zooming and panning. Adjusts the graphics bounds so that the trajectory is nicely centered in the disToggles the dimension of the display between two-dimensional and threedimensional projection. Erases the display-useful for eliminating transients. Changes the final time of the simulation. Restarts the simulation from a new initial condition. Changes one or more of the parameters of the dynamical system-useful for examining bifurcation phenomena. Redraws the display. Adjusts the viewing angle and degree of perspective (threedimensional display only). Adjusts the position of the the reference plane (three-dimensional display only). Play* Many programs exist that plot trajectories of dynamical systems; however, several unique features make TRAJ extremely useful:
It is integrated into a larger toolkit of nonlinear analysis programs. The display can be quickly modified (zoom in, zoom out, erase, change dimension of display, change viewing angle) while the simulation is in progress. The system under study can have any number of parameters. The parameters are referred to by name and can be quickly and easily changed, again while thesimulation is in progress.Thisfeature isextremely useful for studying bifurcation phenomena. It runs under both the UNIX and PC-DOS operating systems. Though TRAJ defaults to the interactive mode, it has a noninteractive mode which is useful for calculating trajectory data using batch files (PC-DO3 or shell scripts (UNIX).
Ill. BIFURCATION DIAGRAMS-BIF
BIF is a simulation program that generates dynamic bifurcation diagrams for dynamical systems. A bifurcation is marked by a qualitative change in the steady-state behavior of a map or differential equation as a parameter of the equation is varied. A bifurcation may induce achange in stability near a periodic solution or equilibrium point, or it may involve the appearance or disappearance of some feature of the phase portrait such as limit cycles or equilibria. The term "dynamic bifurcation" refers to the fact that BIF dis- BIF automates the job of tracking dynamic bifurcations. It frees the researcher from the tedious task of changing parameters by hand and it assumes responsibilityfor bookkeeping the characteristics of periodic solutions.
As further motivation for such a program, the study of dynamic bifurcations has become increasingly important for understanding a dynamic system's transition to chaos. There are several routes to chaos and they are ideally illustrated through a computer-generated bifurcation diagram. Many chaotic systems exhibit a period-doubling route to chaos, that is, the period of the limit cycle doubles as the parameter is varied. The doublings occur in smaller and smaller intervals until, in a finite interval, infinitely many perioddoublings occur. In fact, the points of perioddoubling approach a limit beyond which the behavior is chaotic. Fig. 3 shows a bifurcation diagram of a third-order autonomous system that exhibits period-doubling behav- ior. Another route to chaos, period-adding, is shown in Fig.  4 which is the bifurcation diagram of a second-order nonautonomous system. BIF generates onedimensional bifurcation diagrams in the sense that only one parameter is varied allowing the history of the bifurcation to be displayed in the plane. The bifurcation parameter forms the x-coordinate, while one of the states, chosen by the user, is plotted on the y-axis. Twoand higher dimensional bifurcation diagrams require higher dimensional spaces for the display and are not treated by this program. BIF performs slightly different functions depending on thetypeofthesystem.Thefunctionswil1 bedescribedindividually, butwith emphasis placed on thediscrete-timecase since it is the simplest and from it the other two follow natu rally. Discrete-time system: The user specifies the number of increments of the bifurcation parameter and its minimum and maximum values. For each parameter value, BIF wantstodisplaythesteady-state solution of the map. Hence, BIFiteratesthemapforauser-specifiednumberoftransient iterations. Once these iterations are complete, the map is assumed to be in the steady state and a user-specified number of output iterations are plotted on the graphics display. BIF then increments the parameter value and repeats these operations until the maximum parameter value is reached.
1)
2) Continuous-time system-nonautonomous with period 7': The scenario is completely analogous to the discretetime case except that an iterate now means integrate the state equation for Tseconds. In other words, a bifurcation diagram of the Poincar6 map is displayed.
3) Continuous-time system-autonomous: In this case, the definition of an iteration is whenever a peak amplitude occurs in the state beingdisplayed. For example, near a limit cycle, the state will periodically reach a maximum. Each time itdoes, the iteration count is incremented. Notethat unlike the previous two cases, a "period-one" limit cycle does not necessarily imply that there is only one point plotted on the bifurcation diagram since local maxima are plotted as well as global maxima. Hence, more care is required in interpreting these diagrams.
One feature that improves the likelihood that transient effects will be eliminated is the following: for the first parameter value, the initial condition from which the transient iterations of the map are begun is chosen by the user. Subsequent parameter values, however, use an initial condition for the transient iterations equal to the last iterate of the output iterations of the previous parameter value. Because a slight change in parameter will not produce significant changes in the steady-state response (except at a bifurcation point), the program will settle more quickly to the steady-state behavior of the map than if an arbitrary initial condition were used for each parameter value.
BIF uses a nearly identical user interface as TRAJ and has changed. These parameter values and their associated the same interrupt capability. Most of the graphics options periodsare stored in afile.Afterthe simulation iscomplete, (change bounds, center, etc.) are the same excluding those a separate program computes the bifurcation rates. Feifor three-dimensional displays.
genbaum's number was computed for the system of Fig. 3 a BIF simulation in the noninteractive mode with the nographics option. Using the history mechanism (Section XI),
IV. PHASE PORTRAITS-PHASE
Since simulations may take hours, one typically submits to be 6 = 4.69.
ihe.diagram can be displayed a t a later time. Three additional features of BIF deserve mention. First, many physical systems, such as mechanical and electrical systems, exhibit a behavior called hysteresis. On a bifurcation diagram, a hysteretic effect may be observed at bifurcation points. The idea is that at a bifurcation point, a small change in parameter changes the qualitative behavior of the system, but reversing the parameter change does not cause the system to return to its original state. In order to detect this phenomenon, BIF backtracks on the bifurcation parameter, that is, the parameter is decremented ratherthan incremented. In Fig. 5 , aseparatechaotic region for the Josephson junction is uncovered that would not be visible without this option.
A second-order autonomous ODE is a very special creature;itisthemostcomplicatedsystemforwhichallpossible types of behavior are known. Furthermore, all the behavior can be displayed fully in the x-y plane. PHASE is a simulation program that calculates and displays the complete phase portrait of any structurally stable second-order autonomous ODE.
A phase portrait is a picture in phase space'that displays afamily of typical trajectories, all the limit sets (equilibrium points and limit cycles) and the basins of attraction of those limit sets. Two phase portraits produced by PHASE are shown in Fig. 6 . Second, one detriment to the usefulness of BIF as a simulation tool is the long computation time for atypical problem. In an effort to alleviate the situation, researchers have focused on finding algorithms for locating periodic solutions of dynamical systems. One such algorithm, called the shooting method, employs Newton-Raphson to converge to the steady-state solution. This method is incorporated in BIF as an alternative to transient iterations and can speed up simulations by a factor of 2 or more. It has the added advantage of being able to locate unstable behavior.
Finally, an interesting result due to Feigenbaum is that the inverse rateof perioddoubling bifurcations approaches aconstantvalue6 = 4.669202 -* aptlycalled Feigenbaum's number. This universal property of perioddoubling bifurcations is one of several characteristics associated with chaos. BIF includes a scheme to calculate Feigenbaum's number. Whenever the period changes, a bifurcation must have occurred whereupon BIF backtracks and, bydecreasing the size of the parameter increment, conducts a more precise check for the parameter value where the period PHASE operates in several stages; they will be discussed in the order that they are typically executed.
A. Draw Trajectories
PHASE incorporates a specially designed algorithm that automatically displays a family of typical trajectories. This gridalgorithm chooses initial conditions from a rectangular grid on the phase plane. Each initial condition is chosen such that no previously calculated trajectory passes near it. PHASE integrates the system both forward and backward in time from the initial point generating an evenly distributed family of trajectories.
Inthosecaseswheretheuserwantstochooseaparticular
initial condition, it can be ;entered numerically from the keyboard, by positioning alcross-hair using the keyboard arrow keys or by positioning a cross-hair using whatever graphics positioningdevice(1ight pen, mouse) isconnected to the computer.
B. Find Equilibrium Points PHASE locates equilibrium points by finding thezerosof the state equation using the Newton-Raphson algorithm. The initial guess for the Newton-Raphson routine is entered by any of the three methods mentioned above. When an equilibrium point is found, the corresponding eigenvalues and eigenvectors are written to the terminal and a symbol is placed on the phase portrait to indicate the type of the equilibrium point (node, focus, saddle).
C. Find Limit Cycles
PHASE uses the shooting method [l] to locate limit cycles. The initial guess for a point on the limit cycle is entered in one of the three previously mentioned ways and the initial guess for the period is entered numerically from the keyboard. When a limit cycle is located, the characteristic multiplier is written to the terminal and the limit cycle is drawn on the graphics display.
D. Find Saddle-Point Trajectories
Before finding the basins of attraction, PHASE must calculate four special trajectories associated with each equilibrium point of the saddle type. Two of these, the stable saddle-point trajectories, approach the saddle point along the stable eigenvectors as t + 03 and the other two, the unstable saddle-point trajectories, approach the saddle pointalongtheunstableeigenvectors. Initial conditionsfor thesetrajectoriesarefound bysteppingoutasmalldistance along the eigenvectors associated with the saddle point.
E. Basins of Attraction
Each stable limit set (equilibrium point or limit cycle) is associated with a basin ofattraction. The basin of attraction is the set of all initial conditions whose trajectories tend toward the limit set in forward time.3 The boundaries between different basins of attraction are called separatrices.Anunstablelimitcycleisalwaysaseparatrix.Theonly other possible separatrices are the aforementioned stable saddle-point trajectories. PHASEdecides which of thesetrajectories are separatrices by looking at the behavior of the unstable saddle-point trajectories [3].
Once all the separatrices have been determined, PHASE shades in the different basins of attraction, each with a different color. Unfortunately, the shading cannot be shown Fig. 6(a) ).
V. POINCARE MAPs-POIN
POlN is an interactive simulation program that locates interesting features of the Poincare map associated with an autonomous or nonautonomous continuous-time dynamical system.4 POlN finds fixed points and closed (i.e., periodic) orbits of the Poincare map? in addition, POlN calculates and displays the invariant manifolds associated with fixed points and closed orbits with saddle-type stability for second-order nonautonomous and third-order autonomous dynamical systems.
A. Fixed Points and Closed Orbits
Fixed points and closed orbits of the Poincare map correspond to periodic solutions of the underlying dynamical system. POlN finds periodic solutions using the shooting method [I] .
There are four steps when finding a fixed point or closed orbit with POIN: i) Set Newton-Raphson to1erances:Theshooting method uses the Newton-Raphson algorithm and the user has complete control over the error tolerances and the maximum number of iterations. If the user does not explicitly set these options, they default to reasonable values.
ii) Initial condition: The user must enter an initial guess for a point lying nearthe periodic solution. Thecoordinates of the point are entered numerically from the keyboard.
iii) Initial period: For the autonomous case, the user must enter an initial guess for the period of the limit cycle. If the user enters a period of zero, POlN looks for an equilibrium point instead of a limit cycle. For the nonautonomous case, the period is fixed at some multiple of the input period so the user must enter a nonzero integer specifying the multiple. In both the nonautonomous and autonomous cases, specifying a negative value causes POlN to integrate backwards in time-a feature that can improve convergence in some cases. iv) Shooting method iterations: The shooting method iterates until it converges, the maximum number of iterations is reached, or the user stops it. When a periodic solution isfound,thecoordinatesofapoint lyingon it,itsperiod, and its characteristic multipliers are printed on the screen. Since convergence of the shooting method can be sensitive with respect to the initial guess, POlN draws a two-dimensional projection on the graphics display of the trajectory beingcalculated duringeach iteration.Thisvisualfeedback is extremely helpful when the user needs to modifythe initial guess to achieve convergence.
When step iv) is finished, the user has the option of changing parameter values and can then go back to any of steps i), ii), iii), or iv). If the initial condition and initial period are not explicitly set using steps ii) or iii), the values produced by the most recent iteration of step iv) will be used.
41f the system is discrete-time and autonomous, POlN analyzes ?RAJ can be used to display an arbitrary orbit of the Poincare the system directly.
map. PARKER AND CHUA INSITE-SOFTWARE FOR ANALYSIS OF DYNAMICAL SYSTEMS
These features allow the investigator to explore bifurcation phenomena quickly and easily.
B. Invariant Manifolds
If the dynamical system is second-order nonautonomous or third-order autonomous, the PoincarC map is defined on the plane. In these two cases, POIN can calculate the invariant manifolds associated with fixed points(and closed orbits) that have saddle-type stability (one eigenvalue interior and one exterior to the unit circle) using the algorithm presented in [I]. These invariant manifolds are useful for detecting quasi-periodic and chaotic behavior. An example for a second-order nonautonomous ODE is shown in Fig.   7 . 
VI. LYAPUNOV EXPONENTS-LE
Lyapunov exponents give the average rates of expansion and contraction near a limit set and are useful for categorizing strange behavior [I]. LE is a simulation program that calculates the Lyapunov exponents and Lyapunov dimension of a discrete-or continuous-time dynamical system.
VII. DIMENSION OF AITRACTINC SETS-DIM
Dimension is another useful way of classifying strange behavior. DIM calculates fractal, information, and correlation dimension DIM is used as a post-processor using data generated by TRAJ, RECON, or any other source.
VIII. RECONSTRUCTION OF AITRACTINC SETS-RECON
For the purposes of calculating dimension, a strange attracting set can be reconstructed from a sampled version of one of the components of a trajectory [l] . This fact is useful in experimental situations where only one physical quantity can be measured or when infiniteorder systems are studied. RECON is a program that performs this reconstruction.
bThe Lyapunov dimension can be calculated using LE.
IX. THE INSITE PHILOSOPHY
There are several key ideas behind the development of this software.
1) The programs must be user-friendly. They must guard against erroneous input and accidental loss of data.
2) The programs must share a common user interface. Option names and control structure should not change from program to program.
3) The programs must be interactive. This implies that the user should be able to stop the program at any time, even in the middle of an extended simulation.
4) The programs must be portableand should run on the IBM family of personal computers as well as on computers using UNIX.
5)
No programming must be required of the user. This feature not only makes the package more user-friendly, but vastly increases the potential number of users.
X. THE USER INTERFACE
The user interface of INSITE has three components. The dynamical system interface governs how the user informs INSITE of the particular dynamical system under study. The program initialization interface specifies how the user sets the options when a particular program begins execution. The interactive interface determines how the user controls a simulation program once it is running.
The dynamical system interface governs how the user interacts with INSITE as a whole while the other two interfaces dictate the command structure of any particular p r e gram within INSITE.
There is always a compromise with the user interfaceshould it be designed for the novice or the experienced user? Each of the three user interfaces is an effective combination of a menu-driven style (for the beginner) and a commanddriven format (for the experienced user).
A. Dynamical System Interface
One of the key features of INSITE is that the user need not perform any programming. The user simply enters the type of the system (continuous or discrete), the name and dimension of the system, and the state equations in symbolic form. With this information, INSITE automatically writes the source code to implement the state equation, its derivative, and various other functions. Once written, the source code is automatically compiled and linked into the simulation and analysis programs.
Another prominent feature of the dynamical system interface is how it handles parameters. A dynamical system is allowed to have an unlimited number of parameters. This freedom provides enormous flexibility in implementing arbitrary systems. Furthermore, all the programs in INSITE refer to these parameters by name, greatly enhancing the user-friendliness of INSITE.
B. Program Initialization Interface
Once the code implementing the dynamical system has been compiled and linked into INSITE, the simulation programs are ready to run; however, each of the programs requires a certain amount of information before the simulation can begin. These initialization options typically include parameter values, integration tolerances, the initial condition, etc. The program initialization interface is specifically designed to make the entry of these data easy and selfdocumenting.
There are three methods of specifying the initialization options: using interrogative mode, through an options file, and with command line arguments.
If the user enters the program name alone on the command line(i.e.,with nocommand Iinearguments),theinterrogative mode is entered. The program explicitly asks the user to enter a value for each initialization option. When all the options have been entered, the user is asked whether the options should be written to a file. If the user consents, an options file is written to disk and the simulation proceeds.
The exact format of the options file varies from program to program, but there is always one option per line. Each option consists of a keyword followed by oneor morearguments. For example, graphics yes specifies that graphical output is desired while parameter alpha 0.6 sets the parameter named alpha to 0.6.
To initialize a simulation program using an options file, the command line argument file is used followed by the name of the options file. For example, runs TRAJ using the options contained in the file traj.opt. Once the options are read from the file, the simulation begins.
The options file is particularly useful since the user can easily alter any of the options using a text editor and then rerun the simulation program without the bother of reentering the unchanged options.
Any option which can appear in an options file can also appear on the command line (and vice versa). For example, if the user usually runsTRAJ with graphics but wants to run it once without graphics, the user can type Arguments are read from left to right so the graphics no option overrides any graphics yes option in traj.opt.
Note that option files can be nested by including the file option in an options file. Also the full option name need not be given; the programs need just enough of the name to identify it uniquely.
The program initialization interface is flexible and easy to use but, above all, it is self-documenting. The user does not need to remember any of the options. The first time a program is run, the interrogative mode is used and the user simply answers a series of questions. The answers are then written to an options file that is used to initialize subsequent simulations. In most circumstances, the keywords used in the options file are self-explanatory to the first-time user and are always sufficent to jog the memoryof an experienced user. traj file traj.opt traj file traj.opt graphics no.
C. The Interactive Interface
If the user types a carriage return while a simulation is in progress, the simulation is suspended and the prompt Enter option (? for help): appears. At this point a variety of options can be entered by typing a keyword. Three options that are always applicable are ? which lists all applicable keywords, continue which resumes the simulation, and quitwhich exits the program. The other options are programdependent.
The interactive mode is also entered upon completion of the simulation. This feature allows the user to manipulate the graphics display, extend the length of the simulation, or perform a more detailed analysis on a region of interest.
As with the program initialization interface, the entire keyword need not be entered.
XI. THE HISTORY MECHANISM
Each simulation program in INSITE stores all the data it has calculated in a data file called a history file. History files make INSITE extremely versatile for several reasons.
First, the graphics display can be manipulated without recalculating any data. For instance, all the graphics programs have a centeroption that quickly redraws the graphics display with the bounds adjusted so that the data fit nicely in the display. Without the history file, such an operation would be prohibitively slow.
Second, the user can exit any of the simulation programs at any point in the simulation. Using the history file, the simulation can be resumed at a later time with no loss of data.
Third, the history mechanism allows stand-alone programs to post-process the data calculated by a simulation program. For example, INSITE comes with a stand-alone program that calculates the FFT of a trajectory using data gathered by TRAJ.
Datainahistoryfilearestoredinastandard binaryformat to eliminate ASCII conversion costs. Since all the programs in INSITE use the same binary file format and routines are included with INSITE for reading and writing files in this format, general-purpose post-processing software is easily implemented. To make the data generated by INSITE compatible with other software packages, INSITE contains a program which converts any binary history file to ASCII format.
XII. SIMUIATION WITHOUT PROGRAMMING-MAKEF
The dynamical system interface is implemented as a set of subroutines. There is a subroutine that sets parameter values, one that evaluates the state equation, one that evaluates the Jacobian of the state equation, and several others.
One of the major decisions in the design of INSITE was how the user would create the dynamical system interface for a particular dynamical system. The simplest methodfrom the programmer's point of view-is to have the user write the source code to implement all the subroutines that comprise the dynamical system interface. This solution is obviously less than perfect as far as the user is concerned. Writing the subroutines is tedious, time-consuming, and error-prone.
An alternative method-ideal from the user's standpoint-is to have the user enter the equations for the dynamical system and let the simulation package write the dynamical system interface. There are several ways to accomplish this: i) Compile an interpreter into each simulation program. ii) Write a small compiler that reads the state equations and writes object code to implement the dynamical system interface.
iii) Write a program that reads the state equations and writes source code to implement the dynamical system interface. + Method i) requires no separatecompilation or linking so dynamical systems can be changed quickly. The major drawback is the computation speed for evaluating the state equation-interpreted code is several times slower than compiled code.
Method ii)does not suffer from slowcomputation speeds, but does have the disadvantage of poor portability. A new compiler needs to be written for each new type of host machine-not a simple task.
The drawback of iii) is that it requires three phases to change the dynamical system: a program must write the source code which is then compiled and finally linked into the simulation program. However, theadvantagesare enormous. In particular, there is no portability problem and compilation guarantees quick computation times. Furthermore, all the features of the high-level language are available to implement the dynamical system interface. These features include the control structure (if statements, while loops, etc.) and file handling.
INSITE uses method iii). The program MAKEF reads as input the type of system (discrete or continuous), the dimension of the system, the name of the system, and the right-hand sides of the state equations. Its output is a file of source code implementing the functions of the dynamical system interface.
It shoutd be noted that in situations where the code for the dynamical system is too complex for INSITE to write by itself, the user can easily edit the source code that MAKEF produces to fit the problem at hand. Since INSITE uses a high-level language to write the functions describing the dynamical system, very sophisticated simulations can be performed. For instance, consider a dynamical system whose state equation cannot be described analytically, but can be approximated using data gathered from an experiment or another program. The source code produced by INSITE can be modified so that these data are read from a file and then used to implement the state equation.
XIII. SYMBOLIC DIFFERENTIATION-SYM
The astute reader may have noticed that the input to MAKEF is the state equation and that the output contains not onlythe state equation but its Jacobian. INSITE does not calculate the Jacobian using numerical approximation; MAKEF produces the exact analytical expression for each entry of the Jacobian. It finds these entries through symbolic differentiation of the state equations using the symbolic library SYM. SYM is a collection of functions that manipulates algebraic expressions in symbolic form. Symbolic algebraic expressions are parsed and converted into a binary tree form ( Fig. 8(a) ) that can be easily differentiated (Fig. 8(b) ). After differentiation, the binary tree is simplified to remove useless operations (multiply by one, add zero, etc.) and to minimize computation (for instance, x + x + x + x is converted to 4*x) and is then converted back to symbolic form. XIV. THE LANGUAGE USED-C INSITE is written completely in the C programming language [4]. C has several advantages: i) it is widely available; ii) it is portable; iii) it has extensive character string operations-a must iv) function addresses can be passed as function arguv) it supports dynamic memory allocation; vi) the UNlX operating system provides a superior environment for C s o h a r e development.
for user-friendly programs; ments;
As is standard in C, all floating-point operations are performed in double-precision arithmetic (64 bits).
XV. INTEGRATION ALGORITHMS
The choice of integration algorithm is important when simulating chaotic systems. Chaos implies a sensitive dependence on initial conditions which, in turn, implies that errors introduced by the integration routine will be magnified by the system dynamics. Any integration algorithm for chaotic systems must have a legitimate error control scheme.
Any useful simulation package must also incorporate integration algorithmsfor stiff systems. Adynamical system isconsidered stiff if it possesses dynamicswith two (or more) greatly differing time scales. For example, consider the impulse response of a two-dimensional linear system with eigenvalues hfast = IO6 s-' and XsI , = 1 s-'. Initially, a step size on the order of 0.1 p s is required to integrate the Xfast dynamics; however,theXf,,dynamicswiIIdieout in roughly 10 p s and at this time, the step-size can be increased to roughly 0.1 s for the integration of the slower & I , dynamics. Most integration routines cannot accurately handle such disparate step-sizes; algorithms that can are called stiffly stable.
INSITE comes with two integration packages: RKF and BSODE. RKF is based on the Runge-Kutta-Fehlberg 4-5 algorithm [5], [6] . It is basically a fourth-order Runge-Kutta formulawithareliableerrorcontrol scheme. Italsofeatures a stiffness detector [7l that will warn the user when the ODE being integrated is stiff. BSODE is an adaptation of code developed by A. C.
Hindmarsh at Lawrence Livermore National Laboratory [8] . It containstwo integration schemes: a variable order, variable stepsize Adams-Moulton algorithm, and a variable order, variable stepsize Gear backward differentiation algorithm that is stiffly stable.
Both RKF and BSODE are written completely in C and incorporate features specially designed for interactive programs. These featues include modularized initialization, sophisticated error handing, user-friendly error messages, and the ability of the calling program to suspend the integration at any time and resume it later with no recomputation.
APPENDIX
The systems shown in the Figures are as follows. Fig. l(a) . The Simplest Chaotic Nonautonomous Circuit 191: X = y y = (-kt -a J x J -b x -Eo + E sin (ut))lL. The parameters are a = -1.245 E + 9, b = 1.255E + 9, Eo = 0.1, E = 1.25, L = O.OOO1, and w = 4.398E + 6. 
