Motivated by digital communication channel, the distributed output regulation problem for linear multi-agent systems with quantized state measurements is considered by us. Quantizers take finitely many values and have an adjustable "zoom" parameter. Quantized distributed output regulation concerns designing distributed feedback by employing quantized technique for multi-agent systems such that all agents can track an active leader, and distributed disturbance rejection. With the solvability conditions satisfied, we develop both hybrid static and dynamic feedback with quantized strategy.
INTRODUCTION
The study of distributed control laws for groups of agents has emerged as a new and challenging research field. It attracts many researchers from rather diverse disciplines including ecology, physics, biology, social sciences and high technology. On the one hand, researchers have been fascinated by the animal aggregation such as flocking, swarming, and schooling, which is believed to use local and simple coordination rules resulting in remarkable and complex intelligent behavior at the group level ( [7] ); and on the other hand, engineers on computer and electrical science and technology have been working on the distributed design for large-scale man-made systems (such as smart grids or sensor networks), whose performance emerging based on the design at the individual level ( [10] ). Therefore, the analysis and control of multi-agent systems, including consensus, flocking, and formation have been widely investigated.
Recently, distributed output regulation problem has been proposed with regarding some coordination problems as its special case as discussed in ( [4, 5, 13, 14, This work has been supported in part by the NNSF of China [grant number 61473098]; HITBRETIII [grant number HIT.BRETIII.2014020]; Discipline Construction Guide Fund Projects of Weihai WH20140109. 16, 18] ). We design distributed feedback for multiagent systems to achieve asymptotically tracking and distributed disturbance rejection. In this problem, the exogenous information (maybe generated by some disturbance sourcesor the leader) is not available to all the agents, which makes many results in conventional output regulation ( [12] ) failed to be applied to. This may explain why output regulation of linear or nonlinear multi-agent systems has become a hot topic with many publications in recent years.
On the other hand, the subject of quantized feedback stabilization problem for linear systems is a very fruitful research area ( [3, 2, 1] ). It is motivated by numerous applications where the communication between the plant and the controller is limited due to security or capacity constraints. A quantizer is thought as a device that can convert a real-valued signal into a piecewise constant one taking on a finite set of values and having an adjustable zoom parameter. For example, a quantizer is used to represent a camera, this corresponds to zooming-in or zooming-out, i.e., varying the focal length, while the number of pixels remains fixed ( [1] ). In ( [3] ), the authors investigated the hybrid control for linear system where the quantizer is with rectilinear quantization regions, while in [15] , the authors considered impulsive hybrid control with quantized?input and output feedback. In ( [1] ), the authors considered a more general types of quantizer with quantization regions having arbitrary shapes. More recently, multiagent consensus under quantization has been studied ( [8, 9] ). In [9] , the authors proposed a quantized gossip algorithm, while the authors discussed the multi-agent consensus with a high-order active leader in [a5]. In [8] , the authors introduced coding/decoding strategies in quantized consensus. However, there are very few results on the quantized distributed output regulation control strategy for the general linear multi-agent systems case, to our knowledge.
The paper is organized as follows. In Section 2, problem formulation and preliminary are introduced, while in Section 3, solvability for quantized distributed output regulation of multi-agent systems is obtained. Finally, the concluding remarks are given in Section 4.
Problem Formulation and Prelimainary
In this paper, concern the following systems:
where x i ∈ R n , u i ∈ R m as the states and controls of the agent i, i = 1, ..., N ; the second equation is the exosystem with the internal state w ∈ R l and the measured output y 0 ∈ R q ; the regulated output e i ∈ R q , q ≤ n for agent i, which may be unavailable by measurement. Without loss of generality, we assume C ∈ R q×n is of full row rank (i.e., rank(C) = q) in the sequel.
First of all, some basic concepts and notations in graph theory ( [11] ) are introduced. We denote a digraph G = (O, E), where O = {1, 2, · · · , N} is the set of nodes and E is the set of edges. If node i can get information from node j, (i, j) ∈ E denoting an edge leaving from node i and entering into node j. Then j is said to be a neighbor of node i. Undirected graph is the special case of digraph if
If there exists a path from node i to node j, then node j is said to be reachable from node i. A node which is reachable from every other node of G is called a globally reachable node of G.
In this paper, a system consisting of N agents and a leader (denoted as node 0) is considered. We denote the corresponding digraph isḠ. Regarding the N agents as the nodes, the relationships between N agents can be conveniently described by an undirected graph G 0 as a subgraph ofḠ. N i is called the neighbor set of agent i. The weighted adjacency matrix of
a ij is its degree matrix. Then the Laplacian of the weighted graph is defined as L = D 0 − A 0 . Moreover, let us consider the digraphḠ contains N agents and the leader. The connection weights with directed edges from some agents to the leader are a i0 > 0 if agent i can get information from the leader, otherwise
We will first give the following lemma ( [6] ).
Lemma 1 H is positive definite if and only if node 0 is globally reachable inḠ.
The following assumption is needed for analysis.
Assumption 1 Node 0 (that is, the leader) is globally reachable inḠ.
Based on Lemma 1, we denote all the positive eigen-
In this paper, we mainly concern the distributed output regulation problem with quantized signal. A quantizer is a piecewise constant function q : R n → Q, where Q is a finite subset of R n . Moreover, we assume that there exist positive real numbers M, Δ such that the following two conditions hold:
M, Δ are referred as the range of q and the quantization error, respectively. Assume that q(0) = 0 to preserve the equilibrium at the origin. As mentioned in [1] , quantized measurements is usually given as the form μq(
Large μ leads to large quantization range and quantization error, little μ leads to little quantization range and quantization error. The range of it is Mμ and the quantization error is Δμ.
About quantized feedback stabilization of linear systems, quantized feedback controllers are designed based on quantized measurements of state. The relative position measurement considering quantized strategy becomes:
Then the distributed output regulator is taken as follows:
in static state feedback;
in dynamic state feedback. Note that both v i (t) and u i (t) use the broadcasted measurements Cμq( Denote
Note that
μq(
and then the closed-loop system can be rewritten as
T in static state feedback case;
in dynamic state feedback case. The definition of quantized distributed output regulation problem is given as follows.
Definition 1 The quantized distributed output regulation problem is achieved for system (1) under hybrid feedback control (7) or (8), respectively, if,
1) when w = 0, = 0, system (9) 
Solvability for Quantized Distributed Output Regulation
We will give our main result in this section. The following assumption is given for the following analysis.
Assumption 2 (1) There is a regulation matrix of regulation equation
with A c , B c defined in (9) , and
Then we have the first equation of (9) rewritten asξ
Since A c is stable, there exists positive definite matrices P, Q such that
Then the Lyapunov function for systems (12) is V (ξ) =ξ T Pξ for system (12) withV | (12) ≤ −ξ T Qξ negative definite.
The following lemma is very important describing that the behavior of the system (11) for a fixed μ.
Lemma 2 Under Assumption 2, fix an arbitrary > 0 and assume that M is large enough compared to Δ such that we have
where
in static feedback case; (15) in dynamic feedback case. Then the ellipsoids
and
are invariant regions for the system (11). Futhmore, all solutions of (11) that start in R 1 enter the smaller R 2 in finite time.
Proof. Consider the derivative of V (ξ) along the system (11):
Then using (2), (3), we have the following formula:
Define B 1 = {ξ : ξ ≤ Mμ}, and B 2 = {ξ : ξ ≤ ΘΔ(1 + )μ}. Then using (13), we can have
, it is easy to see that R 1 , R 2 are both invariant. Moreover, from (18), we have: ifξ(t 0 ) ∈ R 1 , thenξ(t 0 + T ) ∈ R 2 , where
Theorem 1 Under Assumption 2, assume M is large enough compared to Δ such that
with defined in (14) in static feedback case and (15) in dynamic feedback case. Then there exists hybrid static feedback controller (7) and dynamic feedback controller (8) that can solve the quantized distributed output regulation of multi-agent systems.
Proof. The zooming-out stage. Set u = 0. Let μ(0) = 1. Then increase μ in a piecewise constant fashion, fast enough to dominate the rate of growth of e (IN ⊗A)t . For example, one can fix a positive number τ and let
, and so on. Then there exists t ≥ 0, such that
Using the conditions (2), (3), we have
Assume that the above inequality is satisfied at t = t 0 . From (2), (3), (4), (5), we have
. Note that this event can be detected using only the available quantized measurements.
The zooming-in stage. Choose > 0 such that (13) is satisfied ((20) makes it possible). Sinceξ(t 0 ) ∈ R 1 with μ = μ(t 0 ), and then we employ the distributed feedback law (7) in static case or (8) 
From (13), Ω < 1, and then μ(t 0 + T ) < μ(t 0 ). R 2 with the old value μ(t 0 ) is the same as the R 1 with the new value μ(t 0 + T ). This means that we can continue the analysis for t ≥ t 0 + T as above. That is to saȳ ξ(t 0 + 2T ) ∈ R 2 with μ = μ(t 0 + T ). For t ∈ [t 0 + 2T, t 0 + 3T ), let μ(t) = Ωμ(t 0 + T ) . . . The stability of the equilibrium 0 in the sense of Lyapunov follows directly from the adjustment of μ. Moreover
The proof is completed. (1) Proof. Let T be a transformation such that U = T HT −1 is a diagonal matrix with the eigenvalues of H along the diagonal. Clearly, T ⊗ I n transforms H ⊗ I n into U ⊗ I n . Setting
we restate the matrices A c , B c in terms ofx,ṽ as fol-
For U ⊗ I n , the diagonal blocks are eachλ i I n , wherē λ i is the ith eigenvalue of H, so the N diagonal subsystems can be written as (21). Denoteξ
Then the closed-loop system can be rewritten as
with
in the case of static state feedback, or with
in the case of dynamic state feedback. Because the elements of the transformed system matrixÃ c are block diagonal, A c is stable if and only if A i , i = 1, ..., N are stable. From above discussion the quantized distributed regulation of system (1) is equivalent to the conventional quantized output regulation of system (21) using Definition 1.
Before the end of this section, we provide an example to illustrate our theoretical results. 
Our control aim is lim t→∞ x i (t) − x 0 (t) = 0. In this example, a 12 = a 21 = 1, a 24 = a 42 = 1, a 43 = a 34 = 1 and other weights are set zero. Moreover, a 40 = 1 and a i0 = 0 (i < 4). We can take K z = −8.0122 −8.0122 −3.1348 , K x = −(2.0000 0.6432).
In the simulation, four agents start from random initial conditions and evolve under the control law (7) with a 10-bit quantizer. Set M = 5, μ(t 0 ) = 1 and the quantization interval Δ is 1/1023. 
Conclusion
The distributed output regulation problem for linear multi-agent systems with quantized state measurements is considered in this paper. Quantizers take finitely many values and have an adjustable "zoom" parameter.
