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Abstract. The parallel discrete event simulation (PDES) is a main 
approach to improve the execution of a simulation by distributing it 
between multiple processors. The mapping of the simulation entities 
over the processors is very important for the performance of the overall 
process of simulation. This paper presents an approach for mapping the 
simulation objects over distributed environment based on dynamically 
intelligent prediction algorithm for building their graph of interactions.
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1  Introduction
PDES allows for acceleration of the modeling process by distributing it among 
a number of processors. With PDES, the modeled system is presented as a set of 
subsystems simulated by a number of simulation objects (SO). The SO commu-
nicate with one another by exchanging time-stamped messages for occurring 
events. The simulation correctness requires that the events be processed in the 
order of their occurrence in time [1], [2].
The simulation objects may be implemented as separate independent pro-
cesses. Such implementation, however, is ineffective because of the high sys-
tem overhead on switching of the processes context by the operating system. 
Simulation effectiveness improvement can be achieved by aggregating the 
simulation objects into a cluster. Each cluster will perform as an independent 
process within a computer node.
This paper presents an approach for mapping of the SO into clusters over 
distributed simulation environment - network of workstations. The approach is 
based on dynamically intelligent prediction algorithm for building the graph of 
SO interactions.
2  Related work
Distribution of SO over computing nodes is very important for the efficiency 
of the overall process of simulation. Numerous systems for PDES [3] provide 
such control of distribution, which require the user to map manually SO to 
the appropriate physical processors. This approach appears to be inefficient for 
simulation of models, containing many SO with high intensity of interaction. 
There is a need to automate the process of mapping the appropriate SO to the 
computing nodes.
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The selection of a method for distribution of the components of the simu-
lated system into groups (clusters) has an important role for the efficiency of the 
overall process of simulation. One method is a representation of the simulated 
system as a graph, which is to be distributed by means of algorithms for graphs 
partitioning. By this method, the vertices of the graph represent the individual 
components of the real system, while the edges of the graph represent the in-
teraction between the components. To these edges are assigned weights, repre-
senting the amount of communication between the components. The method is 
relatively easy to implement, because the problem of graph partitioning is well 
known in the graphs theory [5].
An important problem for this method is the manner of building of the graph 
of interactions between SO. A possible solution is based on the critical path 
analysis in the process of simulation [3]. The key concept of this method is that 
if the graph of the parallel program execution (sequence of events) is known, 
then the critical path provides the least possible time for execution of simula-
tion. The analyzers, presented in the literature [3], [4], require completion of 
the whole process of sequential simulation for carrying out the analysis of the 
critical path (i.e. post-mortem analysis). This is applicable to sequential simula-
tion, executed within reasonable period of time. In case of simulation models, 
involving large number of SO and events such requirement will result in too 
long execution.
Our approach to building of a graph of interaction of SO is based on prelimi-
nary sequential simulation, combined with dynamic intelligent analysis of the 
interactions between the components of the simulation model. The approach 
consists of two phases. In the first phase the graph of interactions between SO is 
created. The second phase includes partitioning the formed graph into clusters.
3  Formation the graph of interactions
In an experimental sequential simulator [6] an analyzing component (AC) is 
integrated. Its purpose is to analyze the interaction between SO in the prelimi-
nary execution of a simulation program. Significant difference between analy-
sis described in the literature and presented method is that it focuses solely on 
the interaction between SO and not on the sequence of simulation events. As a 
result of the first phase the AC builds an interaction graph G(V, E) between SO, 
where V = {vi}, i = 1..N is the set of graph vertices. This set corresponds to the 
set of the simulation objects O = {oi}, i = 1..N. The set of events E = {ei}, i = 
1..M is represented as edges of the graph and each edge introduces the interac-
tion between two SO. Two vertices vk and vq are connected with edge ekq if the 
corresponding SO ok and oq exchange messages about happened events during 
the simulation.
The formation of the graph of interactions G(V, E) may be presented as a 
twosteps process: during the first step, the communication pairs (CP) between 
SO are formed, and during the second step information about the exchange of 
messages between them is collected. The primary task is to determine the time 
TCP, required for the formation of all communication pairs (PCP) during the pro-
cess of sequential simulation. After formation of PCP, the process of sequential 
simulation (Tsim) continues for a specified period of time - Tend = λ*TCP. During 
this period data about the amount of communications are collected. The value 
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of the parameter λ indirectly determines the accumulation of information ex-
changed between communication pairs.
The task for determination of time TCP may be formulated as follows:
(1) define a mathematical model of the process of formation of PCP, type y 
= f (x), where y is the number of communication pairs, x is the number of pro-
cessed events, and f(x) specifies the increase of the number of CP as a result of 
processing of events;
(2) using this model, a prediction is made for the moment in which PCP is 
reached with specific precision ϖ, i.e. to find such value of x, for which y(x) 
is within the limit ϖ around the unknown value y(∞) = PCP. For the purpose of 
these studies we assume the limit ϖ = 98%.
3.1  Experimental obtaining of y(x)
Experimental studies has been carried out on the basis of the benchmark test 
PHOLD [2] on the presented in [6] a system for distributed simulation (Fig.1). 
This test is widely used for assessment of the distributed simulation perfor-
mance.
Fig. 1. PHOLD example (N=16).
The test model contains N objects, connected in 2D toroidal network and E 
events, exchanged between the objects. The dependence has been studied bet-
ween the number of communication pairs PCP and the number of the processed 
events during sequential simulation. Fig.2-a shows the obtained characteristics 
for N=10000.
Based on the experimentally established dependencies, as a model for ma-
thematical description of the variation of PCP may be accepted the differential 
equation of first degree
     T * y′(x) + y(x) = K * u(x) .    (1)
Fig. 2. Experimental (a) and approximated (b) dependencies.
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   y(x) = K*(1− eT ) .    (2)
Fig.2-b shows the results from approximation for different groups of experi-
ments. The conclusion is that the built functional dependences feature relatively 
good coincidence with the experimental dependences. For the determination 
of TCP is important only the sector of approximation of PCP to the limit К, so 
we may assume that the selected mathematical model of variation of PCP is 
adequate to the data.
3.2  Evaluation of the Y0,98(x)
From (2) for the transient characteristic of the selected mathematical model 
may be written the expression for the value of y(x), reaching 98% from the 
specified value y0.98 (x0.98) = y (x0.98) :
          y (x0.98) = 0.98*K = K*(1− eT ) .   (3)
   x0.98= -T*1n(0,02) .   (4)
From (4) it is evident that for determination of the moment TCP (as a number 
of processed events x0.98), is necessary to determine the time constant T of the 
mathematical model. It is necessary to find such value of x, at which y(x) is 
within a specified limit (0,02) around an unknown value of y(∞).
By differentiation of (2) we will obtain
    y′ (x) = _ _ e T .     (5)
Such equation is written for two values of x: x1 and x2
   y′ (x1) = 
_ _ e T    , y′ (x2) = 
_ _ e T  .    (6)
Let
  β =     =      = e T .    (7)
From where
   T =            .     (8)
By replacing in formula (4) we will obtain the sought value
           x0.98= 
_     .    (9)
There is a solution at ln(β) ≠ 0, i.e. y′ (x1) ≠ y′ (x2), which is possible to be 
implemented in practice.
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3.3  Experimental evaluation of the proposed approach
The experimental assessment is based on the same test model and the used 
algorithm includes the following:
At every step the current number of communication pairs 1. PCP is followed;
After formation of 2. PCP >0, at every step its value is saved and its first de-
rivative is calculated by the method of finite differences;
When the 103. th report is reached after PCP >0, x1 and the derivative y′ (x1) is 
determined;
At every next step a check for the achievement of the calculated derivative 4. 
of the value 0,1y′ (x1) is made. When it is reached, determine x2.
For the purpose of the experimental research, it is necessary to finalize the 
sequential simulation in order to obtain sufficient data about building the model 
curves. Fig.3-а presents the built functional dependence Ym(x) with the calcu-
lated parameters of the model (experimental and model curve are normalized 
against К). Fig.3-b shows the moment (as a number of processed events) at 
which y(x) enters within the desired limit of 98% from the limit value y(∞) : y 
(x0.98) = y(285) = 4878.
Fig. 3. Model curves (a) and the limit reaching (b).
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In the real case when y(∞) =5000, y (x0.98) = 0,98*5000 = 4900. The diffe-
rence from the real value as an error is about 1%.
4  Partitioning the graph of interactions
Formally the problem of graph partitioning is defined as follows- a graph G(V, 
E) with set of vertices V and set of edges E is given. Let V be divided into k 
subsets V1 ,V2 ,...,Vk such that:
V1. i ∩ Vj = Φ, ∀ i ≠ j, where is an empty set;
∪2. k Vi  = V ;
|3. Vi | = 
|V | ;
The number of edges connecting vertices from different subsets is minimal.4. 
The conditions 1 and 2 determine the division of the graph with number of 
vertices |V| into k non-overlapping sub-graphs. The remaining two conditions 
i=1
k
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determine the number of vertices in individual sub-graphs to be the same while 
number of edges between sub-graphs to be minimal.
4.1  Applied method for partitioning
The combinatorial multilevel-based method named Multilevel k-way for parti-
tioning of the formed graph G is applied [5]. The choice of the algorithm Mul-
tilevel k-way is based on the following considerations. First, it incorporates the 
optimization criterion, very appropriate for simulation in distributed computing 
environment. The criterion is to minimize the general communication exchange 
between the computing nodes. Compared to other methods of study, it allows 
precise graph partitioning at comparatively low computing expenses. Secondly, 
the algorithm is implemented on the basis of the library METIS [7], which is 
available as an open source and enables the use of API functions in the appli-
cations. The execution of the algorithm Multilevel k-way on the formed graph 
generates a map of SO distribution by computing nodes.
Fig. 4. The SO mapping process.
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After completion of the sequential simulation (Fig.4), data are generated for 
the formed graph of interactions G(V, E) and these data are served as input data 
for the METIS library. The result is a file, containing the map of distribution 
of SO between the relevant computing nodes. Once the map is generated, the 
distributed simulation may start. Based on the information from this map, for 
each SO subject to creation, the relevant node is assigned.
4.2  Experimental evaluation and results
Experimental assessment is based on the test model PHOLD [2] using SIMO-
PAL distributed simulation environment [6]. Experiments are carried out in 
three groups. For the first group, the process of sequential simulation is waited 
until completion. For the second group of experiments simulation is terminated 
upon achievement of 90% of the total duration sim Tsim. For the third group the 
proposed method is applied, whereas simulation is terminated upon reaching 
the time Tend = λ*TCP. Experiments are carried out at different values of λ.
A comparative assessment is made by the following- for each computing 
node a set Ω of SO, which are assigned to it as a result of the complete process 
of simulation, and a set Ω, containing SO, assigned to it as a result of the pro-
posed method are formed
~
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	 	 	 ∪	Ωj = ∪	Ωi = N .     (10)
N is the number of all SО in the model, and n- the number of computing nodes.
For each set i n i Ωi, i = 1..n is determined the maximum ratio Ψmax , i = 
1..n (in percentages) of the coincidences of its components with each set Ωi, j 
= 1..n. For each group of distribution by nodes the average maximum ratio is 
determined
        Ψi =               [%], i = 1..n  .    (11)
The aim is on the basis of experimental studies to determine λ at which the 
value Ψi, i = 1..n will be the highest.
~n                  n
j=1              i=1
~
 i
Σ Ψ max jj=1
n
i
Fig. 5. Experimental results for partitioning.
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Fig.5 shows the results obtained from experimental studies. Experiments are 
carried out by increasing the number of simulated events E. Comparative as-
sessment is made with regard to the results, obtained upon achievement of 90% 
of the total duration of simulation Tsim. As seen from the charts with increasing 
number of simulated events we observed some reduction in the percentage of 
matches. This is due to the fact that a larger number of events needed more time 
to accumulate information about the communication exchange between com-
munication pairs.
Increasing the number of computing nodes N also reduces Ψ. This is a nor-
mal consequence of the increasing of the number of communication channels 
between communication pairs. It should be noted that this reduction is lower 
with a larger number of computing nodes. This indicates the correctness of 
Multilevel k-way choice in terms of its resistance to growing the size of the 
simulation.
As λ increases, it is logical that coincidence of sets Ψ increases too, due to 
the increase of information about the communication exchange between SO. It 
is very important to note the obtained result of coincidence upon achievement 
of 90% of the total time for sequential simulation Tsim. As it is evident from 
the graphics, regardless of the number of computing nodes and the number of 
simulated events, this proportion is within very close limits to the results in the 
cases of λ > 20. On this basis we may assume that choosing λ with values higher 
than 20, will allow obtaining distribution of SO over the computing nodes, 
which are good enough upon the initial start of distributed simulation.
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5  Conclusions and future work
In this paper we proposed an approach to the partitioning of a graph of interac-
tion of SO, which key concept is based on preliminary sequential simulation, 
combined with dynamic prediction analysis of the interaction between the com-
ponents of the simulation model. The results show that the proposed approach 
has efficiency for simulation models, characterized by high dynamics of sche-
duled events between SO.
The purpose of a future work will be to study the period, necessary to pro-
long the process of sequential simulation after reaching the required limit of 
98% PCP, as well as to study the efficiency of different methods for division of 
the graph of interactions G.
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