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Abstract
In this work we present a simplifyed proof of Kantorovich’s Theorem
on Newton’s Method. This analysis uses a technique which has already
been used for obtaining new extensions of this theorem.
AMSC: 49M15, 90C30.
1 Introduction
Kantorovich’s Theorem assumes semi-local conditions to ensure existence and
uniqueness of a solution of a nonlinear equation F (x) = 0, where F is a dif-
ferentiable application between Banach spaces [5, 6, 7, 12]. This theorem uses
constructively Newton method and also guarantee convergence to a solution of
this iterative procedure. Apart from the elegance of this theorem, it has many
theoretical and practical applications, in [10] we can find a reviews of recent
applications and in [11] an application in interior point methods. This theorem
has also many extensions, some of then encompassing previously unrelated re-
sults see [1, 13]. Some of these generalizations and extensions are quite recent,
because in the last few year the Kantorovich’s Theorem has been the subject of
intense research, see [1, 2, 3, 10, 11, 13].
The aim of this paper is to present a new technique for the analysis of the
Kantorovich’s Theorem. This technique, was introduced in [2] and since then it
has been used for obtaining new extensions of Kantorovich’s Theorem see [1, 3].
Here, it will be used to present a simplified proof of its “classical” formulation.
The main idea is to define “good” regions for Newton method, by comparing
the nonlinear function F with its scalar majorant function. Once these good
regions are obtained, an invariant set for Newton method is also obtained and
there, Newton iteration can be repeated indefinitely.
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The following notation is used throughout our presentation. Let X be a
Banach space. The open and closed ball at x ∈ X are denoted, respectively by
B(x, r) = {y ∈ X ; ‖x− y‖ < r} and B[x, r] = {y ∈ X ; ‖x− y‖ 6 r}.
For the Frechet derivative of a mapping F we use the notation F ′ and for the
Dual space of X we use X∗.
First, let us recall Kantorovich’s theorem on Newton’s method in its classical
formulation, see [4, 6, 8, 9, 11].
Theorem 1. Let X, Y be Banach spaces, C ⊆ X and F : C → Y a continuous
function, continuously differentiable on int(C). Take x0 ∈ int(C), L, b > 0 and
suppose that
1) F ′(x0) is non-singular,
2) ‖F ′(x0)−1 [F ′(y)− F ′(x)] ‖ ≤ L‖x− y‖ for any x, y ∈ C,
3) ‖F ′(x0)−1F (x0)‖ ≤ b,
4) 2bL ≤ 1.
Define
t∗ :=
1−√1− 2bL
L
, t∗∗ :=
1 +
√
1− 2bL
L
. (1)
If
B[x0, t∗] ⊂ C,
then the sequences {xk} generated by Newton’s Method for solving F (x) = 0
with starting point x0,
xk+1 = xk − F ′(xk)−1F (xk), k = 0, 1, · · · , (2)
is well defined, is contained in B(x0, t∗), converges to a point x∗ ∈ B[x0, t∗]
which is the unique zero of F in B[x0, t∗] and
‖x∗ − xk+1‖ ≤ 1
2
‖x∗ − xk‖, k = 0, 1, · · · . (3)
Moreover, if assumption 4 holds as an strict inequality, i.e. 2bL < 1, then
‖x∗−xk+1‖ ≤ 1− θ
2k
1 + θ2k
L
2
√
1− 2bL‖x∗−xk‖
2 ≤ L
2
√
1− 2bL‖x∗−xk‖
2, k = 0, 1, · · · ,
(4)
where θ := t∗/t∗∗ < 1, and x∗ is the unique zero of F in B[x0, ρ] for any ρ such
that
t∗ ≤ ρ < t∗∗, B[x0, ρ] ⊂ C.
Note that under assumption 1-4, convergence of {xk} is Q-linear, according to
(3). The additional assumption 2bL < 1 guarantee Q-quadratic convergence,
according to (4). This additional assumption also guarantee that x∗ is the
unique zero of F in B(x0, t∗∗), whenever B(x0, t∗∗) ⊂ C.
¿From now on, we assume that the hypotheses of Theorem 1 hold, with
the exception of 2bL < 1 which will be considered to hold only when explicitly
stated.
2
2 Kantorovich’s Theorem for a scalar quadratic
function
In this section we analyze Newton method applied to solve the scalar equation
f(t) = 0, for f : R→ R
f(t) =
L
2
t2 − t+ b. (5)
The analysis to be performed can also be viewed as Kantorovich’s theorem for
function f . This function and the sequence generated by Newton method for
solving f(t) = 0 with starting point t0,
t0 := 0, (6)
both will play an important rule in the analysis of Theorem 1.
Note that the assumptions of Theorem 1 are satisfied in the very particular
case F = f , X = Y = C = R, x0 = t0. The roots of f are t∗ and t∗∗, as defined
in (1). As b, L > 0,
0 < t∗ ≤ t∗∗,
with strict inequality between t∗ and t∗∗ if and only if 2bL < 1. Hence
• t∗ is the unique root of f in B[t0, t∗],
• if 2bL < 1, then t∗ is the unique root of f in B(t0, t∗∗).
So, the existence and uniqueness part of Theorem 1 for zeros of f holds.
Proposition 2. The scalar function f has a smallest nonnegative root t∗ ∈
(0, 1/L]. Moreover, for any t ∈ [0, t∗)
f(t) > 0, f ′(t) ≤ L(t− t∗) < 0.
Proof. For the first statement, it remains to prove that t∗ ≤ 1/L, which is a
trivial consequence of the assumptions on b and L.
As f(0) > 0, f shall be strictly positive in [0, t∗). For the last inequalities,
use the inequality t∗ ≤ 1/L and (5) to obtain
f ′(t) = Lt− 1 = L(t− 1/L) ≤ L(t− t∗).
Now, the last inequality follows directly from the assumption t < t∗.
According to Proposition 2, f ′(t) 6= 0 for all t ∈ [0, t∗). Therefore, Newton
iteration is well defined in [0, t∗). Let us call it nf ,
nf : [0, t∗) → R
t 7→ t− f(t)/f ′(t). (7)
Note that, up to now, only one single iteration of newton method is well defined
in [0, t∗). In principle, Newton iteration could map some t ∈ [0, t∗) in to 1/L.
In such a case, the second iterate for t would be not defined.
Now, we shall prove that Newton iteration can be repeated indefinitely at
any starting point in [0, t∗).
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Proposition 3. For any t ∈ [0, t∗)
t∗ − nf (t) = − L
2f ′(t)
(t∗ − t)2, t < nf (t) < t∗.
In particular, nf maps [0, t
∗) in [0, t∗).
Proof. Take t ∈ [0, t∗). As f is a second-degree polynomial and f(t∗) = 0,
0 = f(t) + f ′(t)(t∗ − t) + L
2
(t∗ − t)2.
Dividing by f ′(t) we obtain, after direct rearranging
t∗ − t+ f(t)/f ′(t) = − L
2f ′(t)
(t∗ − t)2.
Note that, by (7), the left hand side of the above equation is t∗ − nf (t), which
proves the first equality.
Using Proposition 2 we have f(t) > 0 and f ′(t) < 0. Combining these
inequalities with definition (7) and the first equality in the proposition, respec-
tively, we obtain t < nf (t) < t∗. The last statement of the Proposition follows
directly from these inequalities.
Proposition 3 shows, in particular, that for any t ∈ [0, t∗), the sequence
{nkf(t)},
n0f (t) = t, n
k+1
f (t) = nf
(
nkf (t)
)
, k = 0, 1, · · · .
is well defined, strictly increasing, remains in [0, t∗) and so, is convergent. There-
fore, Newton method for solving f(t) = 0 with starting point t0 = 0 ( see (6))
generates an infinite sequence {tk = nkf(t0)}, which can be also defined as
t0 = 0, tk+1 = nf (tk), k = 0, 1, · · · . (8)
As we already observed, this sequence is strictly increasing, remains in [0, t∗)
and converges.
Corollary 4. The sequence {tk} is well defined, strictly increasing and is con-
tained in [0, t∗). Moreover, it converges Q-linearly to t∗, as follows
t∗ − tk+1 = L−2f ′(tk) (t∗ − tk)
2 ≤ 1
2
(t∗ − tk), k = 0, 1, · · · . (9)
If 2bL < 1, then the sequence {tk} converge Q-quadratically as follows
t∗−tk+1 = 1− θ
2k
1 + θ2k
L
2
√
1− 2bL(t∗−tk)
2 ≤ L
2
√
1− 2bL(t∗−tk)
2, k = 0, 1, · · · ,
(10)
where θ = t∗/t∗∗ < 1.
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Proof. The first statement of the corollary have already been proved.
Using Proposition 3, we have for any k
t∗ − nf (tk) = L−2f ′(tk) (t∗ − tk)
2,
which combined with (8), yields the equality on (9). As tk ∈ [0, t∗), using
Proposition 2 we have
f ′(tk) ≤ L(tk − t∗) < 0.
The multiplication of the first above inequality by (t∗− tk)/(2f ′(tk)) < 0 yields
the inequality in (9).
Now suppose that 2bL < 1 or equivalently t∗ < t∗∗. A closed expression for
tk is available ( see, e.g. [[9], Appendix F], [4]) see the Appendix A. In this case
tk = t∗ − θ
2k
1− θ2k
2
√
1− 2bL
L
, k = 0, 1, · · · .
From above equation we have that
f ′(tk) = −1 + θ
2k
1− θ2k
√
1− 2bL
a
, k = 0, 1, · · · .
Therefore, to obtain the equality in (10) combine the equality in (9) and latter
equality. As (1− θ2k)/(1 + θ2k) ≤ 1 the inequality in (10) follows.
3 Simplifying assumption and convergence
Newton method is invariant under (non-singular) linear transformations. This
fact will be used to simplify our analysis. We claim that it is enough to prove
Theorem 1 for the case X = Y and F ′(x0) = I. Indeed, if F
′(x0) 6= I, define
G = F ′(x0)
−1F.
Then, the domain, the roots, the domain of the derivative and the points where
the derivative is non-singular are the same for F and G. Moreover, Newton
method applied to F (x) = 0 is equivalent to Newton methods applied to G(x) =
0, i.e., at the points where F ′(x) is nonsingular,
G′(x)−1G(x) = F ′(x)−1F (x), x−G′(x)−1G(x) = x− F ′(x)−1F (x).
Finally, G will satisfy the same assumptions wich F satisfy. So, from now one
we assume
X = Y, F ′(x0) = I. (11)
Note that this assumption simplifies conditions 2 and 3 of Theorem 1.
Proposition 5. If 0 ≤ t < t∗ and x ∈ B(x0, t), then F ′(x) is non-singular and∥∥F ′(x)−1∥∥ ≤ 1/ |f ′(t)| .
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Proof. Recall that t∗ ≤ 1/L. Hence, 0 ≤ t < 1/L. Using (11) and assumption
2, with x and x0 we have
‖F ′(x) − I‖ ≤ Lt < 1.
Hence, using Banach’s Lemma, we conclude that F ′(x) is non-singular and
∥∥F ′(x)−1∥∥ ≤ 1/(1− Lt).
To end the proof, use (5) to obtain |f ′(t)| = 1− Lt for 0 ≤ t < t∗.
The error in the first order approximation of F at point x ∈ int(C) can be
estimated in any y ∈ C, whenever the line segment with extreme points x, y
lays in C. Since balls are convex, we have:
Proposition 6. If x ∈ B(x0, R) and y ∈ B[x0, R] ⊂ C, then
∥∥F (y)− [F (x) + F ′(x)(y − x)]∥∥ ≤ L
2
‖y − x‖2.
Proof. Define, for θ ∈ [0, 1],
y(θ) = x+ θ(y − x), R(θ) = F (y(θ))− [F (x) + F ′(x)(y(θ) − x)] .
We shall estimate ‖R(1)‖. From Hahn-Banach Theorem, there exists ξ ∈ X∗
such that
‖ξ‖ = 1, ξ(R(1)) = ‖R(1)‖ .
Define, for θ ∈ [0, 1],
g(θ) = ξ(R(θ)).
Direct calculation yields, for θ ∈ [0, 1)
dg
dθ
(θ) = ξ
(
F ′(y(θ))− F ′(x)
)
.
In particular, g is C1 on [0, 1). Using assumption 2, we have
dg
dθ
(θ) ≤ Lθ ‖y − x‖ .
To end the prove, note that ξ(R(0)) = 0 and perform direct integration on the
above inequality.
Proposition 5 guarantee non-singularity of F ′, and so well definedness of
Newton iteration map for solving F (x) = 0 in B(x0, t∗). Let us call NF the
Newton iteration map (for F (x) = 0) in that region
NF : B(x0, t∗) → X
x 7→ x− F ′(x)−1F (x). (12)
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One can apply a single Newton iteration on any x ∈ B(x0, t∗) to obtain NF (x)
which may not belong to B(x0, t∗), or even may not belong to the domain of
F . To ensure that Newton iterations may be repeated indefinitely from x0, we
need some additional results.
First, define some subsets of B(x0, t∗) in which, as we shall prove, Newton
iteration (12) is “well behaved”.
K(t) := {x ∈ B[x0, t] : ‖F (x)‖ ≤ f(t)} , t ∈ [0, t∗) , (13)
K :=
⋃
t∈[0,t∗)
K(t). (14)
Lemma 7. For any t ∈ [0, t∗) and x ∈ K(t),
1.
∥∥F ′(x)−1F (x)∥∥ ≤ −f(t)/f ′(t),
2. ‖x0 −NF (x)‖ ≤ nf (t),
3. ‖F (NF (x))‖ ≤ f(nf (t)).
In particular,
NF (K(t)) ⊂ K(nf (t)), ∀ t ∈ [0, t∗)
and NF maps K in K, i.e., NF (K) ⊂ K.
Proof. Take x ∈ K(t). Using Proposition 5 and (13) we conclude that F ′(x) is
non-singular, ∥∥F ′(x)−1∥∥ ≤ 1/ |f ′(t)| , ‖F (x)‖ ≤ f(t).
Hence, ∥∥F ′(x)−1F (x)∥∥ ≤ ∥∥F ′(x)−1∥∥ ‖F (x)‖ ≤ f(t)/ |f ′(t)| ,
which combined with the inequality f ′(t) < 0 yields item 1.
To prove item 2 use item 1, triangular inequality and definition (12) to obtain
‖x0 −NF (x)‖ ≤ ‖x0 − x‖+
∥∥F ′(x)−1F (x)∥∥ ≤ t− f(t)/f ′(t).
To end the prove of item 2, combine the above equation with definition (7).
From item 2 and Proposition 3, NF (x) ∈ B(x0, t∗). So, Proposition 6 implies
∥∥F (NF (x)) − [F (x) + F ′(x) (NF (x) − x) ]∥∥ ≤ L
2
∥∥F ′(x)−1F (x)∥∥2 .
Note that by (12)
F (x) + F ′(x) (NF (x)− x) = 0.
Combining last two equations, item 1 and identity f(nf (t)) = L(f(t)/f
′(t))2/2
(which follows from (5) and (7)) we conclude that item 3 also holds.
Since t < nf (t) < t∗ (Proposition 3), using also items 2 and 3 we have that
NF (x) ∈ K(nf(t)).
As x is an arbitrary element of K(t), we have NF (K(t)) ⊂ K(nf(t)).
To prove the last inclusion, take x ∈ K. Then x ∈ K(t) for some t ∈ [0, t∗),
which readily implies NF (x) ∈ K(nf (t)) ⊂ K.
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The last inclusion in Lemma 7 shows that for any x ∈ K, the sequence
{NkF (x)},
N0F (x) = x, N
k+1
F (x) = NF
(
NkF (x)
)
, k = 0, 1, · · · ,
is well defined and remains in K. The assumptions of Theorem 1 guarantee
x0 ∈ K(0) ⊂ K. (15)
Therefore, the sequence {xk = NkF (x0)} is well defined and remains in K. This
sequence can be also defined as
x0 = 0, xk+1 = NF (xk), k = 0, 1, · · · . (16)
which happens to be the same sequence specified in (2), Theorem 1.
Proposition 8. The sequence {xk} is well defined, is contained in B(x0, t∗)
and
xk ∈ K(tk), k = 0, 1, · · · . (17)
Moreover, {xk} converges to a point x∗ ∈ B[x0, t∗],
‖x∗ − xk‖ ≤ t∗ − tk, k = 0, 1, · · · ,
and F (x∗) = 0.
Proof. Well definedness of the sequence {xk} was already proved. We also
conclude that this sequence remains in K. As K ⊂ B(x0, t∗) (see (13) and
(14)), {xk} also remains in B(x0, t∗).
As t0 = 0, the first inclusion in (15) can also be written as x0 ∈ K(t0). So,
(17) holds for k = 0. To complete the proof of (17) use induction in k, (16),
Proposition 7 and equation (8).
Combining (17) with item 1 of Lemma 7, (16) and (8) we obtain
‖xk+1 − xk‖ ≤ tk+1 − tk, k = 0, 1, · · · . (18)
As {tk} converges and
∑
∞
k=0 tk+1 − tk <∞ we conclude that {xk} is a Cauchy
sequence. So, {xk} converges to some x∗ ∈ B[x0, t∗]. Moreover, (18) implies
‖x∗ − xk‖ ≤
∞∑
j=k
tj+1 − tj = t∗ − tk, k = 0, 1, · · · . (19)
Note that
F (xk) = F
′(xk−1)[xk−1 − xk].
As ‖F ′(x)‖ is bounded by 1 + Lt∗ in B(x0, t∗) last equation implies that
lim
k→∞
F (xk) = 0.
Now, using the continuity of F in B[x0, t∗] we have that F (x∗) = 0.
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4 Uniqueness and convergence rate
To prove uniqueness and estimate the convergence rate, another auxiliary result
will be needed.
Proposition 9. Take x, y ∈ X, t, v ≥ 0. If
‖x− x0‖ ≤ t < t∗, ‖y − x0‖ ≤ R, F (y) = 0, f(v) ≤ 0
and B[x0, R] ⊂ C, then
‖y −NF (x)‖ ≤ [v − nf (t)] ‖y − x‖
2
(v − t)2 .
Proof. Note from (12)
y −NF (x) = F ′(x)−1[F (x) + F ′(x)(y − x)].
As F (y) = 0, using also Proposition 6 we obtain
∥∥F ′(x)−1[F (x) + F ′(x)(y − x)]∥∥ ≤ L
2
‖y − x‖2,
and from Proposition 5 ∥∥F ′(x)−1∥∥ ≤ 1/ |f ′(t)| .
Combining these equations we have
‖y −NF (x)‖ ≤ L
2 |f ′(t)| (v − t)
2 ‖y − x‖2
(v − t)2 .
As f ′(t) < 0 and f(v) ≤ 0, using also (7) we have
v − nf (t) = 1−f ′(t) [−f(t)− f
′(t)(v − t)]
≥ 1|f ′(t)| [f(v)− f(t)− f
′(t)(v − t)] = L
2 |f ′(t)| (v − t)
2.
Combining the two above inequalities we obtain the desired result.
Corollary 10. If y ∈ B[x0, t∗] and F (y) = 0, then
‖y − xk+1‖ ≤ t∗ − tk+1
(t∗ − tk)2 ‖y − xk‖
2, ‖y − xk‖ ≤ t∗ − tk, k = 0, 1, · · · .
In particular, x∗ is the unique zero of F in B[x0, t∗].
Proof. Take an arbitrary k. From Proposition 8 we have xk ∈ K(tk). So,
‖xk − x0‖ ≤ tk and we can apply Proposition 9 with x = xk, t = tk and v = t∗,
to obtain
‖y −NF (xk)‖ ≤ [t∗ − nf (tk)] ‖y − xk‖
2
(t∗ − tk)2 .
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The first inequality now follows from the above inequality, (16) and (8).
We will prove the second inequality by induction. For k = 0 this inequality
holds, because y ∈ B[x0, t∗] and t0 = 0. Now, assume that the inequality holds
for some k,
‖y − xk‖ ≤ t∗ − tk.
Combining the above inequality with the first inequality of the corollary, we
have that ‖y − xk+1‖ ≤ t∗ − tk+1, wich concludes the induction.
We already know that x∗ ∈ B[x0, t∗] and F (x∗) = 0. Since {xk} converges
to x∗ and {tk} converges to t∗, using the second inequality of the corollary we
conclude y = x∗. Therefore, x∗ is the unique zero of F in B[x0, t∗].
Corollary 11. The sequences {xk} and {tk} satisfy
‖x∗ − xk+1‖ ≤ t∗ − tk+1
(t∗ − tk)2 ‖x∗ − xk‖
2, k = 0, 1, · · · . (20)
In particular,
‖x∗ − xk+1‖ 6 1
2
‖x∗ − xk‖, k = 0, 1, · · · . (21)
Additionally, if 2bL < 1 then
‖x∗−xk+1‖ ≤ 1− θ
2k
1 + θ2k
L
2
√
1− 2bL‖x∗−xk‖
2 ≤ L
2
√
1− 2bL‖x∗−xk‖
2, k = 0, 1, · · · .
(22)
Proof. According to Proposition 8, x∗ ∈ B[x0, t∗] and F (x∗) = 0. To prove
equation (20) apply Corollary 10 with y = x∗.
Note that, by (9) in Corollary 4, and Proposition 8, for any k
(t∗ − tk+1)/(t∗ − tk) ≤ 1/2 and ‖x∗ − xk‖/(t∗ − tk) ≤ 1.
Combining these inequalities with (20) we have (21). Now, assume that bL <
1/2 holds. Then, (10) in Corollary 4 and (20) imply (22) and the corollary is
proved.
Corollary 12. If 2bL < 1, t∗ ≤ ρ < t∗∗ and B[x0, ρ] ⊆ C then x∗ is the unique
zero of F in B[x0, ρ].
Proof. Assume that there exists y∗ ∈ C such that ‖y∗ − x0‖ < ρ and F (y∗) = 0.
Using Proposition 6 with x = x0 and y = y∗ (recall that F
′(x0) = I ) we obtain
that
‖F (x0) + y − x0‖ 6 L
2
‖y − x0‖2 .
Triangle inequality and assumption 3 of Theorem 1 yield
‖F (x0) + y − x0‖ ≥ ‖y − x0‖ − ‖F (x0)‖ ≥ ‖y − x0‖ − b.
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Combining the above inequalities we obtain
L
2
‖y − x0‖2 ≥ ‖y∗ − x0‖ − b,
which is equivalent to f(‖y∗ − x0‖) ≥ 0. As ‖y∗ − x0‖ ≤ ρ < t∗∗ last inequality
implies that ‖y∗ − x0‖ ≤ t∗. Therefore, from Corollary 10 and assumption
F (y∗) = 0, we conclude that y∗ = x∗.
Therefore, it follows from Proposition 8, Corollary 10, Corollary 11 and
Corollary 12 that all statements in Theorem 1 are valid.
4.1 Appendix: A closed formula for tk
Note that f(t) = (L/2)(t− t∗)(t − t∗∗), and f ′(t) = (L/2)[(t− t∗) + (t − t∗∗)].
Using the above equations and (8),
tk+1 − t∗ = (tk − t∗)− (tk − t∗)(tk − t∗∗)
(tk − t∗) + (tk − t∗∗) =
(tk − t∗)2
(tk − t∗) + (tk − t∗∗) .
By similar manipulations, we have
tk+1 − t∗∗ = (tk − t∗∗)
2
(tk − t∗) + (tk − t∗∗) .
Combing two latter equality we obtain that
tk+1 − t∗
tk+1 − t∗∗ =
(
tk − t∗
tk − t∗∗
)2
.
Suppose that 2bL < 1. In this case, t∗ < t∗∗. Hence, using the definition
θ := t∗/t∗∗ < 1, and induction in k we have
tk − t∗
tk − t∗∗ = θ
2k .
After some algebraic manipulation in above equality we obtain hat
tk =
t∗∗θ
2k − t∗
θ2k − 1 = t∗ −
θ2
k
1− θ2k
2
√
1− 2bL
L
, k = 0, 1, · · · .
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