Introduction
Let X be an R d -valued random variable whose coordinates {X i }, i = 1, . . . , d, denote hurricane wind speeds in d-directions at a site. Independent samples of X can be viewed as synthetic hurricane wind speeds occurring in different storms. The random vector X cannot be Gaussian since the sequence of wind speeds recorded in an arbitrary direction i = 1, . . . , d during different storm has 0's so that the marginal distribution of X i has a finite mass at 0.
Our objectives are to develop (1) a probabilistic model for X describing hurricane wind speeds in 16 directions at angles θ i = 22.5 o i, i = 1, . . . , 16, (2) a method for calibrating the model for X to records available at a site, and (3) a Monte Carlo algorithm for generating synthetic hurricane speeds over an arbitrary number of years a selected site.
Probability law of hurricane wind speed
Consider the special case in which the coordinates of X are Bernoulli random variables, that is,
where p i ∈ (0, 1) for i = 1, . . . , d. The values 0 and 1 of a coordinate X i of X correspond to 0 and non-zero hurricane wind speeds in direction i = 1, . . . , d. The average number of 0's and 1's of X i in n independent trials are n (1 − p i ) and n p i , respectively. We use the model in Eq. 1 to illustrated difficulties related to the complete probabilistic characterization of the hurricane wind vector X. If the coordinates of X are independent, Eq. 1 defines the probability law of X. If the coordinates of X are dependent, additional information is needed to specify X.
, 1} denote the probability that X 1 , . . . , X d is equal to a particular string k 1 , . . . , k d of 0's and 1's. We note that (1) the probabilities {p
, define uniquely the probability law of X and (2)
The complete characterization of X involves two types of difficulties. First, the number of probabilities {p k 1 ,...,k d } defining the probability law of X increases rapidly with d. For example, suppose that d = 3. The probability law of X is completely defined by 2
, that the vector X 1 , X 2 , X 3 is equal to (0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0 
Translation model for hurricane wind speeds
We propose a translation non-Gaussian model X T for the wind speed vector X, present a method for estimating the probability law of X T , and develop a Monte Carlo algorithm for generating samples of X T .
Model definition
Let p i and F i denote the probability that the coordinate X i , i = 1, . . . , d, of X is not 0 and the distribution of the non-zero values of this coordinate, so that
is the distribution of X i , where 1(A) = 1 and 0 if statement A is valid and invalid, respectively. We can view X i as a generalized Bernoulli variable that is 0 with probability 1 − p i and is a random variable following the distribution F i with probability p i Consider an R d -valued random variable X T with coordinates X T,i defined by
where
. We refer to X T as the translation model for X. The model X T has the same marginal distributions as X irrespective of the covariance matrix ρ = {ρ ij } of G since X T,i is 0 with probability P Φ(
(1−p i ) = 1−p i and has distribution F i with the complement of this probability, that is, P X i = 0 = p i for all i = 1, . . . , d. The dependence between the coordinates of X T,i is defined by the covariance matrix ρ of G and the marginal distributions {F i } of X. The relationship between the correlation structures of G and X T is discussed in [1] (Section 3.1.1).
The translation model in Eq. 3 has two notable features. The model (1) has, as already stated, the same marginal distributions as X and (2) is sufficiently simple to be used in applications. A limitation of the model is that the complex dependence between the coordinates of X is represented approximately.
Parameter estimation
Let x 1 , . . . , x n be n independent samples of X, and let x i,1 , . . . , x i,n denote the corresponding n samples of coordinate 
The probabilities p i and the marginal distributions F i can be estimated by
and
Similarly, the mean µ i and variance σ 2 i of F i can be estimated from
The estimation of the correlation matrix r = {r ij }, i, j = 1, . . . , d, corresponding to nonzero values of X poses some difficulties since different coordinates of X may be non-zero in different storms. Two options have been considered. First, select from the available record x 1 , . . . , x n only those storms in which all coordinates are non-zero. This option is not viable since data shows that the resulting sample can be so short that reliable estimates of r are not possible. Second, select from the available record x 1 , . . . , x n all storms in which the entries of a particular pair (i, j) of coordinates are not zero and estimate r ij from this record. The advantage of this approach is that allows more reliable estimates of r. A potential problem is that the resulting estimater of r may not be positive definite. We present in the following section a procedure for handling this situation. Letζ be the estimate of the matrix of correlation coefficients of the non-zero values of {X i } obtained fromr and Eq. 6. Since the differences between the correlation matrices ρ of the Gaussian image G of X T and ζ are not significant for positively correlated random variables ( [1] , Section 3.1.1), we approximate ρ byζ.
Monte Carlo algorithm
Suppose we need to generate n independent samples of X. The proposed algorithm uses samples of X T as a substitute for samples of X, and involves the following two steps.
Step 1. Generate n independent samples g 1 , . . . , g n of G with mean 0 and covariance matrixζ.
Step 2. Calculate samples x T,1 , . . . , x T,n of X T from g 1 , . . . , g n and Eq. 3, and plot the resulting samples. It is assumed that all F i are reverse Weibull distributions.
As previously stated, the generation of samples of G may pose some difficulties since the estimater of the correlation matrix r, and consequently the estimateζ of ζ, may not be positive definite. The generation algorithm is based on the approximate representation
of G, where {V k } are independent Gaussian variables with mean 0 and variance 1, {ν k , φ k } denote the eigenvalues and the eigenvectors ofζ, and ν * k = ν k if ν k > 0 and ν * k = 0 otherwise. We use the approximation in Eq. 7 to generate samples of G. 
MATLAB functions

MATLAB function hurricane dir est.m
The input consists of:
(1) A record at a specified milepost (see lines 23 to 27), The above output needs to be saved in a file for use in hurricane dir mc.m. The command save estimates350 p zeta1 alpha1 c xi may be used to store parameters needed for simulation. It is suggested that the file name be related to milepost number, for example, estimates350 if dealing with milepost350.
MATLAB function hurricane dir emc.m
(1) A file with estimates of the parameters needed to define the probability law of X T , for example, the file estimates350 and (2) The sample size ns and a seed nseed for sample generation.
The output consists of:
(1) Three dimensional plots of the generated samples of G and (2) Three dimensional plots and contour lines of the generated samples of X T .
Conclusions
A non-Gaussian model has been developed for hurricane wind speeds recorded in 16 equally spaced directions based on the theory of translation variables. A method has been presented for calibrating the wind model to site records. The calibrated model has been used to generate synthetic hurricane wind speeds of arbitrary length at a selected site. i.e., including zero readings, and % {zeta1(i,j)}, i,j=1,...,16, of % non-zero readings
(1) A record at a specified milepost % (see lines 23 to 27) % (2) Range [cmin,cmax] of Weibull tail % parameter c and nc = # of intervals % in [cmin,cmax] % NOTE: cmax is also used to limit the value % of the tail parameter, eg, cmax=10 % (3) ncorr = the minimum number of non-zero % readings for which correlation is calculated % If ncorr is not reached, the correlation % coefficient is set 0 % (Suggestion: Set ncorr=10) 
Construct non-zero wind speed records in each % direction, estimate {mu(i), sig(i), gam3(i)}, and % calculte coeffiicents of variation vq(i)=sig(i)/mu(i) % -------------------------------------------------------- 
-------------------------------------------------------------------%
Relationship between Weibull tail parameter % and skewness
%--------------------------------------------------------------------
dc=(cmax-cmin)/nc; cc=cmin:dc:cmax; lc=length(cc); g1=gamma(1./cc+1); g2=gamma(2./cc+1); g3=gamma(3./cc+1); skew=(g3-3*g1.*g2+2*g1.^3)./(g2-g1. 
