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1 The Helmholtz–Hodge decomposition
Canonical decompositions of a vector field V on the unit sphere S2 ⊂ R3 exist in Cartesian and spherical coordinates,
V (r) = V xex + V
yey + V
zez, (1)
= V rer + V
θeθ + V
ϕeϕ. (2)
Such canonical decompositions are useful because their numerical evaluation is usually directly available. On the other hand,
another decomposition is more useful in the context of vector calculus.
Theorem 1.1 (The Helmholtz–Hodge decomposition [1]). Every continuous vector field V ∈ [C(S2)]3 may be decomposed
into radial, spheroidal, and toroidal components as
V (r) = V rer +∇V s + er ×∇V t. (3)
The Helmholtz–Hodge decomposition (HHD) is unique up to two constants, one each for the average values of V s and V t. In
this paper, we minimize the L2(S2) norms of the scalar fields by setting the constants to zero.
The classical algorithm [1] for the HHD is to apply either the divergence or the (normal component of the) curl and solve the
resulting Poisson equations independently. This classical algorithm is conceptually simple, but has a few drawbacks. Firstly,
when using spherical harmonics, the classical algorithm is immediately applicable for converting the Cartesian decomposition
from Eq. (1) to Eq. (3); however, when working in the tangent space to S2, it is redundant to carry around a three-component
vector field that is tacitly assumed to satisfyV ·er = 0. Secondly, due to the coordinate singularity, the spherical decomposition
from Eq. (2) to Eq. (3) has been discredited as being unable to support a stable algorithm [2]. Finally, the necessity to take
the divergence and curl and the solution of Poisson equations requires differentiability and thereby introduces the possibility
of non-optimal error growth, with respect to the truncation degree.
The present contribution addresses all three of the drawbacks of the classical algorithm for the HHD. Since the gradient and
curl of a scalar field on S2 are tangential to the surface, this paper addresses the conversion of the two representations
V θeθ + V
ϕeϕ = ∇V s + er ×∇V t, (4)
that is, we suppose that the radial component has been resolved independently. The drawbacks are addressed by working with
suitable orthonormal bases for the angular components of the vector field in spherical coordinates and by inverting Eq. (4)
directly, rather than solving Poisson equations. The algorithm uncouples modes of spherical harmonics with different absolute
order, writes the inversion of Eq. (4) as barely-overdetermined1 banded linear least-squares systems, and solves them with
banded QR decompositions that factor and execute in optimal complexity. Rigorous upper bounds on the 2-norm relative
condition number of the banded linear systems demonstrate the low error growth with truncation degree and build confidence
in the approach.
∗Corresponding author. Email: Richard.Slevinsky@umanitoba.ca
1Our notion of a barely-overdetermined linear system is a rectangular system with precisely two extra rows, independent of the total dimensions.
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2Vector spherical harmonics [3] are a vector-valued basis for vector fields in [L2(S2)]3 that already conform to the HHD. Thus,
synthesis and analysis with vector spherical harmonics are a natural direct solution to the HHD, and several software libraries
offer such computational routines, see e.g. [4]. However, a slight modification of the fast and backward stable (scalar) spherical
harmonic transforms of Slevinsky [5, 6] allow for synthesis and analysis with our to-be-defined auxiliary orthonormal basis.
Furthermore, they are preferable due to the lower error growth as a function of the truncation degree.
2 Spherical harmonics
The unit sphere S2 may be parameterized by the co-latitudinal angle θ ∈ [0, pi] and the longitudinal angle ϕ ∈ [0, 2pi). Real
spherical harmonics [7] are the separable eigenfunctions of the Laplace–Beltrami operator on S2, and are given in terms of
associated Legendre functions as
Y`,m(θ, ϕ) = P˜
|m|
` (cos θ)×
√
2− δm,0
2pi
×
{
cos(mϕ) for m ≥ 0,
sin(−mϕ) for m < 0, (5)
where
P˜
|m|
` (cos θ) = (−1)|m|
√
(`+ 12 )
(`− |m|)!
(`+ |m|)!P
|m|
` (cos θ), (6)
are L2-normalized associated Legendre functions. Altogether, spherical harmonics form a complete orthonormal basis on
L2(S2) with respect to the Lebesgue measure. Thus, every function f ∈ L2(S2) may be expanded in this basis
f(θ, ϕ) =
+∞∑
`=0
+∑`
m=−`
f`,mY`,m(θ, ϕ), (7)
where the expansion coefficients are given by the inner product
f`,m =
∫
S2
f(θ, ϕ)Y`,m(θ, ϕ) dΩ. (8)
Now, spherical harmonics may be expanded using precisely half of all the tensor-product Fourier modes. The complement
of the Fourier modes that support spherical harmonics may be used altogether to define another orthonormal basis, this time
useful to represent the angular components of vector fields, V θ and V ϕ, in Eq. (2). We call this basis Z`,m, and they are defined
as
Z`,m(θ, ϕ) := P˜
||m|−1|
` (cos θ)×
√
2− δm,0
2pi
×
{
cos(mϕ) for m ≥ 0,
sin(−mϕ) for m < 0. (9)
It is easy to verify that the surface gradient
∇∗ = ∇θeθ +∇ϕeϕ := ∂θeθ + csc θ∂ϕeϕ, (10)
and the surface curl, er × ∇∗, of spherical harmonics may be expanded in this scalar basis with vector-valued coefficients.
Ultimately,
V (r) =
+∞∑
m=−∞
+∞∑
`=||m|−1|
(
V θ`,meθ + V
ϕ
`,meϕ
)
Z`,m(θ, ϕ), (11)
and the algorithm we describe returns the expansion coefficients in the spheroidal–toroidal decomposition,
V (r) =
+∞∑
`=0
+∑`
m=−`
(
V s`,m∇Y`,m(θ, ϕ) + V t`,mer ×∇Y`,m(θ, ϕ)
)
. (12)
3 A rapid algorithm for the HHD
In case m = 0, the surface gradient and surface curl are readily separable, thus we focus on |m| > 0.
3We will be dealing with three types of bases: the vector spherical harmonics∇Y`,m and er ×∇Y`,m; the new Z`,m basis with
which we resolve the vector field; and, an intermediary basis csc θY`,m to express both components of the gradient of a vector
field. We sum up this relationship in the following diagram:
Z`,m ←→
1 matrix
csc θY`,m ←→
two matrices
{ ∇θY`,m
∇ϕY`,m . (13)
1. First, we examine how to convert expansions in the Z`,m basis to expansions in the csc θY`,m basis. Thanks to [2,
Eq. (6.6)],
Z`,m = α
m
` csc θY`−1,m + β
m
` csc θY`+1,m, (14)
where
αm` = −
√
(`−m)(`−m+ 1)
(2`− 1)(2`+ 1) and β
m
` =
√
(`+m)(`+m+ 1)
(2`+ 1)(2`+ 3)
. (15)
Therefore, for a component of a vector field, we obtain
+n∑
m=−n
n∑
`=||m|−1|
V`,mZ`,m =
n∑
`=0
+∑`
m=−`
(
V`+1,mα
m
`+1 + V`−1,mβ
m
`−1
)
csc θY`,m. (16)
2. Next, we examine how to represent the gradient of spherical harmonics in terms of csc θY`,m. This requires two different
matrices, one for each component.
(a) For ∇θ, thanks to [2, Eq. (6.5)],
∇θY`,m = ∂θY`,m = γm` csc θY`−1,m + δm` csc θY`+1,m, (17)
where
γm` = −(`+ 1)
√
(`−m)(`+m)
(2`− 1)(2`+ 1) and δ
m
` = `
√
(`−m+ 1)(`+m+ 1)
(2`+ 1)(2`+ 3)
. (18)
Thus, for the finite expansion
n−1∑
`=0
+∑`
m=−`
V`,m∇θY`,m =
n−1∑
`=0
+∑`
m=−`
V`,m(γ
m
` csc θY`−1,m + δ
m
` csc θY`+1,m), (19)
=
n∑
`=0
+∑`
m=−`
(
V`+1,mγ
m
`+1 + V`−1,mδ
m
`−1
)
csc θY`,m. (20)
For every 1 ≤ |m| ≤ n− 1, let A ∈ R(n+1−m)×(n−m) be the matrix that represents∇θ:
A =

0 γm|m|+1
δm|m| 0 γ
m
|m|+2
δm|m|+1 0 γ
m
|m|+3
δm|m|+2 0
. . .
. . .
. . . γmn
. . . 0
δmn

. (21)
(b) For ∇ϕ, we notice that
∇ϕY`,m = csc θ∂ϕY`,m = −m csc θY`,−m. (22)
Thus, for the finite expansion
n−1∑
`=0
+∑`
m=−`
V`,m∇ϕY`,m =
n−1∑
`=0
+∑`
m=−`
(−m)V`,m csc θY`,−m, (23)
=
n−1∑
`=0
+∑`
m=−`
(mV`,−m) csc θY`,m. (24)
4For every 1 ≤ |m| ≤ n− 1, let B ∈ R(n+1−m)×(n−m) be the matrix that represents∇ϕ:
B =

m
m
.. .
m
0 · · · · · · 0
 . (25)
For every 1 ≤ |m| ≤ n− 1, let V˜ θ`,m and V˜ ϕ`,m be the coefficients of the angular components of the vector field in the csc θY`,m
basis, the result of back substitution in Eq. (16). From here, the linear system(
A B
B A
)(
V s:,m V
s
:,−m
V t:,−m −V t:,m
)
=
(
V˜ θ:,m V˜
ϕ
:,m
V˜ θ:,−m V˜
ϕ
:,−m
)
, (26)
summarizes the relationships defined by Eq. (4). We use the shorthand notation V:,m to denote the vector containing all
pertinent entries of the particular field expansion of order m.
The linear system in Eq. (26) is barely-overdetermined and sparse since A is tridiagonal and B is diagonal. To capitalize
on the sparsity, we employ the perfect shuffle permutations P1 = I2(n+1−m)[:, pi1] and P2 = I2(n−m)[:, pi2], where pi1 and
pi2 are permutations of conformable sizes that collect the odd numbers before the even numbers. Then, the linear systems
P1
(
A B
B A
)
P>2 are pentadiagonal. The permutations themselves are applied rapidly as they amount to an interleaving of
the input and the output. We solve the overdetermined linear systems via least-squares, employing a QR factorization that
respects the banded structure of the permuted system. For every |m|, the solution of the least-squares problem takesO(n) time
to factorize and solve, resulting in the optimal complexity of O(n2) for the total HHD.
4 On the condition of the algorithm for the HHD
Let M be the rectangular linear system that we solve for every m in the Helmholtz–Hodge decomposition,
M =
(
A B
B A
)
, (27)
We are interested in the conditioning of the linear system in particular in terms of the truncation degree n and the order m. The
2-norm relative condition number may be defined in terms of M>M by:
κ2(M) :=
√
‖M>M‖2 ‖(M>M)−1‖2. (28)
Although M is a block rectangular linear system, M>M is square,
M>M =
(
A>A+B>B A>B +B>A
A>B +B>A A>A+B>B
)
=:
(
C D
D C
)
, (29)
where C is symmetric and pentadiagonal with no entries on the first sub- and super-diagonals, and D is symmetric and
tridiagonal with no entries on the main diagonal. By an analysis of block determinants, λ(M>M) = λ(C+D)∪λ(C−D) ≡
λ(C +D), since C +D and C −D are diagonally similar. Therefore,
κ2(M) =
√
κ2(C +D). (30)
Normally, this would suffice for an analysis of the conditioning of C + D by the use of Geršgorin discs. However, such
an analysis is frustrated for every disc contains the origin when m = 1. Instead, we find the Cholesky factorization of
C +D = R>R directly, as
R =

d1 −e1 −f1
d2 −e2 −f2
d3 −e3 −f3
. . .
. . .
. . .
 , (31)
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Figure 1: Left: Pre-computation and execution times of the Helmholtz–Hodge decomposition. In both plots, observations are
averaged over 10 iterations to reduce the variance. Right: relative `2-norm of the standard normally distributed coefficients of
the spheroidal and toroidal components after differentiation and decomposition with V s0,0 = V
t
0,0 = 0.
which is easy to confirm a posteriori,
d` = (`+m− 1)
√
(`+m+ 1)(`+ 2m)(`+ 2m+ 1)
(`+m)(2`+ 2m− 1)(2`+ 2m+ 1) , (32)
e` =
√
`(`+ 2m+ 1)
(`+m)(`+m+ 1)
, (33)
f` = (`+m+ 2)
√
`(`+ 1)(`+m)
(`+m+ 1)(2`+ 2m+ 1)(2`+ 2m+ 3)
. (34)
With R in hand,
κ2(M) = κ2(R) = ‖R‖2
∥∥R−1∥∥
2
, (35)
and with this simplification, estimation of the condition number follows naturally.
The following theorem is proved in Appendix A.
Theorem 4.1. For every n ∈ N, let R ∈ Rn×n. If m = 1, then
κ2(R) ≤
(
n+ 52
) (
4e1+
7pi2
8 [2 + log n]
)
. (36)
Otherwise, if m ≥ 2, then
κ2(R) ≤
n+m+ 32
m− 32
. (37)
Figure 1 shows the numerical results illustrating the rapidity of the algorithm for the HHD and its well-conditioning. Coef-
ficients of the spheroidal and toroidal components are drawn from the standard normal distribution, and the components are
differentiated and expressed in the Z`,m basis, and separated by the HHD. The relative `2-norm of the error is depicted, where
the well-conditioning described in theorem 4.1 is borne out in practice as a statistical error bound of O(√κ2(M)ε). Our
implementation of the algorithm is freely available in [8].
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A Proof of Theorem 4.1
Lemma A.1. The following inequalities hold for ` ∈ N and m ∈ N,
d` ≤ `+ 2m
2
, e` ≤ 1, and f` ≤ `+ 1
2
. (38)
Proof. The inequalities are demonstrated by a careful rewriting of the argument of the square root. For d`,
d` = (`+m− 1)
√
(`+m+ 1)(`+ 2m)(`+ 2m+ 1)
(`+m)(2`+ 2m− 1)(2`+ 2m+ 1) , (39)
= (`+ 2m)
√
(`+m− 1)2(`+m+ 1)(`+ 2m+ 1)
(`+m)(`+ 2m)(2`+ 2m− 1)(2`+ 2m+ 1) , (40)
=
`+ 2m
2
√
1− 4`
2m+ 8`m2 + 4m3 + 7`2 + 17`m+ 10m2 − 4m− 4
(`+m)(`+ 2m)(2`+ 2m− 1)(2`+ 2m+ 1) . (41)
For e`,
e` =
√
`(`+ 2m+ 1)
(`+m)(`+m+ 1)
=
√
1− m(m+ 1)
(`+m)(`+m+ 1)
. (42)
7And for f`,
f` = (`+m+ 2)
√
`(`+ 1)(`+m)
(`+m+ 1)(2`+ 2m+ 1)(2`+ 2m+ 3)
, (43)
= (`+ 1)
√
`(`+m)(`+m+ 2)2
(`+ 1)(`+m+ 1)(2`+ 2m+ 1)(2`+ 2m+ 3)
, (44)
=
`+ 1
2
√
1− 4`
2m+ 8`m2 + 4m3 + 7`2 + 19`m+ 12m2 + 14`+ 11m+ 3
(`+ 1)(`+m+ 1)(2`+ 2m+ 1)(2`+ 2m+ 3)
. (45)
Lemma A.2. For m ≥ 2, every row sum of R is uniformly bounded below
d` − e` − f` ≥ m− 3
2
. (46)
Proof. We must refine some estimates from the previous lemma. Using
√
1 + x ≤ 1 + x
2
, ∀x ≥ −1, (47)
together with Eqs. (42) and (45), we find
e` ≤ 1− m(m+ 1)
2(`+m)(`+m+ 1)
, (48)
f` ≤ `+ 1
2
[
1− 4`
2m+ 8`m2 + 4m3 + 7`2 + 19`m+ 12m2 + 14`+ 11m+ 3
2(`+ 1)(`+m+ 1)(2`+ 2m+ 1)(2`+ 2m+ 3)
]
. (49)
Similarly, using
1√
1 + x
≥ 1− x
2
, ∀x ≥ −1, (50)
with
d` =
`+ 2m√
(`+m)(`+ 2m)(2`+ 2m− 1)(2`+ 2m+ 1)
(`+m− 1)2(`+m+ 1)(`+ 2m+ 1)
, (51)
=
`+ 2m√
4 +
4`2m+ 8`m2 + 4m3 + 7`2 + 17`m+ 10m2 − 4m− 4
(`+m− 1)2(`+m+ 1)(`+ 2m+ 1)
, (52)
≥ `+ 2m
2
[
1− 4`
2m+ 8`m2 + 4m3 + 7`2 + 17`m+ 10m2 − 4m− 4
8(`+m− 1)2(`+m+ 1)(`+ 2m+ 1)
]
. (53)
The row sum is therefore
d` − e` − f` ≥ m− 3
2
+
[
(32m2 − 8m− 28)`5 + (192m3 − 32m2 − 232m− 77)`4
+ (448m4 − 48m3 − 776m2 − 426m− 8)`3
+ (512m5 − 32m4 − 1288m3 − 877m2 + 28m+ 56)`2
+ (288m6 − 8m5 − 1036m4 − 768m3 + 136m2 + 164m+ 12)` (54)
+ (64m7 − 320m5 − 240m4 + 124m3 + 156m2 + 36m)
]
/[
(`+m− 1)2(`+m)(`+m+ 1)(`+ 2m+ 1)(2`+ 2m+ 1)(2`+ 2m+ 3)
]
.
8Every coefficient of the numerator of the rational function on the right-hand side of Eq. (54) expressed as a polynomial in ` is
a Hurwitz polynomial in the variable m− 3, that is, it is a polynomial with positive coefficients. For m = 2, the numerator is
almost Hurwitz in `,
84`5 + 867`4 + 2820`3 + 2172`2 − 3660`− 4200. (55)
In fact, it is Hurwitz in the variable `− 2. To complete the proof, we confirm directly for ` = 1 and m = 2 that
d1 − e1 − f1 =
√
32
7
−
√
1
2
−
√
25
42
=
√
192−√21−√25√
42
, (56)
>
√
192− 10√
42
=
192− 100
(
√
192 + 10)
√
42
, (57)
>
92
(
√
196 + 10)
√
42
=
23
6
√
42
, (58)
>
21
6
√
42
=
√
42
12
>
√
36
12
=
1
2
. (59)
Proof of Theorem 4.1. For every m, we find an upper bound for the largest singular value of R based on [9],
σ1 ≤ max
[
max
1≤`≤n
{d` + e` + f`}, max
1≤`≤n
{d` + e`−1 + f`−2}
]
, (60)
≤ max
1≤`≤n
{d` + e` + f`} = dn + en + fn ≤ n+m+ 3
2
, (61)
where the last inequality follows from Lemma A.1. Note that if the index ` < 1, we set the result to 0.
For m ≥ 2, we find a lower bound for the smallest singular value of R similarly based on [9],
σn ≥ min
[
min
1≤`≤n
{d` − e` − f`}, min
1≤`≤n
{d` − e`−1 − f`−2}
]
, (62)
≥ min
1≤`≤n
{d` − e` − f`} ≥ m− 3
2
, (63)
where the last inequality follows from Lemma A.2.
For m = 1, we find an upper bound on the norm of the inverse based on the Frobenius norm [10, (2.3.7)],∥∥R−1∥∥
2
≤ ∥∥R−1∥∥
F
. (64)
We represent R−1 via a block semi-separable times block diagonal form [10, (12.2.2)]. Let
R =

a1 b1
a2 b2
a3 b3
. . .
. . .
 =

a1
a2
a3
. . .


I −c1
I −c2
I −c3
. . .
. . .
 , (65)
where
a` =
(
d2`−1 −e2`−1
d2`
)
, b` = −
(
f2`−1
e2` f2`
)
, (66)
and where
a−1` =
(
d−12`−1
e2`−1
d2`−1d2`
d−12`
)
, c` = −a−1` b` =
(
f2`−1d2`+e2`−1e2`
d2`−1d2`
e2`−1f2`
d2`−1d2`
e2`
d2`
f2`
d2`
)
. (67)
Then [10, (12.2.3)]
R−1 =

I c1 c1c2 c1c2c3 · · ·
I c2 c2c3 · · ·
I c3 · · ·
. . .
. . .


a−11
a−12
a−13
. . .
 . (68)
9Now, the Frobenius norm of R−1 ∈ R2n×2n, say, is given in terms of the sum of the block Frobenius norms
∥∥R−1∥∥2
F
=
n∑
j=1
j∑
i=1
∥∥ci · · · cj−1a−1j ∥∥2F . (69)
Here, the empty product cj · · · cj−1 ≡ I . For each C ∈ R2×2 block, we relate the Frobenius norm to the∞-norm, ‖C‖2F ≤
4 ‖C‖2∞ [10, (2.3.7) & (2.3.11)], and by submultiplicativity of∞-norms for the products
∥∥R−1∥∥2
F
≤ 4
n∑
j=1
j∑
i=1
‖ci‖2∞ · · · ‖cj−1‖2∞
∥∥a−1j ∥∥2∞ . (70)
All we need to do is bound the∞-norms of a−1` and c`. For a−1` ,∥∥a−1` ∥∥∞ = max{ 1d2`−1
(
1 +
e2`−1
d2`
)
,
1
d2`
}
, (71)
=
1
d2`−1
(
1 +
e2`−1
d2`
)
, since d`+1 > d`, (72)
≤ 2
d2`−1
=
4
2`− 1
√
`(2`− 12 )(2`+ 12 )
(`+ 1)(2`+ 1)2
, (73)
≤ 4
2`− 1
(
1− 32`
2 + 21`+ 4
8(`+ 1)(2`+ 1)2
)
≤ 2
`− 12
. (74)
For c`, we start with the following observations
e`
d`
=
2
`+ 1
√
(`+ 1)2(`+ 12 )(`+
3
2 )
`(`+ 2)3
, (75)
=
2
`+ 1
√
1− 8`
3 + 25`2 + 18`− 3
4`(`+ 2)3
, (76)
≤ 2
`+ 1
(
1− 8`
3 + 25`2 + 18`− 3
8`(`+ 2)3
)
≤ 2
`+ 1
, (77)
and
f`
d`
=
√
(`+ 1)3(`+ 3)(2`+ 1)
`(`+ 2)3(2`+ 5)
, (78)
=
√
1− 2
`
+
10`3 + 64`2 + 128`+ 83
`(`+ 2)3(2`+ 5)
, (79)
≤ 1− 1
`
+
10`3 + 64`2 + 128`+ 83
2`(`+ 2)3(2`+ 5)
, (80)
and since 10`3 + 64`2 + 128`+ 83 ≤ 10`3 + 65`2 + 140`+ 100 = 5(`+ 2)2(2`+ 5),
f`
d`
≤ 1− 1
`
+
5
2`(`+ 2)
. (81)
Thus,
‖c`‖∞ = max
{
f2`−1
d2`−1
+
e2`−1
d2`−1
f2`
d2`
+
e2`−1
d2`−1
e2`
d2`
,
f2`
d2`
+
e2`
d2`
}
, (82)
≤ max
{
f2`−1
d2`−1
+
1
`
f2`
d2`
+
1
`2
,
f2`
d2`
+
1
`
}
. (83)
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The first term is
f2`−1
d2`−1
+
1
`
f2`
d2`
+
1
`2
= 1− 1
2`− 1 +
1
`
+
1
2`2
+
5
2
[
1
(2`− 1)(2`+ 1) +
1
2`2(`+ 2)
]
, (84)
≤ 1 +
1
2
`− 12
+
1
2(`− 12 )2
+
5
2
[ 1
4
(`− 12 )2
+
1
4
(`− 12 )2
]
, (85)
= 1 +
1
2
`− 12
+
7
4
(`− 12 )2
, (86)
and the second term is smaller
f2`
d2`
+
1
`
= 1 +
1
2`
+
5
4`(2`+ 2)
≤ 1 +
1
2
`− 12
+
5
8
(`− 12 )2
. (87)
Thus, our rather crude upper bound is
‖c`‖∞ ≤ 1 +
1
2
`− 12
+
7
4
(`− 12 )2
. (88)
Together with log(1 + x) ≤ x for x ≥ −1, we find
j−1∏
`=i
‖c`‖∞ ≤
j−1∏
`=i
(
1 +
1
2
`− 12
+
7
4
(`− 12 )2
)
, (89)
= exp
{
j−1∑
`=i
log
[
1 +
1
2
`− 12
+
7
4
(`− 12 )2
]}
, (90)
≤ exp
{
j−1∑
`=i
[ 1
2
`− 12
+
7
4
(`− 12 )2
]}
, (91)
≤ exp
{
j∑
`=i
1
2
`− 12
+
∞∑
`=1
7
4
(`− 12 )2
}
, (92)
= exp
{
j∑
`=i
1
2
`− 12
+
7pi2
8
}
, (93)
≤ exp
{
7pi2
8
+ 1 +
∫ j
i
1
2
x− 12
dx
}
, (94)
= exp
{
7pi2
8
+ 1 + log
√
j − 12
i− 12
}
= e1+
7pi2
8
√
j − 12
i− 12
. (95)
Then, by the same arguments,
j∑
i=1
j−1∏
`=i
‖c`‖2∞ ≤ e2+
7pi2
4 (j − 12 )
j∑
i=1
1
i− 12
, (96)
≤ e2+ 7pi
2
4 (j − 12 ) [2 + log(2j − 1)] . (97)
Finally,
∥∥R−1∥∥2
F
= 4
n∑
j=1
∥∥a−1j ∥∥2∞ j∑
i=1
j−1∏
`=i
‖c`‖2∞ ≤
n∑
j=1
16
(j − 12 )2
e2+
7pi2
4 (j − 12 ) [2 + log(2j − 1)] , (98)
≤ 16e2+ 7pi
2
4 [2 + log(2n− 1)]
n∑
j=1
1
j − 12
, (99)
≤ 16e2+ 7pi
2
4 [2 + log(2n− 1)]2 . (100)
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Remark A.3. 1. The constant 4e1+ 7pi
2
4 in theorem 4.1 is a rather crude overestimate. Based on numerical evidence, we
conjecture the following more accurate underestimate∥∥R−1∥∥
2
≈ 2
pi
log(n+ 52 ), for n > 1. (101)
2. By equivalence of norms, we also have inequalities on the 1-norm and∞-norm condition numbers of R, though these
do not directly translate to the least-squares problem defined by M .
3. Surprisingly, the condition number decreases as |m| ↗ n even though the distinction between different harmonics at
high order is less pronounced.
