We study the qualitative properties of the solutions of
where K ≤ 0 is a Hölder continuous function in R 2 . We find that problem (E) has a sequence of solutions u α with the asymptotic behavior α ln |x| + c α + o(1)|x|
1+2β at infinity for α ∈ (0, α 1 (K)) and any β ∈ (0, α 1 (K) − α) under the assumption that α p (K) > 0 for some p > 1, where
Furthermore, we give a more general condition for the existence of solution satisfying u α = α ln |x| + O(1) at infinity and we construct new type solution such that the remainder term u α − α ln |x| is bounded in R 2 \ B 1 (0) but does not converge to a constant at infinity or the remainder term u α − α ln |x| is unbounded at infinity. To our best knowledge, this is the first model of K such that a solution of (E) with non-uniform behavior at infinity is exhibited.
Introduction
We study the qualitative properties of the solutions of ∆u + Ke 2u = 0 in R 2 , (1.1)
where K ≤ 0 is a Hölder continuous function in R 2 . Equation (1.1) is originated from Conformal Riemannian problem: given a Riemannian manifold (M, g) of dimension 2 and a function K on M, whether there is a new metric g 1 on M such that K is the Gaussian curvature of g 1 and g 1 is conformal to g, i.e. there is ϕ > 0 on M such that g 1 = ϕg. If one writes ϕ = e 2u , this turns to be a elliptic equation 2) where ∆ is the Laplacian and k is the Gaussian curvature on M in the g metric. In the particular case that M = R 2 and g is the usual metric, (1.2) reduces to equation (1.1).
In the last decades, equation (1.1) has been studied extensively. The early works such as [11, 15] obtained the Liouville properties: If K ≤ 0 in R 2 and K(x) ≤ −c|x| −2 at infinity, (1.1) 1 chenhuyuan@yeah.net 2 fzhou@math.ecnu.edu.cn 3 dong.ye@univ-lorraine.fr has no solution. Later on, [14, 6] show a classification of solutions for (1.1): If K ≤ 0 in R 2 and K(x) ∼ −|x| −l with l > 2, (1.1) has the solutions' set that u α = α ln |x| + O(1) near infinity with α ∈ (0, for α ∈ (0, α 1 (K)). Under the assumption (K 0 ) and |K(x)| ≥ c|x| −l , [3, 4] make a full description of solutions of (1.1) when K is non positive and [5] finds two solutions verifying (1.4) for every α ∈ (0,ᾱ) withᾱ ≤ α 1 (K) when K is positive in an open bounded set. More references could see [1, 8, 10] . Cheng-Lin in [4] showed that for any 0 < α < α 1 (K), problem (1.1) has a solution u α = α ln |x| + v α such that ∇v α ∈ L 2 (R 2 \ B 1 (0)) and R 2 Ke 2u dx = 2απ. However, there is no description of asymptotic behavior at infinity for this kind of solutions. A natural question is under what condition problem (1.1) has solution u α = α ln |x| + O(1) near infinity and if there is some solution such that the remainder term u α − α ln |x| is bounded in R 2 \ B 1 (0) but does not converge to a constant at infinity or the remainder term is unbounded at infinity.
Our purpose in this paper is to answer these questions. We first propose a weaker assumption than (K 0 ), replaced the pointwise assumption that |K(x)| < |x| m for some m > 0 by an integral form. To this end, we introduce an important quantity related to Gaussian curvature K: given p ≥ 1,
(1.5)
Another important quantity, playing an important role in our analysis, is the total curvature of a solution u of (1.1):
Our first main result state as following.
Theorem 1.1 Assume that K ≤ 0 is a Hölder continuous function such that
Then α 1 (K) ∈ (0, +∞] and for any α ∈ (0, α 1 (K)), problem (1.1) possesses a unique solution
Furthermore, (i) the total curvature of u α is C K (u α ) = −2απ;
(ii) there exists c α such that for any β ∈ (0,
The detail see Proportion 2.1 part (iii) in Section 2.
(ii) Assumption (K 0 ) is stronger than (K 1 ). See Proportion 2.2 in Section 2.
Our construction is based on the fact that Γ * F is bounded if R 2 F dx = 0 and α p (F ) > 0. This observation allows us to contruct suitable super and sub solutions of (1.1) and the Perron's methods is able to be employed to obtain solutions. Precisely, letting λ be a positive smooth function such that
a solution u α with α > 0 of problem (1.1) could be divided as
where v α is a classical solution of
which is a smooth function with compact support in B 1/e (0) and verifies that R 2 g α dx = 2απ. Liouville theorem applies and derives that the difference of v α and Γ * (Kλ 2α e 2v + g α ) is a constant. So the crucial point is to show that Γ * (Kλ 2α e 2t + g α ) is bounded for some appreciate t ∈ R by assumption (K 1 ). Then Perron's method could be employed to obtain the solutions of (1.1), where
. Remark that our method is able to extend to deal with more general elliptic equation
just by considering the source g α − k in (1.10). It is worth noting that our method of construction of super and sub solutions is developed from the one in dealing with the nonlinear Sigma model [2, 16, 17] . Motivated from this point, we conclude a general existence result. Theorem 1.2 Assume that K ≤ 0 is a Hölder continuous function such that
Then for that α, problem (1.1) possesses a unique solution u α verifying (1.7). Furthermore, the total curvature of u α is C K (u α ) = −2απ.
Note that (K 3 ) is also a sufficient condition for the existence of solutions of (1.1) with the asymptotic behavior (1.7). Note that (K 3 ) is equivalent to the following statement: (K 4 ) for α > 0, there exists t α ∈ R such that equation −∆w = e etα Kλ 2α + g α has a bounded solution in R 2 .
In fact, e etα Kλ 2α + g α belongs to Kato's class. One may ask if there is some model of K such that K verifies (K 3 ) but does not verify (K 1 ), i.e. α p (K) = −∞ for any p > 1. To illustrate this complete satiation, we provide the following model.
Let {x n = (n, 0)} n∈N be a sequence points in R 2 , where N = {1, 2, 3, · · ·}. Denote
where q, l > 1, η 0 is a smooth decreasing function satisfying (3.4) and r n = e n q /2 . Observe that
which does not satisfy assumption (K 0 ) Direct computation implies that for p ≥ 1 and
where
. It is worth noting that for any α < α 1 (K 0 ), (ii) for any α ∈ (
2 ), problem (1.1) possesses a unique solution u α such that C K 0 (u α ) = 2απ and
Moreover, the remainder term u α − α ln λ is unbounded in R 2 .
Note that the existence of solutions in Theorem 1.3 (i) follows from Theorem 1.2, which gives solutions with bounded remainder term. In the particular case that α = l−q 2 , the remainder term u l−p 2 − l−p 2 ln λ is bounded but does not converge to any c at infinity at infinity. The existence of solutions in Theorem 1.3 (ii) is from [4, Theorem 1.1] and our point is to show that remainder term u α − α ln λ is unbounded for α ∈ (
2 ). To our best knowledge, this is the first model of K such that (1.1) has solutions with such properties.
The rest of this paper is organized as follows. In Section 2, we show the properties of α p (K). In Section 3, we construction super and sub-solutions to prove the existence of extremal solution of (1.1), i.e. the proofs of Theorem 1.1 and Theorem 1.2. Finally, Section 4 is addressed to show the special solutions of (1.1) in the model K 0 .
Preliminary
For p ≥ 1, we recall
Proof. Part (i). For any α < α p 0 (K), we see that
Note for p ∈ [1, p 0 ) and any β < α, let
and
and we are done. Now assume that α p 0 (K) < α 1 (K). We consider the case that α p 0 < α 1 . In fact, that α p → α 1 as p → 1 + is equivalent to the following argument:
Indeed, let
Note that Hölder inequality shows that
if we can find β 1 < α 1 and β 2 < α p 0 such that
or it could be reduced into
and there exists p ∈ (1, p 0 ) such that h(p) = 0.
We complete the proof.
Proposition 2.2
We note that α 1 (K) > 0 and |K(x)| < |x| m for some m > 0, then there exists p > 1 and α > 0 such that
Proof. Fix α ∈ (0, α 1 (K)) and choose p > 1 such that
We end this section by introducing the following embedding results. For σ ∈ R and s ∈ N, we define W p s,σ as the closure of the set of C ∞ functions over R 2 with compact supports under the norm
More properties of these weighted Sobolev spaces could see ref. [12] . Let C 0 (R 2 ) be the set of continuous functions on R 2 vanishing at infinity. The following Lemma plays an essential role in our analysis of solutions of (1.1).
Lemma
is one to one and the range of ∆ has the characterisation
3 Properties of solutions of (1.
(∆ ln λ)dx = 1.
Note that the solution u α with β ∈ (0, α 1 ) of problem (1.1) could be divided as
where v β is a classical solution of
which is a smooth function with compact support in B 1 e (0) and verifies that
Proof of Theorem 1.2. We shall use Perron's method to construct suitable super and sub solutions for equation (3.1) . Observe that there is t α ∈ R such that
Obviously, we have thatv ≥ t α in R 2 .
Since the function t → −Kλ α e 2t is increasing, then we have that
thus,
sov is a super solution of (3.1).
Obviously, we have that v ≤ t α in R 2 and
−Kλ
and therefore u α = α ln λ+v α is a solution of (1.1) and verifies the asymptotic behavior α ln λ+O (1) at infinity. Uniqueness. Letṽ α be a classical solution of (3.1), let v =ṽ α − v α , then
that is, v 2 is bounded and subharmonic in R 2 . Thus, v 2 is a constant by Liouville's Theorem. Let v = c in R 2 , then
which implies that c = 0 and the uniqueness follows. Total curvature. Now we claim that R 2 |∇v α | 2 dx < +∞ and
We first prove that |∇v α | ∈ L 2 (R 2 ). To this end, we set η ρ (t) = η 0 (t/ρ) for ρ > 0, where η 0 : [0, +∞) → [0, 1] is a smooth function satisfying
Multiplying (3.1) by η 2 ρ v α and integrating over R 2 , we have that
then by Hölder inequality, we have that
Passing to the limit of (3.5) as ρ → +∞, we have that R 2 |∇v α | 2 dx < +∞. Since R 2 |∇v α | 2 dx < +∞, we have that
where c 0 = 2π 1 0 (η ′ 0 (t)) 2 dt > 0. Passing to the limit as ρ → +∞, we get that R 2 ∆v α dx = 0. Integrate (3.1) over R 2 and we obtain the second part of (3.3). As a conclusion: for α > 0 from (K 3 ), problem (3.1) has a unique bounded solution v α such that
Kλ 2α e 2vα dx = −2απ.
Therefore, u α := α ln λ + v α is a classical solution of (1.1) satisfying (1.7). Moreover, (3.3) implies that C K (u α ) = −2απ.We complete the proof.
Proof of Theorem 1.1
The following lemma plays an important role in the obtaining asymptotic behavior (1.8).
and there exists p 0 > 1 such that α p 0 (F ) > 0. Then we have that for any β < α p 0 (F )
Proof. By α p 0 (F ) > 0, we have that for any β ∈ (0, α 1 (F )),
From Proposition 2.1, we have that α 1 (F ) > 0 and we have that F L 1 (R 2 ) < +∞. We observe, since F satisfies (3.6), that for all |x| > 4e,
ln |e x − z|F (|x|z)dz
where R ∈ (e, |x| 4 ) will be chosen latter. By directly computation, we have that
For z ∈ B 1/2 (e x ), we have that |x||z| ≥ 1 2 |x| > e, then |F (|x|z)| ≤ c 2 |x| −β |z| −β and
(− ln |e x − |x| −1 z|)
, we have that
(ln |x| + ln |y|)|F (y)| dy.
Notice that ln |x|
Finally, we see that
Thus, taking R = (|x| ln |x|) 1 1+2β , we have that
for |x| large.
(3.8)
This ends the proof. Proof of Theorem 1.1. Note that assumption (K 1 ) and Proposition 2.1 imply that
Step 1: Existence and uniqueness. We shall apply Theorem 1.2 to show the existence and uniqueness. The key point is to show that under the hypotheses (K 1 ), for any α ∈ (0, α 1 (K)), (K 3 ) holds true.
For t ∈ R, we denote
Observe that h t is continuous function such that t → h t is a strictly increasing in R 2 . Direct computation implies the following estimates.
Let Ω be the set of interior points of K, i.e. Ω = (supp(K)) o , then
Then we obtain that
We will use Lemma 2.1 to obtain some basic estimates for the function w α = Γ * (g α − h tα ), where R 2 (g α − h tα )dx = 0. Furthermore, we have that
We claim that for 0 < α < α 1 ,
Indeed, since g α and h tα are smooth in R 2 , then w α is smooth in R 2 and w α L ∞ (R 2 ) < +∞ could be derived by (3.11). Now we only have to show (3.11). Assumption (K 1 ) and Proposition 2.1 imply that for any α ∈ (0, α 1 (K)), there is q ∈ (1, p) such that α q (K) > α. Let
then we have that
Since g α is smooth and has compact support, then by (3.12) we have that
Since R 2 (g α − h tα )dx = 0, by Lemma 2.1 part (ii) that w α ∈ W q 2,σ and Lemma 2.1 part (i) implies that w α ∈ C 0 (R 2 ), i.e. lim |x|→+∞ w α (x) = 0.
We complete the proof of the claim.
We conclude from Theorem 1.2 that for any α ∈ (0, α 1 (K)), problem (1.1) possesses a unique solution u α verifying (1.7) and whose total curvature is C K (u α ) = −2απ.
Step 2: To prove (1.8). From the fact that R 2 ∆v α dx = 0, we derive that
Notice that for anyα ∈ (α, α 1 (K)), by Proposition 2.1, there exists p 0 > 1 such that α p 0 (Kλ 2α ) ≥ α, which is equivalent to the fact that
then α p 0 (F ) ≥α − α > 0 by the fact that v α is bounded. Now we may employ Lemma 3.1 with F = Kλ 2α e 2vα − g α to obtain that for any β ∈ (0,α − α), we have that (Γ * F )(x)|x| By the arbitrary ofα in (α, α 1 (K)), so (3.15) holds true for any β ∈ (0, α 1 (K) − α). Letṽ α = Γ * F and v = v α +ṽ α , then v is bounded and
thus, Louville theorem implies that v is a constant, thus for any β ∈ (α, α 1 (K)),
We complete the proof. 
Indeed, it is not difficult to know that w t is bounded locally in R 2 for any t ∈ R. We observe that for all x ∈ B n+
n |y − x n |) ln |x − y| dy
By directly computation, we have that
|g α (y)|| ln |y|| dy. (4.1)
We now estimate E 2 . Let
where c η 0 = R 2 η 0 (z)dz is independent of n 0 and n. For k ≥ n + 1, we have that ln |x − y| ≤ ln |y|, then
Thus, we have that
where c > 0 is independent of n.
For k = n, we have that
2 , where we used the fact in the first inequality that for |x − x n | ≥ 2 rn , we have that for y ∈ B 1 rn (x n ), 1 r n ≤ |x − y| ≤ 2n + 2 and | ln |x − y|| ≤ max{ln(2n + 2), ln r n } = ln r n ≤ | ln |x n − y|| and for |x− x n | < 2 rn , then |x− y| ≤ 8 r n < 1 for n ≥ 2 large enough, then a rearrangement argument could be applied and derived that
As a consequence, taking
we have that w tα is bounded in R 2 .
Then it follows by Theorem 1.2 that for any α ∈ (0, l−q 2 ], problem (1.1) possesses a unique solution u α = α ln λ + v α verifying (1.13) and whose total curvature of u α is C K (u α ) = −2απ.
Finally, we show that v α := u α − α ln λ does not converge to a constant, where and in the following α = l−q 2 . By contradiction, we assume that v α → t α as |x| → +∞. Then consider a sequence points {−x n } n and {x n } n for function w = Γ * (Kλ 2α e 2vα + g α ),
Note that for |x| ≫ |y|, we have that
then for n large enough
| ln |x n − y| − ln |x n + y|| |g α (y)| dy
|g α (y)||y| dy → 0 as n → +∞ and for k ≤ n 2 ,
where c > 0 is independent of n. For k > n 2 and k = n, we notice that
k ln(k + 1). Thus, we have that where c > 0 is independent of n. As a consequence, we have that w does not converge to a constant as n → +∞. Since ∆(v α + w) = 0 and v α + w is bounded, so Liouville theorem implies that v α = −w + C for some C ∈ R. As a consequence, v α does not converge to a constant as n → +∞. That contradicts v α converge to a constant. So we only have to prove that v α = u α − α ln λ is unbounded. By contradiction, we may assume that v α is bounded in R 2 , i.e. |v α | ≤ b 0 in R 2 .
Recall that w = Γ * (K 0 λ 2α e 2vα + g α ) and observe that 2πw(x n ) = 2πΓ * g α (x n ) + n |y − x n |) ln |x − y| dy
We see that |E 1 (x n ) + 2απ ln n| ≤ η 0 (r n |y − x n |) ln |x n − y| dy ≤ −cn −l+2α ln r n = −cn −l+2α−q .
Therefore, we have that w(x n ) → −∞ as n → +∞. If v α is bounded, letw = w + v α , thenw is harmonic in R 2 , sincew(x) ≤ c ln(e + |x|), then we have that v α = −w + c by Liouville theorem, which is impossible with our assumption that v α is bounded.
As a consequence, v α = u α − α ln λ is unbounded in R 2 . We complete the proof.
