Abstract-Simulation of time-of-flight (ToF) sensors has mainly been used to evaluate depth data processing algorithms, and existing approaches, therefore, focus on the generation of realistic depth data. Thus, current approaches are of limited usefulness for studying alternatives in sensor chip design, since this application area has different requirements. We propose a new physically based simulation model with a focus on realistic and practical sensor parameterization. The model is suitable for implementation on massively parallel processors such as graphics processing units, to allow fast simulation of many sensor frames across a wide range of parameter sets for meaningful evaluation. We use our implementation to evaluate two alternative approaches in continuous-wave ToF sensor design.
I. INTRODUCTION
C ONTINUOUS-WAVE Time-of-Flight (ToF) sensors measure distances based on the time that light travels from an intensity-modulated light source into the scene and back to the sensor. This travel time is derived from the phase shift between measured and reference signal. The phase shift is obtained by electronically correlating both signals in the individual sensor pixels. For this purpose, a typical sensor pixel is of type dual-readout: electrons are gathered during acquisition time in two readout circuits, and an electrical field generated by the reference signal steers electrons into one or the other circuit.
Simulation of ToF sensors is useful for the development and evaluation of ToF imaging and vision algorithms [1] - [3] , to produce ground truth and test data. Like the simulation of most imaging sensors, it requires a model of light propagation and illumination, and a model of the individual sensor pixel behaviour [4] .
For light propagation and illumination, simulation methods that aim to simulate many sensor frames in a short time typically use rasterization and a local illumination model, i.e. ignoring indirect lighting effects, to leverage the computing power of graphics processing units (GPUs) [5] . Methods that aim to simulate complex illumination effects including multipath effects need to apply global illumination models instead, leading to much higher computational The associate editor coordinating the review of this paper and approving it for publication was Prof. Alexander Fish.
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Digital Object Identifier 10.1109/JSEN.2015.2409816 costs [6] , which typically limits these approaches to static scenes and limited parameter variation.
Sensor pixel simulation models can be devised at different abstraction levels. Existing approaches are either based directly on a mathematical formulation of the sensor principle [5] , or on a model of the processes that convert photons to voltages [7] .
For the purpose of sensor chip layout evaluation, both levels need to be considered. We make the following contributions to the simulation of ToF sensors:
• Realistic modelling: We use physical units throughout the simulation, from light source power to sensor pixel readout voltages. This allows to verify simulation results and to interface with existing design and evaluation tools.
• Sensor parameterization: We model the individual sensor pixel geometry and layout, in both the dual-readout and single-readout approach, since the placement of components on a sensor pixel is crucial for its performance.
• Lens parameterization: We account for vignetting effects by using a thin lens model. • Temporal oversampling: We consider scene motion within the acquisition time and readout time of a single phase image, leading to improved motion artefact simulations. In this paper, we focus on the evaluation of an alternative sensor chip layout in which each readout circuit contributes to the results of two neighboring sensor pixels (single-readout approach). In effect, this approach increases the amount of optically active areas on the chip while keeping the pixel's fill factor high, and allows to shrink the sensor pixel size [8] .
To evaluate the performance of the new single-readout approach in comparison to the dual-readout approach, we simulate both pixel layouts. Since we are interested in practical sensor behaviour, we simulate complete sensors and not just individual pixels, and we consider dynamic scenes to examine effects such as motion artifacts.
Sec. II gives an overview of related work in the field of ToF sensor simulation. Sec. III summarizes the principle of continuous-wave ToF sensors. Sec. IV describes our simulation model. Experimental results and evaluation are presented in Sec. V. Sec. VI concludes the paper.
II. RELATED WORK Simulating a Time-of-Flight sensor requires the computation of
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• the sensor pixel response to this incoming light. Keller and Kolb [5] focus on computing the light propagation in real-time, and use a standard computer graphics lighting model, with a pinhole camera and a point light source at the camera position, and a local illumination model based on Lambertian reflectors. Their sensor model is based directly on the sensor principle: the light that reaches a sensor pixel traveled twice the distance between camera/light source and a surface point. From this information, the phase shift and thus the phase images and the end result are computed as described in Sec. III. Artificial noise is added on top of the simulated data.
Meister et al. [6] focus on realistic light propagation, and therefore go beyond the local illumination computation provided by typical rasterization-based computer graphics approaches. Their global illumination model based on bidirectional path tracing is computationally expensive and thus only suitable for static scenes. However, their technique allows to simulate advanced light propagation, in particular multipath effects. They can either use a basic sensor model similar to the one used by Keller and Kolb, III. CONTINUOUS-WAVE TIME-OF-FLIGHT PRINCIPLE Time-of-Flight sensors measure distances based on the time t that light travels from the active sensor light source to an object in the scene and back to the sensor. Under the assumption that the light source is a point light source at the sensor position, the light travels the distance d between object and sensor two times: d = Continuous-Wave Time-of-Flight sensors emit intensity modulated light in the near infrared range. The pixels on the sensor chip measure the correlation between the reference signal g and the light signal s reflected from the scene.
Following the notation of Kolb et al. [9] , we have Assuming a sinusoidal signal with a modulation frequency f mod , a correlation amplitude a, a correlation bias b, and a distance-dependent phase shift φ = 2π ·2d · f mod c , the correlation measurement is
The common approach to reconstruct the phase shift φ for the distance computation is to use the arctangent on four samples of the correlation function
. Using the common library function atan2, we have
The correlation function samples D i are also called phase images. They are obtained by subtracting two signals N A,i and N B,i per pixel:
. These signals result from the electrons generated in the optically active area of a sensor pixel, which are directed towards two readout circuits A and B using an electric field that is based on the reference signal g.
In the common dual-readout approach, each sensor pixel has its own A and B readout circuit placed at its left and right border. See Fig. 1 . In the single-readout approach, each circuit collects electrons from its two neighboring optically active areas. Sensitive areas that drive electrons to A or B are modulated by the reference signal g. Consequently, the center of generated electrons for A is displaced by half the pixel pitch from the center of generated electrons for B. Thus the difference signal D is also influenced by this shift. See Fig. 2 .
The single-readout approach allows a pixel layout with significantly increased fill factor because the number of components for readout circuitry is halved [8] . It is therefore one suitable way to shrink ToF pixels to smaller pixel pitches. In contrast, shrinking the pixel pitch for the common dual-readout approach is not practicable because the resulting fill factor would be very poor. The light-sensitive area of a pixel must have a minimum size to achieve a sufficient signal-to-noise ratio at typical integration times; quantum efficiency is limited by wavelength and applied sensing material (here silicon). With the single-readout approach, a pixel pitch of 8 μm can be achieved, while the dual-readout approach has its limit as 12 μm. With these pixel pitches, the signal-to-noise ratio of both approaches is comparable, and the total size of the sensor array is kept constant while the single-readout approach provides higher resolution.
On the other hand, the horizontal overlap between pixels in the single-readout approach will likely have a negative influence on the quality of the acquired data: the shifted sensitive areas of the A and B readout circuits can negatively affect the lateral resolution in terms of the modulation transfer function (MTF). The simulator presented in the following is used to evaluate these effects for the single-readout and dual-readout approaches.
IV. SIMULATION
To handle dynamic scenes efficiently, we use the rasterization-based approach of light propagation and illumination, and implement this step and the highly parallelizable problem of simulating many sensor pixels on the GPU.
Like previous approaches, we assume that the modulated light source L and the focus point of the camera C are located at the same position, which without loss of generality is the origin 0. Furthermore, like previous approaches, we assume that surfaces are Lambertian reflectors for the infrared light emitted by L.
In the following, we first describe a model suitable for simulation of the common dual-readout approach. We then solve the problem of simulating the single-readout approach by transforming it to the problem of simulating a special type of dual-readout approach.
A. Light Source
In our model, the light source L is a point light source defined by the following parameters:
• Light power P L [W] .
• Main direction of light propagation n L .
• Radiant intensity I L (θ L ), depending on the angle θ L between the light propagation direction and the main direction n L . For light sources with homogeneous light propagation over a solid angle ω L , the light source radiant intensity
For an isotropic light source, the solid angle is ω L = 4π. For a light source with aperture angle φ L , the solid angle is given by the area of the spherical cap with height 
B. Illumination
Consider a point P on a surface that is illuminated by the light source L. See Fig. 3 . The surface normal at P is n P . The distance of P to the light origin is r P = ||P||. The light vector (and camera vector) at P is l P = −P r P . The incident angle is θ P = acos( l P · n P ).
The light propagation angle is θ L = acos(− l P n L ). With this angle, the light source radiant intensity
This radiant intensity can also be written as
The irradiance E P [W/m 2 ] of the surface point P due to the point light source L therefore is:
Assuming that the surface is a Lambertian reflector with albedo ρ ∈ [0, 1], the radiant exitance (or radiosity) B P [W/m 2 ] of the surface point P is:
Furthermore, the radiance of a Lambertian reflector is equal in all directions of the hemisphere. This gives us
Thus, the radiance L P from P to the sensor is:
C. Lens
To account for vignetting effects, we use the thin lens model for the sensor camera S, with an f-number N S (ratio of focal length to aperture diameter). In this model, the irradiance E S [W/m 2 ] on the sensor resulting from the radiance L P is given by the fundamental equation of radiometric image formation [10] :
Further thin lens effects such as aberrations and depth of field are not taken into consideration.
D. Sensor
The sensor consists of an array of W × H sensor pixels, each with an area A S . Assuming that one pixel is illuminated only by a small homogeneous area around a surface point P, the optical power P S [W] irradiated on the pixel is
P S is the peak power of the rectangular modulated light signal. It is common that this signal has an duty cycle of 50%. Then the energy accumulated in one pixel over T is
This energy is converted into electron-hole pairs in the pixel, depending on the quantum efficiency ν q that describes how many electrons are generated per incoming photon. The total accumulated charge is mainly depending on the quantum efficiency and the energy (wavelength λ) of photons with is calculated as follows.
Here, h is the Planck-constant, c is the speed of light in vacuum, and q is the value of elementary charge.
The total charge N tot is the sum of the electrons accumulated in the two circuits A and B of each pixel: 
Here, D ∈ [0, 1] is the achievable demodulation contrast, and the phase shift φ is computed as
This model allows to accumulate partial results by summing up charges. This is necessary to allow spatial and temporal oversampling as described in the next sections.
E. Spatial Oversampling
The simulation model described so far considers only a single surface point per sensor pixel, but in reality one sensor pixel covers a larger area. This area may cover inhomogeneous depths, e.g. at object borders. This is the cause of flying pixels and related effects.
Like previous approaches [5] , we subdivide each sensor pixel into an array of W S × H S subpixels to simulate these effects. The measurements for the full pixel are simply the sum of the measurements of its subpixels.
An effect that has not yet been considered in ToF simulation is that not all areas on a sensor pixel are sensitive to incoming light; some parts are blocked e.g. by control circuits. However, the placement of optically sensitive areas on a sensor pixel affects the measurements.
To simulate this effect, we store an additional mask value o ∈ [0, 1] per subpixel that represents the optically sensitive Fig. 4 . Reducing the single-readout approach (top row) to the dual-readout approach (bottom tow) by introducing virtual dual-readout sensor pixels T i . The virtual pixels are half as wide as the dual-readout pixels, and are horizontally displaced to them, so that the positions of readout circuits and optically active areas match. The optically active areas of each A readout circuit (red) overlap the optically active areas of its two neighboring B readout circuits (green) and vice versa.
portion of the subpixel area. Typically the resulting subpixel mask is identical for all pixels in a sensor.
The simulated results for one subpixel are affected by the value o by taking it into account in the computation of light power in Eq. 10.
F. Temporal Oversampling
The sensor principle assumes that the four phase images D i refer to the same surface, i.e. the scene is static during the acquisition of the four phase images. In practice, this is not the case. Movements that occur during the acquisition lead to motion artifacts.
Previous simulation approaches [5] accounted for this by simulating the four phase images at different points in time. While the phase image scenes differ in this approach, it is still assumed that no movement occurs during the acquisition of a single phase image.
Since motion artefact compensation algorithms typically work at the level of phase measurements [1] , [2] , an evaluation of such algorithms using simulated data benefits from accurate motion artifacts even on the level of a single phase image.
Therefore, we subdivide the integration time T into t time steps and simulate separate intermediate phase images according to these shortened integration times as described by Eq. 11. The final phase image is computed as the sum of these intermediate phase images. This assumes that the shortened interval is still significantly longer than 1 f mod so that Eq. 1 and Eq. 2 are still valid.
G. Single-Readout Approach
The simulation model described so far applies to the dualreadout approach of continuous-wave ToF sensors.
To simulate the single-readout approach using the same model, we reduce the problem of simulating single-readout results to the problem of simulating dual-readout results by introducing an intermediate simulation step. This intermediate step simulates results for virtual dual-readout sensor pixels T i that are constructed to match the structure of the single-readout pixels P i as shown in Fig. 4 .
In this construction, the optically active area for each A or B readout circuit in a single-readout sensor pixel now corresponds to the optically active areas of readout circuits in two neighboring dual-readout sensor pixels. The signals N P i A and N P i B for a single-readout pixel P i can therefore be computed from the simulated charges for the virtual pixels:
Note that the order of A and B circuits in the virtual dualreadout pixels alternates. Therefore, this approach requires that the optically active areas are placed symmetrically between two circuits in horizontal direction.
V. EXPERIMENTAL RESULTS
The simulation model described in Sec. IV was implemented in C++ and OpenGL. All parts of light propagation and illumination and of the sensor simulation are computed on the GPU. Results reported below were acquired on a PC system with an NVIDIA GTX480 graphics card.
A. Evaluation of the Simulation Model
We performed tests to compare measured amplitude data with simulated data.
For this purpose, we set the simulation parameters to match PMD's Camboard Pico which uses Infineons 3D Image Sensor IRS10x0C [11] . In contrast to the original setup, we used an alternative VCSEL light source with a specific intensity profile provided by the manufacturer and integrated it into the simulation model as described in Sec. IV-A. Fig. 5 shows a simulated amplitude profile for an array of 120 × 160 sensor pixels. This profile results from the specific intensity profile of the VCSEL and from vignetting effects caused by the lens.
The sensor was mounted on the movable sled of a linear translation stage. A white wall was used as the target scene. The global offset, which describes the averaged phase offset of all pixels, and the Fixed Pattern Phase Noise (FPPN), which is the individual offset of each pixel, were calibrated. Integration time was set to 5 ms. The lambertian albedo parameter of the surface in the simulated scene was tuned to match the real wall measured at a distance of 1 m.
The results shown in Fig. 6 demonstrate a good match between measured and simulated amplitude data for the center pixel. The measured data is affected by the systematic distance error known as wiggling that originates in the triangular correlation function used in the real sensor; the simulation assumes a sinusoidal shaped correlation function as outlined in the sensor principle (see Sec. III), and therefore is not affected by this error. Furthermore, tuning the albedo parameter of the simulated surface at a fixed distance based on measured data affected by wiggling results in simulated amplitude values that are higher than the measured values in the near range (< 1.5m).
Note that our simulation model intentionally does not account for the wiggling error and other errors caused by the electronics used in real sensors. This allows us to compare the effects caused by the sensor principle for the single-and dual-readout approaches without overlay of secondary effects.
B. Evaluation of the Single-Readout Approach
As explained before, the goal of the single-readout approach is to shrink the sensor pixel size. A common pixel pitch scenario is to assume 12 μm structure size for the dual-readout approach, and 8 μm for the single-readout approach. Pitches in this order of magnitude are described in latest publications related to the dual-readout approach [12] - [14] .
For a fair comparison between both approaches, we therefore assume a sensor resolution that is 50% higher in both horizontal and vertical direction for the single-readout approach than for the dual-readout approach.
The signal to noise ratio is comparable since the full well capacity and the sensitive area remain identical, and the pixels typically operate in a regime dominated by shot noise due to ambient light.
1) Lateral Resolution:
To analyze the lateral resolution precision of both approaches, we use identical simulation parameters except for pixel pitch and number of pixels in horizontal and vertical direction, as explained above. In particular, the opening angle of the simulated sensors are identical.
We then capture a tilted cuboid, with the tilting angle chose to match the slanted edge provided in the ISO 12333 chart [15] . A pseudo Modulation Transfer Function (MTF) is then calculated based on the simulated depth maps. The result is presented in Fig. 7 . The 8 μm single-readout pixel has a better resolution at Nyquist frequency despite the overlapping sensitive areas described in Sec. IV-G.
2) Motion Artifacts: As described in Sec. IV-F, motion artifacts are caused by changes in the scene during acquisition of the four phase images. Since the four samples represented by the phase images do not correspond to a single correlation function as assumed in Eq. 2 and Eq. 3, such scene changes lead to failures in phase shift reconstruction that are hard to predict, and therefore to depth errors of widely varying magnitude. If a sensor pixel is affected by scene motion, then its depth value is useless; there is currently no known way to estimate the error.
For this reason, to measure the susceptibility to motion artifacts of a given sensor, we count the number of pixels affected by motion artifacts for a given dynamic scene, but we disregard the magnitude of the depth errors.
To determine which pixels are affected by motion artifacts, we need to compare the simulated depth value of each pixel with the true depth. However, since the scene is dynamic, there are no true depth values for moving objects: during the acquisition time of one sensor image, the depth observed by a sensor pixel varies.
In order to count pixels affected by motion artifacts, we therefore construct a scene in which only two true depth values can occur: one for the foreground (a moving object) and one for the static background. A simulated depth value for one pixel that is neither the background depth nor the foreground depth must be affected by motion.
An object that exhibits a single depth value would have to be a spherical cap, and movement would have to be restricted to a path with constant distance to the camera. In order to work with planar objects and linear movement paths instead, we compute cartesian coordinates from the simulated radial depth values using the intrinsic camera parameters, and then compare z coordinates instead of depth values.
Based on the requirements listed above, our test scenario is as follows. As static background object, we use a plane with a distance of 1.5 m to the sensor. The plane size is chosen so that it fills the complete view of the sensor. A rectangle of 10 cm with and 50 cm height moving horizontally in a distance of 60 cm from the sensor is our foreground object. See Fig. 8 .
If the z component of the cartesian coordinates computed from a simulated depth value differs by more than one millimeter from both the true foreground and true background z coordinate, then the corresponding sensor pixel is considered to be affected by motion artifacts. This threshold works for this simulated scenario because other effects that would decrease precision and increase noise in real sensors are not considered here. However, note that this error measurement also counts flying pixels; a complete separation of these two error categories is not possible in dynamic scenes.
Since the difference between the single-readout and dualreadout approaches only affects pixel rows and not the columns, we simulate horizontal movement. We use constant speeds between 0 and 180 cm per second for each measurement. The simulated time period for each measurement is 0.2 seconds, which corresponds to 26 sensor depth frames in our sensor parameterization.
With an aperture angle of 70 • and a horizontal resolution of 256 pixels, a speed of 100 cm per second of an object at 60 cm distance corresponds to ca. 305 horizontally swept sensor pixels per second.
For a fair comparison we assume a higher resolution for the 8 μm single-readout approach than for the 12 μm dualreadout approach. Therefore, we compare the ratios of affected and unaffected pixels. Fig. 9 (top) shows that this ratio is consistently slightly greater for the single-readout approach than for the dualreadout approach, regardless of object speed. If we assume a structure size of 12 μm and therefore the same resolution for both sensor approaches, this difference is larger Fig. 9 . Ratio of pixels affected by motion artifacts at different object speeds. Top: comparison of the dual-readout and single-readout approaches assuming 8 μm structures for the single-readout approach and 12 μm structures for the dual-readout approach, resulting in a difference in sensor resolution. Middle: the same comparison assuming 12 μm structures and thus identical resolutions for both approaches. Bottom: comparison with identical resolutions using vertical instead of horizontal object movement.
( Fig. 9 middle) . When simulating vertical motion and assuming the same resolution for both sensor approaches, the ratios are exactly equal, as expected (Fig. 9 bottom) . The nearly constant ratio of flying pixels in the scene can be measured at object speeds near zero.
The absolute differences between true depth and simulated depth values is not meaningful because motion leads to A simulation result using a sphere as foreground object. Top: a static sphere; no movement occurs. Middle: a sphere that moves from left to right with a velocity of 1 m per second, simulated using the singlereadout approach with 8 μm structures. Bottom: the same moving sphere simulated using the dual-readout approach with 12 μm structures.
unpredictable depth values, as explained above. In this test scenario, absolute differences between 1 mm (the lowest detected error) and 1481 mm occurred.
We also verified that our simulation approach for the single-readout sensor summarized in Eq. 16 and Eq. 17 does not suffer from a directional bias: the results for left-to-right and right-to-left motion of the foreground object show no significant difference, regardless of simulated movement speeds. Furthermore, experiments confirm that vertical movement does not exhibit differences between the two approaches.
In this evaluation with planar objects, pixels affected by motion artifacts can be identified in a simple way. On the other hand, motion artifacts only occur on the left and right borders of the moving foreground object. In contrast, for a non-planar object such as a sphere, each pixel that sees a part of the moving object during the acquisition time will be affected by motion artifacts, since the distance to the observed object surface will change. In this case, true depths do not exist (since depths vary over time), and a true shape does not exist either, so a quantitative analysis is not possible. However, the visual comparison shown in Fig. 10 confirms the results of the previous evaluation: the single-readout approach is stronger affected by motion artifacts than the dual-readout approach.
Furthermore, Fig. 10 shows that the absolute error grows with the variation of the observed depth in both approaches. The observed object shape is not spherical anymore; distortions occur in horizontal direction.
VI. CONCLUSION Our simulation model improves on existing approaches by using physical units throughout the simulation, by improving parameterization, especially of sensor geometry, and by improved simulation of dynamic scenes through temporal oversampling. We have not presented a noise model for the simulated data, since it was not needed for our evaluation purposes, but per-pixel noise behavior can be integrated into our model in the sensor simulation described in Sec. IV-D. Since we focus on efficient simulation of many frames, to cover a large parameter space and to handle dynamic scenes for motion artifacts, expensive global illumination effects required for the simulation of e.g. multipath effects have not been integrated into our simulation model. Currently our simulation is limited to Lambertian reflectors in the scene. We plan to integrate realistic material models given by measured or modelled Bidirectional Reflectance Distribution Functions (BRDFs) into our model in Eq. 6 -8. The assumptions that both the light source and the sensor are located in the origin, which is also the center of light rays, has been used before and is considered sufficient for typical sensors intended to record indoor scenes. However, the assumption may not hold for short range applications such as hand gesture recognition. Our sensor model can be enhanced to study the resulting near field effects. In this situation, an area light source can be modelled using multiple point light sources whose contributions are then summed up analogous to the oversampling methods presented in Sec. IV-E and IV-F.
We used a GPU-based implementation of our simulation model to evaluate a new chip layout variant for continuouswave ToF sensors. The single-readout approach with 8 μm structure size provides a better lateral resolution than the common dual-readout approach with 12 μm structure size. Even though this new approach is more susceptible to motion artifacts, the improved lateral resolution may be useful for specific application scenarios. Further investigations may find a way to reduce the susceptibility for motion artifacts by reducing the pixel mixing shown in Fig. 2 in a postprocessing step on the sensor.
