Abstract. Let h: x → ax+b cx+d be the nondegenerate Möbius transformation with integer entries. We get a bound of the continued fraction of h(x) by the upper and lower bound of continued fraction of x, which extends a result of Stambul [7] .
Introduction
A continued fraction representation of a number x ∈ R is an expansion of the form (1) x = a 0 + 1
. . . where a 0 ∈ Z and a i ∈ N + , i = 1, 2, · · · . A continued fraction may be finite or infinite. If (1) is a finite continued fraction, we denote it by [a 0 ; a 1 , a 2 , · · · , a n ]; if (1) is infinite, then we denote it by [a 0 ; a 1 , a 2 , · · · ]. We call a j the jth partial quotient. It is a well known fact that the continued fraction of x is infinite iff x is irrational. We will use ⌊x⌋ = max{j ∈ Z : j ≤ x}. Our main result is Using an algorithm developed by Liardet-Stambul [4] to calculate the partial quotients of h(x), Stambul gave a upper bound a
, which is the B 1 = 1 case of Theorem 1.1. In this paper, we concern the partial quotients with lower and upper bound at the same time. Our methods are based on the refining of analysis in papers [4, 7] .
Algorithm for partial quotients
In this section, we will introduce some notations and the algorithm developed by LiardetStambul [4, 7] to calculate the partial quotients of h(x). Let M 2,N be the set of all matrices
It is easy to see that M ∈ ε 2 satisfies
, there exists a unique factorization
. This factorization will be denoted by Recall the algorithm in [4, 7] to compute the partial quotients of h(x).
Step 0: M 0 = M ∈ ε 2 , j = 0, n = 0. Let j 1 be the smallest positive integer (see [4] for the existence) such that
Step 1:
Step 2: M 2 ∈ ε 2 , j = j 2 + 1, n = n 2 + 1. Let j 3 ≥ j 2 + 1 be the smallest positive integer such that M 2 Π aj 2 +1aj 2 +2···aj 3 −1 ∈ ε 2 and
Putting all the Output (Output-k) together, we get a sequence
Unfortunately, many c i maybe zero, thus we must introduce the contraction map µ. For any word c 0 c 1 c 2 c 3 · · · c n ∈ N n , let µ be the contraction map which transforms a word into a word where all letters are positive integers (except perhaps the first one), replacing from left to right factors a0b by the letter a + b.
By the fact a 1 1 0
Lemma 2.1. Assume M ∈ ε 2 and x = [a 0 ; a 1 , a 2 , · · · ] > 1. Let h be the associated Möbius transformation and D = |detM | ≥ 1. Suppose a j ≤ K for some K ∈ N + . We do the algorithm as above, then the following three claims hold,
If for some k, c n k+1 ≥ D, then the right upper entry of M k+1 must be zero, that is M k+1 has the form
The three claims are from [7] . We rewrite the proof here to make the paper more readable. By the algorithm, we already have
and we must have αf + β ≥ δ. Thus
In this case, in order to prove the Lemma, it suffices to show that
Otherwise, one has
By the fact M ′ = α β 0 δ ∈ ε 2 , we have β < δ, |α| + |β| ≤ D. This is contradicted to (8). If α = 0, then
and we must have γf + δ ≥ β. Thus
In this case, we can still prove the Lemma like the case γ = 0. If α, γ ≥ 1, then
By the algorithm, n k ≤ j ≤ n k+1 − 1, c j is the common partial quotient of This implies β = D and α = 0. We still have αf +β γf +δ ≤ DK.
Some Lemmas
We say a Möbius transformation h(·) = M · can not change the continued fraction eventually, if for any x, there exists some N ∈ N such that the nth partial quotients of h(x) and x are the same for any n ≥ N . Lemma 3.1. The following forms of Möbius transformations can not change the continued fraction eventually,
Proof. The proof is based on direct computation.
Remark:
The determinant of each matrix in S is ±1. 
Proof. Using Möbius transformation −1 0 0 1 ∈ S and 1 0 0 −1 ∈ S, we can assume a, c ≥ 0.
Using Möbius transformation 1 0 k 1 ∈ S and 0 1 1 0 ∈ S, M can be changed to
Using Möbius transformation 1 0 −1 ∈ S and 1 k 0 1 ∈ S, M 1 can be changed to
. Moreover, the equality in (11) holds iff a = 0, b = 1, c = D and d = 0.
In addition, assume
Thus we have the following simple facts
and lim (14) c
Now we are in a position to prove the Lemma, based on (14).
where the third inequality holds by (2) . This implies c 
This implies (18).
Case 2: x 0 ≤ D < 2x 0 It suffices to show
This is obvious by the following computation,
This implies (23). Case 3: D < x 0 By direct computation,
This also implies (18). h
combining with (3), in order to prove Theorem 1.1, we only need to prove the case when all the partial quotients of x satisfy B 1 ≤ a i ≤ B 2 . By the Algorithm, it suffices to show that for any word k 1 0k 2 0 · · · 0k p in (Alloutput-k) with k i ∈ N + , i = 1, 2, · · · , p, we have
Assume k 1 is the last letter of kth step (Alloutput-k). Then the output of k + 1th step is 0k 2 , k + 2th step is 0k 3 , · · · .
Case 1: k 1 ≥ D By (iii) of Lemma 2.1, M k+1 has the form 
