Combinatorial Conversion and Moment Bisimulation for Stochastic
  Rewriting Systems by Behr, Nicolas et al.
COMBINATORIAL CONVERSION AND MOMENT BISIMULATION
FOR STOCHASTIC REWRITING SYSTEMS
NICOLAS BEHR, VINCENT DANOS, AND ILIAS GARNIER
IRIF, Universite´ Paris-Diderot, F-75205 Paris Cedex 13, France
e-mail address, Corresponding author: nicolas.behr@irif.fr
De´partement d’Informatique de l’ENS, ENS, CNRS, PSL University Paris, France
e-mail address: vincent.danos@di.ens.fr
De´partement d’Informatique de l’ENS, ENS, CNRS, PSL University Paris, France
e-mail address: ilias.garnier@di.ens.fr
Abstract. We develop a novel method to analyze the dynamics of stochastic rewriting
systems evolving over finitary adhesive, extensive categories. Our formalism is based on the
so-called rule algebra framework [4, 7] and exhibits an intimate relationship between the
combinatorics of the rewriting rules (as encoded in the rule algebra) and the dynamics which
these rules generate on observables (as encoded in the stochastic mechanics formalism).
We introduce the concept of combinatorial conversion, whereby under certain technical
conditions the evolution equation for (the exponential generating function of) the statistical
moments of observables can be expressed as the action of certain differential operators on
formal power series. This permits us to formulate the novel concept of moment-bisimulation,
whereby two dynamical systems are compared in terms of their evolution of sets of ob-
servables that are in bijection. In particular, we exhibit non-trivial examples of graphical
rewriting systems that are moment-bisimilar to certain discrete rewriting systems (such
as branching processes or the larger class of stochastic chemical reaction systems). Our
results point towards applications of a vast number of existing well-established exact and
approximate analysis techniques developed for chemical reaction systems to the far richer
class of general stochastic rewriting systems.
1. Introduction
Stochastic graph rewriting systems (SGRSs) have proved their adequacy at modeling various
phenomena [57, 47, 34], ranging from protein-protein interactions in biology [27, 21] to
social network dynamics [43, 62]. In this regard, SGRSs provide a promising setting for
the development of theoretical and algorithmic tools for analyzing the properties of a wide
range of models. These properties correspond to observables, i.e. functions that describe
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the time-dependent occurrences of patterns of interest in the system being studied. The
problem of computing these observables, either exactly or approximately, has garnered a lot
of attention in recent years [28, 22, 35, 61, 26].
In this paper, we approach this problem by formulating SGRSs in the rule-algebraic
framework [4] and address the problem for a far greater class of stochastic rewriting systems
(SRSs) using a recent extension to rewriting in adhesive, extensive categories [7]. Notably,
the rule algebras are the associative unital algebras of compositions of rewriting rules,
from which the action of rewriting rules on objects of the underlying category may be
reconstructed in terms of the canonical representation of the rule algebras. From this point,
well-established techniques from the realm of stochastic mechanics permit to develop a
well-founded implementation of SRSs. We achieve the following new results. Firstly, we prove
a theorem allowing one to extract from a given SRS and a chosen family of observables
(satisfying a certain closure property w.r.t. the dynamics) a partial differential equation (PDE)
describing the time-evolution of the exponential moment generating function (EMGF) of that
family. We refer to this procedure as combinatorial conversion, since the resulting evolution
equations are determined solely from algebraic combinatorial relations. The mathematical
setting for this evolution is the realm of formal power series, and one can leverage powerful
tools from abstract algebra and analytic combinatorics to study the higher moments of these
families of observables. Secondly, we introduce the notion of moment bisimulation. The idea
is based on our observation that two given SRSs may exhibit the same EMGF evolution
for certain choices of observables even if their underlying transition systems themselves
do not coincide. We define a precise mathematical setup to efficiently compare SRSs via
their EMGF evolution. The main motivation for this concept is the possibility to study the
statistical moments of a set of observables for a complicated SRS (that may itself not even be
amenable to efficient simulation) via analyzing a moment-bisimilar, potentially less complex
system instead. For vertex-counting observables, we obtain an exact characterization of the
moment-bisimilarity class of families of SRS which are bisimilar to discrete graph rewriting
systems. The latter systems are better known as chemical reaction systems (i.e. stochastic
Petri nets with mass-action semantics). Our definition and analysis of bisimilarity classes
is based upon the evolution equations for exponential moment generating functions of the
observables of the stochastic rewriting systems. In particular, we show how to synthesize
the corresponding discrete SRS from the information of the exponential moment generating
function evolution equations.
1.1. Relation to previous work. The present article aims to relate two main fields of
research, namely the theory of stochastic rewriting systems and the theory of chemical
reaction systems. With regards to the former field, we would like to mention in particular
the results that have been obtained in the development and analysis of the so-called Kappa
framework [27] that was introduced to study biochemical reaction frameworks. Since Kappa
is based on (a particular notion of site-) graph rewriting, its practical development has seen a
large number of interesting algorithms and mathematical structures. In terms of approximate
and exact analysis, we would like to mention the ideas related to “granularity” [46] and ideas
of coarse-graining of descriptions of dynamical models (which bear a certain similarity with
our notion of moment bisimulation), the analysis of the combinatorial complexity of rewriting
systems (in biochemistry) [30, 2], and also the idea of stochastic fragments as introduced
in [36] (see also [56, 61]). The latter concept is similar in spirit to our combinatorial conversion
results, albeit the precise mathematical setups is notably different (and the formulation in
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loc cit. is in particular rather specialized to the settings encountered in calculations with
labeled transition systems). A large set of results is available in this community regarding the
generation of (deterministic) ODEs for expectation values of observables in Kappa systems,
including the analyzer framework KADE [15] (see also [28] for an overview of earlier work
on this topic). Moreover, some interesting results are available [23] that allow one to perform
exact or approximate model reduction in terms of the aforementioned ODEs. Our notion
of combinatorial conversion and moment bisimilarity could be seen as an observable-based
generalization of these scenarios, where, instead of focusing on individual moments such as
the expectation values of a given set of observables, we give a full equivalence of all moments
of two given sets of observables in two different models.
In the literature on chemical reaction systems, there is a large set of results available on
computability and both analytical and numerical approximate methods in order to tackle
studies of the relevant stochastic dynamics. Analytical methods include techniques that
rely implicitly on combinatorial semi-linear normal-ordering techniques to treat first order
reaction systems [55, 50, 6], or alternatively rely on the method of characteristics to solve
linear differential equations [65], or for certain classes of chemical reaction systems (CRSs)
methods relying on the notion of (generalized) orthogonal polynomials [55, 6] or special
functions [48, 68, 69]. Amongst the perturbative approaches, one finds various notions of finite
state projections [51, 18, 32], tau-leaping [16, 64, 17], moment closure techniques [40, 67],
stochastic path integral techniques [60, 59, 71], quantized tensor train formats [72, 54, 39],
and various forms of Magnus expansions [8, 49]. Many of these techniques might in fact
pose interesting approaches also to study the dynamics of more general stochastic rewriting
systems, even those that do not possess the special property of discrete bisimilarity to
chemical reaction systems. Finally, notions of bisimilarity such as backwards bisimulation
based on the concept of lumpability have been studied in [35, 19]. These methods differ from
our approach in that our moment bisimulations capture dynamical information on a subset
of the observables, as opposed to a reduction of information based on coarse-graining the
state spaces of the models in the aforementioned methods.
1.2. Overview of results and plan of the paper. In Section 2, we introduce a formu-
lation of chemical reaction systems that will serve as the basis of our general stochastic
mechanics formalism and that illustrates some of the main concepts of the theory. The
general framework requires the notion of so-called rule algebras, i.e. of the algebras of
sequential compositions of linear rules in rewriting systems over finitary adhesive, extensive
categories (with the main concepts and results recalled in Section 3). As a key result of
our formalism, we present in Section 4 the notion of combinatorial conversion, whereby a
given set of observables in a stochastic rewriting system is amenable to an analysis in terms
of their exponential moment generating function precisely if it fulfills a certain technical
condition that renders the evolution equation for the EMGF into the form of a PDE on
certain formal power series. Since the latter no longer explicitly contains information on
the precise structure of the observables and of the transitions of the stochastic system, it is
natural to define a notion of moment bisimulation (see Section 5) as the situation where
two equinumerous sets of observables in two different stochastic rewriting system have an
isomorphic evolution equation for their EMGFs. Amongst the resulting notion of bisimilarity
classes, somewhat surprisingly the bisimilarity class of discrete graph rewriting systems
(which includes chemical reaction systems) contains also non-trivial classes of more general
rewriting systems and sets of observables, which renders the notion of discrete moment
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bisimulation a very interesting candidate for a method of computation for stochastic rewriting
systems. We illustrate this phenomenon by providing two application example case studies
in Section 6 (a variant of the so-called voter model) and in Section 7 (a cryptocurrency toy
model).
2. The blueprint for a general stochastic mechanics framework: chemical
reaction systems in the language of Delbru¨ck and Doi
As will become evident in the sequel, chemical reaction systems constitute the simplest
possible type of rewriting systems: in the rule algebra framework, they are understood as
rewriting systems of discrete graphs. To illustrate this claim and to motivate the construction
of a general stochastic mechanics framework, let us first consider the case of chemical reaction
systems of a single chemical species. We will follow closely our recent exposition [6], which
in turn relies on standard chemical reactions systems theory, particularly on the ideas of
Delbru¨ck [31] and Doi [33] (see also [55, 71]).
In the formulation in terms of probability generating functions due to Delbru¨ck [31], a
chemical reaction of one species X is a dynamical system with transitions of the form
iX
κi,oÝÝá oX . (2.1)
Here, i denotes the number of particles X that enter the transition, o the number that
exits the transition, and κi,o P Rą0 is the so-called base rate of the transition. A pure state
of the system is characterized as a state with a precise number n of particles X, while in
general the system will evolve on the space of probability distributions (or mixed states)
over the pure states. More concretely, starting from a pure state, the probability for a
transition as described in (2.1) to occur is proportional to its base rate κi,o times the number
of possibilities that i particles X can be picked from the n particles in the state (with all
particles considered as indistinguishable). This concept is known as mass action semantics
(see e.g. [42], or [14] for a short introduction, or [70] for a historical review). Delbru¨ck’s key
idea consisted in encoding this dynamics via the notion of probability generating functions:
each pure state of n particles X is encoded as a monomial xn (with x a formal variable),
while a probability distribution at some time t (with t ě 0) over such pure states is mapped
to the formal power series
P pt;xq :“
ÿ
ně0
pnptqxn . (2.2)
Here, pnptq denotes the probability at time t that the system is in a state with n particles,
and we require the standard conditions
@n ě 0, t ě 0 : pnptq P Rě0 ^ @t ě 0 :
ÿ
ně0
pnptq “ 1 .
Then given a set of transitions with base rates as in (2.1) and an initial state described
by a probability generating function P0pxq, the evolution of the system under mass-action
COMBINATORIAL CONVERSION AND MOMENT BISIMULATION 5
semantics is given in Delbru¨ck’s formulation as1
B
BtP pt;xq “ HP pt;xq , P p0;xq “ P0pxq
H “
ÿ
i,o
κi,o
`
xˆo ´ xˆi˘ ` BBx˘i . (2.3)
The linear operator xˆ is defined as the formal multiplication operator, xˆxn :“ xn`1, while
B
Bx denotes the formal derivative operator. It is instructive to expand the formal solution of
the evolution equation (2.3), P pt;xq “ etHP p0;xq, into a Taylor series around t “ 0:
P pt;xq “ p1` tH`Opt2qqP p0;xq
“
˜
1´ t
ÿ
i,o
κi,oxˆ
i
` B
Bx
˘i¸
P p0;xq ` t
ÿ
i,o
κi,oxˆ
o
` B
Bx
˘i
P p0;xq `Opt2q .
Thus, for a given transition from i to o particles X at base rate κi,o, the contribution κi,oxˆ
oBix
to H implements the transition, while the (diagonal) contribution ´κi,oxˆiBix ensures that
the normalization of the probability distribution generating function P pt;xq remains intact
(see also [6] for an extended explanation). Mass-action semantics is indeed implemented via
this form of operator H, since for a given pure state encoded as xn one finds that
p1` tH`Opt2qqxn “ `p1´ κi,opnqiqxn ` tκi,opnqi xn´i`o˘`Opt2q ,
with paqb :“ a!{pa´ bq! (and paqb :“ 0 for b ą a).
Example 2.1. As a simple, yet sufficiently non-trivial example of a one-species chemical
reaction system, let us consider for illustration a birth-death model (with β, τ P Rě0):
∅ βÝá X , X τÝá ∅ (2.4)
In Delbru¨ck’s formalism, we have to solve the evolution equation (2.3) with infinitesimal
generator H given as
H “ βpxˆ´ 1q ` τp1´ xˆq BBx . (2.5)
Taking advantage of the fact that H is of semi-linear form (i.e. contains at most a first-
order derivative in each term), one may utilize the so-called semi-linear normal-ordering
technique [29, 10, 12] in order to obtain a closed-form solution for P pt;xq [6]:
P pt;xq “ Poispβτ p1´ e´τtq;xq ¨ P0pBernpe´τt;xqq
Poispα;xq :“ eαpx´1q pα P Rě0q , Bernpα;xq :“ αx` p1´ αq p0 ď α ď 1q
(2.6)
Here, P0pxq :“ P p0;xq is the probability generating function (PGF) of the initial state,
Poispα;xq the PGF of a Poisson distribution of parameter α, and Bernpα;xq that of a
Bernoulli distribution of parameter α. In order to interpret formula (2.6), let us recall that for
any two (discrete) probability distributions µ1 and µ2 with respective PGFs P1pxq and P2pxq,
the product P1pxq ¨ P2pxq yields the PGF of the convolution µ1 ˚ µ2, while the composition
P1pP2pxqq encodes the PGF of the compound distribution of µ1 and µ2. We thus find that
the PGF P pt;xq in (2.6) is a convolution of a Poisson distribution with the compound of the
initial state distribution (encoded by P0pxq) and a Bernoulli distribution. Moreover, taking
1Here, in order to keep the expression for the infinitesimal generator H as compact as possible, we set
κi,o “ 0 for those transitions not included in the (finite) set of transitions that define the given model.
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the limit t Ñ 8, we recover the well-known fact that the system state converges onto a
Poisson distribution of parameter βτ :
lim
tÑ8P pt;xq “ Poisp
β
τ ;xq (2.7)
In order to extend this formalism to general stochastic rewriting systems, it proves
fruitful to consider the following alternative formulation of chemical reaction systems in
terms of boson creation (a:) and annihilation operators (a) due to M. Doi [33]. We obtain
this formulation immediately from the following isomorphism (of representations of the
Heisenberg-Weyl algebra, see e.g. [6]):
xn Ø |ny , xˆØ a: , BBx Ø a . (2.8)
It is evident from the definition of the operators a: and a that they fulfill the so-called
canonical commutation relation
ra, a:s :“ aa: ´ a:a “ 1 , (2.9)
where 1 denotes the identity operator on the vector space spanned by the vectors |ny.
Moreover, the identities xˆxn “ xn`1 and BBxxn “ nxn´1 translate into
a: |ny “ |n` 1y , a |0y “ 0 , @n ą 0 : a |ny “ n |n´ 1y . (2.10)
Accordingly, the time-dependent state of a chemical reaction system will now be described
as a time-dependent state in the basis of so-called number vectors |ny,
|Ψptqy “
ÿ
ně0
pnptq |ny . (2.11)
The operator H of (2.3) is transformed via the change of basis (2.8) into the operator
H “
ÿ
i,o
κi,o
`
a: o ´ a: i˘ ai . (2.12)
While thus far this alternative representation does not yield any further insights, a key
additional concept in Doi’s formalism is the notion of the so-called dual projection vector x|,
which is defined via its action on states as [33] (compare [6])
@n ě 0 : x |ny :“ 1R . (2.13)
One then finds the relationships
x |Ψptqy “ 1 , x|H “ 0 , (2.14)
which express the normalization of |Ψptqy as a probability distribution, and a certain technical
property of H (that is necessary in order for H to qualify as an infinitesimal generator of a
continuous-time Markov chain or CTMC). Moreover, one may naturally define the concept of
observables in this formalism: an observable O is a diagonal operator (in the basis t|nyuně0),
@n ě 0 : O |ny “ ωOpnq |ny . (2.15)
In the basis of linear operators a: and a, due to the canonical commutation relation (2.9), any
linear operator may be expressed as a linear combination of the normal-ordered expressions of
the form a: ras (with r, s P Zě0). Diagonal linear operators must thus be linear combinations
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of expressions of the form a: kak. Indeed, a classical result from the combinatorics literature
(see e.g. [9]) entails that
a: kak “
kÿ
n“0
s1pk;nqpa:aqn , (2.16)
where s1pn; kq are the (signed) Stirling numbers of the first kind [1]. This identifies the oper-
ator nˆ :“ a:a, the so-called number operator (since nˆ |ny “ n |ny), as the only independent
observable for chemical reaction systems of one particle type, as according to (2.16) every
possible observable of a discrete system may be expressed as a polynomial in nˆ. One might
then ask about the statistical moments of this observable. Contact with classical probability
theory is established via defining the expectation value E|ΨptqypOq of an observable O in the
time-dependent state |Ψptqy as
E|ΨptqypOq :“ x|O |Ψptqy . (2.17)
Defining the exponential moment generating function (EMGF) Mpt;λq of the statistical
moments of the number operator nˆ as
Mpt;λq :“ x| eλnˆ |Ψptqy , (2.18)
one may derive the following EMGF evolution equation (cf. [6], Thm. 3):
B
BtMpt;λq “ Dpλ, BλqMpt;λq
Dpλ, Bλq “
ÿ
i,o
κi,o
´
eλpo´iq ´ 1
¯ iÿ
k“0
s1pi, kq
` B
Bλ
˘k
.
(2.19)
It will prove rather important to our main framework to understand the derivation of this
result from the structures introduced thus far. Following loc cit. closely, we compute:
B
BtMpt;λq “ x| eλOH |Ψptqy
“ x|
´
eλOHe´λO
¯
eλO |Ψptqy
p˚q“ x|
´
eadλOH
¯
eλO |Ψptqy
“ x|
«
H `
ÿ
qě1
λq
q!
ad˝ qO pHq
ff
eλO |Ψptqy
p˚˚q“
ÿ
qě1
λq
q!
x| “ad˝ qO pHq‰ eλO |Ψptqy .
(2.20)
Here, in the step marked p˚q we have made use of the variant eλABe´λA “ eλadAB of the
BCH formula (see e.g. [44], Prop. 3.35), where for two composable linear operators A and
B the adjoint action is defined as adAB :“ AB ´BA, and with ad˝ qA B denoting the q-fold
application of adA to B (and ad
˝0
A B :“ B), while the step p˚˚q follows from x|H “ 0.
Example 2.2 (Ex. 2.1 continued). Following Doi’s method, performing the change of
basis (2.1), the birth-death system of (2.4) is found to have the infinitesimal generator
H “ βpa: ´ 1q ` τp1´ a:qa . (2.21)
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In order to explicitly verify the property x|H “ 0, it is sufficient to verify this property on
basis vectors |ny:
x|H |ny “ βpx |n` 1y ´ x|nyq ` τpn x |n´ 1y ´ n x |nyq “ 0 . (2.22)
As an illustration of the key technique of Doi’s method in view of this paper, the calculation of
evolution equations for exponential moment-generating functions (EMGFs), let us explicitly
carry out the steps of the derivation (2.20) for the example at hand. Choosing the observable
nˆ :“ a:a, let us first compute the following commutator :
adnˆpHq :“ rnˆ,Hs “ nˆH ´Hnˆ “ βa: ´ τa . (2.23)
Here, we made use of the fact that for any two diagonal operators A and B, rA,Bs “ 0,
while for the last equality we made use of the canonical commutation relation ra, a:s “ 1.
Inserting this result into (2.20), and with the auxiliary formulaÿ
qě1
λq
q!
ad˝ qnˆ pHq “ βpeλ ´ 1qa: ` τpe´λ ´ 1qa , (2.24)
the first and last equations of (2.20) evaluate to
B
BtMpt;λq “ BBt x| eλnˆ |Ψptqy
“ x|
”
βpeλ ´ 1qa: ` τpe´λ ´ 1qa
ı
eλnˆ |Ψptqy
“ x|
”
βpeλ ´ 1q ` τpe´λ ´ 1qa:a
ı
eλnˆ |Ψptqy
“
´
βpeλ ´ 1q ` τpe´λ ´ 1q BBλ
¯
Mpt;λq .
(2.25)
In the second to last step, we invoked the auxiliary formula x| a: ka` “ x| a: `a`, which
follows from combining (2.10) with the definition (2.13) of the dual projection vector x|. In
combination with (2.16), this yields the following useful identity:
x| a: ka` eλnˆ “ x| a: `a` eλnˆ “
ÿ`
r“0
s1p`; rq x| nˆr eλnˆ “
ÿ`
r“0
s1p`; rq BrBλr x| eλnˆ . (2.26)
In Section 5, it will be this type of identity that will provide the intuition for the generalized
concept of polynomial jump-closure necessary in the setting of generic rewriting systems.
Finally, choosing for sake of illustration as an initial state a pure state with N particles,
|Ψp0qy “ |Ny (whence Mp0;λq “ eλN ), we may once again employ the technique of semi-
linear normal ordering to compute the closed-form solution for Mpt;λq:
Mpt;λq “ eβτ p1´e´τtqpeλ´1q ¨
´
1` e´τtpeλ ´ 1q
¯N
. (2.27)
Upon comparison to the result (2.6) computed in Delbru¨ck’s formalism, we may thus verify
the well-known relation Mpt;λq “ P pt; eλq.
The “stochastic mechanics” framework as presented here for describing statistical
moments of chemical reaction systems in the form of exponential moment generating
functions will be generalized to the case of rewriting systems over arbitrary adhesive,
extensive categories in the main part of this paper. Crucially, while the choice of methodology
in terms of focusing on either the probability generating functions or on the exponential
moment generating functions is fully equivalent in the case of chemical reaction systems, the
latter is the only generic choice possible in the case of general stochastic rewriting systems.
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1 DPO rewriting: data types
2 DPO-type rule algebra
3 stochastic DPO rewriting systems
basic structure:
a finitary extensive,
adhesive category
objects “ possible
configurations/
states
monomorphisms
“ possible
subobject relations
spans of monos
“ possible
transitions/(linear)
rewriting rules
FinSet, FinGraph,. . .
r ” pO oÐÝâ K iãÝÑ Iq
RC – K-vector space
spanned by basis vectors
δprq ” δpO oÐÝ K iÝÑ Iq
composition on RC:
δpr2q ˚RC δpr1q :“
ř
m δpr2
mđ r1q
rule algebra:
RC ” pRC, ˚RCq
canonical representation:
ρC : RC Ñ EndKpCˆq
such that
ρpδpr2qqρpδpr1qq “ ρpδpr2q ˚RC δpr1qq
state space:
Cˆ :“ spanKpt|Xy | X P objpCq–uq
m – matches
.
.
đ . – DPO rule composition
set of transitions
with base rates:!´
κj ,
´
Oj
ojÐÝâ Kj ijãÝÑ Ij
¯¯)
jPJ
infinitesimal generator
of a CTMC:
H “ ř
jPJ
κj
ˆ
ρC
ˆ
δpOj ojÐÝâ Kj ijãÝÑ Ijq
˙
´ρC
ˆ
δpIj ijÐÝâ Kj ijãÝÑ Ijq
˙˙
evolution equation:
d
dt “ H |Ψptqy
|Ψptqylomon
PProbpCq
“
ÿ
XPobjpCq–
pXptq |Xy
Figure 1: Sketch of the DPO-type rule algebra framework.
These aspects will be discussed in further detail in Sections 3.4 and 4. As advertised in the
introduction, chemical reaction systems will be identified (cf. Example 3.23) as the special
case of the rewriting of discrete (i.e. edge-less) graphs. This discovery in turn will play an
important role in the proof of Theorem 5.2 (establishing a somewhat surprising relationship
between certain general rewriting systems and chemical reaction systems).
3. Stochastic mechanics framework for DPO rewriting over adhesive,
extensive categories
For the readers’ convenience, we will briefly recall the essential concepts of the rule algebra
formalism for the special case of Double Pushout (DPO) rewriting, in the recently developed
variant for DPO rewriting over arbitrary adhesive, extensive2 categories as introduced in [7]
(compare to [4, 5] for the original version based on relational concepts).
In the traditional approach to DPO rewriting (see e.g. [20, 66]), one of the core definitions
is that of the action of a rewriting rule on an object of the underlying adhesive, extensive
category via a particular match. Non-determinism arises thus due to the in general multiple
possible matches in applying a given rewriting rule. For the special case of discrete graph
rewriting (or rewriting of finite sets), we observed in [4] that this type of non-determinism
gives rise to the famous Heisenberg-Weyl algebra and its canonical representation [11, 12].
Thus this famous algebra is a special case of a so-called rule algebra, which is the associative
unital algebra of (concurrent) compositions of rewriting rules. Since the main focus of this
paper consists in certain applications and extensions of this formalism and not the definition
of the formalism itself, suffice it here for brevity to recall the basic definitions (compare
Figure 1), referring the readers to [7] for the full technical details.
2Referring to [52] for the precise details, recall that an adhesive, extensive category is a category that is
adhesive and that possesses a strict initial object. Note however that not every extensive category is adhesive.
10 N. BEHR, V. DANOS, AND I. GARNIER
3.1. Core definitions of DPO rewriting. In the remainder of this paper, we will assume
that all of our rewriting systems are formulated over adhesive, extensive categories [52, 53] C
of finitary type [38] (such as FinSet (finite sets), FinGraph (finite directed multigraphs),
finite hypergraph categories etc.; see e.g. [52, 53] for further details). A category C being
adhesive and extensive entails (amongst other properties) that
Ź C possesses a strict initial object, customarily denoted H P objpCq, such that for each
object X P objpCq there exists precisely one monomorphism H ãÑ X,
Ź pullbacks and pushouts along monomorphisms exist, and
Ź pushout complements are unique.
The key concept in DPO rewriting (and from which the moniker originates) is the
following one, traditionally referred to as the notion of direct derivations:
Definition 3.1. Let C be a finitary adhesive, extensive category. Define LinpCq, the set of
linear rules, as the set of isomorphism classes of spans3 of monomorphisms,
LinpCq :“ tpO K Iqo i | O,K, I P objpCq, o, i P monopCquä– . (3.1)
Here4, two spans rj ” pOj Kj Ijqoj ij P LinpCq (for j “ 1, 2) are isomorphic iff
there exist three isomorphisms ω : O1 Ñ O2, κ : K1 Ñ K2 and ι : I1 Ñ I2 such that the
diagram
O1 K1 I1
O2 K2 I2
–ω
o1 i1
–κ –ι
o2 i2
commutes.
Given a linear rule r ” pO K Iqo i P LinpCq, an object X P objpCq and
a monomorphism m : I ãÑ X, if the diagram below is constructable (i.e. if the pushout
complement marked POC exists),
O K I
rmpXq K 1 X
PO
o i
mPOC (3.2)
we refer to the monomorphism m : I ãÑ X as an admissible match of rule r in X, while
rmpXq denotes the object resulting from this application. For each linear rule r and object
X, we denote the set of admissible matches by MrpXq. More precisely, since the operations of
pushout and pushout complement are only unique up to isomorphism, we must understand the
above definitions as defined up to isomorphisms, i.e. rmpXq is understood as the isomorphism
class whose representatives are calculated by picking representatives for r, X and m as well
as for the relevant pushouts, and correspondingly (in a slight abuse of notations) the set
MrpXq is also being defined up to isomorphisms of r and X.
3Contrary to most of the standard rewriting literature, we opt to interpret spans of monomorphisms to
encode partial injective morphisms from the right to the left leg of the span, rather than in the opposite
orientation; this will prove advantageous when considering operator compositions, as we may then use a
convention in line with most of the mathematics literature.
4The notation A ” B will signify that “A is an equivalent or shorthand notation for B” (assuming
information explicit in B but not in A is clear from the context).
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By standard practice and for notational convenience, we will often keep the dependence
on the various notions of isomorphisms implicit, such as in the ensuing lemma (where e.g.
“rHmX pXq “ X” should be understood as “rHmX pXq – X”).
Lemma 3.2. For every adhesive, extensive category C, there exists a special linear rule
rH ” pH ÐÝâH ãÝÑ Hq P LinpCq ,
referred to henceforth as the trivial rule, with the property that for every object X P objpCq
there exists precisely one admissible match mX : H ãÑ X P MrHpXq, with
H H H
rHmX pXq “ X X X
PO mXPOC . (3.3)
Proof. By virtue of the fact that H P objpCq is the strict initial object of C, there exists a
unique monomorphism mX : H ãÑ X. It thus remains to prove that for a given object X, the
morphism mX is indeed an admissible match. It follows from standard category-theoretical
properties that for any monomorphism pA ãÑ Bq P monopCq, the following square is both a
pushout and a pullback:
A A
B B
. (3.4)
The second key ingredient (in particular in view of the construction of rule algebras,
albeit with slightly less focus in the traditional rewriting literature) concerns the sequential
compositions of linear rules. Intuitively, upon applying two linear rules in sequence to an
object of the underlying category according to Definition 3.1, it is natural to imagine that
one might alternatively first “precompute” a form of sequential composition of the rules
themselves prior to application to the object. This concept will prove extremely versatile in
practical computations in stochastic rewriting systems (see the later sections in this paper).
Definition 3.3 (Sequential compositions of linear rules). Let rj ” pOj Kj Ijqoj ij P
LinpCq (for j “ 1, 2) be two linear rules. Then a span of monomorphisms µ ” pI1 ÐÝâM ãÝÑ O2q
constitutes an admissible match of r1 into r2 if and only if the following diagram is con-
structable (whence if the pushout complements marked POC exist):
K12
O12 K
1
1 M
1 K 12 I12
O1 K1 I1 M O2 K2 I2
o12
“
i12
“PB
POCPO POC PO
o1 i1
PO
o2 i2
(3.5)
Here, the squares marked PO are constructed by taking pushouts, the one marked PB by
taking pullback, and the triangles marked “ are commuting triangles of morphisms. In case
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the diagram is constructable, the resulting linear rule
r12 ” pO12 K12 I12qo12 i12 P LinpCq (3.6)
is called the composite of r1 with r2 along the match µ, which we also denote by
r12 “ r1 µđ r2 . (3.7)
The set of admissible matches of r1 into r2 is denoted Mr1pr2q. More precisely, both Mr1pr2q
and r12 are defined up to isomorphisms (where isomorphisms of matches are induced by
isomorphisms of the linear rules).
Lemma 3.4 (Trivial match of linear rules). For any two linear rules (j “ 1, 2)
rj ” pOj Kj Ijqoj ij P LinpCq ,
the set of admissible matches Mr1pr2q is non-empty, since it at least contains the trivial match
µH ” pI1 ÐÝâH ãÝÑ O2q. Moreover, the composition along trivial matches is commutative, in
the sense that if µ1H P Mr2pr1q is the trivial match of r2 into r1,
r1
µH
đ r2 “ r2
µ1H
đ r1 . (3.8)
Proof. Admissibility of the trivial match µH P Mr1pr2q for two linear rules r1 and r2 follows
from the construction of the following diagram (where ` denotes the operation of disjoint
union):
K1 `K2
O1 `O2 K1 `O2 I1 `O2 I1 `K2 I1 ` I2
O1 K1 I1 H O2 K2 I2
o1`o2
“
i1`i2
“PB
POCPO POC PO
o1 i1
PO
o2 i2
(3.9)
Here, the fact that this diagram is always constructable hinges on a property intrinsic to
adhesive categories known as “pushout-pullback decomposition” (cf. e.g. [52], Lemma 29):
in the case at hand, for any diagram of the form
C A` C B ` C
H A B
, (3.10)
the outer square is a pushout, the right square a pullback, and thus by pushout-pullback
decomposition all squares are both pushouts and pullbacks. This proves the existence of the
relevant pushout squares marked POC in (3.9). Finally, commutativity of the composition
of linear rules along trivial matches follows from the symmetry of the diagram in (3.9).
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As a side remark, we note that for two linear rules r1, r2 P LinpCq, their composition
along the trivial match results in a linear rule that in the context of traditional rewriting
would be interpreted as a (sequentially independent) parallel rule.
3.2. From DPO rewriting to DPO rule algebras. The definition of composition of
linear rules along admissible matches entails that in general there might exist multiple
possible matches for two given rules. One possibility to “encode” this particular form of
non-determinism consists in the following notion of so-called rule algebras:
Definition 3.5 (DPO rule algebras; cf. [7], Def. 4.2). Let C be a finitary adhesive, extensive
category, LinpCq the set of linear rules over C, and . .đ . the composition operation introduced
in Definition 3.3. Let K be a field (of characteristic 0, e.g. K “ R), and define RC as the
K-vector space with basis vectors δprq indexed by elements r P LinpCq:
RC :“ spanK
´
tδprqurPLinpCq
¯
. (3.11)
We equip the K-vector space RC with a bilinear multiplication ˚RC via defining5
˚RC : RC ˆRC Ñ RC :
pδpr1q, δpr2qq ÞÑ δpr1q ˚RC δpr2q :“
ÿ
µPMr1 pr2q
δ
´
r1
µ
đ r2
¯
, (3.12)
extended to arbitrary elements of RC by linearity. We refer to
RC ” pRC, ˚RCq
as the DPO rule algebra over C.
We cite from [7] the following important result:
Theorem 3.6 ([7], Thm. 4.3). For every finitary adhesive, extensive category C, the DPO
rule algebra RC as introduced in Definition 3.5 is a unital associative algebra, with unit
RH :“ δprHq , rH :“ pH ÐÝâH ãÝÑ Hq P LinpCq
for the composition operation ˚RC.
Proof. The fact that RH constitutes the unit element for ˚RC follows directly from the
definition of ˚RC as given in (3.12) and by specializing Lemma 3.4 to the cases r1 “ rH and
r2 “ rH (thus verifying that RH is both a left and a right unit for ˚RC). For the somewhat
involved proof of the associativity property, we refer the interested readers to [7].
As a first important example for a calculation involving the concept of a rule algebra,
consider the following special case (which will provide a running example due to its importance
for explaining the relationship between chemical reactions and stochastic rewriting systems):
Example 3.7. Consider the following special subclass of linear rewriting rules in FinGraph:
rp,q :“ p‚Z p ÐÝâH ãÝÑ ‚Z pq . (3.13)
5Note that according to Lemma 3.4, the set of admissible matches Mr1pr2q for arbitrary linear rules
r1, r2 P LinpCq is non-empty, and moreover finite due to finitarity of C, whence the definition of ˚RC as
provided in (3.12) is well-posed.
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Here, for each n P Zě0, ‚Z n denotes the (isomorphism class of the) discrete graph with n
vertices. It is an easy exercise to compute (with ˚ ” ˚RFinGraph)
δprp2,q2q ˚ δprp1,q1q “
minpq2,p1qÿ
k“0
k!
ˆ
q2
k
˙ˆ
p1
k
˙
δprp1`p2´k,q1`q2´kq . (3.14)
In fact, the coefficient of the k-th summand expresses precisely the number of possibilities
to pair k vertices of the input interface ‚Z q2 of the rule rp2,q2 with k vertices of the output
interface ‚Z p1 of the rule rp1.q1 while disregarding the order of forming the pairs. Let us
introduce a special notation for two particular rule algebra elements6 of the form δprp,qq:
x: :“ δpr1,0q “ δ p‚ ÐÝâH ãÝÑ Hq , x :“ δpr0,1q “ δ pH ÐÝâH ãÝÑ ‚q (3.15)
Utilizing the formula (3.14) repeatedly, one may derive the following set of important
results [7]:
x: ˚p ˚ x ˚q :“
p times
x: ˚ . . . x: ˚
q times
x ˚ . . . x “ δprp,qq (3.16a)
rx, x:s “ x ˚ x: ´ x: ˚ x “ δpr0,0q “ δ pH ÐÝâH ãÝÑ Hq . (3.16b)
Equation (3.16a) has a simple explanation from the viewpoint of DPO rewriting: in this
particular order of composition (q vertex deletion rules followed by p vertex creation rules),
one does not find any other admissible matches of rules in each of the rule compositions
than the trivial match, whence the formula directly follows from the calculation presented in
Lemma 3.4. Combining (3.14) and (3.16a), the rule algebra elements x:, x and RH “ δpr0,0q
thus generate a subalgebra of RFinGraph with basis elements δprp,qq (in the sense that
δprp,qq “ x: ˚p ˚ x ˚q). Finally, the canonical commutation relation (3.16b) expresses the fact
that x: and x do not commute.
The fact of RC being a unital associative algebra entails that one may define a natural
notion of representation for RC, which finally re-establishes the contact of the rule algebra
formalism with the traditional notion of DPO rewriting:
Definition 3.8 (Canonical representations; cf. [7], Def. 4.4). For a finitary adhesive, extensive
category C, let RC be the associated DPO rule algebra. Define Cˆ as the free K-vector space
with basis vectors |Xy indexed by isomorphism classes of objects of C,
Cˆ :“ spanK
´
t|XyuXPobjpCq–
¯
, (3.17)
and denote by EndKpCˆq the space of K-linear endomorphisms of Cˆ. Then the canonical
representation ρC ” ρRC is defined as
ρC : RC Ñ EndKpCˆq :
@r P RC, X P objpCq : ρCpδprqq |Xy :“
ÿ
mPMrpXq
|rmpXqy , (3.18)
extended to arbitrary elements of RC and of Cˆ by linearity (and with notations MrpXq and
rmpXq as introduced in Definition 3.1).
6The notation x: is chosen due to the fact that r1,0 “ r:0,1, in the sense that the span of monomorphisms
r1,0 is the reverse of the span r0,1.
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Theorem 3.9 (cf. [7], Thm. 4.5). The canonical representation ρC of the DPO rule algebra
RC over some finitary adhesive, extensive category C is a homomorphism of unital associative
algebras, and thus indeed constitutes a well-posed representation of RC.
Proof. The claim entails that ρC maps the unit element of RC to the unit element of
EndKpCˆq, and that for all r1, r2 P LinpCq,
ρCpδpr1qqρCpδpr2qq “ ρCpδpr1 ˚RC r2qq .
The first part of the claim follows directly from Lemma 3.2 and from the Definition of ρC as
specified in (3.18). We refer the interested readers to [7] for the proof of the second part of
the claim (which involves a variant of the so-called concurrency theorem from the traditional
rewriting literature).
Example 3.10 (Ex. 3.7 continued). Specializing the rule algebra representation ρ “
ρRFinGraph to the case of the subalgebra of RFinGraph generated by x:, x and RH as defined
in Example 3.7, it is straightforward to verify that (with 1 :“ 1FinGraph)
ρpR∅q |Xy “ 1 |Xy . (3.19)
In order to provide an interpretation for the linear operators a: :“ ρpx:q and a :“ ρpxq, let
us introduce the notation
|ny :“ |‚Z ny pn P Zě0q (3.20)
for the basis vector associated to the isomorphism class of a discrete (i.e. edgeless) graph
with n vertices (with |0y :“ |Hy). Invoking the definition of ρ according to (3.18), we find
the following identities:
a: |ny “ |n` 1y , a |0y “ 0 , @n ą 0 : a |ny “ n |n´ 1y . (3.21)
Note that these formulae precisely coincide with those in (2.10). Finally, we illustrate the
typical usage scenario for the representation property described in the proof of Theorem 3.9 in
order to map the commutation relation (3.16b) of Example 3.7 into the following statement:
ρ
`rx, x:s˘ “ ρpx ˚ x: ´ x: ˚ xq “ ρpxqρpx:q ´ ρpx:qρpxq “ aa: ´ a:a “ 1 . (3.22)
Since this is precisely the canonical commutation relation (2.9), we find that on the subspace
of {FinGraph spanned by the discrete graph states |ny, the operators a: and a coincide with
the classical generators of the so-called Heisenberg-Weyl algebra [7]. However, in contrast to
the classical formulation, our new formulation permits to also act on non-discrete graph
states. For example, one finds that
a: | y “ | y , a | y “ 0 . (3.23)
In other words, a: implements the addition of a disjoint vertex to a graph, while a implements
the deletion of a vertex, with the second equation above expressing the fact that it is not
possible in DPO semantics to delete vertices with incident edges (unless the incident edges
are explicitly deleted as well via the choice of a suitable rule). Finally, utilizing the results of
Example 3.7, we may derive the important identity
a: pa q “ ρpx: ˚p ˚ x ˚qq “ ρ pδ p‚Z p ÐÝâH ãÝÑ ‚Z qqq . (3.24)
This identity provides a one-to-one correspondence between a: pa q (sometimes referred
to as a term in normal-ordered form, i.e. with all occurrences of a: to the left) and the
representation of the rule algebra element δprp,qq.
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For later convenience, we introduce the following (commutative) operation motivated
from the results of Lemma 3.4:
Definition 3.11. Let r1, r2 P LinpCq be two linear rules. Then we define the induced
superposition operation ] as
ρCpδpr1qq ] ρCpδpr2qq :“ ρC
´
δ
´
r1
µH
đ r2
¯¯
, (3.25)
with µH P Mr1pr2q denoting the trivial match of r1 into r2.
It is important to note that the operation ] thus defined does not coincide with the
operation ‘ of superposition of linear operators, which would entail a splitting of the basis
of the underlying vector space into two disjoint invariant subspaces. Instead, the operation
] lifts the sequentially independent application of linear rules to the level of representations.
Finally, we note the following property of canonical representations, which poses an
important prerequisite for constructing stochastic rewriting systems:
Lemma 3.12 (compare [4], Lemma 30 and [7], proof of Thm. 7.3). For every finitary
adhesive, extensive category C, the canonical representation ρC of the DPO rule algebra RC
over C ranges in column- and row-finite linear operators on Cˆ, whence:
Ź For an arbitrary rule algebra basis element R ” δprq P RC (with r P LinpCq a linear
rule) and an arbitrary pure state |Xy P Cˆ, ρCpRq |Xy yields a finite linear combination
of states.
Ź Moreover, for a given pure state |Y y P Cˆ and for a fixed element R ” δprq P RC, there
exist only finitely many pure states |Xy P Cˆ such that |Y y is a summand in ρCpRq |Xy.
Proof. The claim follows directly from the fact that for any given linear rule
r ” pO K Iqo i P LinpCq ,
there exist only finitely many monomorphisms m : I ãÑ X into any given object X P objpCq,
and whence only finitely many admissible matches (cf. Definition 3.1). Conversely, the set of
objects X P objpCq that rewrite into a given object Y P objpCq may be determined (by virtue
of the symmetry involved in Definition 3.1) via computing the set of admissible matches for
the application of the reverse rule r¯ ” pI K Oqi o P LinpCq, which is thus again
a finite set.
3.3. Stochastic mechanics for DPO rewriting systems. Taking advantage of the DPO-
type rule algebra framework, it is possible [4, 7] to define the notion of continuous-time
Markov chains (CTMCs) based on DPO rewriting rules in a fashion compatible with the
general notions of stochastic mechanics [6]. We briefly recall the relevant material from [4]
(see also [58] for the general theory of CTMCs for comparison):
Definition 3.13. Let C be a finitary adhesive, extensive category whose set of isomorphism
classes of objects objpCq– :“ objpCq ä– is countable. The state space SC is defined as
the Fre´chet space of real sequences f “ pfXqXPobjpCq– indexed by basis vectors |Xy P Cˆ
(so-called pure states) and with semi-norms }f}X :“ |fX |,
SC :“
´
RCˆ, t}.}XuXPobjpCq–
¯
. (3.26)
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The convex subset ProbpCq Ă SC of subprobability distributions over C is defined as
ProbpCq :“
$&% |Ψy “ ÿ
XPobjpCq–
ψX |Xy P SC
ˇˇˇˇ
ˇˇ ÿ
XPobjpCq–
ψX ď 1^ @X P objpCq– : ψX P Rě0
,.- .
(3.27)
The space of substochastic operators StochpSCq Ĺ EndpSCq is defined as the subset of
the space of endomorphisms EndpSCq that leave ProbpCq invariant. A linear operator
H P EndpSCq is called Hamiltonian or infinitesimal stochastic operator or conservative stable
Q-matrix [3] if for H ” phX,Y qX,Y PobjpCq– ,
piq @X P objpCq– : hX,X ď 0
piiq @X,Y P objpCq– : X ‰ Y ñ hx,y ě 0
piiiq @Y P objpCq– :
ÿ
XPobjpCq–
hX,Y “ 0 .
(3.28)
Given a Hamiltonian H P EndpSCq, H gives rise to an evolution semi-group E : r0,8q Ñ
StochpSCq (i.e. EptqEpt1q “ Ept` t1q for all t, t1 P Rě0) in the form of the point-wise minimal
non-negative solution of the so-called Kolmogorov backwards equation
d
dt
Eptq “ HEptq , Ep0q “ 1EndpSCq . (3.29)
The data of a Hamiltonian H P EndpSCq and an initial state |Ψp0qy P ProbpSCq deter-
mines the time-evolution of the corresponding continuous-time Markov chain (CTMC)
as [58]
|Ψptqy “ Eptq |Ψp0qy . (3.30)
While it appears to be an open problem of classifying those finitary adhesive, extensive
categories that have the additional property that their class of isomorphism classes is a
countable set, many categories of practical interest satisfy this property. Typical examples
include FinSet (the category of finite sets and total set functions) and FinGraph (the
category of finite directed multigraphs).
It then remains to determine how to construct Hamiltonians from rule algebra elements
that encode linear DPO rewriting rules. It is important to note the following result from [4]:
Lemma 3.14 (compare [4], Lemmas 30 and 31 and [7], proof of Thm. 7.3). The rep-
resentation ρCprq of an arbitrary rule algebra element r P RC furnishes an element of
EndpSCq.
Proof. According to Lemma 3.12, ρCprq is both a column- and a row-finite operator, from
which the claim follows.
Definition 3.15. The projection x| is defined as the linear operation7
x| : `1RpCˆq Ñ R :
ÿ
XPobjpCq–
ψX |Xy ÞÑ
ÿ
XPobjpCq–
ψX . (3.31)
Lemma 3.16 (compare [4], Lemma 32). For every Hamiltonian H P EndpSCq, x|H “ 0.
7We will consider x| throughout this paper as a partial linear map on SC.
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Proof. By definition of Hamiltonians, i.e. x|H |Xy “ řY PobjpCq– hY,X “ 0R for all X P
objpCq–.
The main objective in the study of stochastic rewriting systems consists in the following
scenario: given a set of linear rules and of base frequencies8 for each rule (also referred to as
base rates), one would like to determine the stochastic dynamics of observable quantities of
the system. For rewriting systems, such quantities are so-called observables, whose precise
implementation will be specified momentarily. According to the (minimal process) CTMC
semantics, the system state is a time-dependent subprobability distribution over all possible
configurations of the dynamical system. The quantities of interest are the (time-dependent)
statistical moments of the observables with respect to this time-dependent subprobability.
(The CTMC semantics is in general a subprobability and not a probability because the chain
can ‘explode’ in finite time depending on H.)
Proposition 3.17 ([4], p. 7f and [7], Thm. 7.3). The space OC Ă EndRpCˆq of linear
operators that are diagonal in the basis of pure states |Xy P Cˆ and that originate from finite
linear combinations of operators that are representations of rule algebra elements is spanned
by so-called (DPO)-type observables, which are operators of the form
OkP :“ ρC
´
δ
´
okP
¯¯
, okP :“ pP K P qk k P LinpCq . (3.32)
Their action on pure states |Xy P Cˆ is given by
OkP |Xy “ ωkP pXq |Xy , ωkP pXq “ |MokP pXq| , (3.33)
with ωkM pXq P Zě0 the number of admissible matches of the rule okP P LinpCq in X P objpCq.
Proof. The claim follows directly by observing that according to Definition 3.1, applying a
linear rule of the form okP as above to an object X in DPO rewriting, the diagram constructed
according to (3.2) is symmetric, which entails that for every admissible match m : P ãÑ X,
pokP qmpXq “ X.
Example 3.18. Consider the finitary adhesive, extensive category FinGraph of finite
directed multigraphs. In order to illustrate the precise nature of observables as described in
Proposition 3.17, we define the following three variants of edge-counting graph observables,
presented as rule diagrams [4, 5] (i.e. with input graphs on the bottom, output graphs on
top and with the structure of the partial injective morphisms encoded in the underlying
spans of monomorphisms indicated by dashed lines):
OE00 :“ ρ
ˆ ˙
, OE01 :“ ρ
ˆ ˙
, OE10 :“ ρ
ˆ ˙
, OE11 :“ ρ
ˆ ˙
. (3.34)
Applying the three different observables e.g. to the graph state |Gy “ | y, we obtain
OE00 |Gy “ 1 ¨ |Gy , OE01 |Gy “ OE10 |Gy “ 2 ¨ |Gy , OE11 |Gy “ 3 ¨ |Gy . (3.35)
In other words, OE00 effectively only counts isolated edges, OE01 and OE01 count edges whose
target/source vertex is of arity 1, respectively, while OE11 counts edges regardless of any
constraints.
For practical purposes, the concept of connected observables plays a central role:
8The SI unit of the rates is rs´1s, yet since rates are always multiplied by the time parameter t (whose SI
unit is rss), we will omit the units for brevity.
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Definition 3.19. An observable OkP P OC is called connected if and only if there do not
exist observables Ok1P1 , O
k2
P2
P OC such that
OkP “ Ok1P1 ]Ok2P2 .
We denote the space of connected observables by OcC Ĺ OC.
Lemma 3.20. Any observable OkP P OC may be equivalently expressed in terms of a
polynomial in connected graph observables, whence if i P I is an indexing scheme for
elements of OcC, there exist coefficients fipOkP q P R such that
OkP “
ÿ
iPI
fipOkP qOi pOi P OcCq (3.36)
and where only finitely many of the coefficients are non-zero.
Proof. We prove the statement by induction. For generic rule algebra basis elements Rj ”
δprjq P RC (for j “ 1, 2, with r1, r2 P LinpCq), we have that
R1 ˚RC R2 “ R1 ]R2 `R1 fRC R2 , (3.37)
where R1 ] R2 is a shorthand for the contribution to R1 ˚RC R2 that arises from the
composition of the underlying linear rules r1 and r2 along a trivial match (cf. Lemma 3.4),
while R1 fRC R2 denotes all terms originating from nontrivial matches. Let ] denote
the lifting of the operation ` on rule algebra elements to their representations (compare
Definition 3.11), and gRC the lifting of the operation fRC , whence
ρCpR1qgRC ρCpR2q :“ ρCpR1qρCpR2q ´ ρCpR1q ] ρCpR2q . (3.38)
Then a single step of the recursion involves expressing a disconnected graph observable
O P OC,
O ”
ncĺ
i“1
Oci ,
where the Oci P OcC are connected observables, in the form
O “ Oc1
˜
ncĺ
i“2
Oci
¸
´Oc1 gRC
˜
ncĺ
i“2
Oci
¸
. (3.39)
As the second term has fewer connected components than O (including zero if nc “ 1), the
conclusion follows by induction.
Due to this Lemma, we will be able to focus our detailed analysis of stochastic dynamics
on connected observables without loss of generality. The second main technical tool is the
following:
Theorem 3.21 (Jump-closure theorem, cf. [7], Thm. 7.3). Let C be a finitary adhesive,
extensive category. Then for arbitrary linear rules
r ” pO K Iqo i P LinpCq ,
one finds that
x| ρCpδprqq “ x|Opδprqq , (3.40)
with the operation O : RC Ñ OC from rule algebra elements to observables defined via
Opδprqq :“ OiI , OiI :“ ρC
´
δ
´
pI K Iqi i
¯¯
. (3.41)
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We extend the operation O linearly in order to obtain an operation defined on generic elements
of RC.
Proof. Due to the definition of x|, for any r P LinpCq and for any object X P objpCq, one
finds that
x| ρCpδprqq |Xy “ |MrpXq| . (3.42)
On the other hand, the admissibility of a monomorphism m : I ãÑ X as a match of r into
X hinges according to Definition 3.1 solely on whether or not the pushout complement of
K
iãÝÑ I mãÝÑ X exists, i.e. is entirely independent of the precise nature of the data O oÐÝâ K of
the linear rule r. Consequently, one obtains the same number of admissible matches if one
replaces O
oÐÝâ K with any other data of the form O1 o1ÐÝâ K, and the claim follows.
Finally, all of these technical preparations permit us to formulate continuous-time
Markov chains for stochastic rewriting systems in a uniform fashion:
Theorem 3.22. Let C be a finitary adhesive, extensive category, and let
tpκj , rjqujPJ , κj P Rą0 , rj P LinpCq
be a (finite) set of pairs of base rates and linear rules. Then together with an initial state
|Ψ0y P ProbpSCq, this data specifies a continuous-time Markov chain with infinitesimal
generator H P EndRpCˆq defined as
H :“ Hˆ ` H¯ , Hˆ :“ ρCphq , H¯ :“ ´Ophq , h :“
ÿ
jPJ
κjδprjq . (3.43)
We refer to Hˆ as the off-diagonal and to H¯ as the diagonal contribution to H (for evident
reasons).
Proof. The claim follows by verifying the defining properties of infinitesimal stochastic
operators according to (3.28). Properties (3.28)(i) and (3.28)(ii) (i.e. the non-positivity of
the diagonal and the non-negativity of the off-diagonal contributions) follow directly from
the definition of H as in (3.43). Property (3.28)(iii) is equivalent to demanding that for all
pure states |Y y P Cˆ,
x|H |Y y “ 0 .
This property is readily verified to hold as a consequence of the structure of H and of the
jump closure theorem (Theorem 3.21), whereby x| Hˆ “ ´x| H¯, thus the claim follows.
At this point, we would like to provide some intuitions to the interested readers via a
comparison to Doi’s framework for chemical reaction systems in the one-species case (see
the proof of Theorem 5.2 for the multi-species case):
Example 3.23. Utilizing (3.23) of Example 3.7, we may provide a precise interpretation of
Doi’s formulation (2.12) for the infinitesimal generator H of a one-species chemical reaction
system:
H “
ÿ
i,o
κi,o
`
a: oai ´ a: iai˘
“
ÿ
i,o
κi,o
`
ρ
`
δ
`‚Z o ÐÝâH ãÝÑ ‚Z i˘˘´ ρ `δ `‚Z i ÐÝâH ãÝÑ ‚Z i˘˘˘ (3.44)
In other words, a one-species chemical reaction system is in fact verbatim a certain form of
stochastic rewriting system based upon discrete graph rewriting rules (and with a state-space
restricted to discrete graph states).
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3.4. Dynamics of exponential moment generating functions of observables. Sup-
pose now that for a particular application at hand one were interested in studying the
properties of a stochastic rewriting system via a denumerable set tOiuiPI of (w.l.o.g. con-
nected) observables Oi P OcC. With tλiuiPI a collection of formal variables, let us introduce
the convenient multi-index notation
λ ¨O :“
ÿ
iPI
λiOi . (3.45)
At least formally, in practice one would like to determine the exponential moment generating
function Mpt;λq ”Mpt;λ;Oq of the system9, which is defined as
Mpt;λq :“
A
eλ¨O
E
ptq ”
Aˇˇˇ
eλ¨O
ˇˇˇ
Ψptq
E
. (3.46)
Here, |Ψptqy “ Eptq |Ψp0qy is the time-dependent state of the stochastic rewriting system,
related to the Master equation via ddt |Ψptqy “ H |Ψptqy. Clearly, a closed-form solution for
Mpt;λq would amount to the knowledge of all moments of the observables of interest at all
times t ě 0 along the stochastic evolution, according to
xOi1 . . . Oinyptq “
”
B
Bλi1 . . .
B
BλinMpt;λq
ı ˇˇˇˇ
λÑ0
. (3.47)
Disregarding for the moment some potential problems with the formal exponential moment
generating function (such as the question of finiteness of all the moments, summability
of terms etc., which in practice have to be dealt with on a case-by-case basis; see how-
ever [24]), one may derive from the generic properties of a stochastic rewriting system and
the aforementioned results the following formal10 evolution equations:
Theorem 3.24 (Compare [4]). Let H denote the evolution operator of a stochastic rewriting
system, and let O1, O2, . . . (Oi P OcC) be an at most denumerable set of connected observ-
ables. Then the exponential moment generating function Mpt;λq fulfills the following formal
evolution equation:
B
BtMpt;λq “
A´
eadλ¨OH
¯
eλ¨O
E
ptq “
ÿ
ně1
1
n!
A´
ad˝ nλ¨OHˆ
¯
eλ¨O
E
ptq . (3.48)
Here, the so-called adjoint action of a linear operator A on a linear operator B (with A
and B composable) is defined as adAB :“ AB ´ BA, also referred to as the commutator
rA,Bs “ AB´BA of A and B. By convention, ad˝0A B :“ B, while ad˝ nA B for n ą 0 denotes
the n-fold application of adA to B.
Proof. By making use of the Master equation and (in the step marked p˚q) of a variant of
the BCH formula (see e.g. [45], Prop. 3.35), we may compute:
d
dt
A
eλ¨O
E
ptq “
A
eλ¨OH
E
ptq “
A´
eλ¨OHe´λ¨O
¯
eλ¨O
E
ptq p˚q“
A´
eadλ¨OH
¯
eλ¨O
E
ptq .
9Here and in the following, we will use the shorthand notation Mpt;λq instead of a more verbose notation
Mpt;λ;Oq, since the choice of the corresponding set of connected observables tOiuiPI may be assumed to
be clear from the context (and with λ ¨ O :“ řiPI λiOi providing the “pairing” of formal variables and
observables).
10Note in particular that we do not make any claims here on the existence of solutions of these formal
differential equations, which is why such equations at present must be analyzed on a case-by-case basis. We
will present a number of concrete examples where the analysis is possible in Sections 6 and 7.
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Expanding the exponential and using that ad˝ 0A B :“ B as well as x|H “ 0 (which follows
from Lemma 3.16, and also explicitly from Theorem 3.21) results in the expanded form of
the evolution equation.
Consequently, the evolution of observables is entirely governed by static combinatorial-
algebraic relationships as encoded in the nested commutators in (3.48) of Theorem 3.24. We
invite the interested readers to consult Example 2.2 for a concrete case of the moment EGF
evolution equation in the case of a one-species chemical reaction system.
4. Combinatorial conversion for stochastic rewriting systems
Combining the result on the evolution of the exponential moment generating function
Mpt;λq for a chosen subset O “ tO1, O2, . . . u of observables as presented in Theorem 3.24
with the result on jump-closure of observables (Theorem 3.21), we encounter the following
fundamental problem: each contribution to the evolution equation (3.48) of the formAˇˇˇ´
ad˝ nλ¨OHˆ
¯
may be transformed by virtue of the jump-closure theorem into a linear combination of
terms of the form x|O1k for O1k P OC. In general, these terms may involve new observables
not in our chosen subset O.
We will now focus on a class of special cases in which this complication is absent.
This will allow for making contact between traditional techniques of analyzing exponential
moment generating functions known from the statistics literature and SRSs.
Definition 4.1. Consider a stochastic DPO rewriting system over a finitary adhesive,
extensive category C with evolution operator H. Then we refer to a set O of connected
graph observables,
O “ tOi P OcCuiPI ,
for some (possibly countably infinite) index set I as polynomially jump-closed if and
only if all higher moments of the observables Oi have evolution equations as in (3.48) that
are expressible in terms of polynomials in the observables Oi. More concretely, this entails
the polynomial jump closure pPJCq condition namely that for all n
pPJCq DNpnq P ZIě0, γnpλ; kq P R : x| ad˝ nλ¨OH “
Npnqÿ
k“0
γnpλ; kq x|Ok . (4.1)
Here, the multi-index notation Ok denotes a product of linear operators Oi according to
Ok :“
ź
iPI
Okii .
Since the definition also covers the trivial case where I indexes all basis elements of the
space OcC of connected graph observables, we sometimes emphasize the non-trivial cases
where I is either a finite set, or where tOiuiPI is a strict subset of the set of basis elements
of OcC.
The readers interested in a heuristic motivation for the concept of polynomial jump-
closure is invited to consult the proof of Theorem 5.2, in which this property is illustrated
for the special case of (multi-species) chemical reaction systems that coincide with a certain
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type of stochastic rewriting systems over discrete graphs.
The property of polynomial jump-closure has the following remarkable consequence for
a stochastic rewriting system, which constitutes one of the main results of this paper:
Theorem 4.2 (The Combinatorial Conversion Theorem). For a polynomially jump-closed
set of observables O “ tOiuiPI (with Oi P OcC for all i P I) of a stochastic rewriting system
over a finitary adhesive, extensive category C with evolution operator H, the evolution
equation for the exponential moment generating function Mpt;λq of O may be converted from
its explicit expression in the observables Oi into a partial differential equation of Mpt;λq
itself w.r.t. the formal parameters tλiuiPI :
B
BtMpt;λq “ Dpλ, BλqMpt;λq , Dpλ, Bλq “
¨˝”
x|
´
eadλ¨OH
¯ı ˇˇˇˇ
OiÑ BBλi
‚˛|Hy . (4.2)
Here, in the definition of the differential operator D, we have made use of the assumption of
polynomial jump-closure in converting the expression in square brackets into x| applied to a
formal series in the Oi.
Proof. The proof follows immediately from the following application of the polynomial
jump-closure assumption: with λ ¨ O “ řiPI λiOi, polynomial jump closure of O w.r.t. H
implies that
@n P Zą0 : x| ad˝ nλ¨OHeλ¨O “
Npnqÿ
k“0
γnpλ; kq x|Okeλ¨O
“
Npnqÿ
k“0
γnpλ; kq
´
B
Bλ
¯k x| eλ¨O .
(4.3)
Here, we made use of the convenient multi-index notation´
B
Bλ
¯k
:“
ź
iPI
´
B
Bλi
¯ki
, (4.4)
such that in particular ´
B
Bλ
¯k
eλ¨O “ Okeλ¨O .
Invoking Theorem 3.24, we find via (4.3) an evolution equation of the form
B
BtMpt;λq “
Aˇˇˇ´
eadλ¨OH
¯
eλ¨O
ˇˇˇ
Ψptq
E
“
ÿ
ně1
1
n!
Aˇˇˇ´
ad˝ nλ¨OHˆ
¯
eλ¨O
ˇˇˇ
Ψptq
E
“
ÿ
ně1
1
n!
Npnqÿ
k“0
γnpλ; kq
´
B
Bλ
¯k Aˇˇˇ
eλ¨O
ˇˇˇ
Ψptq
E
.
Finally, the auxiliary identity
x| eλ¨O |Hy “ x|Hy “ 1
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permits to verify that
Dpλ, Bλq :“
ÿ
ně1
1
n!
Npnqÿ
k“0
γnpλ; kq
´
B
Bλ
¯k “
¨˝”
x|
´
eadλ¨OH
¯ı ˇˇˇˇ
OiÑ BBλi
‚˛|Hy , (4.5)
which concludes the proof.
While we will present some concrete examples of combinatorial conversion for non-
discrete graph rewriting systems in Sections 6 and 7, it is worthwhile emphasizing that the
concept itself is modeled after the type of computation relevant in the determination of
moment EGF evolution equations in chemical reaction systems (see (2.25) of Example 2.2).
5. Moment bisimulation
The manner in which the Combinatorial Conversion Theorem describes the evolution of
connected observables by the evolution of their exponential moment generating function,
and whence of a formal power series, motivates the following definition:
Definition 5.1 (Moment bisimulation). Consider two SRSs with Hamiltonians Hi and
two equinumerous sets Oi of connected observables polynomially jump-closed w.r.t. Hi,
respectively (i P 1, 2). Denote by f : O1 –ÝÑ O2 a bijection of the two sets of observables.
Then the pairs pH1,O1q and pH2,O2q are said to be moment bisimilar (via f) if the
moment bisimilarity pMBq condition holds:
pMBq
¨˝”
x|
´
eadλ¨OH1
¯ı ˇˇˇˇ
OiÑ BBλi
‚˛|Hy “
¨˝”
x|
´
e
adλ¨fpOqH2
¯ı ˇˇˇˇ
fpOiqÑ BBλi
‚˛|Hy . (5.1)
Here, we have employed the multi-index notations
λ ¨O :“ λ1O1 ` . . .` λnOn , λ ¨ fpOq :“ λ1fpO1q ` . . .` λnfpOnq ,
with n “ |O1| “ |O2|, and where for each j P t1, . . . , nu, fpOjq P O2 denotes the image of
Oj P O1 under the isomorphism f : O1 –ÝÑ O2.
By virtue of the Combinatorial Conversion Theorem (Theorem 4.2), in the situation
described in the definition the moment bisimilarity condition pMBq, letting
M1pt;λq :“
Aˇˇˇ
eλ¨O
ˇˇˇ
Ψ1ptq
E
and M2pt;λq :“
Aˇˇˇ
eλ¨fpOq
ˇˇˇ
Ψ2ptq
E
entails that
B
BtM1pt;λq “ BBtM2pt;λq . (5.2)
Therefore, for choices of initial states |Ψ1p0qy , |Ψ2p0qy P ProbpSq such that M1p0;λq “
M2p0;λq one finds that M1pt;λq “M2pt;λq for all t ě 0.
As a first step towards a constructive theory of moment bisimulation, we present in the
following a peculiar scenario in which a polynomially jump-closed set of connected observables
O for a stochastic rewriting system (SRS) with Hamiltonian H is moment bisimilar to a
set Odiscr of discrete connected observables for a Hamiltonian Hdiscr of a discrete SRS. The
idea originated from previous work on the study of exponential moment generating function
evolution equations for chemical reaction systems [6], which uncovered the precise form
such evolution equations may take (and thus a characterization of the discrete moment
COMBINATORIAL CONVERSION AND MOMENT BISIMULATION 25
bisimilarity class). The interested readers may wish to compare the following statements
to the discussion of discrete graph rewriting systems (i.e. chemical reaction systems) as
provided in Section 2.
Theorem 5.2 (Discrete Moment Bisimulation). Let H “ řjPJ κjpρphjq ´ Ophjqq be the
Hamiltonian of a SRS, and let O “ tOi P OcuiPI be a polynomially jump-closed set of
observables for H. Suppose the following two conditions11 (amounting to the discrete moment
bisimulation pDMBq condition) are verified:
pDMBq
piq @i P I, j P J : Dηij P Z : adOipρphjqq “ ηijρphjq
piiq @j P J : Dαj P R, kj P ZIě0 : x| ρphjq “ αj
kjÿ
n“0
s1pkj , nq x|On ,
(5.3)
where we made use of the multi-index notation12
s1pkj , nq :“
ź
iPI
s1ppkjqi;niq . (5.4)
Then for every bijection F : I –ÝÑ C from I to a set of vertex colors C, denoting by
Odiscr :“ tnˆcucPC a set of discrete connected graph observables (with nˆc P Odiscr counting
vertices of color c P C) and by Hdiscr the Hamiltonian of an SGRS of discrete graphs with
vertices of colors C defined as
Hdiscr :“
ÿ
jPJ
αjκjpρph˜jq ´ Oph˜jqq , h˜j :“ δ
´
‚pηj`kjq ÐÝâH ãÝÑ ‚kj
¯
, η
ji
:“ ηij . (5.5)
the pair pH,Oq is moment bisimilar to pHdiscr,Odiscrq via the isomorphism fpOiq :“ nˆF piq.
Proof. The proof relies on results from the theory of stochastic mechanics for chemical
reaction systems recently developed by the first-named author and his team [6]. Let thus C
be a set of colors, and let
a:c :“ ρ pδ p‚c ÐÝâH ãÝÑ Hqq and ac :“ ρ pδ pH ÐÝâH ãÝÑ ‚cqq
denote the “creation” and “annihilation” operators, respectively (of vertices of color c P C;
see also [4, 7] for an extended discussion). According to these definitions, the operators fulfill
the canonical commutation relations of the multi-species Heisenberg-Weyl algebra, whence
for all c, c1 P C,
ra:c, a:c1s “ 0 “ rac, ac1s , rac, a:c1s “ δc,c11 .
Let |‚` ny denote the basis vector associated to the finite discrete graph with |n| :“ řcPC nc
vertices (with nc vertices of color c P C), and nˆc :“ a:cac the so-called number operator of
color c, which by definition is effectively a graph observable “counting” vertices of color
c P C,
nˆc
ˇˇ‚` nD “ nc ˇˇ‚` nD .
11One may further relax condition piq to allow for constant coefficients ηij “ βi ¨ η1ij with βi P R‰0 and
η1ij P Z, at the expense of a change of formal variables λi.
12Here, s1pm,nq denotes the (signed) Stirling numbers of the first kind, cf. sequence A008275 of the OEIS
database [1]); compare (2.16).
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It may be checked from our definitions of rule composition that one may w.l.o.g. restrict the
set of linear rules of discrete graphs acting on discrete graphs only to the standard set of
linear rules giving rise to rule algebra elements of the form
ho,i :“ δ
`‚` o ÐÝâH ãÝÑ ‚` i˘ ,
since for all i, o, n P ZCě0 and for all injective partial morphisms´
‚` o tàÝ ‚` i
¯
“
´
‚` o ÐÝâ ‚` k ãÝÑ ‚` i
¯
,
one finds that
ρ
´
δ
´
‚` o ÐÝâ ‚` k ãÝÑ ‚` i
¯¯ ˇˇ‚` nD “ ρ `δ `‚` o ÐÝâH ãÝÑ ‚` i˘˘ ˇˇ‚` nD .
Using the canonical commutation relations to verify the formula
Ho,i :“ ρpho,iq “ a: oai ,
we thus arrive at the first conclusion that we have identified the in this sense canonical basis
for infinitesimal generators of discrete graph rewriting CTMCs. It remains to derive the
precise form of the algebraic conditions as presented in the theorem. To this end, applying
yet again the canonical commutation relations and making use of the jump-closure theorem,
we derive the following two properties of discrete rewriting systems:
piq rnˆc, Ho,is “ poc ´ icqHo,i
piiq x|Ho,i “ x| a: iai “
iÿ
k“0
˜ź
cPC
s1pic, kcq
¸
x| nˆk
Here, piiq may be seen as the multi-colored variant of (2.16). The claim of the theorem then
follows by requiring the candidate SGRS and its polynomially jump-closed set of observables
to satisfy the equivalent of equations piq and piiq above for a choice of “index-to-color”
bijection f : I –ÝÑ C.
The key point of this theorem is that one may focus on computing the evolution of
Mdiscrpt;λq instead of on the more difficult task of computing Mpt;λq directly. In particular,
this opens the possibility of using e.g. standard SSA techniques to obtain (approximations
of) Mdiscrpt;λq or individual moments by means of simulations, or to employ in favorable
cases exact solution techniques such as the ones developed in [6] for solving the evolution
equation for Mdiscrpt;λq (and whence, if Mdiscrp0;λq “Mp0;λq, for Mpt;λq). Intriguingly,
this opens the possibility to obtain probability distributions of observable counts, a feature
hardly ever realizable in practice via direct simulation of stochastic graph rewriting systems.
While as explained in the proof of this theorem any discrete graph observable may be
expressed as a polynomial in the discrete graph observables nˆc with precisely the Stirling
number coefficients as demanded by the theorem, this feature does not hold in general for
generic graph observables, which renders the search for realizations of discrete moment
bisimulations a highly non-trivial task.
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6. Application example case study: a Voter Model
Consider the following variant of a Voter Model [25], constructed as a stochastic graph
rewriting system over the (colored version of the) finitary adhesive, extensive category
uGraph [7] of finite undirected multigraphs with the following four transitions:
κ0àÝÝ , κ1àÝÝ , κ01àÝÝÝ , κ10àÝÝÝ . (6.1)
In this shorthand notation, vertices marked are of either black or white color. Translating
the graphical rules into rule algebra elements via the standard dictionary presented in this
paper, we obtain the following explicit realization of the model.
Notational convention: In visualizations of rule algebra elements associated to linear
rules via rule diagrams, we take the convention that “time flows upwards”, i.e. the bottom
graph denotes the input I and the top graph the output O of the respective linear rule
pO Ð K Ñ Iq depicted a given diagram, while the dotted lines indicate which elements
are preserved throughout the transformation (i.e. the structure of the graph K and of
the embeddings K Ñ I and K Ñ O). For visual clarity, elements of O and I not in the
codomains of K Ñ O and K Ñ I, respectively, will be marked by in- and outgoing dotted
lines decorated with a ˆ symbol. As a notational simplification, we will moreover from
hereon no longer indicate graphically whether a given edge is preserved vs. deleted and
then recreated, since the two corresponding rules are indistinguishable in their action on
graphs according to our notion of canonical representation. Consequently, we may lighten
our graphical notations by assuming that edges on the input of a rule are always deleted,
while edges on the output are always created, which permits us to drop the dotted lines that
were previously used to indicate these fine details for the edges altogether.
Definition 6.1. The Voter Model is a stochastic DPO graph rewriting system with evolution
operator (with the operation O as defined in (3.41))
HVM :“ ρphVM q ´ OphVM q
hVM :“ κ0ph0w ` h0bq ` κ1ph1w ` h1bq ` κ01h01 ` κ10h10
h0w :“ , h0b :“ , h1w :“ , h1b :“
h01 :“ , h10 :“
Oph0wq “ Oph1wq “ O , Oph0bq “ Oph1bq “ O
Oph01q “ Oph10q “ O .
(6.2)
Here, we have made use of the shorthand notation OP :“ ρpδpP Ðâ P 1 ãÑ P qq, with
P P objpCq– a “pattern”, and for P 1 obtained from P by dropping all edges (which is the
shape of observables obtained by applying O to the contributions of H in the present case).
Our aim in studying this model is to illustrate the utility of the technique of exponential
moment generating function approach in interplay with the rule algebra formalism. To this
end, let us study the time-evolution of the exponential moment generating function of the
following graph observables (counting vertices and edges of the different colors):
Ow :“ O , Ob :“ O , Oww :“ 12O , Owb :“ O , Obb :“ 12O .
28 N. BEHR, V. DANOS, AND I. GARNIER
Making use of rule-algebraic compositions, we may first of all convert the expressions for
Ophiwq and Ophibq (i “ 0, 1) into the form
Ophiwq “ pOw ´ 1qOwb , Ophibq “ pOb ´ 1qOwb . (6.3)
In the analysis presented in the following, we will feature a number of typical characteristics
of such computations, which here include the appearances of certain symmetries due to
conservation laws (of total numbers of vertices and of edges, respectively).
To provide a simple, yet non-trivial example of discrete moment bisimulation, let us
consider the case κ01 “ κ10 “ 0, i.e. the Voter Model without vertex-recoloring transitions.
Denote by HF :“ HVM |κ01“κ10“0 the corresponding Hamiltonian. It is evident that the
remaining (“edge-flipping”) transitions, do not modify the numbers of vertices of white and
black color, respectively, a feature that manifests itself upon computing the exponential
moment generating function for the vertex observables Ow and Ob:
adλwOw`λbObpHF q “ 0
(3.48)ùùùñ BBtMFvpt;λw, λbq :“ BBt x| eλwOw`λbOb |Ψptqy “ 0
ô MFvpt;λw, λbq “MFvp0;λw, λbq .
(6.4)
If we initialize the system at a pure graph state, i.e. for |Ψp0qy “ |G0y (for some graph
G0), for which x|Ox |G0y “ Nx (x P tw, bu) are the numbers of white and black vertices,
respectively, we find the explicit formula
MFvpt;λw, λbq “MFvp0;λw, λbq “ eλwNw`λbNb , (6.5)
which in turn implies that Ox |Ψptqy “ Nx |Ψptqy for x P tw, bu and for all t ě 0.
To determine the dynamics of edge observables, we introduce the notations
λE ¨OE :“ λwwOww ` λwbOwb ` λbbObb
κF ¨HF :“ κ0pH0w `H0bq ` κ1pH1w `H1bq
(6.6)
with HX :“ ρphXq and compute the following commutator (using the rule algebra):
rλE ¨OE , κF ¨HF s “ κ0pλww ´ λwbqH0w ` κ1pλbb ´ λwbqH1b . (6.7)
We observe in particular that for OE :“ Oww `Owb `Obb,
adOE pκF ¨HF q “ 0 , (6.8)
whence the total number of edges NE “ Nww ` Nwb ` Nbb is conserved by the rewriting
rules. Secondly, the commutation relation (6.7) entails the following evolution equation for
the edge-observable EMGF Mpt;λEq:
B
BtMpt;λEq “ BBt
Aˇˇˇ
eλE ¨OE
ˇˇˇ
Ψptq
E
(3.48)“
ÿ
ně1
1
n!
Aˇˇˇ´
ad˝ nλE ¨OE pκF ¨HF q
¯
eλE ¨OE
ˇˇˇ
Ψptq
E
“
Aˇˇˇ´
κ0
´
eλww´λwb ´ 1
¯
H0w ` κ1
´
eλbb´λwb ´ 1
¯
H1b
¯
eλE ¨OE
ˇˇˇ
Ψptq
E
.
(6.9)
Due to the jump-closure property described in Theorem 3.21 and via (6.3), we find that
x|H0w “ x|Oph0wq “ x| pOw ´ 1qOwb , x|H1b “ x|Oph1bq “ x| pOb ´ 1qOwb . (6.10)
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Assuming moreover that |Ψp0qy “ |G0y for some graph G0 (and whence x|Ox |Ψptqy “ Nx
for x P tw, bu and all t ě 0), we finally obtain the following instance of the Combinatorial
Conversion Theorem:
B
BtMpt;λEq “ K
´
κ¯0
´
eλww´λwb ´ 1
¯
` κ¯1
´
eλbb´λwb ´ 1
¯¯
B
BλwbMpt;λEq
K :“ κ0pNw ´ 1q ` κ1pNb ´ 1q , κ¯0 :“ κ0pNw´1qK , κ¯1 :“ κ1pNb´1qK .
(6.11)
This particular type of partial differential equation may be solved e.g. via the semi-linear
normal-ordering technique as introduced in [29, 10, 12] (and recently applied in [6] to
semi-linear PDEs for chemical reaction systems). Together with the initial condition
Mp0;λEq “ eλwwNww`λwbNwb`λbbNbb , (6.12)
where Nxy denotes the initial number of edges of type xy, we thus obtain the following
closed-form solution:
Mpt;λEq “ eλwwNww`λbbNbb
´
e´Kteλwb ` `1´ e´Kt˘ ´κ¯0eλww ` κ¯1eλbb¯¯Nwb . (6.13)
We present in Figure 3(b) the time-evolution of the first and second cumulants of the graph
observables (computed from the corresponding EMGF Cpt;λEq “ logpMpt;λEqq). Noticing
that the commutation relations presented in (6.7) precisely fulfill the requirements of the
discrete moment bisimulation theorem (Theorem 5.2), we may in fact conclude that via
an isomorphism pww,wb, bbq – pW,D,Bq of “indexes-to-colors” the evolution of the edge
observable counts is bisimilar to the discrete rewriting system with linear rules
‚W κ0pNw´1qàÝÝÝÝÝÝ ‚D , ‚B κ1pNb´1qàÝÝÝÝÝÝ ‚D and Odiscr “ tnˆW , nˆD, nˆBu . (6.14)
Since for probability distributions of discrete rewriting systems one has the well-known
relationship
P pt;λq “Mpt; lnpλqq (6.15)
between probability and moment generating functions, and due to the conservation of the
overall number of edges in this rewriting system, it is thus possible to compute the ternary
discrete probability distribution plots as presented in Figure 3. To the best of our knowl-
edge, this appears to be the first such computation of graph observable count probability
distributions for stochastic graph rewriting systems of this kind.
We conclude our practical application example by illustrating the typical problem of
the failure of the polynomial jump-closure property for a given set of graph observables,
indicating that in practice the Combinatorial Conversion Theorem yields a valuable guiding
criterion for analyzing SGRSs. The problem is exemplified via the following commutator:
rOww, H01s “ H01 ` ρ
ˆ ˙
, H01 “ ρpδph01qq .
Since this term would give a contribution to the evolution of the moments of the edge
observable Oww according to the Combinatorial Conversion Theorem, we thus face the
typical problem of growing motifs: taking repeated commutators and applying the jump-
closure theorem, the evolution of the moments of Oww is encoded in a PDE that involves
observables for larger and larger motifs, and in particular the set of edge observables thus
no longer possesses the polynomial jump-closure property required by the Combinatorial
Conversion Theorem. It appears to be a fruitful direction for future research to refine our
understanding of the rule-algebraic structure of polynomially jump-closed sets of observables,
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and to understand better which types of approximation schemes might be available in order
to develop a notion of approximate polynomial jump-closure.
7. Application example case study: a toy cryptocurrency model
In order to demonstrate the versatility of the discrete bisimulation ideas, let us consider
a toy model for a cryptocurrency, loosely inspired by [63]. The state space of the model
is a particular kind of tree-like graph structure with four different types of vertices, with
transitions as illustrated in Figure 4: an active ticket type (marked ), a de-activated ticket
type (marked ), a transaction vertex type (marked ‚) and a ledger type (marked ). The
structure is interpreted as follows:
‚ Active tickets ˝ are necessary in order for a transaction vertex ‚ to be able to grow
the ledger, but their presence also activates the ticket growth and ticket pair growth
transitions.
‚ The tickets ˝ are de-activated over time at random; if all tickets at a transaction vertex ‚
are de-activated, that vertex in effect becomes inactive (i.e. can no longer perform any
transitions).
‚ Rearrangements of tickets between transaction vertices only occur between vertices ‚ with
exactly one active ticket and vertices ‚ with strictly more than one ticket (of which at
least one is active).
The model describes a type of self-correcting statistical behavior whereby at any given time
in the random evolution of the system there is a high probability that one of the transaction
vertices ‚ carries the largest number of active tickets and thus dominates the ledger growth.
As we will demonstrate in the following, this model possesses a set of polynomially jump-
closed observables that moreover exhibit the discrete bisimulation phenomenon. However,
since the resulting evolution equations are too complex still to be analytically solvable, we will
take advantage of the discrete bisimulation in performing SSA algorithm based simulations
of the associated discrete rewriting system, thereby gaining access to some key dynamical
statistical properties of this stochastic rewriting system system. The set of observables we
will consider is based on the following rule algebra elements:
o :“ , o :“ , ot :“ , o :“
o‚1 :“
˜ ¸
, o‚g :“ o‚ ´ o‚1 , o‚ :“
o 1 :“
˜ ¸
, o g :“ o ´ o 1 , o :“ .
(7.1)
The canonical representations OX :“ ρpoXq of the first four rule algebra elements oX
implement the counting of vertices of the different types. The observables O‚1 :“ ρpo‚1q in
effect counts transaction vertices ‚ that carry precisely one ticket , since in DPO rewriting
the application of a rule that deletes a vertex and some specified incident edges may only be
applied to a graph that has this precise pattern as subgraph. Analogously, O‚g :“ ρpo‚gq
counts transaction vertices ‚ with more than one ticket (of which at least one is active). This
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fine distinction will prove rather important for the model to exhibit a discrete bisimulation
property, as we will see momentarily. We also note that in all calculations of this type, one
typically has to include at least the observables into the analysis that are already present in
the system’s infinitesimal generator (i.e. in the form of the contribution Ophq), as is verified
by our above choice of observables.
In order to verify that the chosen system of observables possesses the polynomial jump
closure property (cf. Definition 4.1), we need to calculate the iterated commutators of
the various observables with the contributions hX (ranging over the transitions) to the
infinitesimal generator of the CTMC. We collect the corresponding data in Table 1. Note in
particular that some of the commutators do not “close” polynomially, but the terms that
interfere with the closure act trivially on the state space of the model, in which case one
may drop the trivially acting terms from the calculation; this is indicated by the notation
“S (for equality up to terms acting trivially on the state space). For brevity, we present only
these special cases explicitly, since the remaining commutators directly exhibit polynomial
jump closure13 and are rather simple in structure.
Since as the results of Table 1 reveal the contributions hX of the evolution operator are
eigenelements under the adjoint action of the vertex observables, it proves convenient to
exploit the following lemma in order to proceed:
Lemma 7.1. With the two formal linear operators ν ¨OV and ε ¨OE defined as
ν ¨OV :“ ν O ` ν O ` νtOt ` ν O , ε ¨OE :“ ε1O‚1 ` ε 1O 1 ` εgO‚g ` ε gO g ,
and with H the infinitesimal generator of the CTMC, one finds thatÿ
mě1
1
m!
x|
´
ad˝mν¨OV `ε¨OE pHq
¯
“
ÿ
qě1
1
q!
x|
´
ad˝ qν¨OV pHq
¯
`
ÿ
rě1
1
r!
x|
´
ad˝ rε¨OE pHq
¯
`
ÿ
r,qě1
1
r!q!
x|
´
ad˝ rε¨OE
´
ad˝ qν¨OV pHq
¯¯
.
(7.2)
Proof. Taking advantage (in the steps marked pcq) of the fact that observables commute (i.e.
rOX ,OY s “ 0), the claim follows from a straightforward application of the definition of the
adjoint action (eABe´A “ eadAB for A a formal operator, cf. [45], Prop. 3.35) and using the
property x|H “ 0 of the operator H (used in the steps marked p˚q):ÿ
mě1
1
m!
x|
´
ad˝mν¨OV `ε¨OE pHq
¯
“ x|
´
eadν¨OV `ε¨OE ´ 1
¯
H
p˚q“ x|
´
eadν¨OV `ε¨OE
¯
H
“ x| eν¨OV `ε¨OEHe´ν¨OV ´ε¨OE
pcq“ x| eε¨OE `eν¨OVHe´ν¨OV ˘ e´ε¨OE
13As an aside, it might be worth noting that it was crucial to define the rule hR in this fashion (i.e. tickets
are only relinked from transaction vertices with precisely one ticket to transaction vertices with strictly more
than one ticket), because if one dropped these constraints, one would obtain not only non-closure, but even
if one kept the first part of the constraint and would allow relinking to arbitrary transaction vertices, one
would lose the discrete bisimulation property.
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“ x| eε¨OEHe´ε¨OE `
ÿ
qě1
1
q!
x| eε¨OE
´
ad˝ qν¨OVH
¯
e´ε¨OE
p˚q“
ÿ
rě1
1
r!
x|
´
ad˝ rε¨OEH
¯
`
ÿ
qě1
1
q!
x|
´
ad˝ qν¨OVH
¯
ÿ
r,qě1
1
r!q!
x|
´
ad˝ rε¨OE
´
ad˝ qν¨OVH
¯¯
.
For the concrete model in hand, we find according to Table 1 the following adjoint action
of the vertex observables on H:ÿ
qě1
1
q!
x| ad˝ qν¨OV pHq “ rD
`
eν ´ν ´ 1˘ x|HD ` rG peν ´ 1q x|HG
` rT
`
eν `νt`2ν ´ 1˘ x|HT ``rP `e2ν `νt`2ν ´ 1˘ x|HP . (7.3)
For the edge observables, we findÿ
rě1
1
r!
x| ad˝ rε¨OE pHq “ rD
`
eε 1´ε 1 ´ 1˘ x|HD1 ` rD `eε g´ε g ´ 1˘ x|HDg
` rT peε1 ´ 1q x|HT ` rP
`
e2εg ´ 1˘ x|HP
` rR
`
eεg´ε1 ´ 1˘ x|HR .
(7.4)
The next step in the analysis then consists in assembling the EMGF evolution equation.
To this end, we also need to calculate the following identities (where HX :“ ρphxq and
OY :“ ρpoY q): x|HD “ x|O
x|HG “ x|HT “ x|HP “ x| pO‚1 `O‚gq
x|HDg “ x|O‚g , x|HD1 “ x|O‚1 .
(7.5)
The calculation of the contribution of the term x|HR to the EMGF evolution equation is
considerably more involved. In fact, we have to invoke the notion of equality up to terms
acting trivially on the state space of the model yet again in order to be able to proceed with
the analysis. As a first step, we compute (with the operation ] as introduced in (3.11))
x|HR “ x|
`O‚g ]O‚1˘ “ x| pO‚ ]O‚1q ´ x| pO‚1 ]O‚1q . (7.6)
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In order to resolve this equation, we need the following compositions:
O‚O‚1 “ O‚ ]O‚1 `O‚1 ` ρ
˜ ¸
` ρ
˜ ¸
` ρ
¨˚
˝ ‹˛‚ “S O‚ ]O‚1 `O‚1
O‚1O‚1 “ O‚1 ]O‚1 `O‚1 ` ρ
˜ ¸
` ρ
˜ ¸
` ρ
¨˚
˝ ‹˛‚ “S O‚1 ]O‚1 `O‚1
ñ O‚g ]O‚1“SO‚gO‚1 .
(7.7)
Thus invoking the up-to-trivial action on states equality “S ultimately is what renders the
system effectively polynomially jump-closed.
The final part of the calculation regards determining the formal differential operator D
that enters the evolution equation for the EMGF of the chosen observable. Let us introduce
the notation
Mpt; ν, εq :“ x| eν¨OV `ε¨OE |Ψptqy
ν ¨OV :“ ν o ` ν o ` νtot ` ν o , ε ¨OE :“ ε1O‚1 ` εgO‚g .
(7.8)
Then by assembling the results on the commutators as presented in Table 1 and the resulting
expressions calculated in equations (7.3), (7.4), (7.5), (7.6) and (7.7), we may determine via
Lemma 7.1 the evolution equation as follows:ÿ
qě1
1
q!
x| ad˝ qν¨OV `ε¨OE pHq
“S rD
`
eν ´ν `ε 1´ε1 ´ 1˘ x|O‚1 ` rD `eν ´ν `ε g´εg ´ 1˘ x|O‚g
` rG peν ´ 1q x| pO‚1 `O‚gq
` rT
`
eν `νt`2ν `ε1 ´ 1˘ x| pO‚1 `O‚gq
` rP
`
e2ν `νt`2ν `2εg ´ 1˘ x| pO‚1 `O‚gq
` rR
`
eεg´ε1 ´ 1˘ x|O‚1O‚g .
(7.9)
Here, we have made use of the special property of our model that ticket vertices are always
attached to transaction vertices, which entails that
x|O “S x|O‚ “ x|O‚1 ` x|O‚g . (7.10)
Moreover, we have made repeated use of the auxiliary elementary identity
pea ´ 1q ` peb ´ 1q ` pea ´ 1qpeb ´ 1q “ ea`b ´ 1 .
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Since thus the system possesses the property of polynomial jump closure (Definition 4.1),
we may apply the combinatorial conversion theorem (Theorem 4.2), and finally arrive at the
evolution equation
B
BtMpt; ν, εq“S Dpν, ε, Bν , BεqMpt; ν, εq
Dpν, ε, Bν , Bεq “
„
rD
`
eν ´ν `ε 1´ε1 ´ 1˘` rG peν ´ 1q
` rT
`
eν `νt`2ν `ε1 ´ 1˘` rP `e2ν `νt`2ν `2εg ´ 1˘ Bε1
`
„
rD
`
eν ´ν `ε g´εg ´ 1˘` rG peν ´ 1q
` rT
`
eν `νt`2ν `ε1 ´ 1˘` rP `e2ν `νt`2ν `2εg ´ 1˘ Bεg
` rR
`
eεg´ε1 ´ 1˘ Bε1Bεg .
(7.11)
Upon closer inspection, we find that this dynamical system fulfills all requirements of the
discrete moment bisimulation theorem (Theorem 5.2) if we either
(a) only consider vertex observables (and use the equivalence “S described in (7.10) in order
to write x| pO‚1 `O‚gq“S x|O in (7.8), which then allows to express the operator D in
terms of partial derivatives Bν ), or
(b) consider all observables but the observable O , i.e. set ν “ 0.
Since the total number of ticket type vertices may also be recovered as the sum of the
counts of the observables O‚1 and O‚g (again due to the specific structure of the model’s
state space), we will from hereon consider option pbq. A similar argument of course applies to
the inactive ticket type vertices , so we additionally set ν “ 0 without loss of information.
Thus the dynamical evolution of the statistical moments of the graph observables under
the transitions of the graph rewriting system coincides with the evolution of the number
count observables for the following discrete rewriting system (where we have made the
isomorphism of observables clear by letting a “discrete species” XY carry the identifier Y of
the associated graph observable OG):
X‚1
rDÝÝá X 1 X‚g rGÝá X g
X‚1
rGÝá X‚1 `X X‚g rGÝá X‚g `X
X‚1
rTÝá 2X‚1 `Xt ` 2X X‚g rTÝá X‚g `X‚1 `Xt ` 2X
X‚1
rPÝá X‚1 ` 2X‚g `Xt ` 2X X‚g rPÝá 3X‚g `X‚1 `Xt ` 2X
X‚1 `X‚g rRÝá 2X‚g .
(7.12)
In this highly non-trivial example of a discrete moment bisimulation, one may observe a
couple of interesting structures in the associated discrete rewriting system. At first glance, one
might in hindsight almost have anticipated some of the discrete transitions listed in (7.12),
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Figure 2: Example trajectory as produced by simulating the Kappa model as described in A.
since they in a certain sense amount to the causally consistent modifications of the observable
counts due to the transitions of the original graph rewriting system. But what is fascinating
is that our theorem ensures that this set of discrete transitions is in fact complete, in the
sense that there are no other possibilities for changes of graph observables influencing each
other during transitions (at least not until considering a larger set of observables in the
original system). It is also worthwhile noting that the transition system described in (7.12)
is not of the type of a branching process, due to the second order transitions described in
the last line of (7.12). One might thus envision that there exists an intimate link between
discrete moment bisimulations and causal analysis of stochastic rewriting systems, which we
plan to investigate further in future work.
Back to the system at hand, one may finally take full advantage of the discrete moment
bisimulation and extract dynamical statistical information on graph observables of our
model via simulation of the associated discrete rewriting system. The standard approach
for the simulation of discrete rewriting system is using Gillespie’s stochastic simulation
algorithm (SSA) [41]. We chose to apply the algorithm via using the KaSim simulation
suite14. Referring to Appendix A for the concrete implementation of our model (with an
example for a choice of reaction rates given), one may produce system trajectories such as
the one displayed in Figure 2. Further work with the simulation engine would allow one to
extract statistical information such as means of observable counts etc. in the exact same
fashion as familiar from the numerical study of chemical reaction networks. As the exemplary
computation presented in this section illustrates, one would of course ultimately strive to
develop some form of automatized algorithms in order to facilitate the search for interesting
closure properties of rule-algebraic commutation relations, an endeavor which we leave to
future work.
8. Conclusion and outlook
The framework presented in this paper firmly establishes the theory of stochastic rewriting
systems (SRSs) as a natural sub-discipline of the study of continuous-time Markov chains
and of statistical physics. Our formulation of SRSs in terms of a rule-algebraic stochastic
mechanics framework possesses a number of marked practical advantages over previous
approaches. At a fundamental level, it renders computations of the evolution of statistical
14Kappa Language (https://kappalanguage.org): A rule-based language for modeling interaction networks
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quantities such as the moments of observables quite analogous in nature to comparable
computations e.g. in the theory of chemical reaction systems (CRSs) (see e.g. [6]). Of
immediate practical importance is the discovery that just as in the case of CRSs, the
dynamics of statistical moments of observables is determined by certain static algebraic
relations, with the precise formulation of this discovery given by the Combinatorial Conversion
Theorem in Section 4. The theorem hinges on our novel and generalized notion of polynomial
jump-closure of sets of observables, whose rather combinatorial nature inspired the moniker
of the theorem. Perhaps the most fascinating aspect of this mathematical structure is a
striking resemblance of the moment evolution equations to certain evolution equations
of other types of generating functions in the theory of analytical combinatorics and of
combinatorial species [37, 12]. As a first hint of the utility of exploring such structural
similarities further, we have demonstrated in Section 6 how to apply a technique known
as semi-linear normal-ordering [29, 10, 12] (originally developed as part of the study of
exponential generating function of series of combinatorial numbers) in order to obtain exact,
closed-form solutions to moment generating function evolution equations.
The passage to the study of exponential generating functions of moments of graph
observables results in an additional novel avenue for the analysis of SRSs, which we refer to
as moment bisimulation (Section 5). Contrary to more traditional approaches of bisimulations
for CTMCs which are based on notions of lumpability of the state spaces of the CTMCs [13,
35, 61], our notion of bisimulation focuses instead on the evolution equations for the statistical
moments of observables: given two sets of polynomially jump-closed observables for two
different SRSs, we define the two systems to be moment bisimilar (w.r.t. the given sets of
observables) if their moment evolution equations according to the Combinatorial Conversion
Theorem coincide. While a detailed study of the structure of the resulting bisimilarity classes
is left to future work, we have presented one particularly interesting such class in the form of
the Discrete Bisimulation Theorem, which states the precise constructive conditions under
which an SRS with a chosen set of polynomially jump-closed observables is bisimilar to a
class of SRSs on discrete graphs, better known as chemical reaction systems. The criterion is
purely rule-algebraic and combinatorial in nature, and we presented in Section 6 a concrete
non-trivial example of an SRS that exhibits this phenomenon. We believe that moment
bisimulation has immense potential as a technique to improve the tractability of the analysis
of SRSs both in theory and in practice, and plan on taking it as the basis for the development
of combinatorics-based approximation algorithms in future work.
We envision that the stochastic mechanics approach of the present paper in conjunction
with further detailed studies of the techniques of combinatorial species theory [37, 12]
will ultimately lead to a deeper understanding of the evolution of stochastic dynamical
rewriting systems. In particular, our prototypical application example presented in Section 4
hints at the possibility for taking the rule-algebraic commutation relations that govern the
moment-dynamics as a constructive criterion in the design of SRSs. Taking inspiration from
frameworks such as the Kappa language [27] developed for describing biochemical reaction
networks, one might hope to unveil a fine interplay between the data structures (the objects
to be rewritten), the precise rule sets (modeling the transitions) and the observables (the
patterns to be observed) for a given SRS, where alternative design choices for a given system
may very well strongly influence the tractability of the stochastic moment evolutions. A
necessary precondition for such developments would consist in a constructive characterization
of the moment bisimilarity classes beyond the discrete bisimulation class, which we leave for
future work.
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(a) Time-evolution of the edge observable count probability distribution
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(b) Time-evolution of the means and (co-)variances of the edge observables
Figure 3: Exemplary time-evolution of a Voter Model with “edge-flipping” rules only, for
κ0 “ 12 , κ1 “ 118 and an initial state |Ψp0qy “ |G0y with pNw, Nb, Nww, Nwb, Nbbq “p5, 25, 0, 50, 0q.
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Appendix A. Kappa language implementation of the discrete bisimilar
reaction model
1 //// signatures
2 // (here: somewhat trivial, since we are only dealing with discrete
vertices)
3
4 %agent: TA() // transaction node type
5 %agent: LN() // ledger node type
6 %agent: PT(v{o g},T{a i}) // pattern with transaction node
7 // of degree one (o) or greater (g)
8 // and with ticket
9 // active (a) or inactive (i)
10
11 //// variables
12
13 //base rates:
14 %var: ’rD’ 0.42 // base rate of ticket deactivation per
second
15 %var: ’rG’ 0.05 // base rate of ledger growth per second
16 %var: ’rT’ 0.16 // base rate of ticket growth per second
17 %var: ’rP’ 0.05 // base rate of ticket pair growth per
second
18 %var: ’rR’ 0.2 // base rate of ticket rearrangement per
second
19
20 // initial condition parameters:
21 %var: ’nT0’ 10.0 // initial number of active tickets
22 %var: ’nt0’ 1.0 // initial number of transaction
nodes
23 %var: ’nL0’ 1.0 // initial number of ledger nodes
24
25 //// observables
26 %obs: ’ledger nodes ’ |LN()|
27 %obs: ’transaction nodes ’ |TA()|
28 %obs: ’active tickets at degree 1 transaction nodes ’ |PT(v{o},T{a})|
29 %obs: ’active tickets at degree >1 transaction nodes ’ |PT(v{g},T{a})
|
30 %obs: ’inactive tickets at degree 1 transaction nodes ’ |PT(v{o},T{i
})|
31 %obs: ’inactive tickets at degree >1 transaction nodes ’ |PT(v{g},T{i
})|
32
33 //// initial conditions
34 /* NOTE: this entails that the initial state is one transaction
vertex with nT0 active tickets and one leddger vertex linked to
the transaction vertex */
35 %init: ’nT0’ PT(v{g},T{a})
36 %init: ’nt0’ TA()
37 %init: ’nL0’ LN()
38
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39 //// transitions
40 ’rule D1’ PT(v{o},T{a}) -> PT(v{o},T{i}) @ ’rD’
41 ’rule D2’ PT(v{g},T{a}) -> PT(v{g},T{i}) @ ’rD’
42
43
44 ’rule G1’ PT(v{o},T{a}), . -> PT(v{o},T{a}) , LN() @ ’rG’
45 ’rule G2’ PT(v{g},T{a}), . -> PT(v{g},T{a}) , LN() @ ’rG’
46
47 ’rule T1’ PT(v{o},T{a}), ., ., ., . -> PT(v{o},T{a}),PT(v{o},T{a})
,TA(),LN(),LN() @ ’rT’
48 ’rule T2’ PT(v{g},T{a}), ., ., ., . -> PT(v{g},T{a}),PT(v{o},T{a})
,TA(),LN(),LN() @ ’rT’
49
50 ’rule P1’ PT(v{o},T{a}), ., ., ., ., . -> PT(v{o},T{a}),PT(v{g},T{a
}),PT(v{g},T{a}),TA(),LN(),LN() @ ’rT’
51 ’rule P2’ PT(v{g},T{a}), ., ., ., ., . -> PT(v{g},T{a}),PT(v{g},T{a
}),PT(v{g},T{a}),TA(),LN(),LN() @ ’rT’
52
53 ’rule rR’ PT(v{o},T{a}),PT(v{g},T{a}) -> PT(v{g},T{a}),PT(v{g},T{a})
@ ’rR’
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Table 1: Nested adjoint action of observables on contributions
to the infinitesimal generator.
adoXhY “ oX ˚R hY ´ hY ˚R oX
adν¨oV phq “ adν o `ν o `νtot`ν o prDhD ` rGhG`rThT ` rPhP ` rRhRq
“ pν ´ ν qrDhD ` ν rGhG
`pν ` νt ` 2ν qrThT ` p2ν ` νt ` 2ν qrPhP
ro‚1 , hDs “
«
,
ff
“ ´ “: ´hD1
ro‚, hDs “
«
,
ff
“ ´ “: ´hD‚
ñ “ε1o‚1 ` εgo‚g , hD‰ “ ´ε1hD1 ´ εghDg , hDg :“ hD‚ ´ hD1
rε1o‚1 ` ε‚o‚, hD1s “ ε1
˜
´hD1 ´
¸
`ε‚
˜
´hD1 ´
¸
“S ´ε1hD1 ´ ε‚hD1
rε1o‚1 ` ε‚o‚, hD‚s “ ε1
˜
´hD1 ´
¸
`ε‚
˜
´hD‚ ´
¸
“S ´ε1hD1 ´ ε‚hD‚
ñ ad˝ qε1o‚1`εgo‚g phDq “S p´ε1qqhD1 ` p´εgqqhDg
ad˝ qε
1
o
1
`ε go g phDq “S pε 1qqhD1 ` pε gqqhDg
adε1o‚1`εgo‚g`ε 1o 1`ε go g phGq “ 0
adε1o‚1`εgo‚g`ε 1o 1`ε go g phT q “ ε1rThT
adε1o‚1`εgo‚g`ε 1o 1`ε go g phP q “ 2εgrPhP
adε1o‚1`εgo‚g`ε 1o 1`ε go g phRq “ p´ε1 ` εgqhR
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rD−−−⇀ p“ hD :“ , oD :“
(a) Ticket de-activation
rG−−−⇀ p“ hG :“ , oG :“
(b) Ledger growth
rT−−−⇀ p“ hT :“
oT :“
(c) Ticket production
rP−−−⇀ p“ hP :“
oP :“
(d) Ticket pair production
rR−−−⇀ p“
hR :“
´
oR :“
˜
´
¸
]
˜ ¸
(e) Ticket rearrangement
Figure 4: Transitions, corresponding rule algebra elements and associated observable rule
algebra elements for the crypto-currency toy model. For the transitions, orange
highlights indicate the graphical elements that are (effectively) preserved through-
out the transition.
