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Abstract. In this work, we will introduce and study the notion of local randomness for compact
metric groups. We prove a mixing inequality as well as a product result for locally random groups
under an additional dimension condition on the volume of small balls, and provide several examples
of such groups. In particular, this leads to new examples of groups satisfying such a mixing
inequality. In the same context, we will develop a Littlewood-Paley decomposition and explore
its connection to the existence of spectral gap for random walks. Moreover, under the dimension
condition alone, we will prove a multi-scale entropy gain result a` la Bourgain-Gamburd and Tao.
1. Introduction
The aim of this work is to introduce and study the notion of local randomness for the class of
compact metric groups. As the name suggests, this notion aims at capturing a certain form of
randomness exhibited by these groups. Before proceeding to the precise definition of this notion,
let us make a few general remarks on the terminology and motivations behind the definition.
The notion of randomness is often understood as the lack of low-complexity structure. One
approach towards defining randomness is statistical randomness. Roughly speaking, statistical
randomness requires the putative random (sometimes called pseudo-random) object to pass certain
randomness tests, which are passed by truly random objects. Quasi-random graphs, introduced
by Chung, Graham, and Wilson [11] are examples of this kind. For instance, in such a graph the
number of edges connecting subsets A, B of vertices is close to δ|A| |B|, mimicking the typical
behavior of Erdo¨s-Re´nyi random graphs with density δ.
An alternative approach towards defining randomness is based on the non-existence of low-
complexity models. In taking up such an approach, one needs to clarify what a model means and
how its complexity is measured. Quasi-random groups, as named by Gowers, provide examples
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for this approach. Recall that a finite group G is said to be K-quasi-random when it admits no
non-trivial unitary representations of degree less than K. If one views a unitary representation of
a finite group as a model and its degree as its complexity, then qausi-random groups are precisely
groups without low-complexity models.
One of the main results of Gowers’s work, intertwining these two approaches, is that Cayley
graphs of quasi-random groups with respect to large generating sets yield quasi-random graphs in
the sense of Chung, Graham, and Wilson. This is based on a mixing inequality established in [15],
and generalized in [1]. Let us remark that, prior to [15], the quasi-randomness had been implicitly
exploited by Sarnak-Xue [19] and Bourgain-Gamburd [8].
In the present work we will define the notion of local randomness for a compact group G equipped
with a compatible bi-invariant metric d by means of an inequality of the form
(1.1) ‖pi(x)− pi(y)‖op ≤ C0(dimpi)Ld(x, y)
where C0 and L are parameters and pi varies over unitary representation of G; see Definition 2.1 for
the precise definition. The relation between this inequality and the non-existence of low-complexity
models for G can be understood as follows. Consider an η-discretization of G, that is, a maximal
set of points in G that are pairwise η-apart. From (1.1) it follows that for a unitary representation
pi of G (a model) to map these points to matrices that are pairwise at distance η1−, dim pi needs
to be polynomially large in η−1. Thus, a group satisfying (1.1) fails to have a low complexity
discretized model.
As the above definition indicates, local randomness of a compact group depends on the choice
of a compatible metric. As we shall later see, when flexibility in the choice of metric is afforded,
locally random groups can be characterized as those with finitely many non-equivalent irreducible
representations of a given degree, see Theorem 2.3.
Local randomness is much more fruitful when coupled with a dimension condition, see (DC). In
the presence of both properties, we will prove a local mixing inequality, Theorem 2.6. This can be
seen as an instance of statistical randomness and a multi-scale analogue of the mixing inequality
alluded to above. This inequality enables us to prove a product result, Theorem 2.8, for subsets
with large metric entropy, a result that can be best understood as a multi-scale version of Gowers’s
product theorem.
In order to study the behavior of random walks on locally random groups, we adapt the
Littlewood-Paley theory [7, 10] to this context. As an application, we will show that the study of
spectral gap for random walks on G can be reduced to that of functions living at small scale; see
Theorem 2.10 and Theorem 9.3.
Notable examples of groups to which our results apply include finite products of perfect real
and p-adic analytic compact Lie groups. In the special case of profinite groups, local randomness
is intimately connected to the notion of quasi-randomness introduced and studied in [23]; see
Proposition 5.6 for precise statements. It is also worth mentioning that inequality (1.1) has been
implicitly used in [12] to establish the existence of a dimension gap for Borelean subgroups of
compact Lie groups.
Our last theorem, Theorem 2.12, is an entropy gaining result in the spirit of a major ingredient
of the Bourgain-Gamburd expansion machine. Roughly speaking, this theorem asserts that when
X and Y are independent G-valued random variables, the Re´nyi entropy of XY at scale η is larger
than the average of the Re´nyi entropies of X and Y at scale η by a definite amount, unless algebraic
obstructions exist. This can be viewed as a weighted version of Tao’s result [21] and a common
extension of [7, 13, 5, 10].
In a forthcoming work, we shall use Theorems 2.12 and 9.3 in proving the spectral independence
of open compact subgroups of two non-locally isomorphic analytic simple Lie groups over local
fields of characteristic zero.
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This paper is structured as follows. In Section 2, we will review some basic definitions, set some
notation and state the main results of the paper. In Section 3, we gather a number of basic tools,
ranging from abstract harmonic analysis to notions related to metric spaces. Sections 4 and 5
feature prominent examples and fundamental properties of locally random groups. In Section 6,
we will prove a number of mixing properties for locally random groups, which will be employed in
Section 7 to show the product theorem. In Section 8, we will discuss in detail a Littlewood-Paley
decomposition of locally random groups. The connection to the spectral gap, stated in Theorem
2.10, is established in Section 9. Finally, in Section 10, we will prove Theorem 2.12.
2. Basic definitions and statement of results
In this section, we will state the main results of the paper. Let us begin by defining the notion
of local randomness.
Definition 2.1. Suppose G is a compact group and d is a compatible bi-invariant metric on G.
For parameters C0 ≥ 1 and L ≥ 1 we say (G, d) is L-locally random with coefficient C0 if for every
irreducible unitary representation pi of G and all x, y ∈ G the following inequality holds:
(2.1) ‖pi(x)− pi(y)‖op ≤ C0(dimpi)Ld(x, y).
We say a compact group G is locally random if (G, d) is L-locally random with coefficient C0 for
some bi-invariant metric d on G, and some values of L and C0.
Remark 2.2. (1) It is a standard fact that every second countable compact group can be
equipped with a compatible bi-invariant metric.
(2) One can easily check that (2.1) only depends on the unitary isomorphism class of pi.
(3) In the rest of the paper, we will drop d from the notation and use the phrase G is L-locally
random with coefficient C0. Often, the implicit metric d is a natural metric on G.
Our first theorem gives a characterization of locally random groups in terms of their unitary
dual.
Theorem 2.3 (Characterization). Suppose G is a compact second countable group. Then G is
locally random if and only if G has only finitely many non-isomorphic irreducible representations
of a given degree.
In [3] it is proved that a finitely generated profinite group has only finitely many irreducible
representations of a given degree if and only if G has the FAb property, that is, every open
subgroup of G has finite abelianization.
For η > 0 and x ∈ G, denote the open ball of radius η centered at x by xη. The L1-normalized
indicator function of the ball 1η is denoted by Pη :=
11η
|1η | , where | · | denotes the Haar measure. For
f ∈ L1(G) and a probability measure µ on G, we write fη = f ∗ Pη and µη = µ ∗ Pη, see (3.1) and
(3.2) for the definition of convolution.
Definition 2.4. Let G be a compact group equipped with a compatible metric d. We say (G, d)
satisfies a dimension condition DC(C1, d0) if there exist C1 ≥ 1 and d0 > 0 such that for all
η ∈ (0, 1) the following bounds hold.
(DC)
1
C1
ηd0 ≤ |1η| ≤ C1ηd0 .
Remark 2.5. (1) Measures satisfying this condition is also known as Ahlfors (or Ahlfors-
David) d0-regular measures.
(2) Whenever d is clear from the context, we suppress d from the notation and simply write
that G satisfies a dimension condition DC(C1, d0).
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Our second theorem shows that local randomness is particularly effective in the presence of a
dimension condition.
Theorem 2.6 (Scaled mixing inequality). Suppose G is an L-locally random group with coefficient
C0. Suppose G satisfies the dimension condition (DC). Then for every f, g ∈ L2(G) we have
‖f ∗ g‖22 ≤ 2‖fη ∗ gη‖22 + η1/(2L)‖f‖22‖g‖22
so long as C0
√
η ≤ 0.1.
Similar statements for finite groups, simple Lie groups and perfect Lie groups have been estab-
lished thanks to work of many authors, see e.g. [15, 1, 6, 10, 4].
Definition 2.7. Suppose X is a metric space and A ⊆ X. For η ∈ (0, 1), Nη(A) denotes the least
number of open balls of radius η with centers in A required to cover A. The metric entropy of A
at scale η is defined by
h(A; η) := logNη(A).
Theorem 2.8 (Product theorem for locally random groups). Suppose G is an L-locally random
group with coefficient C0. Suppose G satisfies the dimension condition DC(C1, d0). Then for every
ε > 0, there exists δ > 0 such that for all η > 0 and A,B ⊆ G satisfying
h(A; η) + h(B; η)
2
≥ (1− δ)h(G; η)
and ηε L,C0,C1,d0 1, we have
AηBηB
−1
η A
−1
η ⊇ 1ηε .
Definition 2.9. Suppose G is a compact group and µ is a symmetric Borel probability measure.
Denote by Tµ the convolution operator on L
2(G) mapping f to µ ∗ f . For a subrepresentation
(pi,Hpi) of L20(G), we let
λ(µ;Hpi) := ‖Tµ|Hpi‖op and L(µ;Hpi) := − log λ(µ;Hpi).
Given a G-valued random variable X, we define the Re´nyi entropy of X at scale η by
H2(X; η) := log(1/|1η|)− log ‖µη‖22,
where µ is the distribution (or the law) of X.
Theorem 2.10. Suppose G is an L-locally random group with coefficient C0. Suppose G sat-
isfies DC(C1, d0). Then there exist η0 > 0 small enough depending on the parameters and a
subrepresentation H0 (exceptional subspace) of L2(G) such that the following statements hold.
(1) (dimension bound) dimH0 ≤ 2C0η−d00 .
(2) (spectral gap) Let µ be a symmetric Borel probability measure whose support generates a
dense subgroup of G. Let a > max(4Ld0, 4L+2), and for i ≥ 1 set ηi := ηai0 . If for constant
C2 > 0 and for every positive integer i there exists an integer li ≤ C2h(G; ηi) such that
(Large entropy at scale ηi) H2(µ
(li); ηi) ≥
(
1− 1
20Ld0a3
)
h(G; ηi),
then
L(µ;L2(G)	H0) ≥ 1
40C2Ld0a3
.
In particular, L(µ;L20(G)) > 0.
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Finally, we prove a multi-scale entropy gain result which is in the spirit of [9, Lemma 2.1] by
Bourgain and Gamburd, and is a weighted version of [21, Theorem 6.10] by Tao. More details on
the background of this result will be mentioned in Section 10. Before we state this result, we recall
the definition of an approximate subgroup.
Definition 2.11. A subset X of a group G is called a K-approximate subgroup if X is a symmetric
subset, that is, X = X−1, and there exists subset T ⊆ X ·X such that #T ≤ K and X ·X ⊆ T ·X.
Theorem 2.12. Suppose G is a compact group which satisfies the dimension condition at scale η,
that is,
C−1ηd0 ≤ |1aη| ≤ Cηd0
holds for all a ∈ [C ′−1, C ′], where C > 1, C ′  1, d0 > 0 are fixed numbers. Suppose X and Y are
independent Borel G-valued random variables. If
H2(XY ; η) ≤ logK + H2(X; η) +H2(Y ; η)
2
for some positive number K ≥ (C2d0)O(1), then there are H ⊆ G and x, y ∈ G satisfying the
following properties:
(1) (Approximate structure) H is an O(KO(1))-approximate subgroup.
(2) (Metric entropy) |h(H; η)−H2(X; η)|  logK.
(3) (Almost equidistribution) Let Z be a random variable with the uniform distribution over
13η independent of X and Y . Then
P(XZ ∈ (xH)η) ≥ K−O(1) and P(Y Z ∈ (Hy)η) ≥ K−O(1).
Moreover,
|{h ∈ Hη| P(X ∈ (xh)3η) ≥ ĈK−102−H2(X;η)}| ≥ K−O(1)|Hη|,
where Ĉ is a constant of the form (C2d0)O(1).
3. Preliminaries and notation
The purpose of this section is to provide the necessary definitions and fix the notation for the
rest of the paper. For reader’s convenience, these have been organized in two subsections.
Let G be a compact Hausdorff second countable topological group. It is well known that G can
be equipped with a bi-invariant metric that induces the topology of G. Moreover, there exists
a unique bi-invariant probability measure defined on the Borel σ-algebra of G, called the Haar
measure. For a Borel measurable subset A of G, the Haar measure of A is denoted by mG(A) or
|A|. For a Borel measurable function f : G→ C, the integral of f with respect to the Haar measure
is denoted, interchangeably, by
∫
G
f or
∫
G
f(y) dy. We denote by Lp(G) the space (of equivalence
classes) of complex-valued functions f on G satisfying
∫
G
|f(x)|p dx <∞. For f ∈ Lp(G), we write
‖f‖p =
(∫
G
|f(x)|p dx
)1/p
.
We will also denote by C(G) the Banach space of complex-valued continuous functions f : G→ C,
equipped with the supremum norm. For f, g ∈ L1(G) the convolution f ∗ g is defined by
(3.1) (f ∗ g)(x) =
∫
G
f(y)g(y−1x) dy.
It is a fact that (L1(G),+, ∗) is a unital Banach algebra and if f ∈ L1(G) is a class function, then
f is in the center of this Banach algebra. Note also that L2(G) is naturally equipped with the
inner product defined by 〈f, g〉 = ∫
G
fg is a Hilbert space.
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When H is a Hilbert space and T : H → H is a bounded linear operator, we will define the
operator norm of T by
‖T‖op = sup
v∈H \{0}
‖Tv‖
‖v‖ .
When H is finite-dimensional, the Hilbert-Schmidt norm of T is defined by
‖T‖HS = (Tr(TT ∗))1/2,
where T ∗ denotes the conjugate transpose of the operator T . Note that when S and T are linear
operators on a finite-dimensional Hilbert space H , the following inequality holds
‖TS‖HS ≤ ‖T‖op‖S‖HS.
For a Hilbert space H , we write U(H ) for the group of unitary operators of H . A homomor-
phism pi : G→ U(H ) is continuous if the map
G×H →H , (g, v) 7→ g · v
is continuous. A unitary representation of G (or sometimes called a G-representation) is a pair
(H , pi) consisting of a Hilbert space H and a continuous homomorphism pi : G → U(H ). A
closed subspace H ′ ⊆ H is called G-invariant (or simply invariant when G is clear from the
context) if for every g ∈ G and every v ∈ H ′, one has g · v ∈ H ′. A representation (H , pi) is
called irreducible when dimH ≥ 1 and the only invariant subspaces are {0} and H itself. The
set of equivalence classes of irreducible unitary representations of G is called the unitary dual of
G and is denoted by Ĝ. If H ′ is an invariant subspace of H , we sometimes denote by H 	H ′
the orthogonal complement of H ′ in H, which is itself an invariant subspace of H . The set of
vectors v ∈ H satisfying pi(g)v = v for all g ∈ G is clearly a closed invariant subspace of H and
is denoted by H G.
The group G acts on L2(G) via (g · f)(x) = f(g−1x), preserving the L2-norm. Hence, it defines
a unitary representation of G on L2(G), which is called the regular representation of G.
Suppose µ and ν are Borel measures on G and f ∈ L1(G). The convolution µ ∗ f is defined by
(3.2) (µ ∗ f)(x) =
∫
G
f(y−1x) dµ(y).
Similarly, the convolution µ ∗ ν is the probability measure on G is defined through its action on
continuous functions via ∫
G
f d(µ ∗ ν) =
∫
G
∫
G
f(xy) dµ(x) dν(y),
where f ∈ C(G). The following special cases of Young’s inequality for f, g ∈ L2(G) and probability
measure µ will be freely used in this paper:
(3.3) ‖f ∗ g‖2 ≤ ‖f‖1 ‖g‖2, ‖f ∗ g‖∞ ≤ ‖f‖2 ‖g‖2, ‖µ ∗ f‖2 ≤ ‖f‖2.
Let us enumerate a number of well-known facts about unitary representations of G. First, it is
known that every pi ∈ Ĝ is of finite dimension, and that every unitary representation of G can be
decomposed as an orthogonal direct sum of pi ∈ Ĝ. A function f ∈ L2(G) is called G-finite if there
exists a finite-dimensional G-invariant subspace of L2(G) containing f . It is clear that G-finite
functions form a subspace of L2(G). We will denote this subspace by E(G). It follows from the
classical theorem of Peter-Weyl that E(G) ⊆ C(G) and that E(G) is dense in L2(G).
For pi ∈ Ĝ and f ∈ L1(G), the Fourier coefficient f̂(pi) is defined by
f̂(pi) =
∫
G
f(g)pi(g)∗ dµ(g).
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One can show that for f, g ∈ L1(G) and pi ∈ Ĝ, we have
f̂ ∗ g(pi) = ĝ(pi)f̂(pi).
Parseval’s theorem states that for all f ∈ L2(G) the following identity holds:
‖f‖22 =
∑
pi∈Ĝ
dim pi ‖f̂(pi)‖2HS.
Finally, we will remark that G is abelian if and only if every pi ∈ Ĝ is one-dimensional. In this
case, the above discussion reduces to the classical Fourier analysis on abelian groups.
In this subsection, we will collect a number of definitions from additive combinatorics that will
be needed later. Let G be as above, and recall that d denotes a bi-invariant metric on G. The ball
of radius η > 0 centered as x ∈ G is denoted by xη. The η-neighborhood of a set A, denoted by
Aη, is the union of all xη with x ∈ A.
A subset A ⊆ G is said to be η-separated if the distance between every two points in A is at
least η. An η-cover for A is a collection of balls of radius η with centers in A whose union covers A.
Recall that the minimum size of an η-cover of A (which is finite by compactness of G) is denoted
by Nη(A). The value
h(A; η) := logNη(A)
is called the metric entropy of A at scale η.
The characteristic function of a set A is denoted by 1A. For η > 0, we write Pη =
11η
|1η | . Note
that Pη belongs to the center of the Banach algebra L
1(G). For f ∈ L1(G) (µ probability measure
on G, respectively) we write fη (µη, respectively) instead of f ∗ Pη (µ ∗ Pη, respectively). The
cardinality of a finite set A is denoted by #A. The Re´nyi entropy of a G-valued Borel random
variable X at scale η > 0 is defined by
H2(X; η) := log(1/|1η|)− log ‖µη‖22,
where µ is the distribution measure of X. As H2(X; η) depends only on the distribution measure
µ of X, we will sometimes write H2(µ; η) instead of H2(X; η).
We will use Vinogradov’s notation A c1,c2 B to denote that A ≤ CB, where C = C(c1, c2) is
a positive function of c1, c2. We write A B to denote that A ≤ CB, for some absolute constant
C > 0. We similarly define c1,c2 and  for the reverse relations.
4. Local randomness and representations with bounded dimension
The main goal of this section is to prove Theorem 2.3. Along the way some basic properties of
locally random groups will also be proved.
Suppose f : Z+ → R+ is a strictly increasing function, and define
(4.1) dG,f (x, y) := sup
pi∈Ĝ
‖pi(x)− pi(y)‖op
f(dimpi)
.
Note that ‖pi(x)−pi(y)‖op
f(dimpi)
depends only on the (unitary) isomorphism class of pi. In the sequel we often
assume pi : G→ U(n) for some n ∈ N. Moreover, we remark that if pi is a finite dimensional unitary
representation of G with the orthogonal decomposition pi = ⊕i∈Ipii into irreducible representations,
then
(4.2)
‖pi(x)− pi(y)‖op
f(dimpi)
≤ max
i∈I
‖pii(x)− pii(y)‖op
f(dimpii)
≤ dG,f (x, y).
Lemma 4.1. Suppose G is a compact group and f : Z+ → R+ is a strictly increasing function.
Let dG,f be defined as in (4.1); then dG,f is a well-defined bounded, bi-invariant metric on G.
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Proof. Since ‖pi(x)‖op = 1 for all pi ∈ Ĝ and all x ∈ G, we have that dG,L(x, y) ≤ 2/f(1) for any
x, y ∈ G —we also used the fact that f is increasing. As pi(z) is a unitary matrix for any z ∈ G,
‖pi(x)− pi(y)‖op = ‖pi(zx)− pi(zy)‖op = ‖pi(xz)− pi(yz)‖op.
This implies dG,f is bi-invariant. Clearly dG,f satisfies the triangle inequality. By the Peter-Weyl
theorem, if x 6= y, then there is pi ∈ Ĝ such that pi(x) 6= pi(y). Hence, if x 6= y, then dG,f (x, y) 6= 0,
from which the claim follows. 
Next we want to explore the conditions under which the metric dG,f gives us the same topology
as the original topology of G. Indeed it suffices to study neighborhoods of the identity.
Lemma 4.2. In the above setting, dG,f induces the original topology of G if and only if
lim
x→1
dG,f (x, 1) = 0.
Proof. In order to distinguish the two topologies on G, we let Gf denote the topological space
whose point set is G and whose topology is generated by the metric dG,f .
If G and Gf coincide, then limx→1 dG,f (x, 1) = 0.
Conversely, let IG : G→ Gf be the identity map. Since dG,f is bi-invariant, limx→1 dG,f (x, 1) = 0
implies limx→y dG,f (x, y) = 0 for all y ∈ G. Hence IG is continuous. Since G is compact and IG is
a continuous bijection, it is a homeomorphism; this finishes the argument. 
The following is a generalization of Theorem 2.3.
Theorem 4.3. Suppose G is a compact group. The following statements are equivalent.
(1) For any strictly increasing function f : Z+ → R+, the metric dG,f induces the original
topology of G.
(2) For some strictly increasing function f : Z+ → R+, the metric dG,f induces the original
topology of G.
(3) For any positive integer n, {pi ∈ Ĝ| dim pi ≤ n} is finite.
We start by proving that the second condition implies the FAb condition.
Definition 4.4. A compact group G has the FAb property if Hab := H/[H,H] is finite for any
open subgroup H of G.
Lemma 4.5. Suppose G is a compact group and for some strictly increasing function f : Z+ → R+,
the metric dG,f induces the original topology of G. Then G has the FAb property.
Proof. We first show that N/[N,N ] is finite for any normal open subgroup N of G.
Let ξ ∈ N̂ , dim ξ = 1, and n ∈ Z+, then x 7→ ξ(x)n also defines a character of N ; we denote this
charatcter by ξn ∈ N̂ .
Let pin := ind
G
N(ξn). We can identify the space Hpin of the representation pin with
C[G]⊗C[N ] Hξn =
m⊕
j=1
C(gj ⊗ 1)
where C[G] and C[N ] are the corresponding group rings and {gj}mj=1 is a set of coset representatives
of N with g1 = 1; note that the inner product is induced from 〈gi ⊗ 1, gj ⊗ 1〉 = δij, and for any
y ∈ N we have
pin(y)(gj ⊗ 1) = gj ⊗ ξn(g−1j ygj) = ξ(g−1j ygj)n(gj ⊗ 1).
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Therefore, ‖pin(y) − I‖op = maxj |ξ(g−1j ygj)n − 1| ≥ |ξ(y)n − 1|. By Lemma 4.2, we get that for
any ε > 0 there exists η > 0 with the following property: for any ξ ∈ N̂ with dimension 1 and any
n ∈ Z+ we have
(4.3) |ξ(y)n − 1| ≤ f([G : N ])ε for all y ∈ N ∩ 1η
see (4.2).
Note that if ζ ∈ S1 \ {1} is a norm 1 complex number that is not 1, then there is a positive
integer n such that |ζn − 1| ≥ √3. Hence, (4.3) implies that if ε < √3/f([G : N ]), then ξ(x) = 1
for x ∈ N ∩ 1η. Therefore, there is η > 0 such that 1η ⊆ ker ξ for all ξ ∈ N̂ that has dimension 1;
thus, [N,N ] =
⋂
ξ∈N̂,dim ξ=1 ker ξ is an open subgroup of G. In particular, N/[N,N ] is finite.
Suppose now that H is an arbitrary open subgroup of G; then G acts on the finite set G/H
by the left multiplication. The kernel N of this action is an open normal subgroup of G. Since
[N,N ] ⊆ [H,H] and [N,N ] is an open subgroup, the claim follows. 
Lemma 4.6. Suppose G is a compact group and dG,f induces the original topology of G for some
strictly increasing function f : Z+ → R+. Then G has only finitely many open subgroups of index
at most n for any positive integer n.
Proof. Suppose to the contrary that G has infinitely many open subgroups {Hi}∞i=1 of index at
most n. Let pii be the representation of G on L
2(G/Hi). Since pii(x) is a permutation for any
x ∈ G, we have ‖pii(x) − I‖op ≥ 1 for x 6∈ kerpii. And so for any x 6∈ N :=
⋂∞
i=1 kerpii we have
dG,f (x, 1) ≥ 1/f(n). Therefore by Lemma 4.2, we have that N is an open subgroup of G.
Since kerpii ⊆ Hi, the sequence {Hi/N}∞i=1 consists of distinct subgroups of a finite group G/N ,
which is a contradiction. 
Next we prove a lemma on compact Lie groups which is essentially due to Platonov [17], and its
proof has some similarities with the proof of the Schur-Zassenhaus theorem in finite group theory.
We will provide a proof for the convenience of reader.
Lemma 4.7. Let G be a closed subgroup of the unitary group Un(C). Then there exists a finite
subgroup F ≤ G such that G = FG◦.
Proof. Let T be a maximal torus in G◦. For every g ∈ G, the torus T g := gTg−1 is also a maximal
torus in G◦, and hence, by conjugacy of maximal tori, there exists g0 ∈ G◦ such that T g = T g0 ,
or, equivalently, g−10 g ∈ NG(T ). This establishes that G = NG(T )G◦. In view of the fact that
Aut(T ) ' GLd(Z) is discrete, we have NG(T )◦ ⊆ CG(T ). Moreover, as T is a maximal torus,
we have CG(T )
◦ = T , and hence NG(T )◦ = T . From the compactness of NG(T ), we obtain that
[NG(T ) : NG(T )
◦] <∞, and hence we have the following exact sequence:
1→ T → NG(T )→ F → 1,
where F is a finite group. Since T is abelian, the conjugation action of NG(T ) on T induces an
action of F on T . For any f ∈ F and t ∈ T , we denote the action of f on t by tf . That means
if s : F → NG(T ) is a section for the projection map from NG(T ) to F , then tf = s(f)ts(f)−1 for
any f ∈ F and t ∈ T . For the section s, let c(f1, f2) = s(f1f2)−1s(f1)s(f2) for f1, f2 ∈ F . Note
that c(F × F ) ⊆ T , and we have
s(f1f2)c(f1, f2) = s(f1)s(f2).
From here one can verify the following 2-cocycle relation:
(4.4) c(f1, f2f3)c(f2, f3) = c(f1f2, f3)
f−13 c(f1, f2).
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Let α : F → T be defined in such a way that α(f)#F = ∏f ′∈F c(f ′, f). From (4.4) and the
definition of α we have
α(f1, f2)
#F =
∏
f ′∈F
c(f ′, f1f2) =
∏
f ′∈F
(
c(f ′f1, f2)f
−1
2 c(f ′, f1)c(f1, f2)−1
)
=
(
α(f2)
f−12 α(f1)c(f1, f2)
)#F
.
(4.5)
Let TF be the subgroup of T consisting of all elements of order dividing #F ; then from (4.5), it
follows that there exists a map ζ : F × F → TF such that for all f1, f2 ∈ F we have
α(f1f2) = α(f1)
f−12 α(f2)c(f1, f2)ζ(f1, f2).
Now consider the modified section s˜ : F → T defined by s˜(f) = s(f)α(f). A simple computation
shows that
s˜(f1f2) = s˜(f1)s˜(f2)ζ(f1, f2).
It follows that F := s˜(F )TF is a finite subset which is closed under multiplication, and hence a
subgroup of G. Clearly, we have NG(T ) = TF . As T ⊆ G◦, G = NG(T )G◦, and NG(T ) = TF , the
claim follows. 
Lemma 4.8. Let G0 be a compact connected simple Lie group of adjoint type. Suppose G is a
closed subgroup of
∏n
i=1G0 so that pri(G) = G0 for all i, where pri denotes the projection to the
i-th component; and assume that for all i 6= j and all θ ∈ Aut(G0) there exists x ∈ G such that
θ ◦ pri(x) 6= prj(x). Then G =
∏n
i=1 G0.
Proof. We proceed by induction on n. The base of induction is clear. For any i, let ji : G0 →∏n
i=1G0 be the natural injection to the i-th component and Ni := G ∩ ji(G0).
Suppose contrary to the claim that Ni 6= ji(G0) for some i. Without loss of generality we can
and will assume that N1 6= j1(G0). This and our assumption on G imply that N1 is a proper
normal subgroup of j1(G0), hence, it is trivial.
We conclude that the projection pr[2..n] : G →
∏n
i=2G0 to the components 2, . . . , n is injective.
Let H1 := pr[2..n](G) ⊆
∏n
i=2G0. Clearly H1 satisfies the same properties as G, hence by the
inductive hypothesis, we have H1 =
∏n
i=2 G0.
Let ξ :
∏n
i=2G0 → G be the inverse of the isomorphism pr[2..n] : G→ H1. Let
φ = pr1 ◦ξ :
∏n
i=2 G0 → G0.
Then G can be identified with the graph of φ, and φ is onto. Since ker(φ) is a normal subgroup of∏n
i=2G0, it follows that
[ker(φ), ji(G0)] = ji([pri(ker(φ)), G0]) ⊆ ker(φ).
As G0 = [G0, G0], we have ker(φ) =
∏
i∈I G0 for some I ⊆ [2..n].
This shows that
∏
i∈[2..n]\I G0 ' G0, that is, I = [2..n] \ {i1} for some i1, and
φ|ji1 (G0) : j1(G0)→ G0
is an isomorphism. Hence, there is θ ∈ Aut(G0) such that θ(pi1(x)) = pri1(x) for any x ∈ G, which
contradicts our assumption. 
Lemma 4.9. Let G be a compact group and assume that dG,f induces the original topology of
G for some strictly increasing function f : Z+ → R+. Then G has only finitely many pairwise
non-isomorphic irreducible representations of dimension n for any positive integer n.
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Proof. Suppose contrary to the claim that there are infinitely many pairwise non-isomorphic n-
dimensional irreducible representations {pii}∞i=1 ⊆ Ĝ.
Let Gi := pii(G) ⊆ Un(C). By Lemma 4.7, for every i there exists a finite subgroup Fi ⊆ Gi
such that Gi = FiG
◦
i . By Jordan’s theorem, Fi contains a normal abelian subgroup Ai of bounded
index, depending on n. Let Ni = pi
−1
i (AiG
◦
i ). Then Ni is a normal open subgroup of G with
[G : Ni]n 1. By Lemma 4.6, passing to a subsequence, we can and will assume that Ni is a fixed
subgroup N for all i ≥ 1. In particular, it follows that N surjects onto all Ai/(Ai ∩G◦i ) for i ≥ 1.
By Lemma 4.5, N has a finite abelianization. Hence we must have supi[Ai : Ai ∩G◦i ] <∞, which
implies that
(4.6) sup
i
[G : pi−1i (G
◦
i )] ≤ [G : N ] sup
i
[Ai : Ai ∩G◦i ] <∞.
As Hi := pi
−1
i (G
◦
i ) is an open subgroup for all i, by the assumption and (4.6), after passing to a
subsequence, we may and will assume that Hi is the same subgroup H for all i ≥ 1.
Altogether, we have proved that there is an open subgroup H of G such that pii(H) are connected
subgroups of Un(C) for all i. Since H has a finite abelianization, pii(H) are semisimple connected
subgroups of Un(C). There are only finitely many such subgroups, up to isomorphism. Hence,
after passing to factors of pii(H) and a subsequence, we can and will assume that there is a compact
connected simple Lie group of adjoint type G0 such that pii(H) ' G0 for any i.
The order of the group Aut(G0)/ Inn(G0) is bounded by a function of n and pii’s are pairwise
not G-conjugate; thus, after passing to a subsequence we can and will assume that for any i 6= j
and θ ∈ Aut(G0), there is x ∈ H such that θ(pii(x)) 6= pij(x).
By Lemma 4.8, for any positive integer m,
(4.7) pi[1..m] : H →
m∏
i=1
G0, pi[1..m](x) := (pii(x))
m
i=1
is an onto group homomorphism. Now let us consider the group homomorphism
pi : H →
∞∏
i=1
G0, pi(x) := (pii(x))
∞
i=1.
For x0 ∈ G0 \ {1}, by (4.7), we get a sequence {gm}∞m=1 of elements of G such that
(4.8) pi(gm) ∈
m∏
i=1
{1} × {x0} ×
∞∏
i=m+2
G0;
and so limm→∞ pi(gm) = 1. Since ker pi is a compact subgroup, we can choose gm’s in a way that
limm→∞ gm = 1 and (4.8) holds. Let φ be a non-trivial irreducible representation of G0, and let
φi := φ ◦ pri ◦pi ∈ Ĝ, where pri is the projection to the i-th component. Then by (4.8) we have
φm+1(gm) = φ(x0);
and so
dG,f (gm, 1) ≥ ‖φm+1(gm)− I‖op
f(dimφm+1)
=
‖φ(x0)− I‖op
f(dimφ)
> 0.
On the other hand, by Lemma 4.2 and limm→∞ gm = 1, we have
lim
m→∞
dG,f (gm, 1) = 0,
which is a contradiction. 
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Proof of Theorem 4.3. Clearly (1) implies (2). Lemma 4.9 proves that (2) implies (3). Next we
want to show that (3) implies (1). Suppose f : Z+ → R+ is a strictly increasing function.
By Lemma 4.2 we need to show that limx→1 dG,f (x, 1) = 0. For a given ε > 0, there are only
finitely many representations {pi1, . . . , pin} ⊂ Ĝ such that f(dimpii) < 2/ε. Hence, for all pi ∈
Ĝ \ {pi1, . . . , pin} and all x ∈ G we have
‖pi(x)− I‖op
f(dimpi)
≤ 2
f(dimpi)
≤ ε.
Since pii’s are continuous and G is compact, pii’s are uniformly continuous. And so there is η > 0
such that for all x ∈ 1η we have
‖pii(x)− I‖op ≤ εf(1)
for all i ∈ [1..n]. Altogether we get that for all x ∈ 1η and all pi ∈ Ĝ we have
‖pi(x)− I‖op
f(dimpi)
≤ ε,
which implies that dG,f (x, 1) ≤ ε for all x ∈ 1η; and the claim follows. 
Proof of Theorem 2.3. Suppose G is locally random; that means G has a metric such that for all
x ∈ G and pi ∈ Ĝ we have
‖pi(x)− I‖op ≤ C0(dimpi)Ld(x, 1).
Let f : Z+ → R+, f(n) := C0nL; then f is strictly increasing and limx→1 dG,f (x, 1) = 0. Hence,
for every n ≥ 1, it follows from Theorem 4.3, that there are only finitely many elements of Ĝ of
dimension at most n.
Conversely, suppose that for all integers n ≥ 1, there are only finitely many elements of Ĝ of
dimension at most n. Set f : Z+ → R+, f(n) := n. By Theorem 4.3, dG,f induces the original
topology of G, and with respect to this metric for all x, y ∈ G and pi ∈ Ĝ we have
‖pi(x)− pi(y)‖op ≤ (dimpi)dG,f (x, y);
therefore, G is locally random. 
5. Local randomness, dimension condition, and important examples.
As we pointed out earlier, local randomness is particularly powerful when in addition the chosen
metric has a dimension condition, (DC). Furthermore, several important examples, e.g., analytic
compact groups, come equipped with a natural metric and we would like to know whether G is
locally random with respect to this natural metric.
In this section we address this question. In particular, we show that compact simple Lie groups
(with respect to their natural metric) are locally random; we also provide a connection between
quasi-randomness and local randomness for profinite groups.
We begin with investigating local randomness of quotients and products. Indeed, Theorem 2.3
implies that
(1) if G is locally random and N is a closed normal subgroup, then G/N is locally random;
(2) if G1 and G2 are locally random, then G1 ×G2 is locally random.
These statements, however, do not provide information regarding the metrics (or the involved
parameters) with respect to which these groups are locally random. The following two lemmas
prove the above statements with some control on the involved metrics.
Lemma 5.1. Suppose G is L-locally random with coefficient C0, and let N be a closed normal
subgroup of G. Then G/N equipped with the natural quotient metric is L-locally random with
coefficient C0.
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Proof. Let us recall that given a bi-invariant metric d on G, the natural quotient metric on G/N
is d(xN, yN) := infh,h′∈N d(xh, yh′).
For pi ∈ Ĝ/N , let pi(x) := pi(xN); then pi ∈ Ĝ. For x, y ∈ G, and every ε > 0, there exist
h, h′ ∈ N such that
d(xh, xh′) < d(xN, yN) + ε.
From this we conclude
‖pi(xN)− pi(yN)‖op = ‖pi(xh)− pi(yh′)‖op ≤ C0(dimpi)Ld(xh, yh′)
≤ C0(dimpi)L(d(xN, yN) + ε).
The claim follows as ε is an arbitrary positive number. 
Lemma 5.2. Suppose Gi is an Li-locally random group with coefficient Ci for i = 1, 2. Then
G1 × G2 is an max{L1, L2}-locally random group with coefficient C1 + C2 with respect to the
maximum metric.
Proof. We know that any pi ∈ Ĝ1 ×G2 is of the form pi1⊗pi2 for some pii ∈ Ĝi. It is also well-known
that for any two matrices a and b we have ‖a ⊗ b‖op = ‖a‖op‖b‖op. Let L := max{L1, L2} and
C0 := C1 + C2. Then for any (g1, g2) ∈ G1 ×G2 we have
‖pi(g1, g2)− I‖op =‖pi1(g1)⊗ pi2(g2)− I ⊗ I‖op
≤‖pi1(g1)⊗ pi2(g2)− I ⊗ pi2(g2)‖op + ‖I ⊗ pi2(g2)− I ⊗ I‖op
=‖(pi1(g1)− I)⊗ pi2(g2)‖op + ‖I ⊗ (pi2(g2)− I)‖op
=‖pi1(g1)− I‖op + ‖pi2(g2)− I‖op
≤C1(dimpi1)Ld1(g1, 1) + C2(dimpi2)Ld2(g2, 1)
≤C0(dimpi)Ld((g1, g2), (1, 1)),
from which the claim follows. 
The following is essentially proved in [12, Lemme 3.1, 3.2].
Proposition 5.3. Suppose G is a compact simple Lie group. Then G is 1-locally random with
coefficient C0 := C0(G) with respect to the natural metric of G.
Proof. We briefly go over the proof given in [12]. The Killing from is a negative definite bilinear
form on the Lie algebra g, therefore,
〈X, Y 〉 := −Tr(ad(X) ad(Y ))
defines a bi-invariant inner product on g and hence a bi-invariant metric on G, which will be
referred to as the natural metric of G.
Fix a maximal torus T of G. Let Φ be the set of roots with respect to T and let Φ+ be a set
of positive roots. Let pi be an irreducible unitary representation of G. Let Wpi := {λ1, . . . , λn} be
the set of weights of pi, and let λ denote the highest weight of pi with respect to Φ+. We have
Hpi =
n⊕
j=1
ker(pi(expT (X))− eiλj(X)I).
where expT denotes the restriction of the exponential map expG to t.
We also note that there is η′0 := η
′
0(G) such that for any X ∈ t with ‖X‖ ≤ η′0 we have
‖X‖  d(expT (X), 1) ‖X‖;
Let η0 = η0(G) be chosen so that 1η0 ⊂
⋃
g∈G g
−1 expT
({X ∈ t : ‖X‖ ≤ η′0})g.
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Let g ∈ 1η0 . Then g is a conjugate of an element of the form expT (X) where X ∈ t and
d(g, 1) = d(expT (X), 1) —recall that d is G bi-invaraint. Hence,
‖piλ(g)− I‖op =‖piλ(expT (X))− I‖op = max
λj∈Wpiλ
|eiλj(X) − 1|
≤ max
λj∈Wpiλ
|λj(X)|  ‖λ‖‖X‖  ‖λ‖d(expT (X), 1) = ‖λ‖d(g, 1).
(5.1)
On the other hand, by Weyl’s formula
dim pi =
∏
α∈Φ+
〈λ+ ρ, α〉
〈ρ, α〉
where ρ is the half of the sum of the positive roots. For every α ∈ Φ+, we have 〈λ+ρ,α〉〈ρ,α〉 ≥ 1.
Moreover, since the angle between every pair of distinct positive roots is more than pi/2, it follows
that there exists α ∈ Φ+ for which 〈λ, α〉 G ‖λ‖. This implies that
(5.2) dimpi G ‖λ‖.
By (5.1) and (5.2) we get
‖piλ(g)− I‖op ≤ C ′0(G)(dimpi)d(g, 1),
for some C ′0(G) and any g ∈ 1η0 . Therefore, G is 1-locally random with coefficient C0 := 2C
′
0(G)
η0
. 
We now turn to the case of profinite groups. Following Varju´ [23], a profinite group G will be
called (c, α)-quasi-random if for all pi ∈ Ĝ we have
dimpi ≥ c (#pi(G))α.
This is a natural extension of Gowers’s notion of quasi-randomness to profinite setting.
Our next objective in this section is to relate this notion, which does not depend on the metric
structure of G, to local randomness. Indeed, if G is a finitely generated (c, α)-quasi-random
group, then it has only finitely many irreducible unitary representations of a given dimension.
Therefore, by Theorem 2.3, we deduce that such a group is locally random. We will investigate
this relationship in more details.
The following discussion is inspired by the p-adic setting. Suppose G is equipped with a bi-
invariant metric, and define the level of pi ∈ Ĝ as:
`(pi) := inf{η−1| 1η 6⊆ kerpi},
so for all ε > 0 we have 1(`(pi)+ε)−1 ⊆ kerpi. If 1η is a normal subgroup for every η > 0, then pi(G)
is a factor of G/1(`(pi)+ε)−1 . Hence
(5.3) #pi(G) ≤ |1(`(pi)+ε)−1|−1.
If, in addition, G satisfies (DC), then we conclude from (5.3) that #pi(G) ≤ C1(`(pi) + ε)d0 for all
ε > 0. Therefore,
(5.4) #pi(G) ≤ C1`(pi)d0 .
In view of the above inequality, we define a metric quasi-randomness for profinite groups.
Definition 5.4. A compact group G with a given bi-invariant metric is said to be (C,A)-metric
quasi-random if the following two conditions are satisfied:
(1) For all η > 0, 1η is a subgroup of G.
(2) For all pi ∈ Ĝ, we have `(pi) ≤ C(dimpi)A.
Hence by (5.4) we get the following:
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Lemma 5.5. Suppose G is an (C,A)-metric quasi-random group and |1η| ≤ C1ηd0 for all η > 0
where C1 and d0 are positive constants. Then G is ((C1C
d0)−1, 1/(Ad0))-quasi-random.
Next we prove that L-local randomness (with some parameters) and metric quasi-randomness
are equivalent when balls centered at 1 are subgroups.
Proposition 5.6. Suppose G is a compact group with a bi-invariant metric. Suppose G = 11, and
1η is a subgroup of G for all η ∈ (0, 1]. Then G is L-locally random with coefficient C0 if and only
if G is (C,L)-metric quasi-random, where C = C0 in one direction, and C0 = 2C in the other
direction.
Proof. Suppose G is locally random, and let pi ∈ Ĝ be non-trivial. For x ∈ 1η we have
‖pi(x)− I‖op ≤ C0(dimpi)Lη.
In particular, if η < C−10 (dimpi)
−L and x ∈ 1η, then for any n ∈ Z, ‖pi(x)n − I‖op < 1. This
implies log(pi(x)n) is well-defined for all integer n —recall that pi(x) ∈ Udimpi(C). Furthermore,
log(pi(x)n) = n log(pi(x)). Since G is profinite, pi(G) is a finite group, and hence, pi(x) is torsion
for any x ∈ G. Therefore, for some positive integer n we have 0 = log(pi(x)n) = n log(pi(x)), which
implies that pi(x) = I. That is:
(5.5) 1η ⊆ kerpi if η < C−10 (dimpi)−L.
By (5.5) we have
`(pi) ≤ C0(dimpi)L,
which implies that G is (C0, L)-metric quasi-random.
To see the other implication, note that for all pi ∈ Ĝ and any x ∈ G, pi(x) 6= I implies that
d(x, 1) ≥ 1/`(pi). Therefore,
‖pi(x)− I‖op ≤ 2 ≤ 2`(pi)d(x, 1) ≤ 2C(dimpi)Ld(x, 1),
which implies that G is L-locally random with coefficient 2C. 
In [18, Lemma 20] using Howe’s Kirillov theory, it is proved that an open compact subgroup
G of a p-adic analytic group with a perfect Lie algebra is (C,A)-metric quasi-random for some
positive numbers C and A depending on G. Thus, by Proposition 5.6 we obtain an important
family of locally random groups.
Proposition 5.7. Suppose G is a compact open subgroup of a p-adic analytic group with a perfect
Lie algebra. Then, for some positive number L and C0, G is L-locally random with coefficient C0.
6. Mixing inequality for locally random groups
In this section, we will prove Theorem 2.6 and derive a number of its corollaries.
6.1. High and low frequencies and the proof of Theorem 2.6. The proof of Theorem 2.6
involves splitting the terms in Parseval’s theorem for ‖f‖2 into the sum of contributions from low
frequency and high frequency terms. By low (resp. high) frequency terms, we mean terms coming
from irreducible representations of small (resp. large) degree. The low frequency terms can be
bounded by the local randomness assumption whereas high frequency terms are dealt with using
a trivial bound. For f ∈ L2(G) and a threshold parameter D, write
(6.1) L(f ;D) :=
∑
pi∈Ĝ,dimpi≤D
dimpi ‖f̂(pi)‖2HS
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for the low-frequency terms and
(6.2) H(f ;D) :=
∑
pi∈Ĝ,dimpi>D
dimpi ‖f̂(pi)‖2HS
for the high frequency terms. By Parseval’s theorem, ‖f‖22 = L(f ;D) +H(f ;D) holds.
Lemma 6.1. In the above setting, we have
L(f ∗ g;D) ≤ L(f ;D)L(g;D) and H(f ∗ g;D) < 1
D
H(f ;D)H(g;D).
Proof. We have ‖f̂ ∗ g(pi)‖HS = ‖ĝ(pi)f̂(pi)‖HS ≤ ‖ĝ(pi)‖HS‖f̂(pi)‖HS, and
L(f ∗ g;D) =
∑
pi∈Ĝ,dimpi≤D
dimpi‖f̂ ∗ g(pi)‖2HS
≤
 ∑
pi∈Ĝ,dimpi≤D
dimpi‖f̂(pi)‖2HS
 ∑
pi∈Ĝ,dimpi≤D
dimpi‖ĝ(pi)‖2HS

≤L(f ;D)L(g;D).
Similarly, we have the inequality
H(f ∗ g;D) =
∑
pi∈Ĝ,dimpi>D
dim pi‖f̂ ∗ g(pi)‖2HS
<
1
D
 ∑
pi∈Ĝ,dimpi>D
dim pi‖f̂(pi)‖2HS
 ∑
pi∈Ĝ,dimpi>D
dimpi‖ĝ(pi)‖2HS

≤ 1
D
H(f ;D)H(g;D),
as we claimed. 
Lemma 6.2 (Fourier terms in low frequencies). Suppose G is an L-locally random with coefficient
C0. Then for all η > 0 and pi ∈ Ĝ we have
‖P̂η(pi)− I‖op ≤ C0(dimpi)L η.
Proof. For all x ∈ 1η, we have ‖pi(x)− I‖op ≤ C0(dimpi)Ld(1, x) ≤ C0(dimpi)L η. Therefore,
‖P̂η(pi)− I‖op =
∥∥∥∥∫ Pη(x)(pi(x)∗ − I) dx∥∥∥∥
op
≤ C0(dimpi)L η.

Lemma 6.3. Suppose G is an L-locally random group with coefficient C0. Let η > 0 and D ≥ 1
be two parameters satisfying C0D
Lη < 1. Then
L(f ;D) ≤ (1− C0DLη)−2L(fη;D) ≤ (1− C0DLη)−2‖fη‖22
where fη = Pη ∗ f .
Proof. The second inequality is clear because of L(fη;D) ≤ ‖fη‖22.
We now show the first inequality. Note that
(6.3) L(fη;D) =
∑
pi∈Ĝ,dimpi≤D
dim pi ‖P̂η(pi)f̂(pi)‖2HS.
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We have
‖P̂η(pi)f̂(pi)‖HS =‖f̂(pi)− (I − P̂η(pi))f̂(pi)‖HS
≥(1− C0(dimpi)L η)‖f̂(pi)‖HS (By Lemma 6.2)
≥(1− C0DL η)‖f̂(pi)‖HS
This estimate and (6.3) imply that
(6.4) L(fη;D) ≥ (1− C0DLη)2L(f ;D)
which finishes the proof. 
Proof of Theorem 2.6. Let η be as in the statement of the theorem, and let D = (
√
η)−1/L.
By Lemmas 6.1 and 6.3, we have
‖f ∗ g‖22 =L(f ∗ g;D) +H(f ∗ g;D)
≤L(f ;D)L(g;D) + 1
D
H(f ;D)H(g;D)
≤(1− C0DLη)−4‖fη‖22‖gη‖22 +
1
D
‖f‖22‖g‖22.
Note that (1− C0DLη)−4 = (1− C0√η)−4 ≤ 0.9−4 ≤ 2. The claim follows from here. 
6.2. An almost orthogonality and further mixing inequalities. The inequality in Theo-
rem 2.6 is non-trivial only when ‖fη‖2 and ‖gη‖2 are small. In this section, we show that (f −fη)η′
is small when η is polynomially smaller than η′. Thus applying the mixing inequality of Theo-
rem 2.6 to (f − fη)η′ and g, we get a meaningful mixing. We will then use this to prove a product
theorem. To get a better understanding of the discussion, consider the case when 1η is a subgroup
of G. Then f 7→ fη is the orthogonal projection onto the space of 1η-invariant functions in L2(G)
and (f − fη)η = 0; hence, one may let η′ = η.
Results in this section require only a dimension condition at a given scale. This is implied
by (DC), but is more general.
Let us recall that any class function in L1(G) is in the center of the Banach algebra (L1(G),+, ∗);
therefore, Pη is in the center of L
1(G) for any η.
Lemma 6.4. Suppose G is an L-locally random group with coefficient C0. For every C1 > 0 and
every η C0,C1,L 1 we have the following. Suppose η′ ≥ η1/(4Ld0) satisfies |1η′ | ≥ 1C1η′d0. Then for
every f ∈ L2(G) we have
‖(f − fη)η′‖2 ≤ η1/(8L)‖f‖2.
Proof. Let D be a threshold parameter which will be set later. Then
L((f − fη)η′ ;D) =
∑
pi∈Ĝ,dimpi≤D
dim pi‖f̂(pi)P̂η′(pi)(I − P̂η(pi))‖2HS
≤
∑
pi∈Ĝ,dimpi≤D
dim pi‖I − P̂η(pi)‖2op‖P̂η′(pi)‖2op‖f̂(pi)‖2HS
≤(C0DLη)2L(f ;D) (By Lemma 6.2).
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We used ‖AB‖HS ≤ ‖A‖op‖B‖HS for matrices A and B for the first inequality, and ‖P̂η′(pi)‖op ≤ 1
in the final inequality. For the high frequencies we have
H((f − fη)η′ ;D) =
∑
pi∈Ĝ,dimpi>D
dim pi‖f̂(pi)P̂η′(pi)(I − P̂η(pi))‖2HS
≤
∑
pi∈Ĝ,dimpi>D
dim pi‖I − P̂η(pi)‖2op‖P̂η′(pi)‖2op‖f̂(pi)‖2HS
≤ 4
D
H(Pη′ ;D)H(f ;D) ≤ 4
D
‖Pη′‖22H(f ;D) =
4
D |1η′ |H(f ;D),
where we used the trivial bound ‖I − P̂η(pi)‖op ≤ 2. Combining these two estimates, we conclude
‖(f − fη)η′‖22 ≤
(
(C0D
Lη)2 +
4
D |1η′|
)
‖f‖22.
Setting D = η−1/(2L) we get the desired inequality. 
In the rest of this section we will prove a number of mixing inequalities.
Lemma 6.5. Suppose G is an L-locally random group with coefficient C0. For every integer m ≥ 2,
C1 > 0, and η C0,C1,L 1 we have the following. Suppose η′ ≥ η1/(4Ld0) satisfies C0
√
η′ < 0.1 and
|1η′ | ≥ 1C1η′d0. Then for all f1, . . . , fm ∈ L2(G) we have
‖(f1 − (f1)η) ∗ f2 ∗ · · · ∗ fm‖2 ≤
√
3
m
η′1/(4L)
m∏
i=1
‖fi‖2.
Proof. We proceed by induction on m. Let us start with the base case m = 2. By Theorem 2.6,
we have that ‖(f1 − (f1)η) ∗ f2‖22 is bounded from above by
(6.5) 2‖(f1 − (f1)η)η′‖22‖(f2)η′‖22 + η′1/(2L)‖f1 − (f1)η‖22‖f2‖22.
By Lemma 6.4 we have
(6.6) ‖(f1 − (f1)η)η′‖2 ≤ η1/(8L)‖f1‖2.
Since ‖f ∗ g‖2 ≤ ‖f‖1‖g‖2, we have
(6.7) ‖f1 − (f1)η‖2 ≤ ‖1− Pη‖1‖f1‖2 ≤ 2‖f1‖2 and ‖(f2)η′‖2 ≤ ‖f2‖2.
By (6.5), (6.6), and (6.7), we get that ‖(f1 − (f1)η) ∗ f2‖22 is bounded from above by
2(η1/(8L)‖f1‖2)2‖f2‖22 + 4η′1/(2L)‖f1‖22‖f2‖22.
Therefore
‖(f1 − (f1)η) ∗ f2‖2 ≤
√
6η′1/(4L)‖f1‖2‖f2‖2.
This concludes the proof for m = 2. Now, suppose that the inequality holds for some value of m,
and set
Fm := (f1 − (f1)η) ∗ f2 ∗ · · · ∗ fm.
By Theorem 2.6, we have that ‖Fm ∗ fm+1‖22 is at most
2‖(Fm)η′‖22‖(fm+1)η′‖22 + η′1/(2L)‖Fm‖22‖fm+1‖22.
Since ‖(Fm)η′‖2 ≤ ‖Fm‖2, by the induction hypothesis we have
‖(Fm)η′‖22 ≤ ‖Fm‖22 ≤ 3mη′1/(2L)
m∏
i=1
‖fi‖22.
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Hence by the above inequalities we get ‖Fm ∗ fm+1‖22 is at most
3m(2 + η′1/(2L))η′1/(2L)
m+1∏
i=1
‖fi‖22 ≤ 3m+1η′1/(2L)
m+1∏
i=1
‖fi‖22;
and the claim follows. 
Proposition 6.6. Suppose G is an L-locally random group with coefficient C0. For every integer
m ≥ 2, C1 > 0, and η C0,C1,L 1 we have the following. Suppose η′ ≥ η1/(4Ld0) satisfies C0
√
η′ < 0.1
and |1η′ | ≥ 1C1η′d0. Suppose f1, . . . , fm, fm+1 ∈ L2(G). Then
‖f1 ∗ · · · ∗ fm+1 − f1 ∗ · · · ∗ fm+1 ∗ Pη‖∞ ≤
√
3
m
η′1/(4L)
m+1∏
i=1
‖fi‖2.
Proof. Recall that ‖f ∗g‖∞ ≤ ‖f‖2‖g‖2, see (3.3). Therefore, from the fact that Pη is in the center
of (L1(G),+, ∗) we obtain
‖f1 ∗ · · · ∗ fm+1 − f1 ∗ · · · ∗ fm+1 ∗ Pη‖∞ ≤ ‖(f1 − (f1)η) ∗ · · · ∗ fm‖2‖fm+1‖2.
The claim thus follows from Lemma 6.5. 
Corollary 6.7. Suppose G is an L-locally random group with coefficient C0. For every integer
m ≥ 2, C1 > 0, and η C0,C1,L 1 we have the following. Suppose η′ ≥ η1/(4Ld0) satisfies C0
√
η′ < 0.1
and |1η′ | ≥ 1C1η′d0. Suppose f1, . . . , fm, fm+1 ∈ L2(G). Then
‖f1 ∗ · · · ∗ fm+1 − (f1)η ∗ · · · ∗ (fm+1)η‖∞ ≤ m
√
3
m
η′1/(4L)
m+1∏
i=1
‖fi‖2.
Proof. Let F1 := f1 ∗ · · · ∗ fm+1 and Fk+1 := (f1)η ∗ · · · ∗ (fk)η ∗ fk+1 ∗ · · · ∗ fm+1 for any 1 ≤ k ≤ m.
By Proposition 6.6 and the fact that Pη is in the center of (L
1(G),+, ∗) for any k we have
‖Fk − Fk+1‖∞ ≤
√
3
m
η′1/(4L)
k−1∏
i=1
‖(fi)η‖2
m+1∏
i=k
‖fi‖2
≤
√
3
m
η′1/(4L)
m+1∏
i=1
‖fi‖2.
Therefore, ‖F1 − Fm+1‖∞ ≤ m
√
3
m
η′1/(4L)
∏m+1
i=1 ‖fi‖2, and the claim follows. 
7. A product result for large subsets.
The main goal of this section is to prove Theorem 2.8. We start by recalling a number of
definitions and setting some notation. Suppose X is a metric space and A is a non-empty subset of
X. Recall that for η ∈ (0, 1), xη denotes the ball of radius η centered at x, and similarly Aη denotes
the union of all xη with x ∈ A. We write Nη(A) for the least number of open balls of radius η with
centers in A that cover A. The metric entropy of A at scale η is defined by h(A; η) := logNη(A).
A maximal η-separated subset C of A has the property that every distinct x, x′ ∈ C are at least η
apart and its η-neighborhood covers A.
The metric space we will be working with is a metrizable compact group G equipped with bi-
invariant metric denoted by d(·, ·). We will assume further that the pair (G, d) enjoys the dimension
condition DC(C, d0) defined in (DC).
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Lemma 7.1 (Uniformly comparable quantities). Fix a subset A ⊆ X and η > 0, and let A∗ ⊆ A
be a maximal η-separated subset of A, and write A = (A∗)η. Then A∗ is finite, A is open, and
A∗ ⊆ A ⊆ A. Moreover, the ratio of any two quantities among
|A|/|1η|, |Aη|/|1η|, Nη(A), #A∗
is bounded above by Ω = 2d0C2.
Proof. Write N = Nη(A) and denote by {(xi)η}Ni=1 a minimal η-cover of A with centers in A. For
each x ∈ Aη there exists some 1 ≤ i ≤ N such that x ∈ (xi)2η, implying that Aη ⊆
⋃N
i=1(xi)2η.
Therefore
(7.1) |Aη| ≤ N |12η| ≤ 2d0C2N |1η|.
where the last inequality follows from an application of (DC).
Since A∗ is a maximal η-separated subset of A, the open balls {xη}x∈A∗ form an η-cover of A
with centers in A, and hence
(7.2) Nη(A) ≤ #A∗.
Finally, since A∗ is η-separated, each two balls in the family {xη/2 : x ∈ A∗} are pairwise disjoint,
yielding
|A∗η/2| = (#A∗) |1η/2|.
This implies that
(7.3) #A∗ ≤ |A
∗
η|
|1η/2| ≤ 2
d0C2
|Aη|
|1η| .
This completes the proof. 
Remark 7.2. From now on, whenever two positive quantities X and Y are within a multiplicative
factor of the form ΩO(1) of one another, we will write X ≈ Y . Similarly, we write X 4 Y to state
that X/Y is bounded from above by an expression of the form ΩO(1), where the implied constants
are not of importance. Using this notation we can now write
Nη(A) ≈ #A∗ ≈ |Aη||1η| .
Remark 7.3. The proof of Lemma 7.1 only uses the dimension condition for η, 2η and η/2. We
will use this fact later.
Corollary 7.4. Suppose G is a compact group that satisfies (DC). Then for every fixed constant
c ≥ 1 and every non-empty subset A of G and every 0 < η < 1 we have
|Acη| ≈ |Aη|
Proof. Since |Acη| ≥ |Aη|, we will need to prove the reverse inequality. Denote by A∗(η) and
A∗(cη), respectively, maximal η-separated and cη-separated subsets of A. By Lemma 7.1 we have
that #A∗(cη) ≈ |Acη ||1cη | . Clearly we have #A∗(cη) ≤ #A∗(η), implying
|Acη|
|1cη| 4
|Aη|
|1η| .
Hence
|Acη| 4 |1cη||1η| |Aη| ≈ |Aη|;
and the claim follows. 
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For a Borel measurable set A ⊆ G with |A| > 0 and η > 0, define
χA,η =
(
1
|A|1A
)
∗ 1η.
Some basic properties of χA,η are summarized in the next lemma:
Lemma 7.5. Let G be as above and 0 < η < 1.
(1) For a measurable subset of positive measure A ⊆ G, we have
χA,η(x) =
|A ∩ xη|
|A||1η| .
(2) χA,η is supported on η-neighborhood of A and has L
∞ norm at most 1/|A|.
(3) For A ⊆ B of positive measure
χA,η(x) ≤ |B||A|χB,η(x).
(4) If d(x, y) < ρ < 1, then
χA,η(x) 4
(
η + ρ
η
)d0
χA,η+ρ(y).
Proof. Since 1η is a symmetric subset, we have
χA,η(x) =
1
|A||1η|
∫
G
1A∩xη(y) dy,
from which part (a) follows. Part (b) follows immediately from part (a). To show part (c), observe
that yη+ρ ⊇ xη. It thus follows from the dimension condition that
(7.4) χA,η(x) ≤ |A ∩ yη+ρ||A||1η| =
|1η+ρ|
|1η| χA,η+ρ(y) 4
(
η + ρ
η
)d0
χA,η+ρ(y).

The next lemma, which is a version of Markov’s inequality, establishes another quantity that is
comparable to the ones in Lemma 7.1.
Lemma 7.6 (Density points). Let G be as above, A ⊆ G and 0 < η < ρ < 1. Fixing η, let A∗ be
a maximal η-separated subset of A, and A := A∗η. For a threshold parameter 0 < τ < 1, we let
Ahigh := {x ∈ A∗ : χA,3ρ(x) > τ}.
Under the condition that τ 4 1, we have
|A| 4 |(Ahigh)ρ|.
Proof. Every point x in the support of χA,ρ lies at distance less than ρ from A and hence at distance
less than η + ρ < 2ρ from a point x ∈ A∗:
suppχA,ρ ⊆ (A∗)2ρ.
By part (4) of Lemma 7.5 we have
(7.5) χA,ρ(x) 4 χA,3ρ(x).
Write Z = (Ahigh)2ρ. If x ∈ G \ Z, the above x is in A∗ \ Ahigh, which means
(7.6) χA,3ρ(x) ≤ τ.
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By (7.5) and (7.6) we deduce that for x ∈ G \ Z and τ 4 1
χA,ρ(x) ≤ 1/2.
This means that the density function χA,ρ is concentrated on Z:
(7.7) 1/2 ≤
∫
Z
χA,ρ(x) dx ≤
|(Ahigh)2ρ|
|A| ;
where the last inequality follows from the fact that χA,ρ is bounded by 1/|A|. The claim now
follows from Corollary 7.4. 
Proof of Theorem 2.8. As before we will choose maximal η-separated subsets A∗ ⊆ A and B∗ ⊆ B,
set A = (A∗)η and B = (B∗)η. Also write C = B−1A−1, and C = B
−1
A
−1
. Note that in this proof
we are deviating from the notation we used earlier in that here C is not defined to be (C∗)η.
By the mixing inequality given in Proposition 6.6 for ρ := ηε we have
(7.8) ‖χA ∗ χB ∗ χC − χA,5ρ ∗ χB,5ρ ∗ χC,5ρ‖∞ ≤ ρOL,d0 (1)‖χA‖2‖χB‖2‖χC‖2.
The main step of the proof is to show the following inequality:
χA,5ρ ∗ χB,5ρ ∗ χC,5ρ(x) <
(|A||B|)3/2
|C| .
Let τ 4 1 be as in Lemma 7.6. For any y ∈ (Ahigh)ρ there is y′ ∈ Ahigh such that d(y′, y) < ρ.
By part (4) of Lemma 7.5, we have that
(7.9) χA,5ρ(y) < χA,4ρ(y) < χA,3ρ(y′) < 1.
Similarly for z ∈ (Bhigh)ρ we have
(7.10) χB,4ρ(z) < 1.
For y ∈ (Ahigh)ρ, z ∈ (Bhigh)ρ, and x ∈ 1ρ, by part (4) of Lemma 7.5 we have
(7.11) χC,4ρ(z
−1y−1x) < χC,3ρ(z−1y−1).
On the other hand, by part (1) of Lemma 7.5 we have
(7.12) χC,3ρ(z
−1y−1) = χ
C
−1
z−1,3ρ(y) = χy−1C−1,3ρ(z).
Since z ∈ (Bhigh)ρ, there exists some z′ ∈ Bhigh so that d(z, z′) ≤ ρ. Moreover, using the definition
C = B−1A−1, we have that A ⊆ C−1z′−1. Similarly, from d(y, y′) ≤ ρ, we see that B ⊆ y′C−1.
Hence by (7.11), and (7.12) and the estimate (7.9) we have
χC,5ρ(z
−1y−1x) < χC,4ρ(z′−1y−1x) (part (4) of Lemma 7.5)
< χC,3ρ(z′−1y−1) (by (7.11))
= χ
C
−1
z′−1,3ρ(y) (by (7.12))
< |A||C|χA,3ρ(y) (part (3) of Lemma 7.5)
< |A||C| . (by y ∈ Ahigh)
Similarly,
χC,5ρ(z
−1y−1x) < |B||C| .
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Combining these two inequalities gives
(7.13) χC,5ρ(z
−1y−1x) < max
{ |A|
|C| ,
|B|
|C|
}
≥ |A|
1/2|B|1/2
|C| .
By (7.9), (7.10), and (7.13), Lemma 7.6, Corollary 7.4, for x ∈ 1ρ, we get that
χA,5ρ ∗ χB,5ρ ∗ χC,5ρ(x) < |(Ahigh)ρ| |(Bhigh)ρ| ·
|A|1/2|B|1/2
|C| <
(|A||B|)3/2
|C| .
In order to show x ∈ A ·B · C, by (7.8), it suffices to prove that for δ small enough we have
(|A||B|)3/2
|C| > αρ
β(|A||B||C|)−1/2
where α and β are fixed positive numbers that depend on L, d0, and other parameters of the group
G. This inequality holds if and only if |A||B| > √αρβ/2|C|1/4, which, in view of |C| ≤ 1, follows
from
(7.14) |A||B| > √αη(β/2)ε.
Now, recall the condition h(A;η)+h(B;η)
2
> (1− δ)h(G; η). This implies
(7.15) |Aη||Bη| < |1η|−2δ < η2δd0 .
Consequently, applying Lemma 7.1 we obtain |A||B| ≥ E−1η2δd0 where E = ΩO(1). Finally note
that if ηε α,β,d0 1, then for small enough δ we have E−1η2δd0 >
√
αη(β/2)ε. This and (7.15)
imply (7.14). The proof is complete. 
8. A Littlewood-Paley decomposition for locally random groups
In this section, we will give a decomposition of L2(G) into almost orthogonal subspaces of
functions, each consisting of functions living at a different scale. This notion will be defined later
(see Definition 8.7). We will first treat the case of profinite groups, which is somewhat simpler and
sharper results can be obtained. Then, in the next subsection, we will deal with the general case
of locally random groups.
8.1. The case of profinite groups. Let G be a profinite group, equipped with a bi-invariant
metric d such that balls centered at the identity element form a family of normal subgroups. Such
a metric always exists. In fact, if G is presented as the inverse limit of finite groups (Gi)i≥1,
one can define the distance d(g, h) to be 2−i where i is the largest index with the property that
pii(g) = pii(h). Here pii : G→ Gi denotes the natural projection.
Lemma 8.1. Suppose G is a compact group and N is a normal open subgroup of G. Let fN :=
1N
|N | . Then TN : L
2(G) → L2(G), TN(g) := fN ∗ g is the orthogonal projection onto the subspace
L2(G)N := {f ∈ L2(G)| f(gn) = f(g) for all n ∈ N, g ∈ G} of N-invariant functions. In addition
q : L2(G)N → L2(G/N), q(g)(xN) := g(x)
is a well-defined unitary G-module isomorphism.
Proof. The proof is a standard computation. 
Given a G-valued random variable X with distribution measure µ, let Xη = XZ, where Z is a
random variable with distribution Pη =
11η
|1η | independent from X.
Lemma 8.2. Let µη denote the density function of Xη. Then µη(x) =
µ(xη)
|1η | for all x ∈ G.
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Proof. By definition, for all f ∈ C(G) we have
(8.1)
∫
G
f(x)µη(x) dx =
∫
G
∫
G
f(xy)Pη(y) dy dµ(x).
Notice that the right hand side of (8.1) is equal to∫
G
∫
G
f(z)Pη(x
−1z) dz dµ(x) =
∫
G
f(z)
∫
G
Pη(x
−1z) dµ(x) dz =
∫
G
f(z)
µ(zη)
|1η| dz.

Define the Re´nyi entropy of X at scale η by
(8.2) H2(X; η) := log(1/|1η|)− log ‖µη‖22
where µ is the distribution of X. We also write H2(µ; η) instead of H2(X; η). Let us observe that
by Lemma 8.2 we have
‖µη‖∞ ≤ 1/|1η|; and so ‖µη‖22 ≤ 1/|1η|,
which implies that H2(X; η) ≥ 0.
Proposition 8.3. Suppose G is a compact group with a given bi-invariant metric such that 1η is a
subgroup of G for all η > 0. Suppose G is an L-locally random group with coefficient C0. Suppose
G satisfies the dimension condition DC(C1, d0). Let µ be a symmetric Borel probability measure
on G whose support generates a dense subgroup of G. Fix a number a > 1 and η0 < 1, and for all
i ≥ 1, let ηi := ηai0 and Hi := L2(G)1ηi . Suppose that C2 > 0 is such that for every i  1, there
exists an integer li ≤ C2h(G; ηi) such that
(Large entropy at scale η) H2(µ
(li); ηi) ≥
(
1− 1
8Ld0a
)
h(G; ηi).
Then there exists i0 ≥ 1 such that
L(µ;L2(G)	Hi0) ≥
1
16C2Ld0a
.
In particular, L(µ;G) > 0.
Proof. For all i and f ∈ Hi+1 	 Hi, we have fηi = 0 and fηi+1 = f . Hence for f ∈ Hi+1 	 Hi
and every symmetric Borel probability measure ν we have ‖ν ∗ f‖2 = ‖νηi+1 ∗ fηi+1‖2. Applying
Theorem 2.6 for i 1 we obtain
‖ν ∗ f‖22 ≤2‖νηi‖22‖fηi‖22 + η1/(2L)i ‖νηi+1‖22‖fηi+1‖22
=η
1/(2L)
i ‖νηi+1‖22‖f‖22 = η1/(2La)i+1 ‖νηi+1‖22‖f‖22.
This implies
2L(ν;Hi+1 	Hi) ≥ H2(ν; ηi+1)− h(G; ηi+1)− 1
2La
log ηi+1.
Since 1η is a group, h(G; η) = log(1/|1η|); and so by the dimension condition we have
|h(G; η) + d0 log η| ≤ logC1.
Therefore by the previous inequality, for ηi+1 C1 1, we have
2L(ν;Hi+1 	Hi) ≥ H2(ν; ηi+1)−
(
1− 1
4Ld0a
)
h(G; ηi+1).
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Applying the above inequality for ν := µ(li) coupled with L(µ(li);Hi+1 	Hi) = liL(µ;Hi+1 	Hi)
implies that for i 1 we have
L(µ;Hi+1 	Hi) ≥ 1
16C2Ld0a
.
As a result, L(µ;L2(G) 	 Hi0) ≥ 116C2Ld0a for some i0. Since Hi0 	 C1G is a finite dimensional
subspace of L20(G), and the support of µ generates a dense subgroup, we have L(µ;G) > 0. 
Now we interpret the spaces Hi+1 	Hi’s in terms of certain convolution operators. This point
of view will be extended to an arbitrary locally random group.
Lemma 8.4. Suppose G is a compact group, G := N1 ⊇ N2 ⊇ · · · is a sequence of normal open
subgroups of G that form a basis for the neighborhoods of 1. For integers i ≥ 1, let
∆i : L
2(G)→ L2(G), ∆i(g) := fNi+1 ∗ g − fNi ∗ g,
and let ∆0(g) := fN1 ∗ g. Then the following statements hold.
(1) For all g ∈ L2(G) we have g = ∑∞i=0 ∆i(g) in L2(G).
(2) For all i 6= j and g ∈ L2(G), we have ∆i(g) ⊥ ∆j(g).
(3) For all g ∈ L2(G) we have ‖g‖22 =
∑∞
i=0 ‖∆i(g)‖22
(4) If µ is a Borel probability measure on G, then ∆i(µ ∗ f) = µ ∗∆i(f) for all i.
Proof. For every integer k ≥ 1, define Hk := L2(G)Nk . Since G := N1 ⊇ N2 ⊇ · · · , we have
C1G = H1 ⊆ H2 ⊆ · · · . By Lemma 8.1, we have that fNj ∗ g is the orthogonal projection of g onto
Hj for any j. And so ∆i(g) ∈ Hi+1 	Hi for positive integer i, and ∆0(g) ∈ H1. This implies (2).
Every element g of the matrix algebra E(G) generates a finite dimensional G-submodule M of
L2(G), defining a unitary representation piM : G → U(M). Since G is profinite, we have that
piM(G) is a finite group. Hence kerpiM is an open subgroup of G. Therefore, Nk ⊆ kerpiM for some
k, implying g ∈ Hk. It follows that g =
∑j
i=0 ∆i(g) for all j ≥ k− 1. By the Peter-Weyl Theorem
E(G) is dense in L2(G), from which part (1) follows. Part (3) is an immediate implication of (1)
and (2).
In order to prove (4), note that if f is a class function, then
µ ∗ (f ∗ g) = f ∗ (µ ∗ g).
Since fNj ’s are class functions, the claim follows. 
Remark 8.5. It follows from the above argument that E(G) = ⋃∞i=1 L2(G)Ni .
8.2. The general case. In the rest of this section we will prove a generalization of Lemma 8.4
that applies to general locally random groups. The results of this section will be crucially used
in the next section to prove a generalization of Proposition 8.3. Another result of this section,
Proposition 8.8, is a Fourier theoretic interpretation of the notion of living at a given scale (see
Definition 8.7 for definition), which parallels the classical Paley-Littlewood theory.
A major difficulty in dealing with the general case is that unlike profinite groups, neighborhoods
of identity are only approximate subgroups in general compact groups. Throughout this section,
we will assume that the group G satisfies the following two properties:
(1) G is a compact group which is L-locally random with coefficient C0.
(2) DC(C1, d0): for all η > 0
C−11 η
d0 ≤ |1η| ≤ C1ηd0 .
As in Proposition 8.3 we let η0 be a small positive number, whose value will be specified later.
Also fix
a ≥ 4Ld0, and set ηi := ηai0 , for i ≥ 1.
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As in Lemma 8.4, we define a family of operators ∆i : L
2(G)→ L2(G) by setting ∆0(g) := Pη0 ∗ g
and for every i ≥ 1
(8.3) ∆i(g) := (Pηi+1 − Pηi) ∗ g.
Since Pη is invariant under conjugation, ∆i’s commute with any convolution operator (including
convolution by a Borel probability measure), and for all x, x′ ∈ G we have
λ(x) ◦ ρ(x′) ◦∆i = ∆i ◦ λ(x) ◦ ρ(x′),
where λ and ρ denote, respectively, the left and right-regular representations of G.
We showed previously that if 1η’s are subgroups, then (∆i(g))ηi = 0 and (∆i(g))ηi+1 = ∆i(g).
We start by showing an approximate version of these equalities. In this section, we only establish
properties of the operators ∆i’s, and postpone the discussion on their connections with spectral
gap properties of Tµ to the next section.
Proposition 8.6. In the setting of this section, if integers i, j, k satisfy 0 ≤ j < i and k > i + 1,
then the following hold:
• (Averaging to zero) ‖∆i(g)ηj‖2 C0,C1,L ηa
i/(4L+2)
0 ‖g‖2.
• (Almost invariant) ‖∆i(g)ηk −∆i(g)‖2 ≤ 2ηa
k/(8L)
0 ‖g‖2.
Proof. The argument for the first part is fairly similar to the one presented for Lemma 6.4. We
let D be a threshold parameter whose value will be set later and estimate the corresponding low
frequency and high frequency terms. By Lemma 6.2 we have
‖P̂η(pi)− I‖op ≤ C0(dimpi)Lη.
Combined with the trivial bound ‖P̂η(pi)‖op ≤ 1, this implies
L(∆i(g)ηj ;D) =
∑
pi∈Ĝ,dimpi≤D
dim pi
∥∥∥P̂ηj(pi)(P̂ηi+1(pi)− P̂ηi(pi))ĝ(pi)∥∥∥2
HS
≤ C20D2L(ηi+1 + ηi)2L(g;D) ≤ 4C20D2Lη2i ‖g‖22.(8.4)
For the high frequency term, by Lemma 6.1 and the trivial bound ‖P̂ηi+1(pi) − P̂ηi(pi)‖op ≤ 2, we
have
H(∆i(g)ηj ;D) =
∑
pi∈Ĝ,dimpi>D
dim pi
∥∥∥P̂ηj(pi)(P̂ηi+1(pi)− P̂ηi(pi))ĝ(pi)∥∥∥2
HS
≤ 4
D
H(Pηj ;D)H(g;D) ≤
4
D|1ηj |
‖g‖22 ≤
4C1
Dηd0j
‖g‖22.(8.5)
We choose D such that 4C20D
2Lη2i =
4C1
Dη
d0
j
, which implies that D equals η
−d0/(2L+1)
j η
−2/(2L+1)
i up
to a multiplicative factor, which is a function of the constants C0, C1, and L. Hence by (8.4) and
(8.5) we get
‖∆i(g)ηj‖22 C0,C1,L η−d0+d0/(2L+1)j η2/(2L+1)i ‖g‖22.
Notice that
η
−d0+d0/(2L+1)
j η
2/(2L+1)
i = η
2
2L+1
ai− 2Ld0
2L+1
aj
0 ;
and ai − (2Ld0)aj ≥ ai(1− (2Ld0)a−1) ≥ ai/2. Therefore,
‖∆i(g)ηj‖22 C0,C1,L ηa
i/(2L+1)
0 ‖g‖22;
and the first part follows.
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For the second part we use Lemma 6.4 to obtain
‖∆i(g)ηk −∆i(g)‖2 =‖∆i(gηk − g)‖2
≤‖(gηk − g)ηi+1‖2 + ‖(gηk − g)ηi‖2
≤2η1/(8L)k ‖g‖2.

Definition 8.7. We say g ∈ L2(G) lives at scale η (with parameter a) if
• (Averaging to zero) ‖gη1/a‖2 ≤ η1/(2a)‖g‖2.
• (Almost invariant) ‖gηa2 − g‖2 ≤ ηa/2‖g‖2.
From Proposition 8.6 we deduce that if ‖∆i(g)‖2/‖g‖2  1, then ∆i(g) lives at scale ηi. The
next proposition provides a Fourier theoretic understanding of this notion.
For every pi ∈ Ĝ, let Hpi denote the subspace of L2(G) spanned by the matrix coefficients of pi.
Given an interval I ⊂ R, set
HI := ⊕pi∈Ĝ,dimpi∈IHpi,
and denote by piI : L
2(G)→ HI the corresponding orthogonal projection.
Proposition 8.8. Let 0 < η < 1 be a parameter.
(1) Suppose f ∈ L2(G) lives at scale η. Then
‖piIη(f)‖22 ≥
(
1− 8η1/(2a))‖f‖22.
where Iη = [
1
2C0
η−1/(La), 2C0η−d0a
2
].
(2) Let I ′η = [C1η
− d0+1
a , C
−1
L
0 η
−2a2+a
2L ]. Then every f ∈ HI′η lives at scale η.
Proof. Without loss of generality, assume that ‖f‖2 = 1. To see part (1) it suffices to show that
(8.6) L(f ; (2C0)
−1η−1/(La)) ≤ 4η1/2a and H(f ; 2C0η−d0a2) ≤ 4ηa/2.
By Lemma 6.3, for an arbitrary threshold D satisfying C0D
Lη1/a < 1, we have
L(f ;D) ≤ (1− C0DLη1/a)−2L(fη1/a ;D) ≤ (1− C0DLη1/a)−2η1/(2a).
In the last inequality we used ‖fη1/a‖2 ≤ η1/(2a)‖f‖2, which holds since f lives at scale η. Setting
D := 1
2C0
η−1/(La), the first inequality in (8.6) follows.
To show the second inequality in (8.6), we note that
(8.7) ‖f‖22 − ‖fηa2‖22 = (‖f‖2 − ‖fηa2‖2)(‖f‖2 + ‖fηa2‖2) ≤ 2‖f − fηa2‖2 ≤ 2ηa/2.
Since ‖Pηa2‖1 = 1, for all pi ∈ Ĝ we have ‖P̂ηa2 (pi)‖op ≤ 1. In consequence, Lemma 6.1 implies
that for an arbitrary threshold D′ we have
L(f ;D′)− L(fηa2 ;D′) ≥ 0.
This and (8.7) imply that
H(f ;D′)−H(fηa2 ;D′) ≤ 2ηa/2.
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Altogether, we deduce
H(f ;D′) ≤2ηa/2 +H(fηa2 ;D′)
≤2ηa/2 + 1
D′
H(Pηa2 ;D
′)H(f ;D′) (by Lemma 6.1)
≤2ηa/2 + 1
D′|1ηa2 |
H(f ;D′) (by H(Pηa2 ;D
′) ≤ ‖1ηa2‖22)
≤2ηa/2 + C0
D′ηd0a2
H(f ;D′).
Therefore
(
1− C0
D′ηd0a2
)
H(f ;D′) ≤ 2ηa/2. Setting D′ := 2C0η−d0a2 , the claim in part (1) follows.
We now turn to part (2). Let f ∈ HI′η be a unit vector. Note that for every pi with dimpi 6∈ I ′η,
fˆ(pi) = 0. In particular, L(f ;D) = 0 for any D < C1η
− d0+1
a . Therefore, by Lemma 6.1, we have
‖fη1/a‖22 = ‖Pη1/a ∗ f‖22 ≤ C−11 η(d0+1)/a‖Pη1/a‖22‖f‖22
≤ C−11 η(d0+1)/a
1
|1η1/a|
≤ η1/a;
we used (DC) in the second inequality.
To verify the required bound for ‖fηa2 − f‖2, we use Lemma 6.2 combined with the fact that for
every pi with dim pi 6∈ I ′η, fˆ(pi) = 0, and conclude that
‖fηa2 − f‖22 =
∑
dimpi∈I′η
dim(pi)‖(I − Pˆηa2 (pi))fˆ(pi)‖2HS
≤
∑
dimpi∈I′η
dim(pi)‖I − Pˆηa2 (pi)‖2op‖fˆ(pi)‖2HS
≤
∑
dimpi∈I′η
C20 dim(pi)
2Lη2a
2
dim(pi)‖fˆ(pi)‖2HS ≤ ηa.
This completes the proof of part (2) and the lemma. 
We will now prove an almost orthogonality of the images of ∆i’s and show that their sum is
dense in L2(G).
Lemma 8.9. In the setting of this section, for non-negative integers j < i− 1, and g ∈ L2(G) we
have
‖∆i∆j‖op C0,C1,L η1/(4L+2)i and |〈∆i(g),∆j(g)〉| C0,C1,L η1/(4L+2)i ‖g‖22.
Proof. Since ∆i is a self-adjoint operator, we have 〈∆i(g),∆j(g)〉 = 〈g,∆i(∆j(g))〉; this implies
|〈∆i(g),∆j(g)〉| ≤ ‖∆i∆j‖op‖g‖22.
By the first part of Proposition 8.6 for j > 0 we have
‖∆i∆j(g)‖2 = ‖∆i(g)ηj+1 −∆i(g)ηj‖2 C0,C1,L η1/(4L+2)i ‖g‖2.
For j = 0 it is similar and the claims follow. 
Lemma 8.10. In the setting of this section, g =
∑∞
i=0 ∆i(g) for any g ∈ L2(G).
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Proof. It suffices to show that for all g ∈ L2(G), ‖g−∑ni=1 ∆i(g)‖2 = ‖g− gηn+1‖2 tends to zero as
n → ∞. By the Peter-Weyl Theorem, for every ε > 0 there is f ∈ C(G) such that ‖f − g‖2 ≤ ε.
Since G is compact, f is uniformly continuous. Let η > 0 be such that
d(x, y) ≤ η implies that |f(x)− f(y)| ≤ ε.
For n ε 1, we have ‖fηn − f‖∞ ≤ ε. Hence ‖fηn − f‖2 ≤ ε. On the other hand, ‖f − g‖2 ≤ ε
implies that ‖fηn − gηn‖2 ≤ ε. Therefore for nε 1 we have
‖g − gηn‖2 ≤ ‖g − f‖2 + ‖f − fηn‖2 + ‖fηn − gηn‖2 ≤ 3ε.
Thus limn→∞ gηn = g in L
2, from which the claim follows. 
By a similar argument as in the proof of the Cotlar-Stein Lemma (see [10, Lemma 6.3], and also
[20, Chapter VII]), we will prove
Proposition 8.11. In the setting of this section, for η0 C0,C1,L 1, and g ∈ L2(G) we have
(8.8) ‖g‖22 
∞∑
i=0
‖∆i(g)‖22  ‖g‖22.
In preparation for the proof we will need to establish some inequalities.
Lemma 8.12. In the setting of this section, for a non-negative integer i, we have
∞∑
j=0
‖∆i∆j‖1/2op C0,C1,L 1.
Proof. By Lemma 8.9 and ‖∆j‖op ≤ 2, we get that
∞∑
j=0
‖∆i∆j‖1/2op ≤ 6 +OC0,C1,L
( ∞∑
j=1
η
aj/(4L+2)
0
)
C0,C1,L 1.

The proof of the next lemma is based on the proof of the Cotlar-Stein lemma.
Lemma 8.13. In the above setting, for every g ∈ L2(G), we have∑
i,j
|〈∆i(g),∆j(g)〉|  ‖g‖22.
Proof. For a given g ∈ L2(G), for every i 6= j, choose ui,j ∈ S1 ∪ {0} such that |〈∆i(g),∆j(g)〉| =
ui,j〈∆i(g),∆j(g)〉 where ui,j = 0 if 〈∆i(g),∆j(g)〉 = 0. Then for every integer N ≥ 1 we have∑
0≤i,j≤N
|〈∆i(g),∆j(g)〉| = 〈RN(g), g〉,
where RN =
∑
0≤i,j≤N ui,j∆j∆i. Thus, it is enough to prove that for all possible choices of ui,j
and all N ≥ 1 we have ‖RN‖op ≤ Φ for a fixed positive number Φ. Since ∆i’s are self-adjoint
and pairwise commuting, for every positive integer k we have ‖RkN‖op = ‖RN‖kop. By the triangle
inequality, we have
‖RN‖kop ≤
∑
0≤il,jl≤N,∀1≤l≤k
‖∆i1∆j1 · · ·∆ik∆jk‖op.
Since
‖∆i1∆j1 · · ·∆ik∆jk‖ ≤ min
( k∏
l=1
‖∆il∆jl‖op, ‖∆i1‖op‖∆jk‖op
k−1∏
l=1
‖∆jl∆il+1‖op
)
,
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we have that
‖∆i1∆j1 · · ·∆ik∆jk‖op ≤ 4
( k∏
l=1
‖∆il∆jl‖op
k−1∏
l=1
‖∆jl∆il+1‖op
)1/2
.
Altogether we get
‖RN‖kop ≤ 4
N∑
i1=0
N∑
j1=0
· · ·
N∑
jk=0
( k∏
l=1
‖∆il∆jl‖op
k−1∏
l=1
‖∆jl∆il+1‖op
)1/2
= 4
N∑
i1=0
N∑
j1=0
· · ·
N∑
ik=0
(k−1∏
l=1
‖∆il∆jl‖op
k−1∏
l=1
‖∆jl∆il+1‖op
)1/2( N∑
jk=0
‖∆ik∆jk‖1/2op
)
.
(8.9)
By repeatedly using Lemma 8.12, it follows that there is a constant M := M(C0, C1, L) such that
‖RN‖kop ≤ 4(N + 1)M2k−1,
which implies ‖RN‖op ≤ 41/k(N + 1)1/kM2 for any positive integer k. The claim follows from
here. 
Corollary 8.14. In the setting of this section, for g ∈ L2(G) we have that
∞∑
i=0
‖∆i(g)‖22  ‖g‖22, and
∞∑
i=0
|〈∆i(g),∆i+1(g)〉| ≤
∞∑
i=0
‖∆i(g)‖22.
Proof. The first inequality is a weaker version of the inequality given in Lemma 8.13. Applying
the Cauchy-Schwarz inequality twice, we obtain
∞∑
i=0
|〈∆i(g),∆i+1(g)〉| ≤
∞∑
i=0
‖∆i(g)‖2‖∆i+1(g)‖2
≤
( ∞∑
i=0
‖∆i(g)‖22
)1/2( ∞∑
i=0
‖∆i+1(g)‖22
)1/2
≤
∞∑
i=0
‖∆i(g)‖22.

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Proof of Proposition 8.11. By Lemma 8.10 we have g =
∑∞
i=1 ∆i(g). It follows that
‖g‖22 =
∑
0≤i,j
〈∆i(g),∆j(g)〉
=
∞∑
i=0
‖∆i(g)‖22 + 2
∞∑
i=0
〈∆i(g),∆i+1(g)〉+ 2
∑
0≤i<j,|i−j|>1
〈∆i(g),∆j(g)〉
≤3
∞∑
i=0
‖∆i(g)‖22 + 2
∑
0≤i<j,|i−j|>1
|〈∆i(g),∆j(g)〉|(8.10)
≤3
∞∑
i=0
‖∆i(g)‖22 +OC0,C1,L
( ∑
0≤i<j,|i−j|>1
η
aj/(4L+2)
0 )‖g‖22
)
(8.11)
≤3
∞∑
i=0
‖∆i(g)‖22 +OC0,C1,L(ηa/(4L+2)0 )‖g‖22
≤3
∞∑
i=0
‖∆i(g)‖22 + (1/2)‖g‖22,
where (8.10) is deduced from Corollary 8.14 and (8.11) follows from Lemma 8.9. The reverse
inequality is already proven in Corollary 8.14. 
9. Littlewood-Paley decomposition and spectral gap
The main goal of this section is to prove Theorem 2.10 which is a generalization of Proposition 8.3
for general locally random groups. At the end, we will show how the existence of spectral gap can
be reduced to study of the gap for functions that live at small scales, Theorem 9.3.
We continue to assume that G is a compact group satisfying the following two properties:
(1) G is an L-locally random group with coefficient C0.
(2) DC(C1, d0): for all η > 0
C−11 η
d0 ≤ |1η| ≤ C1ηd0 .
Fix a > max(4Ld0, 4L+ 2), and set η0 to be a sufficiently small positive number whose value will
be determined later and ηi := η
ai
0 . Define (∆j)j≥0 as in (8.3). We begin with a basic property of
these operators.
Lemma 9.1. For all j ≥ 0, ∆j is a compact operator. Moreover, for any symmetric Borel prob-
ability measure µ on G, there exists an orthonormal basis {ei}∞i=1 of L2(G) consisting of common
eigenfunctions of {∆j : j ≥ 0} and Tµ.
Proof. Since ∆j is a convolution operator by a function in L
2(G), it is a compact operator. Further,
since 1η is a symmetric subset, ∆j is a self-adjoint operator.
The construction of an orthonormal basis consisting of eigenvectors for {∆j} and Tµ follows
from standard arguments in view of commutativity of the family, compactness of {∆j}, and the
fact that f =
∑∞
j=0 ∆j(f) for any f ∈ L2(G). 
Lemma 9.2. In the setting of this section, suppose {ei}∞i=1 is an orthonormal basis of L2(G) which
consists of common eigenfunctions of ∆j’s (see Lemma 9.1). Suppose ∆j(ei) = αjiei for all i ≥ 1
and j ≥ 0. Then
• ‖(ei)ηj−1‖2 C0,C1,L |αji|−1η1/(4L+2)j .
• ‖(ei)ηj+2 − ei‖2 ≤ 2|αji|−1η1/(8L)j+2 .
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In particular, if |αji| ≥ η1/(8L+4)j , then ei lives at scale ηj.
Proof. This is an immediate consequence of Proposition 8.6. 
Proof of Theorem 2.10. We will use the above notation. Let Ij := {i ∈ Z+| |αji| ≥ η1/(8L+4)j },
E := Z+ \⋃∞j=1 Ij, and for i ∈ Ij we let Hji := ker(∆j − αjiI).
We will show the claim holds with H0 the space spanned by {ei : i ∈ E}. Let us first show that
H0 is finite dimensional. By definition, for all i ∈ E and all positive integers j, we have
|αji| ≤ η1/(8L+4)j .
On the other hand, by Lemma 8.10 we have
∑∞
j=0 αji = 1. Therefore
|1− α0i| ≤
∞∑
j=1
η
1/(8L+4)
j ≤ η1/(8L+4)0 .
Therefore α0i > 1− η1/(8L+4)0 for any i ∈ E.
Notice that ∆0 is a Hilbert-Schmidt operator with kernel k(x, y) := Pη0(xy
−1). Therefore
Pη0(xy
−1) =
∑
i α0iei(x)ei(y). This implies that
1
|1η0 |
=
∫
G
∫
G
Pη0(xy
−1)2 dy dx =
∑
i
|α0i|2.
By the above equality, we get
(1− η1/(8L+4)0 )2 #E ≤
1
|1η0|
;
which implies that dimH0 ≤ 2|1η0 | .
We now investigate spectral properties of Tµ on Hji = ker(∆j − αjiI). It is clear that Hji is a
finite-dimensional subrepresentation of L2(G). Since ek’s are also eigenfunctions of Tµ,
L(µ;Hji) = min{− log ‖µ ∗ ek‖2 : ek ∈ Hij}.
Let ν = µ(l) for some positive integer l to be specified later, and let ek ∈ Hij; note that αjk = αji.
By the definition of Hij and Lemma 9.2, ek lives at scale ηj. Thus we have∣∣‖(ek)ηj+2 ∗ ν‖2 − ‖(ek ∗ ν)‖2∣∣ ≤ ‖((ek)ηj+2 − ek) ∗ ν‖2 ≤ ηa/2j ,
which implies that |‖(ek)ηj+2 ∗ ν‖22 − ‖ek ∗ ν‖22| ≤ 2ηa/2j . Therefore,
(9.1) ‖ek ∗ ν‖22 ≤ 2ηa/2j + ‖(ek)ηj+2 ∗ ν‖22.
On the other hand, by the Mixing Inequality (see Theorem 2.6), we have
‖(ek)ηj+2 ∗ ν‖22 =‖ek ∗ νηj+2‖22
≤2‖(ek)η1/aj ‖
2
2‖(νηj+2)η1/aj ‖
2
2 + η
1/(8aL)
j ‖νηj+2‖22
≤(2η1/aj + η1/(8aL)j )‖νηj+2‖22 ≤ 3η1/(8aL)j ‖νηj+2‖22(9.2)
where the second inequality follows from the fact that ek lives as scale ηj.
By (9.1) and (9.2), for every k ∈ Ij, we have
−2 log(‖ek ∗ ν‖2) ≥− log(2ηa/2j + 3η1/(8aL)j ‖νηj+2‖22)
≥− log 5− log(max(ηa/2j , η1/(8aL)j ‖νηj+2‖22)).
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For η0 L,d0 1 small enough, one obtains
(9.3) − 2 log(‖ek ∗ ν‖2) ≥ min
(
− 1
3a
log ηj+2,− 1
9a3L
log ηj+2 − log ‖νηj+2‖22
)
.
By Lemma 7.1 and the dimension condition, we have
(9.4) |h(G; η)− log(1/|1η|)| d0,C1 1, and | log(1/|1η|) + d0 log η| d0,C1 1.
Hence for η0 C0,C1,L 1, by (9.3) and (9.4) we have
−2 log(‖ek ∗ ν‖2) ≥min
(
1
4d0a
h(G; ηj),
1
10Ld0a3
h(G; ηj)− log ‖νηj+2‖22
)
≥min
(
1
4d0a
h(G; ηj), H2(ν; ηj+2)−
(
1− 1
10Ld0a3
)
h(G; ηj)
)
.(9.5)
By the assumption for some lj+2 ≤ C2h(G; ηj+2), we have
H2(µ
(lj+2); ηj+2) ≥
(
1− 1
20Ld0a3
)
h(G; ηj+2);
and so by applying the inequality (9.5) to ν = µ(lj+2) for every i ∈ Ij we have
(9.6) L(µ;Hji) ≥ min
( 1
8C2d0a
,
1
40C2Ld0a3
)
=
1
40C2Ld0a3
.
Altogether, (9.6) and the definition of H0 imply
L(µ;L2(G)	H0) ≥ 1
40C2Ld0a3
,
as we claimed.
Since the group generated by the support of µ is dense in G and dimH0 < ∞, it follows that
L(µ;L20(G)) > 0. 
The following theorem is a corollary of the proof of Theorem 2.10.
Theorem 9.3. In the above setting, suppose µ is a symmetric Borel probability measure on G,
and the group generated by the support of µ is dense in G. Suppose that there exist C3 > 0, c > 0,
and 0 < η0 < 1 such that for every η ≤ η0 and every function g ∈ L2(G) which lives at scale η
there exists l ≤ C3 log(1/η) such that
‖µ(l) ∗ g‖2 ≤ ηc‖g‖2.
Then there is a subrepresentation H0 of L2(G) with dimH0 ≤ 2C0η−d00 such that
L(µ;L2(G)	H0) ≥ c
C3
.
In particular, L(µ;G) > 0.
Proof. Without loss of generality, assume that η0 is sufficiently small so that Theorem 2.10 holds.
As before, fix a > max(4Ld0, 4L+ 2), and for i ≥ 1, set ηi := ηai0 . Let {ei}∞i=1, the sets Ij’s, and E
be as in the proof of Theorem 2.10. Define H0 as in that proof as well.
For all i ∈ Ij, ei is function which lives at scale ηj. This, together with the assumption, implies
that ‖µ(lji) ∗ ei‖2 ≤ ηcj for some positive integer lji ≤ C3 log(1/ηj). Hence
C3 log(1/ηj)L(µ;Hji) ≥ −c log ηj,
where Hji := ker(∆j − αjiI). In view of this, we have L(µ;L2(G)	H0) ≥ c/C3.
Finally, since the group generated by the support of µ is dense in G and H0 is finite dimensional,
it follows that L(µ;L20(G)) > 0. 
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10. Gaining entropy in a multi-scale setting
The goal of this section is to prove Theorem 2.12. In their seminal work [7], Bourgain and
Gamburd proved that, if X and Y are random variables taking values in a finite group G, then
the Re´nyi entropy of XY will be substantially larger than the average of the Re´nyi entropies of
X and Y, unless there is an algebraic obstruction, see also [22, Lemma 15]. This type of result
had been proved earlier for random variables X and Y that are uniformly distributed in subsets A
and B, respectively. For abelian groups, this is due to Balog and Szemere´di [2] and Gowers [14].
For general groups, this was proved by Tao [21]. In the same work, Tao also proves a multi-scale
version of this result. In this section, we will prove a multi-scale version of the aforementioned
result of Bourgain and Gamburd, which can be considered as a weighted version of [21]. Similar
results have been proved earlier for some specific groups in [13, 5, 16, 10]. We start by recalling
the definition of an approximate subgroup.
Definition 10.1. For K ≥ 1, a subset X of a group G is called a K-approximate subgroup if X is
symmetric, that is, X = X−1 and there exists T ⊆ X ·X with #T ≤ K, such that X ·X ⊆ T ·X.
Recall also that if X is a random variable taking finitely many values, then the Re´nyi entropy
(of order 2) of X is defined by
H2(X) = − log
(∑
x
P(X = x)2
)
,
where, here and in what follows log refers to logarithm in base 2. It is easy to see that when X
and Y take values in a group G then H2(XY ) ≥ H2(X)+H2(Y )2 holds.
Theorem 10.2 (Bourgain-Gamburd). Let G be a finite group and suppose X and Y are two
G-valued random variables. If
H2(XY ) ≤ H2(X) +H2(Y )
2
+ logK
for some positive number K ≥ 2, then there exists H ⊆ G such that:
(1) (Approximate structure) H is an O(KO(1))-approximate subgroup.
(2) (Controlling the order) | log(#H)−H2(X)|  logK.
(3) (Almost equidistribution) There are elements x, y ∈ G such that for all h ∈ H
P(X = xh) ≥ K−O(1)(#H)−1, P(Y = hy) ≥ K−O(1)(#H)−1.
More generally, suppose that G is an arbitrary compact group and A,B ⊆ G are two measurable
subsets of positive measure. The energy of the pair (A,B) is defined by
(10.1) E(A,B) := ‖1A ∗ 1B‖22.
When G is finite, this reduces to
E(A,B) = #Q(A,B)/(#G)3,
where
Q(A,B) := {(a, b, a′, b′) ∈ A×B × A×B| ab = a′b′}.
For general compact groups, the notion of η-approximate energy has been introduced in [21].
We will work with two different metrics on G4: For (gi)1≤i≤4 and (g′i)1≤i≤4 in G
4, define
d+
(
(gi)1≤i≤4, (g′i)1≤i≤4
)
:=
∑
1≤i≤4
d(gi, g
′
i), and
d
(
(gi)1≤i≤4, (g′i)1≤i≤4
)
:= max
1≤i≤4
d(gi, g
′
i).
(10.2)
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For non-empty A,B ⊆ G and η > 0, we let
(10.3) Eη(A,B) := Nη(Qη(A,B)),
where
Qη(A,B) := {(a, b, a′, b′) ∈ A×B × A×B| ab ∈ (a′b′)η}
where Nη is computed with respect to d+.
The results of this section are proved under a weaker dimension condition that we now define.
We say that (G, d) satisfies the dimension condition at scale η with parameter C ′ if there exist
C > 1 and d0 > 0 such that
C−1ηd0 ≤ |1cη| ≤ Cηd0
holds for all c ∈ [C ′−1, C ′].
Abusing the notation, for two positive quantities X and Y we write X 4 Y if X/Y is bounded
from above by an expression of the form ΩO(1), where Ω = 2d0C2. If X 4 Y and Y 4 X, we write
X ≈ Y .
Theorem 10.3 ([21], Theorem 6.10). Suppose G is a compact group with a fixed bi-invariant
metric. Suppose A,B ⊆ G are non-empty. For every η > 0 and K < 1, if G satisfies the
dimension condition at scale η with parameter C ′ (which is a large universal constant), and the
energy bound
(EB) Eη(A,B) K−O(1)Nη(A)3/2Nη(B)3/2
holds, then there is H ⊆ G such that
(1) (Approximate structure) H is an KO(1)-approximate subgroup.
(2) (Controlling the metric entropy) |h(H; η)− h(A;η)+h(B;η)
2
| ≤ logK.
(3) (Large intersection) There are x, y ∈ G, such that |h(A ∩ xH; η) − h(A; η)| ≤ logK and
|h(B ∩Hy; η)− h(B; η)| ≤ logK.
Theorem 2.12 is both a multi-scale version of Theorem 10.2 and a weighted version of Theorem
10.3.
Let X and Y be Borel random variables whose distributions are given by measures µ and ν,
respectively. Let µη := µ ∗ Pη and νη := ν ∗ Pη. The idea of the proof is to approximate µη
and νη by step functions, and find subsets of η-neighborhoods of supports of µ and ν with large
η-approximate energy. We will then apply Theorem 10.3 to finish the proof. The following lemma
summarizes some of the properties of the function µη.
Lemma 10.4. Suppose G is a compact group and G satisfies the dimension condition at scale η
with parameter C ′ for some C ′  1 (larger than a universal constant). Suppose µ and ν are two
Borel probability measures on G and f ∈ L2(G) is non-negative. Then
(1) For all y ∈ xη and c ∈ [C ′−1, C ′ − 1], we have µcη(y) 4 µ(c+1)η(x), and fcη(y) 4 f(c+1)η(x);
in particular µη(y) 4 µ2η(x) 4 µ3η(y).
(2) For any η, η′ > 0 and y ∈ G, we have Pη′(y) ≤ |1η+η′ ||1η′ | Pη′+η ∗ Pη(y). (see [10, Lemma A.5])
(3) For c ∈ [(C ′ − 1)−1, (C ′ − 1)], we have ‖µcη‖2 ≈ ‖µη‖2 and ‖fcη‖2 ≈ ‖fη‖2.
(4) ‖µη ∗ νη‖2 ≤ ‖(µ ∗ ν)η‖2 4 ‖µη ∗ νη‖2.
Proof. The sequence of inequalities
µcη(y) =
µ(ycη)
|1cη| ≤
|1(c+1)η|
|1cη| ·
µ(x(c+1)η)
|1(c+1)η| 4 µ(c+1)η(x)
proves the first claim of part (1). The second claim of (1) is a special case. Part (2) is an easy
consequence of the fact that, if y ∈ 1η′ , then for any x ∈ 1η we have x−1y ∈ 1η′+η.
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For part (3), by symmetry we can and will assume that c > 1. Note that
µη(y) =
µ(yη)
|1η| ≤
|1cη|
|1η| ·
µ(ycη)
|1cη| 4 µcη(y).
Hence, we have ‖µη‖2 4 ‖µcη‖2, and, in particular, ‖fη‖2 4 ‖fcη‖2 . In order to prove the reverse
inequality, note that by (2) we have µcη 4 P(c+1)η ∗ µη and fcη 4 P(c+1)η ∗ fη. These imply that
‖µcη‖2 4 ‖P(c+1)η ∗ µη‖2 ≤ ‖µη‖2 and ‖fcη‖2 4 ‖P(c+1)η ∗ fη‖2 ≤ ‖fη‖2.
Finally, to prove (4), first note that
‖µη ∗ νη‖2 = ‖Pη ∗ (µ ∗ ν)η‖2 ≤ ‖(µ ∗ ν)η‖2.
Part (2) implies that Pη 4 P2η ∗ Pη, which, in turn, shows that
(10.4) (µ ∗ ν)η 4 µ2η ∗ νη.
On the other hand, using (3) and the fact that µ ∗ νη is a non-negative function, we have
(10.5) ‖µ2η ∗ νη‖2 = ‖(µ ∗ νη)2η‖2 ≈ ‖(µ ∗ νη)η‖2 = ‖µη ∗ νη‖2;
applying (10.4) and (10.5) we obtain the desired inequality. 
From now on, we will assume that µ and ν denote the distributions of the random variables X
and Y , respectively, and that the inequality
H2(XY ; η) ≤ logK + H2(X; η) +H2(Y ; η)
2
holds. Hence we have
‖(µ ∗ ν)η‖2 ≥ K−1‖µη‖1/22 ‖νη‖1/22 .
By Lemma 10.4 and the above inequality we deduce that
(10.6) ‖µη ∗ νη‖2 < K−1‖µη‖1/22 ‖νη‖1/22 .
By (3.3), we have ‖µη ∗ νη‖2 ≤ min(‖µη‖2, ‖νη‖2), which implies
(10.7) K−2‖µη‖2 4 ‖νη‖2 4 K2‖µη‖2.
To find the desired step function approximation of µη, we discretize G and then choose subsets
of this discrete model according to the value of µη. We fix a maximal η-separating subset C of G.
As it was mentioned in Remark 7.3, the proof of Lemma 7.1 only uses the dimension condition
for η, η/2 and 2η. Hence for c ∈ [(C ′/2)−1, C ′/2] we have
(10.8) Ncη(A) ≈ |Aη||1η| .
We partition C according to the value of µ2η as follows:
(10.9) C(µ;>) := {x ∈ C| µ2η(x) > K10‖µη‖22},
(10.10) C(µ;<) := {x ∈ C| µ2η(x) < K−10‖µη‖22},
and
(10.11) C(µ;∼) := {x ∈ C|K−10‖µη‖22 ≤ µ2η(x) ≤ K10‖µη‖22}.
We also define the following functions:
(10.12) µ>η := 1C(µ;>)η · µη, µ<η := 1C(µ;<)η · µη,
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and
µ∼η (x) :=
{
µη(x) if x 6∈ C(µ;>)η ∪ C(µ;<)η
0 otherwise.
And so µη(x) ≤ µ>η (x)+µ<η (x)+µ∼η (x), and inequality can possibly occur only in C(µ;>)η∩C(µ;<)η.
The functions µ>η and µ
<
η should be viewed as tails of µη and will now be shown to be negligible.
Lemma 10.5. In the above setting, ‖µ>η ‖1 4 K−10 and ‖µ<η ‖2 4 K−5‖µη‖2.
Proof. For any y ∈ C(µ;>)η, there is x ∈ C(µ,>) such that y ∈ xη. Applying part (1) of
Lemma 10.4 we have
µ3η(y) < µ2η(x) > K10‖µη‖22.
On the other hand, by part (3) of Lemma 10.4 we have ‖µη‖2 ≈ ‖µ3η‖2. Hence, we have
‖µη‖22 <
∫
C(µ,>)η
µ3η(y)
2 dy < K10‖µη‖22
∫
C(µ,>)η
µη(y) dy = K
10‖µη‖22‖µ>η ‖1,
which implies the first inequality.
For any y ∈ C(µ,<)η, there is x ∈ C(µ,<) such that y ∈ xη; and so by part (1) of Lemma 10.4
we have µη(y) 4 µ2η(x) ≤ K−10‖µη‖22. Therefore
‖µ<η ‖22 =
∫
C(µ,<)η
µη(y)
2 dy 4 K−10‖µη‖22
∫
C(µ,<)η
µη(y) dy ≤ K−10‖µη‖22;
and the second inequality follows. 
Corollary 10.6. In the above setting, ‖µ∼η ∗ ν∼η ‖2 ≥ (2K)−1‖µη‖1/22 ‖νη‖1/22 if K < 1.
Proof. For all y ∈ G, we have µη(y) ≥ µ∼η (y). By Lemma 10.5, and (10.7), we have
‖µ>η ∗ νη‖2 4K−10‖νη‖2 4 K−9‖µη‖1/22 ‖νη‖1/22 ,(10.13)
‖µ<η ∗ νη‖2 ≤‖µ<η ‖2 4 K−5‖µη‖2 4 K−4‖µη‖1/22 ‖νη‖1/22 ,(10.14)
‖µ∼η ∗ ν>η ‖2 4K−10‖µ∼η ‖2 ≤ K−10‖µη‖2 4 K−9‖µη‖1/22 ‖νη‖1/22 ,(10.15)
‖µ∼η ∗ ν<η ‖2 ≤‖µ∼η ‖1‖µ<η ‖2 4 K−5‖νη‖2 4 K−4‖µη‖1/22 ‖νη‖1/22 .(10.16)
Hence by the triangle inequality and µη(y) ≤ µ>η (y) + µ<η (y) + µ∼η (y) we get
‖µ∼η ∗ ν∼η ‖2 ≥ (K−1 − ΩO(1)(2K−4 + 2K−9))‖µη‖1/22 ‖νη‖1/22 .
For K < 1, the claim follows. 
We will now apply Corollary 10.6 to prove that the energy E16η(C∼(µ; η), C∼(ν; η)) is large. Using
this bound and Theorem 10.3, we deduce Theorem 2.12.
Lemma 10.7. For non-empty sets A,B ⊆ G, we have
Eη/16(A,B) 4
E(Aη, Bη)
|1η|3 4 E6η(A,B).
Proof. By definition Eη(A,B) := Nη(Qη(A,B)) with d+-metric on G4. Hence by Lemma 7.1 we
have
Eη(A,B) ≈ |(Qη(A,B))η||(1, 1, 1, 1)+η |
,
where + indicates that we are using the d+-metric. Since
(1, 1, 1, 1)η/4 ⊆ (1, 1, 1, 1)+η ⊆ (1, 1, 1, 1)η,
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by |1cη| ≈ |1η| we deduce
(10.17) Eη(A,B) ≈ |(Qη(A,B))η||1η|4 .
Based on (10.17), we will focus on |Qη(A,B)η| and relate it to energies of thickened sets. First,
we will exprees E(Aη, Bη) as the measure of a subset of G
3:
E(Aη, Bη) =‖1Aη ∗ 1Bη‖22
=
∫
G
∫
G
∫
G
1Aη(x)1Bη(x
−1y)1Aη(z)1Bη(z
−1y) dx dz dy
=|{(x, z, y) ∈ Aη × Aη ×G| x−1y ∈ Bη, z−1y ∈ Bη}|
=|{(x, z, t) ∈ Aη × Aη ×Bη| z−1xt ∈ Bη}|.(10.18)
Using (10.18), we can find an upper bound for |Qη(A,B)η|. We have
|Qη(A,B)η| ≤|{(x1, x2, y1, y2) ∈ Aη × Aη ×Bη ×Bη| y−12 x−12 y1x1 ∈ 15η}|
=|{(x1, x2, y1, h) ∈ Aη × Aη ×Bη × 15η| x−12 x1y2h−1 ∈ Bη}|
≤|{(x1, x2, y1, h) ∈ Aη × Aη ×Bη × 15η| x−12 x1y2 ∈ B6η}|
4|1η||{(x1, x2, y1) ∈ A6η × A6η ×B6η| x−12 x1y2 ∈ B6η}|
=|1η|E(A6η, B6η).(10.19)
Again using (10.18), we find a lower bound for |Qη(A,B)η|:
|Qη(A,B)η| ≥|{(x1, x2, y1, y2) ∈ Aη/8 × Aη/8 ×Bη/8 ×Bη/8| y−12 x−12 y1x1 ∈ 1η/2}|
=|{(x1, x2, y1, h) ∈ Aη/8 × Aη/8 ×Bη/8 × 1η/2| x−12 y1x1h−1 ∈ Bη/8}|
≥|{(x1, x2, y1, h) ∈ Aη/8 × Aη/8 ×Bη/8 × 1η/16| x−12 y1x1h−1 ∈ Bη/16}|
<|1η|E(Aη/16, Bη/16).(10.20)
By (10.17), (10.19), and (10.20), claim follows. 
Lemma 10.8. In the above setting, 1
KO(1)‖µη‖22
≤ |C(µ,∼)η| ≤ KO(1)‖µη‖22 .
Proof. For all y ∈ C(µ,∼)η, there exists x ∈ C(µ,∼) such that y ∈ xη. Hence by part (1) of
Lemma 10.4 we have
µ3η(y) < µ2η(x) < K−20‖µη‖22,
which implies that
‖µ3η‖22 < K−20‖µη‖42|C(µ,∼)η|.
Therefore by part (3) of Lemma 10.4 we deduce that
|C(µ,∼)η| 4 K
20
‖µη‖22
.
It follows from the definition of µ∼η that the support of µ
∼
η is a subset of C(µ,∼)η. Hence if
µ∼η (y) 6= 0, then there is x ∈ C(µ,∼) such that y ∈ xη. So, by part (1) of Lemma 10.4 we have
(10.21) µη(y) 4 µ2η(x) ≤ K10‖µη‖22, which implies ‖µ∼η ‖∞ 4 K10‖µη‖22.
Therefore we get
(10.22) ‖µ∼η ‖22 ≤ ‖µ∼η ‖2∞|C(µ,∼)η| 4 K20‖µη‖42|C(µ,∼)η|.
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By (10.7), Corollary 10.6, and (10.22), we get
K−2‖µη‖22 4‖µη‖2‖νη‖2 4 K2‖µ∼η ∗ ν∼η ‖22
≤K2‖µ∼η ‖22 4 K22‖µη‖42|C(µ,∼)η|;
Therefore
1
K24‖µη‖22
4 |C(µ,∼)η|;
and the claim follows. 
Proposition 10.9. In the above setting the inequality
E16η(C(µ;∼), C(ν;∼)) < 1
KO(1)
N16η(C(µ;∼))3/2N16η(C(ν;∼))3/2
holds, where C(µ;∼) is defined in (10.11).
Proof. By (10.21), we have
µ∼η 4 (K10‖µη‖22) 1C(µ,∼)η and ν∼η 4 (K10‖νη‖22) 1C(ν,∼)η .
It follows that
‖µ∼η ∗ ν∼η ‖22 4 K40‖µη‖42‖νη‖42‖1C(µ,∼)η ∗ 1C(ν,∼)η‖22 = K40‖µη‖42‖νη‖42E(C(µ,∼)η, C(ν,∼)η).
By Corollary 10.6 and the above inequality we have
(10.23) K−2‖µη‖2‖νη‖2 4 K40‖µη‖42‖νη‖42E(C(µ,∼)η, C(ν,∼)η).
By Lemma 10.8 and (10.23), we obtain
(10.24) K−O(1)|C(µ,∼)η)|3/2|C(ν,∼)η)|3/2 4 E(C(µ,∼)η, C(ν,∼)η);
and so by Lemma 7.1 and Lemma 10.7, we deduce
K−O(1)N16η(C(µ,∼))3/2N16η(C(ν,∼))3/2 4 E16η(C(µ,∼), C(ν,∼));
and the claim follows. 
Proof of Theorem 2.12. Recall that µ and ν denote the distribution measures of random variables
X and Y , respectively, and Z denotes a random variable independent of X and Y with uniform
distribution over 13η.
By Proposition 10.9, for K < 1, we can apply Theorem 10.3 to the sets A = C(µ;∼) and
B = C(ν;∼) to obtain H ⊆ G and x, y ∈ G such that
(1) (Approximate structure) H is an KO(1)-approximate subgroup.
(2) (Controlling the metric entropy) |h(H; 16η)− h(C(µ;∼);16η)+h(C(ν;∼);16η)
2
| ≤ logK.
(3) (Large intersection) |h(C(µ;∼) ∩ xH; 16η)− h(C(µ;∼); 16η)| ≤ logK and
|h(C(ν;∼) ∩Hy; 16η)− h(C(ν;∼); 16η)| ≤ logK.
We will show that Theorem 2.12 holds for these choices of H ⊆ G and x, y ∈ G.
By Lemma 7.1 we have | logN16η(C(µ;∼)) − log(|C(µ;∼)η|/|1η|)| 4 1. Hence, Lemma 10.8
implies
| logN16η(C(µ;∼))− (log(1/|1η|)− log ‖µη‖22)|  logK
if K < 1. Thus
(10.25) | logN16η(C(µ;∼))−H2(µ; η)|  logK.
By (10.25), Lemma 7.1, and part (2) of Theorem 10.3 we have∣∣∣∣h(H; η)− H2(µ; η) +H2(ν; η)2
∣∣∣∣ logK
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if K < 1. We also notice that by (10.7) we have |H2(µ; η)−H2(ν; η)|  logK. Combining these
two fact we deduce that
|h(H; η)−H2(µ; η)|  logK.
This proves the second property mentioned in Theorem 2.12 for the set H.
Finally, to prove the third property, note that
Nη(C(µ;∼) ∩ xH) < K−O(1)Nη(C(µ;∼));
and so by (10.25) we get
(10.26) Nη(C(µ;∼) ∩ xH) < K−O(1)2H2(µ;η).
On the other hand, by Lemma 7.1, Corollary 7.4, and the fact that C(µ;∼) is an η-separated set,
we have
Nη(C(µ;∼) ∩ xH) ≈ Nη/2(C(µ;∼) ∩ xH) = #(C(µ;∼) ∩ xH).
Altogether we have
(10.27) #(C(µ;∼) ∩ xH) < K−O(1)2H2(µ;η).
For every z′ ∈ C(µ;∼)η there exist z ∈ C(µ;∼) such that z′ ∈ zη. Since µ3η(z′) = µ(z′3η)/|13η|
and µ2η(z) ≥ K−10‖µη‖22, by part (1) of Lemma 10.4 we have
(10.28) µ3η(z
′) < µ2η(z) ≥ K−10‖µη‖22, and µ(z′3η) ≥ ĈK−102−H2(µ;η).
where Ĉ = ΩO(1). Therefore
P(XZ ∈ (xH)η) ≥
∫
(C(µ;∼)∩xH)η
µ3η(z
′) dz′
<K−10‖µη‖22|(C(µ;∼) ∩ xH)η|
≈K−102−H2(µ;η)Nη(C(µ;∼) ∩ xH) < K−O(1).
The lower bound for P(ZY ∈ (Hy)η) can be proved by a similar argument. Finally, to prove the
last claim, we have
|{h ∈ Hη| P(X ∈ (xh)3η) ≥ ĈK−102−H2(X;η)}| = |{z′ ∈ (xH)η|µ(z′3η) ≥ ĈK−102−H2(X;η)}|
≥ |{z′ ∈ (C(µ;∼) ∩ xH)η|µ(z′3η) ≥ ĈK−102−H2(X;η)}|
= |(C(µ;∼) ∩ xH)η|
< K−O(1)2H2(µ;η) · |1η| = K−O(1)|Hη|.
This proves the claim. 
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