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ABSTRACT 
A sharp upper bound for the relative rror of the determinant of an M-matrix in 
terms of the relative rrors of the matrix entries is given. It improves and completes a 
bound derived hy Jungong and Jiang. © Elsevier Science Inc., 1997 
1. INTRODUCTION;  FORMULATION OF  THE RESULT 
I~t  A be an n × n M-matrix, 
A =D-N= (a,j), (1) 
where D = diag(aii), N >~ 0 with zero diagonal. Then 
T= P(D- IN)  < 1. (2) 
Here p denotes the Perron root of  the nonnegative matrix D-1N. We 
eonsicler perturbations 8A of A with small relative errors • > 0, i.e. 
18AI ~< elAI = e( U + N).  (3) 
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Here we have used the notation ]B] for the matrix with the entries ]bid] if 
B = (bij). In the paper [2] the authors derive bounds for the relative error of 
the inverse of A in terms of 3' and E. They describe a function c(3", e) 
satisfying 
IA -1 - (a  + [e(3', , )  + a (4) 
In the course of the proof a bound for the relative error of the determinant is 
needed. It is shown there that 
det(A + EIA[) n~ 
~< 1 + - -  +O(e2) .  (5) 
det A 1 - 3" 
In this note we improve this result and give sharp bounds, also depending on 
3" and ~ only. 
For stating our result in a short way we introduce the function 
]+3 'z  
b(3", t)  = 1 + 2t  1 - 3"z + t2 (6) 
and observe that this function is positive for t > - (1  - 3')/(1 + 3"). 
The main result of this note is the following 
THEOREM 1. Let A = D - N, where D = cliag(aii), be an n X n M-ma- 
trix, 3' = P(D -1N)  < 1, E > O, and 16AI ~< elAI. I f  e < (1 - 3")/(1 + 3'), 
then for  n even 
det( A + 6A) ,n/e 
b(3', -e )  n/z < det A ~< b(3 ' ,e )  , (7) 
while for  n odd 
(1 - e)b(y ,  -e )  (~ 1)/2 ~.~ 
det(A + 3A) 
det A 
(1 + e)b(3",  e) 0'-1)/2. (8) 
The bounds are sharp. 
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2. PROOF 
The proof of Theorem i will be an easy consequence of the following two 
results which, though serving mainly as lemmata for Theorem 1, are interest- 
ing in themselves and hence are also addressed as theorems. 
THEOREM 2. Under the assumptions of Theorem 1, let F = •1AI. I f  
• < 1, then for n even 
det(A + F)  
det A 
b(T ,• )  n/2, (9) 
while for n odd 
det( A + F)  
det A 
(1 + ,)b(~,, •)(°-')/:. (10) 
This bound is sharp for all n. 
Lower bounds are provided by 
THEOREM 3. Under the assumptions of Theorem 1, let F = •IAI. I f  
• < (1 - T) / (1 + T) then for n even 
act( A - F)  
det A 
\ n /2  
>~ b(T,  -• )  , (11) 
and for n odd 
det( A - F)  
det A 
>~ (1 - • )b (T ,  __•)(n-i)/2 (12) 
The bound is sharp for all n. 
We start with the proof of Theorem 2. As in [2], we get, after introducing 
the function 
s ( . ,  . . . . .  x . )  : [1 + . (1  
j= l  
(13) 
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and simple manipulations, the following relation: 
det( A + F)  
det A 
f (h  1 . . . . .  An), (14) 
where hi, j = 1 . . . . .  n, are the eigenvalues of D-1N.  The vector of eigenval- 
ues belongs obviously to the set ~r  c C n of vectors x = (x x . . . . .  x n) satisfy- 
ing the following properties: ~.~'=lX~ = O, Ix,I ~< ~, i = 1 . . . . .  n, and for any 
xi, xi is also an entry of the vector. 
We claim now that the maximum of f over the set ~r  is given by the right 
hand side of (9) and (10) respectively. 
We introduce the function 
,( °) l+s  =(1-e  1+ - , 
~b(s) = 1 + e 1 -s  1 s (15) 
where ~ = 2~(1 - E) -1 > 0. We can easily find that for Isl < 1 we have 
2 
This implies that there is a real vector /z = (/zj) in ~ maximizing the 
function f over .*¢'. 
We observe that the logarithmic derivative of ~b, namely 
6'(s) 
(l-s)(~+ l - s ) '  
is monotone increasing for real s < 1. This implies that for real a ~< b and 
t > 0 the inequalities 
log[~b(a - t )q~(b  + t ) ]  > log[~b(a)~b(b)]  
and hence 
qb(a - t )qb(b  + t )  > dp(a)dp(b)  
hold. From this we get that at most one entry of the maximizing vector /z  is 
in ( -  y, y). The only possibility is that for even n = 2k we have k entries 3, 
and k entries -3~, while for n = 2k + I odd we have one entry 0 and k 
entries each y and - 7. Inserting this in (14), we get (9) and (10). 
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I~t 
(0 0) C ~ 
Y 
The M-matrix 
A = I n - -  diag(C, . . . ,  C, 0) (16) 
satisfies (10) with equality for odd n, while 
A = I. - diag(C . . . . .  C) (17) 
is an even dimensional A satisfying (9). This finishes the proof of Theorem 2. 
The easiest proof of Theorem 3 can be given by applying Theorem 2 to 
the matrix A - F instead of A. By the assumption on e we have that A - F 
is an M-matrix. Observe that then A + F has to be replaced by (1 - e2)A. 
After some manipulations we get the inequalities of Theorem 3. One could as 
well follow the steps of the proof of Theorem 2 accordingly. Equality holds 
for the same matrices (16) and (17). 
Proof of  Theorem 1. We recall the fact that for M-matrices A, B the 
relation A ~< B implies det A ~< det B; see e.g. [1, p. 117]. Then using the 
obvious inequalities 
A-F  ~A + 6A <~A + F 
and Theorems 2 and 3, we get Theorem 1. 
3. FINAL REMARKS 
For completeness we remark that Theorem 1 leads immediately to a 
bound for the relative error of the determinant, namely 
I det(A + 6A) - det A ] 
I det A 
I+T  2 
~< b(y, e)  n/z  - 1 1 - y 2 ne  + O(  e2)"  
It should be noted that here the convexity of the function e ~ b(y ,  e) "/2 in 
the interval ( - 1, 1) is used. 
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In [2] the authors prove also bounds for the adjoint matrix, 
ladj(A + F)] >/ (1 - e) n lladj AI 
and 
ladj(A -F ) I  ~ (1 + e)"-tladj AI. 
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If we combine this with our results on the determinants and use the 
well-known relation A-1 = (det A)-1 adj A, we get an improvement of the 
relative bound (4) for the inverse of an M-matrix. We refrain from elaborat- 
ing this point, as it is described already in [2]. 
