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IDENTITIES OF THE LEFT-SYMMETRIC WITT ALGEBRAS
Daniyar Kozybaev1
and
Ualbai Umirbaev2
Abstract. Let Pn = k[x1, x2, . . . , xn] be the polynomial algebra over a field k of char-
acteristic zero in the variables x1, x2, . . . , xn and Ln be the left-symmetric Witt algebra
of all derivations of Pn [2]. We describe all right operator identities of Ln and prove
that the set of all algebras Ln, where n ≥ 1, generates the variety of all left-symmetric
algebras. We also describe a class of general (not only right operator) identities for Ln.
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1. Introduction
Let k be an arbitrary field of characteristic zero and Pn = k[x1, x2, . . . , xn] be the
polynomial algebra over k in the variables x1, x2, . . . , xn. Let Wn be the Witt algebra
of index n, i.e., Lie algebra of all derivations of the polynomial algebra Pn. The set
of elements u∂i, where u = x
s1
1 . . . x
sn
n ∈ Pn is an arbitrary monomial, ∂i =
∂
∂xi
, and
1 ≤ i ≤ n, forms a linear basis for Wn. Denote by Ln an algebra with the ground space
Wn and the product · defined by
a∂i · b∂j = (a∂i(b))∂j , a, b ∈ Pn.(1)
It is easy to check [2] that Ln satisfies the left-symmetric identity
(xy)z − x(yz) = (yx)z − y(xz).(2)
This means that the associator (x, y, z) := (xy)z−x(yz) is symmetric with respect to two
left arguments, i.e.,
(x, y, z) = (y, x, z).
The variety of left-symmetric algebras is Lie-admissible, i.e., each left-symmetric algebra
L with the operation [x, y] := xy − yx is a Lie algebra. Obviously, the commutator
algebra of Ln coincides with the Witt algebra Wn of all derivations of Pn. The algebra
Ln is called the left-symmetric Witt algebra of index n.
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The left-symmetric Witt algebra Ln of all derivations of the polynomial algebra Pn plays
an important role in the study of locally nilpotent derivations of Pn and the Jacobian
Conjecture [12]. The set of all left nilpotent elements of Ln coincides with the set of
all locally nilpotent derivations of the polynomial algebra Pn and right multiplication
operator RD, where D ∈ Ln, is nilpotent if and only if the Jacobian matrix of D (see,
definition in [12]) is nilpotent. These facts already lead to necessity of purely algebraic
study of Ln. First of all, it is important to get algebraic descriptions of left and right
nilpotent elements of Ln.
Identities of Ln are especially important in order to treat the mentioned above problems
of affine algebraic geometry [12]. Notice that L1 is a Novikov algebra, i.e., it also satisfies
the identity
(xy)z = (xz)y.(3)
Moreover, the identities (2) and (3) form a basis of identities for L1 in characteristic zero
[8]. Recall that the question on a basis of identities for W1 is a well-known open problem
[10]. A basis for Z-graded identities of the Lie algebra W1 was recently given in [6].
The right multiplication algebra of Ln, i.e., the associative algebra generated by all
right multiplication operators Rx, x ∈ Ln, is isomorphic to the matrix algebra Mn(Pn)
[12, Lemma 4]. This result allows to make some parallel between the matrix algebras
Mn(k) in the case of associative algebras and the left-symmetric Witt algebras Ln in the
case of left-symmetric algebras. In Section 2, we describe all right operator identities of
the left-symmetric Witt algebra Ln as well as its subalgebras of triangular derivations
T (Ln) and strongly triangular derivations ST (Ln). Recall that minimal right operator
identities of Ln are considered in [4].
These results give that
Var(L1) & Var(L2) & . . . & Var(Ln) & . . . ,
where Var(Ln) is the variety of algebras generated by Ln.
In Section 4, we prove that the set of all left-symmetric Witt algebras Ln, where n ≥ 1,
generates the variety of all left symmetric algebras. This means that every polynomial
identity satisfied by all algebras Ln is a consequence of (2). In fact, we prove more
stronger result (Theorem 1), which says that the algebra of derivations ST (Ln) does not
satisfy any nontrivial left-symmetric identity of degree ≤ n.
Unfortunately, left operator identities of Ln are more important in applications and
more difficult to describe. It is known that every Lie identity for Wn is equivalent to a
left operator identity for Ln [12, Lemma 7]. Identities of the Lie algebra Wn are studied
in [10]. In fact, Razmyslov’s methods of proving identities for Wn applied directly to Ln
give more wider class of identities for Ln. These identities are described in Section 5.
In Section 3, we give some auxiliary results on a basis of free left-symmetric algebras
and some of them can be found in [7, 11].
2. Algebras of triangular derivations
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Every element D of the left-symmetric Witt algebra Ln can be represented uniquely
in the form
DF = f1∂1 + f2∂2 + . . .+ fn∂n,
where F = (f1, f2, . . . , fn)
′ is an n-tuple (column) of elements of the polynomial algebra
Pn = k[x1, x2, . . . , xn]. Let J(F ) = (∂j(fi))1≤i,j≤n be the Jacobian matrix of F considered
as a polynomial mapping of the space kn. The Jacobian matrix J(F ) is also called the
Jacobian matrix of the derivation DF . Thereby, every derivationD ∈ Ln has the Jacobian
matrix J(D) = J(DF ) = J(F ).
Consider the grading
Pn = A0 ⊕ A1 ⊕A2 ⊕ . . .⊕ As ⊕ . . .
of the polynomial algebra Pn, where Ai is the space of homogeneous elements of degree
i ≥ 0. The left-symmetric algebra Ln has a natural grading
Ln = L−1 ⊕ L0 ⊕ L1 ⊕ . . .⊕ Ls ⊕ . . . ,(4)
where Li is the space generated by all elements of the form a∂j with a ∈ Ai+1 and
1 ≤ j ≤ n. Elements of Ls are called homogeneous derivations of Pn of degree s.
We have L−1 = k∂1 + . . .+ k∂n and L0 is a subalgebra of Ln isomorphic to the matrix
algebra Mn(k). Notice that L−1 ·Ln ⊂ Ln−1 for all n ≥ 0. If 0 6= f ∈ Ln and n ≥ 0, then,
obviously, there exists ∂s ∈ L−1 such that ∂s · f 6= 0. Following [10], this property will be
referred as the left transitivity of the grading (4).
The element
DX = x1∂1 + x2∂2 + . . .+ xn∂n
is the identity element of the matrix algebra L0 and is the right identity element of Ln.
The left-symmetric algebra Ln has no identity element.
Let A be an arbitrary left-symmetric algebra. Denote by Homk(A,A) the associative
algebra of all k-linear transformations of the vector space A. For any x ∈ A denote
by Lx : A → A(a 7→ xa) and Rx : A → A(a 7→ ax) the operators of left and right
multiplication by x, respectively. It follows from (2) that
L[x,y] = [Lx, Ly], Rxy = RyRx + [Lx, Ry].
Denote byM(A) the subalgebra of Homk(A,A) (with an identity) generated by all Rx, Lx,
where x ∈ A. The algebra M(A) is called the multiplication algebra of A. The subalgebra
R(A) of M(A) (with identity) generated by all Rx, where x ∈ A, is called the right
multiplication algebra of A. Similarly, the subalgebra L(A) of M(A) (with identity)
generated by all Lx, where x ∈ A, is called the left multiplication algebra of A.
For shortness of terminology, we say that f = f(z1, . . . , zm) is an associative polyno-
mial if f is an element of the free associative algebra Ass〈z1, . . . , zm〉 freely generated
by z1, . . . , zm. If f = f(z1, . . . , zm) ∈ Ass〈z1, . . . , zm〉, then denote by f
∗ the image of
f under the standard involution ∗ of Ass〈z1, . . . , zm〉, i.e., z
∗
i = zi for all i. We also
say that f = f(z1, . . . , zm) is a left-symmetric polynomial if f is an element of the free
left-symmetric algebra LS〈z1, . . . , zm〉.
An identity g = 0 of a left-symmetric algebra A is called a right operator identity if
g = f(Rx1, . . . , Rxm)x for some associative polynomial f = f(z1, . . . , zm). This means
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f(Ra1 , . . . , Ram) = 0 in R(A) for all a1, . . . , am ∈ A. Notice that f = 0 is not an identity
for R(A) (in general). Left operator identities can be defined similarly.
The right multiplication algebra R(Ln) of the left-symmetric Witt algebra Ln is iso-
morphic to the matrix algebra Mn(Pn) [12]. This isomorphism
θ : R(Ln) −→Mn(Pn)
is uniquely defined by θ(RD) = J(D) for all D ∈ Ln.
So the algebra R(Ln) satisfies all identities of the matrix algebra Mn(k). Obviously,
every identity of R(Ln) determines an identity (in fact, a set of identities) for Ln. The
isomorphism θ allows to carry out the study of Ln parallel to the study of Mn(k). In this
section we describe all right operator identities of Ln and its two important subalgebras.
The next proposition gives a complete description of all right operator identities of Ln.
Proposition 1. Let f = f(z1, . . . , zm) be an associative polynomial. Then f(z1, . . . , zm) =
0 is an identity for Mn(k) if and only if f(Ry1 , . . . , Rym)y = 0 is a right operator identity
for Ln.
Proof. Recall that L0 ≃ Mn(k) is an associative algebra. We have
∂s · (xt∂r · xi∂j) = (∂s · xt∂r) · xi∂j
for all s, t, r, i, j. This means that L−1 is a right L0-module.
Transformation of matrices is an involution ofMn(k). Consequently, f = 0 is an identity
for Mn(k) if and only if f
∗ = 0 is an identity for Mn(k). Therefore, if f = 0 is not an
identity forMn(k), then there exist a1, . . . , am ∈ L0 such that 0 6= f
∗(a1, . . . , am) ∈ L0. By
the left transitivity of the grading (4), there exists ∂ ∈ L−1 such that ∂(f
∗(a1, . . . , am)) 6=
0. Since L−1 is a right L0-module, we get
∂(f ∗(a1, . . . , am)) = f(Ra1 , . . . , Ram)∂ 6= 0.
If f = 0 is an identity for Mn(k), then f = 0 is an identity for R(Ln) since R(Ln) ≃
Mn(Pn). Consequently, f(Ra1 , . . . , Ram) = 0 for all a1, . . . , am ∈ Ln. This means
f(Ra1 , . . . , Ram)a = 0 for all a ∈ Ln. 
According to the Amitsur–Levitzki theorem [1], Mn(k) satisfies the standard identity
s2n(y1, y2, . . . , y2n) =
∑
σ∈S2n
sgn(σ)yσ(1)yσ(2) . . . yσ(2n) = 0
of degree 2n, where S2n is the symmetric group on degree 2n and sgn(σ) is the sign of the
permutation σ. Moreover, s2n is an identity of Mn(k) of the minimal degree [1].
Corollary 1. [4] The left-symmetric Witt algebra Ln satisfies the identity
s2n(Ry1 , Ry2, . . . , Ry2n)y2n+1 = 0
of degree 2n+ 1 and this is a right operator identity of Ln of the minimal degree.
If n = 1, this corollary gives the Novikov identity (3).
Let T (Ln) be the subspace of Ln generated by all derivations of the form
xsii x
si+1
i+1 . . . x
sn
n ∂i,
where si, si+1, . . . , sn ∈ Z+, Z+ is the set of all nonnegative integers, and 1 ≤ i ≤ n.
It is easy to check that T (Ln) is a subalgebra of Ln. We call T (Ln) the algebra of all
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triangular derivations of Pn. In fact, T (Ln) is the set of all derivations D such that J(D)
is an upper triangular matrix, i.e., θ(RD) = J(D) ∈ Tn(Pn). Recall [9] that the identity
[x1, y1][x2, y2] . . . [xn, yn] = 0
is a basis for all identities of the algebra Tn(k) of all triangular matrices.
Corollary 2. Let f = f(z1, . . . , zm) be an arbitrary element of the free associative algebra
Ass〈z1, . . . , zm〉 and let C be the commutator ideal of Ass〈z1, . . . , zm〉. Then the following
conditions are equivalent.
(i) f(z1, . . . , zm) = 0 is an identity for Tn(k);
(ii) f ∈ Cn;
(iii) f(Ry1, . . . , Rym)y = 0 is an identity for T (Ln).
Proof. Notice that (i) and (ii) are equivalent [9]. This gives that f = 0 is an identity
for Tn(k) if and only if f
∗ = 0 is an identity for Tn(k). Notice that L−1 ⊂ T (Ln) and
Tn(k) = L0 ∩ T (Ln) ⊂ T (Ln). Using these facts, we can repeat the proof of Proposition
1 for this case without any changes. 
Denote by ST (Ln) the subspace of Ln generated by all derivations of the form
x
si+1
i+1 . . . x
sn
n ∂i,
where si+1, . . . , sn ∈ Z+ and 1 ≤ i ≤ n. Then ST (Ln) is a subalgebra of T (Ln). We
call ST (Ln) the algebra of all strongly triangular derivations of Pn. Notice that ST (Ln)
is the set of all derivations D such that J(D) is an upper strongly triangular matrix,
i.e., J(D) ∈ STn(Pn). The algebra STn(k) of all strongly triangular matrices satisfies the
identity
y1y2 . . . yn = 0.
It is easy to check that STn(k) does not satisfy any nontrivial associative identity of degree
less than n.
Repeating the proofs of Proposition 1 and Corollary 2, we get the next corollary.
Corollary 3. Every right operator identity of the algebra ST (Ln) of all strongly triangular
derivations is a corollary of the identity
Ry1Ry2 . . . Rynz = 0.(5)
So ST (Ln) is right nilpotent. It is not difficult to show that ST (Ln) is locally nilpotent
but not nilpotent. In fact, the identity of right nilpotency does not give too much in the
case of left-symmetric algebras. An example of a two-dimensional right nilpotent but not
nilpotent Novikov algebra is given in [13]. More strange examples of Novikov algebras in
small dimensions can be found in [3]. The picture might be totally different for subalgebras
of Ln.
Problem 1. Let L be a subalgebra of Ln satisfying the identity R
n
yz = 0. Is L locally
nilpotent?
Identities of the form Lmy z = 0 have stronger corollaries [5] in the case of left-symmetric
algebras and related to the study of Engel Lie algebras [14].
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3. Reduced words
Let Y = {y1, y2, . . . , yn} be an alphabet of n symbols. Denote by Y
∗ the monoid
of all nonassociative words on Y [15]. If u ∈ Y ∗, then denote by d(u) the length of
u. Every nonassociative word u of length ≥ 2 can be uniquely written as u = u1u2,
where d(u1), d(u2) < d(u). If u ∈ Y
∗ and d(u) ≥ 2, then we consider only nontrivial
decompositions of u, i.e., if u = u1u2, then d(u1), d(u2) ≥ 1.
For any u ∈ Y ∗ denote by [u] the associative word obtained from u by skipping all
parentheses.
Put y1 < y2 < . . . < yn. Let u and v be arbitrary elements of Y
∗. We say that u < v if
d(u) < d(v). If d(u) = d(v) ≥ 2, u = u1u2, and v = v1v2, then u < v if either u1 < v1 or
u1 = v1 and u2 < v2.
Put n¯ = {1, 2, . . . , n}. Every mapping σ : n¯ → n¯ will be identified with the endomor-
phism σ : Y ∗ → Y ∗ of the monoid Y ∗ defined by σ(yi) = yσ(i).
Lemma 1. Let u, v ∈ Y ∗ be arbitrary two words such that u > v, [u] = yi1yi2 . . . yim,
[v] = yj1yj2 . . . yjr , and let σ : n¯ → n¯ be a mapping such that σ(i1) > . . . > σ(im) >
σ(j1) > . . . > σ(jr). Then σ(u) > σ(v).
Proof. Assume that the statement of the proposition is not true and let u, v ∈ Y ∗ be
a counterexample with the minimal d(u) + d(v). If d(u) > d(v), then σ(u) > σ(v) since
d(σ(u)) > d(σ(v)). Consequently, we may assume that d(u) = d(v). If d(u) = d(v) = 1
then u = yi1 , v = yj1. Therefore, σ(u) = yσ(i1), σ(v) = yσ(j1), and σ(u) > σ(v) since
σ(i1) > σ(j1).
If d(u) = d(v) ≥ 2, then u = u1u2 and v = v1v2. If u1 > v1, then u1, v1 satisfies all the
conditions of the proposition and d(u1) + d(v1) < d(u) + d(v). By the choice of u, v we
get σ(u1) > σ(v1). Consequently, σ(u) > σ(v). If u1 = v1, then u2 > v2. Similarly, we get
σ(u2) > σ(v2) and σ(u) > σ(v). 
A word w ∈ Y ∗ is called reduced [11] if it does not contain any subword of the form
r(st) ∈ Y ∗, where d(r), d(s), d(t) ≥ 1 and r < s. Denote by V the set of all reduced words
in the alphabet Y .
Lemma 2. Let w ∈ V , [w] = yi1yi2 . . . yim, and let σ : n¯ → n¯ be a mapping such that
σ(i1) > . . . > σ(im). Then σ(w) ∈ V .
Proof. If d(w) = 1, then there is nothing to prove. Suppose that d(w) ≥ 2 and the
statement of the proposition is true for all reduced words of length less than d(w). Let
w = uv. Then σ(u), σ(v) ∈ V by the induction proposition. If d(v) = 1, then , obviously,
σ(w) = σ(u)σ(v) ∈ V . If v = v1v2, then σ(w) = σ(u)(σ(v1)σ(v2)). We have u ≥ v1
since w ∈ V . By Lemma 1, we get σ(u) ≥ σ(v1). This implies that σ(w) ∈ V since
σ(u), σ(v) ∈ V . 
Let A = LS〈Y 〉 be the free left-symmetric algebra with free set of generators Y . Every
nonassociative word in the alphabet Y represents a certain element of A and for any
u ∈ Y ∗ we denote by u the element of A defined by u.
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According to [11], the set of all reduced words forms a linear basis for A: every nonzero
element g of A can be uniquely represented as
g = α1w1 + α2w2 + . . .+ αmwm,(6)
where wi ∈ V , 0 6= αi ∈ k for all i, and w1 < w2 < . . . < wm.
Denote by g the lowest word w1 of g. The element α1w1 is also called the lowest term
of g.
Lemma 3. Let w ∈ Y ∗ be an arbitrary nonassociative word. Then w ≥ w in the algebra
A = LS〈Y 〉 and the equality holds if and only if w ∈ V .
Proof. Assume that the statement of the lemma is true for all words of length less
than t, where t ≥ 2. Assume also that w is the maximal word of length t for which the
statement of the lemma is not true. If w ∈ V , then w = w. Hence w = uv /∈ V . If u or v
is not reduced, then, by the assumptions above, w is a linear combination of words of the
form u′v′ such that u′v′ > w. By the choice of w, the statement of the lemma is true for
all u′v′. Consequently, w is a linear combination of reduced words w′ such that w′ > w.
Suppose that both u and v are reduced. This means v = v1v2 and u < v1 since w is
not reduced. By (2), we have
w = u(v1v2) = v1(uv2) + (uv1)v2 − (v1u)v2
in the algebra A. Notice that v1(uv2), (uv1)v2, (v1u)v2 > w. By the choice of w, we again
get that w is a linear combination of reduced words w′ such that w′ > w. 
Lemma 4. Every reduced word w ∈ V can be uniquely represented in the form
w = Lw1Lw2 . . . Lwmxi,(7)
where wj ∈ V for all j and w1 ≥ w2 ≥ . . . ≥ wm.
Proof. If w = uv, then u and v are reduced words. Leading an induction on d(w), we
may assume that v = Lv1Lv2 . . . Lvsxi, where vj ∈ V and v1 ≥ v2 ≥ . . . ≥ vs. We have
v = v1v
′ where v′ = Lv2 . . . Lvsxi. Note that u ≥ v1 since w = uv = v(v1v
′) is reduced.
Consequently, w = LuLv1Lv2 . . . Lvsxi and u ≥ v1 ≥ v2 ≥ . . . ≥ vs. The uniqueness of this
representation is obvious. 
4. Generalized triangular derivations
Let λ = (λ12, λ13, . . . , λ1n, λ23, . . . , λn−1n) be a tuple of independent commutative vari-
ables λij , where 1 ≤ i < j ≤ n. Denote by k[λ] the polynomial algebra over k in the
variables λij . Every element of k[λ] can be written uniquely in the form
λs = λs1212 λ
s13
13 . . . λ
s1n
1n λ
s23
23 . . . λ
sn−1n
n−1n ,
where s = (s12, s13, . . . , s1n, s23, . . . , sn−1n) ∈ Zr+ and r =
(n−1)n
2
. Denote by ≤ the lexico-
graphic order on Zr+. Put also λ
s < λt if s < t in Zr+. If 0 6= f ∈ k[λ] then denote by f˜
the leading monomial of f .
Denote by S the set of formal symbols
xf11 . . . x
fn
n ,
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where f1, f2, . . . , fn ∈ k[λ], and consider S as a semigroup with respect to the product
xf11 . . . x
fn
n x
g1
1 . . . x
gn
n = x
f1+g1
1 . . . x
fn+gn
n .
Notice that S just is a multiplicative version of the additive semigroup k[λ]n. Put also
degxi(x
f1
1 . . . x
fn
n ) = fi for all i.
Consider the set of formal symbols u∂i, where u ∈ S and 1 ≤ i ≤ n. Let L be the free
k[λ]-module generated by all u∂i. We turn L into k[λ]-algebra by
u∂i ◦ v∂j = degxi(v)(uvx
−1
i )∂j .
Lemma 5. L is a left-symmetric k[λ]-algebra.
Proof. If u, v, w ∈ S, then
(u∂i, v∂j , w∂k) = (u∂i ◦ v∂j) ◦ w∂k − u∂i ◦ (v∂j ◦ w∂k)
= degxi(v)(uvx
−1
i )∂j ◦ w∂k − degxj (w)u∂i ◦ (vwx
−1
j )∂k
= degxi(v) degxj(w)(uvwx
−1
i x
−1
j )∂k − degxj(w) degxi(vwx
−1
j )(uvwx
−1
i x
−1
j )∂k
= (degxi(v) degxj(w)− degxj(w) degxi(vwx
−1
j ))(uvwx
−1
i x
−1
j )∂k
= − degxj (w)(degxi(w) + degxi(x
−1
j ))(uvwx
−1
i x
−1
j )∂k.
Similarly, we get
(v∂j , u∂i, w∂k) = − degxi(w)(degxj (w) + degxj(x
−1
i ))(uvwx
−1
i x
−1
j )∂k.
If i = j, then these equalities give
(u∂i, v∂j, w∂k) = (v∂j, u∂i, w∂k),
i.e., the identity (2) holds for u∂i, v∂j , w∂k. If i 6= j, then degxi(x
−1
j ) = degxj(x
−1
i ) = 0
and (2) holds again. 
Denote by L̂n the left-symmetric algebra of all derivations of k[x
±1
1 , x
±1
2 , . . . , x
±1
n ]. The
set of elements u∂i, where u = x
s1
1 . . . x
sn
n , s1, . . . , sn ∈ Z, ∂i =
∂
∂xi
, and 1 ≤ i ≤ n, forms a
linear basis for L̂n. The product in L̂n is defined by (1). The identity (2) can be checked
as in the proof of Lemma 5. The subalgebras of triangular derivations T (L̂n) and strong
triangular derivations ST (L̂n) of L̂n can be defined similarly.
For any s = (s12, s13, . . . , s1n, s23, . . . , sn−1n) ∈ Zr we define a k-linear mapping
ŝ : L −→ L̂n(8)
by
ŝ(f(λ)x
f1(λ)
1 . . . x
fn(λ)
n ∂i) = f(s)x
f1(s)
1 . . . x
fn(s)
n ∂i
for all f, f1, . . . , fn ∈ k[λ] and 1 ≤ i ≤ n. Obviously, ŝ is defined correctly since L is a
free k[λ]-module and k[λ] is a free k-module.
Lemma 6. ŝ is a homomorphism of k-algebras.
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Proof. We have
f(λ)x
f1(λ)
1 . . . x
fn(λ)
n ∂i ◦ g(λ)x
g1(λ)
1 . . . x
gn(λ)
n ∂j
= f(λ)g(λ)gi(λ)x
f1(λ)+g1(λ)
1 . . . x
fi(λ)+gi(λ)−1
i . . . x
fn(λ)+gn(λ)
n ∂j
in L . Obviously, we have
f(s)x
f1(s)
1 . . . x
fn(s)
n ∂i · g(s)x
g1(s)
1 . . . x
gn(s)
n ∂j
= f(s)g(s)gi(s)x
f1(s)+g1(s)
1 . . . x
fi(s)+gi(s)−1
i . . . x
fn(s)+gn(s)
n ∂j
in L̂n. This means that ŝ is a homomorphism of k-algebras. 
Put
u1 = x
λ12
2 . . . x
λ1n
n , u2 = x
λ23
3 . . . x
λ2n
n , . . . , un = 1.
Consider the elements
z1 = u1∂1, z2 = u2∂2, . . . , zn = un∂n,
of L and denote by L (λ) the k-subalgebra of L generated by z1, z2, . . . , zn.
For any s = (s12, s13, . . . , s1n, s23, . . . , sn−1n) ∈ Zr+, consider the homomorphism ŝ de-
fined by (8). Denote the restriction of ŝ into L (λ) by the same symbol ŝ. Notice that
ŝ(L (λ)) ⊂ ST (Ln) since ŝ(zi) ∈ ST (Ln). Finally, we have a homomorphism
ŝ : L (λ) −→ ST (Ln).(9)
As in Section 3, let A = LS〈Y 〉 be the free left-symmetric algebra generated by Y =
{y1, y2, . . . , yn}. Denote by
χ : A −→ L (λ)
the homomorphism of k-algebras such that χ(yi) = zi for all i.
Lemma 7. Let w ∈ Y ∗. Then there exist unique polynomials fw, fw1 , . . . , f
w
n ∈ k[λ] and
a number r(w)(1 ≤ r(w) ≤ n) such that
χ(w) = fwx
fw1
1 . . . x
fwn
n ∂r(w).
Proof. If w = yi then χ(w) = zi. Hence f
w = 1, fw1 = . . . = f
w
i = 0, f
w
i+1 =
λii+1, . . . , f
w
n = λin, and r(w) = i. If w = uv, then
χ(w) = χ(u) ◦ χ(w) = fux
fu1
1 . . . x
fun
n ∂r(u) ◦ f
vx
fv1
1 . . . x
fvn
n ∂r(v)
= fuf vf vr(u)x
fu1 +f
v
1
1 . . . x
fu
r(u)
+fv
r(u)
−1
r(u) . . . x
fun+f
v
n
n ∂r(v)
by the definition of the product ◦ since degxr(u)(x
fv1
1 . . . x
fvn
n ) = f vr(u). 
We use this lemma also as the definition of fw, fwi , and r(w). The proof of this lemma
also implies the next corollaries.
Corollary 4. Let w ∈ Y ∗ and w = uv. Then fw = fuf vf vr(u), f
w
i = f
u
i + f
v
i if i 6= r(u),
fwr(u) = f
u
r(u) + f
v
r(u) − 1, and r(w) = r(v).
Corollary 5. Let w ∈ Y ∗ and [w] = yi1 . . . yim. Then r(w) = im and
χ(w) = fwui1ui2 . . . uimx
−1
i1
x−1i2 . . . x
−1
im−1
∂im .
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Proof. Formula r(w) = r(v) from Corollary 4 immediately gives r(w) = im.
If d(w) = 1 and w = yi1, then χ(w) = zi1 = ui1∂i1 . Let w = uv, [u] = yi1 . . . yim , and
[v] = yj1 . . . yjr . Leading an induction on d(w), we get
χ(w) = χ(u) ◦ χ(v) = fuui1 . . . uimx
−1
i1
. . . x−1im−1∂im ◦ f
vuj1 . . . ujrx
−1
j1
. . . x−1jr−1∂jr
= fwui1 . . . uimuj1 . . . ujrx
−1
i1
. . . x−1im−1x
−1
j1
. . . x−1jr−1x
−1
im
∂jr
since fw = fuf vf vim = f
uf v degxim (uj1 . . . ujrx
−1
j1
. . . x−1jr−1). This implies the statement of
the corollary. 
By this corollary, r(w) is the index of the rightmost symbol of w. We use this fact as
a denotation.
Recall that a word w ∈ Y ∗ is called multilinear if dyi(w) ≤ 1 for all i, where dyi(w) is
the length of w in yi.
A word w ∈ Y ∗ with [w] = yi1yi2 . . . yim is called an s-word if i1, i2, . . . , im−1 > im. We
say w ∈ Y ∗ is special if every subword of w is an s-word.
Notice that if w is a reduced word, [w] = yi1yi2 . . . yim, and i1 > i2 > . . . > im, then
w is a special reduced word. Obviously, every special reduced word w has a unique
representation in the form (7), where w1, w2, . . . , wm are special reduced words.
Lemma 8. Let v ∈ Y ∗ be a multilinear word. If v is not special, then χ(v) = 0
Proof. Let u be a nonspecial subword of v of the minimal length. Then u is not an
s-word. Let [u] = yi1 . . . yim and let ij be the smallest number between i1, i2, . . . , im.
Notice that all numbers i1, i2, . . . , im are different since v is multilinear and j < m since
u is not an s-word. Consequently, ij+1, ij+2, . . . , im > ij. This means that χ(yij+1) =
zij+1 , χ(yij+2) = zij+2 , . . . , χ(yim) = zim do not depend on xij . Consequently, χ(yij ) = zij
annihilates the product χ(yi1) . . . χ(yim) for any placement of parentheses. 
Denote by W the set of all multilinear special reduced words in the alphabet Y . If
w ∈ W and [u] = yi1 . . . yim, then put s(w) = {i1, i2, . . . , im}.
Lemma 9. Let w ∈ W and w = uv. Then
f vr(u) =
∑
i∈s(v)
λir(u).
Proof. Recall that λij = 0 if i ≥ j. Consequently, only the indexes i ∈ s(v) with
i < r(v) contribute to the sum in the formulation of the lemma.
Notice that v does not contain yr(u) since w is multilinear and yr(u) is the rightmost
symbol of u. Consequently, we do not have zr(u) in χ(v). This means that the degrees in
xr(u) of all elements participating in the product χ(v) will be summarized. Notice that
the degree xr(u) in zi is λir(u) if i < r(u) and 0 otherwise. This gives the statement of the
lemma. 
Lemma 10. Let w ∈ W represented in the form (7). Then
f˜w = λir(w1)λir(w2) . . . λir(wm)f˜
w1 f˜w2 . . . f˜wm.
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Proof. We have w = w1u, where u = Lw2 . . . Lwmyi. By Corollary 4, f
w = fw1fufur(w1).
By Lemma 9, we get
fur(w1) =
∑
j∈s(u)
λjr(w1).
Notice that i is the least number of s(u) and s(w) since u and w are special. Consequently,
f˜u
r(w1)
= λir(w1) and
f˜w = λir(w1)f˜
w1 f˜u.
Leading an induction on d(w), we may assume that
f˜u = λir(w2) . . . λir(wm)f˜
w2 . . . f˜wm .
This completes the proof of the lemma. .
Corollary 6. In the conditions of Lemma 10 the following statements are true:
(i) f˜w is a product of d(w)− 1 elements λst;
(ii) The least first index of all divisors λst of f˜w is i;
(iii) The set of all second indexes of all divisors λst of f˜w is equal to s(w) \ {i};
(iv) Let λij1, λij2, . . . , λijp be the set of all divisors λst of f˜
w with the first index i. Then
p = m and {j1, j2, . . . , jp} = {r(w1), r(w2), . . . , r(wm)}.
Proof. Every statement of the corollary is obvious or can be deduced from Lemma 10
by an easy induction on d(w). 
Lemma 11. Every w ∈ W is uniquely defined by f˜w.
Proof. We determine w ∈ W in the form (7). By Corollary 6(ii), r(w) = i is determined
uniquely. By Corollary 6(iv), the numberm and the set of elements {r(w1), r(w2), . . . , r(wm)}
are also determined uniquely.
We introduce new orders ≻ and ⊢ on s(w). If p, q ∈ s(w), then put q ≻ p if λpq divides
f˜w. Put also q ⊢ p if q = q0 ≻ q1 ≻ . . . ≻ qt = p for some t ≥ 1. By Corollary 6(iii), for
any q ∈ s(w) \ {i} there exists a unique element p ∈ s(w) such that q ≻ p. Lemma 10
implies that q ⊢ r(wj) if and only if q ∈ s(wj) \ {r(wj)}. This fact uniquely determines
s(wj) for all j. Notice that f˜wj is the product of all divisors λst of f˜w such that t ⊢ r(wj).
Leading an induction on d(w), we may assume that wj is uniquely determined by f˜wj .
Then w is also determined uniquely since w1 ≥ w2 ≥ . . . ≥ wm. 
Theorem 1. The left-symmetric algebra of all strongly triangular derivations ST (Ln)
does not satisfy any nontrivial left-symmetric identity of degree less than or equal to n.
Proof. Recall [15] that every polynomial identity over a field of characteristic zero is
equivalent to homogeneous multilinear polynomial identities. Since ST (Ln−1) ⊂ ST (Ln),
it is sufficient to prove that every multilinear polynomial identity of ST (Ln) of degree n
is a corollary of (2). Suppose that it is not true. Then there exists a nonzero multilinear
element g = g(y1, y2, . . . , yn) of the free left-symmetric algebra A = LS〈Y 〉 which is a
polynomial identity for ST (Ln), i.e.,
g(a1, a2, . . . , an) = 0
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for all a1, a2, . . . , an ∈ Ln. We fix this element g and assume that g is written in the form
(6). Then g = w1
Let [g] = [w1] = yi1yi2 . . . yin . We have {i1, i2, . . . , in} = {1, 2, . . . , n} since g is multi-
linear of degree n. Consider the mapping σ : n¯ → n¯ defined σ(ij) = n − j + 1 for all j.
Notice that σ(i1) > σ(i2) > . . . > σ(in). Denote by σ the automorphism of the monoid
Y ∗ and the automorphism of the free algebra A defined by σ. We have
σ(g) = α1σ(w1) + α2σ(w2) + . . .+ αmσ(wm).
By Lemma 1, we get σ(w1) < σ(w2) < . . . < σ(wm). By Lemma 2, σ(w1) is a reduced
word. Then Lemma 3 gives that σ(g) = σ(w1).
Obviously, σ(w1) is special since [σ(w1)] = ynyn−1 . . . y1.
Consequently, by changing g to σ(g), we may assume that g = w1 ∈ W . Let g = h+h1,
where h is a linear combination of special reduced words and h1 is a linear combination
of reduced nonspecial words. We have h 6= 0 since g ∈ W . We also have χ(h1) = 0 by
Lemma 8. Assume that
h = β1v1 + β2v2 + . . .+ βsvs,
where vi ∈ W , 0 6= βi ∈ k, s ≥ 1, and 1 ≤ i ≤ s. Notice that r(vi) = 1 for all i since vi is
special. By Corollary 5, we get χ(vi) = f
viu1u2 . . . un(x2x3 . . . xn)
−1∂1 for all i. Hence
χ(g) = χ(h) = (β1fv1 + β2fv2 + . . .+ βsfvs)u1u2 . . . un(x2x3 . . . xn)
−1∂1.
Put fg = β1fv1 + β2fv2 + . . . + βsfvs . By Lemma 9, the elements f˜vi are different for
different values of i. Consequently, fg ∈ k[λ] is nonzero. It is not difficult to show that
there exists s ∈ Zr+ such that fg(s) 6= 0. Then the image of g under the homomorphism
ŝ ◦ χ : A −→ ST (Ln)
is nonzero. Consequently, g is not an identity for ST (Ln). 
Corollary 7. The identity (5) is a left-symmetric polynomial identity of ST (Ln) of the
minimal degree.
Corollary 8. The variety of algebras generated by all algebras of strongly triangular
derivations ST (Ln), where n ≥ 1, is the variety of all left-symmetric algebras.
Corollary 9. The variety of algebras generated by all algebras of triangular derivations
T (Ln), where n ≥ 1, is the variety of all left-symmetric algebras.
Corollary 10. The variety of algebras generated by all left-symmetric Witt algebras Ln,
where n ≥ 1, is the variety of all left-symmetric algebras.
5. General identities
A very interesting class of identities for Wn was discovered by Yu.P. Razmyslov [10,
Chapter 6]. Of course, every identity for Wn is an identity for Ln. Moreover, every
identity for Wn also gives a left operator identity for Ln [12, Lemma 7]. But Razmyslov’s
method, applied directly to Ln, gives more wider class of identities for Ln. We describe
this class of identities.
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Consider the grading (4) of Ln. Recall that 0 6= a ∈ Li is called homogeneous of degree
i. Put |a| = i in this case. Choose a homogeneous basis
e1, e2, . . . , es, . . .
for Ln such that |ei| ≤ |ej| if i < j. Then e1, . . . , en is a basis for L−1 and en+1, . . . , en2+n
is a basis for L0, and so on.
For any positive integer N put
e(N) =
N∑
i=1
|ei|
Recall that a (nonassociative) polynomial f = f(y1, . . . , yN , z1, . . . , zt) is called skew-
symmetric with respect to y1, . . . , yN if
σ(f) = f(yσ(1), . . . , yσ(N), z1, . . . , zt) = sgn(σ)f(y1, . . . , yN , z1, . . . , zt)
for all σ ∈ SN , where SN is the group of degree N .
Proposition 2. Let N be an arbitrary positive integer and f = f(y1, . . . , yN , z1, . . . , zt) be
an arbitrary multilinear left-symmetric polynomial skew-symmetric with respect to y1, . . . , yN .
If e(N) ≥ t, then f = 0 is an identity for Ln.
Proof. The identity (2) gives
∂ · (u · v) = (∂ · u) · v + u · (∂ · v)
for all ∂ ∈ L−1 and u, v ∈ Ln since Ln · L−1 = 0. This means that L∂ is a derivation of
Ln.
Let g = g(z1, . . . , zl) be an arbitrary multilinear left-symmetric polynomial. If g = 0 is
not an identity for Ln, then there exist homogeneous elements v1, . . . , vl ∈ Ln such that
0 6= g(v1, . . . , vl) ∈ L−1. In fact, let v1, . . . , vl ∈ Ln be homogeneous elements such that
0 6= g(v1, . . . , vl) ∈ Li and i ≥ 0. By the left transitivity of the grading (4), there exists
∂ ∈ L−1 such that L∂g(v1, . . . , vl) 6= 0. We have
L∂g(v1, . . . , vl) =
l∑
i=1
g(v1, . . . , L∂vi, . . . , vl).
since L∂ is a derivation. Then there exists i such that 0 6= g(v1, . . . , L∂ui, . . . , vl) ∈ Li−1.
Suppose that f = 0 is not an identity for Ln. Then there exist basis elements
ei1 , . . . , eiN , ej1, . . . , ejt ∈ Ln such that 0 6= f(ei1, . . . , eiN , ej1, . . . , ejt) ∈ L−1. If two of
the elements ei1 , . . . , eiN are equal to each other, then f(ei1 , . . . , eiN , ej1 , . . . , ejt) = 0 since
f is skew-symmetric with respect to y1, . . . , yN . If all ei1 , . . . , eiN are different, then
|ei1|+ . . .+ |eiN | ≥ |e1|+ . . .+ |eN | = e(N).
This implies that f(ei1 , . . . , eiN , ej1 , . . . , ejt) ∈ Ls and s ≥ e(N)− t ≥ 0. 
Let’s describe the identities of the minimal degree given by Proposition 2. Notice that
|e1| + . . . + |en| = −n and |en+1| + . . . + |en2+n| = 0. The minimal N for which e(N) is
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nonnegative is n2 + 2n and e(n2 + 2n) = 0. Put N = n2 + n. Let w be an arbitrary
reduced word such that [w] = y1 . . . yN . Then
SwN =
∑
σ∈SN
sgn(σ)w(yσ(1), . . . , yσ(N)) = 0
is an identity for Ln.
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