Abstract. In this paper we shall prove the generalization of Titchmarsh's Theorem for the Dunkl transform for functions satisfying the k-Dunkl Lipschitz condition in the space L 2,α = L 2 (R, |x| 2α+1 dx), where k ∈ {1, 2, ...} and α > − 
Introduction and preliminaries
One the real line, Dunkl operators are differential-difference operators introduced in 1989, by C.F. Dunkl [3] and are denoted by D α , where α is a real parameter α > − 1 2 . These operators, are associated with the reflection group Z 2 on R. The Dunkl kernel e α is used to define the Dunkl transform which was introduced by C.F. Dunkl [4] . More complete results concerning this transform were later obtained by De Jeu [5] . Rösler in [6] shows that Dunkl kernels verify a product formula. this allows us to define Dunkl translation operators T h . As a result we have a Dunkl convolution. Titchmarsh's [9, Theorem 85] characterized the set of functions in L 2 (R) satisfying the Cauchy Lipschitz condition by means of an asymptotic estimate growth of the norm of their Fourier transform, namely we have Theorem 1.1. [9] Let α ∈ (0, 1) and assume that f ∈ L 2 (R). Then the following are equivalents:
where F(f ) stands for the Fourier transform of f .
The main aim of this paper is to establish the generalization of 
The action of the operator D α is defined for all functions f ∈ C 1 (R). Note that any even function f (x) ∈ C 2 (R) satisfies equality
is the Bessel operator.
Let j α (x) be a normalized Bessel function of the first kind, i.e.,
where J α (x) is a Bessel function of the first kind ( [2] , Chap 7). The function j α (x) is infinitely differentiable and even; in addition, j α (0) = 1.
The Dunkl kernel is defined by
where c α = (2α + 2) −1 .
The function y = e α (x) satisfies the equation D α y = iy with the initial condition y(0) = 1. In the limit case with α = − 1 2
the Dunkl kernel coincides with the usual exponential function e ix .
Let L 2,α stand for the Hilbert space which consists of measurable functions f (x) defined on R with the norm
Let us describe some properties of the Dunkl transform and the generalized Dunkl translation. The Dunkl transform is the integral transform
The inverse Dunkl transform is defined by the formula
Let S stand for the space of rapidly decreasing functions defined on R, i.e., the set of all infinitely differentiable functions g(x) which decrease as |x| −→ ∞, together with all their derivatives, more rapidly than any power of |x| −1 . One can endow the space S with a topology, turning it into a locally convex space (e.g., [10] , Chap I). It is well-know [7] that the direct and inverse Dunkl transforms are mutually inverse automorphisms of the space S. The Dunkl transform satisfies the Parseval equality (f (x) ∈ S)
One can extend the mapping f (x) −→ f (λ) by continuity up to the isomorphism of the Hilbert space L 2,α onto itself. The extended mapping is also denoted by f (x) −→ f (λ) and is called the Dunkl transform , then
where
for (x, h) = (0, 0),
With the help of definition of T h one can also define this operator for a class of functions which is wider than C ∞ . In particular, the operator T h f is defined any continuous function f . Futher we show that formula of T h extends the operator up to a continuous operator in L 2,α . Lemma 1.2. Let f ∈ L 2,α , then the following equality is true for any h ∈ R (T h f )(λ) = e α (λh) f (λ). We define the finite differences of the first and higher orders are defined as follows:
), (i = 1, 2, ..., k ; k = 1, 2, ....) and I is a unit operator in L 2,α .
Generalization of Titchmarsh's Theorem
In this section we give the main result of this paper. We need first to define the k-Dunkl Lipschitz class.
Proof We use Lemmas 1.2 and 1.3, we obtain
Formulas (1) and (2) give that the Dunkl transform of ∆
. By Parseval's identity we obtain the proof of Lemma 2.2.
The following are equivalents
By Lemma 2.2, we have
] then |λh| ≥ 1 and formula (3) of Lemma 1.4 implies that
Or, equivalently
It follows from (3) that
where c 1 > 0 is a constant. From this inequality we obtain
This proves that
2) =⇒ 1) Suppose now that
We have to show that
We write
Firstly, we use formula (1) of Lemma 1.4
To estimate I 1 , we use the inequalities (1) and (2) of Lemma 1.4
An integration by parts, we obtain 
