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Starting from the classical Fredholm theory, it is shown that the solution of 
a linear integral equation at an eigenvalue h = A, (say) can be expressed as the 
limit function (when this exists) of the unique solutton of a standard non- 
homogeneous linear integral equation with A ;t A, , as X - A, . 
Developing this idea, most of the standard properties are readily derived, 
and also, some which are believed to be new. Although, for simplicity, the 
present theory is restricted to Riemann integrals and kernels of only limited 
discontinuity, the fundamental principle here explained is obviously capable 
of a far wider generality in application, and it is hoped to so extend it In later 
papers. 
1. RBSUMB OF STANDARD FREDHOLM THEORY 
As the work of the paper depends hzavilv upon this theory, it will be 
convenient to give here a summary of this, before proceeding to explain our 
method. 
We take the standard homogeneous linear integral equation in the form 
(1) 
where the kernel K(x, y) is supposed either continuous, or, if discontinuous, 
to obey the requirements of the standard Fredholm theory. 
The Fredholm infinite determinant, here written as D(h), can be shown 
to be given by 
W) = 1 - h j” WI 1 61) a, 
n 
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and the associated Fredholm function, D(x, y; A), to be given by 
K(x,y); q-9 5;); qx, 52) 
K(& ,Y>; K(5, , 63; K(& , 62) d&d& - ..a (3) 
KC!, ,Y>; K(f2, &;>; K(f2, I,) 
It can be shown also that these series converge for all h and hence D(h) 
and D(x, y; A) will be integral (entire) functions of A. 
The standard results 
D(x, Y; 4 = WA) K(x, Y) + h j-” K(x, I) D(t, y; 4 df, 
B 
(4) 
and 
D(x, Y; 4 = WV K(x, Y> + A 1” K(f, Y) D(x, I; 4 d4 
a 
(5) 
s 
b D(& 5; A) dt = -AD’(h) (6) 
a 
can then be proved. 
The standard nonhomogeneous linear integral equation will be taken as 
f(x) = F(x) + X /l K(x, 4)fkY 45 (7) 
and equation (5) may be used to show that this has the unique solution 
1 
f(x) = m9 + D(h) I b F(5) D(x, 5; 4 dt (I (8) 
whenever D(h) f 0. 
By considering the case F(x) = 0, it is at once apparent that the homoge- 
neous equation (1) can have no solution (save the trivial one,f(x) = 0) when 
WV + 0. 
Hence (1) can have nontrivial solutions only for values of h satisfying 
D(h) = 0. (9) 
Such values of h are called “eigenvalues” (or “characteristic values”), and 
the corresponding solutions of (1), eigenfunctions (or characteristic functions). 
Note that equation (9) for the eigenvalues is the same for the “associated” 
homogeneous equation-i.e., the one analogous to (1) but defined by the 
kernel K(y, x). Thus, the characteristic values are the same for this associated 
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equation. But of course the characteristic functions are different-unless 
K(x, y) is symmetric. 
Consider a particular eigenvalue As for (1), and its associated eigenfunctions. 
Since D(h) is an integral function of A, and D(x, y; A) likewise (for each 
given x, y), we may expand them into the convergent Taylor series 
Here, the integers m and I are defined by these expansions. The number m 
is the multiplicity of h, considered as a root of (9). 
Substituting into (6), we find 
Oe<l<m-1. w 
Substituting into (4), dividing by (A - A,)‘, and then making h 4 AD, we find 
that 
Thus g,(x, y) is, for each fixed y, a solution of homogeneous equation (1) 
with A = A,, . However, as is well known, it is only possible to obtain a$Gte 
number of linearly independent solutions from homogeneous equation (1) 
for a given eigenvalue A, . The maximum number of such linearly independent 
solutions that can be obtained for a given eigenvalue is called the “index” 
of that eigenvalue, and will be denoted here by .A?. 
It follows that not more than a finite number of linearly independent 
solutions of (I) with h = A, can be obtained from the function gl(x, y) 
(by giving different values to y). 
It is natural to ask “can the full number (.A’) of linearly independent 
solutions be always obtained in this way ?” Or, equivalently, “Can 
(14) 
where t(l) is any continuous function, represent all solutions of (1) with A = A,, .
The present theory wili show that the answer to this question is “No.” 
But it will give integral representations only slightly more complicated than 
(14) which do comprise all solutions. It will also give a simple necessary and 
sufficient condition for the simple representation (14) to be true for all 
solutions. 
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2. EXPLANATION OF THE METHOD 
The basic idea of the present theory is to express the solutions of homo- 
geneous equation (1) with h = A,, , and also (when these latter exist) solutions 
of nonhomogeneous equation (7) with h = &--as the limit (when this exists) 
of the unique solution (8) of the nonhomogeneous equation (7) for h # A,, , as 
A-+&). 
To explain the method further, note that, in the nonhomogeneous 
equation (7), F( x is an arbitrary function and h an arbitrary constant. There is, ) 
therefore, nothing to prevent us from making F(X) depend also upon the 
constant h which, in the analysis to follow, is now to be regarded as a param- 
eter taking on different sets of values which approach the eigenualue A, . 
We therefore write the nonhomogeneous integral equation (7) as 
For what follows, it is important to notice that the Fredholm determinant 
D(h) and its associated function D(x, y; A) are not affected by the inclusion of 
the parameter X in F(x, A). For these functions are completely determined by 
the kernel K(x, y) and the constant A, only. 
3. THE LINEAR INTEGRAL EQUATION FOR h = A, AS A LIMITING CASE OF 
THE STANDARD NONHOMOGENEOUS LINEAR INTEGRAL EQUATION WHEN h -F A,, 
The work is based upon the following three fundamental theorems, which 
will now be stated, then proved, in order. 
THEOREM (1). Hypothesis. F(x, A) . is a continuous function of x for 
a < x < 6, 0 < 1 h - A, / < 6, for some 6 small enough to exclude from 
this X-neighborhood any characteristic value other than A, . 
Statement of theorem. If limA,AO f (x, A) exists, uniformly over a < x < b, 
then: 
(a) if F(x, AO) $ 0, the limit function is a solution of the nonhomogeneous 
equation 
f@, 4 = F(.G 4,) + A, sb W, Of(4) d5 
a 
(16) 
and F(x, 4) is orthogonal to any solution of the associated homogeneous equation 
for x = A, . 
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(b) ;f F(x, A,,) E 0, then the limit function is a solution of the homogeneous 
equation 
f (4 = h, 1” K@, Of (5) 8. (17) 
a 
Proof of Part (a). For every given h (except ha) of the above A- 
neighborhood; i.e., for 0 < ( X - A, I < 6, S > 0, (15) has, by (8), the 
unique solution 
1 
f (x3 4 = F(x, 4 + m s b F(5,4 W, I; 4 hf. (18) (I 
Since K(x, y) is supposed continuous, it is known from the standard 
Fredholm theory that D(x, 5; A) is a continuous function of its three variables 
and also, that it is an integral (entire) function of h for each 5, X. It is also 
known (from the same theory) that the continuity of the kernel assures that 
D(X) is an integral function of A. 
Consequently, since F(x, A) is, by hypothesis, a continuous function of x 
and A for a < x < b; 0 < j X - A, 1 < 6, it follows, from a well-known 
theorem of elementary analysis, that the integral term in (18) is itself also a 
continuous function of x and h in a < x < b; 0 < 1 X - A, / < 6. 
Hence, since (again by hypothesis) F(x, A) is continuous in X, h over 
a >$ x < b; 0 < / A - A,, 1 < 6 it now follows, from (18), that f (x, A) is a 
continuous function of x and A for a < x < b; 0 < 1 h - A, i < 6. 
But, by hypothesis, 
$f (x, 4 = h(x), (19) 0 
say, the convergence of f (x, A) to its limit function being uniform over 
n .< N <. b. Since, however, we have just shown that f (x, A) is continuous in 
a :< x :c.. b, for 0 < / X - A, 1 < S, it follows (again from well-known 
theorems of elementary analysis); (a), that h(x) is continuous, and, (b), that 
p-T j” K(X, t)f (L A) df = 1” Rx, 5) h(t) d6 (20) 
a fl 
Hence, by (15), 
(21) 
The existence of a solution (h(x)) to the nonhomogeneous equation (16) for 
X = X, having thus been demonstrated, it now follows from (21) that if W(X) 
is any nontrivial solution of the associated homogeneous equation for h = A, , 
then 
f F(x, A,) w(x) dx = 0. (22) 
n 
310 NORTHOVER 
Proof of Part (b). If &(;(x, 4) s 0, th e a b ove argument is unaffected and 
(21) shows that h(x) is then a solution of the homogeneous equation (1) for 
h = A,. 
This proves the theorem. 
Note that, if lim,,,O f (x, A) exists (uniformly) it is a solution of the homo- 
geneous equation (1) with /\ = h, if and only if we also have F(x, 4) f 0. 
If, however, this limit exists but F(x, h,) + 0 then, necessarily, F(x, 4) will 
satisfy orthogonality condition (22). 
On the other hand (as will be shown later by an example) making 
F(x, h,) = 0 OY making it satisfy (22) is not in itself sufficient to guarantee the 
existence of lim,,,O f (x, /1). As might b e expected, F(x, h) has to behave in a 
certain way as h --f h, in order to ensure existence of the limit in question, i.e., 
the first and higher h-derivatives of F(,rc, h) (at h = h,) have (it will be found) 
then to satisfy certain conditions. 
Conditions on F(x, /\) which are both necessary and sufficient for the 
existence of lim,,,O f (x, /\) will be obtained in theorem (3). In order, however, 
to make effective use of these in theoretical investigations we need first to 
know whether all solutions of the homogeneous equation for h = A, (and 
also, when the latter exist, of the nonhomogeneous equation for h = &)-are 
expressible in the form lim,,,O f (x, A). 
Fortunately, this can be answered affirmatively, and this is done in the next 
theorem. 
THEOREM (2). Statement of theorem. 
(A) Any particular nontrivial continuous solution of the homogeneous 
equation (1) with h = X, can be obtained as a limit function in the way 
explained in the previous theorem. 
(B) Any given solution which can be found for 
with F(x) f 0 and satisfying the orthogonality condition 
I 
‘F(x) V(X) dx = 0 
a 
(24) 
can be obtained as a limit function in the way explained in the previous 
theorem. 
Proof of Theorem (2): Let h(x) now denote a particular solution of 
f(x) =F(x) + 4, j; K(x, 5)f(t)dt (25) 
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either, in the case F(x) = 0 ( w h ere we know that at least one such exists) or 
(assuming such exists) for the case F(X) +E 0 with this function satisfying 
orthogonality condition (24). 
Let +(x, A) be any function of X, h continuous in a < x < b; 
odlx-x~l <s, where 6 is small enough to exclude from the 
h-neighborhood all characteristic values other than A, ; and which has the 
property that 
~(x, A,) = h(x). (26) 
Now define F(x, A) by 
W-, 4 = +, 4 - A 1” K@, 6) HE, 4 d5. 
- a 
(27) 
Since the kernel is continuous, the continuity of 4 over a < x < b; 
0 < 1 h - A0 1 < S suffices, by a well-known theorem of elementary analysis, 
to ensure that the integral on the right of (26) is continuous in X, X for 
a < x < b; 0 < 1 h - A, 1 < 6. 
Hence the whole right side of (26) is continuous over a < x < b; 
0 < / h - A, / < 6. Hence, so is F(x, A). So, letting X -+ A, in (26) me obtain 
F(x, A,) = h(x) - A, 1” IQ, I) h(f) df. 
(1 
But, by hypothesis, h(x) satisfies (29, so (28) then gives 
(28) 
F(x, A,) = F(x). (29) 
Now consider the nonhomogeneous equation 
fk A) = F(x, 4 + X r K(x, t)f(5‘, A) d5 
with F(x, A) as given by (27). 
First, note that (as has just been proved) F(.x, A) satisfies the requirements 
of theorem (1). Next, note that, because, for X # h, , the solutionf(x, A) of 
(30) exists and is unique, we have, by (27) 
fk 4 = 4(x, 4 
for a ,( x < b; 0 < 1 X - A, 1 < 6. 
Hence, lim,,,J(~, A) exists, and, by (31) and (26) 
(31) 
(32) 
uniformly over a < x < b. 
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Hence, the given solution h(x) of (1) with X = A,, has been exhibited as the 
limit of the solution of the standard nonhomogeneous equation (15) when 
h -+ +-where the free function F(x, h) therein is given by (27)-and, for this 
free function, we have, by (29) 
1” F(x, A,) w(x) dx = 1” F(x) v(x) dx = 0 
a a (33) 
when F(x) E 0, and also when F(x) + 0, by the given orthogonality property 
of the free function F(x) of (24). This proves both part (A) and part (B) of the 
theorem. 
In order to be able to make full use of these theorems in subsequent 
analysis it is important to know the exact circumstances under which 
limn+J(x, h) exists. These are determined in the next section. 
4. ON NECESSARY AND SUFFICIENT CONDITIONS FOR THE EXISTENCE 
OF A LIMIT FUNCTION LIM,,,,+, A) FOR THEOREM (1) 
4.1. The Case F(x, 4,) f 0 
As is well known (and as will be proved later) the orthogonality condition 
I b F(x, &) w(x) dx = 0 a 
is sujkient to ensure existence of a solution for the nonhomogeneous equation 
f(x) = %4,) + h,/: W, &f(t) dE. (35) 
It then follows (from theorem (2)) that there do exist “free functions” 
F(x, /\) with the property that lim,,,J(x, h) exists, and the solutions are then 
just all possible such limit functions. 
Not all possible F(r, h) for which F(x, ha) satisfies (34) will make 
Iim,,,Of(x, A) exist, as will be seen shortly. The point is, that some of them do, 
and these give all the solutions. 
4.2. The Case F(x, A,,) = 0 
If F(x, )b) = 0 and lim,+,J(x, h) exists, then this limit is, as we have seen, 
a solution of homogeneous equation (1) with h = /\a ; and, moreover, by 
theorem (2), all possible such solutions can be expressed in this way. Since 
there are always solutions of (1) for any particular eigenvalue h, , it follows 
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that we can always find some “free function” J’(zc, A) with the property that 
lim,,,Of(r, A) exists, and the solutions are then just all such possible limit 
functions. 
Not all possible F(x, A) for which F(.v, A,) = 0 will, however, make 
lim,,,Of(.r, A) exist. This is shown by the example 
qx, A) = In , x : A, / gl(x -4 
I 
(A P &J 
0 (A = A,). 
(36) 
where X is chosen, as is possible, so that g,(X, .Y) E 0. 
Then F(.v, A) satisfies the requirements of theorem (l), with F(.r, A,) = 0. 
But 
Hence, by (18), 
k; w - um-2 ln I x -h, ufk, 4) = $- j" FF3gl(s, 4) a* ,n (1 
f 0, when .w = X. (38) 
Since, however, m - 1 > 1 this is a contradiction if lim,,,Of(x, A) exists 
4.3. Formulation of Necessary and Suficient Conditions for Existence of 
lim,,+,tof(x, h) 
Since the theorem (1) above has reference only to cases where the limit 
function lim,,,, of (.v, A) exists, we are at liberty to now place sufficient con- 
ditions on the free function F(x, A) to ensure this. We want the lightest possible 
condition consistent with a reasonable degree of simplicity-which means 
restricting ourselves to some specified type offunction for F(s, A). 
Moreover, to obtain full use of our results (once F(x, A) is definite11 
limited to this specified type of function), we want our condition for the 
existence of lim ,+J(x, A) to be both necessary and sufficient. 
The simplest possible restriction for F(x, A) to ensure all this is to stipulate 
that, besides being continuous in a a < x < b, 0 < j h - A, / < 6, the 
requirements already imposed by theorem (l), it also be an analytic function 
of h for each given x. 
Fortunately, this assumption turns out to be not too specialized to prevent 
the full use and application of the present theory. 
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Making this assumption, then, the functionF(x, A) now defines a number v, 
given by its Taylor expansion about X = A, ; i.e., v is defined by the equation 
Since D(x, t; A) is k nown to be analytic for all h (for each given X, .$), it now 
follows, from a well-known theorem of elementary analysis, that the function 
is also an analytic function of X in 0 < 1 X - A, / < 6, for each x in [a, b]. 
Therefore, we now have another number, say, defined by the equation1 
(41) 
whenA-+h,. 
Naturally, K and v must either be positive integers, or zero. 
In what follows, we consider also the case v = 0 because, in doing so, 
we not only obtain a necessary and sufficient condition for the existence of a 
solution to nonhomogeneous equation (7) for h = X,-in itself of interest 
because it provides an alternative to (24)-but we also obtain an explicit 
expression for this solution whenever it exists. 
Since we know that limAAA,F(x, A) exists, the necessary and sufficient 
condition for lim,,AOf(x, A) to exist is, by (18) and (41), 
K > m. (42) 
If 
K > m, 
then, by (18) and (41) again, 
F+Tf@, 4 = Fk a- 
(43) 
(44 
In the case Y = 0, F(x, Ar,) f 0, and then (since by (2), X f 0) equation (15) 
would, by (44), imply that sz K(x, I) F(f, A,,) dt = 0 with F(f, A,,) + 0. This 
condition is not, in general, satisfied by the free function F of a nonhomo- 
geneous integral equation, but when it is, this free function is itself a solution 
of the nonhomogeneous equation for h = Aa. 
l Of course, by this we mean O[(X - A#] = (A - A,#p(x, A) where p(x, A) is 
analytic in X for each x, and p(x, A+) s 0 for 4 < x < b. 
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Having noted this very special case (for which K > m with v = 0), then, 
if K > m with now v > 1, we have, from (44), 
hnf(x, A) GE 0; (45) 
and so these cases can be rejected because (apart from the very special case 
just noted) they give only the trivial solution zero for the homogeneous 
equation (1) with h = A,, . 
Thus, in order to obtain a nonz’dentically xero limit function limA+AOf(x, A), 
it is (apart from the special case just cited) both necessary and sz@ckzt that 
we should have 
K = m, (46) 
i.e., by (41), that we should have 
1 -b F(5, A) D(x, f; A) d.$ = 0(X - hO)nl a (47) 
as X--f A, ; i.e., the necessary and sz@cient condition for the existence of 
lim,,,OJ~(x, A) is that we should have 
as h -+ A, . 
Thus, defining u as the least possible number for which 
F(v+y& A(),) ,=. (v + j)!(l + u -j)! gt+o-4, 01 d5 f 0 (4% 
the necessary and sz@cient condition for lim,,,O f (x, A) to exist, is now2 
u=m--1-v. (50) 
This gives at once the interesting result that, when this limit does exist, the 
“v” of the analytic function F(x, A) is restricted by 
O<v<m-1 (51) 
and the number “a” by 
O<u<m-1. (52) 
* Apart from the special case s: K(x, f) F(g, ho) de = 0 noted above, for which 
we know already that lim ~~~~ f(x, h) = F(x, A,). 
40912912-6 
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We are now able to write down an explicit formula for the actual general 
solution for the separate cases (homogeneous linear equation with h = AO) 
and v = 0 (nonhomogeneous linear integral equation with h = 4). 
It is highly desirable to keep these cases separate because, whereas for the 
former, solutions always exist, for the latter they may not. 
The results are conveniently set out as a theorem. There are two cases 
we wish to distinguish, as already explained. 
THEOREM (3). Case (1). Homogeneous linear integral equation with 
A=&. 
(This is the case where v > 1.) 
A necessary and sz@cient condition for limA+lof (x, A) to exist and be a 
nontrivial solution of homogeneous equation (1) for X = A. , is as follows: 
Su~iency. It is s@cient to ensure that lim,,,+f (x, A) exist and be a 
nontrivial solution of homogeneous equation (1) with h = A,, , to make F(x, A) 
satisfy the conditions: 
(4 I<v<m-1 
(b) If 1 < m - 2, 
$ (v +j)!(l: i-j)! F’“+j’(t, A,)g,+t-j(x, f) d5 = 0 
[O<i<m-l-v-l], 
with(foralllin0 d 1 < m - 1) 
(the conditions under I‘(b)” being satisfied for each v of “(a)“.) 
The value of lim,,+,, f (x, A) is then given by 
(53) 
(54) 
(55) 
(56) 
by (55). 
By theorems (1) and (2), it follows that all solutions of (1) with h = A,-, are 
comprised in the formulae (56) with v = 1,2,..., (m - I), the conditions (54/55) 
being, of course, satisfied for each of these speczjied (and permitted) v. 
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Note. If 1 = m - 1, the conditions (b) disappear and (a) becomes Y = 1. 
Expression (56) then reduces to a single term of the simple form (14) (which, 
as already seen) is always a solution of (1) with h = A, . 
When 1 < m - 2, the above solution reduces to a single term only for the 
case v = m - 1, for which case the solution is then obviously in the simple 
form (14). However, it turns out that smaller values of Y do not give any more 
general solutions until we reach the value v = 1, when (56) is capable of 
representing all solutions. See reference at end. 
Necessity. If limA+l,f(x, A) exists, unifmmIy, and is a solution of (1) with 
h = A, ; iff(x, A) is analytic in 0 :s j h - A, 1 < 8, for each x in [a, b], and if 
F(x, A) is dejned by 
F(x, 4 = f b, 4 - h 1°K (x, 6)f (E, 4 dt, 
a 
(57) 
then F(x, A) has the properties (a) and (b) &we. 
COROLLARY. All continuous olutions u(x) of homogeneous equation (1) with 
A = A, are comprised in the formula 
U(x) = ,$ (I + ,’ -j)! s b t.(t) gl+o-j(xv I) de, ’ (58) u 
where the t,(f) are continuous functions subject only to the restriction that 
t,,(f) & 0 and to making u, the least number for which the right of (58) is not 
identically zero, satisfy 
O<o<m-l-l. (59) 
The truth of this corollary might be expected from the theorem itself. However, 
in order not to make the present paper too long, a proof will not be given here; see, 
howmer, the writer’s forthcoming book (I). 
THEOREM (3) (continued). Case (2). Nonhomogeneous linear integral 
equation with h = A, (Case v = 0). 
=1 necessary and suJicient condition fat lim,,10 f (x, A) to exist and be a solution 
of nonhomogeneous equation (15) for h = A0 ES that it be possible to Jind free 
functions F(x, A) which make 
$ j!(l+Lj)! I 'F(')(5, &)gl+i-j(xp 5) dt E 0 (I 
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and the actual value of lim,,,O f (x, A) is then given by 
By theorems (1) and (2) it then follows that all solutions (when these exist) are 
comprised in the formula (61), the conditions (60) being the necessary and 
su$icient conditions for the existence of solutions for the case in question. 
We thus have an explicit formula for the solution in this case, the necessary 
and sufficient conditions for the existence of that solution being also expressed 
in terms of the known functions g,+,+(x, .$ in (60). 
We have also a similar corol1ar-y to that stated above applying to the first 
part of our theorem (which deals with the case of the homogeneous integral 
equation (1)). This is: 
COROLLARY. All solutions of nonhomogeneous equation (7) for A = h, are 
expressible as 
m-l 
f(x) = ‘(~) ’ ~~ (m Inl S” tj(S)g,-i(X, 5) do, 
. a 
(62) 
where the t,(t) are all continuous functions that can be found for which 
z 
rz(l+il--j)! s b tXt> g,+,-j(x, 4) d5 = 0 a ’ 
[O < i < m - I- l] (63) 
and where 
tll(S) = W) (64) 
with F(x) (necessarily) satisfying orthogonality condition (24). 
Again (for the same reason) the proof of this Corollary will not be given 
here. 
Note. The above results are based upon the conclusion (see (46)) that 
K = m, but as we noted there is just one case where the nonhomogeneous 
equation has a solution for h = /\o with K > m (V = 0); namely, when 
c Q, f)W) dE = 0. 
However, it is not difficult to show that the above solution with its 
concomitant conditions actually does cover this case also and is therefore 
completely general. The present theory can also be used to establish the 
result (already known, by other methods) that the simple orthogonality 
condition (24) is sufficient (as well as necessary) for the nonhomogeneous 
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linear equation (7) to have a solution for X = X, . This is done by proving its 
equivalence with (60). 
For the details of all this, see the writer’s forthcoming book. 
5. ON SOME IMPORTANT PROPERTIES OF THE gl(x,y) 
Before proceeding with applications of the preceeding analysis, we need 
to establish some properties of these functions. The results needed are 
comprised in the following theorem. 
THEOREM (4). Pavt (A). If (. ) v r is any solution of the associated equation 
with A = X, , zce have, 
where the ci are dejked by D(X), as in (10); i.e., D@)(h,) = i! ci , and, of course, 
ci=Owheni<m-1. 
Hence, if 1 < m - 2, the functions gi(x, Y) [I < i < m - 2; I’fixed] are 
orthogonal to any v(x) and in particular to g,(X, x) [XJixed]. 
Also, if (more generally) &(x) denotes a function which is just orthogonal to 
g,(m, Y) [Yfixed] for 1 < j < i - 1 for each i in I < i ~2 m - 2, then 
s a solution of the associated equation for h = A, , for 1 < i < m - 2. 
Part (B). Similarly, if u(x) is any solution of homogeneous equation (I) with 
X = A,, we have 
s 1 u(Og& 5) df = --i!($ci+l + ci) ~(4 
with the c, as above. 
(67) 
Hence, if I < m - 2, the functions g&X, x)[l < i < m - 21 [X jixed] are 
orthogonal to any u(x), and, in particular, to g,(x, Y) [Y$xed]. 
Also, if (more generally) A,(x) denotes a function which is just orthogonal to 
g,(X, x) [XJixed], for 1 < j < i - 1, for each i in 1 < i < m - 2, then 
s b Ai gi(x, 6)dt a P-3) 
is a solution of homogeneous equation (1) with X = X, , for 1 < i < m - 2. 
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Proof of the theorem. Differentiating the Fredholm relation (4) with 
respect to h and then putting A = h, , we find, after some analysis, that for 
j> 1, 
gZ+dxs Y = 43 j” % 61 gz+j(5, Y) d.5 + (I +i) j” @, 6) gg+j-l(t, r> d5 
a a 
+ Wx, Y)OoCz+j  CZ+j-l)(E +i)L (69) 
where the ci are defined by (lo), and, of course, ci = 0 for i < m - 1. 
Multiplying this equation through by W(X) and integrating, and writing 
l+j=i+l,wehave 
jbdxv(5) jbK(x, 5)gi(6,y)& +(&ci+l +c# jbw(~)K(~,~)d~ ~0; (70) a a a 
I.e., 
I b v(S)gi(l, x) dt = -(Qi+l + ci)i! W(X). a 
(71) 
This establishes (65) and the orthogonality results mentioned in Part (A) of 
the theorem. To establish the last result of Part (B), note that, when 
1 Gj<m-l-l, 
gz+,h y) = 4, j; K@, 8 gt+&, y) d5 
+ zl(Z+j-s)! &s 
' (I +iY WY gg+j-,(x,y) 
[l <j\<m-Z-l] (72) 
Hence we have (on altering the order of the integration in the double 
integral that occurs 
fb Jy) gi(x, r> dy = A, jb W, 6) ( j” A(Y) gi(k, Y) dy) & - a a a 
d--I . 
+ zl & y J” A(Y) gi-dx, Y) dY 
a 
[I + 1 < i < m - I]. (73) 
By the definition of n(x) ( see Part (B) above), the sum on the right vanishes 
identically. Hence the result (68) of Part (B) is established. 
The remaining results of Parts (A) and (B) now follow, either by analysis 
precisely similar to the above-applied to the second Fredholm relation (5)-- 
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or, by actually applying the above results to a homogeneous equation whose 
kernel X(X, y) is defined by 
qx,Y) = WY, 4 (73) 
at its eigenvalue h, . 
COROLLARY. I;%%~ i 2 ??Z - 1, 
-u@&+l + 4 4 (73 
is an eigenvalue of the kernel gi(x, y). 
Note that this gives an example where the solutions of one homogeneous 
integral equation form a subset of solutions of another. 
6. A GENERAL INTEGRAL REPRESENTATION 
It is now possible to obtain an integral representation giving all solutions 
of (1) with h = h, which is simpler in form than the one given in theorem (3). 
This is expressed by the following theorem. 
THEOREM (5). The general solution of (1) with h = A, can be represented 
by the formula 
44 = 1” 45) gm-dx, 5) d5 + j” t(4) g&v, 5) dl, (76) 
a a 
where t(t) is an arbitrary continuous function, and A(x) is chosen so that 
(4 s b 44) gi(X, E) dt = 0 [f<i<m-21 a 
A(x) E 0 [I = m - I]. 
(77) 
(b) the term 
s b 4i3gm-&, 5) d5 (78) n 
is, for 1 < m - 2, linearly independent of the term 
s b t(E) g&v, E) 4 a 
for all possible t(e). 
(79) 
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AS will appear immediately, it is possible to so choose A(X), and then the 
theorem exhibits the general solution of (1) with X = h, as the sum of two 
linearly independent such solutions; one in the simple integral form (79), and 
one not in that form. 
Proof of theorem. By the preceeding theorem, a subclass of the functions 
A(X) is simply the solutions of (1) with h = h, not in the simple integral 
form (79) (or, if none such exist, zero). For denoting this class of functions 
by P44x)>, (76) b ecomes, whenever A(x) = A,(x), 
~(4 = -(m - I>! ~w.W) + j” t(t)&, I) &- (80) 
a 
by theorem (4). 
This certainly comprises all possible solutions, by the definition of L&,(.X). 
Thus, (76) must comprise all possible solutions of (1) with X = h, . 
COROLLARY. Writing, for brevity and convenience, 
F,(x) = FW(x, &) (81) 
then all solutions of (1) with X = A,, can be derived from a “free function” 
F(x, h),3 where 
F2(x) = 0, F3(x) = O,...,F,-,-,(A”) = 0 (82) 
with F,(x) a nontrivial solution of (1) with X = A,, not in the simple integral 
form (79); (unless none such exist, when we define F,(x) by F,(x) = 0); and the 
function F,,+.I(x) taken arbitrarily. 
7. THE A-POLYNOMIALS 
It will be noted that the general solution to any particular equation (1) with 
h = &--given by theorem (3~is independent of the X-derivatives of the 
free function F(x, A) (at /\o) whose order exceed-s (m - I). 
Since, for all cases of (1) with h = h, (X, o multiplicity m) that can occur, f 
we have 0 < I < m - 1, it follows that the solution given by theorem (3) is 
always-in all possible cases-independent of the h-derivatives of F (at h,) 
which are of higher order than m. 
Hence, all solutions of (I)-for all cases-can be obtained, by theorem (3), 
from free functions F(x, A) which are polynomials whose degree is greater than, 
or equal to, m. 
3 That is, can be expressed in the form limA+l,,f(q A) via the free function F(x, A) 
by the theorem (I)-theorem (3) analysis. 
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If we only want theorem (3) to give all solutions for a s@&jic case of (1) 
with A = &, , then we can always make it do so by taking the degree of F(x, h) 
greater than, or equal, to (m - I). 
Such polynomial choices for F(x, h) will be termed “h-polynomials.” 
Note that the condition just mentioned on the degree of the h-polynomial 
is sufficient (for theorem (3) to give all solutions) but not necessary. For, 
by theorem (4) we can take F,(s) E 0 (; > 2); F,(x) = --h;%(x), where U(X) 
is any solution of (1) with X = X, , and then theorem (3) (equation (56)) gives 
lim,,,,f(x, h) = U(X). The degree of the /\-polynomial F(r; A) is now unity. 
However, if we restrict ourselves to the theorem (5) representation it is 
also necessary. Also (as will be seen shortly), it is necessary if not all the F(x) 
are solutions of (1) with X = X, . 
The writer has made a study of these A-polynomials and shall summarize 
now the main results. 
7.1. The h-Polynomial Analysis 
From the fact that F(x, h) is now a polynomial in X it follows that the 
function +(x, h) (associated with it and first introduced in theorem (2)) is also 
a polynomial. Its degree turns out to be one less than that ofF. 
Writing 
N+l 
F(x, A) = 1 Bi(X)h’, 
i=O 
cj(x, A) = 5 A&+V 
I=0 
we find (on substituting in (27) and equating coefficients) 
B,(x) = Ao(xh 
R(x) = A,(x) - j” Qx, E) A&) &, [l <r <N] 
a 
B,+l(x) = - j-” K(x, t) Ai&) 8. 
n 
(83) 
(84) 
(85) 
Thus (as can readily be established either by induction or by successive 
substitutions), there is the following relation between the B,(x): 
BN+l(X) = - : j-” &+I(% Y) BN-,b) 4, 
j-0 (I 
(86) 
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where &(x, y) is the iterated kernel 
K(%Y) = J” J” ... j” QY 51) q51 ; 52) **. wsj ; y) &I -.* d&-l , (87) 
a n a 
defined when j > 2, and by 
&(%Y) = Q,Y). 638) 
Of course, F(x, A,,) c 0, and so the B&x) satisfy also the relationship 
N+l 
(89 
The system (85) can be solved for the A,(x); doing so, we find 
and so the general solution U(X) ( i.e., any particular U(X)) is given by 
U(x) = +(x9 &J) = 5 Ai 4j” = Ni1 i 4’ 1” G(% Y) B,-,(Y) dY, (gl) 
i-0 7=1 j=l a 
which we have obtained by substituting from (90) for the Ai(x) and using the 
equation 
(92) 
which is the result of eliminating B,+r(x) from (86) and (89). 
Thus, the general solution of (1) with h = A, is given by (91) in terms of 
functions Be(x), B,(x),..., BN(x) which hoe to sutisfr 
Regarding (93) as a nonhomogeneous integral equation for BN(x), we have 
the case X = A,, with a “free function” (which involves the Be(x), 
W4,..., BNel(x)) plainly orthogonal to every solution V(X) of the associated 
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homogeneous equation to (1) with h = h, . Consequently (by the sufficiency 
of this “orthogonality” condition which has been noted already), there is a 
solution for &(x) for every B,(x), B,(r),..., B,-,(x). Hence this latter group 
of functions can be taken arbitrarily. Note also, that, to any solution for these 
Bj(x) can be added arbitrary solutions of (1) with h = X, . 
Finally, we can obtain the general solution (91) for U(X) in terms of theF,(x) 
which appear in theorem (3), thus completing the analogy with the result 
there obtained. By definition of v, we have 
Mfl 
F,(x) = 1 j! ~ &-%Jx) = 0 
,-il (J - i)! 
[O < i < Y - I]. (94) 
To obtain expressions for the &(x) in terms of the Fz(x), we apply Taylor 
series expansion theory to the h-polynomial F(x, A) and have 
N+l N+l 
F(x, A) = c B,(x) A’ = c L/i@)@ - w* (95) 
7=0 2=v 
So, on equating coefficients of A, we fmd that 
N+l 1 
Bk(x) = *g h!(i - h)! 
( -ho)i-“F,(x) [0 < h < N + I]. (96) 
By (91) and (96), the solution now is 
where 
(Iv : l)! At+lFN+l(x) 
N+l N+l 
s 
’ JG(x,yFi(y) 4 = 0. (98) 
a 
Deductions from this theory 
(1) We can always obtain all solutions from the case v = I. 
This has already appeared from the result of theorem (5). 
It appears here from the fact that, when Y = 1, the group of equations (94) 
which the B,(J) have to satisfy, reduce to just one equation, namely (89). 
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This, however, has already been found to lead directly to the general solution 
(91). 
(2) There is a (1 - 1) correspondence between the three sets of functions 
V&b% V4(4~ and {Fh% 
Further, if any set consists entirely of solutions of (1) with h = A0 the other 
two have also this property and we then have the completely general solution 
N+I 
u(x) = 1 (N + 1 - i) XoiB,(x) 
2=0 
Nfl 
= 
$1 
i~ojB,(x) 
= +F~(X). (99) 
Note. This can be proved by direct calculation from the above formulae 
or (more easily) by noting that theorem (3) gives directly, with the aid of 
theorem (4), the result 
u(x) = --h&(x). w-v 
7.2. The Nature of the h-Derivatives F@)(x, Ao) 
With the help of theorem (3), some important conclusions can be drawn 
about the X-polynomials. Before proceeding, however, we need a preliminary 
result concerning the eigenvalues and eigenfunctions of a homogeneous linear 
integral equation, which we now state as a Lemma. 
LEMMA. Let k,(l < Y ,< n) be distinct eigenvalues of the homogeneous 
equation (1). Corresponding to each given eigenvalue k, , select a fixed eigen- 
function f,.(x), say. (As already seen, this can always be done). 
Then the f7(x) are linearly independent. 
The proof of this lemma is not difficult and will be omitted to save space. 
We noted, in Section 7.1, that all solutions of any particular equation (I) 
with h = A0 are always given by the theorem (3) representation (56) for the 
case Y = 1. This fact enables us to exhibit them in terms of the single formula 
U(X) = ‘- “i’ 1 
c,, 3=1$ (m -.i)! I 
b F,(I) gm-j(xv 5) df, (101) a 
in which (writing v = 1 in (54)) the F,(t) satisfy the conditions 
kj! (1 +li -j)! Jl 4(t) g,+i-j(xv S) @ s 0 [ 1 < i < m - 1 - I]. 
(102) 
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The general representation of theorem (5) is a simplification of this result. 
As already noted, the general solution (101) is, for any specific case of (1) 
with h = h, , completely independent of the functionsP,(x)[i > m - 1 - 11. 
It follows from this that the general solution (101) is, in all cases of (1) with 
X = X, (A0 multiplicity m) which can occur, independent of the functions 
F,(s) [i >, m + 11. 
These latter functions, i.e., F,(x) (i > m) can, therefore, always be taken 
arbitrarily. In particular, we could take all but a finite number (or all) to be 
identically zero. If we do so, we have the solutions U(X) of any particular 
case of (1) with h = X, that can arise, always given, through (lOl), by a 
“free function” F(s, X) which is a polynomial in h whose degree S c 1 
satisfies 
N-j-lam. (103) 
These are the h-polynomials of the last section. 
Of course, all the solutions of a particular equation (1) with /\ = h, (for 
which 1 is fixed) are always given by the wider class of X-polynomials whose 
degree satisfies 
N+l am-l. (104) 
Consider now the problem of obtaining all the solutions of a particular 
equation (1) with h = X, (via (101) using a h-polynomial F(.x, X)). 
It is obviously not necessary to take N + 1 > m - 1. For, by the 
theorem (3), results (101) and (102), all solutions depend only upon 
F&4, Fdx),..., Fm-,(.+ H owever, we can use a h-polynomial whose degree 
N + 1 exceeds m - 1, and then, as we have just noted, the solutions are 
independent of all F,(X) for which i >, m - I + 1. 
We now proceed to investigate the properties possessed by h-derivatives 
F,(X) of F(x, X) us a class when F(x, I\) is a polynomial in h. 
Writing v = 1 in the X-polynomial analysis of Section 7.1, we have the 
general solution of (1) with X = X, in the form 
where the E+(x) are all functions satisfying 
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and the F,(X) are given in terms of the B,(x) by the equivalent, one-to-one 
linear relationship. 
(--h,)i-i F>(X), 
(107) 
whereO<i<N+l,and 
Fe(x) = F(x, 4,) E 0. (109) 
If we substitute (108) into (106) (or put Y = 1 in (98)) we obtain a relation 
satisfied by the Fi(x), namely, 
X 
I b KAx~ Y> Fi(Y) & = O* C1 lo) a 
We propose, with the help of this relation, to investigate the allowable 
function categories to which the F,(x) may belong. Before doing so, however, 
it will be convenient to exhibit the linear relation (107) in a form connecting 
the Fj(x) [l < i < N + l] with the Bi(x) [0 < i < N] actually involved in 
the representation (105). This we do by eliminating B,+,(x) from (107) with 
the aid of relation (109). We obtain 
(N + l)! ) 3-i Fi(x) = 2 1 (j c i)! - (N + 1 _ i)! ( ’ Bi(x)’ (111) 
j=O 
The General Solution for the F,(x) 
There are two possible ways in which this can be obtained. These will now 
be explained. 
Regarding the first, we noted already that we can take the functions 
B,(x), Bl(x),..., BN+(x) in equation (106) arbitrarily. This equation then 
determines a (nonunique) solution for BN(x). Equation (111) then gives the 
Fi(x). Although this explanation of how the general FJx) can be obtained is 
brief and succinct the method is not of much use for our subsequent analysis. 
W:e therefore now turn to the second method of obtaining all possible Fi(x). 
When N + 1 < m - I - 1, theF,(x) are just the aggregate of all functions 
satisfying (102). Hence we may concentrate our attention on the case where 
N+l am-l. 
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If M + 1 = m - I, the F,(x) for which 1 < i < m - I - 1 have to 
satisfy (102) and then F,,-,(x) can be taken arbitrarily. This now leaves the 
case iV + 1 > m - I, to which we now turn our attention. 
To simplify matters, note that we need consider only the subclass of F,(x) 
which makes representation (101) give (any) preassigned, fixed solution C’(N), 
say, of (1) with h = A, . 
The whole conspectus of all possible F,(s) is then the aggregate of all 
possible such subclasses. 
Consider, then, the aggregate of all F,(x) which make (101) give 
u(x) = U(x). It will be convenient to first select ajsed set of functions which 
will do this. Call these PJ”(x). We then write the set of all F,(X) with this 
property, i.e., the set for which 
and 
ilj! (I +'I -j)! 1: Fi(tT)g,+,-j(X,6)d[-O [l<i<m-l-l] (113) 
in the form 
F&x) = p(x) + LlF,(x) [o<i<n-+l] 
(with F,(x) = 0, F?‘(x) = 0; M,(x) = 0). 
Denote the corresponding &(x) by By’(x), U,(x) and write 
(114) 
q.(x) = BjO’(x) + LIB,(x). (115) 
The linear relations (107) and (108) are, of course, the same for the 
dBi(x), O,(x); e.g., we have 
[0 < i < N + l] (116) 
with 
LlF,(x) = 0. (117) 
The Bi(x) defined by (115), and the B:“(x) both satisfy (106) and make 
representation (105) give a(x) = U(x); therefore, 
y i xor j"K&c, y) d&-,(y) 4 = 0 
7=1 3=1 Q 
(118) 
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and 
; A,+ d&(x) - A:+l I” &+1+(X, y) LIB,(y) dy = 0. (119) 
-0 a 
We shall now prove the important result 
-b al,(x) = g-l--’ J J&+1--r(G Y) a.(Y) dY LO d t- G NJ, (120) a 
i.e., that each term of the sum on the left of (119) is identically zero. 
For suppose this is not the case. Then at least two of the sum terms of (119) 
are not identically zero, and we can write (119) as 
where each sum term here is not identically zero and the rs are p dz#enmt 
numbers for which 
O<r,,(N [l<s<p;2<p<N+l]. uw 
Linear relations (116) then give, on replacing the missing (zero) terms of 
(121) (if any) and using 
; h,i dB,(x) = -g+l dBN+l(x) 
I=0 
the relation 
= -hgN+1 LW~+~(.Y)/(N + l)!, (123) 
which is analogous to (110). 
We now recall that we can, once the first (m - I)Fi(x) have been chosen 
to satisfy (102) and make (101) g ive U(X) = U(x), choose the remainingF,(x) 
independently of these. In terms of the above notation this means that all 
possible B&x) defined by (115) having the property that they give u(x) = U(x) 
are obtained by taking (cf. (IOI), (102)) 
m-2 
(125) 
where 
gj!(l+t-j)! SP, dFi(S) g,+dXv I) d-f E 0 [I < i < m - I - I] 
(126) 
and all the other dFi(x) [i > m - I+ l] to be any functions we like. 
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Let us, then, first set down any jixed functions M,(x) [1 < i < m - 11 
satisfying (125) and (126). Call these &J,(x) [1 < i < m - I]. 
Take, first, dF,-r+,(x) + 0 but all subsequent dFi(x) [i 3 m - 1 - 21, 
zero. 
Then (116) gives 
LIB,(x) = 0 [i>m-z+2] 
m-z 
LIB,(x) = c 3=i i! (jl- ;)I (-Vei AFAx) 
+ qm - I: 1 - i)! 
(-A,)+‘+‘-i dF,~,,,(X) 
where 
[0 < i < m - 1 + 11, 
pF,(x) = 0 
(127) 
(128) 
(129) 
and where it is understood that the sum term involving the fixed functions 
APi in (128) is taken zero if i = m - I + 1. 
Hence, if all the r, in (121) make 
r,>m-I+2, 
then (121) is satisfied identically. 
(130) 
If, however, we have some of the rs not satisfying (130), (128) shows that 
(121) becomes a fixed linear integral equation for the single function 
dF,-r+,(x) (the dFi(x) being jxed functions). This linear integral equation is 
clearly equivalent to (124) with all dF&) therein for which i > m - I + 2 
put equal to zero, and all M,(x) therein for which i < m - 1 put equal to 
the fixed functions &J,(x) [I < i < m - 11. 
Since, however, dF,,-,+,(x) is arbitrary (+O), this is a contradiction; hence 
(130) must be true for all rs . 
Now take dF,-r+,(x) to be the only nonzero function in the arbitrarily 
assignable set M,(x) [i > m - 1 + 11, and we have now 
d&(x) = 0 [i > m - I + 31 
m--l 
dB,(x) = ~~ i, (j ~ i)! (-/\"'-i dFi(x) 
1 
+ i! (m - I + 2 - i)! 
(-A#))m-Z+~-i mm-z,(x) 
[O<i<m--1+2] 
with the sum put equal to zero for i > m - 1. 
409/29/a-7 
(131) 
(132) 
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Hence, if all the r, in (121) make 
r,>m-l-l-3, (133) 
then (121) is satisfied identically. 
In case, however, they do not, the fact that we have just proved (130) true 
shows that there is only one t, for which (133) is not true, namely, the values 
(m - I + 2). Thus, if (133) is not true, (121) reduces to just one term and 
this is a contradiction, for the number of terms in (121) (p) is at least two. 
Hence (133) must be true for all ys . 
Similarly, on taking the only nonzero function in the set &J,(x) 
(iam- I+ l)asthatforwhichi=m-l++,weobtainr, am---I+-+ 
and so on. 
Eventually, we obtain (for dFN-r(x) + 0) 
rs 3 N, (134) 
i.e., by (122) 
Y, = N (135) 
only-again a contradiction, since the number of terms (P) in (121) is at least 
tW0. 
Hence the truth of (120) is established. 
Now, the general solution to the homogeneous equation 
f(x) = 47 1” K”(“T YMY) dY 
a 
(136) 
is known to be 
f(x) = :I %&4, (137) 
where, if A,+sWis/n is an eigenvalue of homogeneous equation (1), then u,,(x) 
is any eigenvalue of it corresponding to this eigenvalue, and, if it isn’t, we are 
to understand that u,(x) is to be taken identically zero. 
Hence, by (120) and (137) 
B*(X) = B!‘(X) + ,zmi U*;N+1-i(X)* (138) 
a=1 
Substituting (138) into (105), and remembering that the &(x) defined here, 
and the B:“(x) both make (105) give u(x) = U(x), we find (after some 
algebra) that the U&C) (solutions of (1) with A = h, in (138)) have to satisfy 
the relation 
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The fact that no function of the type U,,(X) (s < n) has appeared on the 
left of (139) could have been predicted from the Lemma given at the beginning 
of the section. For any such appearance would clearly contradict it. 
Using equation (138) to gain the relation between the Fi(x) and F:“(x), 
we have, by (11 l), 
Note. If we understandFj”(x) to be fixed, there is a (l-l) correspondence 
between the function Fi(x) and the set of functions u,,(x). Similarly, if we 
understand B:“(x) to be fixed, the same remark is true vis-a-vis B,(X) and 
the U,,(X). For if (e.g.) the sum involving the u,,(x) in (140) could represent 
the same function for different uJx), we would have a contradiction of the 
Lemma. 
We are now in a position to enunciate the following theorem. 
THEOREM (6). If F(x, A) is a h-polynomial of degree m - 1 or more, then 
either all of its h-derivatives F@)(x, A,) are solutions of (1) with h - A, , or else 
none of them are. 
Proof. With the above notation, we know from theorems (3) and (4) 
{see, e.g., Section 7.1) that an acceptable choice for the fixed F{“(x) is 
F?‘(x) = - L U(x) 
h, 
with all the other F:“(x) any fixed solutions of (1) with h = ho . In (141), 
U(X) is the particular (general) fixed solution considered in the above 
analysis (cf. (112) et seq.). 
Agree, then to so choose the F:“(x) in the above theory. This theory via (140) 
then gives, when A; + 1 > m - I, all other possible F,(x) making (101) give 
u(x) = U(x). 
Now, no coefficient of any U,,(x) (s < n) in (140) is zero, and all these 
functions appear on the right of (140) for every i(0 < i < N + 1). Thus, 
if any particular Fi(x) is a solution of (1) with X = ho , all UJX) for which 
s < rr must vanish-for, if not, we would have a contradiction of the Lemma. 
Then by (140) g a ain, all F,(x) will now be solutions of (1) with h = ho . 
This proves the theorem for N + 1 > m - 1. 
Case N + 1 = m - 1 
Here, we have exactly the right number of the F,(x) appearing in the general 
form of (101). We note, however, that the condition (102) does not contain 
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Fmdl(x), which is, therefore, finally fixed only when we fix the solution U(X) 
itself (at, say, 24(x) = U(x)). 
With the preceeding notation, define the F!“(x) as before, but now let the 
general Fi(x) {&(x)} refer to any solution G(x), say, which differs from the 
fixed U(x) only by a solution in the simple integralform (14). Then, in terms 
of the notation used above, we must take the fixedgF,(x) [l < i < m - I- I] 
to satisfy (126) as before and also such as to satisfy (125)~-the latter for 
just one particular dF,,_,(x) (which will, of course, be dF,-,(x)). Since, 
however, we are now making U(X) = G(x), we can now take dF,+,(x). 
By (116), none of the corresponding d&(x) are, in general identically zero, 
so (121) is not identically satisfied term by term. It is, of course, equivalent to 
(124) with N + 1 = m - Z, which now becomes an integral equation for 
dF,-,(x) (because all the lower order dFd(x) are now fixed and equal to the 
dF,(x)). Hence dF,,-,(x) cannot be taken arbitrarily. This contradiction shows 
that the assumption leading to (121) must be false for N + 1 = m - 1 as 
well, i.e., (120) is true for the case N + 1 = m - 1 also. 
This establishes the theorem for N + 1 = m - 1. 
Corollaries to Theorem (6) 
COROLLARY (1). If(for N+ 1 > m - 1) none of the F,(x) are solutions of 
(1) with h = Aa , OY zero, then they are all linearly independent. 
Proof. When N + 1 > m - 1, all F,(x) for which (101) gives U(X) = U(x) 
are given by (140), once any given set of F,!“‘(x) are fixed. Taking the F!“(x) 
as (fixed) solutions of (1) with A = A, , we see at once that any linear depend- 
ence between the Fi(x) (or the identical vanishing of any one of them) would 
contradict the Lemma. 
COROLLARY (2). If any of the F,(x) vanishes identically, then all the rest 
must be solutions of (1) with h = A, . 
Proof. This is really a special case of the theorem. Or, we see directly that 
taking as before the F,‘)(x) as solutions of (1) with X = A, , the vanishing of 
any Fi(x) implies by (140) and the Lemma the vanishing of all z&x) for which 
s < n. Then, by (140) all Fi(x) are solutions of (1) with h = h, . 
8. ON THE INDEX OF h, 
The index of A,, is defined as the greatest possible number of linearly 
independent solutions obtainable from (I), for this eigenvalue. We shall denote 
it by JV. 
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We may now prove the theorem: 
THEOREhl (7) 
Proof. In the representation of a h-polynomial which will definitely give 
(via (101) or (105)) any prescribed, fixed solution U(X), of (1) with h = A,, , 
we saw that we could always choose its degree N + 1 to be any number 
satisfying 
N-+1 >m (143) 
zu-uhatever acceptable functions Fi(x) were determined to secure this. 
Note that condition (143), besides being sufficient, is also necessary unless 
one (and therefore aZZ) of the Fi( x is a solution of (1) with X = A,, . For, if, ) 
in the theorem (3) representation (101) none of the F,(x) [1 < i < m - Z] is 
a solution of (1) with h = A, , they are all (Cor (1) above) linearly independent, 
and so none of them can be zero. Thus (under this condition) if we are to 
have a X-polynomial which will give all possible solutions to (1) with X = h, 
for all cases of this equation which can occur (i.e., for all 1 in 0 < E :< m - I) 
we must have (143) holding. 
To obtain the upper bound of the theorem, consider the case when one of 
the F,(X) is a solution of (1) with h = A, , or zero. Then by theorem (6) all 
the F,(X) will be solutions of (1) with h = A, , with F,(X) being given by (141) 
but the other F,(s) being any solutions of (1) with ,\ = A,, that we please. 
We can now show that 
A” < N - m + I + 2. 
For suppose, if possible, that 
uw 
1Y‘>N-m+l+2. (145) 
Remembering that not one of a set of linearly independent functions can 
vanish identically, the hypothesis (145) would imply that the number of the 
F,(X) that could be made zero was definitely less than 
(N + 1) - (N - m + I+ 4, 
i.e., less than m - I - 1.” However, as already noted, we can choose the 
functions Fa(x), Fa(x) ,...,F,&x) to be identically zero (making then, by 
theorem (6) all the other FJx) necessarily solutions of (1) with X = AJ. 
That is to say, the number of the ZJi(x) that can be made identically zero is 
e.ructZy m - 1 - 1. This contradiction shows that hypothesis (145) is false. 
’ For, by (IOO), we can never make F,(x) identically zero for nontrivial U(r). 
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Hence (144) must be true, and moreover, since the above argument holds 
for any N subject to (143), (144) must be true for all N subject to (143). 
Hence N isJinite and satisfies 
JV<z+1. (146) 
The lower bound. The problem of obtaining a nontrivial lower bound 
(fl, unless I = 0) is much more difficult and, before solving it, we shall 
need a Lemma on a property of the A-derivatives F,(x) of the class of 
“equivalent” h-polynomials. 
Definition of “equivalence.” Two h-polynomials will be said to be 
“equivalent” if they give (via (101)) the same solution of (1) with h = h, . 
LEMMA. Given a h-polynomial, we can always construct an equivalent 
h-polynomial having one of its h-derivatives identical with 011e5 of those in the 
original polynomial, provided that the derivative in the new h-polynomial having 
this property is not the first. 
If this last proviso is removed, the number of non-equivalent h-polynomials 
obtainable in this way, is equal to the number of different A-derieratives (after the 
first) in the original h-polynomial. 
Proof of Lemma. We take, for the fixed Bj”‘(x){F~o’(x)) of theorem (6), 
fixed solutions of (1) with h = h, . 
Then, in (138) the term z++~-~,,,+~-~(x) can be absorbed into Bj”(x) 
(or put another way, we can take it zero without loss of generality). 
We now have 
N--i 
B,@) = &%> + c %;N+l--i@)r 
s-1 
giving, via (lOS), the solution 
u(x) = -A&‘(x) = U(x) (148) 
(as it should). Also, (140) now gives the relation 
(14’) 
between the F:“(x) and Fi(x). 
If it is going to be possible for (say) the hth h-derivative of the new h- 
polynomial to be identical with the kth h-derivative of the old, we must be 
6 Nontrivially, not the same order. 
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able to find new nontrivial functions ti&) (which are just constant multiples 
of the respective u,,(x)) to make 
with fli”(x) a solution of (1) with h = A,. 
Hence we want to choose 
and 
which is certainly always possible, for nontrivial z&~+~-~(x), since the con- 
stants multiplying ti BzN+l-j(~) and U,;N+r-j(X) in (152) are nonzero. 
Further, the solution given by the new polynomial I$, A) is 
z&x) = -&p(x) 
and we can, in the new polynomial, in which 
(153) 
(N + l)! (N + 1 _ i)! ti-icsZV+l-j(x) (l54)I 
always now choose the I’,!“‘(x) so that 
p(x) = p(x) P f hl (155) 
Doing so, (153) gives, if h # 1, 
a(x) = U(x) 
by (148). 
W-3 
However, if h = 1, (153) gives 
(157) 
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since we are rejecting the trivial case of h = K. Moreover, in virtue of the 
Lemma of the last section, the number of different solutions of (157) is equal 
to the number of different F*(x) (after the first) in the original /\-polynomial. 
This establishes the present Lemma. 
We can now proceed with the problem of finding a nontrivial lower bound 
for JV. 
We begin by recalling again the fact that, if we$x the A-polynomial, then 
we$x the solution of (1) with h = A,, which it determines (via (101)). For this 
fixes all the functions Fi(x). 
The “generality” of h-polynomials of sufficiently large degree resides in the 
fact that, using one whose degree (N + 1) makes N + 1 > m - I, we can 
always make (101) give any preassigned, !ixed solution of (1) with h = A, 
(for a given case of equation (I)-where I is Jixed). Since, however, we have 
just proved that the index Jlr is Jinite, this is equivalent to saying that, if 
N + 1 > m - 1, we can always determine, in succession, jxed A-polynomials 
Fs(x, A) [s = l,...] (say), which will give, respectively, $xed pre-assigned 
solutions Ur(x), Us(x),..., where ,V of these are linearly independent. The 
h-polynomials giving the latter could appropriately be called “base poly- 
nomials.” 
For convenience in notation, we take the fixed U,(x) so that the first JV of 
these are linearly independent. 
The condition 
N+l >m--1 (158) 
for this “generality” of the h-polynomial while sufficient is not, in general, 
necessary. For, as we have seen, we can obtain a h-polynomial making (101) 
give u(x) = U(x) by takingF,(x) as given by (141) and then taking all other 
F,(x) zero-which makes N = O! However, if we use A-polynomials where no 
Pi(x) is a solution of (1) with h = A0 condition (158) is necessary, as well as 
sufficient, for “generality” of the h-polynomial. 
(For we can always use a h-polynomial of degree N + 1 = m - I for 
theorem (3); and then, by theorem (6), Car(l), all theIJi(x) [1 < i < m - 21 
must be linearly independent if none of them are solutions of (1) with X = A,, . 
Hence none can then vanish identically, so that we cannot then possibly 
get the degree N + 1 of the h-polynomial smaller than m - I). 
Hence, when the h-derivatives of the X-polynomial are not solutions of (1) 
with h = A,, , the condition (158) is necessary (as well as sufficient) for it to be 
capable of giving, via (lOl), all solutions of a given equation (1) with 
A = Ao. 
Consider, then, only X-polynomials whose X-derivatives are not solutions 
of (1) with X = A, . Then, to secure the existence of the X-polynomials 
F,(x, A) we have just defined, we must ensure that the condition (158) holds 
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on their degrees, and then the simplest h-polynomial which will give any 
solution u(x) of (1) with h = A,, , is that defined by 
f+‘, h) = f KsFS(X, h), (159) 
S=l 
where the K* are arbitrary constants and 
M>Jv. (160) 
For it gives the solution 
M 
u(x) = 1 K,U,(X). (161) 
s=1 
(Conversely, if we have a h-polynomial which is a linear combination of 
fixed h-polynomials, as in (159), which does give the general solution of (1) 
with h = AO, we must have (160) holding; and, if the h-derivatives of the given 
h-polynomials are not solutions of (1) with h = h,, we must have (158) holding 
as well. (Otherwise, we may not get .N linearly independent solutions from 
the F,(.r, A) and then (161) would not give all solutions, even with (160) 
holding.)) 
We now construct all possible h-polynomials (FJx, A)} with the property 
that one of their h-derivatives is equal to some one of the h-derivatives in 
Fs(x, A) [s fixed]. 
By the Lemma, we then obtain (IV + 1) h-polynomials giving (different)6 
solutions U,(X) [I <j < N + 11, where U,,(X) = U,(X). Denote the 
corresponding h-polynomials here by FJx, A) and consider the solution U*(X) 
obtained by replacing F,(s, A) in (159) by the more general polynomial 
Ntl 
in which the fSj are arbitrary constants. 
We then obtain the h-polynomial 
M N+l 
F*(=% A) = 1 c 'd.v~.&, A), 
Cl 1=1 
(163) 
which gives the solution 
M N+l 
8 Taking (as we can) all X-derivatives of F&x, A) different. For these are linearly 
independent by the hypothesis and theorem (6). 
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We know already that this solution is perfectly general i.e., that it comprises 
all solutions of any particular equation (1) with h = A, being considered 
(its index being denoted by Jr/-). For 
Us,(x) = Us(x) and IM(N+l)>M>J-, 
by (160). 
The solution U*(X) was constructed from a particular equation (1) with 
A = A,, which could, however, have been any such equation. The fixed 
functions U,,(X) depend, of course, upon the particular equation (1) selected. 
The number M(M + 1) of the solutions U,,(x) can be as large as we like. 
What we want to know now is how small can this number be taken so that 
U*(X) will abays give the general solution of (1) with X = A, for any particular 
such equation we select ? 
Consider a given value for the index, say, M1 . The necessary and sufficient 
conditions that the solution U*(X) should give all solutions (for all equations (1) 
with A = h, having this particular index) are by (160), 
and by (158) that 
M 3 4 (165) 
N+l am--L (166) 
where L is the value of “1” for any particular equation (1) with h = h, having 
this index Ml , and (166) is to be true for all possible L that can OCCUY. 
Now, by (146) 
L+l>-4 (167) 
and (as can be shown from examples) the case of equality in (167) (or) (146) 
can occur. Thus, (166) is to be true for all L satisfying (167); hence 
Therefore 
N+l>m+l--JY;. (168) 
M(N + 1) > Jv,(m + 1 - 4). (169) 
But since by (146) and (12) we have 1 ,<,Jv; 6 m, this inequality gives 
M(N + 1) 3 m. (170) 
Hence the number of the fixed solutions Usj(x) in (164) has always to 
exceed or equal m. 
Now consider any particular equation (1) with h = A,, . In terms of our 
standard notation the index here is denoted by M and the value of “1” is as 
defined in (11). 
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By (158) and (160), the necessary and sufficient conditions for the function 
U*(X) to now give al! solutions for this equation, is just 
J!?(N + 1) > A+2 - 1) (171) 
where we can take M = X and N + 1 = m - 1. 
Let J+‘(Z) now be the least possible index we can have for all equations (1) 
with h = A, with the same “1”. Since A’(Z) is an integer, there are equations 
having the index X(Z) and considering the solution U*(X) for one of these, the 
number of the Usi therein exceeds, or equals, A”(Z)(m - Z), the case of 
equality being admissible. Considering, then, a U*(X) for one of these equations 
where the number of the U,,(x) equals N(l)(m - Z), and applying the result 
just proved above, we have, on writing 
the result 
K(1) = N(l)(m - I), (172) 
K(1) > m. (173) 
Moreover, min,G,G,-, K(1) = m, for otherwise (172) and (173) would 
imply, by (146) that (1 + l)(m - 1) > m for all 1 which is not true. The 
lower bound which (172) then gives, i.e., 
A-- 3 -A!- 
m-l (174) 
for all 0 < 1 < m - 1, is thus the “best possible.” Inequality (146) now gives 
(175) 
COROLLARY (1). If 1 = 0, then N = 1, and conversely. 
COROLLARY (2). If 1 = 1 then JV = 2. But the converse may not be true. 
COROLLARY (3). If 1 = m - 1 then N = m and conversely. 
For, if 1 = m - 1, the theorem at once gives JV = m. However, if JV = m, 
then the theorem gives 1 2 m - 1. 
Hence, in view of (12), 1 = m - 1. 
COROLLARY (4). If A, is a nonrepeated root of the characteristic equation, 
D(A) = 0, then Jy” = 1. 
For, in that case, m = 1, so, by (12), 1 = 0. Then, by Car(l), M = 1. 
However, the converse of this may not be true. 
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E.g., if we consider the case where 
q&y) = 1 +Y f3Q L-1 \<X,Y d 11 (176) 
we find JV = 1, I = 0 but m = 2. [Here D(h) = 1 - 4h + 4P]. 
9. THE GENERALS• LUTIONOFTHE NONHOMOGENEOUS EQUATIONFOR~ = A, 
As seen already, the nonhomogeneous equation may not have any solution 
whatever when h = /\a . What is wanted is a statement of the necessary and 
sufficient condition that there should be a solution, together with an explicit 
formula for this solution when that condition is satisfied. 
The probIem is solved by the result of theorem (3) for the case Y = 0. 
The necessary and sufficient conditions for the existence of a solution for 
the case when X = h, are: 
(a) that the free function F(x) of the equation should satisfy the ortho- 
gonality requirement 
s b W) g,(p, 0 & = 0 (177) a 
(b) that, when 1 < m - 2, it be possible to determine, in succession, 
(m - I - 1) functions F~(x),F,(x),...,F,_,_,(x) to satisfy the (m - I- 1) 
equations 
2 j! (1 :i -j)! 1: Fj(5> gl+i-&, 4 d5 = 0 
[I <i,<m-Z-l], (178) 
where 
F,(x) = F(x). (179) 
Note that, when 1 = m - 1, the conditions (b) disappear; also, that (177) 
and (178) can be summarized in the single form 
Fj(Ogl+i-j(x, 6) d5 E 0 [O<i<m--l-l], (180) 
where 
The solution is then 
F,(x) is F(x). (181) 
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where the Fi(x), F&x),..., F,-t-r(x) comprise all functions satisfying (180) 
and, where F,,(X) = F(x). 
As already remarked, the case where J-L K(x, E)F([) df = 0 is actually 
covered by this solution. For a proof see the writer’s book. 
We shall now state some well-known theorems which can be proved quite 
quickly by the present method. For the details, see the writer’s book. 
THEOREM (8). The general solution of the nonhomogeneous equation with 
h = A,, (when solutions exist) can be written in the form p(x) + u(x), where p(x) 
is a particular (jxed) solution of the equation, and U(X) is any solution of (1) with 
h = A,. 
(This theorem is easy to prove direct from the equations concerned). 
THEOREM (9). The simple orthogonality condition 
f 
b F(x) V(X) dx = 0 
a 
(183) 
upon the free function F(x) of the integral equation (in which v(x) is any solution 
of the associated homogeneous equation to (1) with h = A,) is both necessary and 
suficient for the nonhomogeneous integral equation to have a solution for X = A, . 
Remark. Although this condition is simpler to state than the one we have 
derived, it is not (unlike our condition) expressed entirely in terms of known 
functions. 
COROLLARY (1). The necessary and suficient condition that any particular 
solution U(x) of (1) with X = A,, should not be in simple integral form (14) is that 
me should be able to find at least one solution v(x) of the associated equation with 
X = ho for which 
s 
b U(x) V(X) dx f 0. (184) a 
Su@ciency. This is obvious from the result of theorem (4). For, if U(X) 
was in the simple form (14) then ji U(X) v(x) dx = 0 for every v(x), contra- 
dicting (184). 
Necessity. If U(x) is not in the simple form (14) then, expressing it by the 
general representation of theorem (5) we see that we must always have 
F,(X) SL 0. But, differentiating (27), we have 
F’(x, 4,) = cb’(x, 4,) - 4, j” K(x, f)4’(5,4,) di! - f U@) + 0. (185) 
a 0 
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Hence the nonhomogeneous integra1 equation 
cannot have a solution, so by the theorem itfollows that 
s 
b U(x) w(x) dx # 0 (187) a 
for at least one v(x). 
COROLLARY (2). If an individual solution U(X) is orthogonal to every 
solution w(x) of the associated equation for X = A,, , then it must be in the simple 
form (14). 
Proof. If u(x) was not in simple integral form, we get an immediate 
contradiction of hypothesis, by the necessity part of the last corollary. 
THEOREM (10). The necessary and su$kent condition for all solutions u(x) 
of (1) with A = A,, to be in the simple form (14) is that 
I 
b u(x) v(x) dx = 0 
a 
ww 
for all w(x), for each u(x), ;f 1 < m - 2.7 
Proof. The necessity of this condition is clear from theorem (4), while the 
sufficiency follows from Corollary (2) of the last theorem. 
COROLLARY (1). The condition (188) is also the necessary and su$icient 
condition that all solutions of the associated homogeneous equation for h = A, 
should be in the simple integral form 
s ’ i(f) gdf, 4 df, (189) a 
where i(x) is any continuousfunction. 
Proof. This follows from the symmetry of the condition in question. 
COROLLARY (2). The functions 
s “. gi(f, Y) g,+,(x> 5) df [y fixed; I < i Q m - 21 (190) 
7 When 1 = m - 1, the condition may not be satisfied, but, in this case, all solutions 
are already in the simple integral form in question. 
EMBEDDING TECHNIQUE 345 
are solutions of (1) with A = h, in the simple integral form (14); similarly the 
functions 
s b gi(y, 0 g,,, (5,x> dt’ 
[y fixed; 1 < i < m - 21 (191) 
a 
are solutions of the associated homogeneous equation to (l), with X = 4 , in the 
simple form (189). 
The proof of this will be left to the reader. 
THEOREM (11). All solutions characterized (via the theorem (I)-theorem (3) 
analysis) by free “generating” functions F(x, X) for which we have 2 < v < m - 1 
-are in the simple integral form (14). 
(This result shows that we have (in general) to take functions F(x, X) for 
which F’(s, A,) + 0 in order to obtain all solutions of (1) with h = A, .) 
THEOREM (12). If the kernel is symmetric, then 1 = m - 1 and JV = m. 
COROLLARY. It follows that, for this case, the simple representation (14) gives 
all solutions. 
THEOREM (13). The index of the associated homogeneous equation, for 
h = A, , is also N. 
10. MISCELLANEOUS RESULTS 
We conclude the paper by proving three results which perhaps will be of 
interest. 
(1) Solution of Nonhomogeneous Equation for h = h, when the Free Function Is 
a Solution of (1) with X = h, 
We know from theorems (9) and (10) that we will not get any solution at all 
in the case envisaged unless the free function is also a solution of (1) in the 
simple integral form (14). 
Hence we may write 
F(x) = j-” t(S) g,(x, E) 45. a (192) 
Since F(x) is a solution of (1) with X = A,, it follows, by the orthogonality 
results of theorem (4), that we can satisfy the conditions (180) for 
0 < i < m - I- 2, by taking the Fi(x) appearing there as a solution of (1) 
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with h = A,, . The remaining condition of (180), i.e., that where i = m - I- 1, 
is 
(m !- l)! s ’ ~(~)&-dx, 6) dt + (m _ l ‘- l>! l! 1; Fm-I-&t)g&, 5) df = 0, a 
i.e., by the hypothesis (192) and theorem (4) 
(193 
i.e., by (192), we cutl find F,,+l-l(l) so that this is satisfied, i.e., we can take 
Fm-g-l(x) = (m - I - l)! I! h,c,t(x). (195) 
Hence, by applications of theorem (4) and use of (182) we find the solution 
where U(X) is any solution of (1) with h = A,, . 
COROLLARY. The function 
s 
b 
gi(L Y) g,+dx, 6) df 
a 
(197) 
is, for 1 < i < m - 2, a solution of (1) with X = A, of the simple integral 
form (14). 
(2) Expressions for g,(x, y) and A, (when A, is the only eigenvalue) 
Consider the nonhomogeneous equation 
f (x5 Y) = (Ay$ 0, Y) + h j” Q, Qf (6, Y> 45 W-0 
a 
From the first Fredholm relation (4) we see that this has the unique solution 
The “free function” here, is 
so that, here 
v=m-I (201) 
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(202) 
and the theorem (3) representation gives now 
1 
-- f” em&) gdx, E) G- = + 1”. W, y) gdx, 5) df 
Z! (m - I)! c, a 
as it should. 
Now, the solutions of (1) at the eigenvalue ha, when expressed as limf(x, X) 
by theorem (3), are entirely determined by the first (m - I) h-derivatives 
Fr(x), Fa(x),..., F,&) of the “free function” F(x, A). A particular solution 
there is given uniquely when these functions are given. (Naturally, they have 
to be chosen also to be in conformity with conditions (54) of theorem (3)). 
Hence, if there are no other ezgenvalues to (l), the solutions of (1), when 
expressed in the above manner, are still correctly given when F(x, X) is re- 
placed by any other function with the same first (m - I) /\-derivatives at 
h = h, . Hence, under this hypothesis, we may take 
qx, 4 = hoc,(h - 4p qx, y) 
and the &polynomial theory then gives at once 
(9 
where 
i.e., 
g,(x, y) = (-l)V! (m - Z)! XT-r+rc, 
m--l r 
x z1 j; (y -j)!;;l!I-;! y +jy fG+d%Y) (207) 
m-1 
qx, y) = -(m - I)! 1 t-v j=l (m - 1 - j)! j! Kj+l(xy y)' (2W 
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This last relation can, of course, be written 
m-z 
2 (m -I,y;)!j! 4+1(X,Y) = 0. (209) 
COROLLARY. If the only eigenvalue is negative, we cannot have all the 
iterated kernels of the same sign. This gives an interesting result for a symmetric 
kernel, where I = m - 1. 
(3) A Relation between the pairs gi(x, y), gj(x, y) 
Differentiating the Fredhohn relation, we have 
lP(x, y; A) = (ALP(A) + iD(i-l)(h) K(x, y) 
+ i 11 K(x, 5) D+l)((, y; A) df. (300) 
Regarding this as a nonhomogeneous equation in W)(x, y; A), the free 
function is given by 
F(x, A) = i 1” K(x, 4) IFl)(f, y; A) df + {hP)(h) + iD(i-l’(A)} K(x, y). 
Hence, by (182; 
gi(w) = i I b K(x, t)g&, y) dt + (&Ci + cd! K(x, Y> a 
m--1 
(Aoci+j + ci+i-1) j+” W5hn--Ax, t) d5. (301) 
a 
Supplementary Note: Computation of the g#(x, y). The method developed 
in the present paper has given explicit expressions for the solution of a linear 
integral equation at an eigenvalue h, , in terms of known functions of the 
kernel K(x, y). 
These functions were denoted by gi(x, y) and we have 
g&, Y) = D’YX, y; 43) 
m 
= 
c’ 
s-0 
v ho8di-l+s(x, y), US) 
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where 
do&y) = 0,~) 
d-,(x, y) = 0. 
The Fredholm function D(x, y; A) is then concisely given by 
D(x, y; A) = f #+‘d,(x, y). 
j=O 
(4S) 
The functions dj(x, y) as given by (2s) are in an exceedingly awkward form 
for manageable reduction for specific cases-especially for large j. Therefore, 
it was thought worthwhiIe to give this brief note on a convenient step-by-step 
method for computing them. 
Defining also coefficients d, by 
we have 
D(h) = f d>. 
s=o 
The Fredholm relations (4) - (6) of the paper then give at once 
1 
d - s 
b a+1 = < + 1 d&c, x) dx a 
(6s) 
(7S) 
Now 
do@> Y) = Wx, Y) (9s) 
and then (7s) immediately gives dl . Then (8s) gives 4(x, y). Now (7s) 
immediately gives d, , and then (8s) gives d,(x, y) and so on. 
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Note that we do not need the definitions (2S), (5s) for the computation of 
the successive dj , di(x, y) which are very awkward for large i. 
By this method di and di(x, y) can readily be computed up to as high an 
order as desired, whereas (2s) and (5s) rapidly become unmanageable. Since 
(naturally) all possible simplifications would be made before proceeding to 
compute the next higher order function and coefficient, the law of formation 
of these with increasing i should, by this method, be more readily discernable. 
Rigorous verification should then be possible by induction, using the 
Fredholm relationships (7S), (8s). Of course, the law of formation with i is 
really known already, from (2s) and (5S), but we have in mind here particular 
instances where all these determinants simplify. 
For practical calculation of A, itself, using a close approximation, (6s) can be 
used with Newton’s method. For an investigation of the convergence 
behavior of the latter, see for example, an article by the writer (British Math. 
Gazette, 1950). 
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