Abstract
Introduction
Growth in the number of variations and applications of wavelet transforms has progressed rapidly over the past decade [1] . Indeed, this growth has been so expansive that there are now many different classes and subclasses of wavelets and wavelet transforms. Certainly, opinions and definitions of what constitutes a wavelet and wavelet transform vary with different authors [2] . Nevertheless, this report focuses on those wavelet transforms that are currently the most prevalent and that can be implemented as iterated filter banks. Although particular attention is addressed to non-redundant transforms, the general principles of the methods described here can also be applied to redundant transforms. In most of the literature on wavelet transforms, the theoretical analyses of the method are discussed rather than the implementation of algorithms. There have been a few important and notable exceptions such as the papers by Shensa [3] and Rioul and Duhamel [4] . However, these articles discussed algorithmic schemes at a more general level in order to describe them and compare their relative efficiency, rather than algorithmic implementations at a sufficiently detailed level to specify them and insure their reproducibility. The use of the terms describe and description when associated here with the discussion of an algorithm will refer to a general scheme or diagram for the algorithm, whereas the terms specify and specification will refer to a complete listing of all implementation details for the algorithm. With this usage then, a description of an algorithm is sufficient for a discussion of its efficiency, but a specification is necessary for a discussion of its reproducibility. A complete specification of an algorithm may be provided with a detailed pseudo-code template as exemplified in the wavelet transform algorithm published by Taswell and McGill [5] or with a sufficiently detailed listing of all mathematical equations and parameters as exemplified by the work of Bradley and Brislawn [6] for the FBI fingerprint image compression standard. However, these published examples remain more the exception than the rule. Systematic development of a standard for the specification and reproducibility of wavelet transform algorithms has not yet been promoted in the wavelet community. Thus, this report presents the first attempt in the field of wavelets to develop a systematic methodology to specify mathematically, and then to evaluate numerically wavelet filter banks, convolutions, and transform algorithms in a hierarchical framework with empirical testing and validation of each stage. Any such methodology fulfilling this objective will constitute an important and necessary aspect of reporting computational experiments involving wavelet transforms. These algorithm verification methodologies can then be used to insure reproducibility of results, especially for those experimental studies purporting to compare alternative algorithms.
The evaluation methodology presented here comprises a systematic listing of the principal parameters, choices, and tests that can be specified and performed for wavelet filter coefficients, single-level convolutions, and multi-level transforms when the investigator wishes to guarantee reproducibility and verifiability regardless of computing platform and programming language. The specification of the filter convolutions, the phase delays and advances of the filters in the filter bank, and the treatment of the ends of the signal remains a central issue relevant to algorithms for finitelength signals. In the introduction to his paper [7] , Brislawn provides a comprehensive historical review of the various convolution types available. However, reporting of such details is often neglected. To emphasize the importance of specifying these convolution details, this article presents a unifying framework for reporting them and demonstrates the use of this framework with a simple yet novel solution to the phase alignment problem. As an example application, this solution is then applied to fast wavelet based matrix multiplication. Beylkin et al [8] introduced fast algorithms for the efficient multiplication of sparse wavelet based representations for integral and pseudo differential matrix operators of a certain class. Keinert [9] continued this work by implementing the Beylkin algorithm for biorthogonal instead of orthogonal wavelets, and observing the relative advantages and disadvantages of the various wavelets investigated. In the example application demonstrated in Section III-D, their work is extended further by experimentally comparing different convolution phase variants instead of different wavelets. Then, in section IV they discuss how the specification and evaluation methodology reported here promote scientific reproducibility in contrast with repetitive executability, which is a term coined here to refer to the notions advocated by several other authors [10] , [11] , and [12] . Earlier versions of material reported in this article have appeared elsewhere [13] and [14] .
A previous paper [15] solve the two problems mentioned above, color shifting and human visual system, by proposing a hue preserve algorithm, with the human visual system considered, to enhance color images. In that paper, the wavelet transform is applied to decompose the luminance information to approximate components and detail components. Then, a contrast enhancement technique for greylevel images based on the human visual system is applied to enhance approximate component. To the S components, histogram equalization is applied for contrast enhancement. Then, inverse Wavelet transform is applied so that contrast enhanced color image is obtained. Quality result is obtained but there are nevertheless some drawbacks such as the failure of the method to take into consideration the relationship between luminance value and saturation. It also turns out that, the previously proposed wavelet based color contrast enhancement method can achieve a successful enhancement of color images which are only dark or have low contrast.
To tackle the problem of enhancing color images which are not only dark or have low contrast, we propose segmenting the original image into its dark and bright parts by using K-means image segmentation technique. The RGB (Red, Green, and Blue) values of each pixel of any segment of the original image are then converted to HSV (Hue, Saturation, and Value) values. Next we apply (again to each segment: dark and bright) the wavelet transform to the luminance value V component of the color image to get the approximate component which is converted by applying grey-level contrast enhancement technique based on human visual system. Then, inverse Wavelet transform is performed on the converted coefficients so that the enhanced V values are obtained. The Saturation components are enhanced by histogram equalization. The H components are kept unchanged, because changes in the H components can degrade the color balance between the HSV components. The enhanced S and V together with H are converted back to RGB values. This paper is articulated as follows. In Section 2, the related work will be discussed in detail the previously proposed solution with emphasis on the advantages of their method but focusing on the disadvantages which will be the main aim of this paper. Section 3 will elaborate on the proposed method. Experimental results are shown in Section 4 whereas Section 5 concludes the paper and provide snapshot of the further research.
Related work

Basic Idea
Color Space
A color space is a method by which we can specify, create and visualise colour. As humans, we may define a colour by its attributes of brightness, hue and colourfulness. A computer may describe a colour using the amounts of red, green and blue phosphor emission required to match a colour. A printing press may produce a specific colour in terms of the reflectance and absorbance of cyan, magenta, yellow and black inks on the printing paper.
A colour is thus usually specified using three co-ordinates, or parameters. These parameters describe the position of the colour within the colour space being used. They do not tell us what the colour is, that depends on what colour space is being used. An analogy to this is that I could tell you where I live by giving directions from the local garage, those directions only mean anything if you know the location of the garage before hand. If you don't know where the garage is the instructions are meaningless [16] . If the visible portion of light spectrum is divided into three components, the predominant colors are red, green and blue. These three colors are considered as the primary colors of the visible light spectrum. The RGB color space, in which color is specified by the amount of Red, Green and Blue present in the color, is known as the most popular color space. RGB is an additive and subtractive model, respectively, defining color in terms of the combination of primaries.
HSL (Hue Saturation and Lightness) represents a wealth of similar colour spaces, alternative names include HSI (intensity), HSV (value), HCI (chroma / colourfulness), HVC, TSD (hue saturation and darkness) etc. Most of these colour spaces are linear transforms from RGB and are therefore device dependent and non-linear. Their advantage lies in the extremely intuitive manner of specifying colour. It is very easy to select a desired hue and to then modify it slightly by adjustment of its saturation and intensity.
The supposed separation of the luminance component from chrominance (colour) information is stated to have advantages in applications such as image processing. However the exact conversion of RGB to hue, saturation and lightness information depends entirely on the equipment characteristics. Failure to understand this may account for the sheer numbers of related but different transforms of RGB to HSL, each claimed to be better for specific applications than the others.
HSV color space encapsulates information about a color in terms that are more familiar to humans. In HSV color space model, the color is decomposed into hue, saturation and luminance values analogous to humans' perception of color. Ledley's research shows that the performance of HSV color space is good in color improvement [17] . Among the three components of HSV color space, hue is the attribute of a color, which decides which color it is. For the purpose of enhancing a color image, it is worth noting that, hue should not change for any pixel. If hue is changed then the color gets changed, thereby distorting the image [18] . Compared with other perceptually uniform such as CIE LUV color space and CIE Lab color space, it is easier to control the Hue component of color and avoid color shifting in the HSV color space model.
In their method [15] , they keep hue preserved and apply the enhancement only to luminance and saturation. In Yang's research [19] , more attention is given to the effect of luminance and saturation for color image enhancement. Therefore, they chose HSV color space for their enhancement method.
Luminance Enhancement
Ding Xiao & Jun Ohya [15] applied wavelet transform and Reverse-S-Shape transform obtained from human visual system to enhance the luminance component. The wavelet transform, or wavelet expansion is to express a signal or function as a linear decomposition based on a group of certain functions. Wavelet analysis, a new mathematics branch developed in recent years, is a perfect [20] developed a noise filtration method based on the spatial correlation between wavelet coefficients over adjacent scales. Pan et al [21] proposed an improved schema. They exploit the characteristic that wavelet transform can decompose the signals into approximate components and detail components, and the approximate component is enhanced by increasing the contrast. According to the human visual theory, receptive fields on the retina receive light stimuli. Rod cells and cone cells process them. Receptive fields are very common in the retina of many species, and the same arrangement is found in second and higher order neurons. Kobayashi et al. [22] analyzed the feature of human visual system and proposed a Reverse-S-Shape transform to enhance the grey-level image. To obtain the result, we generalize the method to color image processing and apply the transform to the luminance component of the color image.
Proposed Method
The proposed method begins by converting the RGB (Red, Green, and Blue) values of each pixel of any segment of the original image to HSV (Hue, Saturation, and Luminance) values. The conversion is shown by the following Eq. (1):
V MAX 
We then apply K-means clustering by taking k = 2 on the V component I ensuring the segmentation of the original image into its dark and bright parts via K-means image segmentation technique. This is carried out by means of the application of the wavelet transform as in Eq. (2) to the luminance value V component (again to each segment: dark and bright) of the color image to get the approximate component which is converted by applying grey-level contrast enhancement technique based on human visual system.
where φ is the scale function and ψ is the wavelet function. The former component of the decomposition is the approximate component and the latter one is the detail component. (4) and (5) below:
These two parameters are chosen in order to allow us to focus on the color range within the image. Our enhancement method will be between K1 and K2 which is in other words between m and M. There are more possibilities and capabilities of obtaining a better enhancement within that range. Below K1 and beyond K2 the chance of getting a good enhancement is very low. In conclusion K1 and K2 allow us to avoid extreme values.
The following steps show the contrast enhancement algorithm of the approximate component: i.
Compute R for each approximate coefficient A in range [m, M] by Eq. (3). ii.
Normalize R by Eq. 
Then, inverse wavelet transform as in Eq. (8) is performed on the converted coefficients so that the enhanced V values are obtained.
The Saturation components are enhanced by histogram equalization. The H components remain unchanged, because changes in the H components could degrade the color balance between the HSV components. The enhanced S and V together with H are converted back to RGB values.
K-means Segmentation Techniques
The K-means is a clustering algorithm, which partitions a data set into clusters according to some defined distance measure. Images are considered as one of the most important medium of conveying information. Understanding images and extracting the information from them such that the information can be used for other tasks is an important aspect of Machine learning. An example of the same would be the use of images for navigation of robots. Other applications like extracting malign tissues from body scan etc form integral part of Medical diagnosis.
One of the first steps in direction of understanding images is to segment them and find out different objects in them. To do this, we look at the algorithm namely K-means clustering. It has been assumed that the number of segments in the image is known and hence can be passed to the algorithm. [24] , [25] .
K-Means algorithm is an unsupervised clustering algorithm that classifies the input data points into multiple classes based on their inherent distance from each other. The algorithm assumes that the data features form a vector space and tries to find natural clustering in them. The K-means function is given in (9) .
where mu is the vector of class means, mask is the classification image mask, ima is the color image and k is the number of classes. The points are clustered around centroids in (10) which are obtained by minimizing the objective.
The max() function is the maximum value in the matrix ima that represent the colored image to get the maximium value of the content colors where the colors values are represented as a single value for each pixel. This is used to define the maximum number of levels used to calculate the histogram. The summary of the algorithm is given below:
i. Compute the intensity distribution (also called the histogram) of the intensities as given in the Eq. (11) . The histogram represents the number of pixels in that particular tone .It is a mapping m i that counts the number of pixels that have the same value, whereas the graph of a histogram is merely one way to represent a histogram. Thus, if we let n be the total number of observations and k be the total number of tones, the histogram mi meets the following conditions:
ii. Initialize the centroids with k random intensities as in (10) . iii.
Repeat the following steps until the cluster labels of the image do not change anymore. iv.
Cluster the points based on distance of their intensities from the centroid intensities. v.
Compute the new centroid for each of the clusters. The segmentation of V component of the image using K-means clustering technique is shown in figure 1 below: We have mainly used the same formulas mentioned above in section 2 and the proposed method is represented by the following routine:
i. Load a color image ii. Read (r, g, b) values for each pixel of any of the two segments iii. Convert RGB color space of the two segments to HSV color space iv. Apply the K-means for V component to segment the color image into dark and bright segments v. Apply the saturation enhancement on the S component of each segment vi. Decompose V component using the wavelet transform to get the approximate coefficient of each segment vii. Apply the Reverse-S-Shape transform to the approximate coefficient using Eq. (3) on each segment viii. Reconstruct V for each segment via inverse wavelet transform and merge them to get the enhanced V. ix. Convert HSV color space to RGB color space x. Store the enhanced color image
Experimental results
Daniel J. Jobson, Zia-ur Rahman and Glenn A. Woodell [26] explored the idea that good visual representations seem to be based upon some combination of high regional visual lightness and contrast. To compute the regional parameters, they [26] divided the image into non-overlapping blocks that are 50×50 pixels. They compute the mean I and the standard deviation f for each block. A first approach was to postulate that for visually good rendition the contrast × lightness product should be above a minimum value, with the additional constraint that each component cannot fall below an absolute minimum value (Figure 2 ). This regional scale is sufficiently granular to capture the visual sense of regional contrast. Both the contrast and the lightness can be measured in terms of the regional parameters. The overall lightness is measured by the image mean,  = Ī, which is also the ensemble measure for regional lightness. The overall contrast, f  is measured by taking the mean of regional standard deviation, f, and it provides a gross measure of the regional contrast variations. The global standard deviation of the image did not relate, except very weakly, to the overall visual sense of contrast. Image frame sizes ranged from 512×512 to 1024×1024 pixels. The coupling of the constraints of minimum contrast-lightness product with minimum contrast and lightness as separate entities defines the zone in Figure 2 labeled "visual good". Further, this figure suggests that there exist a contour of much higher contrast-lightness, which can be considered a "visual ideal". To examine the performance of the proposed method, it is applied to three different images: a dark, a balanced and a bright color image, the enhancement evaluation parameters [26] obtained in (12) and (13) Table 1 shows the obtained results for the evaluation parameters C and L for the histogram equalized RGB color images as well for the proposed color image enhancement method. The results show that the proposed method has a very good performance in the majority of the tested image types. This is true even in the case of the balanced images where the proposed method [15] 
Conclusion
The proposed method achieved a color contrast enhancement by initially applying the K-means algorithm to segment a color image into its bright and dark segments. Luminance component enhancement of each segment is then ensured using wavelet transform. More specifically, via a Reverse-S-Shape enhancement based on human visual system for the approximate component coefficients obtained by the Wavelet transform. The Saturation components are enhanced by histogram equalization. The proposed method proves capable of achieving successful enhancement of any color image whether it is dark, has low contrast or it is a balanced image.
We have used JPEG File Format which has the following advantages: It has large compression ratios which provide shorter file transfer time and in addition it has Full-color information as well it is of great use for photographs, graphic artwork, banner ads, etc.
However, the success of the proposed method is not without some outstanding issues. The relationship between luminance value and saturation has not so far been considered and the H (hue) component has been kept unchanged. Tackling these issues with the aim of improving the effectiveness of the proposed method will be the focus of our future research.
In addition the JPEG File Format that we have used has the following disadvantages: There is a loss of image quality and also the sharp edges of JPEG files tend to come out blurry and finally it has a longer page load time than the GIF Format.
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