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ABSTRACT
Objective: The purposes of this study were to investigate: 1) the effect of placement of region-of-interest (ROI) for texture
analysis of subchondral bone in knee radiographs, and 2) the ability of several texture descriptors to distinguish between the
knees with and without radiographic osteoarthritis (OA).
Design: Bilateral posterior-anterior knee radiographs were analyzed from the baseline of Osteoarthritis Initiative (OAI)
and Multicenter Osteoarthritis Study (MOST) datasets. A fully automatic method to locate the most informative region from
subchondral bone using adaptive segmentation was developed. We used an oversegmentation strategy for partitioning knee
images into the compact regions that follow natural texture boundaries. Local Binary Patterns (LBP), Fractal Dimension (FD),
Haralick features, Shannon entropy, and Histogram of Oriented Gradients (HOG) methods were computed within the standard
ROI and within the proposed adaptive ROIs. Subsequently, we built logistic regression models to identify and compare the
performances of each texture descriptor and each ROI placement method using 5-fold cross validation setting. Importantly,
we also investigated the generalizability of our approach by training the models on OAI and testing them on MOST dataset.
We used area under the receiver operating characteristic (ROC) curve (AUC) and average precision (AP) obtained from the
precision-recall (PR) curve to compare the results.
Results: We found that the adaptive ROI improves the classification performance (OA vs. non-OA) over the commonly-used
standard ROI (up to 9% percent increase in AUC). We also observed that, from all texture parameters, LBP yielded the best
performance in all settings with the best AUC of 0.840 [0.825, 0.852] and associated AP of 0.804 [0.786, 0.820].
Conclusion: Compared to the current state-of-the-art approaches, our results suggest that the proposed adaptive ROI
approach in texture analysis of subchondral bone can increase the diagnostic performance for detecting the presence of
radiographic OA.
Keywords— Osteoarthritis, bone texture analysis, adaptive region of interest, knee, radiograph
1 Introduction
Along with the progression of osteoarthritis (OA), subchondral bone (SB) is subject to changes in its structure and composition1,2.
In knee radiography, a strong association between SB texture and severity of OA has been reported1,3–14. In particular, the
thickness of subchondral cortical plate is increased especially in the medial compartment knee OA1. Moreover, ladder-like
appearance is observed in horizontal trabeculae in OA1. Although the thickness and volume of subchondral bone increases in
OA, it is weaker and less mineralized than normal bone1. It is also known that trabecular network adapts to alterations in joint
loading relatively quickly15.
Plain radiography (X-ray imaging) is a cheap and widely available clinical modality to detect the presence and severity of
OA16. Unfortunately, plain radiography has generally relatively low sensitivity for detecting early osteoarthritic changes17.
Further, the status of SB is rarely assessed from plain radiographs in clinical practice, and instead, the overall severity of OA
within a joint is visually evaluated or semi-quantitatively graded. However, it has been proposed that the quantification of SB
structural changes with texture analysis from radiographs can lead to development of more sensitive OA biomarkers9,15.
Various studies have focused on quantitative analysis of knee joint radiographs11,16,18–21, and in particular on SB texture
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(b) Medial and Lateral ROIs (c) ROIs arranged in a lattice
Figure 1. Examples of region-of-interest (ROI) placement for texture analysis in previous studies. Here, a) shows an example
of medial side ROI, b) shows medial and lateral ROIs together with medial and lateral tibia margins, and c) square ROIs
arranged in a lattice. Typical landmark points are also marked in the images.
analysis8,9,22–25. Changes in SB texture in the radiograph have been quantified based on roughness, anisotropy, and orientation of
texture elements mostly by fractal methods1,3–14,26,27. Only a few studies have investigated non-fractal methods for classifying
SB texture9,11,23,28–30. The potential advantage of using non-fractal methods is to capture statistical characteristics of textures
and added discriminative power by distinguish key texture primitives such as edges, corners and uniform regions31. The
placement of region-of-interest (ROI) is a crucial step in bone texture analysis. Most often it is done manually9,14,32–34, but
there exist some studies where semi-automatic4,29 and fully automatic approaches11,35 have been used for the ROI placement. It
is well known that bony changes in OA are typically not uniform throughout the subchondral bone, but instead highly localized
regional differences in bone microstructure can be observed2. Consequently, placement of ROI could have a significant effect
on the image analysis results, and thus, selecting ROI for texture analysis plays an important role to accurately quantify changes
in subchondral bone structure.
Earlier studies have used predefined rectangular ROIs either at a single location or at multiple sites1,6,9,14,27,29,33,35 (see
Figure 1). In particular, rectangular ROIs are often placed immediately beneath the inferior border of the medial or lateral
cortical plates3,5,9,13,14,35,36. Most of the approaches found in the literature employ medial ROI as medial OA has a much higher
prevalence in the population. Previously, the outer regions of the tibial compartment have been excluded from the analysis
intentionally to avoid the inclusion of periarticular osteopenia adjacent to marginal osteophytes13. However, only a few studies
have questioned the effects of the placement, size, and shape of ROI on the prediction of knee OA in texture based methods27,29.
Specifically, Janvier et al.27 demonstrated the importance of the ROI placement by arranging square ROIs in a lattice using
fractal descriptors (See Figure 1). In their study, the square side length was equal to 1/7 of the tibial width minus an offset of
10% to prevent the periarticular malformations. They concluded that the success of predicting incident OA depends on the
location of the ROI.
In this study, we propose a fully automated method to locate the most informative subchondral bone ROI in plain radiographs
using adaptive segmentation. We conducted extensive analyses on the placement of texture ROI for both femur and tibia,
including their outer regions, and comparing the results using several texture descriptors using cross-validation and an
independent test set. The flowchart of the proposed pipeline is illustrated in Figure 2. The method is based on oversegmentation
and it partitions the knee images into compact regions that respect the local texture boundaries. We believe that such division is
more natural than employing fixed rectangular ROIs because texture boundaries do not follow straight lines, but are instead
following true anatomical structure of the bone.
2 Materials and Methods
2.1 Data
We used the data from the Osteoarthritis Initiative (OAI) and Multicenter Osteoarthritis Study (MOST). OAI comprises
individuals at risk of development of symptomatic femorotibial OA. A total of 4,796 men and women at ages 45–79 were
enrolled to the study between 2004 and 2006. Images were graded by Kellgren–Lawrence (KL) scoring system. We selected all
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Figure 2. Flowchart of our classification pipeline for the detection of radiographic OA. As a first step, we localized bone
landmarks using BoneFinder software (see Materials and Methods for more details). Subsequently, we applied global contrast
normalisation and histogram truncation between the 5th and 99th percentiles. We then normalised the data to have a 0.2mm
pixel spacing. Finally, each knee is rotated in order to have an aligned horizontal tibial plateau. After ROI detection and texture
description, we applied logistic regression in a 5-fold cross validation setting to measure the performance of all the methods.
the knees at baseline that were graded by KL score on both knees thereby excluding the cases with total knee replacement.
Multicenter Osteoarthritis Study (MOST) comprises 3,026 individuals aged 50–79 years who either had radiographic knee
OA or were at high risk for developing the disease. At the baseline clinical visit, all the subjects underwent weight-bearing
posteroanterior fixed flexion knee radiographs. From MOST data, we selected all the subjects at baseline with posteroanterior
view having acquired with 10 degrees beam angle (PA10) of the knee given that both joints are graded with KL score. Knees
with total knee replacement were excluded. The details about OAI and MOST datasets used in this study are presented in Table
1. Future details about OAI and MOST can be found on http://www.oai.ucsf.edu/ and http://most.ucsf.edu, respectively.
In our analysis, we trained algorithms on OAI dataset and tested them on MOST data which are independent study materials.
Such a validation is very important to asses the methods’ performance objectively and its ability to analyze unseen data.
Table 1. Description of the data. We used the data from the OAI dataset and MOST dataset at baseline with posteroanterior
view acquired with 10 degrees beam angle (PA10) of the knee given that both joints are graded with KL score. Knees with total
knee replacement were excluded. Subject wise partitioning was used to split data into train and test sets in a 5-fold cross
validation setting.
OAI MOST
Number of knees 9012 3644
Number of subjects 4506 1822
Number of samples where KL<2 5045 2247
Number of samples where KL>=2 3967 1397
2.2 Data Preprocessing
We extracted anatomical landmark points (keypoints) of knee image using BoneFinder R©37 tool. In the preprocessing pipeline,
the 16-bit DICOM images are first normalized using global contrast normalisation and a histogram truncation between the 5th
and 99th percentiles. These images were eventually converted to 8-bit images (0−255 grayscale range). The image resolution
which was not standardized in the database was also standardized to 0.2 mm using a bicubic i terpolation. Finally, using
landmark points, each knee was rotated to horizontally align the tibial plateau.
2.3 Adaptive Region of Interest
This section describes our developed adaptive region segmentation and ROI selection approach. Firstly, we segmented tibia
and femur from the background using the landmark points. Secondly, we performed oversegmentation of the bone region into
subregions separately for femur and tibia using superpixel labelling38 (Figure 4). Superpixel labelling is an oversegmentation
strategy for partitioning images into smaller patches that are spatially contiguous and similar in intensity. Superpixel clusters
produce compact regions (subregions, superpixels) that follow image boundaries.
To generate the superpixels we used Simple Linear Iterative Clustering (SLIC) because of its simplicity and flexibility in
the compactness and number of the superpixels it generates38. The algorithm adopts k-means clustering in intensity and spatial
domain. Starting from k regularly spaced cluster centers, each pixel in the image is associated with the nearest cluster center.
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The process of associating pixels with the nearest cluster center and recomputing the cluster center is repeated iteratively until
convergence. At each iteration, superpixels are reassigned to the average color and position of the associated input pixels.
The distance measure (D) in computing the similarity between the pixel and the cluster center is an Euclidean norm in the
five-dimensional space (color (CIELAB) + spatial):
D =
√
dc2 +
ds
S
2
m2, (1)
where dc is the color distance, ds is the spatial distance, m is a parameter that weighs the relative importance between the color
similarity and the spatial proximity, and S is a parameter indicating the size of the superpixels. Compactness, C, (i.e.more
compact superpixels have lower area to perimeter ratio) can be then controlled by m. The ability to specify the amount of
superpixels and the ability to control the compactness are important properties of this method. In addition, SLIC exhibit
state-of-the-art adherence to image boundaries.
Detection of the Most Informative Region
In the following step, we used M regularly placed grid points, gi, i ∈ 1,2, .., .M, in order to select approximately the same
subregion for all subjects (Figure 4a) for feature extraction and machine learning stages. Grid points do not necessarily end up
in different regions. We intentionally placed relatively dense grid compared to the average size of superpixels to cover the
full bone region. Therefore, multiple points may fall in the same subregion (superpixel) but this does not hamper the analysis.
Each subregion ri is then described by a feature vector f{ri}. Finally, we evaluated and compared M regions based on textural
properties. In this step, we employed Local Binary Patterns (LBP) descriptor to detect the most informative (optimal) region.
Here, we defined the most informative region as the subregion where the texture classifier (based on LBP features) performs
best to distinguish OA samples from non-OA. Figure 3 shows the first two informative regions on tibia and femur based on grid
locations. We provided the full analysis in the material. Instead of utilizing grid based locations, we made a second pass to
detect the adaptive regions that correspond to explicit pixel locations which fall (2mm, 2mm) inside the medial tibia margin
point and the lateral tibia margin point and utilized them in the rest of the experiments. Heat-map representations of these
regions were obtained by averaging the corresponding subregions over all subjects in the database (average mask). The results
suggest that outer medial tibia side provides richer information than other regions from the point of texture analysis.
Figure 4b shows the process of averaging and also individual masks that correspond to the outermost medial region which
is denoted by t26 (tibia region 26) that follows the lattice numbering. The average mask for the most informative region shows
that there is a large portion of overlap between the segmentation masks. We take the advantage of this finding to reduce the
computational complexity of the overall method in the following experiments. Instead of segmenting the tibia of each individual
subject, we employed the mask which was obtained by thresholding the average mask using Otsu’s method. Thresholded mask
and its contour on a sample image are presented in Figure 4c.
2.4 Standard ROI
We utilized the extracted landmark points to locate standard rectangular ROI in a fixed region on each knee. We followed
the literature3,5,11,36,39 to locate ‘standard’ ROI: We used a square patch placed immediately beneath the tibial plateau with
dimensions proportional to the width of the knee in the centre of the medial condyle of tibia (see Figure 5) .
2.5 Analysis of Texture Features
Texture Descriptors
Although texture descriptors have been applied to plain knee radiographs for years, Fractal Signature Analysis (FSA) or fractal
dimension (FD) and its variations remain the main method to analyse OA texture until today1,3–14,26,27 since 1990’s. Other
texture descriptors used in OA analysis include simple pixel features11, Haralick’s texture features based on the Gray Level
Co-occurrence Matrix (GLCM)28, Gabor filter banks30, Entropy29, Wavelet Transform23, Tamura texture features28, and Local
Binary Patterns (LBP)9. Sometimes the combination of different texture descriptors and also shape descriptors have been
used11,28,40.
Fractals, which is a measure of surface ‘roughness’, have been used to analyze and quantify very complex shapes or
structures. FD is calculated by taking the pixel intensity differences at varying scales of the image. Then the slope of the line
which is fitted to a log-log plot of the intensities across the scales, determines the FD. In OA related studies, it was first used by
Lynch et al.3 to quantify trabecular bone texture. The FD was linked to spacing, variation in thickness and orientation, and
cross-connectivity of the trabeculae structure14. However, FSA is sensitive to image artifacts and noise41.
As noted earlier, a variety of methods for FD calculation has been proposed in the literature (power spectrum method,
maximum likelihood method, tile counting method, box counting method, blanket methods, modified Hurst orientation
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Figure 3. The most informative regions we found are located at the sites where osteophytes are typically occurring. The
subfigure, (a) demonstrates a sample showing the superpixel segmentation boundaries of a femur image, (b) shows the most
informative region of femur f37 which is located at medial margin, and (c) shows the second most informative region of femur
f36 which is located at lateral margin, (d) Demonstrates a sample showing the superpixel segmentation boundaries of a tibia
image, (e) shows the most informative region of tibia t26 which is located at medial margin and (f) shows the second most
informative region of tibia which is t3 located at lateral margin based on our grid placement.
5/21
Mask 1       + … +   Mask N  = Average Mask 
+ … +  =
(a) Presentation of our adaptive region segmentation and region of interest selection approach. We first placed a dense grid (57 points) on each subject
proportional to its size. Subsequently, for each grid point (location), in order to assess its descriptive power we used the segmented region that encloses the grid
point. Segmented region was then described by LBP and the corresponding vector was fed into the machine learning pipeline (see Figure 2). Similar analysis
was also done for femur compartment.
Mask 1       + … +   Mask N  = Average Mask 
+ … +  =
(b) In order to obtain the mean shape and the location of most informative region, masks of the adaptive regions that corresponds to the same location were
accumulated over all subjects.Mask 1       + … +   Mask N  = Average Mask 
+ … +  =
(c) (Left to right) Average mask obtained from region t26 overlaid on average tibia image. Thresholded mask using Otsu’s method (adaptive mask ROI).
Boundaries of the adaptive mask ROI is shown on a sample tibia image.
Figure 4. Overview of the developed adaptive region segmentation and the region-of-interest (ROI) selection approach.
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Figure 5. Illustration of (a) the placement of standard region of interest (ROI) and (b) corresponding (cropped) ROI image.
transform, variance orientation transform, augmented variance orientated transform). Differences in the techniques for
measuring FD result different numerical values, albeit they aim at estimating surface roughness. Although they are correlated,
they do not directly measure the same image property. Therefore, it is not easy to reproduce and compare fractal based
approaches. In addition, the narrow range of the FD measurement values susceptible to limited discrimination power.
GLCM represents the distance and angular spatial relationship of pixels which is then used to derive several statistics.
Haralick proposed a set of fourteen feature measures based on GLCM including contrast, correlation, entropy, variance, sum
average, sum variance, sum entropy, angular second moment, difference variance, difference entropy, information measure of
correlation 1, information measure of correlation 2, and inverse difference moment. The well-known local binary descriptor
“Local Binary Patterns” labels image pixels by thresholding the neighbourhood of each pixel with the center value and
considering the result as a binary number42. Then distribution of LBP code of an image is used to describe the texture by
a histogram vector. Shannon entropy which measures the amount of randomness of gray levels is also used to characterize
the texture of an input image. Histogram of Oriented gradients (HOG)43 employs distribution of the directions of the image
gradients. Image is divided into a overlapping rectangular grid of cells grouped into k× k blocks. A histogram of the gradient
directions is then computed within each cell of each block.
Implementation Details
After prepossessing the raw radiography data, we select ROI for computing the texture descriptors. We utilized both classical
approach (rectangular ROI) and adaptive ROI in our experiments. We evaluated and compared FD, LBP, Haralick features,
Shannon entropy, and HOG.
For FD computation, we used the implementation from44 which calculates FD separately for vertical and horizontal
trabecular structures within the ROI. Compared to44, we increased the maximum size of the flat disk from 2mm to 3.2mm
which is used as a structuring element for calculating the FD. We also noticed that the size of the structuring element affects the
performance of the method such that bigger structuring element results slightly better. We utilized only the first 13 features
from Haralick descriptor using publicly available open source Mahotas library45. For other descriptors and SLIC, we used
scikit-learn46 python package which is also an open source library. For all experiments, we chose empirically the compactness
parameter as 0.08 and the number of regions as 100 for the initial region segmentation (i.e. SLIC parameters). The best
parameters for standard ROI for LBP and HOG were determined by grid search technique in scikit-learn46 package. In order to
favor the standard ROI, the optimal parameters on standard ROI were employed in adaptive ROI experiments. Search space of
parameters and the best values that optimized the AUC value on cross-validation are given in material in Table S1.
2.6 Statistical Analysis
In order to assess how the results of our analysis generalize over a set of independent data we used i) cross-validation and ii)
validated our trained model with an independent test set that is completely different from the training one. Cross-validation is a
method for estimating predictive performance and also for model selection. For large sample sizes, the K-fold cross-validation
method gives nearly unbiased estimator. In K-fold cross-validation, the training data is divided into K disjointed parts of
approximately equal size. Then the learning algorithm is trained on K− 1 of K independent subsets (training set) and the
remaining one (test set) is used to estimate the predictive performance (expected loss on unseen future samples). The algorithm
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Table 2. Comparison of texture descriptors on OAI calculated from Standard ROI vs Adaptive ROI. Scores are given by ROC AUC and
Precision-Recall AP with 95% confidence interval in parentheses on a 5-fold cross validation setting.
OAI - Exp 1
Method Score Standard ROI Adaptive mask t26
LBP AUC 0.685 [0.674, 0.696] 0.761 [0.751, 0.771]
AP 0.653 [0.639, 0.665] 0.737 [0.724, 0.749]
Fractal AUC 0.621 [0.609, 0.633] 0.664 [0.652, 0.675
AP 0.570 [0.556, 0.584] 0.611 [0.597, 0.624]
HOG AUC 0.651 [0.640, 0.662] 0.742 [0.731, 0.752]
AP 0.603 [0.590, 0.616] 0.708 [0.695, 0.720]
Haralick AUC 0.618 [0.607, 0.629] 0.667 [0.655, 0.678]
AP 0.573 [0.560, 0.585] 0.634 [0.620, 0.647]
Entropy AUC 0.585 [0.573, 0.596] 0.587 [0.574, 0.598]
AP 0.543 [0.529, 0.555] 0.530 [0.517, 0.543]
Table 3. Comparison of texture descriptors on MOST calculated from Standard ROI vs Adaptive ROI. Scores are given by ROC AUC and
Precision-Recall AP with 95% confidence interval in parentheses on a 5-fold cross validation setting.
MOST - Exp 2
Method Score Standard ROI Adaptive mask t26
LBP AUC 0.778 [0.760, 0.792] 0.797 [0.781, 0.812]
AP 0.733 [0.712, 0.751] 0.754 [0.735, 0.772]
Fractal AUC 0.704 [0.685, 0.720] 0.729 [0.711, 0.745]
AP 0.600 [0.576, 0.624] 0.652 [0.628, 0.673]
HOG AUC 0.738 [0.721, 0.754] 0.790 [0.774, 0.804]
AP 0.682 [0.659, 0.702] 0.704 [0.678, 0.725]
Haralick AUC 0.701 [0.682, 0.717] 0.791 [0.774, 0.806]
AP 0.589 [0.565, 0.612] 0.744 [0.724, 0.763]
Entropy AUC 0.672 [0.653, 0.688] 0.610 [0.591, 0.628]
AP 0.569 [0.545, 0.591] 0.516 [0.493, 0.537]
is trained K times, each time using a different test partition. The estimate of error rate is the average of the errors incurred on
all folds. Here we evaluate subject-wise cross-validation which is more reliable than record-wise cross-validation to assess
the prediction accuracy of a machine learning algorithm. The error rate measures how well the two classes in the data set are
separated. We present the area under the receiver operating characteristic curves (ROC AUC) which is also called c− index,
a common metric to measure classifier performance effectively. ROC AUC provides is a combined measure of sensitivity
and specificity. The higher the AUC, the better the predictive performance of the classification method. In addition, we
present average precision score which quantifies precision-recall curves similar to AUC. The implementation is done using
scikit-learn46 package.
We used two-class regularized logistic regression (LR) to predict the image level label (OA vs non-OA). To mitigate
overfitting, we employed regularization. Features obtained by texture descriptors were properly standardized using mean and
variance of the training data of each fold.
3 Results
We compared the performance of texture descriptors on the standard ROI and on the best adaptive mask ROI (t26). Tables 2,3,
and 4 show the performance of Logistic Regression classification for five different texture descriptors with different test and
training data.
Cross Validation
In Table 2, we present the ROC AUC and PR AP values for OAI dataset where we used 5-fold cross validation. From this table,
it can be seen that the performance of the classifier increases when the texture descriptors are calculated from adaptive ROI
instead of standard ROI. The highest differences were observed with LBP (AUC 7.6%) and HOG (AUC 9.1%) descriptors. We
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Table 4. Comparison of texture descriptors, on an independent test set (MOST) where training data is OAI, calculated from Standard ROI
vs Adaptive ROI. Scores are given by ROC AUC and Precision-Recall AP with 95% confidence interval in parentheses on a 5-fold cross
validation setting.
Train: OAI, Test: MOST - Exp 3
Method Score Standard ROI Adaptive mask t26
LBP AUC 0.778 [0.761, 0.794] 0.818 [0.802, 0.832]
AP 0.717 [0.694, 0.737] 0.779 [0.760, 0.795]
Fractal AUC 0.699 [0.680, 0.715] 0.682 [0.663, 0.699]
AP 0.602 [0.577, 0.624] 0.582 [0.558, 0.606]
HOG AUC 0.718 [0.700, 0.734] 0.800 [0.785, 0.813]
AP 0.640 [0.617, 0.661] 0.725 [0.703, 0.746]
Haralick AUC 0.683 [0.664, 0.700] 0.762 [0.745, 0.777]
AP 0.585 [0.561, 0.607] 0.711 [0.689, 0.729]
Entropy AUC 0.673 [0.654, 0.690] 0.611 [0.591, 0.630]
AP 0.571 [0.547, 0.593] 0.517 [0.493, 0.538]
made a similar analysis for MOST dataset and presented the results in Table 3. Consistent with previous finding, both ROC
AUC and PR AP scores for adaptive ROI are better except Entropy descriptor. Figure 6 shows the ROC and PR curves for OAI
data. The ROC and PR curves for MOST data are presented in Figure S2. In addition, we demonstrated the effect of region
selection (standard ROI vs. adaptive mask ROI) with ROC and PR curves. Figure 7 demonstrates the ROC and PR curves for
LBP, fractal dimension, and entropy descriptors for OAI dataset.
Independent Test Set
In Table 4, we presented the results where we used the OAI data for training and the MOST data for testing (validation
experiment). We also see from this table that utilizing adaptive mask (t26) clearly improves the classification performance
over standard ROI for LBP, HOG, and Haralick descriptors where they provide higher classification rate compared to Fractal
dimension and Entropy. We also show the ROC and PR curves for the validation experiments in Figure S3.
Feature and Region Combination
We analyzed the effect of feature combination on tibial medial margin and also analyzed the region combination (combining
features from medial margin and lateral margin) on the classification performance. Table S2 shows ROC AUC and AP values
for feature combination on region t26. Combination of LBP with HOG, FD, and Haralick yielded AUC of 0.774 [0.764,
0.783] and AP of 0.754 [0.742, 0.765] on OAI which is only slightly higher than LBP alone. Similarly, for MOST, we found
that feature combination of LBP and HOG which yielded the best performance with AUC of 0.808 [0.793, 0.822] and AP of
0.766 [0.747, 0.782] did not provide significant performance difference in AUC and in AP when compared to LBP alone. In
Table S3, we presented classification performances for combining features from multiple ROIs from lateral and medial side of
tibia (e.g. LBPt26 +LBPt3). Combination of LBP features from lateral and medial tibia margins yielded AUC of 0.791 [0.782,
0.801] and AP of 0.778 [0.767, 0.788] on OAI. We observed similar performance increase with other descriptors (around AUC
of 2%) when combined from lateral and medial tibia regions for OAI and MOST as well.
4 Discussion
In this paper, we investigated the placement of ROI for SB texture analysis of knee radiographs. Using automatic oversegmenta-
tion method, we found that the most informative bone region associated in OA was located at the tibial margin in the medial
side of the knee. We observed that this ROI has a profound effect on bone texture analysis, and this could be due to absorption
of uneven mechanical load across the joint47 and osteophytes that form along joint margins.
The framework presented in this study demonstrated that the performance of the current state-of-the-art approaches used for
texture analysis could significantly be improved using the proposed adaptive ROI approach. However, results regarding the
entropy and FD are mixed. This could be explained by the higher sensitivity of entropy and FD to the noise and image size41,48.
We observed that LBP yielded the best performance in all experimental settings with AUC of 0.761 [0.751, 0.771] and AP
of 0.737 [0.724, 0.749] on OAI, AUC of 0.797 [0.781, 0.812] and AP of 0.754 [0.735, 0.772] on MOST, and AUC of 0.818
[0.802, 0.832] and AP of 0.779 [0.760, 0.795] on validation setting when evaluated on adaptive mask ROI (t26). HOG showed
the second best performance and yielded slightly lower AUC and AP compared to LBP. We obtained similar classification
performances with FD and Haralick features. We also observed that entropy lacks discriminative power in classification of
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Figure 6. Classification performance of texture descriptors with (a) standard ROI and (b) adaptive mask ROI on OAI with
logistic regression on 5-fold cross validation setting. In ROC plots, labels show AUC values and labels in PR curves show AP
values with 95% confidence intervals in parentheses.
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Figure 7. Comparison of standard ROI vs adaptive mask ROI with (a) OAI and (b) MOST using logistic regression on 5-fold
cross validation setting. In ROC plots, labels show AUC values and labels in PR curves show AP values with 95% confidence
intervals in parentheses.
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bone texture patches. Although both entropy and FD are widely adopted texture descriptors in OA research1,3–14,26,27,29, they
performed significantly poorer than LBP in our experiments.
When we used the test data (MOST) which is independent from the training data (OAI) in our validation experiments (Exp
3), we observed that classification performance was not affected, even slight improvements were obtained with LBP and HOG
descriptors. This may be explained by different distribution and amount of of training samples (2915 vs 9012), and, potentially,
imperfect annotations of KL grades16,49.
Combination of different texture features (e.g. HOG and LBP) did not provide a significant performance improvement over
a single descriptor. For some cases, the classification performance even decreased, which can be explained by multicollinearity,
i.e., several individual texture features are strongly inter-correlated leading to numerically unstable regression models. On the
other hand, when we concatenated a particular texture descriptor from medial and lateral side, the classification performance
improved (Table S3). This is an indication that lateral and medial margin may provide complementary information regarding
the bone textural changes in OA.
We observed that, in OA, the radiographically most distinctive bony changes occur at the medial tibia margin, and all
the compartments including subchondral cortical plate and subchondral trabecular bone are affected. The alignment of the
adaptive region could be correlated with the uneven force that tibia experiences in OA47. It could also follow the knee alignment
due to deformity. Therefore, it would be interesting to investigate the associations between adaptive ROI alignment and
mechanical/anatomic axis angle.
In the light of the experimental results, we believe that the performance of texture analysis to quantify bony changes in
radiographic OA could be improved using more robust texture descriptors than the most popular FD. The experimental results
of the texture descriptors like LBP and HOG for detecting the radiographic OA presence are convincing, and these approaches
are not that sensitive for changes in radiographic acquisition protocols4. Thus, they could be applied in clinical decision support
tools in the future. In addition to better texture descriptors, the predictive ability of such automated tools could benefit from
inclusion of other image features, such as joint shape, osteophytes and joint space width.
Although we have presented a novel method to localize the optimal ROI to improve the performance of the texture analysis,
this study has still some limitations. First, the general limitation in application of the machine learning methods to a clinical
setting is generalizability of the model due to potential bias associated with the training data and inherited bias due to algorithms.
However, we validated the trained model with an independent test set that is completely different from the training one.
Furthermore, in order to assess the stability of the method we used cross-validation setting. Second, texture descriptors
could be sensitive to imaging conditions such as rotations, beam angle, noise, exposure, blur, accelerating voltage, and image
post-processing on digital X-ray systems. However, we tried to address this limitation by pre-processing the image data, yet the
results may still be affected. Third, we selected the size and compactness parameters of the superpixel segmentation method
empirically. Therefore, further investigations are required to clarify the effect of parameters used in adaptive segmentation stage.
Moreover, we utilized the average mask obtained from the most informative region to reduce the computational complexity,
which could lower the performance. Fourth, we believe that the performance of landmark detection algorithm has a direct
effect on the analysis which is another limitation of our method. In this study, we relied on BoneFinder R©37 tool for landmark
detection, which could be improved50. Finally, although the most informative regions we found are located at the sites where
osteophytes are typically occur, we did not analyze the direct effect of the presence of osteophytes and their surrounding. More
research is needed in order to assess the role of osteophytes in the SB texture, specifically within the ROIs located at bone
margins.
To conclude, we believe that texture analysis methods have the potential to reveal structural changes in SB, and in particular,
the association between early OA and remodeling of the fine trabecular network. This study demonstrated and confirmed
that the localization of ROI plays a significant role in bone texture analysis. Our findings show that placing the ROIs at tibial
margins could provide more discriminative information OA changes in the bone and lead to more sensitive imaging-based
biomarkers.
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Supplementary
Parameter Optimization
Table S1. Hyperparameter search space and best parameters found after performing grid search on 5-fold cross-validation
setting.
Hyperparameter Type Values Best
LBP Radius Ordinal {2,3,4,5,6} 6Points Ordinal {8,10,12,16,24} 8
HOG
Orientations Ordinal {4, 8, 9 ,10} 4
Cells per block Ordinal {(2,2), (3, 3), (4,4), (6,6)} 4,4
Pixels per cell {(6,6), (8,8), (10,10),
(12,12), (14,14)}
10,10
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Figure S1. This figure demonstrates several adaptive regions found by our framework on (a) femur and on (b) tibia. Contours
represent the thresholded mask borders. ROC AUC values based on LBP features are also shown on the figure. Some of the
(overlapping) regions are excluded for illustration reasons. Best viewed on screen.
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Figure S2. Classification performance of texture descriptors on standard ROI (a) and adaptive mask ROI (b) on MOST with
Logistic regression on 5-fold cross validation setting. In ROC plots, labels show AUC values and the labels in PR curves show
AP values with 95% confidence intervals in parentheses. Best viewed on screen.
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Figure S3. Classification performance of texture descriptors on standard ROI (a) and adaptive mask ROI (b) where we used
OAI as the training set and MOST data as a test set (independent validation data). We used Logistic regression
classification as before. In ROC plots, labels show AUC values and the labels in PR curves show AP values with 95%
confidence intervals in parentheses. Best viewed on screen.
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