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Kapitel 1
Zusammenfassung
mathematik [2R]
laß dich ha¨ngen
laß dich gehen
keinen sprechen
keinen sehen
ohne leine
ohne ziel
dieses wenig
das ist viel
einmal kein glu¨ck
einmal glu¨ck
es ist alles mathematik
gib alles
nur kein geiz
sich verschwenden
jederzeit
das bringt spannung
und sinn
eine frage
der energien
rauf und runter
vor-zuru¨ck
es ist alles mathematik
rechne richtig
rechne mit
es ist alles mathematik
·
Die zentralen Objekte dieser Arbeit sind
einerseits Ideale in einem Polynomring
mehrerer Vera¨nderlicher und andererseits
simpliziale Komplexe. Klassische Invari-
anten der Ideale sind die minimalen frei-
en Auflo¨sungen, deren Betti-Zahlen, ih-
re Hilbert-Reihe und die Krull-Dimension,
die der simplizialen Komplexe sind der
f- bzw. der h-Vektor sowie die Dimensi-
on. Aus der Theorie der Stanley-Reisner-
Ringe sind eine Vielzahl von Zusam-
menha¨ngen zwischen den Invarianten mo-
nomialer Ideale und simplizialer Komplexe
bekannt [Sta1]. Diese Arbeit liefert neue
Ansa¨tze fu¨r Zusammenha¨nge zwischen In-
varianten von Gorenstein-Idealen und sim-
plizialen Komplexen.
Kapitel 2 gibt einen kleinen U¨berblick u¨ber
die fu¨r diese Arbeit relevanten Definitio-
nen und Aussagen der Polytoptheorie so-
wie der kommutativen Algebra.
Zuna¨chst unabha¨ngig von Anwendun-
gen in der kommutativen Algebra wird
in Kapitel 3 der simpliziale Komplex
der symmetrischen verallgemeinerten k-
Triangulierungen untersucht. Der Begriff
der verallgemeinerten k-Triangulierung
wurde von Jonsson [Jo3] eingefu¨hrt und
5
6 1. Zusammenfassung
bezeichnet die von [DKM] zuerst unter-
suchten maximalen Mengen von Diagona-
len (also Verbindungslinien zwischen den
Ecken) eines n-Ecks, innerhalb derer sich
ho¨chstens k Diagonalen paarweise im In-
nern des n-Ecks schneiden. In [DKM],[Na]
und [Jo3] wurde jeweils gezeigt, dass ver-
allgemeinerte k-Triangulierungen fu¨r fes-
te Parameter n, k stets die gleiche An-
zahl von Diagonalen enthalten. In [Jo1]
bzw. [Jo3] wird zusa¨tzlich deren Anzahl
bestimmt. Setzt man k = 1, so erha¨lt
man den Komplex der gewo¨hnlichen Tri-
angulierungen des n-Ecks. Die Untersu-
chung dieses Komplexes hat eine lange Ge-
schichte: Schon Euler stellte 1751 in einem
Brief an Goldbach die Frage nach der An-
zahl solcher Triangulierungen und ermit-
telte spa¨ter auch die korrekte Lo¨sung, von
der er bemerkte [Dr]:
”Die Induktion, die ich gebraucht, war
ziemlich mu¨hsam.“
Die Frage der polytopalen Realisierbar-
keit des entsprechenden simplizialen Kom-
plexes wurde 1984 von Perles [Pe] auf-
geworfen und unabha¨ngig von Haiman
[Ha] und Lee [Le] positiv beantwortet.
Das Dual dieses Polytops ist als Assozia-
eder in die Polytoptheorie eingegangen und
kann neben dem Permutaeder als klas-
sisches Beispiel fu¨r eine elegante kombi-
natorische Beschreibung des nicht trivia-
len Seitenverbandes eines Polytopes gel-
ten. Simion [Si] fu¨hrte 2001 das Typ-B As-
soziaeder ein, ein Polytop, dessen Ecken
als die unter 180◦-Drehungen invarianten
Triangulierungen des 2n-Ecks beschrie-
ben werden ko¨nnen. Die Facetten beste-
hen bei dieser Betrachtung aber nicht aus
einzelnen Diagonalen, sondern aus Paa-
ren von durch 180◦-Drehungen ineinander
u¨berfu¨hrbarer Diagonalen. Das Pra¨fix Typ-
B erkla¨rt sich im Rahmen der Theorie der
Cluster-Algebren: Der Komplex der ver-
allgemeinerten k-Triangulierungen ist fu¨r
k = 1 der Cluster-Komplex einer Cluster-
Algebra vom Typ An, wa¨hrend der Kom-
plex der symmetrischen verallgemeinerten
k-Triangulierungen fu¨r k = 1 der Cluster-
Komplex einer Cluster-Algebra vom Typ
Bn ist. Weitere Details hierzu finden sich
in [FR].
Ein erstes Ergebnis in Kapitel 3 ist die
alternative kombinatorische Beschreibung
des Verbandes der symmetrischen verall-
gemeinerten 1-Triangulierungen als Kom-
plex gerichteter Graphen. Dadurch gelingt
insbesondere die Abza¨hlung der Facetten
einer Einschra¨nkung des Duals dieses Po-
lytopes auf eine gewisse Eckenmenge, die
in Kapitel 4 von Bedeutung ist. Das Haupt-
augenmerk liegt aber in der Untersuchung
der im Sinne von Jonsson verallgemeiner-
ten Typ-B k-Triangulierungen. Wir bewei-
sen, dass die Anzahl der Diagonalenpaare
in jeder solchen Triangulierung konstant
ist und berechnen diese. Des weiteren be-
stimmen wir die Homologiegruppen des
entsprechenden simplizialen Komplexes in
Charakteristik 2 und zeigen, dass er eine
2-Homologiespha¨re ist. Es folgt dann ei-
ne Untersuchung seines Stanley-Reisner-
Rings. Hierbei bringen wir die Nichtsei-
ten des Komplexes in Zusammenhang mit
gewissen Submatrizen, deren Bedeutung
sich wiederum in Kapitel 4 erschließt. Wir
untersuchen den Komplex der verallge-
meinerten Typ-B k-Triangulierungen des
2n-Ecks weiterhin auf seine Fa¨rbbarkeit
und Polytopalita¨t: In den Fa¨llen, in de-
nen k = n − 2 ist, zeigen wir, dass er
sich als Randkomplex des zyklischen Poly-
tops realisieren la¨sst. Dieses Ergebnis lie-
fert dann sofort eine Formel fu¨r die An-
zahl der verallgemeinerten Typ-B (n − 2)-
Triangulierungen des 2n-Ecks. Dies ist das
7einzige uns bekannte Ergebnis, das u¨ber
die Fa¨lle, in denen k = 1 gilt bzw. die tri-
vialen Fa¨lle mit k = n − 1 hinausgeht.
Diese Resultate fassen wir zu einer ver-
muteten Formel fu¨r beliebiges k zusam-
men, fu¨r die wir eine Vielzahl von Darstel-
lungsmo¨glichkeiten gefunden haben, unter
anderem als Determinante einer Matrix
aus Binomialkoeffizienten. Wir nutzen ei-
nerseits die Ergebnisse aus der kommuta-
tiven Algebra aus Kapitel 4 um zu zeigen,
dass diese Formel eine untere Schranke
fu¨r die Anzahl der verallgemeinerten Typ-
B k-Triangulierungen liefert und anderer-
seits die homologischen Ergebnisse, um ei-
ne obere Schranke zu ermitteln. Wir zeigen
weiterhin, dass der Quotient aus unterer
und oberer Schranke fu¨r (n− k)→∞ kon-
vergiert.
Das Determinantenideal zu den Parame-
tern n und k ist das Ideal im Polynom-
ring von n2 Unbekannten, das von den
Polynomen erzeugt wird, die als (k +
1)-Minoren der Matrix, deren Eintra¨ge
die Unbekannten sind, entstehen. Paral-
lel zur Vorgehensweise in [JW], wo ana-
loge und weiter reichende Ergebnisse fu¨r
das Pfaffsche Ideal bewiesen werden, be-
stimmen wir in Kapitel 4 eine Termord-
nung, so dass das entsprechende Initia-
lideal in besonderen Fa¨llen als Stanley-
Reisner-Ring eines simplizialen Komple-
xes aufgefasst werden kann. Dieser la¨sst
sich in den Join eines Simplexes mit ei-
ner simplizialen 2-Homologiespha¨re zerle-
gen. Die 2-Homologiespha¨re ist dabei ge-
nau der Komplex der Typ-B verallgemei-
nerten k-Triangulierungen aus Kapitel 3.
Die Idee, Initialideale monomialer Idea-
le als Stanley-Reisner Ideale simplizialer
Komplexe aufzufassen, wurde bereits in
[BC] verfolgt und auch auf das Determi-
nantenideal angewandt. Der betreffende
simpliziale Komplex ist dort allerdings kei-
ne Spha¨re. Die Ergebnisse zur Polytopa-
lita¨t und Multiplizita¨t aus Kapitel 3 fu¨hren
dann unmittelbar zu dem Ergebnis, dass
der h-Vektor des Determinantenideals in
den entsprechenden Fa¨llen nicht nur uni-
modal ist, sondern die Bedingungen des g-
Theorems der Polytoptheorie erfu¨llt. Erste-
res war in einer allgemeineren Form von
Stanley vermutet worden. Die Vermutung
u¨ber die Anzahl der Typ-B verallgemeiner-
ten k-Triangulierungen aus Kapitel 3 er-
weist sich in diesem Zusammenhang als
a¨quivalent zu der Vermutung, dass die
(k+ 1)-Minoren der Matrix der Unbekann-
ten eine Gro¨bner-Basis bezu¨glich der ein-
gefu¨hrten Termordnung bilden. Der Be-
weis einer der beiden Vermutungen ist der
noch fehlende Schritt zur Verallgemeine-
rung der oben angegebenen Resultate u¨ber
die Spezialfa¨lle hinaus.
Das abschließende Kapitel 5 hat expe-
rimentellen Charakter. Wir untersuchen
dort, inwiefern sich die polytopale Struk-
tur des Randkomplexes eines simplizia-
len Polytopes auf eine freie Auflo¨sung sei-
nes Stanley-Reisner-Ideals u¨bertra¨gt. Dies
knu¨pft an eine Idee in [BS] an, wo fu¨r
ein gegebenes monomiales Ideal ein re-
gula¨rer Zellkomplex konstruiert wird, der
eine freie Auflo¨sung dieses Ideals tra¨gt.
Wir sind der Frage nachgegangen, ob fu¨r
diesen Zellkomplex im Falle eines Stanley-
Reisner Ideals eines simplizialen Polyto-
pes wiederum ein Polytop gewa¨hlt wer-
den kann. Die Idee ist die Anwendung
sogenannter Gale-Diagramme, mit deren
Hilfe wir in der Lage sind, fu¨r gewisse
Stanley-Reisner Ideale simplizialer Poly-
tope ein Polytop zu konstruieren, das ei-
ne freie Auflo¨sung tra¨gt. In dem Fall, in
dem das Ausgangspolytop von Dimension
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d ist und d+ 3 Ecken hat, liefert die vorge-
schlagene Konstruktion ein m-Eck, das so-
gar die minimale freie Auflo¨sung des Ideals
tra¨gt. Dies ist ein bereits bekanntes Re-
sultat aus [BS]. Falls umgekehrt das Aus-
gangspolytop ein m-Eck ist, berechnen wir,
seine Existenz vorausgesetzt, den f-Vektor
des die minimale Auflo¨sung tragenden Po-
lytopes.
Kapitel 2
Grundlagen
Elementare Notationen, grundlegende Definitionen und die kombinatorischen sowie al-
gebraischen Grundlagen der vorliegenden Arbeit werden hier eingefu¨hrt. Wir orientie-
ren uns in unserer Darstellung an den Bu¨chern [Hib],[Sta1],[Zi] und [Mun]. In der
ganzen Arbeit bezeichnet [n] die Menge {1, . . . ,n}. Ist X eine endliche Menge, so ist 2X
die Menge aller ihrer Teilmengen. Mit K meinen wir stets einen beliebigen Ko¨rper mit
unendlich vielen Elementen.
1. Geordnete Mengen
Eine Menge X gemeinsam mit einer Relation ≺ heißt PARTIELL GEORDNET, falls die
Relation folgende drei Eigenschaften erfu¨llt:
(1) REFLEXIVITA¨T, d.h. fu¨r alle x ∈ X gilt x ≺ x.
(2) TRANSITIVITA¨T, d.h. fu¨r alle x,y, z ∈ X impliziert x ≺ y ≺ z die Aussage x ≺ z.
(3) ANTISYMMETRIE, d.h. fu¨r alle x,y ∈ X folgt aus x ≺ y und y ≺ x, dass x = y.
Ist eine Teilmenge S einer geordneten Menge X TOTAL GEORDNET, gilt also fu¨r je zwei
Elemente x,y ∈ S entweder x ≺ y oder y ≺ x, so wird sie auch KETTE genannt. Die
LA¨NGE einer Kette ist die Anzahl ihrer Elemente vermindert um eins. Eine Menge
[x ≺ y] := {z ∈ X∣∣x ≺ z ≺ y} heißt ORDNUNGSINTERVALL. Eine geordnete Menge ist
BESCHRA¨NKT, falls sie ein eindeutiges minimales Element, das wir mit 0ˆ bezeichnen,
und ein eindeutiges maximales Element 1ˆ entha¨lt. Sie heißt GRADUIERT, falls sie be-
schra¨nkt ist und jede maximale Kette von gleicher La¨nge ist. In diesem Fall ist die
RANGFUNKTION die Abbildung, die jedem Element aus x ∈ X die La¨nge einer maxima-
len Kette im Ordnungsintervall [0ˆ, x] := {y ∈ X∣∣0ˆ ≺ y ≺ x] zuordnet. Ein VERBAND ist
eine partiell geordnete, beschra¨nkte Menge V, fu¨r die gilt, dass zu je zwei Elementen
x,y ∈ X eindeutige maximale untere und minimale obere Schranken existieren.
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ORDNUNGSERHALTENDE ABBILDUNGEN, also Abbildungen f : X → Y zwischen partiell
geordneten Mengen, fu¨r die x ≺ y ⇒ f(x) ≺ f(y) gilt, sind die den partiell geordneten
Mengen in natu¨rlicher Weise zugeho¨rigen Abbildungen. Zwei partiell geordnete Men-
gen werden isomorph genannt, wenn zwischen ihnen eine bijektive, ordungserhaltene
Abbildung existiert, deren Umkehrabbildung ebenfalls ordnungserhaltend ist.
2. Mengen im Rn
Den Vektorraum Rn versehen wir mit der u¨blichen Topologie, wie sie zum Beispiel von
der euklidschen Metrik erzeugt wird. Unter den kanonischen Basisvektoren des Rn ver-
stehen wir die Vektoren ei, i = 1, · · · ,n mit ei = (0, . . . , 0, 1
ite Stelle
, 0, . . . , 0). Ein affiner
Unterraum des Rn ist eine Menge der Form
U+ v := {u+ v
∣∣u ∈ U},
wobei v ∈ Rn und U ein Unterraum des Rn ist. Die DIMENSION des affinen Unterrau-
mes ist die Dimension von U. Eine HYPEREBENE im Rn ist ein affiner Unterraum der
Dimension n− 1. Fu¨r jede Hyperebene H des Rn existieren a ∈ Rn,b ∈ R, so dass
H = {(x1, . . . , xn) ∈ Rn
∣∣ n∑
i=1
aixi = b}.
Zu einer solchen Hyperebene sei
H+ = {(x1, . . . , xn) ∈ Rn
∣∣ n∑
i=1
aixi > b}.
der (positive) HALBRAUM.
Eine Teilmenge M ⊂ Rn heißt KONVEX, falls fu¨r x,y ∈ M auch die Verbindungslinie
[x,y] := {λx + (1 − λ)y
∣∣0 6 λ 6 1} in M enthalten ist. Die leere Menge ist damit konvex.
Zu einer Teilmenge N ⊂ Rn sei
conv (N) :=
⋂
M⊃N,M konvex
M
die KONVEXE HU¨LLE, das heißt die kleinste konvexe Teilmenge des Rn, die N entha¨lt.
Unter der p-dimensionalen SPHA¨RE Sp verstehen wir die Menge aller Vektoren der
La¨nge 1 in Rp.
2.1. Topologie im Rn. Im folgenden Abschnitt seien X,Y zwei Teilmengen des Rn. Eine
Abbildung f : X→ Y heißt HOMO¨OMORPHISMUS, falls sie stetig und bijektiv ist und ihre
Umkehrabbildung ebenfalls stetig ist. Zwei Teilmengen heißen HOMO¨OMORPH (X ∼= Y),
falls zwischen ihnen ein Homo¨omorphismus existiert.
Zwei Abbildungen f,g : X → Y werden HOMOTOP genannt, falls eine dritte Abbildung
h : X× [0, 1]→ Y existiert, so dass h(x, 0) = f(x) und h(x, 1) = g(x) fu¨r alle x ∈ X gilt. Die
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Abbildung h ist eine HOMOTOPIE. Eine stetige Abbildung f : X → Y ist eine HOMOTO-
PIEA¨QUIVALENZ, wenn es eine Abbildung g : Y → X gibt, so dass f◦g homotop zu idY und
g◦f homotop zu idX sind. Die Mengen X, Y sind in diesem Fall HOMOTOPIEA¨QUIVALENT.
2.2. Polytope. Ein POLYTOP ist die konvexe Hu¨lle einer endlichen Punktmenge bzw.
a¨quivalent der Schnitt von endlich vielen Halbra¨umen, falls dieser beschra¨nkt ist. Die-
se nicht triviale Behauptung ist Gegenstand des HAUPTSATZES DER POLYTOPTHEORIE
([Zi],Th.1.1). Die DIMENSION EINES POLYTOPES dim(P) ist die kleinstmo¨gliche Dimen-
sion eines affinen Unterraumes, der P entha¨lt.
Zu einem Polytop P ⊂ Rn, fu¨r das gilt, dass der Ursprung im Inneren des Polytopes liegt,
definiert man das so genannte POLARE POLYTOP
P˚ := {c ∈ Rn∣∣ n∑
i=1
cixi 6 1 fu¨r alle x ∈ P}.
Eine Teilmenge F eines Polytopes P heißt SEITE des Polytopes, falls eine Hyperebene H
existiert, so dass F = P ∩H und P ⊂ H+ gilt. Ein d-dimensionales Polytop heißt NACH-
BARSCHAFTLICH, falls fu¨r alle r 6 bd2 c jede r-elementige Teilmenge der Eckenmenge
eine Seite bildet.
Man beweist leicht, dass jede Seite eines Polytopes selbst ein Polytop mit kleinerer oder
gleicher Dimension ist. Jedes Polytop ist Seite von sich selbst. Falls wir diesen Fall aus-
schließen mo¨chten, sprechen wir von den ECHTEN SEITEN des Polytopes. Ein Polytop
hat nur endlich viele Seiten. Seiten der Dimension 0 werden ECKEN, echte Seiten maxi-
maler Dimension FACETTEN genannt. Die Seiten eines Polytopes ergeben bezu¨glich der
Teilmengenrelation einen Verband, den so genannten SEITENVERBAND des Polytopes.
Bezu¨glich der Obermengenrelation ergeben die Seiten des Polytopes den Seitenverband
des polaren Polytopes. Da die Verba¨nde dual zueinander sind, spricht man in kombina-
torischen Zusammenha¨ngen auch von dem DUALEN POLYTOP, wenn man ein Polytop
meint, dessen Seitenverband dem des polaren Polytops entspricht.
Theorem 2.1. [Zi]
(1) Der Seitenverband eines Polytopes P ist ein graduierter Verband der La¨nge
dim(P) + 1.
(2) Jedes Ordnungsintervall [G,H] innerhalb des Verbandes ist isomorph zum Sei-
tenverband eines Polytopes der Dimension dim(H) − dim(G) − 1.
(3) Jedes Intervall der La¨nge 2 hat genau 4 Elemente und ist isomorph zum Verband
(2{x,y},⊂).
(4) Kehrt man die Enthaltensrelation um, so erha¨lt man einen neuen Verband, der
isomorph zum Seitenverband des polaren Polytopes ist.
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Auch wenn Theorem 2.1 einige einschra¨nkende Eigenschaften von POLYTOPALEN
VERBA¨NDEN, also Verba¨nden, die isomorph zu Seitenverba¨nden von Polytopen sind, auf-
deckt, so ist doch eine vollsta¨ndige Charakterisierung im Sinne einer kompletten Auflis-
tung notwendiger und hinreichender Bedingungen an einen Verband, um polytopal zu
sein, eines der großen ungelo¨sten Probleme der Polytoptheorie. Diese Charakteristika
ko¨nnen nicht lokaler Natur sein, in dem Sinne dass Eigenschaften von Unterverba¨nden
hinreichend fu¨r Polytopalita¨t wa¨ren: Sturmfels gibt eine Familie von nicht polytopalen
Verba¨nden an, deren jeder Unterverband zu einem polytopalen Verband fortgesetzt wer-
den kann [Sturm].
2.3. Geometrische Komplexe. Ein GEOMETRISCHER SIMPLEX der DIMENSION d im
Rn ist ein Polytop mit d+ 1 Ecken. Ein GEOMETRISCHER SIMPLIZIALER KOMPLEX oder
kurz GEOMETRISCHER KOMPLEX ist eine endliche Menge von geometrischen Simplizes
K = {∆i}, so dass
(1) der Schnitt von je zwei geometrischen Simplizes wieder ein geometrischer Sim-
plex ist und in K liegt und
(2) jede Seite eines ∆i ebenfalls Element von K ist.
Die Menge K ergibt gemeinsam mit der Inklusion eine partiell geordnete Menge, die
Simplizes in K werden auch SEITE genannt. Maximale Seiten in K heißen FACETTEN,
Simplizes der Dimension 0 werden ECKEN genannt. Die DIMENSION von K entspricht
der Dimension einer Seite von maximaler Dimension in K. Ein geometrischer Komplex
K ist eine SIMPLIZIALE TRIANGULIERUNG eines geometrischen Komplexes K ′, falls fu¨r
alle σ ∈ K ′ eine Familie {τα} ⊂ K von Simplizes existiert, so dass
⋃
τα = σ.
Ein Polytop heißt SIMPLIZIAL, falls seine echten Seiten einen simplizialen Komplex bil-
den oder a¨quivalent alle Facetten des Polytopes Simplizes sind. Ein Polytop, dessen dua-
les Polytop simplizial ist, heißt EINFACHES POLYTOP.
3. Abstrakte Komplexe
Ein (ABSTRAKTER) SIMPLIZIALER KOMPLEX K MIT ECKENMENGE [n] ist ein Mengen-
system K ⊂ 2[n] so dass fu¨r σ ∈ K und τ ⊂ σ auch stets τ ∈ K gilt. Im Folgenden
benutzen wir das Wort Komplex sowohl fu¨r geometrische also auch fu¨r abstrakte simpli-
ziale Komplexe, wenn aus dem Kontext die gemeinte Variante hervorgeht. Die Elemente
σ ∈ K heißen SEITEN oder SIMPLIZES, ihre DIMENSION ist die Anzahl der Elemente von
σ vermindert um eins. Eine NICHTSEITE eines Komplexes ist eine Teilmenge der Ecken-
menge, die nicht Element des Komplexes ist. Der Komplex K bildet gemeinsam mit der
Inklusion eine partiell geordnete Menge. Maximale Seiten in K heißen FACETTEN. Ein
Komplex heißt REIN, falls alle Facetten von der selben Dimension sind. Zwei abstrakte
simpliziale Komplexe sind ISOMORPH, falls sie als partiell geordnete Mengen isomorph
sind. Die DIMENSION entspricht der Dimension einer Seite von maximaler Dimension
in K. Das p-SKELETT K(p) eines Komplexes K ist der Komplex, der aus allen Seiten von
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K besteht, deren Dimension kleiner oder gleich p ist. Der von einer Seite σ induzierte
Unterkomplex, das heißt der Komplex 2σ, wird auch mit σ¯ bezeichnet.
Zu simplizialen Komplexen K1,K2 und einer Seite σ ∈ K1 ist
linkK1(σ) := {τ ∈ K1
∣∣τ ∪ σ ∈ K1, τ ∩ σ = ∅}
der LINK BEZU¨GLICH σ und
K1 ? K2 := {τ1 ∪ τ2
∣∣τi ∈ Ki}
der JOIN der beiden Komplexe. Beide Mengen sind wiederum simpliziale Komplexe. Je-
dem abstrakten Simplex σ ⊂ [n] kann der geometrische Simplex |σ| := conv ({ei
∣∣i ∈ σ})
als seine GEOMETRISCHE REALISIERUNG zugeordnet werden. Die geometrische Reali-
sierung eines abstrakten Komplexes erha¨lt man durch
|K| :=
⋃
σ∈K
|σ|.
Die geometrische Realisierung eines abstrakten Komplexes ist ein geometrischer Kom-
plex. Ein Komplex mit Facetten F1, . . . , Ft ist SCHA¨LBAR, falls (gegebenenfalls nach Um-
nummerierung) fu¨r jedes 2 6 i 6 t der Schnitt
F¯i ∩
i−1⋃
j=1
F¯j
ein reiner Komplex der Dimension dim Fi−1 ist. Dabei bezeichnen wir mit F¯ den von der
Facette F INDUZIERTEN KOMPLEX, der aus F und allen ihren Teilmengen besteht.
Theorem 3.1. Bruggesser, Mani Randkomplexe simplizialer Polytope sind scha¨lbar.
3.1. Invarianten.
3.1.1. Simpliziale Homologie. Eine PERMUTATION pi ∈ Sn von [n], also eine bijektive
Abbildung von [n] auf sich selbst, heißt GERADE, falls sie durch Verkettung von einer
geraden Anzahl von Transpositionen (i, j) entsteht. Sei im folgenden Σ ein simplizialer
Komplex und {v1, . . . , vp+1} = σ ∈ Σ eine p-dimensionale Seite von Σ. Wir bezeichnen
zwei Permutationen pi,pi ′ der Indexmenge von σ als A¨QUIVALENT, falls eine gerade Per-
mutation τ existiert, so dass pi ◦ τ = pi ′. Die beiden A¨quivalenzklassen bezu¨glich dieser
Relation nennen wir ORIENTIERUNG von σ. Falls p > 0 existieren zwei Orientierungen,
fu¨r Ecken nur eine. Ein ORIENTIERTER SIMPLEX, den wir auch mit σ bezeichnen, ist
ein Simplex gemeinsam mit einer Orientierung. Mit [vpi(1), . . . , vpi(p+1)] bezeichnen wir
den orientierten Simplex σ mit der Orientierung, in der pi liegt. Fu¨r einen orientierten
p-Simplex σ mit p > 0 meinen wir mit −σ den orientierten Simplex mit der anderen
Orientierung. Ist p = 0, so gibt es nur eine A¨quivalenzklasse und es gilt −σ = σ. Eine
p-KETTE fu¨r p > 0 des simplizialen Komplexes Σ ist eine Abbildung c von der Menge
der orientierten p-Simplizes in Σ in die ganzen Zahlen Z, so dass c(σ) = −c(−σ). Durch
c ⊕ c ′(σ) := c(σ) + c ′(σ) wird die Menge der orientierten p-Ketten von Σ zu einer abel-
schen Gruppe (Cp(Σ),⊕). Die zu einem orientierten Simplex σ geho¨rende ELEMENTARE
p-KETTE ist die p-Kette c, fu¨r die c(σ) = 1, c(−σ) = −1, c(σ ′) = 0 fu¨r alle σ ′ /∈ {σ,−σ}
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gilt. In den folgenden Ausfu¨hrungen unterscheiden wir in der Notation nicht zwischen
Elementarketten und den zugho¨rigen Simplizes. Die RANDOPERATOREN fu¨r p > 0
∂p : Cp(Σ) −→ Cp−1(Σ)
[v1, . . . , vp+1] 7→
p+1∑
i=1
(−1)i[v1, . . . , vˆi, . . . , vp+1]
sind Gruppenhomomorphismen und mu¨ssen nur auf den Elementarketten definiert
werden, da diese eine Basis der p-Ketten bilden. Dabei entsteht [v1, . . . , vˆi, . . . , vp] aus
[v1, . . . , vp] durch Streichen von vi. Fu¨r p = 0 defininiert man ∂0 : C0 −→ 0. Da
∂p−1 ◦ ∂p = 0 fu¨r alle p > 0 gilt, liegt das Bild Bp(Σ) von ∂p im Kern Zp−1(Σ) von
∂p−1. Man kann daher fu¨r p > 0 als Quotient dieser beiden abelschen Gruppen
Hp(Σ) := Zp(Σ)/Bp(Σ)
als die p-te HOMOLOGIEGRUPPE definieren, die manchmal auch p-TE REDUZIERTE HO-
MOLOGIEGRUPPE genannt und mit H˜p(Σ) bezeichnet wird, was von einer anderen Be-
trachtung des Falles p = 0 abha¨ngt: Man spricht von den reduzierten Homologiegrup-
pen, falls man
H˜0 := ker ²/B1(Σ)
definiert, wobei ² : C0(Σ) −→ Z, ²(v) 7→ 1. Es gilt dann H0(Σ) ∼= Z ⊕ H˜0(Σ). Die REDU-
ZIERTEN BETTI-ZAHLEN βi(Σ) sind die Ra¨nge der freien Anteile der i-ten reduzierten
Homologiegruppe.
3.1.2. Homologie mit abelschen Koeffizienten. Die p-Ketten mu¨ssen nicht zwangsla¨ufig
nach Z abbilden: Man erha¨lt einen erweiterten Homologiebegriff, falls man eine beliebi-
ge abelsche Gruppe G als Wertebereich zula¨sst. Mit einer sonst identischen Konstrukti-
on entstehen die abelschen Gruppen (Cp(Σ,G),⊕). Die zu einem orientierten Simplex σ
und Gruppenelement g ∈ G geho¨rende ELEMENTARE p-KETTE ist die p-Kette c, fu¨r die
c(σ) = g, c(−σ) = −g, c(σ ′) = 0 fu¨r alle σ ′ /∈ {σ,−σ} gilt. Die RANDOPERATOREN werden
durch
∂p(gσ) = g(∂pσ)
definiert. Die Homologiegruppen und reduzierten Homologiegruppen mit abelschen Ko-
effizienten Hi(Σ,G) entstehen durch analoge Konstruktion.
Die besondere Bedeutung der Homologiegruppen liegt in der Tatsache begru¨ndet, dass
diese invariant unter Homo¨omorphismen sind, d.h. dass fu¨r simpliziale Komplexe, deren
geometrische Realisierungen homo¨omorph sind, die Homologiegruppen u¨bereinstim-
men. Homologiegruppen geben in speziellen Fa¨llen auch Auskunft u¨ber Eigenschaften
des h- und f-Vektors, wie wir im folgenden Abschnitt sehen werden.
3.1.3. f- und h-Vektoren. Sei im folgenden K ein (d−1)-dimensionaler simplizialer Kom-
plex. Sei fu¨r −1 6 i 6 d− 1 die Anzahl der i-dimensionalen Seiten von K mit fi bezeich-
net. Die Zahl fd−1 ist die MULTIPLIZITA¨T des Komplexes. Das Tupel
f(K) = (f−1, . . . , fd−1)
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ist dann der f-VEKTOR des Komplexes K und f(t) :=
∑d
i=0 fi−1t
d−i das f-POLYNOM. Die
gleiche Information u¨ber den Komplex entha¨lt der h-VEKTOR
h(K) = (h0, . . . ,hd)
den man u¨ber das h-POLYNOM
h(t) =
d∑
i=0
hit
d−i
durch
h(x) := f(x− 1) definiert.(1)
Lemma 3.2. Sei ∆ ein (d − 1)-dimensionaler simplizialer Komplex mit f-Polynom f(t)
und h-Polynom h(t). Dann gilt fu¨r die Multiplizita¨t
fd−1 = f(0) = h(1) =
d∑
i=0
hi.
Grund fu¨r diese redundante Definition ist die gro¨ßere Eleganz, in der einige der fol-
genden Theoreme formuliert werden ko¨nnen. Der h-Vektor eines Multikomplexes Γ ist
durch hi := {u ∈ Γ
∣∣degu = i} gegeben und die EULER-CHARAKTERISTIK χ(K) eines
(d− 1) dimensionalen simplizialen Komplexes K wird durch
χ(K) − 1 :=
d−1∑
i=−1
(−1)ifi(K) =
d−1∑
i=−1
(−1)iβi(K)
definiert.
Eine natu¨rliche Frage ist die nach der Charakterisierung derjenigen Tupel, die als f-
Vektoren simplizialer Komplexe bzw. gewisser Klassen simplizialer Komplexe auftreten
ko¨nnen. Wir geben einen kurzen U¨berblick u¨ber bekannte Resultate. Zuna¨chst definie-
ren wir die relevanten Klassen simplizialer Komplexe.
Ein d-dimensionaler simplizialer Komplex K heißt
• EULER’SCH, falls fu¨r jede Seite σ ∈ K
χ(linkσ(K)) = 1+ (−1)dim linkσ(K).
• COHEN-MACAULAY KOMPLEX u¨ber dem (evtl. endlichen) Ko¨rper K, falls fu¨r
alle Seiten σ ∈ ∆ und alle i < dim(link∆(σ)) gilt, dass H˜i(link∆(σ),K) = 0.
• Gorenstein?, falls er Euler’sch und Cohen-Macaulay ist.
• modp-HOMOLOGIESPHA¨RE falls
– die Homologiegruppen bezu¨glich Zp mit denen einer Spha¨re u¨bereinstim-
men, d.h. Hi(∆,Zp) ∼= Hi(Sd,Zp) ∼=
{
0 falls i < d
Zp falls i = d
fu¨r alle i und
– fu¨r alle Seiten σ ∈ ∆ gilt Hi(link∆(σ)) ∼= Hi(Sdim link∆(σ),Zp).
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• Homologie-Mannigfaltigkeit, falls fu¨r alle p ∈ |K| und alle i < dimK gilt:
Hi(X,X− p) = 0 und HdimK(|K|, |K|− p) = Z,
wobei Hi(|K|, |K|−p) die i-te relative singula¨re Homologie mit Koeffizienten in Z
ist, auf die wir hier nicht na¨her eingehen und uns mit der Bemerkung begnu¨gen,
dass eine p-Homologiespha¨re eine Homologie-Mannigfaltigkeit ist.
Bemerkung 3.3. In [Br] wird unter einer Homologiespha¨re ein Komplex verstanden,
der nur die erste der beiden Eigenschaften erfu¨llt.
Offensichtlich sind modp-Homologiespa¨ren Cohen-Macaulay und Gorenstein? Komple-
xe u¨ber Zp.
Das folgende Theorem wurde unabha¨ngig voneinander von Kruskal, Katona und
Schu¨tzenberger bewiesen und ist als KRUSKAL-KATONA-THEOREM bekannt.
Lemma 3.4. (und Definition) Zu zwei natu¨rlichen Zahlen l, i > 0 existieren eindeutige
Zahlen ni > ni−1 > · · · > nj > j > 1 so dass
l =
(
ni
i
)
+
(
ni−1
i− 1
)
+ · · ·+
(
nj
j
)
.
Wir definieren
l(i) :=
(
ni
i+ 1
)
+
(
ni−1
i
)
+ · · ·+
(
nj
j+ 1
)
und
l<i> :=
(
ni + 1
i+ 1
)
+
(
ni−1 + 1
i
)
+ · · ·+
(
nj + 1
j+ 1
)
.
Theorem 3.5. Schu¨tzenberger, Kruskal, Katona Ein Tupel (f0, . . . , fd) ist genau
dann der f-Vektor eines d-dimensionalen simplizialen Komplexes, wenn
0 < fi+1 6 f(i+1)i
fu¨r alle 0 6 i 6 d− 1.
Ein a¨hnliches Resultat hat Stanley zur Charakterisierung scha¨lbarer simplizialer Kom-
plexe bewiesen.
Theorem 3.6. Stanley Ein Tupel (h0, . . . ,hd) ist genau dann der h-Vektor eines (d−1)-
dimensionalen, scha¨lbaren simplizialen Komplexes, wenn
h0 = 1
0 6 hi+1 6 h<i>i , i > 1.
Eine Charakterisierung von f-Vektoren reiner simplizialer Komplexe ist bislang nicht
bekannt, wohl aber einige notwendige Bedingungen:
Theorem 3.7. Hibi Der f-Vektor eines reinen d-dimensionalen simplizialen Komplexes
erfu¨llt
(1) fi 6 f(d−1)−i fu¨r alle 0 6 i 6 bd−12 c.
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(2) f0 6 f1 6 f2 6 · · · 6 fbd2 c.
Theorem 3.8. Stanley Ein Tupel (h0, . . . ,hd) ist genau dann der h-Vektor eines Cohen-
Macaulay Komplexes, wenn
h0 = 1
0 6 hi+1 6 h<i>i , i > 1.
Theorem 3.9. Dehn-Sommerville Gleichungen Fu¨r den h-Vektor eines simplizialen
Komplexes, dessen geometrische Realisierung homo¨omorph zur Spha¨re Sd−1 ist und all-
gemeiner fu¨r h-Vektoren von Euler’schen Komplexen gilt
hi = hd−i fu¨r 0 6 i 6 d.
Theorem 3.10. Bjo¨rner [Bj1] Der f-Vektor (f−1, . . . , fd) eines reinen simplizialen Kom-
plexes, der die Dehn-Sommerville Gleichungen erfu¨llt, ist PARTIELL UNIMODAL:
(1) f0 < f1 · · · < fdd+12 e−1 6 fdd+12 e.
(2) fd 3d4 e > · · · fd−1 > fd.
Das beru¨hmte UPPER-BOUND-THEOREM liefert eine obere Schranke fu¨r den f-Vektor
nicht nur fu¨r Polytope, sondern auch fu¨r simpliziale Komplexe, deren geometrische Rea-
lisierung homo¨omorph zu einer Spha¨re ist:
Theorem 3.11. Upper-Bound-Theorem fu¨r Spha¨ren, Stanley Der f-Vektor eines
(d − 1)-dimensionalen simplizialen Komplexes ∆ mit n Ecken fu¨r den |∆| ∼= Sd−1 gilt,
ist komponentenweise kleiner oder gleich dem f-Vektor des zyklischen Polytopes Cd(n).
Dabei ist das ZYKLISCHE POLYTOP Cd(n) die konvexe Hu¨lle n verschiedender Punkte
auf der d-dimensionalen MOMENTKURVE
Md := {(1, t, t2, . . . , td), t ∈ R}.
Diese Definition ist sinnvoll, da der Seitenverband der konvexen Hu¨lle nicht von der
Wahl der Punkte auf der Kurve abha¨ngt.
Eine Erweiterung des Upper-Bound-Theorems fu¨r Spha¨ren, das so genannte STRONG
UPPER BOUND THEOREM (SUBT) wurde zuna¨chst von Kalai fu¨r Randkomplexe simpli-
zialer Polytope und ihre volldimensionalen Unterkomplexe bewiesen und anschließend
von Novik [No1],[No2] wie folgt verallgemeinert:
Theorem 3.12. SUBT, Novik Sei K ein 2k-dimensionaler Gorenstein?-Komplex, so dass
f2k(K) > f2k(C2k+1(n)). Dann gilt
fi(K) > fi(C2k+1(n)) fu¨r alle 0 6 i 6 2k− 1.
Fu¨r eine (2k− 1)-dimensionale Homologie-Mannigfaltigkeit Σ mit n Ecken gilt
fi(Σ) 6 fi(C2k(n)) fu¨r alle 0 6 i 6 2k− 1.
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Das g-THEOREM liefert eine vollsta¨ndige Charakterisierung des h-Vektors fu¨r diejeni-
gen Spha¨ren, die sich als Randkomplex eines Polytopes realisieren lassen. Der Name
stammt von der urspru¨nglichen Schreibweise McMullens gi = hi − hi−1. Zur Formulie-
rung des g-Theorems beno¨tigen wir noch eine Verallgemeinerung eines abstrakten Kom-
plexes in dem Sinne, dass Ecken mit einer gewissen Muliplizita¨t ausgestattet werden.
Ein MULTIKOMPLEX Γ auf der Eckenmenge [n] ist eine Menge von Monomen xa11 · · · xann ,
so dass fu¨r alle u ∈ Γ und alle Monome v gillt, dass aus v teilt u schon v ∈ Γ folgt. Die
i-te Komponente des f-VEKTORS EINES MULTIKOMPLEXES ist durch die Anzahl der
Monome vom Grad i in Γ definiert.
Theorem 3.13. g-Theorem, Billera, Lee, McMullen, Stanley Fu¨r ein Tupel h =
(h0,h1, . . . ,hd) ∈ Zd+1 sind folgende Aussagen a¨quivalent:
(1) Es existiert ein simpliziales Polytop, dessen h-Vektor mit h u¨bereinstimmt.
(2) h0 = 1 und h erfu¨llt die Dehn-Sommerville Gleichungen (Satz 3.9) und (h0,h1 −
h0,h2 − h1, . . . ,hbd2 c − hbd2 c−1) ist der f-Vektor eines Multikomplexes.
Aus dem Beweis von Theorem 3.13, in dem der h-Vektor eines simplizialen Polytopes
in Verbindung zu den Betti-Zahlen einer gewissen torischen Varieta¨t gebracht werden
(siehe [Sta2]), folgt
Korollar 3.14. Generalized lower bound theorem Der h-Vektor eines simplizialen
Polytopes ist UNIMODAL (und symmetrisch), d.h. es gilt
h0 6 h1 6 · · · 6 hdd2 e > hdd2 e−1 > · · · > hd.
4. Kommutative Algebra
4.1. Graduierte Algebren. Wir setzen voraus, dass der Leser mit den Begriffen VEK-
TORRAUM, BASIS und DIMENSION eines Vektorraumes bereits vertraut ist. Sind U,W ⊂
V Untervektorra¨ume, so schreiben wir fu¨r ihr gemeinsames Erzeugnis U⊕W, wenn ihr
Schnitt nur aus dem 0-Vektor besteht. Ein Vektorraum A u¨ber K heißt KOMMUTATIVE
K-ALGEBRA, falls auf A eine Multiplikation definiert ist, die fu¨r alle x,y, z ∈ A und
α,β ∈ K die folgenden Gleichungen erfu¨llt:
(1) xy = yx
(2) x(yz) = (xy)z
(3) x(y+ z) = xy+ xz
(4) α(xy) = (αx)y = x(αy)
(5) α(βx) = (αβ)x.
Eine kommutative K-Algebra ist eine GRADUIERTE K-Algebra, falls eine Vektorraum-
Zerlegung
A = A0 ⊕A1 ⊕ . . .
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existiert, so dass A0 = K und fu¨r alle i, j > 0 gilt, dass falls x ∈ Ai,y ∈ Aj folgt, dass
xy ∈ Ai+j. Ein Element 0 6= x ∈ An heißt HOMOGEN VOM GRAD n und wir schreiben
in diesem Fall deg x = n. Eine graduierte K-Algebra ist ENDLICH ERZEUGT, falls es eine
endliche Anzahl von homogenen Elementen y1, . . . ,ym gibt (ein so genanntes ERZEU-
GENDENSYSTEM), so dass A von der Menge
{ya11 y
a2
2 · · ·yamm
∣∣0 6 ai ∈ Z}
linear aufgespannt wird. Eine graduierte Algebra B = ⊕i>0Bi ist eine UNTERALGEBRA,
falls Bi ⊂ Ai fu¨r alle i > 0.
Ein zentrales Beispiel fu¨r eine graduierte kommutative K-Algebra ist der Polynomring
K[x1, . . . , xn] mit der u¨blichen Graduierung der Polynome.
Ein GRADUIERTES IDEAL I einer graduierten K-Algebra ist ein Unterraum von A so
dass eine Zerlegung I = ⊕j>0Ij existiert mit Ij ⊂ Aj und AiIj ⊂ Ii+j. Fu¨r homogene
Elemente z1, . . . , zm ∈ A sei
(z1, . . . , zm) :=
{
m∑
i=1
xizi
∣∣xi ∈ A
}
das von den zi erzeugte Ideal. Es ist auf kanonische Weise ein graduiertes Ideal.
Theorem 4.1. Hilberts Basis-Theorem Jedes graduierte Ideal einer endlich erzeugten,
graduierten K-Algebra wird von einer endlichen Anzahl homogener Elemente erzeugt.
Fu¨r ein graduiertes Ideal I = ⊕j>0Ij in der graduierten K-Algebra A = ⊕j>0Aj ist
A/I = ⊕j>0Aj/Ij
ein Vektorraum, in dem die von A vererbte Multiplikation unabha¨ngig vom Repra¨sen-
tanten der Klasse ist. Dadurch wird A/I wiederum zu einer graduierten Algebra, der so
genannten QUOTIENTEN-ALGEBRA, die endlich erzeugt ist, falls A endlich erzeugt ist.
Fu¨r eine graduierte K-Algebra A = ⊕n>0An sei
H(A,n) := dimKAn
die Dimension des Unterraumes An. Die Funktion H(A,n) heißt HILBERTFUNKTION.
Falls A endlich erzeugt ist nimmt sie nur endliche Werte an. Die HILBERREIHE
F(A, t) :=
∑
n>0
H(A,n)tn
ist die erzeugende Funktion der Hilbertfunktion. Falls sich die Hilbertreihe als rationa-
le Funktion schreiben la¨sst, so nennen wir die Folge der Koeffizienten des Za¨hlerpoly-
noms den h-VEKTOR der graduierten K-Algebra. Die MULTIPLIZITA¨T der graduierten
K-Algebra definieren wir in diesem Fall als Summe dieser Koeffizienten.
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4.2. Der Stanley-Reisner-Ring. Die entscheidende Bru¨cke zwischen kommutativer
Algebra und der Theorie simplizialer Komplexe ist der so genannte STANLEY-REISNER-
RING simplizialer Komplexe, den man wie folgt definiert: Sei ∆ ein abstrakter Komplex
auf der Eckenmenge [n]. Man ordnet jeder Ecke i ∈ [n] eine Unbekannte xi u¨ber dem
Ko¨rper K zu und betrachtet das STANLEY-REISNER IDEAL
I∆ =
(∏
i∈N
xi
∣∣N minimale Nichtseite von ∆) .
Der Stanley-Reisner-Ring ist dann die graduierte K-Algebra K(∆) := K[x1, . . . xn]/I∆.
Im folgenden identifizieren wir die Monome in K[x1, . . . , xn] mit ihren Bildern unter der
Standard-Projektion auf den Stanley-Reisner-Ring. Man macht sich klar, dass die Menge
alle Monome {xa11 x
a2
2 . . . x
an
n } fu¨r die
∑
ai = n gilt und {i
∣∣ai > 0} ∈ ∆ ist, eine Basis des
Vektorraumes An/(I∆)n bilden und erha¨lt:
Satz 4.2. Die Hilbertfunktion des Stanley-Reisner-Rings k[∆] eines simplizialen Komple-
xes ∆ ist durch
H(k[∆],n) =
{
1 falls n = 0,∑d−1
i=0 fi
(
n−1
i
)
falls n > 0
gegeben.
Mit der Definition in Gleichung (1) in Abschnitt 3.1.3 erha¨lt man unmittelbar eine ele-
gante Form der Hilbertreihe eines Stanley-Reisner-Rings:
Satz 4.3. Die Hilbertreihe eines Stanley-Reisner-Rings eines d-dimensionalen simplizia-
len Komplexes ∆ mit h(∆) = (h0,h1, . . . ,hd+1) ist
F(k[∆]), t) =
h0 + h1t+ · · ·+ hd+1td+1
(1− t)d+1
.
Dabei entspricht (d + 1) der KRULL-DIMENSION von k[∆] und ist die maximale Anzahl
algebraisch unabha¨ngiger, homogener Elemente von Grad 1.
Kapitel 3
Der Komplex der
Typ-B
verallgemeinerten
k-Triangulierungen
Die Untersuchung des simplizialen Komplexes Dkn der symmetrischen verallgemeiner-
ten k-Triangulierungen eines 2n-Ecks ist Gegenstand des folgenden Kapitels. Wir bewei-
sen seine Reinheit, berechnen seine Dimension sowie die Homologie in Charakteristik 2
und geben eine Beschreibung seines Stanley-Reisner-Rings. In diesem Zusammenhang
geben wir auch eine ’sparsamere’ kombinatorische Beschreibung vonD1n als Familie von
gewissen gerichteten Graphen auf n Knoten, so genannten Raufuß-Graphen an. Wir un-
tersuchen den Komplex Dkn weiterhin auf seine Fa¨rbbarkeit und Polytopalita¨t: In spe-
ziellen Fa¨llen la¨sst sich Dkn als Randkomplex simplizialer Polytope realisieren: Im Fall
k = n − 1 ist es der Simplex, im Fall k = n − 2 das zyklische Polytop und im Fall k = 1
das Zykloeder. In diesen Fa¨llen ist die Multiplizita¨t von Dkn bekannt. Das Kapitel endet
mit einer Vermutung fu¨r eine allgemeine Formel fu¨r die Multiplizita¨t.
1. Der Komplex der verallgemeinerten k-Triangulierungen
Wa¨hrend uns (außer im Fall k = 1, siehe z.B. [Si]) keine Arbeiten u¨ber den Komplex Dkn
bekannt sind, war der Komplex ∆n,k der verallgemeinerten k-Triangulierungen des n-
Ecks ohne Symmetriebeschra¨nkungen schon Gegenstand zahlreicher Untersuchungen,
siehe z.B. [DKM],[Jo1],[Jo2],[Jo3],[Na]. Man kann ∆n,k als eine Verallgemeinerung
des Duals des Assoziaeders auffassen, da ∆n,1 isomorph zum Randkomplex dieses Poly-
topes ist. Wir orientieren uns an den Definitionen und Notationen in [Jo1].
Fu¨r n > 3 betrachten wir zuna¨chst das n-ECK als konvexe Hu¨lle z.B. der n-ten Ein-
heitswurzeln {ξ0, . . . ,ξn−1} in C ∼= R2, die im Uhrzeigersinn von 0 bis (n−1) nummeriert
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Abbildung 1. Beispiele fu¨r Facetten von ∆8,k fu¨r k = 1, 2, 3.
seien. Eine DIAGONALE IM n-ECK zwischen der i-ten und j-ten Einheitswurzel ist die
Punktmenge ∂i,j := {λξi + (1 − λ)ξj
∣∣λ ∈ (0, 1)} ⊂ R2, die wir mit der Menge {i, j} identi-
fizieren und abku¨rzend durch ij notieren. Sei Ωn die Menge der Diagonalen im n-Eck,
d.h. Ωn = {ij ⊂ [n], i 6= j}. Unter einer k + 1 Kreuzung K verstehen wir eine (k + 1)-
elementige Menge von Diagonalen, so dass fu¨r je zwei Diagonalen i1j1, i2j2 ∈ K gilt, dass
∂i1,j1 ∩ ∂i2,j2 6= ∅ bzw. a¨quivalent i1 < i2 und j1 < j2 oder i2 < i1 und j2 < j1. Diagonalen
ij mit n− k 6 |j− i| 6 k ko¨nnen in keiner (k+ 1)-Kreuzung enthalten sein. Daher sei fu¨r
k > 1, n > 2k + 1 die Menge Ωn,k als Menge aller Diagonalen ij mit 0 6 i < j 6 n − 1
und k + 1 6 j − i 6 n − k − 1 definiert. Dies sei die Eckenmenge des KOMPLEXES DER
VERALLGEMEINERTEN k-TRIANGULIERUNGEN. Dieser ist der simpliziale Komplex ∆n,k
der Diagonalenkonfigurationen, die keine (k + 1)-Kreuzung enthalten. Im folgenden sei
∆n,k stets durch das n-Eck mit Eckennummerierung 0, . . . ,n − 1 und ∆n−1,k durch das
(n− 1)-Eck mit Eckennummerierung 1, . . . ,n− 1 definiert. Abbildung 1 zeigt 3 Beispiele
fu¨r Facetten der Komplexe ∆8,k fu¨r k = 1, 2, 3.
Die folgenden Theoreme geben den aktuellen Wissensstand u¨ber den Komplex der ver-
allgemeinerten k-Triangulierungen wieder:
Theorem 1.1. [Jo1][DKM][Na] Der Komplex der verallgemeinerten k-Triangulierungen
ist ein reiner, (k(n− 2k− 1) − 1)-dimensionaler simplizialer Komplex.
Fu¨r den Beweis siehe Abschnitt 3.
Theorem 1.2. [Jo3] Die Anzahl der Facetten Mn,k des Komplexes der verallgemeinerten
k-Triangulierungen berechnet sich durch
det

Cn−2 Cn−3 . . . Cn−k Cn−k−1
Cn−3 Cn−4 . . . Cn−k−1 Cn−k−2
. . . . . . . . . . . . . . .
Cn−k−1 Cn−k−2 . . . Cn−2k+1 Cn−2k
 = ∏
16i6j6n−2k−1
i+ j+ 2k
i+ j
= Mn−1,k ·
2k∏
r=1
2(n− 2k− 1) + r
n− 2k− 1+ r
.
Eine kurze Erla¨uterung der Beweisidee findet sich in Abschnitt 8. In [JW] gelang mit
Mitteln der kommutativen Algebra sogar die Bestimmung des h-Vektors des Komplexes
der verallgemeinerten k-Triangulierungen.
Theorem 1.3. [Jo1] Der Komplex der verallgemeinerten k-Triangulierungen ist fu¨r 2k+
1 6 n 6 2k+3 und fu¨r k = 1 polytopal. Fu¨r k = 1 ist er der Randkomplex des Assoziaeders,
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Abbildung 2. Beispiele fu¨r Facetten von Dk4 fu¨r k = 1, 2, 3.
fu¨r n = 2k+1 ist er die (−1)-Spha¨re, fu¨r n = 2k+2 ist er der Randkomplex des k-Simplex
und fu¨r n = 2k+ 3 der Randkomplex eines zyklischen Polytopes.
Theorem 1.4. [Jo2] Der Komplex der verallgemeinerten k-Triangulierungen ist eine
scha¨lbare (sogar eckenzerlegbare) Spha¨re.
Vermutung 1.5. [Jo1] Der Komplex der verallgemeinerten k-Triangulierungen ist fu¨r
alle n > 2k+ 1 polytopal.
2. Der Komplex der Typ-B verallgemeinerten k-Triangulierungen Dkn
Zur Diagonalen i, j ∈ Ω2n sei ij := (i+n)mod 2n (j+n)mod 2n die am Mittelpunkt des 2n-
Ecks gespiegelte bzw. um 180◦ gedrehte Diagonale. Fu¨r eine Menge M von Diagonalen
sei M die Menge der gespiegelten Diagonalen. Eine Facette F von ∆2n,k nennen wir
symmetrisch, wenn F¯ = F gilt, eine entsprechende Diagonale d mit d¯ = d nennen wir
DURCHMESSER. Schließlich sei Fn,k := {{d, d¯}
∣∣d ∈ Ω2n,k} die Menge der Diagonalen
im 2n-Eck, die in (k + 1)-Kreuzungen enthalten sein ko¨nnen, wobei Paare zueinander
symmetrischer Diagonalen als ein Element betrachtet werden. Mit Fn bezeichnen wir
die Menge aller Paare zueinander symmetrischer Diagonalen, also Fn := {{d, d¯}
∣∣d ∈ Ω2n}.
Der KOMPLEX DER TYP-B VERALLGEMEINERTEN k-TRIANGULIERUNGEN Dnk ist der
simpliziale Komplex auf der Eckenmenge Fn,k, der aus den Teilmengen von Fn,k besteht,
die, als Teilmengen vonΩ2n,k betrachtet, keine (k+1)-Kreuzung enthalten. Als Hilfsmit-
tel zur U¨bertragung der bekannten Resultate u¨ber den Komplex der verallgemeinerten
k-Triangulierungen auf den Komplex der Typ-B verallgemeinerten k-Triangulierungen
beno¨tigen wir weiterhin den Komplex des von den symmetrischen Facetten von ∆2n,k
erzeugten Komplexes ∆symm2n,k .
Wie bereits oben erwa¨hnt hat der Komplex der Typ-B verallgemeinerten k-Triangulier-
ungen in der Literatur bisher nur im Fall k = 1 Beachtung gefunden: Rodica Simion hat
im Jahr 2000 gezeigt, dass D1n der Randkomplex eines simplizialen Polytopes ist, das sie
mit TYP-B ASSOZIAEDER bezeichnete und an anderer Stelle auch ZYKLOEDER genannt
wird. Mit diesem Spezialfall befassen wir uns in Abschnitt 5.
3. Reinheit und Dimension von Dkn
Die Reinheit und Dimension des Komplexes der Typ-B verallgemeinerten k-Triangulier-
ungen beweisen wir mit einem a¨hnlichen Ansatz wie er in [Jo1] verfolgt wird. Wir geben
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zuna¨chst die entscheidenden U¨berlegungen aus [Jo1] wieder, bevor wir diesen Ansatz
auf den symmetrischen Fall u¨bertragen.
Eine subtile Beobachtung von Jonsson ist die Tatsache, dass fu¨r bestimmte Mengen B,B1
von Diagonalen im n- bzw. (n− 1)-Eck gilt:
link∆n,k B ∩Ωn,k ∼= link∆n−1,k B1 ∩Ωn−1,k.(2)
Die Definition der Mengen B,B1 wird erheblich erleichtert, falls man zusa¨tzlich zu den
Diagonalen in Ωn,k noch die Menge Γn,k := {ij|(j− i) = kmodn} betrachtet.
Lemma 3.1. [Jo1] Zu jeder Facette F in ∆n,k existiert eine eindeutige Menge
B := B1 ∪ B0
mit
B1 := {1b1, 2b2, . . . ,kbk}
und
B0 := {0b1, 1b2, . . . , k− 1bk},
so dass
k+ 1 6 b1 < b2 < · · · < bk 6 n− 1 und B ⊂ F ∪ Γn,k.
Außerdem gilt dann mit
ZB := {ij
∣∣bi < j < bi+1, i = 0, . . . ,k}
KB := {pq
∣∣k+ 1 6 p < b1,bk < q 6 n− 1}
ZB ∩ F = ∅
KB ∩ F = ∅.
Bei der Definition des Isomorphismus in (2) betrachtet [Jo1] eine Zerlegung der Ecken-
menge wie folgt:
Lemma 3.2. [Jo1] Seien B0,B1,KB,ZB wie in Lemma 3.1, mit
S0 := {(i− 1)j
∣∣i ∈ [1,k],bi < j 6 n− k− 2+ i}
S ′0 := {ij
∣∣i ∈ [1,k],bi < j 6 n− k− 2+ i}
S1 := {ij
∣∣1 6 i 6 k, i+ k+ 1 6 j < bi}
S2 := {ij
∣∣k+ 1 6 i, j 6 n− 1} ∩Ωn,k)\KB
erha¨lt man disjunkte Zerlegungen
Ωn,k = B ∪ ZB ∪ KB ∪ S0 ∪ S1 ∪ S2
Ωn−1,k = B1 ∪ KB ∪ S ′0 ∪ S1 ∪ S2.
Fu¨r die Eckenmenge Tn,k von link∆n,k((B ∩Ωn,k) gilt:
Tn,k = (S0 ∪ S1 ∪ S2)
und fu¨r die Eckenmenge Tn−1,k von link∆n−1,k(B1 ∩Ωn−1,k):
Tn−1,k = (S
′
0 ∪ S1 ∪ S2).
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Lemma 3.3. [Jo1] Die Abbildung
ϕB : S0 ∪ S1 ∪ S2 ∪ B −→ S ′0 ∪ S1 ∪ S2 ∪ B1
ij 7→
{
(i+ 1)j falls ij ∈ B0 ∪ S0
ij falls ij ∈ B1 ∪ S1 ∪ S2
induziert einen Isomorphismus
link∆n,k B ∩Ωn,k ∼= link∆n−1,k B1 ∩Ωn−1,k.
Mit den genannten Resultaten beweist [Jo1] den folgenden Satz, der zuerst in [DKM]
bewiesen wurde:
Satz 3.4. [Jo1] [DKM] Fu¨r k > 1 und n > 2k+2 ist ∆n,k ein reiner simplizialer Komplex
der Dimension k(n− 2k− 1) − 1.
Wir beweisen die Reinheit und eine Formel fu¨r die Dimension des Komplexes der Typ-B
verallgemeinerten k-Triangulierungen Dnk , indem wir durch Induktion u¨ber n zeigen,
dass jede seiner Facetten genau k Diagonalen mit der Eigenschaft d = d¯ entha¨lt. Zu
diesem Zweck konstruieren wir eine Zerlegung der Eckenmenge der relevanten links
von ∆symm2n,k wie folgt:
Definition 3.5. Seien b0 = k+ 1 6 b1 < · · · < bk 6 2n− 1,bk+1 := 2n und wie in Lemma
3.1 seien
Ω2n,k := {0 6 i < j 6 2n− 1
∣∣k+ 1 6 j− i 6 2n− k− 1},
B0 := {(i− 1)bi
∣∣i = 1, . . . ,k},
B1 := {ibi
∣∣i = 1, . . . ,k}
B := B0 ∪ B1
S0 := {(i− 1)j
∣∣bi < j 6 2n− k− 1+ i}
S1 := {ij
∣∣k+ i+ 1 6 j < bi, i = 1, . . . ,k}
KB := {ij
∣∣k+ 1 6 i < b1 und bk < j 6 2n− 1}
KB :=
{
KB falls bk 6= n+ 1
KB \ {ij
∣∣j = n+ 2} falls bk = n+ 1
S2 := ({ij
∣∣k+ 1 6 i, j 6 2n− 1} ∩Ω2n,k)\KB
ZB := {ij
∣∣bi < j < bi+1, i = 0, . . . ,k}
Lemma 3.6. Fu¨r die Eckenmenge Tsymm2n,k von Σ
symm
2n,k := link∆symm2n,k ((B ∪ B¯) ∩Ω2n,k)) gilt:
T
symm
2n,k = (S0 ∪ S1 ∪ S2) ∩ (S¯0 ∪ S¯1 ∪ S¯2).
Beweis. Nach Lemma 3.2 entha¨lt eine Facette aus link∆2n,k(B ∩Ω2n,k) nur Diagonalen
aus S0∪S1∪S2, weshalb wegen Rotationssymmetrie Facetten aus link∆2n,k(B¯∩Ω2n,k) nur
Diagonalen aus S¯0∪ S¯1∪ S¯2 enthalten. Elemente von Σsymm2n,k liegen in beiden Komplexen,
woraus die Behauptung folgt. ¤
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Abbildung 3. Beispiel fu¨r die Wirkung von ϕ auf eine Facette von ∆symm5,2 , Elemente aus
B ∪ B¯ sind fett.
Definition 3.7. Sei
Ω˜2n−2,k := {1 6 i < j 6 2n− 1
∣∣i, j 6= n, k+ 1 6 j− i 6 2n− k− 1},
die Eckenmenge von ∆symm2n−2,k bezogen auf das (2n− 2)–Eck mit Nummerierung der Ecken
1, . . . ,n− 1,n+ 1, . . . , 2n− 1.
Wir definieren die Wirkung der Abbildung ϕ : Tsymm2n,k ∪B∪B¯→ Ω˜2n−2,k auf die Diagonale
ij durch die folgende Tabelle, wobei jede Zelle fu¨r den Fall steht, dass die Diagonale ij mit
i < j im Schnitt der Mengen in der jeweiligen Zeile und Spalte liegt.
S0 S1 S2 B0 B1
S¯0 (i+ 1)(j+ 1) i(j+ 1) i(j+ 1) (i+ 1)(j+ 1) i(j+ 1)
S¯1 (i+ 1)j ij ij (i+ 1)j ij
S¯2 (i+ 1)j ij ij (i+ 1)j ij
B¯0 (i+ 1)(j+ 1) i(j+ 1) i(j+ 1) (i+ 1)(j+ 1) (∅)
B¯1 (i+ 1)j ij ij (∅) ij
Sei B := ϕ(B) und Tsymm2n−2,k die Eckenmenge von Σ˜2n−2,k := link∆symm2n−2,k((B ∪ B¯) ∩ Ω˜2n−2,k).
Bemerkung 3.8. Die Abbildung ϕ ist trotz der Lu¨cken in der Tabelle in Definition 3.7
wohldefiniert, denn B0 ∩ B¯1 = ∅: Sei (i − 1)bi ∈ B0 ∩ B¯1, dann existiert ein j 6 k so dass
bi = n + j und b¯j = i − 1, also bj = n + i − 1. Dann folgt aber, dass bi 6 bj genau dann
gilt, wenn j 6 i, was ein Widerspruch zur Nummerierung der bl ist.
Lemma 3.9. Fu¨r die Eckenmenge Tsymm2n−2,k von Σ˜2n−2,k := link∆symm2n−2,k((B ∪ B¯) ∩ Ω˜2n−2,k)
gilt:
T
symm
2n−2,k = Ω˜2n−2,2 \ (KB ∪B ∪ KB ∪B).
Beweis. Die Menge KB entha¨lt genau die Diagonalen, die gemeinsam mit B eine (k+ 1)-
Kreuzung ergeben, woraus die Behauptung u¨ber Tsymm2n−2,k folgt. ¤
Lemma 3.10. Fu¨r die Abbildung ϕ gilt:
(1) Sie erha¨lt die Rotationssymmetrie, d.h. ϕ(e¯) = ϕ(e).
(2) Die Bilder der Mengen B0 und B1 unter ϕ stimmen u¨berein.
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(3) Jeder Durchmesser in Tsymm2n−2,k∪B∪B¯ ist Bild eines Durchmessers in Tsymm2n,k ∪B∪B¯.
(4) Sei F eine Facette in ∆symm2n,k . Jeder Durchmesser in ϕ(F) ist Bild eines Durchmes-
sers in F.
(5) Entha¨lt eine Teilmenge σ ⊂ Tsymm2n−2,k ∪ B ∪ B¯ keine (k + 1)-Kreuzung, so gilt dies
auch fu¨r ϕ(σ).
(6) Entha¨lt eine Teilmenge σ ⊂ Tsymm2n,k ∪ B ∪ B¯ keine (k + 1)-Kreuzung, so gilt dies
auch fu¨r ϕ−1(σ).
Beweis.
(1) Klar aus der Symmetrie der Tabelle in der Definition von ϕ.
(2) Wir zeigen:
ibi+1 ∈ B0 ∩ (B¯0 ∪ S¯0)⇔ (i+ 1)bi+1 ∈ B1 ∩ (B¯0 ∪ S¯0) = B1 ∩ S¯0
und damit
ϕ(ibi+1) = (i+ 1)(bi+1 + 1) ⇔ ϕ(i+ 1bi+1) = (i+ 1)(bi+1 + 1)
und ϕ(ibi+1) = ϕ((i+ 1)bi+1) = (i+ 1)bi+1 sonst.
Wir haben bereits in Bemerkung 3.8 gezeigt, dass B0 ∩ B¯1 = B¯0 ∩ B1 = ∅.
Sei ibi+1 ∈ B0 ∩ (B¯0 ∪ S¯0), dann ist
n 6 bi+1 6 n+ k− 1 und i+ 1 > i > (bbi+1−n+1 + n)mod 2n,
somit folgt
(i+ 1)bi+1 ∈ B1 ∩ (B¯0 ∪ S¯0).
Ist umgekehrt (i+ 1)bi+1 ∈ B1 ∩ S¯0, so gilt
i+ 1 > (bbi+1−n+1 + n)mod 2n, also i > (bbi+1−n+1 + n)mod 2n
und damit ibi+1 ∈ B0 ∩ (B¯0 ∪ S¯0).
(3) Sei zuna¨chst i(i+n) ∈ T2n−2,2 mit i /∈ [1,k]. Dann ist i(i+n) ∈ S2∩ S¯2 und somit
ist ϕ(i(i+ n)) = (i, i+ n).
Sei nun i ∈ [1,k]. Falls bi < n+ i− 1 ist (i− 1)(n+ i− 1) ∈ S0 ∩ S¯0. Somit ist
ϕ((i−1)(i−1+n)) = (i(i+n). Falls bi = n+i−1 und damit (i−1)(n+i−1) ∈ B0∩B¯0,
ist ϕ((i− 1)(n+ i− 1)) = i(i+ n).
Falls bi = n+ i, dann ist ibi ∈ B1 ∩ B¯1. Somit ist ϕ(i(n+ i)) = i(i+ n).
Falls bi > n+ i, dann ist i(n+ i) ∈ S1 ∩ S¯1. Somit ist ϕ(i(i+ n)) = i(i+ n).
(4) Seien F eine Facette in ∆symm2n,k und d = i(i + n) ein Durchmesser in ϕ(F). Falls
ϕ(e) = d fu¨r ein e, das kein Durchmesser ist, dann gilt auch ϕ(e¯) = d. Die
Diagonalen e, e¯ sind dann von der Form e = (i − 1)(i + n), e¯ = i(i + n − 1).
Nun kreuzt aber jede Diagonale im 2n-Eck, mit Ausnahme des Durchmessers
d ′ := (i−1)(n+i−1), die sich mit d kreuzt, auch mindestens eine der Diagonalen
e, e¯. Da sich d,d ′ nicht mit e, e¯ kreuzen, ist entweder d oder d ′ in F enthalten.
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Wir zeigen, dass einer der beiden Durchmesser d,d ′ tatsa¨chlich von ϕ auf d
abgebildet wird und in F vorhanden ist. Fu¨r die Diagonale e gilt nach Definition
von ϕ, dass e ∈ S0 ∪ B0 \ (S¯0 ∪ B¯0).
Falls e ∈ B0, so gilt i− 1 ∈ [0,k− 1] und n+ i = bi. Dann ist d ∈ B1 ∩ B¯1 und
somit ist sichergestellt, dass d ∈ F und ϕ(d) = d gilt.
Falls e ∈ S0, so gilt i − 1 ∈ [0,k − 1] und bi < n + i. Da e¯ /∈ S0 ∪ B0, muss
n + i − 1 < bi+1 gelten. Daraus folgt, dass e¯ ∈ ZB und somit e¯ /∈ F, sobald
bi < n+ i−1 gelten wu¨rde. Also ist bi = n+ i−1, folglich d ′ ∈ B0∩ B¯0 und damit
d ′ ∈ F und ϕ(d ′) = d.
(5) Sei σ ⊂ Tsymm2n−2,k ∪ B ∪ B¯ eine maximale Teilmenge ohne (k + 1)-Kreuzung, und
wir nehmen an, dass τ = ϕ(σ) eine (k + 1)-Kreuzung E entha¨lt. Wir wa¨hlen die
Kreuzung E so, dass sie eine maximale Zahl von Elementen aus B ∪ B¯ entha¨lt.
Da ϕ(B0) = ϕ(B1) gilt, ist ϕ(σ \ B0) = ϕ(σ). Es mu¨ssen folglich zwei sich
nicht kreuzende Diagonalen ix, jy ∈ σ \ B0 existieren, so dass ϕ(ix, jy) ⊂ E.
Dann muss aber ohne Einschra¨nkung i = j 6 k − 1 gelten und ix ∈ S0 sowie
iy /∈ S0. Das heißt x > bi+1 und y 6 bi. Sicher ist ϕ(ix) /∈ B.
Wir definieren die Mengen E ′,E ′′ durch
E ′ := (E \ϕ(ix)) ∪ (i+ 1)bi+1
E ′′ := (E \ϕ(ix)) ∪ (i+ 1)(bi+1 + 1).
Beide Mengen sind (k + 1)-Kreuzungen, falls x > bi+1 + 1 gilt. Mindestens
eine der beiden Kreuzungen entha¨lt ein weiteres Element aus B, dass nicht in
E enthalten ist, was ein Widerspruch bedeutet.
Falls x = bi+1 + 1 ist E ′ eine neue (k+ 1)-Kreuzung. In diesem Fall darf also
(i+ 1)bi+1 nicht aus B sein.
Die Menge E ′′ ist nur dann eine neue (k + 1)-Kreuzung, wenn ϕ(ix) = (i +
1)(x+ 1), denn sonst ist E ′′ = E.
Die bisherige Argumentation fu¨hrt also genau dann nicht zum Widerspruch,
wenn
(a) (i+ 1)bi+1 /∈ B
(b) ϕ(ix) = (i+ 1)x
(c) x = bi+1 + 1.
Aus (a) folgt, dass ibi+1 ∈ B0∩(B¯0∪S¯0), aus (b) und (c), dass ix ∈ S0\(B¯0∪S¯0).
Das heißt, dass n 6 bi+1 6 n+k−1, i > bbi+1−n und bi+1+1 > n+k−1. Also
ist bi+1 = n+k−1 und damit i > bk−1 > k+1, was ebenfalls einen Widerspruch
ergibt.
(6) Wir zeigen, dass sich zwei sich kreuzende Diagonalen auch nach der Anwen-
dung von ϕ kreuzen. Damit folgt, dass falls eine Teilmenge σ ⊂ Tsymm2n−2,k ∪B ∪ B¯
keine (k+1)-Kreuzung entha¨lt und ϕ−1(σ) enthielte eine (k+1)-Kreuzung, dies
im Widerspruch zur Voraussetzung auch fu¨r ϕ(ϕ−1(σ)) = σ gelten wu¨rde.
Angenommen also, dass sich ix und jy kreuzen, nicht aber ihr Bild unter ϕ,
so gilt ohne Einschra¨nkung j = i + 1, ix ∈ S0 ∪ B0, (i + 1)y ∈ B1 ∪ S1 ∪ S2,y > x.
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Daraus folgt, dass x > bi+1 und im Fall (i + 1)y ∈ B1 ∪ S1, dass y 6 bi+1, was
y > x widerspricht.
Falls (i + 1)y ∈ S2 gelten wu¨rde, so wa¨re i + 1 = k und aus y > x > bk folgt
(i+ 1)y ∈ KB 6⊂ S2.
¤
Satz 3.11. Fu¨r n > k+ 1 entha¨lt jede Facette in ∆symm2n,k genau k Durchmesser.
Beweis. Da Ω2k+2,k nur aus Durchmessern besteht und nach Satz 3.4 dim∆2k+2,k = k−1
gilt, ist der Induktionsanfang klar. Sei F eine Facette in ∆symm2n,k . Dann entha¨ltϕ(F)∪B∪B¯
nach Lemma 3.10 keine (k + 1)-Kreuzung, ist also Seite von ∆symm2n−2,k. Die Seite ϕ(F)
entha¨lt bereits eine maximale Anzahl von Durchmessern, denn ko¨nnte man einen
Durchmesser d zu ϕ(F) hinzufu¨gen, ohne zugleich eine (k+1)-Kreuzung zu erzeugen, so
enthielte auch ϕ−1(ϕ(F) ∪ {d}) ⊃ F ∪ ϕ−1(d) keine (k + 1)-Kreuzung. Dies ist ein Wider-
spruch, da F eine Facette ist (ϕ−1(d) existiert nach Lemma 3.10). Nach Induktionsvor-
aussetzung entha¨lt ϕ(F) genau k Durchmesser. Da nach Lemma 3.10 jeder dieser Durch-
messer Bild eines Durchmessers in F ist, kann F nicht weniger Durchmesser enthalten.
Sicherlich kann F auch nicht mehr Durchmesser enthalten, da sich alle Durchmesser
paarweise kreuzen. ¤
Korollar 3.12. Der Komplex der Typ-B verallgemeinerten k-Triangulierungen Dkn ist ein
reiner, k(n− k) − 1-dimensionaler Komplex.
Beweis. Jede Ecke von Dkn besteht entweder aus einem Durchmesser oder aus einem
Paar mittelpunktsymmetrischer Diagonalen im 2n-Eck. Somit berechnet sich seine Di-
mension zu
d =
dim∆symm2n,k + 1− k
2
+ k− 1 =
k(2n− 2k− 1) + 1− k
2
+ k− 1 = k(n− k) − 1.
¤
Korollar 3.13. Fu¨r (n − k) = 2 gilt: Falls Dkn isomorph zu dem Randkomplex eines
simplizialen Polytopes P ist, so ist P ein nachbarschaftschaftliches Polytop.
4. Der Stanley-Reisner-Ring von Dkn
Wir setzen im folgenden kmodk = k. Seien x11, x12 . . . xnn Unbestimmte u¨ber dem
Ko¨rper K. In diesem Abschnitt zeigen wir, wie die Nichtseiten des Komplexes der Typ-
B verallgemeinerten k-Triangulierungen in Bijektion zu den Submatrizen der Matrix
X = (xij)16i,j6n gesetzt werden ko¨nnen: Zu ∅ 6= A,B ⊂ [n], ]A = ]B = (k + 1) < n sei
M(A,B) := (xij)i∈A,j∈B die von A,B erzeugte SUBMATRIX. Zu dieser Submatrix M(A,B)
sei fu¨r (k+ 1) > 1
N(A,B) := {
(
a(i+l)mod(k+1),bi
)
, i = 1, . . . , (k+ 1)}(3)
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Abbildung 4. N(A,B) fu¨r n = 10, r = 4, A = {1, 3, 6, 8}, B = {3, 4, 7, 9}
wobei (k+ 1) > l > 0 so gewa¨hlt ist, dass
ai+l > bi fu¨r alle i = 1, . . . , (k+ 1) − l und(4)
aj+l−1 6 bj fu¨r ein j ∈ {1, . . . , (k+ 1) − l+ 1} oder l = 0.(5)
Fu¨r k = 0 setzen wir N(A,B) = {(a1,b1)}.
Anschaulich besteht N(A,B) aus der la¨ngsten Nebendiagonalen von M(A,B), die sich
unterhalb der Hauptdiagonalen befindet und der Hauptdiagonalen der Restmatrix. Bei-
spielsweise ist fu¨r n = 10, r = 4, A = {1, 3, 6, 8}, B = {3, 4, 7, 9} die Menge N(A,B) =
{(6, 3), (8, 4), (1, 7), (3, 9)}, siehe Abbildung 4.
Satz 4.1. Das Stanley-Reisner Ideal von Dkn wird von den Monomen
mA,B =
∏
(i,j)∈N(A,B)
xi,j
mit ]A = ]B = (k+ 1) erzeugt.
Beweis. Die folgenden Lemmata liefern eine Bijektion Ψ zwischen Fn und [n] × [n], so
dass (k+1)-Kreuzungen in Fn, also die minimalen Nichtseiten von Dkn, auf Mengen vom
Typ N(A,B) abgebildet werden und umgekehrt. Der Komplex Dkn kann deshalb ebenso
gut auf der Eckenmenge Ψ(Fn,k) = [n] × [n]\{(i, j)
∣∣j = (i + l)modn fu¨r ein l < k} als
derjenige Komplex definiert werden, dessen minimale Nichtseiten genau die Mengen
vom Typ N(A,B) sind. ¤
Lemma 4.2. Sei V = [n]× [n]. Die Abbildungen
Ψ : Fn → V, {{a1 < b1}, {a2 < b2}} 7→
{
((ai + 1)modn,bimodn) falls bi − ai 6 n
((bi + 1)modn,aimodn) falls bi − a1 > n,
Φ : V → Fn, (a,b) 7→
{
{{(a− 1)mod2n,b}, {a− 1+ n,b+ n}} falls a 6 b
{{a− 1+ n,b}, {a− 1,b+ n}} falls a > b
sind (wohldefinierte) Bijektionen und invers zueinander. Außerdem gilt
Ψ(Fn,k) = [n]× [n]\{(i, j)
∣∣j = (i+ l)modn fu¨r ein l < k}.
4 Der Stanley-Reisner-Ring von Dkn 31
Beweis. Die Funktion Φ ist wohldefiniert: Sei {d1,d2} ∈ Fn mit di = {ai < bi} und |b1 −
a1| 6 n und |b2−a2| > n, dann ist b2 = a1+n und a2 = b1+n und somit (b2+1)modn =
(a1 + 1)modn und a2modn = b1modn.
Wir zeigen zuerst, dass Ψ ◦Φ = idV :
Sei v = (a,b) mit a,b ∈ [n] und a 6 b. Dann ist (a−1)+n < b+n und b+n−(a−1+n) 6 n.
Also gilt
Ψ ◦Φ((a,b)) = Ψ({(a− 1)mod 2n,b}, {a− 1+ n,b+ n})
= ((a− 1+ n+ 1)modn,bmodn)
= (a,b).
Ist b < a, so ist Ψ ◦Φ((a,b)) = Ψ({a− 1+ n,b}, {a− 1,b+ n}).
Falls a− 1+ n− b > n gilt
Ψ ◦Φ((a,b)) = ((a− 1+ n+ 1)modn,b)
= (a,b).
Falls a− 1+ n− b = n gilt
Ψ ◦Φ((a,b)) = ((b+ 1)modn,a− 1+ nmodn)
= (a,b).
Weiterhin ist Φ ◦ Ψ = idFn :
Sei {d, d¯} = v ∈ Fn, dann ko¨nnen wir ohne Einschra¨nkung annehmen, dass d = {x < y}
mit y− x 6 n. Also ist Ψ(v) = ((x+ 1)modn,ymodn).
Wir unterscheiden
Fall 1: (x+ 1)modn 6 ymodn
Hier ist
Φ ◦ Ψ(v) = {{((x+ 1)modn− 1)mod 2n,ymodn}, {(x+ 1)modn− 1+ n,ymodn+ n}}.
Falls y 6 n so ist auch x+1 ∈ [n] und {((x+1)modn−1)mod 2n,ymodn} = {x,y},
folglich Φ ◦ Ψ(v) = v.
Falls y > n ist n 6 x < y−1 und daher {(x+1)modn)−1+nmod 2n,ymodn+n} =
{x,y}, folglich Φ ◦ Ψ(v) = v.
Fall 2: (x+ 1)modn > ymodn
Hier ist y > n und x+ 1 6 n, also gilt
Φ ◦ Ψ(v) = {{(x+ 1)modn− 1+ n,ymodn}, {(x+ 1)modn− 1,ymodn+ n}},
und {(x+ 1)modn− 1,ymodn+ n} = {x,y}, folglich Φ ◦ Ψ(v) = v.
Die letzte Aussage sieht man wie folgt:
Sei {d, d¯} ∈ Fn\Fn,k und ohne Einschra¨nkung sei d = {x < y} mit y − x 6 k. Dann ist
Ψ({x,y}) = ((x + 1)modn,ymodn) =: (a,b) und es gibt ein l < k so dass y = x + 1 + l.
Also ist b = (a+ 1+ l)modn = ((a+ 1)modn+ l)modn = a+ lmodn.
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Falls umgekehrt (i, j) ∈ [n]× [n] gilt und es ein l < k gibt, so dass (i+ l)modn = j, dann
ist Φ(i, j) = {{(i−1)mod 2n, j}, {i−1+n < j+n}} falls i < j. Dann ist j+n−(i−1+n) = i+l−
i+1 = l+1 6 k und damit Ψ(i, j) ∈ Fn\Fn,k. Falls i > j ist Φ(i, j) = {{i−1+n, j}, {i−1, j+n}}
und i + l − n = j. Also ist j + n − (i − 1) = i + l − i + 1 = l + 1 6 k und damit ebenfalls
Ψ(i, j) ∈ Fn\Fn,k. ¤
Lemma 4.3. Seien A,B ⊂ [n] mit #A = #B = r und N(A,B) wie oben definiert. Dann
entha¨lt Φ(N(A,B)) eine r-Kreuzung.
Beweis. Sei A = {a1 < · · · < ar} und B = {b1 < · · · < br}. Dann gibt es ein r > l > 0 so
dass N(A,B) = {(a(i+l)mod r,bi), i = 1, . . . , r} mit
ai+l > bi fu¨r alle i ∈ {1, . . . , r− l} und(6)
aj+l−1 6 bj fu¨r ein j ∈ {1, . . . , r− l+ 1} oder l = 0.(7)
Sei zuna¨chst l 6= 0. Wegen (6) und da bi > ai+l−r fu¨r i = r− l+ 1, . . . , r ist
Φ(N(A,B)) =
{
{ai+l − 1,bi + n}, {ai+l − 1+ n,bi} fu¨r i = 1, . . . , r− l
{ai+l−r − 1+ n,bi + n}, {(ai+l−r − 1)mod2n,bi} fu¨r i = r− l+ 1, . . . , r
}
Sei j so dass (7) erfu¨llt ist. Dann ist
F :=

{ai+l − 1+ n,bi} fu¨r i = 1, . . . , j− 1
{ai+l − 1,bi + n} fu¨r i = j, . . . , r− l
{ai+l−r − 1+ n,bi + n} fu¨r i = r− l+ 1, . . . , r
 ⊂ Φ(N(A,B))
eine r-Kreuzung, da
min{ai+l − 1+ n,bi} = bi fu¨r i = 1, . . . , j− 1
min{ai+l − 1,bi + n} = ai+l − 1 fu¨r i = j, . . . , r− l
min{ai+l−r − 1+ n,bi + n} = ai+l−r − 1+ n fu¨r i = r− l+ 1, . . . , r
und
b1 < · · · < bj−1 < aj+l − 1 < · · · < ar − 1 < a1 − 1+ n < · · · < al − 1+ n
al+1 − 1+ n < · · · < al+j−1 − 1+ n < bj + n < · · · < br−l + n < · · · < br + n
außerdem ist al − 1+ n < al+1 − 1+ n bzw. im Fall l = r ist ar − 1+ n < b1 + n.
Falls l = 0, so ist
Φ(N(A,B)) = {{ai − 1,bi + n}, {ai − 1+ n,bi} fu¨r i = 1, . . . , r}
und
F = {{ai − 1+ n,bi} fu¨r i = 1, . . . , r}
eine r-Kreuzung, denn
min{ai − 1+ n,bi} = bi fu¨r i = 1, . . . , r
und
b1 < · · · < br, a1 − 1+ n < · · · < ar − 1+ n
außerdem ist br < a1 − 1+ n, denn br < ar 6 n.
¤
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Lemma 4.4. Sei K := {{d1, d¯1}, . . . , {dr, d¯r}} ⊂ Fn eine (rotationssymmetrische) Konfigura-
tion von Diagonalen im 2n-Eck, die eine r-Kreuzung entha¨lt. Dann ist Ψ(K) = N(A,B) fu¨r
Teilmengen A,B ⊂ [n] mit ]A = ]B = r.
Fu¨r den Beweis von Lemma 4.4 beno¨tigen wir noch das folgende Lemma:
Lemma 4.5. Sei
P := {d ∈ Ω2n : mind ∈ {1, . . . ,n− 1}, maxd ∈ {n+ 1, . . . , 2n− 1}},
dann gilt:
(1) d ∈ P genau dann wenn Ψ({d, d¯}) = (a,b) mit a > b,
(2) Fu¨r d,d ′ ∈ Ω2n mit maxd,maxd ′ > n und mind < mind ′ < maxd < maxd ′
seien (a,b) := Ψ({d,d+ n}), (a ′,b ′) := Ψ({d ′,d ′ + n}). Dann gilt
b < b ′ und (a > a ′ genau dann wenn d ∈ P,d ′ /∈ P).
Beweis. Die erste Aussage gilt, denn falls maxd − mind 6 n ist Ψ({d, d¯}) = ((mind +
1)modn,maxdmodn) und (mind + 1)modn > maxdmodn ist a¨quivalent zu mind ∈
{1, . . . ,n − 1},maxd ∈ {n + 1, . . . , 2n − 1}. Falls maxd − mind > n ist Ψ({d,d + n}) =
((maxd + 1)modn, mindmodn) und (maxd + 1)modn > mindmodn ist a¨quivalent zu
mind ∈ {1, . . . ,n− 1},maxd ∈ {n+ 1, . . . , 2n− 1}.
Fu¨r die zweite Aussage unterscheiden wir die folgenden Fa¨lle:
(1) Falls maxd−mind 6 n, maxd ′ −mind ′ 6 n ist
b = maxd− n, a = (mind+ 1)modn
b ′ = maxd ′ − n, a ′ = (mind ′ + 1)modn
und somit
b < b ′ und (a > a ′ ⇔ mind ′ > n,mind < n⇔ d ∈ P,d ′ /∈ P).
(2) Falls maxd −mind 6 n, maxd ′ −mind ′ > n ist mind < mind ′ < n, also d ∈ P
und
b = maxd− n, a = mind+ 1
b ′ = mind ′, a ′ = (maxd ′ + 1)modn
und da b ′−b = mind ′−maxd+n > mind−maxd+n > 0 gilt b < b ′. Weiterhin
d ′ /∈ P ⇒ maxd ′ = 2n⇒ a = mind+ 1, a ′ = 1⇒ a > a ′
Falls d ′ ∈ P so ist a ′ = maxd ′ + 1− n > mind ′ > mind+ 1 = a.
(3) Falls maxd−mind > n, maxd ′ −mind ′ 6 n ist mind < n, also d ∈ P und
b = mind, a = maxd+ 1− n
b ′ = maxd ′ − n, a ′ = (mind ′ + 1)modn.
Dann ist b ′ − b = maxd ′ − n−mind > maxd−mind− n > 0 und
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d ′ /∈ P ⇒ mind ′ > n oder maxd ′ = 2n, aber falls maxd ′ = 2n folgt wegen
maxd ′ − mind ′ 6 n ebenfalls mind ′ > n. Dann gilt a ′ − a = mind ′ + 1 − n −
(maxd+ 1− n) = mind ′ −maxd < 0 und
d ′ ∈ P ⇒ mind ′ < n ⇒ a ′ − a = mind ′ + 1 − (maxd + 1 − n) > mind ′ + 1 −
(maxd ′ + 1− n) = n− (maxd ′ −mind ′) > 0.
(4) Falls maxd − mind > n, maxd ′ − mind ′ > n sind mind, mind ′ < n und somit
d ∈ P und d ′ ∈ P ⇔ maxd ′ < 2n.
b = mind, a = maxd+ 1− n
b ′ = mind ′, a ′ = (maxd ′ + 1)modn
Also ist b ′ > b und d ′ /∈ P ⇒ a ′ = maxd ′ + 1 − n > maxd + 1 − n sowie
d ′ ∈ P ⇒ a ′ = 1 < maxd+ 1− n = a.
¤
Beweis von Lemma 4.4
Sei nun F := {d1, . . . ,dr} ⊂ K eine r-Kreuzung, die so nummeriert sei, dass
mind1 < · · · < mindr < maxd1 < · · · < maxdr
und von der wir ohne Einschra¨nkung annehmen ko¨nnen, dass maxd1 > n. Denn falls
maxd1 6 n so ist mindi < n fu¨r alle i = 1, . . . r und somit auch (mindi + n)mod2n >
n, weshalb dann fu¨r die um 180◦ gedrehte Kreuzung gilt, dass das kleinste Maximum
gro¨ßer n ist. Setzt man l := r −#P ∩ F ist di ∈ P ⇔ 1 6 i 6 r − l, denn di ∈ P,dj /∈ P ⇒
i < j. Deshalb folgen aus den Aussagen 1 und 2 in Lemma 4.5 fu¨r (ai,bi) := Ψ({di, d¯i})
unmittelbar die folgenden Aussagen (i) und (ii):
(i): ar+1−l < ar+2−l < · · · < ar < a1 < · · · < ar−l
(ii): ai > bi fu¨r alle i = 1, . . . , r− l
(iii): a(j−1)modn 6 bj fu¨r ein j ∈ {1, . . . , r− l+ 1} oder l = 0.
Um (iii) zu zeigen, nehmen wir an, dass fu¨r l > 0 und alle j = 1, . . . , r − l + 1 gelte
a(j−1)mod r > bj > bj−1, d.h. also a1 > b1, . . . ,ar−l > br−l und ar > br , was wegen
Aussage 1 aus Lemma 4.5 bedeutet, dass #P ∩ F = r − l + 1 > r − l = #P ∩ F und somit
einen Widerspruch ergibt.
Damit ist die Behauptung gezeigt, denn fu¨r
pi ∈ Sr, pi(i) :=
{
r+ i− l fu¨r i ∈ {1, . . . , l}
i− l fu¨r i ∈ {l+ 1, . . . , r}
gilt dann mit A := {ai}, B := {bi}:
(1) b1 < · · · < br
(2) api(1) < · · · < api(r)
(3) api(i+l) > bi fu¨r alle i = 1, . . . , r− l
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(4) api(j+l−1) 6 bj fu¨r ein j ∈ {1, . . . , r− l+ 1} oder l = 0,
und somit Ψ(K) = N(A,B). ¤
Eine symmetrische Triangulierung des 2n-Eckes bleibt bei zyklischer Neu-
Nummerierung des 2n-Eckes frei von (k + 1)-Kreuzungen. Diese Eigenschaft u¨bertra¨gt
sich wie folgt auf die Nichtseiten N(A,B):
Wir definieren fu¨r i, j ∈ [n], A ⊂ [n]:
(i, j) + (1, 1) = ((i+ 1)modn, (j+ 1)modn)
A+ 1 := {(x+ 1)modn
∣∣x ∈ A}
Lemma 4.6. Fu¨r Teilmengen A,B ⊂ [n], #A = #B = r gilt:
N(A,B) + (1, 1) = N(A+ 1,B+ 1).
Beweis. Seien A ′ := A + 1, B ′ = B + 1 und k ∈ N so, dass N(A,B) = {ai+k,bi
∣∣i = 1, . . . r},
das heißt es gilt
ai+k > bi fu¨r alle i = 1, . . . , r− k
aj+k−1 6 bj fu¨r ein j ∈ {1, . . . , r− k+ 1}
Wir unterscheiden die folgenden Fa¨lle:
1.: ar,br < n
Hier ist
A ′ = {a ′1, . . . ,a
′
r} = {a1 + 1, . . . ,ar + 1},
B ′ = {b ′1, . . . ,b
′
r} = {b1 + 1, . . . ,br + 1},
weshalb
a ′i+k = ai+k + 1 > bi + 1 = b
′
i fu¨r alle i = 1, . . . , r− k
a ′j+k−1 = aj+k−1 + 1 6 bj + 1 = b ′j fu¨r ein j ∈ {1, . . . , r− k+ 1}.
2.: ar = n,br < n
Hier ist
A ′ = {1,a ′2, . . . ,a
′
r} = {ar + 1,a1 + 1, . . . ,ar−1 + 1},
B ′ = {b ′1, . . . ,b
′
r} = {b1 + 1, . . . ,br + 1},
weshalb
a ′i+k+1 = ai+k + 1 > bi + 1 = b
′
i fu¨r alle i = 1, . . . , r− k− 1
a ′j+k = aj+k−1 + 1 6 bj + 1 = b ′j fu¨r ein j ∈ {1, . . . , r− k}.
falls j+ k 6= 1, bzw.
a ′1 = ar + 1 = 1 6 bj + 1 = b ′j fu¨r ein j ∈ {1, . . . , r− k}.
falls j+ k = 1.
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3.: ar < n,br = n
Hier ist k > 0, da ar 6 br. Es gilt:
A ′ = {a ′1,a
′
2, . . . ,a
′
r} = {a1 + 1, . . . ,ar + 1},
B ′ = {1,b2, . . . ,b ′r} = {br + 1,b1 + 1, . . . ,br−1 + 1},
weshalb
a ′i+k−1 = ai+k−1 + 1 > bi−1 + 1 = b
′
i fu¨r alle i = 2, . . . , r− k
und a ′k = ak + 1 > b
′
1 = 1
a ′j+k−2 = aj+k−2 + 1 6 bj−1 + 1 = b ′j fu¨r ein j ∈ {2, . . . , r− k}.
4.: ar,br = n
Hier ist ebenfalls k > 0 da n = ar 6 br = n. Es gilt:
A ′ = {1,a ′2, . . . ,a
′
r} = {ar + 1,a1, . . . ,ar−1 + 1},
B ′ = {1,b2, . . . ,b ′r} = {br + 1,b1 + 1, . . . ,br−1 + 1},
weshalb
a ′i+k = ai+k−1 + 1 > bi−1 + 1 = b
′
i fu¨r alle i = 2, . . . , r− k,
a ′k+1 = ak+1 + 1 > 1 = b
′
1 = br + 1 und
a ′j+k−1 = aj+k−2 + 1 6 bj−1 + 1 = b ′j fu¨r ein j ∈ {2, . . . , r− k}.
¤
Korollar 4.7. Fu¨r alle n ∈ N, i, r ∈ [n] gilt, dass
σ ∈ Dnk genau wenn σ+ r · (1, 1) ∈ Dnk ,
insbesondere ist
linki,(i+1)modnD
1
n
∼= link1,2D1n.
Beweis. Unmittelbar aus Lemma 4.6. ¤
5. Das Zykloeder D1n als Graphkomplex Rn
In diesem Abschnitt entwickeln wir fu¨r den Komplex der Typ-B Triangulierungen des
2n-Ecks und somit fu¨r den Randkomplex des Zykloeders eine alternative kombinatori-
sche Beschreibung als Graphkomplex. Wir erhalten durch diese neue Sichtweise eine
Reihe von Ergebnissen aus [Si], insbesondere eine explizite Bestimmung der Multipli-
zita¨t und der Dimension sowie die Reinheit von D1n. Wir zeigen außerdem, dass D1n eine
Pseudomannigfaltigkeit ist. Als neues Ergebnis erhalten wir einen Zusammenhang zwi-
schen den Koeffizienten des Lucaspolynoms bnj und den zentralen Binomialkoeffizienten(
2n
n
)
. Außerdem gelingt uns mit dieser Sichtweise die Bestimmung der Multiplizita¨t ei-
nes Unterkomplexes der Typ-B Triangulierungen, der in Abschnitt 6 aus Kapitel 4 eine
Rolle spielen wird.
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Abbildung 5. Realisierung von D14
Theorem 5.1. [Si] Der simpliziale Komplex D1n ist als Randkomplex eines (n − 1)-
dimensionalen simplizialen Polytopes, des so genannten ZYKLOEDERS bzw. TYP-B AS-
SOZIAEDERS realisierbar (siehe Abbildung 5). Der f-Vektor berechnet sich durch
fi−1(D
1
n) =
(
(n− 1)
i
)(
n
i
)
, 0 6 i 6 n− 1,
und der h-Vektor durch
hi(∆
1
n) =
(
n− 1
i
)2
, 0 6 i 6 n− 1.
Die polytopale Realisierbarkeit von D1n wird in [Si] durch die Definition einer Folge von
so genannten Stern-Unterteilungen bewiesen. Bei diesem Verfahren wird ausgehend
vom (n − 1)-dimensionalen Simplex nacheinander ein Punkt im Inneren ausgewa¨hlter
Seiten in konvexe Lage verschoben. Dieses Verfahren gewa¨hrleistet in jedem Schritt
die Polytopalita¨t, hat aber den Nachteil, dass keine kombinatorisch motivierten Ecken-
koordinaten oder facettenunterstu¨tzende Ungleichungssysteme zur Verfu¨gung gestellt
werden. Abbildung 5 zeigt eine Realisierug von D14.
Ein kombinatorisch motiviertes Ungleichungsystem findet sich bei [St]: Ein ZYKLI-
SCHES SUBINTERVALL von [n] ist eine Teilmenge vom Typ {i, (i + 1)modn, . . . , (i +
k)modn} fu¨r i, k ∈ [n]. Wir bezeichnen mit PC(n) die Menge aller echten zyklischen Sub-
intervalle von [n] geordnet durch Inklusion und die Abbildung c sei durch c : PC(n) →
R, I 7→ 3#I gegeben.
Theorem 5.2. [St] Man erha¨lt durch
Wn :=
{
(t1, . . . , tn) ∈ Rn
∣∣ n∑
i=1
tk = c([1,n]),
∑
k∈I
tk > c(I), I ∈ PC(n)
}
eine Realisierung des (n− 1)-dimensionalen Zykloeders.
Eine alternative kombinatorische Beschreibung ergibt sich nach [St] wie folgt:
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Abbildung 6. (2, 4) liegt links von (1, 4) im Uhrzeigersinn, (3, 2) liegt links von (1, 4)
Sei BC(n) die Menge der ZYKLISCHEN KLAMMERUNGEN n unabha¨ngiger Variablen.
Das heißt ein Element aus BC(n) entspricht einer zyklischen Permutation pi ∈ Cn ge-
meinsam mit einer zula¨ssigen Klammerung der Variablen xpi(1) · · · xpi(n). Falls b ′ eine
Klammerung von xpi(1) · · · xpi(s) ist und b ′′ eine Klammerung von xpi(s+1) · · · xpi(n), so
werden die Elemente b ′b ′′ und b ′′b ′ in BC(n) miteinander identifiziert. Die zyklischen
Klammerungen werden durch die Relation
b ≺ b ′ genau dann wenn b ′ aus b durch Weglassen von Klammerpaaren entsteht
zu einer partiell geordneten Menge.
Satz 5.3. ([St]) (BC(n),≺) ist isomorph zum dualen Seitenverband des n − 1-
dimensionalen Zykloeders.
5.1. Raufuß-Graphen. Im folgenden verstehen wir unter einem GERICHTETEN GRA-
PHEN G eine Teilmenge von [n] × [n]. Dabei ist [n] die ECKENMENGE und [n] × [n] die
KANTENMENGE. Folglich nennen wir ein Tupel (i, j) ∈ G (gerichtete) KANTE von G,
dabei ist i der KOPF und j der SCHWANZ (engl. HEAD und TAIL) der Kante. Allgemein
nennen wir i ∈ [n] Kopf in G, wenn eine Kante in G existiert, so dass i Kopf dieser Kante
ist, ebenso sagen wir, dass j ∈ [n] Schwanz in G ist, wenn j Schwanz einer Kante in G
ist. Gilt i = j, so ist die Kante (i, j) eine SCHLEIFE.
Ein GRAPH-KOMPLEX ist in diesem Kontext ein simplizialer Komplex, dessen Ecken-
menge aus der Menge der Kanten [n]× [n] besteht.
Zu i, j ∈ [n] definieren wir eine Ordnung auf den zyklischen Intervallen wie folgt:
[i, j] := {i ≺ (i+ 1)modn ≺ (i+ 2)modn ≺ · · · ≺ j}.(8)
Wir sagen, die Kante (k, l) ∈ [n] × [n] liege Links von (i, j) falls k, l ∈ [i, j], und (k, l)
liege IM UHRZEIGERSINN LINKS VON (i, j), falls (k, l) links von (i, j) und k ≺ l (siehe
Abbildung 6). Ein Paar von Kanten (i, j), (k, l) nennen wir U¨BERKREUZUNG, falls i, j, k, l
paarweise verschiedene Elemente aus [n] sind und #{k, l} ∩ [i, j] = 1.
Einen gericheten Graphen G auf n > 2 Ecken nennen wir RAUFUSS-GRAPHEN, falls
R0: G keine Schleifen hat und
R1: Kein Kopf in G zugleich auch Schwanz ist und
R2: G keine U¨berkreuzungen entha¨lt und
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Abbildung 7. Bis auf Rotation alle Raufuß-Graphen auf 4 Knoten
R3: Links von jeder Kante jede Kante im Uhrzeigersinn gerichtet ist.
Bemerkung 5.4. Die Eigenschaft, ein Raufuß-Graph zu sein, bleibt bei der Wegnah-
me von Kanten erhalten. Diese Monotonie-Eigenschaft macht die Menge aller Raufuß-
Graphen zu einem Simplizialen Komplex, dessen Eckenmenge aus den Kanten [n] ×
[n]\{(i, i), i ∈ [n]} besteht und den wir mit Rn bezeichnen.
Abbildung 7 zeigt bis auf Rotation alle Raufuß-Graphen auf 4 Knoten.
Satz 5.5. Der Komplex D1n ist isomorph zum Komplex der Raufuß-Graphen auf n Ecken
Rn.
Beweis. Wie im Beweis von Satz 4.1 und mit Hilfe von Lemma 4.2 identifizieren wir die
Eckenmenge von D1n mit [n] × [n]\{(i, i)
∣∣i ∈ [n]}. Auf diese Weise fassen wir die Seiten
von D1n als gerichtete Graphen auf. Wir zeigen zuerst, dass ein gerichteter Graph G,
der kein Raufuß-Graph ist, keine Seite von D1n ist. Wegen Lemma 4.2 entha¨lt kein G ∈
D1n Schleifen. Sei G ein gerichteter Graph, der eine der Bedingungen R1. . . R3 verletzt.
Dann gibt es ein Kantenpaar in G, das eine dieser Bedingungen verletzt. Wegen der
’Rotationsinvarianz’ in Korollar 4.7 und in R1. . . R3 ko¨nnen wir unsere Betrachtungen
auf Kanten (1, j), (k, l) beschra¨nken.
Mit Verweis auf Abbildung 8 stellen wir zuna¨chst fest, dass mit A := {1,k},B := {j, l}
genau dann {x1,j, xk,l} = N(A,B) gilt, wenn
(l < j und k > l) oder(9)
(l > j und 1 < k 6 j).(10)
Wir betrachten die folgenden Fa¨lle:
Die Kanten verletzen R1: Dann gilt entweder j = k oder l = 1. Im Fall j = k ist
fu¨r k > l (9) erfu¨llt und fu¨r k < l gilt (10). Im Fall l = 1 ist (9) erfu¨llt.
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Abbildung 8. Die Menge der (k, l), so dass {(1, j), (k, l)} = N(A,B).
Die Kanten verletzen R2: Dann sind 1, j, k, l paarweise verschieden und es gilt
aus Symmetriegru¨nden ohne Einschra¨nkung #{k, l} ∩ [1, j] = 1. Das heißt, ent-
weder gilt 1 < k < j < l und somit (10) oder 1 < l < j < k und somit (9).
Die Kanten verletzen R3: Falls (1, j) links von (k, l) ist oder (k, l) links von (1, j),
so gilt 1 < l < k < j, also (9).
In allen genannten Fa¨llen gilt, dass G eine (minimale) Nichtseite N(A,B) von D1n
entha¨lt, falls G kein Raufuß-Graph ist.
Sei umgekehrtG ein Graph, der eine NichtseiteN(A,B) fu¨r TeilmengenA,B ⊂ [n], #A =
#B = 2 entha¨lt. Wiederum ko¨nnen wir wegen der Rotationsinvarianz annehmen, dass
G ein Kantenpaar (1, j), (k, l) entha¨lt, das (9) oder (10) erfu¨llt.
Das Kantenpaar erfu¨llt (9): Es gilt also k > l. Fu¨r l = 1 ist R1 nicht gegeben,
fu¨r l > 1 betrachten wir die Fa¨lle
(1) l < j = k. Wiederum ist R1 nicht erfu¨llt.
(2) 1 < l < j < k. Hier ist R2 nicht gegeben.
(3) 1 < l < k < j. Hier gilt R3 nicht.
Das Kantenpaar erfu¨llt (10): Es gilt also l > j > k. Wir betrachten die Fa¨lle
(1) j = k < l, was R1 nicht erfu¨llt.
(2) k < j < l, was R2 widerspricht.
In allen Fa¨llen ist G also kein Raufuß-Graph. ¤
Mit Hilfe des folgenden Lemmas zeigen wir in Satz 5.7, dass Rn den Komplex Rn−1 als
Link entha¨lt.
Lemma 5.6. Jeder maximale Raufuß-Graph entha¨lt eine Kante vom Typ (i, (i+1)modn)
und ho¨chstens eine Kante vom Typ ((i+ 1)modn, i).
Beweis. Angenommen ein maximaler Raufuß-Graph G enthalte kein Element (i, (i +
1)modn). Dann gibt es eine Kante (k, l) in G so dass |k − l| > 1 und |k − l| > |m − n| fu¨r
alle Kanten (m,n) ∈ G. Das bedeutet, dass keine Kante links von (k, l) verla¨uft, somit
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l−1 kein Kopf ist. Dann kann aber die Kante (k, (l−1)modn) zu G hinzugefu¨gt werden,
ohne dass R1. . .R3 verletzt wu¨rden, denn (k, l − 1) ist links von (k, l) und kann somit
keine U¨berkreuzung verursachen und falls sie gegen den Uhrzeigersinn links von einer
Kante verlaufen wu¨rde, so ta¨te dies auch (k, l). Daraus folgt, dass G ⊂ G ∪ {(k, l − 1)},
ein Widerspruch zur Maximalita¨t. Die zweite Aussage folgt aus der Tatsache, dass je
zwei Elemente aus der Menge {((i + 1)modn, i)
∣∣i ∈ [n]} links gegen den Uhrzeigersinn
voneinander verlaufen. ¤
Satz 5.7. Fu¨r n ∈ N ist
linkRn(1, 2) ∼= Rn−1.
Beweis. Wir definieren die Abbildungen
ψ : [n− 1] → [n]
i 7→
{
1 falls i = 1
i+ 1 falls i > 1,
ψ ′ : [n− 1] → [n]
i 7→ i+ 1,
φ : [n] → [n− 1]
i 7→
{
1 falls i = 1, 2
i− 1 falls i > 2.
Offensichtlich gilt:
φ ◦ψ(i) = i fu¨r alle i ∈ [n− 1],
φ ◦ψ ′(i) = i fu¨r alle i ∈ [n− 1],
ψ ◦ φ(i) =
{
1 falls i = 1, 2
i falls i > 2,
ψ ′ ◦ φ(i) =
{
2 falls i = 1, 2
i falls i > 2.
Seien contr12 : linkRn(1, 2) → Rn−1
σ 7→ {(φ(i),φ(j)) ∣∣(i, j) ∈ σ}\{(1, 1)},
und ext12 : Rn−1 → linkRn(1, 2)
τ 7→
{
{(ψ(i),ψ(j))
∣∣(i, j) ∈ τ} falls 1 Kopf in τ
{(ψ ′(i),ψ ′(j))
∣∣(i, j) ∈ τ} sonst.
Die Abbildung contr12 ist wohldefiniert: Sei σ ∈ linkRn(1, 2) und σˆ := contr12 σ. Da
φ injektiv bis auf i ∈ {1, 2} ist, entha¨lt σˆ keine Schleifen. Eine Menge {i, j, k, l} paar-
weise verschiedener Indizes wird von φ genau dann nicht auf sich selbst abgebildet,
wenn #{φ(i),φ(j),φ(k),φ(l)} < 4. Da U¨berkreuzungen in Definition 8 fu¨r paarweise
verschiedene Indizes definiert wurden, erfu¨llt σˆ die Bedingung R2. Fu¨r k, l ∈ [i, j] gilt
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k Â l ⇔ φ(k) Â φ(l), somit kann σˆ nicht R3 verletzen. Die Bedingung R1 ist nur dann
nicht erfu¨llt, wenn in σ eine Kante (1, j), j 6= 2 existiert und die Ecke 2 zugleich ein
Schwanz ist, d.h. eine Kante (k, 2) ∈ σ existiert. Dies kann aber nicht sein, da sich fu¨r
k > j die Kanten u¨berschneiden wu¨rden und fu¨r k 6 j die Kante (k, 2) links von (1, j)
gegen den Uhrzeigersinn verlaufen wu¨rde.
Die Abbildung ext12 ist wohldefiniert: Sei τ ∈ Rn−1, 1 kein Kopf in τ und τˆ := ext12 τ ∪
{(1, 2)}. Dann erfu¨llt wegen der Rotationsinvarianz τ + (1, 1) die Bedingungen R1. . .R3
auch in Rn. Da 1 kein Kopf in τ war, ist 2 kein Kopf in τˆ, also ist R1 in τˆ erfu¨llt. Es ist
klar, dass (1, 2) im Graph τˆ keine U¨berkreuzung bilden kann. Da der gesamte Graph τˆ
rechts von (1, 2) liegt, kann R3 nur dann nicht erfu¨llt sein, wenn eine Kante (k, l) ∈ τˆ
existiert, so dass (1, 2) links von (k, l) verla¨uft. Dann sind aber 1, 2 ∈ [k, l], also ist k > l.
Das hat zur Folge, dass 1 Â 2 in [k, l] und somit (1, 2) im Uhrzeigersinn gerichtet ist.
Insgesamt ist also τˆ ∈ Rn und damit auch ext12 τ ∈ linkRn(1, 2).
Sei nun τ ∈ Rn−1 so dass 1 ein Kopf in τ. Wir wollen zeigen, dass τˆ := ext12 τ∪ {1, 2} ∈ Rn.
Wir definieren τ˜ := {(k, l) ∈ τ : k, l > 1} ∈ Rn−1.
Wegen der Rotationsinvarianz ist τˆ\{(1, j) : j ∈ [n]} = τ˜+ (1, 1) ∈ Rn. Es bleiben also nur
Kantenpaare (1, j), (k, l) ∈ ext12 τ ∪ {(1, 2)} zu untersuchen mit (k, l) ∈ τ˜+ (1, 1).
R1: Da τ˜+(1, 1) nicht die Ecken 1, 2 entha¨lt folgt sofort, dass 1 nicht Schwanz und
2 nicht Kopf in τˆ sein kann. Sei (1, j) ∈ τˆ mit j > 2. Dann ist (1, j − 1) ∈ τ, somit
ist j− 1 kein Kopf in τ, also j kein Kopf in τˆ.
R2: Die Kantenmenge {(1, x) ∈ τˆ, x ∈ [n]} entha¨lt trivialer Weise keine U¨berkreu-
zung. Angenommen (1, x) kreuzte sich mit (k, l) in τˆ mit x 6= 2. Dann wu¨rden
sich auch (1, x− 1), (k− 1, l− 1) in τ kreuzen. Die Kante (1, 2) schließlich ist nie
in einer U¨berkreuzung enthalten.
R3: Eine Kante (1, j) verlaufe links von (k, l) in τˆ, das heißt es ist 1 ∈ [k, l], also k >
l > j und somit 1 Â j in [k, l] im Fall k, l > j. Deshalb ist (1, j) im Uhrzeigersinn
links von (k, l). Falls k, l 6 j ist j > 2. Angenommen, hier wu¨rde (1, j) gegen
den Uhrzeigersinn verlaufen, dann ta¨te dies auch (1, j − 1) links von (k − 1, l −
1) in τ, was nicht sein kann. Falls eine Kante (k, l) links von (1, j) gegen den
Uhrzeigersinn gerichtet wa¨re, so wu¨rde j > 2 gelten und k > l. Damit wu¨rde
aber (k−1, l−1) links von (1, j−1) in τ gegen den Uhrzeigersinn verlaufen, was
nicht sein kann.
Wir zeigen noch, dass contr12 ◦ ext12 = idRn−1 und ext12 ◦ contr12 = idlinkRn(1,2).
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Sei τ ∈ Rn−1, σ ∈ linkRn(1, 2) und ψ˜ lese man entweder nur als ψ oder nur als ψ ′. Dann
gilt
contr12 ◦ ext12(τ) = contr12
(
{ψ˜(i), ψ˜(j))
∣∣(i, j) ∈ τ})
= {(φ(ψ˜(i)),φ(ψ˜(j))
∣∣(i, j) ∈ τ}
= τ
ext12 ◦ contr12(σ) = ext12({(φ(i),φ(j))
∣∣(i, j) ∈ σ}
falls 1 Kopf ist
= {ψ(φ(i)),ψ(φ(j))
∣∣(i, j) ∈ σ}
da (k, 2) /∈ ext12(σ) fu¨r alle k > 2 = σ∣∣i>2 ∪ {(1,k) ∈ σ∣∣k > 2}
= σ.
falls 1 kein Kopf ist
= {ψ ′(φ(i)),ψ ′(φ(j))
∣∣(i, j) ∈ σ}
= σ∣∣i>2
= σ.
Da offensichtlich ext12, contr12 Inklusionen erhalten, gilt die Behauptung. ¤
Korollar 5.8. Der Komplex Rn ist fu¨r alle n > 2 ein reiner, (n − 2)-dimensionaler sim-
plizialer Komplex und eine Pseudomannigfaltigkeit.
Beweis. Der Komplex R2 = {∅, (1, 2), (2, 1)} ist ein 0-dimensionaler, reiner Komplex und
eine Pseudomannigfaltigkeit. Fu¨r n > 2 ko¨nnen wir wegen Lemma 5.6 und Korollar 4.7
ohne Einschra¨nkung eine Facette F ∈ Rn betrachten mit (1, 2) ∈ F. Also ist F\{(1, 2)} ∈
linkRn(1, 2). Nach Satz 5.7 ist F\{(1, 2)} isomorph zu einer Facette in R1(n−1) und entha¨lt
nach Induktionsvoraussetzung (n− 2) Elemente, woraus die erste Behauptung folgt.
Sei R eine maximale echte Seite einer Facette F. Wieder du¨rfen wir annehmen, dass
(1, 2) ∈ F. Falls (1, 2) ∈ R gilt, ist R\{1, 2} ∈ linkRn(1, 2) und eine maximale echte Seite
der Facette F\{(1, 2)} in linkRn(1, 2) ∼= Rn−1. Also existiert nach Induktionsvorausset-
zung genau eine weitere Facette G˜ ∈ linkRn(1, 2), die R\{(1, 2)} entha¨lt. Damit folgt, dass
F,G := G˜ ∪ {(1, 2)} die einzigen Facetten sind, die R enthalten.
Falls wir nicht annehmen ko¨nnen, dass (1, 2) ∈ R gilt, so ist auch (i, (i + 1)modn) /∈ R
fu¨r alle i ∈ [n]. Da aus dem ersten Teil folgt, dass R genau n − 2 Elemente entha¨lt
und nach Lemma 5.6 ho¨chstens ein Element aus der Menge {((i + 1)modn, i)
∣∣i ∈ [n]}
enthalten kann, muss es eine Kante (k, l) ∈ R geben, fu¨r die |(k − l)modn| > 1 gilt.
Ohne Einschra¨nkung nehmen wir an, es sei die Kante (1, j), j 6= 2,n. Wir betrachten die
induzierten Subgraphen R1 auf [j] und R2 auf {1, j, j+ 1, . . . ,n}. Da nur eine Kante zu R in
Rn hinzugefu¨gt werden kann, ist genau eine der beiden Seiten R1 oder R2 isomorph zu
einer Facette in R1j bzw. R
1
n−j+2. Nach Induktionsvoraussetzung gibt es fu¨r die andere
Seite genau 2 Mo¨glichkeiten, diese zu einer Facette zu erga¨nzen. Also ist R in genau zwei
Facetten enthalten und Rn eine Pseudomannigfaltigkeit. ¤
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Aus der iterierten Anwendung von Satz 5.7 und Lemma 5.6 folgt sofort
Korollar 5.9. Sei A ⊂ [n] und Aˆ := {(i, (i+ 1)modn)∣∣i ∈ A}. Dann gilt
linkRn(Aˆ) ∼=
{
R1n−#A falls {p, (p+ 1)modn} 6⊂ A fu¨r alle p ∈ [n]
{∅} sonst.
Wir mo¨chten Korollar 5.9 zur Ermittlung einer Rekursionsformel fu¨r die Multiplizita¨t
von D1n bzw. Rn. verwenden. Die Anzahl der Facetten von linkRn(Aˆ) ha¨ngt offenbar nur
von der Ma¨chtigkeit von Aˆ und der Tatsache, ob A zwei zyklisch aufeinanderfolgende
Zahlen p, (p + 1)modn entha¨lt, ab. Von Interesse ist also zuna¨chst die Bestimmung der
Anzahl solcher Mengen, die wir im folgenden Satz vornehmen.
Satz 5.10. Seien
bnj := #{A ⊂ [n]
∣∣#A = j, (p, (p+ 1)modn) /∈ A fu¨r alle p ∈ [n]}.
Dann gilt:
(1) bnj = 0 fu¨r alle j > n2 .
(2) bn0 = 1 fu¨r alle n ∈ N.
(3) bnj = b
n−1
j + b
n−2
j−1 fu¨r alle n > 1.
(4) bnj =
(
n−j
j
)
+
(
n−j−1
j−1
)
fu¨r alle 0 6 2j 6 n.
Beweis. Die Zahlen bjn mit den Eigenschaften (1) bis (4) sind die Koeffizienten des Lu-
caspolynoms [Bro] und Folge Nr. A034807 in der ON-LINE ENCYCLOPEDIA OF INTEGER
SEQUENCES [Sl], dort findet sich auch der Hinweis, dass bjn fu¨r j 6 bn2 c die Anzahl der
j-matchings in einem n-Eck angibt. Dabei ist ein j-matching im n-Eck eine j-elementige
Menge paarweiser disjunkter 2-elementiger Mengen vom Typ {i1, (i1+1)modn}. Die Ab-
bildung
{{i1, (i1 + 1)modn}, . . . , {ij, (ij + 1)modn}} 7→ {i1, . . . , ij}
liefert offensichtlich eine Bijektion zwischen den j-matchings und den j-elementigen
Teilmengen von [n], die keine zwei zyklisch aufeinander folgenden Zahlen p, (p+1)modn
enthalten. ¤
Satz 5.11. Fu¨r die Anzahl T(n, 1) der Facetten von D1n bzw. Rn gilt:
T(n, 1) =
bn2 c∑
l=1
(−1)l+1bnl · T(n− l, 1)(11)
mit T(2, 1) = 2, T(3, 1) = 6, T(4, 1) = 20.
Beweis. Sei Ai die Menge der Facetten in Rn, die die Kante (i, i+ 1) enthalten. Fu¨r eine
Indexmenge {i1, . . . , il} ⊂ [n] ist dann |Ai1 ∩ · · · ∩Ail | die Anzahl der Facetten, die die
Kanten (ij, ij + 1) fu¨r j = 1, . . . , l enthalten. Diese stehen in eins- zu-eins-Beziehung zu
den Facetten von linkRn({(ij, ij + 1), j = 1, . . . , l}. Nach Lemma 5.9 ha¨ngt diese Zahl nur
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von l ab und ist T(n − l, 1) falls {ij, j = 1, . . . , l} zu den in Satz 5.10 geza¨hlten Mengen
geho¨rt und 0 sonst. Unter Verwendung der SIEBFORMEL (siehe z.B. [Ai]) erhalten wir:
∣∣∣∣∣
n⋃
i=1
Ai
∣∣∣∣∣ =
n∑
l=1
(−1)l+1
∑
{i1,...,il}⊂[n]
|Ai1 ∩ · · · ∩Ail |
=
n∑
l=1
(−1)l+1bnl · T(n− l, 1)
=
bn2 c∑
l=1
(−1)l+1bnl · T(n− l, 1).
¤
Wir lo¨sen diese Rekursionsgleichung (11) in Korollar 5.17. Dazu bringen wir zuna¨chst
die Facetten von Rn in Zusammenhang mit gewissen Vektoren, deren Abza¨hlung leich-
ter fa¨llt. Wir beno¨tigen folgendes Lemma:
Lemma 5.12. Jeder Knoten in einem maximalen Raufuß-Graphen ist entweder Kopf oder
Schwanz.
Beweis. Wir zeigen ohne Einschra¨nkung, dass n Kopf oder Schwanz sein muss. Ange-
nommen, es ga¨be einen Raufuß-Graphen G, in der n weder Kopf noch Schwanz ist. Dann
du¨rfte dort die Kante (n, 1) nicht hinzugefu¨gt werden. Da (n, 1) in keiner Kreuzung ent-
halten ist und falls (n, 1) links von einer Kante verla¨uft, dann nur im Uhrzeigersinn, ist
das einzige mo¨gliche Hindernis in G, dass 1 Kopf oder n Schwanz ist. Da wir letzteres
ausgeschlossen hatten, muss eine Kante (1, j) ∈ G existieren, wir wa¨hlen j maximal.
Dann kann aber (n, j) hinzugefu¨gt werden, denn falls es eine Kante in G ga¨be, die (n, j)
kreuzte, so kreuzte sie sich auch mit (1, j) und falls es eine Kante ga¨be, so dass (n, j)
links von dieser gegen den Uhrzeigersinn verliefe, so ta¨te dies auch (1, j). ¤
Maximale Raufuß-Graphen sind eindeutig durch die Festlegung, welche Knoten mit wel-
cher Vielfachheit Schwa¨nze sind, festgelegt. Eine analoge Aussage gilt auch fu¨r Ko¨pfe:
Definition 5.13. Zu einer Facette F ∈ Rn sei vF ∈ Nn−1 mit
vFi = #{k 6 n
∣∣(i+ 1,k) ∈ F}, i = 1, . . . ,n− 1.
Satz 5.14. Fu¨r alle n > 2, v ∈ Nn−1 mit |v| =∑ vi 6 n−1 existiert eine eindeutige Facette
F ∈ Rn so dass v = vF. Umgekehrt gilt fu¨r alle Facetten F von Rn, dass |vF| 6 n− 1.
Beweis. Da die Dimension von Rn nach Satz 5.8 n− 2 ist, entha¨lt eine Facette ho¨chstens
n− 1 Elemente, weshalb |vF| 6 n− 1 gilt.
Wir beweisen die Existenz und Eindeutigkeit per Induktion u¨ber n. Fu¨r n = 2 ist
v{(1,2)} = (0), v{(2,1)} = (1).
Zur Eindeutigkeit: Sei F Facette von Rn mit (1, 2) ∈ F und G ∈ Rn eine beliebige andere
Facette.
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1. Fall: (1, 2) ∈ G Dann ist
v
contr1,2 F
j = v
F
j+1 fu¨r alle j = 1, . . . ,n− 2
und
v
contr1,2G
j = v
G
j+1 fu¨r alle j = 1, . . . ,n− 2.
Nach Induktionsvoraussetzung ist vcontr1,2 F 6= vcontr1,2G und somit auch
vF = vext12 contr12 F∪(1,2) = (0, vcontr12 F) 6= (0, vcontr12G) = vG.
2. Fall: (1, 2) /∈ G
Wir nehmen an, dass vF = vG. Da 2 in F ein Schwanz ist, ist vF1 = 0 und somit
auch vG1 = 0, also ist 2 ein Schwanz in G. Sei also (k, 2) ∈ G. Der Knoten 1 ist
dann aber kein Kopf in G, da (1, l) links von (k, 2) ist und gegen den Uhrzeiger-
sinn, falls l 6= 2. Da F und G insgesamt n−1 Kanten enthalten, muss |vG| = n−1
gelten, denn alle Kanten in G haben einen von 1 verschiedenen Kopf. Anderer-
seits muss aber (n − 1) > |vF| gelten, da ho¨chstens n − 2 Kanten in F existieren
ko¨nnen, dessen Kopf von 1 verschieden ist.
Zur Existenz:
Zu v ∈ Nn−1 sei v˜j :=
{
(n− 1) − |v| fu¨r j = 1
vj−1 fu¨r j = 2, . . . ,n− 1.
Wegen Korollar 4.7 ist klar, dass falls v = vF fu¨r eine Facette F von Rn gilt, auch v˜ =
vF+(1,1).
Es ist also keine Einschra¨nkung, die Existenz einer Facette fu¨r einen Vektor zu zeigen
mit v1 = 0 und |v| < n−1, sonst wende die ∼-Operation auf v an, bis diese Voraussetzung
erfu¨llt ist.
Wir betrachten den Vektor
v ′j = vj+1 fu¨r j = 1, . . . ,n− 2.
Da v ′ ∈ Nn−2 und |v ′| = |v| 6 n − 2 existiert nach Induktionsvoraussetzung eine Facette
Fˆ ∈ Rn−11 mit vFˆ = v ′. Sei F := ext1,2 Fˆ ∪ (1, 2). Nach Satz 5.7 ist ext12 Fˆ eine Facette in
link12Rn1 und F somit eine Facette in Rn. Da Ko¨pfe in Fˆ, die verschieden von 1 sind, in F
um eins erho¨ht werden und 2 ein Schwanz in F ist, gilt:
vFj =
{
v ′j fu¨r j > 2
0 fu¨r j = 1
also ist vF = v.
¤
Definition 5.15. Zu einer Facette F ∈ Rn sei wF ∈ Nn−1 mit
wFi = #{k 6 n
∣∣(k, i+ 1) ∈ F}, i = 1, . . . ,n− 1.
5 Das Zykloeder D1n als Graphkomplex Rn 47
Satz 5.16. Fu¨r alle n ∈ N, w ∈ Nn−1 mit |w| := ∑wi 6 n − 1 existiert eine eindeutige
Facette F ∈ Rn so dass w = wF. Umgekehrt gilt fu¨r alle Facetten F von Rn, dass |wF| 6
n− 1.
Beweis. Da die Dimension von Rn nach Satz 5.8 n− 2 ist, entha¨lt eine Facette ho¨chstens
n− 1 Elemente, weshalb |wF| 6 n− 1 gilt.
Wir beweisen die Existenz und Eindeutigkeit per Induktion u¨ber n. Fu¨r n = 2 ist
w{(1,2)} = (1), w{(2,1)} = (0).
Zur Eindeutigkeit: Sei F Facette von Rn mit (1, 2) ∈ F und G ∈ Rn eine beliebige andere
Facette.
1. Fall: (1, 2) ∈ G Dann ist
w
contr1,2 F
j = w
F
j+1 fu¨r alle j = 1, . . . ,n− 2
und
w
contr1,2G
j = w
G
j+1 fu¨r alle j = 1, . . . ,n− 2.
Nach Induktionsvoraussetzung ist wcontr1,2 F 6= wcontr1,2G und somit auch
wF = wext12 contr12 F∪(1,2) = (wF1 ,w
contr12 F) 6= (wG1 ,wcontr12G) = wG.
2. Fall: (1, 2) /∈ G
Wir nehmen an, dass wF = wG. Da (1, 2) ∈ F, ist wF1 > 0, also auch wG1 > 0.
Somit ist 2 ein Schwanz in G. Sei also (k, 2) ∈ G. Der Knoten 1 ist dann aber
kein Kopf in G, da (1, l) links von (k, 2) ist und gegen den Uhrzeigersinn, falls
l 6= 2. Nach Lemma 5.12 ist 1 dann ein Schwanz in G. Da G genau (n − 1)
Kanten entha¨lt und Kanten, deren Schwanz 1 ist, keinen Beitrag zu wG leisten,
gilt |wG| < n− 1. Andererseits ist 1 ein Kopf in F, somit sind alle Schwa¨nze in F
verschieden von 1, weshalb |wF| = n− 1 gilt, ein Widerspruch.
Zur Existenz:
Wir ko¨nnen, mit a¨hnlichen Argumenten wie oben, ohne Einschra¨nkung annehmen, dass
w1 6= 0 und |w| = n − 1. Sei w ′ der Vektor mit w ′j = wj+1 fu¨r j = 1, . . . ,n − 2. Da |w ′| 6
n− 2 existiert nach Induktionsvoraussetzung eine Facette Fˆ von D1n−1 mit wFˆ = w ′. Sei
F := ext12 Fˆ ∪ (1, 2), dann ist wF = (n− 1− |w ′|,w ′) = w. ¤
Korollar 5.17. Die Anzahl der Facetten von Rn ist
T(n, 1) =
n−1∑
i=0
(
n− 1
i
)2
=
(
2n− 2
n− 1
)
.
Beweis. Die Anzahl der GEORDNETEN r-PARTITIONEN VON m, also die Anzahl der Aus-
dru¨cke
a1 + · · ·+ ar = m
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mit 0 < ai ∈ N ist
(
m−1
r−1
)
, siehe z.B. [Ai]). Zu einem Vektor v ∈ Nn−1 sei supp(v) := {i∣∣vi 6=
0}. Wir fassen nun jeden solchen Vektor mit r = #supp(v) als geordnete r-Partition von
|v| auf und erhalten:
an =
∑
v∈Nn−1,|v|6n−1
1
=
∑
A⊂[n−1]
∑
v∈Nn−1,|v|6n−1,suppv=A
1
=
n−1∑
i=0
∑
A⊂[n−1],#A=i
∑
v∈Nn−1,|v|6n−1,suppv=A
1
=
n−1∑
i=0
∑
A⊂[n−1],#A=i
n−1∑
j=i
∑
v∈Nn−1,|v|=j,suppv=A
1
=
n−1∑
i=0
∑
A⊂[n−1],#A=i
n−1∑
j=i
(
j− 1
i− 1
)
=
n−1∑
i=0
(
n− 1
i
)n−1∑
j=i
(
j− 1
i− 1
)
=
n−1∑
i=0
(
n− 1
i
)2
=
(
2n− 2
n− 1
)
.
¤
Wir erhalten mit Satz 5.11 einen Zusammenhang zwischen den Koeffizienten des Lu-
caspolynoms bnj und den zentralen Binomialkoeffizienten
(
2n
n
)
:
Korollar 5.18. Es gilt(
2n− 2
n− 1
)
=
bn2 c∑
l=1
(−1)l+1bnl ·
(
2(n− l− 1)
n− l− 1
)
.(12)
5.2. Raufuß-Graphen und zyklische Klammerungen. Nachdem wir im vorherigen
Abschnitt bewiesen haben, dass Raufuß-Graphen genau die Graphen sind, die keine
Nichtseite des Zykloeders enthalten, mo¨chten wir in diesem Abschnitt noch eine direkte
Bijektion zwischen den Seiten des Zykloeders, die wie oben erwa¨hnt durch zyklische
Klammerungen b ∈ BC(n) beschrieben werden ko¨nnen, und der Menge der Raufuß-
Graphen definieren.
Lemma 5.19. Jede Facette F ∈ Rn entha¨lt genau eine Kante vom Typ (i, (i− 1)modn).
Beweis. Wir beweisen die Aussage mit Induktion u¨ber n. Da R2 = {∅, (1, 2), (2, 1)} ist die
Aussage fu¨r n = 2 wahr. Fu¨r n > 2 betrachten wir ohne Einschra¨nkung eine Facette
aus link12Rn. Nach Satz 5.7 ist contr12 F = {(1,k − 1), (i − 1, j − 1)
∣∣(1,k), (m,n) ∈ F, k 6=
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2,m 6= 1} eine Facette in Rn−1 und entha¨lt nach Induktionsvoraussetzung ein Element
(j, (j− 1)modn− 1), also entha¨lt F die Kante (j+ 1, j) falls j 6= 1 und die Kante (1,n− 1)
falls j = 1. Die Eindeutigkeit folgt aus Lemma 5.6. ¤
Satz 5.20. Die Menge BC(n) und die Menge der Raufuß-Graphen sind als partiell geord-
nete Mengen isomorph.
Beweis. Zu b ∈ BC(n) und einem zusammengeho¨rigen Klammerpaar nennen wir die
erste Variable rechts von der o¨ffnenden Klammer und die erste Variable links von der
schließenden Klammer IN b GEPAART. Wir definieren zu b ∈ BC(n) die Menge
σb := {(i, j)
∣∣xi, xj sind in b gepaart}.
Die Menge σb ist ein Raufuß-Graph: R1 entspricht der Unzula¨ssigkeit einer Klamme-
rung nur einer Variabler, R2 entspricht der Lesart einer Klammerung, der letzten o¨ff-
nenden Klammer die erste schließende Klammer zuzuordnen und R3 ist erfu¨llt, da sich
ein (k, l) ∈ σb links von einem (i, j) ∈ σb genau dann befindet, falls die entsprechen-
de Klammerung von xk, xl in die Klammerung von xi, xj geschachtelt ist. Das bedeutet,
dass fu¨r die zu b geho¨rende zyklische Permutation pi gilt:
pi−1(i) < pi−1(k) < pi−1(l) < pi−1(k),
und somit (k, l) im Uhrzeigersinn relativ zu (i, j) orientiert ist.
Umgekehrt fu¨gen wir zu σ ∈ Rn links der Variablen xi in das Wort x1 · · · xn eine o¨ffnende
Klammer und rechts der Variablen xj eine schließende Klammer ein, falls (i, j) ∈ σ gilt.
Wir bezeichnen das Wort gemeinsam mit allen Klammerpaaren als x1 · · · xnσ.
Nach Lemma 5.19 entha¨lt σ entweder eine Kante vom Typ ((i + 1)modn, i) oder eine
Kante von diesem Typ kann zu σ hinzugefu¨gt werden. Da alle Kanten aus σ dann links
von ((i+1)mod i, i) liegen, mu¨ssen sie im Uhrzeigersinn verlaufen, d.h. fu¨r alle (k, l) ∈ σ
gilt: k ≺ l in [(i+1)modn, i]. Das bedeutet, dass fu¨r die Permutation pi(j) = (j+i+1)modn
gilt:
pi−1(k) < pi−1(l) fu¨r alle Kanten (k, l) ∈ σ.
Also gilt, dass in dem permutierten Wort
bσ := xpi(1) · · · xpi(n)σ
die o¨ffnenden Klammern stets links von den schließenden Klammern stehen. Da σ keine
U¨berkreuzungen entha¨lt, paaren die Klammerpaare die Variablen (xi, xj) mit (i, j) ∈ σ.
Einzelne Elemente werden nicht von Klammern umschlossen, da in σ kein Kopf auch
Schwanz sein kann, deshalb ist die Klammerung zula¨ssig.
Offensichtlich gilt
b(σ
b) = b und σ(b
σ) = σ,
außerdem
b ′ ≺ b genau wenn σb ⊂ σb ′ .
¤
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6. Polytopalita¨t von Dn−2n
Vermutung 1.5 gibt Anlass zu der analogen Vermutung fu¨r den Komplex der Typ-B
verallgemeinerten k-Triangulierungen:
Vermutung 6.1. Der Komplex der Typ-B verallgemeinerten k-Triangulierungen ist fu¨r
alle n > k+ 1 als Randkomplex eines simplizialen Polytopes P realisierbar.
In Spezialfa¨llen ko¨nnen wir die Vermutung beweisen:
Satz 6.2. Der Komplex der Typ-B verallgemeinerten k-Triangulierungen ist fu¨r n = k+ 1
und n = 1 als Randkomplex eines (simplizialen) Polytopes P realisierbar. Fu¨r n = k + 1
ist P der k-Simplex und fu¨r n = 1 das Zykloeder.
Beweis. Fu¨r n = k + 1 besteht Ωn,k nur aus Durchmessern, die sich selbstversta¨ndlich
paarweise kreuzen. Daraus ergibt sich sofort, dass Dkn isomorph zum Randkomplex des
k-dimensionalen Simplex ist. Wie bereits erwa¨hnt ist D1n isomorph zum Rand des Typ-B
Associaeders oder Zykloeders, siehe dazu [Si] und Abschnitt 5. ¤
Wir zeigen nun, dass die Vermutung auch fu¨r n = k + 2 wahr ist. Das so genannte
GALE’S EVENESS-KRITERIUM liefert eine vollsta¨ndige Beschreibung des Seitenverban-
des zyklischer Polytope. Fu¨r gerade Dimensionen ergibt sich eine noch handhabbarere
Formulierung:
Definition 6.3. Sei Cn der ZYKELGRAPH, d.h. der Graph auf der Knotenmenge [n] mit
Kanten E := {{i, i + 1}, i = 1, . . . ,n − 1} ∪ {1,n}. Fu¨r eine Teilmenge σ ⊂ [n] sei Cn(σ) der
induzierte Subgraph, d.h. der Graph, der aus den Knoten σ besteht und nur Kanten e ∈ E
entha¨lt mit e ⊂ σ.
Theorem 6.4. Gale [Gr] Unter der Identifizierung jeder Ecke xi = (i, i2, i3, . . . , id) ∈ Rd
des d-dimensionalen zyklischen Polytopes mit dem Knoten i von Cn gilt fu¨r gerades d und
n > d: Genau dann ist σ ⊂ [n] eine Seite im Randkomplex von Cd(n) wenn
|σ|+ω(σ) 6 d
gilt, wobei ω(σ) die Anzahl der Zusammenhangskomponenten von Cn(σ) mit ungerader
Knotenzahl za¨hlt.
Lemma 6.5. Die minimalen Nichtseiten von C2n−4(2n) sind (unter der Identifizierung
aus Theorem 6.4) die (n− 1)-Teilmengen η ⊂ [2n], fu¨r die C2n(η) aus (n− 1) Zusammen-
hangskomponenten besteht.
Beweis. Zuna¨chst ist klar, dass fu¨r Teilmengen σ ⊂ [n] mit |σ| 6 n − 2 der induzierte
Graph C2n(σ) ho¨chstens n−2 Zusammenhangskomponenten mit ungerader Knotenzahl
haben kann, so dass in diesem Fall |σ| +ω(σ) 6 2n − 4 = d gilt. Nach Theorem 6.4 ist σ
eine Seite von C2n−4(2n). Falls |σ| = n−1 gilt und mindestens zwei Elemente i, j ∈ σ eine
Zusammenhangskomponente inC2n bilden, dann istω(σ) 6 n−3 und σ damit eine Seite.
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Abbildung 9. Nummerierung der Ecken von D64.
Offensichtlich ist jede Teilmenge η mit |η| = n − 1 und fu¨r die C2n(η) aus n − 1 Zusam-
menhangskomponenten besteht eine (minimale) Nichtseite, denn |η|+ω(η) = 2n−2 > d.
Betrachten wir irgend eine andere Nichtseite τ. Nach obiger Argumentation muss |τ| > n
gelten. Besteht C2n(τ) nur aus einelementigen Zusammenhangskomponenten oder der
vollen Menge [2n], so ist unmittelbar klar, dass fu¨r jedes v ∈ τ die Menge τ \ v ebenfalls
eine Nichtseite ist. Hat C2n(τ) eine Zusammenhangskomponente Z mit Knotenzahl |Z|
gro¨ßer als eins und besteht nicht aus allen Knoten, so findet sich in Z ein Knoten v, so
dass C2n(Z \ v) entweder einelementig ist oder aus zwei Zusammenhangskomponenten
besteht, von denen eine einelementig und die andere von der selben Parita¨t wie |Z| ist.
In beiden Fa¨llen gilt ω(τ \ v) = ω(τ) + 1, so dass auch τ \ v eine Nichtseite ist. ¤
Satz 6.6. Sei n > 3. Der Komplex der Typ-B verallgemeinerten n − 2-Triangulierungen
Dn−2n ist isomorph zum Randkomplex des zyklischen Polytopes C2n−4(2n).
Beweis. Wir betrachten, wie im Beweis von Satz 4.1, die Nichtseiten N(A,B) von Dnk
auf der Eckenmenge [n] × [n]\{(i, j)∣∣j = (i + l)modn fu¨r ein l < n − 2}. Bettet man die
Eckenmenge in die Matrix (i, j)161,j6n ein, so befinden sich fu¨r k = n − 2 in jeder Zeile
und jeder Spalte genau 2 Eintra¨ge, die Ecken von Dn−2n entsprechen. Wir betrachten
nun eine beliebige Nummerierung
ϕ : [n]× [n]\{(i, j)∣∣j = (i+ l)modn fu¨r ein l < n− 2} −→ [2n]
der Eckenmenge mit der Eigenschaft, dass sich fu¨r jedes i die Ecken mit Nummern
i − 1, i + 1(mod 2n) mit der Ecke mit Nummer i in der selben Zeile oder Spalte befinden
(siehe Abbildung 9).
Wir wollen nun zeigen, dass unter jeder Nummerierung der Ecken mit dieser Eigen-
schaft die Nichtseiten N(A,B) mit A,B ⊂ [n] und |A| = |B| = n − 1 den Nichtseiten von
C2n−4(2n) entsprechen. Letztere sind nach Lemma 6.5 die (n− 1)-elementigen Teilmen-
gen der Knotenmenge von C2n, deren induzierter Subgraph aus n− 1 Zusammenhangs-
komponenten besteht.
Offensichtlich entha¨lt fu¨r alle A,B ⊂ [2n] mit |A| = |B| = n − 1 die Menge N(A,B) genau
n − 1 Elemente und in jeder Zeile und jeder Spalte der Matrix [n] × [n] befindet sich
ho¨chstens ein Element aus N(A,B). Deshalb besteht der Subgraph C2n(ϕ(N(A,B)) aus
(n− 1) Zusammenhangskomponenten, da er keine benachbarten Knoten entha¨lt.
Ist umgekehrt τ eine (n− 1)-elementige Knotenmenge, so dass der induzierte Subgraph
aus (n−1) Zusammenhangskomponenten besteht, dann stehen die Elemente aus ϕ−1(τ)
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in (n − 1) unterschiedlichen Zeilen bzw. Spalten. Sei A = [n] \ i0 =: {a1, . . . ,an−1} die
Menge der Zeilenindizes und B = [n] \ j0 =: {b1, . . . ,bn−1} die Menge der Spaltenindizes.
Da je zwei der (n − 1) Elemente sowohl in ϕ−1(τ) als auch in N(A,B) in verschiedenen
Zeilen und Spalten stehen und sich in jeder Zeile und Spalte der Matrix [n] × [n] nur 2
Ecken von Dn−2n befinden, stimmen beide Mengen u¨berein, falls ihr Schnitt nicht leer
ist.
Die Menge ϕ−1(τ) entha¨lt fu¨r i0 6= (j0 + 2)modn die Ecke ((j0 + 2)modn, (j0 + 1)modn)
als einzige verbleiblende Ecke aus [n]× [n] in Zeile (j0+2)modn. Falls i0 = (j0+2)modn,
so ist ((j0 + 1)modn, (j0 − 1)modn) die einzige verbleibende Ecke in Zeile (j0 + 1)modn
und somit in ϕ−1(τ).
• Nur wenn i0 = 1 und j0 = n ist ai = i + 1 > i = bi fu¨r alle i = 1, . . . ,n − 1 und
damit
N(A,B) = {(ai,bi), i = 1, . . . ,n− 1}.
Also ist ((j0 + 2)modn, (j0 + 1)modn) = (2, 1) = (a1,b1) ∈ N(A,B) ∩ϕ−1(τ).
• Nur wenn j0 6 i0 − 2 ist aj+1 6 bj fu¨r ein j ∈ {j0, . . . , i0 − 2} ⊂ {1, . . . ,n − 2}. Es
gilt stets ai+2 > i + 2 > i + 1 > bi fu¨r alle i ∈ {1, . . . ,n − 3}. Also ist genau fu¨r
j0 6 i0 − 2 die Menge
N(A,B) = {(a(i+2)mod(n−1),bi), i = 1, . . . ,n− 1}.
Sei zuna¨chst j0 < i0 − 2, dann ist aj0+2 = j0 + 2 und bj0 = j0 + 1, also ist
(j0 + 2, j0 + 1) ∈ N(A,B) ∩ϕ−1(τ).
Ist j0 = i0 − 2, so ist aj0+1 = j0 + 1 und bj0−1 = j0 − 1, also ist
(j0 + 1, j0 − 1) ∈ N(A,B) ∩ϕ−1(τ).
• In den verbleibenden Fa¨llen, in denen j0 > i0 − 2 und (i0, j0) 6= (1,n) ist, ist also
N(A,B) = {(a(i+1)mod(n−1),bi), i = 1, . . . ,n− 1}.
Im Fall j0 < n− 1 (und damit i0 6= (j0 + 2)modn) ist
(j0 + 2, j0 + 1) = (aj0+1,bj0) ∈ N(A,B) ∩ϕ−1(τ).
Falls j0 = n− 1, und i0 6= (j0 + 2)modn = 1 ist
(1,n) = (a1,bn−1) ∈ N(A,B) ∩ϕ−1(τ).
Falls j0 = n, und i0 6= (j0 + 2)modn = 2 ist
(2, 1) = (a2,b1) ∈ N(A,B) ∩ϕ−1(τ).
Falls j0 = n− 1, und i0 = (j0 + 2)modn = 1 ist
(n,n− 2) = (an−1,bn−2) ∈ N(A,B) ∩ϕ−1(τ).
Falls j0 = n, und i0 = (j0 + 2)modn = 2 ist
(1,n− 1) = (a1,bn−1) ∈ N(A,B) ∩ϕ−1(τ).
¤
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7. Topologie von Dkn
Wir untersuchen die Homologiegruppen des Komplexes der Typ-B verallgemeinerten
k-Triangulierungen. Aus der vermuteten Polytopalita¨t ergibt sich unmittelbar die Ver-
mutung, dass eine geometrische Realisierung von Dkn eine Homologie-Spha¨re ist.
Wir beweisen diese Vermutung fu¨r Homologie mit Koeffizienten in Z2 einerseits durch
Ru¨ckgriff auf ein analoges Resultat in [Jo1] fu¨r den Komplex der verallgemeinerten k-
Triangulierungen ∆n,k und andererseits unter Verwendung eines Satzes aus [Br] u¨ber
gewisse Fixpunkt-Komplexe unter Gruppenoperationen. Man sagt, eine Gruppe (G, ·)
mit neutralem Element e ∈ G OPERIERE durch ? auf einer Menge M, falls ? eine GRUP-
PENOPERATION, also eine Abbildung ? : G×M −→M mit folgenden beiden Eigenschaf-
ten ist:
• e ?m = m fu¨r alle m ∈M
• (g · g ′) ?m = g ? (g ′ ?m).
Fu¨r einen simplizialen Komplex Σ und eine endliche Gruppe G sagen wir, bei Σ handele
es sich um einen simplizialen G-Komplex, falls G auf der Eckenmenge von Σ simplizial
operiert, das heißt, dass g ? σ := {g ? v
∣∣v ∈ σ} ∈ Σ fu¨r alle σ ∈ Σ gilt. Ein simplizia-
ler G-Komplex mit der Eigenschaft, dass fu¨r jede Untergruppe U ⊂ G und Elemente
g0, . . . ,gn ∈ U gilt, dass falls {v0, . . . , vn} und {g0v0, . . . ,gnvn} beide Simplizes in Σ sind,
ein Element g aus U existiert, so dass g(vi) = gi(vi) fu¨r alle 0 6 i 6 n, ist ein RE-
GULA¨RER G-Komplex.
Satz 7.1. [Br] Falls ∆ ein simplizialer G-Komplex ist und fu¨r alle g ∈ G, σ ∈ ∆ gilt, dass
g(v) = v fu¨r alle Ecken v ∈ σ ∩ g(σ), dann ist die Baryzentrische Unterteilung sd(∆) ein
regula¨rer G-Komplex.
Der FIX-KOMPLEX ΣG ist der simpliziale Komplex, der aus denjenigen Simplizes σ ∈ Σ
besteht, fu¨r die g ? v = v fu¨r alle g ∈ G und v ∈ σ gilt. Im Falle von Homologiespha¨ren
gibt der folgende Satz Auskunft u¨ber die Homologie des Fix-Komplexes.
Satz 7.2. [Br] Sei G eine Gruppe von Primzahlordung p. Falls ∆ ein d-dimensionaler
regula¨rer simplizialer G-Komplex fu¨r den Hi(∆,Zp) ∼= Hi(Sd,Zp) gilt, dann gibt es ein
` 6 d so dass Hi(∆G,Zp) ∼= Hi(S`,Zp).
In [Br] wird ein simplizialer Komplex, der die Voraussetzungen von Satz 7.2 erfu¨llt, im
Gegensatz zu unserer Definition als Homologiespha¨re bezeichnet.
Satz 7.3. [Jo1] Der Komplex ∆n,k ist fu¨r alle n > k eine scha¨lbare Pseudomannigfaltig-
keit und damit eine modp-Homologiespha¨re fu¨r alle Primzahlen p.
Satz 7.4. Der Komplex der Typ-B verallgemeinerten k-Triangulierungen ist eine mod 2-
Homologiespha¨re, d.h.
H(Dkn,Z2) ∼= H(Sk(n−k)−1,Z2)
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und fu¨r jede Seite σ ∈ Dkn gilt
H(linkDkn(σ),Z2)
∼= H(Sk(n−k)−1−dimσ−1,Z2)
Insbesondere ist Dkn ein Gorenstein? Komplex und erfu¨llt die Voraussetzungen aus Satz
3.12. Eine Konsequenz hieraus ist die Reinheit von Dkn, die Dimensionsaussage folgern
wir aber aus Satz 3.4.
Beweis. Wir konstruieren eine regula¨re Unterteilung T2n,k des Komplexes ∆2n,k, auf dem
die Gruppe Z2 simplizial operiert, so dass Dkn isomorph zum Fix-Komplex T
Z2
2n,k ist. Die
Aussage folgt dann aus Satz 7.2 und Korollar 3.12.
Abbildung 10 zeigt ∆6,1 und die Konstruktion von T6,1. Die dick eingezeichneten Seiten
sind die des Fixkomplexes und entsprechen den Seiten von D13.
Wir betrachten die geometrische Realisierung von ∆2n,k. Sei Ω =
∣∣∆(0)2n,k∣∣ die Realisie-
rung der Eckenmenge und
Ω ′ := Ω ∪ {1
2
(d+ d¯)
∣∣d ∈ Ω,d 6= d¯} =: Ω ∪ R
sei die Eckenmenge der zu konstruierenden Unterteilung T2n,k. Zu jedem geometrischen
Simplex σ ∈ ∣∣∆2n,k∣∣ definieren wir eine Familie von Simplizes {σε∣∣ε ∈ {0, 1}l}. Dazu sei
σsymm := {d ∈ Ω∣∣d ∈ σ und d¯ ∈ σ,d 6= d¯} der symmetrische Anteil von σ ohne Beru¨ck-
sichtigung der Durchmesser und 2l := ]σsymm. Wir wa¨hlen mit fester Nummerierung
eine l-elementige Menge Dσ := {d1, . . . ,dl} aus σsymm so aus, dass di 6= d¯j fu¨r alle
1 6 i < j 6 l. Fu¨r ein di und ε ∈ Zl2 sei dann
d
εi
i :=
{
di falls εi = 1
d¯i falls εi = 0
und Dεσ := {d
εi
i , i = 1, . . . , l}. Schließlich definieren wir zu ε ∈ Zl2 den geometrischen
Simplex
σε := conv
(
(σ(0) \ σsymm) ∪ {1
2
(d+ d¯)
∣∣d ∈ Dσ} ∪Dεσ) .
Mit σˆε bezeichnen wir den von σε erzeugten geometrischen Komplex, also den geometri-
schen Simplex mit allen seinen Seiten. Die geometrische Simplexmenge
|T2n,k| := {τ ∈ σˆε
∣∣σ ∈ ∣∣∆2n,k∣∣, ε ∈ {0, 1}l}
ist wegen
σε ∩ τϑ = conv
(
(σ(0) ∩ τ(0) \ (σ ∩ τ)symm) ∪ {1
2
(d+ d¯)
∣∣d ∈ Dσ∩τ} ∪Dγσ∩τ) = (σ ∩ τ)γ
fu¨r ein geeignetes γ ∈ Zl2 ein geometrischer simplizialer Komplex. Da conv ({Dεσ
∣∣ε ∈
{0, 1}l}) = conv (σsymm), gilt
⋃
ε∈{0,1}l σε = σ fu¨r alle σ ∈ ∆2n,k. Also ist T2n,k eine Unter-
teilung von ∆2n,k und mit Satz 7.3 eine mod 2-Homologie-Spha¨re.
Die Gruppenoperation (Z2, ?) auf Ω ′ mit 1 ? d 7→ d, 0 ? d 7→ d¯ operiert wegen 0 ? σε =
σε+(1,...,1) simplizial auf T2n,k.
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Genau die Elemente
FΩ := {
1
2
(d+ d¯)
∣∣d ∈ Ω} ∪ {d ∈ Ω∣∣d = d¯}
sind die Fixpunkte der Gruppenoperation.
Da
]{d, d¯} ∩ σε 6 1 fu¨r alle d ∈ Ω
erha¨lt man, dass
g(v) = v fu¨r alle v ∈ g(σ) ∩ σ und fu¨r alle σ ∈ T2n,k gilt.(13)
Durch geeignete baryzentrische Unterteilungen machen wir T2n,k zu einem regula¨ren
Z2-Komplex:
In einem ersten Schritt ersetzen wir alle σ ∈ T2n,k, deren Eckenmenge vollsta¨ndig in
Ω enthalten ist, durch ihre baryzentrische Unterteilungen. Simplizes τ ∈ T2n,k, deren
Eckenmenge vollsta¨ndig in R enthalten ist, bleiben unvera¨ndert. Die erhaltene Simplex-
menge, die kein simplizialer Komplex ist, nennen wir Tˆ2n,k.
Im zweiten Schritt betrachten wir die maximalen Seiten δ von T2n,k, deren Eckenmenge
Elemente aus R und Elemente aus Ω entha¨lt. Diese ersetzen wir durch⋃
σ ? τ =
⋃
conv (σ ∪ τ)
wobei die Vereinigung u¨ber alle Paare von Simplizes σ, τ ∈ Tˆ2n,k genommen wird, so dass
die Eckenmenge von σ kein Element von R entha¨lt, die Eckenmenge von τ Teilmenge
von R ist und σ, τ in δ enthalten sind. In diesem Schritt werden keine neuen Ecken
eingefu¨hrt.
Zum Nachweis der Regularita¨t seien σ := {v0, . . . , vn} und τ := {vj1 , . . . , vjl}∪{v¯jl+1 , . . . , v¯jn}
(Eckenmengen von) Simplizes der Unterteilung von T2n,k. Falls τ 6= σ, also mindestens
ein vji existiert, so dass vji 6= v¯ji , mu¨ssen wir zeigen, dass τ = σ¯ gilt.
Die Simplizes (σ\R), (τ\R) sind Elemente der baryzentrischen Unterteilung eines Kom-
plexes, in dem (13) gilt, also ist nach Satz 7.1
(σ\R) = (τ\R)
und damit auch σ¯ = τ.
Die Facetten von Dkn sind die symmetrischen k-Triangulierungen des 2n-Ecks, in denen
symmetrische Diagonalen identifiziert werden. Offensichtlich induziert
φ : {d, d¯} 7→ 1
2
(d+ d¯)
einen Isomorphismus zwischen Dkn und dem Fixkomplex T
Z2
2n,k. Damit folgt
Hi(D
n
k ,Z2) ∼= Hi(Sk(n−k)−1,Z2)
mit Satz 7.2.
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Abbildung 10. Konstruktion aus dem Beweis von Satz 7.4
Sei τ nun eine Seite von Dkn. Da Dkn rein von Dimension k(n − k) − 1 ist, gilt
dim linkDkn(τ) = k(n− k) − 1− dim τ− 1.
Der oben verwendete Isomorphismus liefert ebenfalls
linkDkn(τ)
∼= link
T
Z2
2n,k
(φ(τ))
und da TZ22n,k eine mod 2-Homologiespha¨re ist, folgt die Behauptung.
¤
8. Multiplizita¨t des Komplexes der Typ-B verallgemeinerten
k-Triangulierungen
Besonders unter dem Gesichtspunkt von Lemma 4.3 in Kapitel 4 ist die Multiplizita¨t
T(n,k), also die Anzahl der Facetten von Dkn von großem Interesse.
Da Dkn fu¨r n = k+1 der Rand des k-Simplex ist, gilt T(k+1,k) = k+1. In Satz 5.17 haben
wir T(n, 1) =
(
2n−2
n−1
)
bewiesen. Fu¨r n = k + 2 benutzt man die wohlbekannte Formel fu¨r
den h-Vektor des zyklischen Polytopes:
Korollar 8.1. Fu¨r den h-Vektor von Dn−2n gilt:
hl(D
n−2
n ) = h2n−4−l(D
n−2
n ) =
(
3+ l
l
)
, l 6 n− 2,
8 Multiplizita¨t des Komplexes der Typ-B verallgemeinerten
k-Triangulierungen 57
2 3 4 5 6 7
1 2 6 20 70 252 924 · · ·
2 3 20 175 1764 19404 · · ·
3 4 50 980 24696 · · ·
4 5 105 4116 · · ·
Tabelle 1. Multiplizita¨t von Dkn (k < n)
insbesondere ist die Anzahl der Facetten von Dn−2n
T(n,n− 2) =
n2(n2 − 1)
12
=
1∏
i=0
(n+ i)!i!
(i+ n− 2)!(2+ i)!
.
Beweis. Durch Aufsummieren des h-Vektors (siehe Lemma 3.2) und Induktion. ¤
Wir haben in Tabelle 1 die von uns unter Verwendung eines Computers errechneten
Werte fu¨r kleine n und k zusammengestellt. Die folgenden, a¨quivalenten Vermutungen
fassen die Beobachtungen zusammen.
Vermutung 8.2. Die Multiplizita¨t T(n, k) von Dkn ist durch eine Verschiebung der Folge
A103905 aus [Sl] und damit durch eine der folgenden a¨quivalenten Formeln gegeben:
T(n, k) =
k−1∏
j=0
j!(j+ 2(n− k))!
(j+ n− k)!2
(14)
T(n, k) =
n−k∏
h=1
k∏
i=1
n−k∏
j=1
h+ i+ j− 1
h+ i+ j− 2
(15)
T(n, k) =
V(2n− k− 1)V(k− 1)V(n− k− 1)2
V(2n− 2k− 1)V(n− 1)2
(16)
wobei V(n) die n-te superfaktorielle Zahl ist, also
V(n) =
n∏
i=1
i!
Vermutung 8.3. Die Multiplizita¨t T(n, k) von Dkn stimmt mit der Multiplizita¨t des De-
terminantenideals u¨berein und berechnet sich daher (siehe [HT] oder [BC]) durch
T(n,k) = det
[(
2n− i− j
n− i
)]
i,j=1,...,k
(17)
T(n,k) =
n−k−1∏
i=0
(n+ i)!i!
(i+ k)!(n− k+ i)!
(18)
T(n,k) =
n−k−1∏
i=0
(
n+i
k
)(
k+i
k
)(19)
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1
1  1
1  2   1
1  3   3    1
1  4   6    4     1
1  5  10   10   5     1  
1  9  36   84   126 126  84  36 9 1
1  6  15   20   15   6      1
1  7  21   35   35   21    7    1
1  8  28   56   70   56    28  8   1
1
1  1
1  2   1
1  3   3    1
1  4   6    4     1
1  5  10   10   5     1  
1  6  15   20   15   6      1
1  7  21   35   35   21    7    1
1  8  28   56   70   56    28  8   1
1  9  36   84   126 126  84  36 9 1
1
1  1
1  3   3    1
1  4   6    4     1
1  5  10   10   5     1  
1  9  36   84   126 126  84  36 9 1
1  6  15   20   15   6      1
1  7  21   35   35   21    7    1
1  8  28   56   70   56    28  8   1
1  2   1    0
210 252 210
Abbildung 11. Die Binomialdeterminanten aus Vermutung 8.4 fu¨r T(n,k), k = 1, 2, 3.
Vermutung 8.4. Die Multiplizita¨t T(n, k) von Dkn ist
T(n, k) = det
[(
2(n− k)
n− k+ i− j
)]
i,j=1,...,k
(20)
=
n−k∏
i=1
(k+ i)i(n+ i)n−k−i
ii(n− k+ i)n−k−i
(21)
=
(
2(n− k), . . . , 2(n− k) + k− 1
(n− k), . . . , (n− 1)
)
(22)
wobei (
a1, . . . , ak
b1, . . . , bk
)
die BINOMIALDETERMINANTE
det
((
ai
bi
))
16i,j6k
(siehe [GV]) bezeichnet. Siehe auch Abbildung 11.
Bemerkung 8.5. Die Formeln in den Gleichungen (14),(15),(16) stimmen laut [Sl] u¨be-
rein. Die Formeln in Gleichung (20),(21) sind nach [An] a¨quivalent zur Gleichung (22).
Gleichung (21) entspricht nach [BSt] den Gleichungen (14),(15),(16). Da Gleichung (18)
und Gleichung (16) identisch sind, folgt also die A¨quivalenz der drei Vermutungen.
Bemerkung 8.6. Die Zahlen T(n, k) sind in der enumerativen Kombinatorik keine Unbe-
kannten: Sie za¨hlen die Anzahl N(n−k,k,n−k) von RHOMBUS-TILINGS eines Hexagons
mit Seitenla¨ngen (n− k, k,n− k,n− k, k,n− k) (siehe zum Beispiel [Fi]) und damit auch
die Anzahl N(n−k, k,n−k) der EBENEN PARTIONEN mit ho¨chstens (n−k) Spalten und
ho¨chstens (n−k) Zeilen und gro¨ßtem Eintrag kleiner gleich k, ebenso Wu¨rfelstapel die in
eine ((n−k)×(n−k)×k)-Box passen. Die Binomialdeterminante (22) za¨hlt nach [GV] die
Anzahl sich nicht u¨berschneidender k-Tupel von Pfaden (p1, . . . ,pk), wobei pi ein Gitter-
pfad in Z2 mit Schritten (1, 0) und (0, 1) von (2(n−k)+i−1, 0) nach (n−k+i−1,n−k+i−1)
ist.
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Abbildung 12. Eine 2-Triangulierung des 8-Ecks und die entsprechende 3-Diagonalen-
freie Teilmenge des Polyominos. Nicht fette Eintra¨ge im Polynomio bzw. Diagona-
len ko¨nnen in keiner 3-Kreuzung bzw. 3-Diagonale enthalten sein. Die Eintra¨ge
(4, 1), (6, 2), (7, 4) bilden keine 3-Diagonale im Polynomio, da das gestrichelte Feld kein
Feld des Polyominos ist.
8.1. Multiplizita¨t und Dyck-Pfade. Auf eine besondere Klasse von Objekten, die von
T(n,k) geza¨hlt werden, mo¨chten wir im folgenden na¨her eingehen, da deren unsymme-
trische Variante eine Anzahl hat, die der Multiplizita¨t des Komplexes der verallgemei-
nerten k-Triangulierungen entspricht.
Ein DYCK-PFAD P mit 2n Schritten ist ein Pfad von (x, 0) nach (2n + x, 0) mit Schritten
(1, 1) (Aufwa¨rts-Schritt) und (−1, 1) (Abwa¨rts-Schritt), der nie unterhalb der x-Achse
verla¨uft. Wir fassen einen Pfad als Teilmenge von Z2 auf. Ein k-Tupel von Dyckpfaden
(P1, . . . ,Pk) schneidet sich nicht, wenn keine zwei Pfade den selben Punkt durchlaufen.
Ein Dyck-Pfad ist symmetrisch bezu¨glich der Achse {(2n,y)
∣∣y ∈ Z}, falls (x,y) ∈ P genau
wenn (4n− x,y) ∈ P.
In [Jo3] wird die Multiplizita¨t des Komplexes der verallgemeinerten k-
Triangulierungen wie folgt ermittelt (wir verzichten auf die exakten Definitionen
und verweisen auf die entsprechenden Abbildungen): Jeder Diagonale ij im n-Eck
entspricht ein Feld in einem so genannten POLYNOMIO, wie es in Abbildung 12 rechts
zu sehen ist.
Einer k-Kreuzung entspricht im Polynomio einer k-DIAGONALEN, dies ist eine Menge
von k Feldern im Polynomio, bei denen sich jedes Feld entweder strikt links und strikt
oberhalb oder strikt rechts und strikt unterhalb eines jeden anderen Feldes dieser Men-
ge befindet und das kleinste Rechteck, das diese Menge umfasst, vollsta¨ndig in dem
Polynomio enthalten ist (siehe das gestrichelte Feld Abbildung 12). Die Bestimmung
der Multiplizita¨t entspricht also der Bestimmung der Anzahl der inklusions-maximalen
Feldermengen, die keine k-Diagonalen enthalten. Das Hauptresultat in [Jo3] besagt,
dass die Anzahl der inklusions-maximalen Feldermengen, die keine k-Diagonalen ent-
halten, fu¨r eine gewisse Klasse von Polyominos, so genannter Stack-Polyominos, nur
von deren Inhalt abha¨ngt. Der Inhalt eines Polyominos ist durch den Vektor definiert,
dessen Eintra¨ge aus den der Gro¨ße nach geordneten Felderzahlen je Spalte bestehen.
(Der Beweis in [Jo3] erfolgt u¨ber Induktion und liefert keine Bijektion.) Als Spezialfall
dieses Hauptresultates erha¨lt man, dass die Anzahl der k-diagonalfreien maximalen
Feldermengen in den beiden Polyominos in Abbildung 13 u¨bereinstimmen, denn ihrer
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Abbildung 13. Die Anzahl maximaler k-diagonalfreier Mengen stimmt nach [Jo3] in
beiden Polyominos u¨berein.
beider Inhalt ist (7, 6, 5, . . . , 1). Im linken der beiden Polyominos entspricht eine solche k-
diagonalfreie maximale Feldermenge aber genau einem k-Tupel von Dyck-Pfaden, deren
Anzahl in [HT] bestimmt wurde und mit der Determinante aus Satz 1.2 u¨bereinstimmt.
Wir vermuten, dass eine analoge Aussage auch fu¨r die Typ-B verallgemeinerten k-
Triangulierungen gilt: In die Polyominos aus Abbildung 13 u¨bersetzt bedeutet dies, die-
jenigen maximalen k-diagonalfreien Mengen im rechten Polynomio zu betrachten, deren
Felder symmetrisch zu der gestrichelten Achse liegen bzw. deren Felder sich deckungs-
gleich auf den beiden fett eingezeichneten Polynomioteilen befinden, siehe Abbildung 14.
Die Vermutung liegt nahe, dass sich diese Symmetrie auf die Symmetrie der Dyck-Pfade
u¨bertra¨gt, wie sie oben definiert wurde, die Symmetrieachse ist in Abbildung 14 links
eingetragen. Notwendige Bedingung hierfu¨r wa¨re bei der Gu¨ltigkeit der Vermutungen
8.2,8.3,8.4, dass die Anzahl der symmetrischen Dyck-Pfade mit T(n,k) u¨bereinstimmt.
Das ist die Aussage des folgenden Satzes:
Satz 8.7. [FS] Die k-Tupel sich nicht beru¨hrender Dyck-Pfade (P1, . . . ,Pk), so dass fu¨r
alle 1 6 i 6 k gilt:
(1) Pi ist ein Dyck-Pfad von (2i− 2, 0) nach (4(n− 1) − 2i+ 2, 0) und
(2) Pi ist symmetrisch bezu¨glich der Achse {(2(n− 1),y)
∣∣y ∈ Z}
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Abbildung 14. Die Vermutung besagt, dass die Anzahl maximaler k-diagonalfreier Men-
gen, die auf der rechten Seite symmetrisch zur gestrichelten Achse liegen bzw. sich de-
ckungsgleich auf den fett eingerahmten Randstu¨cken des Polyominos befinden, mit der
Anzahl der bezu¨glich der links eingezeichneten Achse symmetrischen k-Tupeln von Dyck-
pfaden u¨bereinstimmt.
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0 2 4 6 2k−2 2n
2hk
2h2
2h1
4n4n−24n−2k+2
Abbildung 15. k symmetrische Pfade aus Satz 8.7
(siehe Abbildung 15) werden durch ∑
{06h1<h2<···<hk6n}
det (pij)16i,j6k(23)
mit pij =
(
2n− 2i
n− i+ hj
)
−
(
2n− 2i
n− i− hj − 1
)
(24)
geza¨hlt. Ihre Anzahl stimmt daher mit T(n + 1,k) aus einer der Gleichungen in den Ver-
mutungen 8.2 bis 8.4 u¨berein.
Beweis. Zur Vereinfachung betrachten wir ein k-Tupel von sich nicht schneidenden
Dyck-Pfaden (P1, . . . ,Pk) so dass fu¨r alle 1 6 i 6 k gilt:
(1) Pi ist ein Dyck-Pfad von (2i− 2, 0) nach (4n− 2i+ 2, 0) und
(2) Pi ist symmetrisch bezu¨glich der Achse {(2n,y)
∣∣y ∈ Z}
Wir zeigen zuna¨chst die Summenformel: Sei 2hi die y-Koordinate des Punktes, in dem
sich Pfad i mit der Symmetrieachse {(2n,y)
∣∣y ∈ Z} schneidet. Die Anzahl aller Pfade mit
Schritten (1, 1) und (−1, 1) von Ai = (2i− 2, 0) nach Ej = (2n, 2hj) ist(
2n− (2i− 2)
2n+2h−(2i−2)
2
)
,
denn mit d als Anzahl der Schritte (−1, 1) und u als die Zahl der Schritte (1, 1) ergibt
sich u+ d = 2n und u− d = 2hj, woraus u = (2n+ 2h− (2i− 2))/2 folgt. Die Anzahl der
Hoch-Schritte liegt somit fest und diese ko¨nnen beliebig aus den 2n− (2i− 2) Schritten,
die insgesamt zu gehen sind, gewa¨hlt werden. Um die Zahl der Dyck-Pfade von Ai nach
Ej zu bestimmen wendet man das so genannte Spiegelungsprinzip von Andre´ [And] an:
Verla¨uft ein Pfad P von Ai nach Ej unterhalb der x Achse, so betrachtet man den Pfad-
Punkt p = (x,−1) mit maximalem x. Den weiteren Verlauf dieses Pfades spiegelt man
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A 1
1
1
E  =(2n,2h)
E’ =(2n,−2h−2)
Abbildung 16. Spiegelungsprinzip von De´sire´ Andre´
an der Achse {(h,−1),h ∈ R} und erha¨lt so einen Pfad von Ai nach E ′j = (2n,−2hj − 2)
(siehe Abbildung 16).
Eine analoge Argumentation wie oben ergibt fu¨r die Anzahl der Pfade von Ai nach E ′j
die Formel (
2n− 2i+ 2
2n−2i−2hj
2
)
.
Also ist die Zahl der Dyck-Pfade von Ai nach Ej gleich
p(i, j) :=
(
2n− 2i+ 2
2n−2i+2+2hj
2
)
−
(
2n− 2i+ 2
2n−2i−2hj
2
)
.
Die u¨brigen Argumente stammen von Gessel-Viennot [GV]:
Wir betrachten (bei festen h1, . . . ,hk) zu JEDEM k Tupel symmetrischer Dyck-Pfade von
A1, . . . ,Ak nach E1, . . . ,Ek die k-Permutation σ, so dass T = (p1, . . . ,pk) gilt, wobei pi ein
Pfad von Ai nach Eσ(i) ist. Wir schreiben fu¨r die Menge aller solcher Tupel
{T : A1, . . . ,Ak → Eσ(1), . . . ,Eσ(k)}.
Offensichtlich sind wir an der Anzahl derjenigen Tupel interessiert, fu¨r die σ = id gilt
und die kein Paar sich kreuzender Pfade enthalten.
Wir definieren nun eine Injektion zwischen Pfadtupeln Ψ, so dass
sign(σ(Ψ(T))) = − sign(σ(T))(25)
fu¨r alle Tupel T mit Kreuzungspunkt gilt.
Entha¨lt ein Tupel T = (p1, . . . ,pk) mindestens ein solches Paar sich kreuzender Dyck-
Pfade, so wa¨hlen wir denjenigen Kreuzungspunkt, der am weitesten links und am wei-
testen unten liegt. Dieser sei durch das Pfad-Paar pa,pb entstanden, wobei (a < b) das
lexikographisch kleinste Tupel mit der Eigenschaft ist, dass die betreffenden Pfade sich
an diesem Punkt kreuzen. Der Pfad pa verlaufe von Ai nach Ej und pb von Ak nach El.
Dieses Tupel bilden wir mit Ψ auf das Tupel ab, das aus T entsteht, indem man pa durch
p ′a und pb durch p ′b ersetzt. Der Pfad p
′
a fu¨hrt von Ai bis zum Kreuzungspunkt entlang
von pa und ab dem Kreuzungspunkt entlang von pb bis zu El, der Pfad p ′b fu¨hrt von
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Ak bis zum Kreuzungspunkt entlang von pb und ab dem Kreuzungspunkt entlang von
pa bis zu bis zu Ej. Die Abbildung la¨sst T unvera¨ndert, wenn T keinen Kreuzungspunkt
entha¨lt.
Offensichtlich gilt Ψ(Ψ(T)) = T und die Permutationen σ(T),σ(Ψ(T)) unterscheiden sich
um eine Transposition, weshalb (25) gilt.
Daraus ergibt sich fu¨r die fragliche Anzahl N:
N =
∑
{06h1<h2<···<hk6n}
∑
pi∈Sk
∑
T :A1,...,Ak→Epi(1),...,Epi(k)
sign(pi)
=
∑
{06h1<h2<···<hk6n}
∑
pi∈Sk
sign(pi)
∏
i=1,...,k
p(i,pi(i))
=
∑
{06h1<h2<···<hk6n}
∑
pi∈Sk
sign(pi)
∏
i=1,...,k
(
2n− 2i+ 2
2n−2i+2+2hpi(i)
2
)
−
(
2n− 2i+ 2
2n−2i−2hpi(i)
2
)
=
∑
{06h1<h2<···<hk6n}
det((p(i, j))16i,j6k).
Um die U¨bereinstimmung mit T(n + 1,k) aus einer der Gleichungen in den Vermutun-
gen 8.2 bis 8.4 zu zeigen, fu¨llen wir die Zwischenra¨ume in einem k-Tupel von sym-
metrischen Pfaden mit Einheits-Rhomben und erhalten eine Rhombus-Parkettierung
der oberen Ha¨lfte eines Hexagons mit Seitenla¨ngen (2k, 2n − 2k + 2, 2n − 2k + 2) (sie-
he Abbildung 17). Diese spiegeln wir an der waagrechten Achse. Das Resultat ist eine
SYMMETRISCHE, SELBSTKOMPLEMENTA¨RE RHOMBUS-PARKETTIERUNG eines Hexag-
ons mit Seitenla¨ngen (k, 2n − 2k + 2, 2n − 2k + 2). Diese werden nach [Pr] durch die
Anzahl der (allgemeinen) Rhombus-Parkettierungen eines Hexagons mit Seitenla¨ngen
(k,n− k+ 1,n− k+ 1) geza¨hlt. Mit Bemerkung 8.6 folgt die Behauptung. ¤
Wir zeigen in Kapitel 4, Korollar 4.7:
Korollar 8.8. Fu¨r alle n > k + 1 gilt fu¨r die Anzahl der Typ-B verallgemeinerten k-
Triangulierungen, dass jeder Term in den Vermutungen 8.2, 8.3, 8.4 eine untere Schranke
ist.
Das Upper-Bound Theorem in der Erweiterung von Novik (siehe Satz 3.12 in Kapitel 2)
liefert gemeinsam mit Satz 7.4 die folgende obere Schranke:
Korollar 8.9. Fu¨r alle n > k + 1 gilt fu¨r die Anzahl der Typ-B verallgemeinerten k-
Triangulierungen, dass die Anzahl der Facetten des k(n − k) dimensionalen zyklischen
Polytops mit n(n− k) Ecken
O(n,k) =
2 ·
((n−k)2+k(n−k)−12
(n−k)2
)
falls k(n− k) ungerade,
2 · ((n−k)2+k(n−k)2
(n−k)2
)
+
((n−k)2−1+k(n−k)2
(n−k)2−1
)
falls k(n− k) gerade,
eine obere Schranke ist.
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k
2n−2k+2
Abbildung 17. symmetrische, selbstkomplementa¨re Rhombus-Parkettierung
Beweis. Es ist f0(Dkn) = n(n − k) und dimDkn = k(n − k) − 1. Fu¨r das zyklische Polytop
der Dimension D mit N Ecken ist
hi(CD(N) =
(
N−D− 1+ i
i
)
fu¨r 0 6 i 6 bd
2
c
(siehe z.B. [Zi]), also gilt fu¨r die Multiplizita¨t bei geradem D = k(n − k) wegen der
Dehn-Sommerville Gleichungen hi = hD−i, i = 1, . . . ,D:
fD−1(CD(N)) =
D∑
i=0
hi(CD(N))
= 2 ·
D
2 −1∑
i=0
(
N−D− 1+ i
i
)
+
(
N−D− 1+ D2
D
2
)
= 2 ·
k(n−k)/2∑
i=0
(
n(n− k) − k(n− k) − 1+ i
i
)
+
(
(n− k)2 − 1+ k(n− k)/2
k(n− k)/2
)
= 2 ·
k(n−k)/2∑
i=0
(
(n− k)2 − 1+ i
i
)
+
(
(n− k)2 − 1+ k(n− k)/2
k(n− k)/2
)
= 2 ·
(
(n− k)2 + k(n− k)/2
k(n− k)/2
)
+
(
(n− k)2 − 1+ k(n− k)/2
k(n− k)/2
)
= 2 ·
(
(n− k)2 + k(n− k)/2
(n− k)2
)
+
(
(n− k)2 − 1+ k(n− k)/2
(n− k)2 − 1
)
,
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und bei ungeradem D = k(n− k):
fD−1(CD(N)) =
D∑
i=0
hi(CD(N))
= 2 ·
D−1
2∑
i=0
(
N−D− 1+ i
i
)
= 2 ·
(k(n−k)−1)/2∑
i=0
(
n(n− k) − k(n− k) − 1+ i
i
)
= 2 ·
(k(n−k)−1)/2∑
i=0
(
(n− k)2 − 1+ i
i
)
= 2 ·
(
(n− k)2 + (k(n− k) − 1)/2
(k(n− k) − 1)/2
)
= 2 ·
(
(n− k)2 + (k(n− k) − 1)/2
(n− k)2
)
,
¤
Korollar 8.10. Bei fester Differenz l := (n − k) gilt fu¨r die obere Schranke O(n,k) und
die untere Schranke T(n, k): Es gibt ein M =M(l) ∈ Q so dass
lim
n→∞ T(k+ l,k)O(k+ l,k) =M.
Beweis. Die Funktion pl(k) :=
(
k+l
k
)
ist ein Polynom vom Grad l in k mit fu¨hrendem
Koeffizienten 1l! , woraus folgt, dass
T(k+ l, k) =
l−1∏
i=0
(
k+l+i
k
)(
k+i
k
) = l−1∏
i=0
pl+i(k)
pi(k)
=:
2! · 3! · · · (l− 1)!
l!(l+ 1)! · · · (2l− 1)! ·
P(k)
Q(k)
eine rationale Funktion in k ist, wobei P,Q normierte Polynome sind und deg P = l2 +
(l−1)l
2 sowie degQ =
(l−1)l
2 gilt.
Analog ist
O(k+ l, k) = 2 ·
(
l2 + kl/2
kl/2
)
+
(
l2 − 1+ kl/2
kl/2
)
= 2 · pl2(kl/2) + pl2−1(kl/2)
= 2 · (l/2)
l2
l2!
Rg(k)
falls kl gerade und bei kl ungerade
O(k+ l,k) = 2 ·
(
l2 + (kl− 1)/2
(kl− 1)/2
)
= 2 · pl2((kl− 1)/2)
= 2 · (l/2)
l2
l2!
Ru(k)
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wobei Ru,g geeignete normierte Polynome vom Grad l2 sind.
Daraus folgt, dass
T(k+ l,k)
O(k+ l,k)
=
2! · 3! · · · (l− 1)!l2!
2 · l!(l+ 1)! · · · (2l− 1)!(l/2)l2 ·
P(k)
P ′(k)
wobei P ′ = Ru · Q bzw P ′ = Rg · Q ebenso wie P ein normiertes Polynom vom Grad
l2 +
(l−1)l
2 ist, weshalb
lim
k→∞ T(k+ l, k)O(k+ l, k) = 2! · 3! · · · (l− 1)! · l
2!
2 · l! · (l+ 1)! · · · (2l− 1)! · (l/2)l2 gilt.
¤
9. Zur Fa¨rbbarkeit von Dkn
Lassen sich die Diagonalen-Paare im 2n-Eck, die die Eckenmenge von Dkn bilden, so in
k Klassen zerlegen, dass die entsprechenden Einschra¨nkungen von Simplizes σ ∈ Dkn
auf die jeweiligen Eckenklassen als Seiten in D1n aufgefasst werden ko¨nnen? Ko¨nnen
zumindest die maximalen Seiten von Dkn in Seiten von D1n zerlegt werden? Mit anderen
Worten: Besteht jede symmetrische verallgemeinerte k-Triangulierung aus einer U¨ber-
lagerung von 1-Triangulierungen? Eine positive Antwort wu¨rde einen entscheidenden
Hinweis auf eine Bijektion zu der Menge der Tupel sich nicht kreuzender Pfade liefern,
fu¨r die ja per definitionem eine solche Zerlegung existiert. Leider ist dies aber nicht der
Fall:
Eine r-FA¨RBUNG von Dnk sei eine Abbildung f von der Eckenmenge Fn,k in die Menge
der ’Farben’ {1, . . . , r}. Zu einer Fa¨rbung f definieren wir Dk,fn , den GEFA¨RBTEN KOM-
PLEX DER TYP-B VERALLGEMEINERTEN k-TRIANGULIERUNGEN auf der Eckenmen-
ge Fn,k × {1, . . . , r}, durch σ := {(e1, f(ei)), . . . , (el, f(el))} ∈ Dk,fn nur falls {e1, . . . , el} ∈
Dkn und falls ei, ej eine 2− Kreuzung bilden, so gilt f(ei) 6= f(ej).
Wir sagen, Dkn sei r-FA¨RBBAR, falls eine r-Fa¨rbung f existiert, so dass die Projektion
P : Dk,fn → Dkn, (e, f(e)) 7→ e
surjektiv ist.
Trivialer Weise ist D1n 1-fa¨rbbar und da alle k-Kreuzungen Simplizes in Dkn sind, ist Dkn
sicherlich nicht (k− 1)-fa¨rbbar fu¨r k > 1.
Satz 9.1. Fu¨r k > 2 und n > 2k ist Dkn nicht k-fa¨rbbar.
Beweis. Sei k > 3 und n > 2k. Dann gilt A := {1, 2, . . . ,k, k+2}, B = {1,k+1,k+2, . . . , 2k} ⊂
[n]. Wie in dem Beweis von Satz 4.1 fassen wir Dkn als simplizialen Komplex auf der
Eckenmenge [n]× [n]\{(i, j)∣∣j = (i + l)modn fu¨r ein l < k} auf, eingebettet in die Matrix
(i, j)16i,j6n. Zu der Submatrix M(A,B) ist dann
N(A,B) = {(a(i+k−1)modk+1,bi), i = 1, . . . ,k+ 1},
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
◦ ◦ ? + ·
+ ◦ ◦ ? ·
· · ◦ ◦ ·
? · + ◦ ◦
◦ · · · ◦

Abbildung 18. σ = ?, N(A,B) = +, Fn,k=ˆ· im Fall n = 5, k = 2
die zugeho¨rige Nichtseite, denn
ai+(k−1) > bi fu¨r i = 1, 2 da
ak = k > 1 = b1 , ak+1 = k+ 2 > k+ 1 = b2 und
aj+k−2 6 bj fu¨r ein j ∈ {1, 2, 3} na¨mlich
ak+1 = k+ 2 6 k+ 2 = b3.
(siehe die Definition der Nichtseiten auf Seite 29).
Der Simplex
σ := {(a(i+k)modk+1,bi), i = 1, . . . ,k+ 1} = {(k+ 2, 1), (1,k+ 1), . . . , (k,k+ k)} ⊂M(A,B)
ist deshalb keine Nichtseite von Dkn und eine Teilmenge der Eckenmenge von Dkn.
Andererseits gilt fu¨r zwei beliebige Elemente (a(i+k)modk+1,bi), (a(j+k)modk+1,bj) aus
σ, dass N({a(i+k)mod(k+1),a(j+k)mod(k+1)}, {bi,bj}) = {((ai + k)modk + 1,bi), ((aj +
k)modk + 1,bj)}, was nach Lemma 4.3 bedeutet, dass die entsprechenden Diagonalen
in D1n eine 2-Kreuzung bilden. Um im Bild der Projektion zu liegen, muss jedes Element
aus σ eine andere Farbe erhalten, was nicht mo¨glich ist, da #σ = k+ 1. ¤

Kapitel 4
Das
Determinantenideal
1. Unimodalita¨t
Eine endliche Zahlenfolge a0,a1, . . . ,an ∈ R ist UNIMODAL, falls ein 0 6 i 6 n existiert,
so dass
a0 6 a1 6 ai > ai+1 > · · · > an.
Sie ist LOGARITHMISCH KONKAV, falls fu¨r alle 1 6 i 6 n− 1 die Ungleichung
a2i > ai−1 · ai+1
gilt. Die Zahlenfolge ist SYMMETRISCH, falls ai = an−1 fu¨r alle 0 6 i 6 n gilt. Man sieht
leicht, dass positive logarithmisch konkave Zahlenfolgen unimodal sind.
Unimodalita¨t, Symmetrie und logarithmische Konvexita¨t sind Eigenschaften zahlrei-
cher Zahlenfolgen, die ihren natu¨rlichen Ursprung in der Algebra, Geometrie und Kom-
binatorik haben. Fu¨r einen U¨berblick u¨ber die Vielfalt der unterschiedlichen Zahlenfol-
gen und die verschiedenen Beweismethoden siehe den Artikel von Stanley [Sta2]. Be-
merkenswerter Weise sind die Koeffizienten des f-Polynoms eines simplizialen Polytopes
nicht unimodal. Dies war zuna¨chst in den spa¨ten 1950er Jahren von Motzkin und Welsh
vermutet worden, wurde aber von Bjo¨rner durch Konstruktion eines 24-dimensionalen
simplizialen Polytopes mit 2.6 × 1011 Ecken widerlegt. (Siehe aber Theorem 3.10 in Ka-
pitel 2 fu¨r eine schwa¨chere Aussage.) In der erwa¨hnten Arbeit von Stanley findet sich
die folgende Vermutung:
Vermutung 1.1. Die Koeffizienten des Za¨hlerpolynomes der Hilbertreihe eines
(standard-graduierten) Cohen-Maccaulay Ringes sind logarithmisch konkav.
Im Allgemeinen ist das nicht richtig. Eine detailliertere Diskussion u¨ber plausible Ab-
schwa¨chungen und neuere Entwicklungen findet sich bei [Br].
Herzog und Conca vermuten, dass die Koeffizienten des Za¨hlerpolynoms von Ladder-
Determinantenidealen (deren Qutotientenringe Cohen-Macaulay sind) logarithmisch
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konkav sind. Siehe dazu [Ru], wo die entsprechende Vermutung fu¨r 2-Minoren bewiesen
wird.
Bezugnehmend auf diese Vermutung formulieren wir die folgende Vermutung fu¨r das
im folgenden Abschnitt einzufu¨hrende Determinantenideal:
Vermutung 1.2. Die Koeffizienten des Za¨hlerpolynoms der Hilbertreihe des Determinan-
tenideals Ink erfu¨llen die Eigenschaften des g-Theorems (3.13 in Kapitel 2) fu¨r alle k < n.
Insbesondere bilden diese eine symmetrische, positive, unimodale Zahlenfolge.
und beweisen diese fu¨r die Fa¨lle k = n− 1,n− 2 und k = 1.
2. Determinantenideal
Das DETERMINANTENIDEAL Ink ist wie folgt definiert: Fu¨r n ∈ N seien x11, . . . , xnn Un-
bestimmte u¨ber dem Ko¨rper K. Wir definieren den Polynomring S := K[x11, . . . , xnn] und
betrachten die Unbestimmten als Eintra¨ge in der Matrix X = (xij)16i,j6n. Zu k 6 n − 1
sei Ikn das Ideal, das von den (k+ 1)-Minoren von X erzeugt wird. Ein (k+ 1)-MINOR ist
die Determinante einer (k+ 1)× (k+ 1) Untermatrix. So ist zum Beispiel
I23 = (x11x22x33 + x12x23x31 + x13x21x32 − x13x22x31 − x11x23x32 − x12x21x33).
Da Ikn von homogenen Elementen erzeugt wird, ist S/Ikn eine graduierte Algebra S/Ikn =
⊕l>0Al.
Das Determinantenideal ist ein wichtiges Objekt der kommutativen Algebra, das zahl-
reiche Anknu¨pfungspunkte zur Invariantentheorie, Darstellungstheorie und Kombina-
torik bietet. Es wurde in einer Vielzahl von Vero¨ffentlichungen untersucht. Fu¨r einen
U¨berblick siehe [BV]. Wir untersuchen die Hilbertreihe
Hkn(t) =
∑
l>0
H(A, l)tl =
pkn(t)
q(t)
der Algebra S/Ikn = ⊕l>0Al, wobei wie u¨blich H(A, l) = dimAl ist.
2.1. Das Resultat von Bruns und Conca. Bruns und Conca haben bereits eine kom-
binatorische Formulierung von Hkn(t) geliefert, die wir hier wiedergeben:
Seien A := {(1,n), (2,n), . . . , (k,n)},B := {(n, 1), (n, 2), . . . , (n, k)} Punktmengen auf dem
Gitter Zn. Sei Paths(A,B)m die Anzahl der Familien von sich nicht u¨berschneidenden
Pfaden von A nach B mit genau m Rechtsdrehungen. Wir definieren weiterhin
Paths(A,B, t) :=
∑
m
Paths(A,B)mtm.
Theorem 2.1. [BC]
Hkn(t) =
Paths(A,B, t)
(1− t)d
,(26)
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wobei d = (2n− k)k die Krull-Dimension des Determinantenideals ist und
Paths(A,B, t) = det
(∑
l
(
n− i
l
)(
n− j
l
)
tl
)
16i,j6k
.
Wir skizzieren kurz den Beweis von Theorem 2.1. In [BC] wird von folgendem Satz
Gebrauch gemacht, der unter anderem auf sehr elegante Art von Sturmfels bewiesen
wurde:
Theorem 2.2. [Sturm2] Die (k + 1)-Minoren bilden eine Gro¨bner-Basis fu¨r alle Term-
ordnungen, fu¨r die das Leitmonom eines Minors aus dem Produkt der Elemente in der
Hauptdiagonalen besteht.
Korollar 2.3. Das Leittermideal des Determinantenideals bezu¨glich einer Termordnung,
fu¨r die das Leitmonom eines Minors aus dem Produkt der Elemente in der Hauptdiago-
nalen besteht, wird von den Produkten der Elemente der Hauptdiagonalen erzeugt.
Korollar 2.4. Das Stanley-Reisner Ideal des simplizialen Komplexes Pkn, dessen Ecken-
menge die Unbestimmten von X bilden und dessen minimale Nichtseiten die Hauptdiago-
nalen der (k + 1)-Minoren sind, stimmt mit dem Leittermideal des Determinantenideals
u¨berein. Insbesondere sind die Hilbertreihen identisch.
Die entscheidende Beobachtung in [BC] ist nun die Tatsache, dass die Facetten von Pkn
als k-Tupel sich paarweise nicht schneidender Pfade von A nach B interpretiert werden
ko¨nnen. [BC] zeigen weiterhin, dass das h-Polynom von Pkn mit Paths(A,B, t) u¨berein-
stimmt.
3. Gro¨bner-Basen
Wir geben zuna¨chst eine sehr kurze Einfu¨hrung in die Theorie der Gro¨bner-Basen, wie
sie z.B. in [AL] zu finden ist. Fu¨r ein MONOM xβ11 · · · xβnn im Polynomring K[x1, . . . , xn]
schreiben wir kurz xβ. Eine TERMORDNUNG ist eine totale Ordnung auf der Menge
Tn := {xβ|β ∈ Nn} der Monome mit den Eigenschaften
(1) 1 < xβ fu¨r alle xβ ∈ Tn, xβ 6= 1 und
(2) Aus xα < xβ folgt xαxγ < xβxγ fu¨r alle xγ ∈ Tn.
Ist eine totale Ordnung auf den Unbestimmten festgelegt, so liefert beispielsweise die
GRADUIERTE, UMGEKEHRT LEXIKOGRAPHISCHE ORDNUNG eine Termordnung:
Fu¨r α = (α1, . . . ,αn), β = (β1, . . . ,βn) ∈ Nn gilt dann:
xα < xβ :⇐⇒

∑n
i=1 αi <
∑n
i=1 βi
oder∑n
i=1 αi =
∑n
i=1 βi und fu¨r das maximale i mit αi 6= βi gilt: αi > βi.
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Fu¨r ein Polynom f ∈ K[x1, . . . , xn] mit f = a1xα1+a2xα2+· · ·+arxαr 6= 0 seien die Monome
so nummeriert, dass xα1 ≺ xα2 · · · ≺ xαr gilt. Dann definieren wir das LEITMONOM lm
und den LEITTERM lt von f wie folgt:
lm(f) := xα1
lt(f) := a1xα1 .
Man sieht leicht, dass
lm(fg) = lm(f) lm(g).(27)
Eine Teilmenge G = {g1, . . . ,gt,gi 6= 0, i = 1, . . . , t} eines Ideals I in K[x1, . . . , xn] heißt
GRO¨BNER-BASIS, falls fu¨r alle 0 6= f ∈ I ein gi ∈ G existiert, so dass lm(gi) das Monom
lm(f) teilt.
Theorem 3.1. [AL] Sei fu¨r eine Teilmenge M ⊂ K[x1, . . . , xn] das LEITTERMIDEAL
Lt(M) := (lt(m)
∣∣m ∈ M) so ist G ⊂ I eine Gro¨bner-Basis des Ideals I genau dann wenn
Lt(G) = Lt(I).
Die Ringe K[x11, . . . , xnn]/I und K[x11, . . . , xnn]/Lt(I) sind eng verwandt:
Proposition 3.2. [BC]
(1) K[x11, . . . , xnn]/I und K[x11, . . . , xnn]/Lt(I) haben die selbe Krull-Dimension.
(2) Falls K[x11, . . . , xnn]/Lt(I) Cohen-Maccaulay ist, dann ist es auch
K[x11, . . . , xnn]/I.
(3) K[x11, . . . , xnn]/I und K[x11, . . . , xnn]/Lt(I) haben identische Hilbertfunktionen
und somit auch identische Multiplizita¨ten.
4. Hauptresultate
Satz 4.1. Fu¨r k = 1,k = n− 1 und k = n− 2 existiert fu¨r das Determinantenideal Ink eine
Termordnung < und ein simplizialer Komplex Dnk , so dass das Stanley-Reisner Ideal IDkn
mit dem Leittermideal Lt<(Ikn) u¨bereinstimmt. Es gilt
Dkn = Kkn ?Dkn,
dabei ist Kkn der (k · n − 1)-Simplex und Dkn der Komplex der Typ-B verallgemeinerten
k-Triangulierungen, der sich in diesen Fa¨llen als der Rand eines simplizialen Polytopes
realisieren la¨sst. Fu¨r k = 1 ist dieses Polytop das Zykloeder, fu¨r k = n − 1 der Simplex
und fu¨r k = n− 2 das zyklische Polytop.
Bemerkung 4.2. Aus dem Beweis des Satzes folgt, dass die folgenden drei Aussagen
a¨quivalent sind:
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(1) Fu¨r ein k mit 1 6 k 6 n − 2 existiert fu¨r das Determinantenideal Ink eine Term-
ordnung < und ein simplizialer Komplex Dnk , so dass das Stanley-Reisner Ideal
IDkn mit dem Leittermideal Lt<(I
k
n) u¨bereinstimmt. Es gilt
Dkn = Kkn ?Dkn,
dabei ist Kkn der (k · n− 1)-Simplex und Dkn der Komplex der Typ-B verallgemei-
nerten k-Triangulierungen
(2) Bezu¨glich der in (1) genannten Termordnung bilden die (k + 1)-Minoren eine
Gro¨bner-Basis des Determinantenideals.
(3) Die Anzahl der Typ-B verallgemeinerten k-Triangulierungen berechnet sich
durch die in den Vermutungen 8.2,8.3 und 8.4 in Kapitel 3 definierte Funkti-
on T(n, k).
Fu¨r den Beweis beno¨tigen wir die folgenden Lemmas:
Lemma 4.3. [JW] Sei S = K[x1, . . . , xn] der Polynomring in n Variablen und I ⊂ J seien
Ideale in S mit den folgenden Eigenschaften:
(1) Die Krull-Dimensionen von S/I und S/J stimmen u¨berein.
(2) Die Multiplizita¨ten von S/I und S/J stimmen u¨berein.
(3) I ist das Stanley-Reisner Ideal I∆ eines reinen simplizialen Komplexes ∆ auf der
Eckenmenge [n].
Dann gilt I = J.
Lemma 4.4. [BC] Sei ∆ ein simplizialer Komplex und K(∆) der Stanley-Reisner-Ring.
Dann ist die Krull-Dimension von K(∆) = dim∆ + 1 und die Multiplizita¨t von K(∆)
entspricht der Anzahl der Seiten maximaler Dimension von ∆.
Beweis des Satzes. In Abschnitt 5 dieses Kapitels definieren wir eine Termordnung <,
von der wir in Satz 5.7 zeigen, dass die Leitterme der Erzeuger des Determinantenideals
Ikn mit den Erzeugern des Stanley-Reisner Ideals des Komplexes der Typ-B verallgemei-
nerten k-Triangulierungen IDkn u¨bereinstimmen. Daraus folgt, dass IDkn ⊂ Lt<(Ikn) und
mit Dnk = Knk ?Dnk , wobei Kkn der k · n− 1-Simplex ist, gilt dann ebenso
IDkn ⊂ Lt<(I
k
n).
Die Reinheit von Dkn folgt aus der Reinheit von Dkn, die wir in Satz 3.12 in Kapitel
3 bewiesen haben, wo wir ebenfalls dimDkn = k(n − k) − 1 gezeigt haben. Somit ist
dimDkn = k(n − k) − 1 + kn = 2kn − k2 − 1. Damit ist die Krull-Dimension von IDkn nach
Lemma 4.4 gleich 2kn − k2 und sie stimmt nach Satz 2.1 mit der Krull-Dimension von
Ikn u¨berein.
Die Multiplizita¨t T(n, k) von Dkn haben wir in Abschnitt 8 in Kapitel 3 in den Fa¨llen
k = 1,k = n − 1 und k = n − 2 berechnet. Sie stimmt mit der Multiplizita¨t von Ikn und
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damit nach Proposition 3.2 auch mit der Multiplizita¨t von Lt<(Ikn) u¨berein, siehe dazu
die Bemerkung 8.5 und Vermutung 8.3 in Kapitel 3.
Die Behauptung folgt schließlich aus Lemma 4.3.
¤
Korollar 4.5. Fu¨r k = 1,k = n − 1 und k = n − 2 ist der h-Vektor des Determinan-
tenideals symmetrisch und unimodal. Insbesondere erfu¨llt er die Bedingungen des g-
Theorems (Theorem 3.13 in Kapitel 2).
Beweis. Sind ∆1,∆2 simpliziale Komplexe mit h-Polynomen h1,h2, so gilt fu¨r das h-
Polynom des Joins
h(∆1 ? ∆2, t) = h1(t) · h2(t).
Das h-Polynom des Simplex ist konstant 1. Die Hilbertreihe von IDkn stimmt nach Theo-
rem 4.1 zuna¨chst mit der Hilbertreihe von Lt<(Ikn) in den fraglichen Fa¨llen k = 1,k =
n − 1 und k = n − 2 u¨berein. Nach Proposition 3.2 ist sie auch mit der Hilbertreihe von
Ikn identisch. Da Dkn = Kkn ?Dkn, sind auch die Za¨hlerpolynome der Hilbertreihen von IDkn
und Ikn gleich. In den Fa¨llen k = 1,k = n−1 und k = n−2 ist nach Abschnitt 6 in Kapitel
3 Dkn der Rand eines simplizialen Polytopes, so dass das g-Theorem (Theorem 3.13 in
Kapitel 2) angewandt werden kann.
¤
Korollar 4.6. Fu¨r k = 1,k = n − 1 und k = n − 2 und die in Abschnitt 5 definierte
Termordnung < sind die (k+ 1)-Minoren eine Gro¨bner-Basis von Ikn.
Beweis. Das folgt aus der Tatsache, dass in diesen Fa¨llen IDkn = Lt<(I
k
n) gilt und die
Leitterme der Minoren IDkn erzeugen. ¤
Korollar 4.7. Fu¨r alle n > k+ 1 gilt fu¨r die Anzahl T(n, k) der Typ-B verallgemeinerten
k-Triangulierungen, dass
T(n,k) >
k−1∏
j=0
j!(j+ 2(n− k))!
(j+ n− k)!2
oder jeder andere Term in den Vermutungen 8.2, 8.3, 8.4 aus Kapitel 3 eine untere Schran-
ke ist.
Beweis. Da IDkn ⊂ Lt<(I
k
n) ⊂ Ikn folgt die Behauptung aus dem folgenden allgemeinen
Lemma. ¤
Lemma 4.8. Sei ∆ ein simplizialer Komplex u¨ber der Eckenmenge {x1, . . . , xn} und J ein
monomiales Ideal in S = K[x1, . . . , xn]. Falls das Stanley-Reisner Ideal I∆ in J enthalten
ist und deren Krull-Dimensionen u¨bereinstimmen, so gilt fu¨r die Multiplizita¨ten
e(S/I∆) > e(S/J).
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
10 19 28 37 46 55 64 73 82 91
100 9 18 27 36 45 54 63 72 81
90 99 8 17 26 35 44 53 62 71
80 89 98 7 16 25 34 43 52 61
70 79 88 97 6 15 24 33 42 51
60 69 78 87 96 5 14 23 32 41
50 59 68 77 86 95 4 13 22 31
40 49 58 67 76 85 94 3 12 21
30 39 48 57 66 75 84 93 2 11
20 29 38 47 56 65 74 83 92 1

Abbildung 1. Die Funktion ϕ fu¨r n = 10
Beweis. Wir betrachten die Polarisierung Jpol von J, das heißt jede Potenz xαii , die in
einem Erzeuger von J vorkommt, ersetzen wir durch weitere Variablen x1i , . . . , x
αi
i . Das
Ideal Jpol sei das Erzeugnis dieser vera¨nderten Erzeuger in einem Ring S ′, den wir
nach Umbenennung der Variablen mit k[x1, . . . , xn+m] bezeichnen ko¨nnen. Das Ideal
Jpol ist quadratfrei nach Definition und damit existiert ein simplizialer Komplex Γ , so
dass fu¨r das Stanley-Reisner Ideal IΓ gilt: Jpol = IΓ . Jetzt betrachten wir das Erzeugnis
von I∆ in S ′, es entspricht einem quadratfreien Ideal I ′, das als Stanley-Reisner Ideal
des Komplexes ∆ ? 2{xn+1,...,xn+k} aufgefasst werden kann. (Mit 2{xn+1,...,xn+k} bezeichnen
wir den Simplex mit Eckenmenge {xn+1, . . . , xn+k}). Insgesamt erhalten wir also fu¨r die
beiden Stanley-Reisner Ideale:
I
∆?2{xn+1,...,xn+k}
⊂ IΓ .
Also gilt fu¨r die korrespondierenden simplizialen Komplexe
Γ ⊂ ∆ ? 2{xn+1,...,xn+k} und dim Γ = dim∆ ? 2{xn+1,...,xn+k}.
Insbesondere ist also die Anzahl der Seiten maximaler Dimension von Γ kleiner oder
gleich der Anzahl der Seiten maximaler Dimension von ∆ ? 2{xn+1,...,xn+k}, also auch der
Anzahl der maximal-dimensionalen Seiten von von ∆. Daraus folgt mit Lemma 4.4 die
Behauptung.
¤
5. Konstruktion der Termordnung
Definition 5.1. Wir definieren die Funktion
ϕ : [n]× [n] → N
(i, j) 7→ [(2− i) · n+ (j− 1) · (n− 1) − 1modn2]+ 1,
und eine Ordnung auf den Unbestimmten durch
xij < xkl :⇔ ϕ(i, j) < ϕ(k, l).
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Wir notieren zwei wichtige Eigenschaften:
Seien ∆− := {xij
∣∣i > j} und ∆+ := {xij∣∣i 6 j}. Wir sagen, die Unbestimmte xij liegt
RECHTS OBERHALB von xkl, falls i 6 k und j > l ist. Das VON xij UND xkl AUFGESPANN-
TE RECHTECK sei in diesem Fall die Menge
R := {xqr : i 6 q 6 k, l 6 r 6 j}.
E1: Falls a,b ∈ ∆± und b rechts oberhalb von a, dann ist auch das Rechteck mit
rechter oberer Ecke b und linker unterer Ecke a vollsta¨ndig in ∆± enthalten.
Das Element b ist das maximale Element des Rechtecks.
E2: Falls x ∈ ∆− und y ∈ ∆+ und x in der selben Zeile oder Spalte wie y liegt, so
gilt x > y.
Im folgenden setzen wir rmod r = r. Analog zu der Definition aus Abschnitt 4 in Kapitel
3 definieren wir zu dem Minor M(A,B) fu¨r r > 1:
N(A,B) := {xa(i+k)modr,bi , i = 1, . . . , r},
wobei r > k > 0 so gewa¨hlt ist, dass
ai+k > bi fu¨r alle i = 1, . . . , r− k und(28)
aj+k−1 6 bj fu¨r ein j ∈ {1, . . . , r− k+ 1} oder k = 0.(29)
Fu¨r r = 1 setzen wir N(A,B) =M(A,B).
Wir notieren jedes Monom t =
∏
(i,j)∈[n]2 x
γij
ij ∈ S als
xβ :=
n2−1∏
l=0
x
βl+1
ϕ−1(n2−l)
,
wobei β ∈ Nn2 . Beispielsweise schreiben wir fu¨r x2nn · x321 = x(3,0,...,2).
Wir wa¨hlen im folgenden die graduierte, umgekehrt lexikographische Ordnung als Ter-
mordnung.
Seien im folgenden A,B ⊂ [n] = {1, . . . ,n} mit #A = #B = r, A = {a1 < · · · < ar}, B =
{b1 < · · · < br} und M(A,B) := (xij)i∈A,j∈B.
Fu¨r die Monome t1 = xα, t2 = xβ der Determinante det(M(A,B)) gilt α,β ∈
{0, 1}n
2 und
∑
αi =
∑
βi = r, also
t1 < t2 ⇔ es gibt ein p < n2 so dass αi = βi fu¨r alle i > p und αp = 1, βp = 0.
Lemma 5.2. Falls die Unbestimmte xal,bk das Leitmonom von det(M(A,B)) teilt, so gilt
lm(detM(A \ {al},B \ {bl}) · xal,bk = lm(det(M(A,B)).
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Beweis. Wir entwickeln det(M(A,B)) nach der k-ten Spalte und erhalten
det(M(A,B)) =
r∑
i=1
(−1)k+i · xai,bk · det(M(A\{ai},B\{bk})).(30)
Es gilt
lm(det(M(A,B)) = lm(xal,bk det(M(A\{al},B\{bk})),
denn xal,bk det(M(A\{al},B\{bk} ist als einziger Summand in Gleichung (30) Vielfaches
von xal,bk . Aus Gleichung (27) folgt die Behauptung. ¤
Satz 5.3. Fu¨r Teilmengen A,B ⊂ [n], #A = #B = r gilt
lm(detM(A,B)) =
∏
x∈N(A,B)
x.(31)
Fu¨r den Beweis von Satz 5.3 beno¨tigen wir die folgenden Lemmata.
Lemma 5.4. Sei xaibj ∈ N(A,B). Dann gilt
N(A ′,B ′) ⊂ N(A,B),
wobei A ′ = A\{ai}, B ′ = B\{bj}.
Beweis. Sei xa(m+k)mod r,bm ∈ N(A,B), das heißt, dass
ai+k > bi, fu¨r alle i = 1, . . . r− k und
aj+k−1 6 bj, fu¨r ein j ∈ {1, . . . r− k+ 1}.
Seien A ′ := A\{am+k} =: {a ′1 < · · · < a ′r−1}, B ′ := B\{bm} =: {b ′1 < · · · < b ′r−1}. Wir zeigen,
dass
N(A ′,B ′) = N(A,B)\{xa(m+k)mod r,bm}.
(1) Fall: m 6 r− k
In diesem Fall ist {xa ′i+k,b ′i
∣∣i = 1, . . . , r} = N(A,B)\{xai+m,bm}, woraus sofort
folgt, dass
a ′i+k > b
′
i, fu¨r alle i = 1, . . . , r− k− 1.(32)
Wir zeigen, dass k in dieser Aussage nicht reduziert werden kann und erhalten
so
N(A ′,B ′) = {xa ′i+k,b ′i
∣∣i = 1, . . . , r}.
Dies gilt sicherlich fu¨r k = 0, da k in der Definition von N(A,B) nicht negativ
werden darf. Sonst unterscheiden wir:
(a) den Fall m < j− 1:
Hier ist b ′j−1 = bj > aj+k−1 = a ′j−1+k−1, somit ist k minimal in Gl. 32.
(b) den Fall m = j− 1:
Es werden bm = bj−1 und am+k = aj+k−1 gestrichen, also ist b ′j−1 = bj
und a ′j+k−2 = aj+k−2. Da bj > aj+k−1 gilt ebenso bj > aj+k−2 und somit
b ′j−1 > a ′j−1+k−1. Also ist k auch in diesem Fall minimal in Gl. 32.
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(c) den Fall m = j:
Hier gilt, dass b ′j = bj+1 und aj+k−1 = a
′
j+k−1. Da bj > aj+k−1 gilt ebenso
bj+1 > aj+k−1 und somit b ′j > a ′j+k−1. Wiederum ist also k minimal in Gl.
32.
(d) den Fall r− k > m > j:
Dann ist b ′j = bj > aj+k−1 = a ′j+k−1, somit k minimal in Gl. 32.
(2) Fall: r > m > r− k:
Es wird die Zeile a(m+k)mod r gestrichen. Da (m + k)mod r < i + k fu¨r i =
1, . . . , r ist hier b ′i = bi, i = 1, . . . , r − k und a
′
i+k = ai+k+1, i = 1, . . . , r − k − 1,
also gilt
a ′i+k−1 = ai+k > bi = b
′
i, fu¨r alle i = 1, . . . r− k− 1
a ′j+k−2 = aj+k−1 6 bj = b ′j, fu¨r ein j ∈ {1, . . . r− k+ 1}.
Es folgt:
N(A ′,B ′) = {xa ′i+k−1,b ′i
∣∣i = 1, . . . , r− k− 1}) = N(A,B)\{xam+k,bm}.
¤
Lemma 5.5. Das Leitmonom von det(M(A,B)) wird von einer Unbestimmten ausN(A,B)
geteilt.
Beweis. Sei xa(i+k)mod r,bi := minN(A,B).
Fall 1: a(i+k)mod r > bi und k = 0.
Nach der Definition von N(A,B) ist i+k 6 r. In diesem Fall ist xa(i+k)mod r,bi ∈
∆− und rechts oberhalb von xar,b1 . Wegen E1 ist
V := {xal,bm mit l > i und m 6 i} ⊂ ∆−
und es gilt v 6 xa(i+k)modr,bi fu¨r alle v ∈ V (siehe Abbildung 2). Angenommen
det(M(A,B)) ha¨tte einen Term t, der gro¨ßer als das Produkt der Elemente aus
N(A,B) wa¨re und kein Element aus N(A,B) als Faktor entha¨lt. Dieser Term t
du¨rfte somit keinen Faktor aus V enthalten.
Falls i = 1 ist, fu¨hrt dies sofort zum Widerspruch, da t dann keinen Faktor
aus der ersten Spalte von M(A,B) hat. Fu¨r i > 1 ist dies aber ebenfalls nicht
mo¨glich, da t in jeder Zeile und jeder Spalte von M(A,B) einen Faktor haben
muss. Das bedeutet, dass er i Faktoren aus W := {xal,bm mit l < i + k = i und
m 6 i} entha¨lt. Da W aus i Spalten und i− 1 Zeilen besteht, existiert eine Zeile
von M(A,B), die zwei Faktoren von t entha¨lt, ein Widerspruch!
Fall 2: a(i+k)mod r > bi und k > 0.
Nach der Definition von N(A,B) ist i+ k 6 r. Sei wie im ersten Fall
V := {xal,bm mit l > i+ k und m 6 i}.
Es gilt wiederum wegen E1: v 6 xa(i+k)mod r,bi fu¨r alle v ∈ V. Da k > 0 existiert
ein j 6 r− k+ 1 mit aj+k−1 6 bj, also xaj+k−1,bj ∈ ∆+ (siehe Abbildung 3).
Wir unterscheiden noch mal die Fa¨lle
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
w1,1 · · · w1,i ? . . . ?
...
...
...
...
wi−1,1 · · · wi−1,i ? · · · ?
v · · · xai,bi ? · · · ?
...
...
...
...
v · · · v ? · · · ?

Abbildung 2. Fall 1
(a): j 6 i
Hier ist xa1,bi rechts oberhalb von xaj+k−1,bj und somit auch Element von
∆+, weshalb wegen E1 das Rechteck
V ′ := {xal,bm mit l 6 j+ k− 1 und m 6 i}
in ∆+ enthalten ist. Wegen E2 is xa1,bi < xa(i+k)mod r,bi . Aus E1 folgt wieder-
um, dass v ′ 6 xa1,bi < xa(i+k)mod r,bi fu¨r alle v ′ ∈ V ′.
Angenommen det(M(A,B)) ha¨tte ein Monom t, das gro¨ßer als das Produkt
der Elemente aus N(A,B) wa¨re und kein Element aus N(A,B) als Faktor
entha¨lt. Dieser du¨rfte somit keinen Faktor aus V∪V ′ enthalten. Die Menge
V ∪ V ′ entha¨lt i − j + 1 Spalten von M(A,B) innerhalb welcher alle bis auf
i+ k− (j+ k− 1) − 1 = i− j Zeilen u¨berdeckt werden. Das bedeutet, dass t
zwei Faktoren in einer Zeile ha¨tte, oder im Fall i = j keinen Faktor in einer
Spalte ha¨tte, ein Widerspruch!
(b): j > i
Hier ist xai+k,bm rechts oberhalb von xaj+k−1,bj und somit auch Element von
∆+, weshalb wegen E1 das Rechteck
V ′ := {xal,bm mit i+ k 6 l 6 j+ k− 1 und m > j}
in ∆+ enthalten ist. Wegen E2 is xai+k,br < xai+k,bi . Aus E1 folgt wiederum,
dass v ′ 6 xa(i+k)mod r,bi fu¨r alle v ′ ∈ V ′.
Angenommen det(M(A,B)) ha¨tte einen Term t, der gro¨ßer als das Produkt
der Elemente aus N(A,B) wa¨re und kein Element aus N(A,B) als Faktor
entha¨lt. Dieser du¨rfte somit keinen Faktor aus V∪V ′ enthalten. Die Menge
V ∪ V ′ entha¨lt j + k − 1 − (i + k) + 1 = j − i Zeilen von M(A,B) innerhalb

? v ′ v ′ ? ? ?
? v ′ v ′ ? ? ?
? xaj+k−1,bj v
′ ? ? ?
? ? ? ? ? ?
v v xai+k,bi ? ? ?
v v v ? ? ?


? ? ? ? ? ?
? ? ? ? ? ?
? ? ? ? ? ?
v xai+k,bi ? ? v
′ v ′
v v ? ? v ′ v ′
v v ? ? xaj+k−1,bj v
′

Abbildung 3. Fa¨lle 2a/2b
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
? ? ? ? ? ?
? v v v xai+k,bi ?
? v v v v ?
? xaj+k−1,bj v v v ?
? ? ? ? ? ?
? ? ? ? ? ?

Abbildung 4. Fall 3
welcher alle bis auf j− i− 1 Spalten u¨berdeckt werden. Das bedeutet, dass
t zwei Faktoren in einer Spalte ha¨tte, ein Widerspruch!
Fall 3: a(i+k)mod r > bi und r > k > 0.
In diesem Fall gilt nach der Definition von N(A,B), dass i + k > r und es
existiert ein j 6 r−k+1 so dass aj+k−1 < bj. Somit liegen xaj+k−1,bj , xai+k,bi in ∆+
und xai+k,bi ist rechts oberhalb von xaj+k−1,bj . Deshalb gilt fu¨r das umschlossene
Rechteck
V := {xal,bm mit j+ k− 1 > l > (i+ k)mod r und j 6 m 6 i},
dass v 6 xa(i+k)modr,bi fu¨r alle v ∈ V (siehe Abbildung 4).
Angenommen det(M(A,B)) ha¨tte einen Term t, der gro¨ßer als das Pro-
dukt der Elemente aus N(A,B) wa¨re und kein Element aus N(A,B) als Faktor
entha¨lt. Dieser du¨rfte somit keinen Faktor aus V enthalten. Fu¨r i > j erstreckt
sich die Menge V u¨ber j+ k− 1− (i+ k)mod r+ 1 = j+ k− (i+ k− r) = r− i+ j
Zeilen von M(A,B) und u¨berdeckt innerhalb dieser i − j + 1 Spalten, das sind
alle Spalten bis auf r − (i − j + 1) = r − i + j − 1. Fu¨r i = j besteht V aus der
kompletten i–ten Spalte von M(A,B). Das bedeutet, dass t zwei Faktoren bzw.
keinen Faktor in einer Spalte ha¨tte, ein Widerspruch!
¤
Beweis des Satzes 5.3. Fu¨r r = 1 gibt es nichts zu zeigen. Fu¨r r > 1 entha¨lt der Leitterm
von detM(A,B) einen Faktor xai,bj ∈ N(A,B) nach Lemma 5.5. Aus Lemma 5.2 folgt,
dass
lm(detM(A,B)) = xai,bj · lm(detM(A ′,B ′)),
wobei A ′ = A\{ai}, B ′ = B\{bj}. Nach Induktionsvoraussetzung und Lemma 5.4 ist
lm(detM(A ′,B ′)) =
∏
x∈N(A ′,B ′)
x =
∏
x∈N(A,B)\{xai,bj}
x,
woraus sofort die Behauptung folgt. ¤
Definition 5.6. Zu r,n ∈ N, 1 6 r 6 n definieren wir den simplizialen Komplex
Dnr := {σ ⊂ {x11, x12, . . . , xn,n−1, xnn}
∣∣N(A,B) 6⊂ σ fu¨r alle A,B ⊂ [n] mit #A = #B = r}
und den Simplex
Kr := {σ ⊂ {xij : (j− i)modn 6 (r− 2)}}.
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Proposition 5.7. Der Komplex Dnr ist ein Kegel u¨ber Kr und es gilt
Dnr = Kr ?Dnr−1,
wobei Dnr−1 der Komplex der verallgemeinerten Typ-B (r− 1)-Triangulierungen ist.
Beweis. Zuna¨chst ist klar, dass
k < x fu¨r alle k ∈ Kr, x ∈M(A,B)\Kr,
denn k < x fu¨r alle k ∈ Kr, x ∈ X. Da in jeder Spalte und in jeder Zeile von X genau r− 1
Elemente aus Kr liegen, liegen in jeder Zeile und Spalte von M(A,B) ho¨chstens r − 1
Elemente. Es existiert also mindestens ein Term t =
∏r
i=1 xapi(i),bi , der keinen Faktor
in Kr hat und somit in der Termordnung gro¨ßer ist als jeder Term der Determinante
von M(A,B), der einen Faktor aus Kr entha¨lt. Da N(A,B) nach Satz 5.3 die Menge der
Faktoren des Leitterms von detM(A,B) ist, gilt N(A,B) ∩ Kr = ∅ fu¨r alle Teilmengen
A,B ⊂ [n] mit r Elementen. Also gilt σ ∈ Dnr ⇔ σ ∪ Kr ∈ Dnr . Aus der U¨bereinstimmung
der Nichtseiten und der Eckenmengen der beiden Komplexe Dnr und Dnr−1 nach Identi-
fizierung xij = (i, j) und Anwendung der Bijektion in Satz 4.1 in Kapitel 3 folgt der Rest
der Behauptung. ¤
6. Der Determinantenkomplex einer (m× n)-Matrix
Wir schließen dieses Kapitel mit einigen U¨berlegungen zu der folgenden, allgemeineren
Problemstellung ab, in der die Matrix der Unbekannten nicht mehr quadratisch sein
muss:
Seien m,n ∈ N und xi,j, 1 6 i 6 m, 1 6 j 6 n Unbestimmte u¨ber dem Ko¨rper k. Sei
S := K[xij, 1 6 i 6 m, 1 6 j 6 n] und X = (xij)16i6m,16j6n die Matrix der Unbestimmten.
Zu (k + 1) 6 min(m,n) sei Im,nk das DETERMINANTENIDEAL, das heißt I
m,n
k werde von
den Determinanten der (k+ 1)× (k+ 1)-Minoren von X erzeugt.
Wir betrachten auf der Menge der Unbestimmten xi,j, 1 6 i 6 m, 1 6 j 6 n die von der in
Definition 5.1 eingefu¨hrten Ordnung der Menge der Unbestimmten X˜ = {xij : 1 6 i, j 6
maxm,n} induzierte Termordnung. Zu k,n,m ∈ N, (k+ 1) 6 minm,n sei
Dm,nk := {σ ⊂ X˜ : N(A,B) 6⊂ σ fu¨r alle A ⊂ [m], B ⊂ [n] mit #A = #B = k+ 1}
und
K
m,n
k+1 := {σ ⊂ {xij : (j− i)modn 6 (k− 1), i 6 m, j 6 n}}.
Die Eckenmenge von Dm,nk+1 identifizieren wir im folgenden mit [m]× [n].
Der KomplexDm,nk ist der KomplexD
maxm,n
k eingeschra¨nkt auf die Eckenmenge [m]×[n].
Insbesondere gilt
Dm,nk = K
m,n
k ?D
m,n
k
wobei Dm,nk der Komplex D
maxm,n
k eingeschra¨nkt auf die Eckenmenge [m]× [n] ist.
Im Fall k = 1 ko¨nnen wir eine zu Satz 4.1 analoge Aussage beweisen:
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Satz 6.1. Zu dem Determinantenideal Im,n1 existiert eine Termordnung ≺ so dass
IDm,n1 = Lt≺ I
m,n
1 .
Es gilt
Dm,n1 = K
minm,n
1 ?D
m,n
1 ,
dabei ist Kmin(m,n)1 der (min(m,n) − 1)-Simplex und D
m,n
1 ein reiner, volldimensionaler
Unterkomplex des Randes des ZYKLOEDERS Dmaxm,n1 .
Wir vermuten, dass ein analoges Resultat auch fu¨r Determinantenideale Im,nk fu¨r alle
m,n,k mit min(m,n) > k > 2 gilt.
Beweis. Wir zeigen in Satz 6.2, dass Dm,n1 fu¨r alle 2 6 n,m ein reiner, volldimensio-
naler Unterkomplex des maxm,n − 1-dimensionalen Zykloeders ist und berechnen in
Satz 6.5 die Anzahl seiner Facetten. Diese stimmt nach [BC] mit der Multiplizita¨t des
Determinantenideals u¨berein. Die Behauptung folgt dann mit Lemma 4.3. ¤
Satz 6.2. Der Komplex Dm,n1 ist fu¨r alle 2 6 n,m ein reiner, volldimensionaler Unter-
komplex des maxm,n− 1-dimensionalen Zykloeders.
Wir beweisen den Satz mit den folgenden beiden Lemmas.
Lemma 6.3. Sei m < n. Jede Facette von Dm,n1 ist eine Facette von D
maxm,n
1 .
Beweis. Wir nutzen die Beschreibung des Seitenverbandes von Dn1 als Verband der zy-
klischen Klammerungen BC(n): Falls m < n und τ ∈ Dm,n1 , dann entspricht τ nach Satz
5.20 einer (im Allgemeinen nicht eindeutigen) zyklischen Permutation σ ∈ S(n) und
Klammerpaaren, so dass vor den Variablen xm+1, . . . , xn keine o¨ffnende Klammer steht.
Angenommen, σ(1) ∈ {m+ 1, . . . ,n}, d.h. die zyklische Klammerung ha¨tte die Form
xk · · · xn x1 · · · xσ(n), k > m+ 1.
Dann befindet sich in xσ(1)xσ(2) · · · xn auch keine schließende Klammer, d.h. τ = bb ′, wo-
bei b die leere Klammerung der Variablen xσ(1)xσ(2) · · · xn ist und b ′ eine Klammerung
der Variablen x1 · · · xσ(1)−1. Diese wird in BC(n) mit τ ′ = b ′b identifiziert, was bedeutet,
dass die zu τ ′ geho¨rende Permutation die Identita¨t ist. Insgesamt ko¨nnen wir also oh-
ne Einschra¨nkung annehmen, dass σ(1) < m + 1 gilt. Sei also τ eine Klammerung der
Variablen
xσ(1) · · · xσ(j)xm+1 · · · xnx1 · · · xσ(1)−1
(wobei im Falle σ = id die Variable x0 nicht zu lesen ist).
Wir beweisen die Aussage nun per Induktion u¨ber N, der Anzahl der Variablen in
{xm+1 · · · xn}, rechts von denen in τ keine schließende Klammer steht.
Falls N = 0 gilt, d.h. falls rechts von allen Variablen {xm+1 · · · xn} eine schließende Klam-
mer in τ steht, so kann in τ kein Klammerpaar mit o¨ffnender Klammer links der Va-
riablen {xm+1 · · · xn} erga¨nzt werden. Da τ ebenfalls als Seite in D1n betrachtet werden
kann, gibt es eine Facette F ∈ Dn1 mit dim F = n− 2. Diese Facette ist ebenfalls in Dm,n1 ,
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da sie kein Klammerpaar mit o¨ffnender Klammer links der Variablen {xm+1 · · · xn} ent-
halten kann.
Sei N > 0 und sei j minimal, so dass in τ unmittelbar rechts von xm+j keine schlie-
ßende Klammer ist. Falls irgendwo rechts von xm+j eine schließende Klammer steht,
wa¨hle die erste von xm+j aus gesehene. Sei xk die Variable unmittelbar rechts von der
zugeho¨rigen o¨ffnenden Klammer. Dann la¨sst sich zu τ das Klammerpaar (xk · · · xm+j)
hinzufu¨gen. Falls rechts von xm+j keine schließende Klammer steht, la¨sst sich zu τ das
Klammerpaar (xmxm+j) hinzufu¨gen.
In beiden Fa¨llen liegt nach Induktionsvoraussetzung der erweiterte Klammerausdruck
τ ′ in einer Facette von Dn1 , die auch Facette von D
m,n
1 ist und somit auch τ.
¤
Lemma 6.4. Sei m < n. Jede Facette von Dn,m1 ist eine Facette von D
maxm,n
1 .
Beweis. Falls m < n und τ ∈ Dn,m1 , dann entspricht τ nach Satz 5.20 einer (im Allgemei-
nen nicht eindeutigen) zyklischen Permutation σ ∈ S(n) und Klammerpaaren, so dass
rechts der Variablen xm+1, . . . , xn keine schließende Klammer steht.
Angenommen, σ(n) ∈ {m+ 1, . . . ,n}, d.h. die zyklische Klammerung ha¨tte die Form
xσ(1)xσ(2) · · · xm+1 · · · xσ(n).
Dann befindet sich in xm+1 · · · xσ(n) auch keine o¨ffnende Klammer, d.h. τ = b ′b, wo-
bei b die leere Klammerung der Variablen xm+1 · · · xσ(n) ist und b ′ eine Klammerung
der Variablen xσ(1) · · · xm. Diese wird in BC(n) mit τ ′ = bb ′ identifiziert, was bedeutet,
dass fu¨r die zu τ ′ geho¨rende Permutation σ ′ gilt: σ ′(n) = m. Wir ko¨nnen also ohne Ein-
schra¨nkung annehmen, dass σ(n) < m+1 ist. Sei also τ eine Klammerung der Variablen
xσ(1) · · · x1 · · · xm+1 · · · xnx1 · · · xσ(n).
Wir beweisen die Aussage nun per Induktion u¨ber N, der Anzahl der Variablen in
{xm+1 · · · xn}, links von denen in τ keine o¨ffnende Klammer steht.
Falls N = 0 gilt, d.h. falls links von allen Variablen {xm+1 · · · xn} eine o¨ffnende Klam-
mer in τ steht, so kann in τ kein Klammerpaar mit schließender Klammer rechts der
Variablen {xm+1 · · · xn} erga¨nzt werden. Da τ ebenfalls als Seite in D1n betrachtet wer-
den kann, gibt es eine Facette F ∈ Dn1 mit dim F = n − 2 und diese Facette ist eben-
falls in Dm,n1 , da sie kein Klammerpaar mit schließender Klammer rechts der Variablen
{xm+1 · · · xn} enthalten kann.
Sei N > 0 und sei j maximal, so dass in τ unmittelbar links von xm+j keine o¨ffnende
Klammer ist. Falls irgendwo rechts von xm+j eine o¨ffnende Klammer steht, wa¨hle die
erste von links aus gesehene. Sei xk die Variable unmittelbar links von der zugeho¨rigen
schließenden Klammer. Dann la¨sst sich zu τ das Klammerpaar (xm+j · · · xk) hinzufu¨gen.
Falls rechts von xm+j keine o¨ffnende Klammer steht, la¨sst sich zu τ das Klammerpaar
(xm+jxm) hinzufu¨gen.
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In beiden Fa¨llen liegt nach Induktionsvoraussetzung der erweiterte Klammerausdruck
τ ′ in einer Facette von Dn1 , die auch Facette von D
m,n
1 ist und somit auch τ. ¤
Korollar 6.5. Fu¨r alle 2 6 n,m gilt fu¨r die Multiplizita¨t von Dm,n1
am,n =
n−1∑
i=0
(
n− 1
i
)(
m− 1
i
)
=
(
n+m− 2
m− 1
)
=
(
n+m− 2
n− 1
)
= an,m.
Sie entspricht nach [BC] der Multiplizita¨t des Determinantenideals einer (m×n)-Matrix.
Beweis. Die Anzahl der geordneten r-Partitionen von N ist
(
N−1
r−1
)
(siehe z.B. [Ai]). Die
Facetten von Dm,n1 stehen
(1) fu¨r m < n nach Satz 5.14 aus Kapitel 3 in eins zu eins Beziehung zu Vektoren
v ∈ Nn−1 mit #supp(v) := {i∣∣vi 6= 0} ⊂ {1, . . . ,m− 1} und |v| 6 n− 1.
(2) fu¨r n < m nach Satz 5.16 aus Kapitel 3 in eins zu eins Beziehung zu Vektoren
w ∈ Nm−1 mit supp(w) := {i∣∣wi 6= 0} ⊂ {1, . . . ,n− 1} und |w| 6 m− 1.
Diese fassen wir jeweils als geordnete Partitionen auf und erhalten
am,n =
∑
v∈Nn−1,|v|6n−1, suppv⊂{1,...,m−1}
1
=
∑
A⊂[m−1]
∑
v∈Nn−1,|v|6n−1,suppv=A
1
=
m−1∑
i=1
∑
A⊂[m−1],#A=i
∑
v∈Nn−1,|v|6n−1,suppw=A
1
=
m−1∑
i=1
∑
A⊂[m−1],#A=i
n−1∑
j=i
∑
v∈Nn−1,|v|=j,suppv=A
1
=
m−1∑
i=1
∑
A⊂[m−1],#A=i
n−1∑
j=i
(
j− 1
i− 1
)
=
m−1∑
i=1
(
m− 1
i
)n−1∑
j=i
(
j− 1
i− 1
)
=
m−1∑
i=1
(
m− 1
i
)(
n− 1
i
)
=
(
n+m− 2
n− 1
)
.
¤
Kapitel 5
Polytopale
Auflo¨sungen
In diesem Kapitel wollen wir einen Zusammenhang zwischen zwei Konzepten herstel-
len, deren Motivation in der Analyse von Abha¨ngigkeiten zu sehen ist. Es sind dies
einerseits die freien Auflo¨sungen, deren Fokus auf den algebraischen Abha¨ngigkeiten
zwischen Erzeugern eines Ideals liegt und andererseits Gale-Diagramme, die Aufschluss
u¨ber die affinen Abha¨ngigkeiten zwischen den Ecken eines Polytopes geben. Wir entwi-
ckeln, nach einer kurzen Einfu¨hrung in die relevanten Definitionen, ein Konstrukti-
onsverfahren fu¨r ein Polytop, das in Spezialfa¨llen die Auflo¨sungen von Stanley-Reisner
Idealen simplizialer Polytope tra¨gt. Polytopale Auflo¨sungen eines monomialen Ideals M
sind zellula¨re Kettenkomplexe geeigneter Polytope, die nach Identifizierung der Ecken-
menge mit den Erzeugern von M eine freie Auflo¨sung des Ideals ergeben. Sie sind ein
Spezialfall der in [BS] definierten zellula¨ren Auflo¨sungen.
1. Einfu¨hrung
Sei im folgenden R ein Ring mit 1. Ein MODUL M u¨ber dem Ring R ist bekanntlich eine
abelsche Gruppe mit einer Multiplikationsabbildung R ×M → M, (r,m) 7→ rm mit den
folgenden Eigenschaften fu¨r r, s ∈ R,m,n ∈M:
• r(sm) = (rs)m
• r(m+ n) = rn+ rm
• (r+ s)m = rm+ sm
• 1m = m
Ein Element r ∈ R heißt M-REGULA¨R, falls r in M kein Nullteiler ist, d.h. dass kein
m ∈ M existiert mit m 6= 0 und rm = 0. Eine Folge r1, . . . , rl ist M-regula¨r, falls r1 ein
M-regula¨res Element ist, r2 ein M/r1M-regula¨res Element u.s.w. Die TIEFE depth(M)
eines Moduls ist die maximale La¨nge einer regula¨ren M-Sequenz.
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Ein MODULHOMOMORPHISMUS ist ein Homomorphismus abelscher Gruppen, der diese
Multiplikationsabbildung respektiert. Ein Modul, fu¨r den der Ring R sogar ein Ko¨rper
ist, ist ein VEKTORRAUM. Ein entscheidender Unterschied zwischen Moduln und Vek-
torra¨umen zeigt sich bereits bei der Lo¨sung von homogenen linearen Gleichungssys-
temen: In Vektorra¨umen sind die Lo¨sungsmengen wiederum Vektorra¨ume, weshalb in
allen Fa¨llen eine Menge von linear unabha¨ngigen Erzeugern (Basis) existiert. Diese Ei-
genschaft gilt nicht fu¨r Moduln, wie das folgende Beispiel aus [Ei] zeigt: Sei R = K[a,b, c]
der Polynomring u¨ber dem Ko¨rper K in den drei Unbestimmten a,b, c. Er ist trivialer
Weise ein Modul u¨ber sich selbst. Die lineare Gleichung
aX1 + bX2 + cX3 = 0
wird z.B. von folgenden Elementen aus R3 gelo¨st: v1 = (0,−c,b), v2 = (c, 0,−a), v3 =
(−b,a, 0). Die vi sind ein minimales Erzeugendensystem der Lo¨sungsmenge und außer-
dem linear abha¨ngig u¨ber R in dem Sinne, dass av1 + bv2 + cv3 = 0 gilt. Man erha¨lt also
im Gegensatz zur Theorie der Vektorra¨ume ein linear abha¨ngiges minimales Erzeugen-
densystem. Diese linearen Abha¨ngigkeiten der Erzeuger der Lo¨sungsmenge und damit
die Lo¨sungsmenge des neuen homogenen linearen Gleichungssystems der zweiten Stufe
X1v1 + X2v2 + X3v3 = 0
sind von natu¨rlichem Interesse, das sich induktiv fortsetzt. Fasst man, wie in der linea-
ren Algebra u¨blich, ein Gleichungssystem mit n0 Gleichungen und n1 Unbekannten als
Kern eines Homomorphismus ϕ1 : Rn1 → Rn0 auf und interessiert sich fu¨r die Abha¨ngig-
keiten zwischen n2 Erzeugern des Kerns, so erha¨lt man durch die Abbildung ϕ2, die die
kanonischen Basiselemente bijektiv auf die Erzeuger abbildet, einen Homomorphismus,
der dem Gleichungssystem der zweiten Stufe entspricht und es gilt Bildϕ2 = Kerϕ1.
Diese Konstruktion kann man unendlich oft fortsetzten.
Dies ist ein Zugang zu dem Begriff des MODULKOMPLEXES: Ein Modulkomplex ist eine
Folge von Moduln (Fi)i∈N∪{0} und Modulhomomorphismen (ϕi)i∈N so dass ϕi+1 : Fi+1 →
Fi und ϕi ◦ϕi+1 = 0 gilt. Man notiert einen Modulkomplex F auch wie folgt:
F : · · · → Fi+1 ϕi+1→ Fi ϕi→ Fi−1 → · · ·
Die HOMOLOGIE an der Stelle i ist als Quotientenmodul
HiF := Kerϕi/Bildϕi+1
definiert. Ausgehend von der oben beschriebenen Motivation betrachten wir eine beson-
dere Klasse von Modulkomplexen, so genannte AUFLO¨SUNGEN eines Moduls M. Das
sind Modulkomplexe von der Form
F : · · · → Fi+1 ϕi+1→ Fi ϕi→ Fi−1 → · · · ϕ1→ F0
mit der Eigenschaft, dass die i-te Homologie fu¨r alle i > 1 verschwindet und H0(F) := F0/
Bildϕ1 = M gilt. Wir sprechen von einer FREIEN AUFLO¨SUNG von M, falls die Fi FREIE
MODULN, d.h. Moduln von der Form Rni ,ni ∈ N sind. Im folgenden behandeln wir nur
den Fall, in dem der Ring R mit dem Polynomring S = K[x1, . . . , xn] u¨bereinstimmt und
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das aufzulo¨sende Modul ein monomiales Ideal in S ist. Hier besitzt der Ring S eine Zerle-
gung in eine direkte Summe von abelschen Gruppen S =
⊕
k∈N Sk, wobei Sk aus Polyno-
men vom Grad k (d.h. Exponentensumme k) besteht und es gilt SkSl ⊂ Sk+l, der Ring S
ist somit GRADUIERT. Ebenso ist ein Ideal I =
⊕
k∈N Ik in S in eine direkte Summe abel-
scher Gruppen zu zerlegen und es gilt SkIl ⊂ Ik+l. Man spricht in einem solchen Fall von
einem GRADUIERTEN MODUL. Man kann bei der Graduierung auch zum MULTIGRAD
u¨bergehen, d.h. man betrachtet zu ν ∈ Nn das von xν erzeugte Ideal Iν und erha¨lt dann
analog S =
⊕
v∈Nn Sv und I =
⊕
ν∈Nn Iν. Eine Auflo¨sung heißt GRADUIERT, wenn alle
Moduln dieselbe Graduierung besitzen und die ϕi homogen sind, d.h. den Grad nicht
vera¨ndern.
Satz 1.1. Hilbert-Syzygy-Theorem Jedes Modul u¨ber S hat eine graduierte, freie
Auflo¨sung, deren La¨nge n nicht u¨berschreitet.
Da S nur ein maximales homogenes Ideal m = (x1, . . . , xn) hat, ist S ein LOKALER Ring
und man kann die MINIMALITA¨T einer Auflo¨sung definieren. Eine Auflo¨sung ist mini-
mal, falls fu¨r alle i gilt: Bildϕi ⊂ mFi−1. Eine minimale Auflo¨sung eines Moduls ist
bis auf Isomorphie eindeutig, weshalb man auch von DER minimalen Auflo¨sung spricht.
Man zeigt (siehe z.B. [Ei]), dass die minimale Auflo¨sung immer existiert und die Ra¨nge
der Moduln Fi in einer solchen minimiert sind.
2. Zellula¨re Auflo¨sungen
In [BS] wird eine spezielle Klasse von Auflo¨sungen von Moduln definiert, na¨mlich solche,
fu¨r die ein regula¨rer CW-Komplex X existiert, so dass der zellula¨re Komplex von X mit
der Auflo¨sung u¨bereinstimmt. Wir definieren zuna¨chst den Begriff des CW-Komplexes
nach [Mun] und den regula¨ren Zell-Komplex sowie den zellula¨ren Komplex, wie er sich
bei [BS] findet:
2.1. Zellula¨re Homologie. Eine Teilmenge c des Rn heißt ZELLE der Dimension m,
falls sie homo¨omorph zu Bm := {x ∈ Rm∣∣‖x‖ 6 1} ist und sie heißt OFFENE ZELLE,
falls sie homo¨omorph zum Inneren von Bm ist. Sind c ′ und c Zellen, so dass c ′ ⊂ c und
dim c ′ = dim c − i, so sagen wir, dass c ′ eine Zelle von Codimension i in c ist. Ein CW-
KOMPLEX besteht aus einer Teilmenge X des Rn und einer Familie von offenen Zellen
cα, deren Vereinigung X ergibt, so dass gilt:
• X ist ein Hausdorff-Raum.
• Fu¨r jede der offenen Zellen cα existiert eine Abbildung fα : Bm → X die das
Innere von Bm homo¨omorph auf cα und den Rand von Bm in eine endliche Ver-
einigung von offenen Zellen kleinerer Dimension als m abbildet.
• Eine Menge A ist abgeschlossen in X, falls fu¨r alle α der Schnitt A ∩ c¯α abge-
schlossen in c¯α ist.
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Falls die fα alle Homo¨omorphismen sind und fu¨r alle Zellen cα gilt, dass c¯α − cα eine
endliche Vereinigung von Zellen cα ′ ist, so ist der CW-Komplex X ein REGULA¨RER ZELL-
KOMPLEX. Die Zellen der Dimension 0 heißen ECKEN des CW-Komplexes. Klassische
Beispiele fu¨r regula¨re Zellkomplexe ist der Komplex der Seiten eines Polytopes. Ist V
die Eckenmenge eines regula¨ren Zellkomplexes und C die Menge aller Paare von Zellen,
so existiert eine INZIDENZFUNKTION ε : C→ {−1, 0, 1} so dass gilt:
• ε(c, c ′) = 0 außer c ′ ist eine Zelle von Codimension 1 in c.
• ε({j}, ∅) = 1 fu¨r alle j ∈ V.
• Fu¨r jede Zelle c und jede Zelle c ′ der Codimension 2 in c gilt fu¨r die beiden
(eindeutigen) Codimension 1 Zellen c1, c2 in c, die c ′ enthalten, dass
ε(c, c1)ε(c1, c ′) + ε(c, c2)ε(c2, c ′) = 0.
Mittels der Inzidenzfunktion und dem durch die Dimension graduierten Modul
C˜(X,K) =
⊕
c∈X
Kc
erha¨lt man das Differenzial
δc =
∑
c ′∈X
ε(c, c ′)c ′,
das den so genannten AUGMENTIERTEN ORIENTIERTEN KETTENKOMPLEX definiert.
Die i-te REDUZIERTE ZELLULA¨RE HOMOLOGIEGRUPPE H˜i(X,K) von X ist die i-te Ho-
mologiegruppe des augmentierten orientierten Kettenkomplexes. Man erha¨lt die ZEL-
LULA¨REN HOMOLOGIEGRUPPEN, indem man zu dem ORIENTIERTEN ZELLKOMPLEX
C(X,K) =
⊕
∅6=c∈XKc, der den Beitrag der leeren Seite vernachla¨ssigt, u¨bergeht.
2.2. Graduierung eines Zellkomplexes. Fu¨r α ∈ Nn sei xα := xα11 · · · xαnn ein MONOM
vom MULTIGRAD α. Fu¨r zwei Multigrade α,β ∈ Nn sei α ¹ β genau wenn αi 6 βi fu¨r
alle 1 6 i 6 n ist. Wir definieren den JOIN α ∨ β := γ durch γj := max{αj,βj}. Sei M
ein MONOMIALES IDEAL, das heißt ein Ideal im Polynomring, das von Monomen erzeugt
wird. Zu M sei
min(M) := {xα ∈M∣∣xα/xi /∈M fu¨r alle i = 1, . . . ,n}
die Menge der MINIMALEN MONOME in M. Wir nennen M CO-ARTINISCH, falls M von
seinen minimalen Monomen erzeugt wird. Die folgende Theorie funktioniert fu¨r alle co-
Artinischen Ideale, fu¨r die die Menge der minimalen Erzeuger eventuell unendlich sein
kann. Wir betrachten aber im folgenden Stanley-Reisner Ideale endlicher simplizialer
Komplexe, die stets endlich erzeugt sind.
Ein regula¨rer Zellkomplex X, dessen Eckenmenge gleichma¨chtig zur Menge der Erzeu-
ger {mi
∣∣i ∈ I} des Monoms M ist, kann wie folgt graduiert werden. Zuna¨chst graduiert
man jede Ecke beliebig, aber injektiv mit einem der Erzeuger von M. Dann wird jede
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nichtleere Zelle c mit ihrer Eckenmenge, also der Menge Ic der 0-dimensionalen Zellen,
die in c enthalten sind, identifiziert. Wir definieren
mc := kgV{mi
∣∣i ∈ Ic}.
Das bedeutet, dass der Multigrad αc von mc der JOIN der
∨
j∈c αj ist. Wir sprechen dann
auch von dem MULTIGRAD der Zelle c.
Auf diese Weise erha¨lt man den von M graduierten zellula¨re Komplex FX:⊕
c∈X,c6=∅
Sc
mit Differentialabbildung
∂c :=
∑
c ′∈X,c ′ 6=∅
ε(c, c ′)
mc
mc ′
c ′,
dessen homologische Grade durch die Dimension gegeben seien.
Bayer und Sturmfels haben untersucht, unter welchen Bedingungen der zellula¨re Kom-
plex FX eine freie Auflo¨sung von M und wann diese minimal ist [BS]. Dazu definie-
ren sie zum Multigrad α ∈ Nn den Komplex X¹α als den Unterkomplex von X, dessen
Eckenmenge aus genau den Ecken besteht, fu¨r deren Multigrad β gilt, dass β ¹ α. Der
Komplex X≺α entsteht aus X¹α durch Wegnehmen der Zellen vom Grad α.
Satz 2.1. [BS] Der Komplex FX ist eine freie Auflo¨sung von M genau dann, wenn X¹β
azyklisch fu¨r alle Multigrade β ∈ Nn ist, das heißt dass H˜i(X¹β,K) = 0 fu¨r alle i gilt.
Diese Auflo¨sung ist minimal genau wenn je zwei Zellen c ′ ⊂ c von X stets verschiedene
Grade αc 6= αc ′ haben.
In diesen Fa¨llen wird FX als (minimale) ZELLULA¨RE AUFLO¨SUNG des monomialen Ideals
M bezeichnet. Ist der zellula¨re Komplex X sogar ein Polytop, so sprechen wir von einer
POLYTOPALEN AUFLO¨SUNG.
Alle monomialen Ideale besitzen eine zellula¨re und sogar polytopale Auflo¨sung, die so
genannte TAYLORAUFLO¨SUNG, in der die Rolle des zellula¨ren Komplexes durch den Sim-
plex ∆ aller Teilmengen der Erzeugermenge u¨bernommen wird. Hier ist fu¨r jeden Mul-
tigrad β ∈ Nn der Komplex ∆¹β wiederum ein Simplex, der azyklisch ist. Damit sind
die Bedingungen von Satz 2.1 erfu¨llt. Die Taylorauflo¨sung ist aber weit davon entfernt,
minimal zu sein.
2.3. Hochster- und Auslander-Buchsbaum Formel. Ist ein monomiales Ideal QUA-
DRATFREI, ist also fu¨r jeden seiner Erzeuger xα keine Komponente des Multigrades
gro¨ßer als 1, so la¨sst es sich nach Abschnitt 4.2 in Kapitel 2 als Stanley-Reisner Ideal
eines simplizialen Komplexes auffassen. In diesem Falle sind die Ra¨nge βi der freien
Moduln in der minimalen Auflo¨sung durch die so genannte Hochster-Formel zu berech-
nen und die La¨nge der minimalen Auflo¨sung eines Stanley-Reisner Ideals ergibt sich
aus der AUSLANDER-BUCHSBAUM-FORMEL, siehe z.B. [Ei]:
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Satz 2.2. Fu¨r die La¨nge pd(∆) der minimalen Auflo¨sung des Stanley-Reisner Ideals eines
simplizialen Komplexes ∆ auf n Ecken gilt:
pd(∆) = n− depth(k[∆]).
Ist der simpliziale Komplex ∆ scha¨lbar, so ist k[∆] Cohen-Maccaulay, es gilt also
depth(k[∆]) = dim(k[∆]) = dim∆+ 1 und wir erhalten:
Korollar 2.3. Fu¨r die La¨nge pd(∆) der minimalen Auflo¨sung des Stanley-Reisner Ideals
eines scha¨lbaren d-dimensionalen simplizialen Komplexes ∆ auf n Ecken gilt:
pd(∆) = n− d− 1.
U¨blicherweise wird die Hochster-Formel mit Hilfe des Tor-Funktors formuliert, den wir
uns hier ersparen, indem wir auf die Argumentation in [EV] zuru¨ckgreifen.
Zu einem simplizialen Komplex ∆ mit Eckenmenge [n] sei fu¨r V ⊂ [n] der Komplex ∆∣∣V
derjenige auf der Eckenmenge V, der aus den Seiten von ∆ besteht, die vollsta¨ndig in V
liegen.
Satz 2.4. Hochster-Formel [EV] Die Ra¨nge βi der minimalen Auflo¨sung des Stanley-
Reisner Ideals eines simplizialen Komplexes ∆:
0→ Aβh → · · · → Aβ1 → A→ k[∆]→ 0
berechnen sich durch
βi =
∑
V⊂[n]
dimK H˜|V |−i−1(∆∣∣V ,K).
Korollar 2.5. Besitzt das Stanley-Reisner Ideal I∆ eine polytopale minimale Auflo¨sung
durch das Polytop P, so gilt fu¨r den f-Vektor des Polytopes
fi =
∑
V⊂[n]
dimK H˜|V |−i−1(∆∣∣V ,K).
3. Polytopale Auflo¨sungen des Stanley-Reisner Ideals simplizialer
Polytope
3.1. Gale-Diagramme. Der folgenden kurzen Einfu¨hrung in Gale-Diagramme liegt
das Lehrbuch [MS] zugrunde. Gale-Diagramme gehen auf David Gale zuru¨ck (siehe
auch Satz 6.4 in Kapitel 3). Sie sind ein ausgezeichnetes Hilfsmittel z.B. zur Unter-
suchung kombinatorischer Eigenschaften von Polytopen mit wenigen Ecken.
Fu¨r ein Polytop P sei V = {x1, . . . , xn} ⊂ Rd die Menge seiner Ecken, so dass die xi den
Rd affin aufspannen. Die Menge der AFFINEN DEPENDENZEN von V definieren wir als
D(V) := {λ ∈ Rd∣∣ n∑
i=1
λixi = 0 und
n∑
i=1
λi = 0}.
3 Polytopale Auflo¨sungen des Stanley-Reisner Ideals simplizialer Polytope 91
Wir betrachten die Matrix B mit Spalten vi :=
(
xi
1
)
, i = 1, . . . ,n. Da die Ecken des
Polytopes P den Rd affin aufspannen liegt insbesondere
(
0
1
)
im Bild der Matrix, also
ist deren Rang d + 1. Die affinen Dependenzen D(V) sind als Kern der Matrix B ein
Vektorraum der Dimension n − d − 1. Sei b1, . . . ,bn−d−1 ∈ Rn eine Basis von D(V)
und sei B ∈ Rn−d−1×n die Matrix, deren Zeilen aus den bj bestehen. Die Spalten
V¯ := {x¯1, . . . , x¯n} von B sind die GALE-TRANSFORMIERTEN Ecken von P. Die hier be-
schriebene Transformation ist natu¨rlich nicht eindeutig, sie ha¨ngt von der Wahl der
Basisvektoren ab. Fu¨r eine Teilmenge Z der Eckenmenge von P sei Z¯ stets die Menge
der Gale-transformierten Elemente aus Z, wobei die gewa¨hlte Basis beliebig ist. Eine
solche Teilmenge Z heißt COSEITE des Polytopes, falls V \Z die Eckenmenge einer Seite
von P ist. Der folgende Satz verdeutlicht die Bedeutung der Galetransformation fu¨r die
Kombinatorik eines Polytops.
Satz 3.1. Eigenschaften der Galetransformation [MS] Sei V die Eckenmenge eines
Polytopes P und V¯ die Menge ihrer Gale-transformierten Ecken.
• Eine Menge Z ⊂ V ist genau dann Coseite von P, wenn 0 ∈ relint conv Z¯.
• Jeder offene HalbraumH, auf dessen Rand 0 liegt, entha¨lt mindestens 2 Elemen-
te aus V¯.
• Das Polytop P ist simplizial genau wenn fu¨r jede Hyperebene E mit 0 ∈ E gilt:
0 /∈ conv (V¯ ∩ E).
Zwei endliche Teilmengen V¯, V¯ ′ im Rn−d−1 gleicher Ma¨chtigkeit, die den Nullvektor im
Inneren ihrer konvexen Hu¨lle enthalten, heißen GALE-ISOMORPH, falls zwischen ihnen
eine Bijektion ψ : X→ X ′ existiert, so dass
0 ∈ relint conv (X¯) genau wenn 0 ∈ relint conv (ψ(X¯)).
Jede zu einer Galetransformation der Eckenmenge eines Polytopes P Gale-isomorphe
Punktmenge wird als GALE-DIAGRAMM bezeichnet.
Offensichtlich hat man bei der Wahl eines Gale-Diagrammes eine Reihe von Frei-
heitsgraden: Ist V¯ = {x¯1, . . . , x¯n} das Gale-Diagramm eine Polytopes P, so ist es auch
V¯ ′ = {µ1x¯1, . . . ,µnx¯n}. Satz 3.1 gilt natu¨rlich analog auch fu¨r Gale-Diagramme. Ein
STANDARD-GALEDIAGRAMM definiert man daher als Gale-Diagramm, dessen Elemen-
te die La¨nge 1 oder Null haben. Im Falle simplizialer Polytope ist ein Standard-
Galediagramm eine Teilmenge der Spha¨re S(n−d−2) ⊂ Rn−d−1.
Aufschluss u¨ber die kombinatorische Struktur der konvexen Hu¨lle einer Galetransfor-
mation liefert der folgende Satz:
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Satz 3.2. Sei P ein d-dimensionales Polytop mit n Ecken {x1, . . . , xn} ⊂ Rd, so dass∑
i xi = 0 gilt. Falls {x¯1, . . . , x¯n} ⊂ Rn−d−1 die (paarweise verschiedenen) Gale-
transformierten Ecken von P sind und diese den Rn−d−1 affin aufspannen, dann sind
die Ecken von P eine Gale-Transformation von conv ({x¯1, . . . , x¯n}).
Beweis. Wir bezeichnen mit X ∈ Rd×n im folgenden die Matrix mit Spalten x1, . . . , xn
und mit G ∈ R(n−d−1)×n die Matrix mit Spalten x¯1, . . . , x¯n. Nach Voraussetzung gilt
X · Gt = 0
X ·
 1...
1
 = 0
und damit auch
G · Xt = 0(
1 · · · 1
)
· Xt = 0.
Daraus folgt, dass die Spalten der Matrix Xt im n − (n − d − 1) − 1 = d-dimensionalen
Raum der affinen Dependenzen von G liegen. Da Xt nach Voraussetzung den Rang d hat,
bilden die Spalten sogar eine Basis. Daraus folgt, das die Spalten von X, also die Ecken
von P eine Gale-Transformation von conv ({x¯1, . . . , x¯n}) sind. ¤
Korollar 3.3. Sei f ⊂ [n]. Die Menge conv {x¯i, i ∈ f} ist genau dann eine Seite der konve-
xen Hu¨lle einer Galetransformation des Polytopes P mit Eckenmenge {x1, . . . , xn} wenn 0
im relativen Inneren von conv (X\{xi, i ∈ f}) liegt.
3.2. d-Polytope mit d + 3 Ecken. Wie im vorherigen Abschnitt erla¨utert ist ein Gale-
Diagramm eines simplizialen d-dimensionalen Polytopes mit Ecken {x1, . . . , xd+3} eine
Teilmenge der S1 ⊂ R2. Da die Gale-transformierten x¯1, . . . , x¯d+3 im Allgemeinen nicht
paarweise verschieden sein mu¨ssen, muss die MULTIPLIZITA¨T jedes x¯i, also die Anzahl
der j fu¨r die x¯j = x¯i gilt, beru¨cksichtigt werden. Die restlichen Freiheitsgrade eines sol-
chen Gale-Diagrammes verdeutlicht man sich z.B. durch zusa¨tzliche Betrachtungen der
Hyperebenen, also Geraden, li, die durch x¯i und die Null verlaufen. Nach Satz 3.1 be-
finden sich fu¨r simpliziale Polytope in jedem der Halbra¨ume l±i mindestens 2 Elemente
und keine 2 verschiedenen Punkte x¯i 6= x¯j befinden sich auf der selben Geraden. Ein
Element x¯i kann auf einen Punkt x¯j verschoben werden (so dass sich die Multiplizita¨t
um eins erho¨ht), falls beide nicht in verschiedenen Halbra¨umen einer Geraden lk liegen.
Ist eine Erho¨hung der Multiplizita¨ten auf diese Weise nicht mehr mo¨glich und sind alle
Elemente des Gale-Diagrammes a¨quidistant auf der S1 angeordnet, so spricht man von
dem STANDARDISIERTEN, ZUSAMMENGEZOGENEN GALE-DIAGRAMM. Auf diese Weise
erha¨lt man den folgenden Satz:
Satz 3.4. [MS] Ein simpliziales Polytop der Dimension d mit d + 3 Ecken hat ein stan-
dardisiertes Gale-Diagramm, aus der in Abbildung 1 angedeuteten Familie von Gale-
Diagrammen. Insbesondere ist dessen konvexe Hu¨lle ein m-Eck, wobei m eine ungerade
Zahl gro¨ßer als 1 ist.
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Abbildung 1. Gale-Diagramme von d-dimensionalen simplizialen Polytopen mit d+ 3 Ecken.
Einen ersten nicht trivialen Zusammenhang zwischen Galetransformationen und poly-
topalen Auflo¨sungen liefert der folgende Satz:
Satz 3.5. Sei P ein simpliziales, d-dimensionales Polytop mit d + 3 Ecken. Das stan-
dardisierte, zusammengezogene Gale-Diagramm von P ist ein m-Eck, dessen zugeho¨riger
zellula¨rer Komplex eine minimale polytopale Auflo¨sung des Stanley-Reisner Ideals IP lie-
fert.
Beweis. Sei V = {v1, . . . , vd+3} die Eckenmenge von P, E := {e1, . . . , em} das standardisier-
te, zusammengezogene Gale-Diagramm von P und G := conv({e1, . . . , em}). Nach Satz 3.4
ist G ⊂ S1 ⊂ R2 ein m-Eck, wobei m = 2k+1 fu¨r ein k ∈ N. Die ej seien im Uhrzeigersinn
nummeriert. Wir ordnen jedem ej ∈ E die Menge
I(ej) := {i : v¯i = ej}
zu, also die Menge derjenigen Ecken von P, die mittels einer geeigneten Gale-
Transformation auf ej abgebildet werden. Die Mengen I(ej) sind nie leer und bilden
eine Partition von V.
Zusa¨tzlich erha¨lt jedes ej die Label-Menge ϕj :=
⋃k
i=1 I(e(j−i)modm) und den entspre-
chenden Multigrad αj ∈ Nd+3 mit
αj(i) = 1 falls i ∈ ϕj und αj(i) = 0 sonst.
Wir halten zuna¨chst fest, dass eine Teilmenge σ ⊂ Rd genau dann eine minima-
le Nichtseite der geometrischen Realisierung von P ist, wenn ein j existiert so dass
σ = conv {vi : i ∈ ϕj}.
Dies gilt, da nach Satz 3.1 fu¨r F ⊂ V die konvexe Hu¨lle conv (F) genau dann Sei-
te von P ist, wenn 0 ∈ relint conv (E\F¯). Da die ei a¨quidistant auf S1 angeordnet
sind, sind die maximalen Teilmengen N ⊂ E mit 0 /∈ relint conv N genau die Mengen
{ei : i ∈ I, I Intervall der La¨nge (k+ 1) in Zm}. Deren Komplemente sind genau die Gale-
tranformierten minimalen Nichtseiten von P:
Nc = {ei : i ∈ I, I Intervall der La¨nge k in Zm}.
Wir identifizieren jede Seite f ⊂ G mit ihrer Eckenmenge f ⊂ E und ordnen ihr den Grad
af :=
∨
ej∈f αj zu. Insbesondere bekommt jede Ecke von G genau einen Erzeuger des
Stanley-Reisner Ideals IP zugeordnet.
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Da G ein m-Eck ist und fu¨r alle Seiten f von G gilt, dass af ¹ (1, · · · , 1) ∈ Nd+3, ist G¹b
azyklisch fu¨r alle b º (1, . . . , 1).
Sei vi ∈ V, dann existiert ein eindeutiges p ∈ [m] so dass i ∈ I(ep) und wir erhalten,
dass i genau dann in a{ej} enthalten ist, wenn i Element von ϕj ist. Das gilt genau dann,
wenn ein l0 mit 1 6 l0 6 k existiert, so dass p = (j − l0)modm, was gleichbedeutend ist
mit
j ∈ {p,p+ 1, . . . ,p+ k}modm.
Sei b ∈ Nd+3 mit b ≺ (1, . . . , 1), dann geht der Komplex G¹b aus G durch Lo¨schung einer
Vereinigung von Eckenmengen vom Typ
{ei : i ∈ I, I Intervall der La¨nge k in Zn}
hervor. Eine solche Vereinigung ist eine Menge vom Typ {ei : i ∈ I, I Intervall in Zm}, so-
mit wird beim U¨bergang von G nach G¹b stets genau eine Zusammenhangskomponente
des Randkomplexes (und die maximale Seite) entfernt, so dass X≺b selbst wiederum nur
aus einer Zusammenhangskomponente besteht oder der leere Komplex ist. In jedem Fall
ist G¹b azyklisch. Mit Satz 2.1 folgt, dass der zu G geho¨rige zellula¨re Komplex FG eine
freie Auflo¨sung von IP ist.
Fu¨r die Minimalita¨t von FG ist nach Satz 2.1 nachzuweisen, dass af 6= af ′ fu¨r je zwei
Seiten f, f ′ mit f ′ ⊂ f ⊂ G.
Falls f = {e1, . . . , em} die maximale Seite von G ist, so ist af = (1, . . . , 1), da jede Ecke
vi ∈ V in mindestens einer minimalen Nichtseite von P enthalten ist. (Ecken, die in
keiner Nichtseite enthalten sind, sind so genannte Kegelpunkte. Ein d-Polytop mit d+3
Ecken und Kegelpunkt ist ein Kegel u¨ber einem d − 1 Polytop P ′ mit d + 2 Ecken, das
Seite von P ist, aber zu viele Ecken hat, um ein Simplex zu sein.)
Andererseits gibt es fu¨r jede 1-dimensionale Seite f ′ = {ei, ei+1} mindestens ein vj ∈ V
mit
vj /∈ ϕ(ei) ∪ϕ(ei+1) =
k+1⋃
i=1
I(e(j−i)modm),
denn k+1 < 2k+1 und somit fehlt ein I(el) in der Vereinigung. Da die I(el) nicht leer sind
und eine Partition der Eckenmenge bilden, gilt die Behauptung. Falls f = {ej, ej+1} und
ohne Einschra¨nkung af = aej∨aej+1 = a{ej}, dann gilt a{ej+1} ≺ a{ej}. Das bedeutet, dass
ϕj+1 ⊂ ϕj, also insbesondere I(e(k+1−i)modm) ⊂
⋃k
i=1 I(e(j−1)modm), ein Widerspruch
zur Partionierungseigenschaft. ¤
Bemerkung 3.6. Da Stanley-Reisner Ideale simplizialer Polytope mit d + 3 Ecken
Gorenstein-Ideale von Ho¨he 3 sind, folgt auch aus [BH], dass die minimale Auflo¨sung
stets von einem m-Eck unterstu¨tzt wird.
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3.3. Allgemeine simpliziale Polytope. Wir mo¨chten die Idee des vorherigen Ab-
schnitts auf die Konstruktion eines Polytopes, das die Auflo¨sung von IP fu¨r ein sim-
pliziales Polytop mit beliebiger Eckenzahl tra¨gt, u¨bertragen. Seien v¯1, . . . , v¯n die Gale-
transformierten Ecken von P, deren konvexe Hu¨lle wir mit G bezeichnen. Zu jeder Nicht-
seite N des Polytops P sei xN das Baryzentrum von conv {v¯i
∣∣vi ∈ N}. Jedes xN erha¨lt als
Multigrad αN ∈ {0, 1}n mit αi = 1 genau wenn vi ∈ N gilt. Wir bezeichnen mit Σ die
konvexe Hu¨lle der xN.
Vermutung 3.7. Die vorgeschlagene Konstruktion liefert fu¨r alle simplizialen Polytope
P ein Polytop Σ, das die freie Auflo¨sung des Stanley-Reisner-Ideals IP tra¨gt, falls die xN
in konvexer Lage sind.
Nach Satz 2.1 wa¨re fu¨r den Beweis dieser Vermutung zu zeigen, dass Σ6β azyklisch fu¨r
alle β ¹ (1, . . . , 1) ist. Wir zeigen im folgenden, dass dies zumindest immer dann der Fall
ist, wenn β so gewa¨hlt wird, dass
0 ∈ relint conv {vi : βi = 0}
gilt. Dies ist nach Satz 3.2 a¨quivalent dazu, dass conv {v¯i
∣∣βi = 1} eine Seite von G ist.
Also existiert eine Hyperebene H, so dass {v¯i
∣∣βi = 1} ⊂ H und G ⊂ H+ gilt. Da Hyper-
ebenen konvex sind, folgt xN ∈ H falls N ⊂ {vi
∣∣βi = 1}. Nach Konstruktion ist G ⊂ Σ und
somit G ⊂ H+. Es bleiben noch die xN zu untersuchen, fu¨r die N 6⊂ {v¯i
∣∣βi = 1}. Sei vj ∈ N
mit βj = 0. Dann ist v¯j ∈ H+ \ H. Mit H =: {x ∈ Rd
∣∣xt · h = r} gilt dann also v¯tj · h > r
und damit auch xtN · h = 1]N
∑
i∈N v¯
t
ih > r, da alle restlichen Summanden gro¨ßer oder
gleich r sind. Insgesamt folgt also, dass conv {xN
∣∣N ⊂ β} eine Seite von Σ ist und somit
Σ¹β azyklisch.
Bemerkung 3.8. Man kommt durch die vorgeschlagene Konstruktion bei d-
dimensionalen Polytopen mit d+ 3 Ecken zu dem selben Resultat wie die Konstruktion in
Satz 3.5, da die Baryzentren der xN in konvexer Lage sind.
3.4. Zur Auflo¨sung des Stanley-Reisner Ideals eines n-Eckes. Fu¨r eine natu¨rliche
Zahl n sei En das regula¨re n-Eck, dessen Eckenmenge wir mit [n] identifizieren und
in dessen Zentrum der Ursprung liegt. Wir mo¨chten das Stanley-Reisner Ideal IEn auf
seine polytopale Auflo¨sbarkeit hin untersuchen.
Satz 3.9. Die Ra¨nge βi,n der minimalen Auflo¨sung des Stanley-Reisner Ideals des n-
Eckes En
0→ Sβn−3,n → · · · → Sβ1,n → S→ k[En]→ 0
berechnen sich durch
βi,n = n
(
n− 2
i
)
−
(
n
i+ 1
)
.
Wird die minimale Auflo¨sung von einem Polytop Pn unterstu¨tzt, so gilt fu¨r den f-Vektor
fi(Pn) = βi+1,n fu¨r 0 6 i 6 n− 4 und f−1(Pn) = fn−3(Pn) = 1.
Bemerkung 3.10. Die La¨nge n − d − 1 = n − 3 der freien Auflo¨sung ergibt sich aus der
Auslander-Buchsbaum Formel und der Scha¨lbarkeit des n-Ecks, siehe Korollar 2.3.
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Bemerkung 3.11. Da fi(Pn) = βi+1,n = βn−3−i,n = fn−4−i(Pn) gilt, ha¨tte das die mi-
nimale Auflo¨sung unterstu¨tzende Polytop Pn einen symmetrischen f-Vektor und es kann
vermutet werden, dass Pn selbstdual ist. Fu¨r P5 und P6 ist dies der Fall.
Fu¨r den Beweis des Satzes beno¨tigen wir die folgenden Lemmas.
Lemma 3.12. Fu¨r n ∈ N sei fn : 2[n] → N,W 7→ dimH0(Gn∣∣V ,K) und
γi,n :=
∑
W∈2[n],]W=i
fn(W).
Dann gilt
(1) γ0,n = γn,n = 1 fu¨r alle n > 1.
(2) γ1,n = γn−1,n = n fu¨r alle n > 1.
(3) γ2,n = (n− 2)n fu¨r alle n > 3.
(4) Fu¨r 4 6 i < n− 1:
γi,n = γi−1,n−1 +
(
n− 2
i− 1
)
+ γi,n−1.
Beweis. (1) und (2) sind klar, fu¨r (3) unterscheidet man die Fa¨lle, in denen W zwei ne-
beneinander liegende Ecken des n-Ecks entha¨lt und fn(W) = 1 ist oder alle anderen
Fa¨lle, in denen fn(W) = 2 gilt. Daraus ergibt sich γ2,n = n+ 2 · (
(
n
2
)
−n) = n(n− 2). Fu¨r
die Rekursionsgleichung fu¨r γi,n bestimmen wir zuna¨chst eine Rekursionsgleichung fu¨r
fn(W), der Anzahl der Zusammenhangskomponenten von Gn∣∣W :
Sei W ⊂ [n] und Wˇ :=W \ n.
1. Fall W ∩ {n − 1, 1} = ∅ und n ∈ W. Hier gilt fn(W) = fn−1(Wˇ) + 1, da {n} eine
Zusammenhangskomponente bildet.
2. Fall W ∩ {n− 1, 1} = ∅ und n /∈W. Hier gilt fn(W) = fn−1(Wˇ).
3. Fall ]W∩ {n−1, 1} = 1 und n ∈W. Hier gilt fu¨r alle W mit ]W > 2: fn(W) = fn−1(Wˇ).
4. Fall ]W∩ {n−1, 1} = 1 und n /∈W. Hier gilt fu¨r alle W mit ]W > 1: fn(W) = fn−1(W).
5. Fall ]W∩ {n−1, 1} = 2 und n ∈W. Hier gilt fu¨r alle W mit ]W > 3: fn(W) = fn−1(Wˇ).
6. Fall ]W ∩ {n− 1, 1} = 2 und n /∈W und W 6= [n− 1]. Hier gilt fu¨r alle W mit ]W > 2:
fn(W) = fn−1(W) + 1.
7. Fall W = [n− 1]. Hier ist fn(W) = fn−1(W) = 1.
Damit ergibt sich fu¨r γi,n mit 4 6 i < n− 1:
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γi,n =
∑
]W=i,W⊂[n]
fn(W)
=
7∑
j=1
∑
Fall j
fn(W)
=
∑
Fall 1
fn−1(Wˇ) +
(
n− 3
i− 1
)
+
∑
Fall 2
fn−1(W)
+
∑
Fall 3
fn−1(Wˇ) +
∑
Fall 4
fn−1(W) +
∑
Fall 5
fn−1(Wˇ) +
(
n− 3
i− 2
)
+
∑
Fall 6
fn−1(W)
=
∑
Fa¨lle 1,3,5
fn−1(Wˇ) +
(
n− 2
i− 1
)
+
∑
Fa¨lle 2,4,6
fn−1(W)
=
∑
]W=i−1
fn−1(W) +
(
n− 2
i− 1
)
+
∑
]W=i
fn−1(W)
= γi−1,n−1 +
(
n− 2
i− 1
)
+ γi,n−1.
¤
Lemma 3.13. Fu¨r alle 1 6 i 6 n− 2 gilt
γi,n = n
(
n− 2
i− 1
)
(33)
βi,n = γi+1,n −
(
n
i+ 1
)
.(34)
Beweis. Der Induktionsanfang ergibt sich aus (2) in Lemma 3.12, der Induktionsschritt
wir folgt:
γi,n = γi−1,n−1 +
(
n− 2
i− 1
)
+ γi,n−1
IV
= (n− 1)
(
n− 3
i− 2
)
+
(
n− 2
i− 1
)
+ (n− 1)
(
n− 3
i− 1
)
= (n− 1)
(
n− 2
i− 1
)
+
(
n− 2
i− 1
)
= n
(
n− 2
i− 1
)
.
Weiterhin gilt
βi,n =
∑
]W=i+1
(fn(W) − 1) = γi+1,n −
(
n
i+ 1
)
.
¤
Beweis des Satzes. Nach Korollar 2.5 und Satz 2.4 gilt: Besitzt das Stanley-Reisner Ideal
IEn eine polytopale minimale Auflo¨sung durch das Polytop Pn, so gilt fu¨r dessen f-Vektor
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Abbildung 2. Gale-Diagramm des 5-Ecks und das Polytop conv xN.
und fu¨r die Ra¨nge der minimalen Auflo¨sung:
fi(Pn) = βi,n =
∑
V⊂[n]
dimK H˜|V |−i−1(Gn∣∣V ,K).
Da Gn ein 2-dimensionales Polytop und damit zusammenziehbar ist, ist
dim H˜k(Gn∣∣V ,K) = 0 fu¨r alle k > 1. Fu¨r k = 0 folgt die Behauptung aus Lemma
3.13. ¤
Wir fu¨hren nun die Konstruktion aus Abschnitt 3.3 fu¨r das n-Eck durch. Seien v¯1, . . . , v¯n
die Gale-transformierten Ecken des n-Ecks, deren konvexe Hu¨lle wir mitGn bezeichnen.
Die konvexe Hu¨lle der Menge aller Ecken des n-Ecks, die nicht in einer Nichtseite N =
{i, j}, i 6= (j± 1)modn enthalten sind, entha¨lt fu¨r n > 3 die Null in ihrem Inneren. Daraus
folgt mit Satz 3.2, das v¯i, v¯j eine 1-Seite in Gn bilden, damit liegen die xN in konvexer
Lage.
Fu¨r n = 5 ist G5 ein 5-Eck und die vorgeschlagene Konstruktion ergibt wiederum ein
5-Eck (siehe Abbildung 2). Nach Satz 3.5 ist dies schon das Polytop, das die minimale
Auflo¨sung des Stanley-Reisner Ideals des 5-Ecks unterstu¨tzt.
Fu¨r das 6-Eck erha¨lt man das in Abbildung 3 grau eingezeichnete Polytop: Man u¨ber-
zeugt sich leicht, dass fu¨r das 6-Eck ein Gale-Diagramm durch ein Dreiecksprisma mit 0
im Zentrum und mit Dreiecksgrundfla¨chen v¯1, v¯3, v¯5 und v¯2, v¯4, v¯6 gegeben ist. Die neun
Nichtseiten des 6-Ecks lassen sich dann mit den 1-Seiten des Gale-Diagrammes identi-
fizieren.
Wie man leicht u¨berpru¨ft tra¨gt es tatsa¨chlich eine Auflo¨sung, diese ist aber nicht mini-
mal: Die Seite conv (x2,4, x4,6) hat den Multigrad α = (0, 1, 0, 1, 0, 1), ebenso wie die Seite
conv (x2,4, x4,6, x2,6). Man minimiert die Auflo¨sung z.B. durch Verschiebung der Punkte
x1,4 → v¯1 und x3,6 → v¯6, siehe Abbildung 4.
Auch falls gema¨ß der Vermutung 3.7 die vorgeschlagene Konstruktion eine freie
Auflo¨sung von IEn ,n > 7 tra¨gt, ist diese aber in jedem Fall nicht minimal: Fu¨r n = 7
u¨berlegt man sich das anhand von Abbildung 5 wie folgt: Da die 0 ∈ R2 im Inneren der
konvexen Hu¨lle der Ecken 1, 4, 7 des 7-Ecks liegt, also 1, 4, 7 minimale Coseite von G7
ist, ist 2, 3, 5, 6 Facette von G7. Diese Facette entha¨lt dann nach Konstruktion genau die
zu den entsprechenden Nichtseiten des 7-Ecks geho¨renden Ecken x2,5, x2,6, x3,5, x3,6. Da
G7 die konvexe Hu¨lle der xN entha¨lt, bilden diese Ecken eine Facette dieser konvexen
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Abbildung 3. Gale-Diagramm des 5-Ecks und das Polytop conv xN.
Hu¨lle. Diese Facette ist dreidimensional, mithin ein Tetraeder, der die Seite x2,5, x2,6, x3,5
entha¨lt. Diese erha¨lt nach Konstruktion dasselbe Label wie die Facette, so dass das
Minimalita¨tskriterium aus Satz 2.1 verletzt ist. Ein analoges Argument liefert, dass
conv xN fu¨r kein n-Eck, n > 6 eine minimale Auflo¨sung tra¨gt.
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Abbildung 4. Polytop, das die minimale freie Auflo¨sung des Stanley-Reisner-Rings des
6-Ecks tra¨gt.
100 5. Polytopale Auflo¨sungen
1
2
3
4
5
6
7
Abbildung 5. conv xN liefert auch fu¨r das 7-Eck keine minimale Auflo¨sung
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Mathematik kennen zu lernen. Eine bessere Betreuung kann ich mir nicht vorstellen!
Außerdem mo¨chte ich meinem fru¨heren Bu¨rokollegen Jakob Jonsson danken, dessen
Faszination an der Mathematik und dessen beeindruckende Resultate ich sehr bewun-
dere. Durch seine Hilfe konnte ich die Arbeit in Stockholm einen entscheidenden Schritt
weiterbringen. Vielen Dank auch an Ilse Fischer, die mir gezeigt hat, wie man symmetri-
sche Pfade za¨hlt und dabei gut gelaunt bleibt. Die Zeit in Wien hat mir sehr gut gefallen.
Danken mo¨chte ich ebenfalls Anke Raufuß, der die Raufuß-Graphen neben ihrem Na-
men auch die Idee des Uhrzeigersinns zu verdanken haben. Danke auch an Claudia
Zehnpfund fu¨r ihre zahlreichen Korrekturen und an alle, die mir durch ihre Anwesen-
heit die Zeit auf den Lahnbergen so angenehm gemacht haben, insbesondere an Jan
Bra¨hler, Raphael Bu¨rger, Martin Ehler, Thomas Graeff, Vladimir Grujic, Dennis Leucht
und die vielen Michaels. Herzlich danke ich auch meinen Eltern Anne und Bernhard,
die mein Studium immer großzu¨gig unterstu¨tzt haben. Und weil sie hier noch fehlt dan-
ke ich meiner Schwester Sophie fu¨r ihre Existenz. Sie hat die Liebe zur Mathematik
wa¨hrend des Entstehens dieser Arbeit auf eine sehr u¨berraschende Weise entdeckt...
Zum Schluss ein dickes Dankescho¨n an meine Psychologin und liebe Frau Stephanie
Mehl, ohne deren willensstarke Beharrlichkeit beim Wecken diese Dissertation nie be-
endet worden wa¨re.
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2. Lebenslauf
Am 11.04.1974 wurde ich von Anne Soll (geb. Ho¨nig) geboren. Mein Vater ist Bernhard
Soll. Nach dem Besuch der Grundschule Atzbach und der integrierten Gesamtschule
Lahntalschule Atzbach erwarb ich im Sommer 1993 an der Goetheschule in Wetzlar die
Hochschulreife. Im Anschluss absolvierte ich meinen Zivildienst an der Friedrich-Fro¨bel
Schule fu¨r Praktisch Bildbare, die sich ebenfalls in Wetzlar befindet. Im April 1995 be-
gann ich mein Studium an der Philipps-Universita¨t in Marburg, zuna¨chst im Fach Phy-
sik. Im Oktober des selben Jahres wechselte ich auf die Fa¨cher Psychologie und Mathe-
matik. Mein Vordiplom in Mathematik erwarb ich im Sommer 1997, das in Psychologie
im Sommer 2001. Im Sommer 2002 beendete ich mein Mathematikstudium mit dem
Diplom. Das folgende Semester verbrachte ich als Stipendiat der Eidgeno¨ssischen Tech-
nischen Hochschule (ETH) in Zu¨rich und absolvierte dort am Institut fu¨r theoretische
Informatik den Predoc-Kurs. Im Fru¨hjahr 2003 kehrte ich an die Philipps-Universita¨t
zuru¨ck, bei der ich seither als wissenschaftlicher Mitarbeiter am Fachbereich Mathema-
tik und Informatik ta¨tig bin.
3. Versicherung
Ich habe die vorgelegte Dissertation selbst verfasst und mich dabei keiner anderen als
der von mir ausdru¨cklich bezeichneten Quellen und Hilfen bedient. Die Dissertation in
der vorliegenden oder einer a¨hnlichen Form habe ich noch nicht zu Pru¨fungszwecken
eingereicht.
Marburg, April 2006
Daniel Soll
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