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Efficiency and Optimality Properties of a Class of 
k-Sample Rank Tests Against Trend 
By T.J. Terpstra ,  Enschede I ) 
Abstract: A class of k-sample rank tests is considered for testing the hypothesis Ho: F i (x) = F (x), 
i < k against he hypothesis H I : F i (x) = F (x -- Oi), 01 < 02 < 9 9 9 < O k, 01 4: O k. These tests are 
based on a rank statistic S = ~ d i (-~) ~ a n (R_i,r 3') in which -~= (nl . . . . .  nk). I fn -Xni, n -* ~i and 
n 1/20i, n ~ 0 i it is shown that Eff ((~, d ~, 3') I (F, b-')) = Eff (~ IF) Eff (~ 7) Eff~ (b*l b*). For 
given ~ the 'minimax' efficiency weight-vector do (~) is derived with respect o 
| = (O'1 -- 1 = O 1 <. . .  ~< Ok = 1 ) and also the Bayes vector ff(~, r) with respect to a d.f. r on e. 
The properties of these tests are investigated. Further an allied class of tests is considered based on 
a statistic W = ~ ~ d . .  (n ~) W_h,i, where _W h i is a rank statistic for the samples taken ofx  h and x .. 
- -  h < i  n , t  - , - - t  
1. Introduction and Summary 
By means of  n = nx + 9 9 9 + n k completely independent observations xi ,  1, I <~ n i, 
i ~< k taken of k variables x l  . . . . .  X_k with distribution functions F i (x  ) = F(x  - -  Oi), 
i ~< k we want to test the hypothesis 
Ho:01  =. . .=O k , 
against he alternative hypothesis 
Hl :O1~O2 <~. . .<~Ok , 01-- / :0 k 9 
The class of  tests considered are defined by means of  a statistic of  the structure 
-+-+ --. --~ k --~ n i 
S (n, d (n) ,  3';_R) := i=~l d i ( r t )  l~=1 a n (-R-i,l' 3'), (1.1) 
in which Ri ,  l is the rank number of  observat ionx i ,  l obtained by arranging all n obser- 
vations according to increasing magnitude, d i (n )  the weight of  sample i, 3' a score 
funct ion and a n (s, 3"), s <<, n the scores which are defined by 
1) T.J. Terpstra, Department of Applied Mathematics, Twente University of Technology, En- 
schede, The Netherlands. 
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a n (s, 7):=ET(__U(S)), s<.n, (1.2) 
_U (1 ) , . . . ,  _U (n) being the order statistics of a random sample of size n from a uniform 
distribution on [0, 1 ]. 
We assume that 7 satisfies the condition 
1 1 
r: o; ~ (u) du = 0, 0 < So ~2 (u) a~ < ~. (1.3) 
The score function ~F corresponding to the d.f. considered isgiven by [cf. H[l]ek/ 
~id(tk, p. 19] 
7 F (u) = -- (F -1 (u)), 0 < u < 1, (1.4) 
in which f is the probability density function. 
If f is absolutely continuous and f '  absolutely integrable then 7F satisfies the first 
condition in (1.3). 
1 
If TEr thenZa n (s, 7)=n f T(u)du=OandE(ff_ [Ho) = 0. 
s 0 
For convenience we introduce the following notation 
1 
02 (7) := f .y2 (u) du, (1 .Sa) 
0 
uh*(a) := 
2 ~ %-.(a) := 
n i 
Z- -d . ,  } 
i rl t 
n. n. 
-2-' d~ - (~-2-' a y ,  
i n  in  t 
(1.5b) 
/~(d)  := Zi ~i di' 0 <~ ~i < 1, ~i ~i -:-- 1, } 
4 . (d) := ~ ~i ~ . 
Then [cf. Hdjek/,~iddk, p. 163] 
2 "-> -')" 
var (if_ ]Ho) = n Oh* (d (n)) a2(7). 
0.5c)  
(1.6) 
If we assume that .oh~ (d (n)) > 0 and 3' E F then we can consider instead of S__ the 
standardized variable 
S* := {var (ff-n I H~ Sn' 
-n  
(1.7) 
which has mean zero and variance one under Ho. 
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We now assume that following conditions are satisfied for n ~ 
k does not depend on n, I 
L n-X ni, n -+ ~i' i <~ k, 
d i (nn) ~ d i (~), i < k, 
2 "~ ~ a~ (d (~)) > 0. 
Then 
(1.8) 
the variable S* is asymptotically equal (with probability one) to the variable 
--~-'~--~ 2 --~'-~ k ~ ni.n 
r(~, d (~), 3';~,, _Rn):=(n o-~(d(~)) 02(3')) -'/2 "i=lE di(~)l~=l an(_R_i,l, 3" ). 
(1.9) 
-~-'0) / _, __, covv(a, 
. r (d ,  o):= ' 
where 
--~ --). k "-~ 
covr(d, O) := i~ ~; (d. -- ur(d)) (0 i -- U r (0)). 
(1.14) 
and 
Thus if we want to investigate he asymptotic properties of tests based on test-statis- 
tics S_ defined by (1.1) and the conditions (1.8) are satisfied then this is equivalent to 
investigating the asymptotic properties of sequences of tests consisting of critical re- 
gions 
z ,  n := {~o tr(~, d (~),3'; n, R n (w) )>~l .c~},  (1.10) 
where ~l-c~ = ~ b-1 (I - a),  r (u) being the normal distribution function. For conven- 
--~ --+ -9,  
ience we denote the foregoing sequence of tests by (~, d (~), 3'). 
v 
From the results of Hd]ek/Siddk [1967, p. 227] we immediately obtain the follow- 
ing 
Theorem 1 : Under condition (1.8) the asymptotic power of a procedure (g, d,  3'), 
3' E F, for testing the hypothesis Ho against a sequence of alternatives defined by F 
and O n , for which 3'F E F and 
--). 
n 1/2 O n 40 ,  (1.11) 
is equal to 
1 -- r (~1 -e~ -- p (3" 3"Y) p-((d, 0 ) o (3"F) o-~(0)), (1.12) 
where 
1 
P (% 3'F) := f 3" (u) 3"F (u) du (1.13) 
0 
228 T.J. Terpstra 
Remark: 
1. This theorem contains the property that the variable _T defined by (1.9) is asymp- 
totically normally distributed under H0. 
2. The test considered is invariant with respect to the location parameter 0.Thus with- 
out loss of generality we may consider the sequence (0 n) for which (1.11) holds in- 
stead of n 1/2 (O n _ 0 9 1 ) ~ 0, where 0 is the common value of 01 . . . . .  O k under 
Ho. 
From (1.12) the known property follows that for each ~ the asymptotic most power- 
ful test against (F, 0) is obtained by taking 3" = 3'F and d = 0. This test is also a locally 
most powerful rank test [cf. Lehmann]. 
Defining for given ~ the efficiency of a procedure (~, d, 3') with respect to an alter- 
native (F, 0 ) as the fraction of the number of observations the asymptotic most power- 
ful test (~, 0,3'F) needs to reach the same asymptotic power as the test considered, 
then it follows from (1.12) that 
Eff~.((d, 3') I (F, 0)) = Eff (3' IF)" Eff~(d I 0), (1.15) 
where 
and 
Eft(7 IF) := P2(7, 7 F) (1.16) 
"~ "~ 2 "-~ "~ Effv(d [ 0):= p~(d, 0). (1.17) 
If we now take into consideration the possibility of designing the experiment in such a 
way as to increase the power it follows that for each (F, 0") the asymptotic most 
powerful test is obtained ff we take 
3' =~F'  
= ~Jo := (1 /2 ,  0 . . . . .  O, 1/2) ,  
d =do :=( - -1 ,0  . . . . .  0,1). 
(1.18) 
It follows that with respect to this optimal procedure 
Eft ((~, ~, 7) [ (F, 0)) = Eft (3' IF ) .  Eft (g I 0) .  Eff~(d I 0), (1.19) 
where 
- *~ 4 2 ~ 
Eft (~ 10):= )2 " o~(0). (1.20) 
(O k - -  01 
Thus we can speak about he efficiency of the score function 7 with respect to F, the 
efficiency of the design ~ with respect to 0 and, given the design ~, the efficiency of 
the weight-vector d with respect to 0. 
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Further we have 
--> ...> . . - ) . . _~ 
Eff ((/j, d)  I~) = Eff (/j 10)" Eff~. (d'[ 0"). (1.21) 
As the efficiency of (~, d) with respect to 0 is invariant for a linear transformation f 
O we assume 0 E O, where 
O:= {0 1--1=01 ~<02~<...~<0 k=l} .  (1.22) 
--). - .~  
We remark that the optimal procedure (Go, do, 7F) only regards the samples taken of 
xl and X_k, thus the efficiencies of a procedure (~ d') for different vectors 0> E O are 
comparable. 
In the sequel we shall consider optimality problems with respect to the "part" 
- -+--9-  
(~, d). For the "part" 7 analogous problems can be considered. We shall pay special 
attention to the choice of the weight-vector 0trot a given non-optimal design ~. 
If 0 is known then d will be taken equal to 0. But if 0 is not known then we must 
choose d in some optimal way and it may be expected that the optimal vector d will 
depend on ~. -~ 
In the following section we derive for given ~, ~1 > 0, ~k_~> 0 the "minimax" 
~ ---)- ----). 
weight-vector do (~) for which the minimum of Eff ((~, d)  I 0 ) with respect to O is 
9 -+  ~ --+ 
maximal (cf. (2.1)). It appears that the efficiency of (~, ~o (~)) does not depend on 0 
and that it is equal to the efficiency of the corresponding procedure which takes only 
into consideration the samples taken of x__l and x_ k (cf. (2.2)). Also the Bayes-vector 
d (~, r) and the Bayes-efficiency Eff (~, r) with respect to a distribution function r on 
O can be obtained. It appears that Eft (~ r) is equal to the largest eigenvalue of the 
positive definite matrix (2.11) and that d (~, T) immediately follows from the corre- 
sponding eigenvector (cf. (2.9)). 
In section 3 we consider an allied class of tests based on onesided critical regions 
defined by means of a variable 
W (n, (dh, i (n)), 7;8)  := ~Y" dh, i (n) Wh, i (7;_R), (1.23) 
h<i 
where 
n i 
wh.; := ("h + "i + a. h +" , 0 ' ,  (1.24) 
R}h,l,i), l <. n i being the rank numbers of the observations xi,t, l <, n i if the two samples 
taken of'x h and x_ i are arranged according to increasing magnitude. 
For n -+ oo and under appropriate conditions the variable n-a/~ _it(n) is under Ho as 
well as under contiguity alternatives a ymptotically equivalent with a statistic n-1/2S n 
of the structure (1.1) with a weight vector ~(w)(~-~ given by (3.17). From this equiva- 
lence we immediately obtain property (3.19) for the asymptotic efficiency of the 
, (n)) a given ~ against contiguity alternative 0. weight-functions {dh i for design a
This efficiency will be investigated for some tests formerly introduced by the author 
[cf. Terpstra, 1952, 1955]. 
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2. The Minimax and the Bayes Weight-Vector 
We will prove the following 
Theorem 2: For a given design }, }1 > 0, }k > 0 the minimax weight-vector do (}) is 
given by 
l 
'+  -+ [ }k - -  }a ~k  - -  }1 1" ~ 
do (}) = ~-- 1, }k + }1 . . . . .  }k + }1 , ] (2.1) 
and 
-~ ~ ~ 4~jl} k
- , 0 E O, (2 .2 )  Eff ((}, do (})) I 0 ) }x + }k 
this efficiency being equal to that of the corresponding procedure which is only based 
on the two samples taken ofxa and x__ k. 
Remark: This theorem is in concordance with property (3.3) shown by Koziol/Reid 
[1977] from which it follows that under Ho as well as under any contiguity alternative 
-.). 
0 
"+ "~ ~ ~ ~ 3 T (~, do (}), 7; n n, R_ n) -- (n }1 }k (}1 + }k) o2 (7))-1/2 w(n)~ P 0 (2.3) 
- 1 ,k  j , 
where _w~n,~ is defined by (1.24). 
Proof: The latter part of the theorem immediately follows by remarking that 
{ ( (  }t / J k )  ) } 4/h]Jk (2.4) 
Eff }1 +}k ' }a-+~k" ' ( -1 '1)  I(--1,1) = (}a +}k )2" 
To prove the first part we remark that 
Pr(d, 0 ) or(0 ) < inf o~(0) = at(do (~), (2.5) inf Eff((}Td')l~)=inf 2 -++ = -+ = + = -+ g - g ~. . 
while 
Eff ((}, d)  I d0 (})) < Eff ((}, do (~) I do (})) = o r (do (})), a 4= do (}). (2.6) 
We remark that (cf. (1.14) and (1.5c)) 
"~ 2 4-9. 
covr Jo = or(do 
-+ 
0 E {9, (2.7) 
consequently 
"-)" ""~ 2 ")" "~ Eft ((}, do (~) I ~) = o r (do (~)), 0 E O. (2.8) 
From (2.6) and (2.8) it follows that do (}) is the minimax-weight-vector and that it is 
an equalizer vector. 
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-.). 
Theorem 3: For a given design ~, ~i > 0, i < k and a given apriori distribution r on | 
--4- + 
the Bayes-vector d (~, r) and the Bayes-efficiency Eft (~, r) are given by 
(~, r) = ~/~, X/~k (2.9) 
and 
--~ --4- 
Eft (~, r) = X (~, r), (2.10) 
--9. --+ --+ 
where X (~, r) is the largest eigenvalue and u (~, r) the corresponding eigenvector f the 
matrix 
II x/~ i ~i " Er ~i -  #~ (0-3) (-~i --#~ "(0--'+)) II. (2.11) 
"+ 2 '+  Proof: For each d with o~, (d) > 0 
2 ~ 
_ ,  _ ,  coy r (d, g )  
E r (Eft ((~j, d)  I g)} = E 2 -+ (2.12) 
- r og(d)  
As the right member is invariant for a linear transformation fd, we may assume that 
2 + 
~ = ~. ~i d~ = 1. (2.13) 
I 
---> 
Defining O i,- (, := 0 i -- I~(O ) we have 
covr (d, O) = ~. ~i di Oi,-~" (2.14) 
! 
Defining u by 
u i := N/~idi, i = 1 . . . . .  k, (2.15) 
we have 
E r {Eft ((~, d)  I 0_)) = s .s u i u l ci, i (~, r) (2.16) 
t 1 
where 
--+ 
ci, i (~, r) := X/~ i ~i Er O-i,-~ 0_1,-~ . (2.17) 
The Bayes-vector corresponds with the vector u (~, r) that maximizes the right mem- 
ber of (2.16) under the constraint (cf. (2.13) and (2.15)) 
k 
I~ u~ = 1, (2.18) 
i= 1 
--+ 
thus the Bayes-efficiency is equal to the largest eigenvalue X (~, r) of the matrix 
IIcLi (~ r)ll and ~ (~-+, r) is equal to the corresponding ei_genvector. 
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Corollary 1: The following inequality holds 
Eff (}, r) ~> ErEff ((}, E r ~) I 0__) 1> Eff ((~, E r ~_) [ ErO_). 
Proof: Using the inequality Ez 2 = var L + (Ez_) 2 , we obtain 
Eff (~, r) = sF[var {pg,(d, 0_) og(O)} + og(d, EO) 2 
I> s~p or(d, E r 0_) o~(E r f )  = sup Eff ((~ "d) [ E r ~_) = 
= 0) lEt  0_)= . Eff ((~, E r a~(E r ~) 
(2.19) 
(2.20) 
3. An Allied Class of Tests 
We consider the class of tests which are based on a statistic _IV as defined by (1.23) 
and (1.24). We shall investigate the asymptotic properties of these tests under the con- 
dition that for n ~ 
k does not depend on n, 
n-an" ~ ~i' l ,n 
dh, i (n,)-~ dh, i (~), 
Defining 
n t 
i<~k, 
h<i ,  h, i<~k. 
(3.]) 
and 
{,,-a12 w(n) -a12 w(n)~ ~ a2 covv, ,.:_,h,i ,n  _h , / j  ~h~i~j (7) 
_ , -312  tv(n)~ ~ _ e  O 2 ; . , , j ,  
(n-3/2W (n) -3/2w(n)'~O,=/=(h, i,j, I). cov~ -h , i  'n  - / , l  J 
(3.3) 
(3.4) 
(3 5) 
Further they proved that under the foregoing conditions 
var (n-3/2Wh(,n/)) ~ ~h ~i (~h -I- ~i ) a 2 (T) 
n-3/2 {~-(hn? --(~h ~(in)--~i-Wh(n))} P 0. 
_14' i := (n + 1) E a n (~-i,l' 7), (3.2) 
l=l 
we use the property shown by Koziol/Reid [ 1977] that under H0 and any contiguity 
alternative 0 
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Remark: For the special case that 7 is equal to the logistic score function 
7 L (u )=2u-1 ,  0~<u~<l, (3.6) 
property (3.3) has been independently obtained by the author. Then _Wh, i and ~i  are 
equal to the variables 
n h n i 
_Uh, i :----- ]~ l ~ l' sgn (-x-i,l' --X-h,l) 
1 1 
respectively 
-Ui := h~i-Uh,i " 
For the variables _Uh, i, h < L 
1 
var (ff-h,i I Ho) = -~n h n i (n h + n i + 1) 
and 
(3.7) 
h, i <<, k we have [cf. Terpstra, 1954] 
(3.8) 
(3.9) 
1 
cov (ffh, i'-Uh,/' I Ho) = -ff n h n i n j ,  
1 
coy (ff-h,i' -Ui,j [Ho) = -- -~ n h n i h i ,  (3.10) 
cov(ff_h i, U l . l [Ho)=O, ,  _ ,  ~ (h, i ,], l),  
from which it follows that under H0 and consequently also under any contiguity alter- 
--+ 
native 0 
n-3 9 var (~h U( 7} +/ji _Ul(,~} + ~j Uh(,ni)) P O. (3.11) 
Denoting the sample consisting of all observations ot taken of X h and x i by (h,i), we 
have 
-U(h~ ,i = -Ui -- -Uh,i" (3.12) 
Using this property and applying (3.11) to the three samples h, i and (h, 0 we imme- 
diately obtain (3.3). 
From (3.1), (3.4) and (3.5) it follows that under H0 and any contiguity alternative 
var (n -3 /2w(n))  ~ 2 
O w , 
where 
(3.13) 
o w := [~ ~ + ds ~h ~ (~h ~) + 2 ~. ~ ~. {ah, ~ (~) dh, j (~) + h < i h < i<j 
(3.14) 
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We now consider a sequence of tests consisting of critical regions 
Z (w) := {co In -a/2 W (n) (-Rn (~))>~1-~ " ~ (3.15) 
Ot,?l 
where ~l-ct = ~b-1 (1 --or), ~b eing the normal distribution function. 
Now from (1.23), (I .24)~ (3.2) and (3.3) it follows that under Ho as well as under 
any contiguity alternative 0. 
k d(W) -+ ni 
n -3/2 (W (n) -- (n + 1) i=IE i (~) IEI= a n (_R_i, l, 7)) P 0, (3.16) 
where 
d(W) (~-~ := h<i ~-" ~h dh,i(~-*)--h~>t~h, di, h (~-'*)" (3.17) 
From (3.16), (1.9) and Theorem 1 it follows that under the condition 
(g(w  (5) > 0 (3.18) 
the sequence of tests (Z(W)~ defined by (3.15) and the procedure (~, d (w) (~), 3') de- - ~,n  - 
fined by (1.10) and (3.17) have the same asymptotic size a under H0 and the same 
-+  
asymptotic power against any contiguity alternative 0. 
From the foregoing properties it immediately follows that 
"-> "--)" - '~W Eff-(({dh, i (~)) [ 0 ) = Eff{,(d ( ) (~ I ~) ,  (3.19) 
which is given by (3.17), (1.17) and (1.14). 
Some special cases: 
First we consider the statistic 
WI := E E _Uh, i , (3.20) 
h<i 
where U_h, i is defined by (3.7). 
The variable _I"91 is related to Kendall's rank correlation statistic S when ties of the 
sizes nl . . . . .  n k are present in one ranking [cf. Terpstra, 1952]. For this statistic 
-9- 
dh,i (~) = 1 and it follows that 
d(i w, ) (~-) = 2 (~, + . . .  + ~i-1) + ~ i -  1. (3.21) 
Thus ~'(le, ) (~) satisfies the condition that for all 
. .  (~), (~), dl (~) < d k d, (~) < d= (~) <~. <~ d k (3.22) 
which means that for all ~ the test based on _14,' 1 is admissible as EffF(d (~) I 0) = 1 
if 0 = d (~), while d (~) E | 
We also consider the statistic 
_W2 := n 2 E E (n h ni)-I U_h, i , (3.23) 
h<i 
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for which [cf. Terpstra, 1955] 
n -2 E Ir 2 = ~ ~ {2P[_x h <x i ] - -  1}. (3.24) 
h<i 
For this statistic dh, i (~) = (~h ~i )-1 and it follows that 
di(W' ) (~j-~ = (~i)-' (2 i -  (k + 1)). (3.25) 
The test based on _1r is not admissible for each ~ as the necessary condit ion (3.22) 
does not hold for each ~. 
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