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Abstract
Generalized Predictive Control (GPC) offers a method of designing digital compensators directly in the
discrete-time domain. In this paper, an automatic design process based on the optimization of a few
GPC parameters is presented. The application to DC-DC converters offers real benefits because of its
clearly defined design process, time-domain performance criteria, simple tuning technique and guarantee
of stability. For illustration purposes an optimal GPC compensator is designed and tested for a buck
converter. The resulting compensator is critically assessed in simulation and validated with experimental
hardware.
1 Introduction
Digital control law design will become more and
more prominent in DC-DC power converters in
future years. To date, there are several different
design methods documented in the literature [1,
2]. However, many of these designs are not imple-
mentable in practice generally due to the number
of control law calculations necessary per switching
cycle. As a result, most of the DC-DC power
converters on the market today still implement
standard but computationally efficient PID com-
pensators. These types of compensators are, in
general, not optimized for specific plant models and
specified performance criteria. Furthermore, the
design methods generally use time-consuming and
inefficient manual iteration techniques to determine
the compensator coefficients.
ADC
N(z)
D(z) DPWM
d
-
e VOutVref
Figure 1: Digital control loop
Recent trends show that semiconductor companies
are providing automatic design interfaces to ease
the change from analogue to digital systems. How-
ever, these systems use standard compensator
design methods, which are usually based in the
frequency domain.
In this paper, a new automatic Generalized Predic-
tive Control (GPC) compensator design approach
is outlined. This method is a direct digital de-
sign approach that automatically designs optimal
compensators for specific plant models. A key
characteristic of this approach is that the digital
compensator guarantees stability and optimizes
system response for a given DC-DC converter
plant model.
This GPC design process follows a standard com-
pensator design process, with the
1. selection of the converter model,
2. selection of the specific design criteria,
3. automatic design of the compensator,
4. and evaluation of the results.
The design process only requires the user to pro-
vide specific performance criteria, such as settling
time requirements, and the actual converter plant
model parameters. This automatic approach is
capable of calculating a practical and robust lin-
ear compensator offline. The method is based
on the selection of an optimal set of values for
specific GPC design parameters in order to design
a suitable compensator. The selection of these
parameter values is a function of a specified per-
formance index. A method that provides a physical
dimension to the selection of the optimal set of
GPC parameters for a certain performance index
is detailed.
This paper is outlined as follows: an overview
of GPC is given in the next section. A full and
detailed description of the automatic GPC design
process is given in section 3. The following section
provides a worked example for a typical DC-DC
converter plant model where the GPC algorithm
outlined is used to design a compensator for spe-
cific performance criteria. The system response
for the compensators is evaluated, compared with
a standard PID-compensator and validated with
experimental data. This is followed by concluding
remarks and future work.
2 Generalized Predictive Control
This papers utilizes Generalized Predictive Control
(GPC) to design control laws for DC-DC converters.
In contrast to other design methods – which are
often based in the frequency-domain – GPC is
a time-domain approach. The basic concept is
shown in Fig. 2. The algorithm predicts the future
output values of the system at each step n using a
reference model P∗(z) of the plant over the predic-
tion horizons Ny and Nu. The optimal sequence of
input values ∆u is then calculated based upon the
predicted output values by optimizing/minimizing a
given cost-function.
The GPC cost function is based on time-domain
criteria and therefore has the ability to optimize
the transient response. A typical cost function is
given in (1). It is based on the sum of the squares
of the error e between the reference value r and
the predicted output value y and the sum of the
predicted control actions ∆u weighted with λ.
min J =
Ny∑
i=0
‖rk+i − yk+i‖22 + λ
Nu∑
i=0
‖∆uk+i‖22 (1)
To ensure that the computed input value is optimal,
the GPC optimization process has to be executed
at every step k . Because the optimization of the
cost function can be very computationally intensive,
real-time computation of GPC has only been used
to date in applications with relatively large time
constants – e.g. petrochemical industry. As DC-DC
converters can be modelled as linear systems [3],
it is not necessary to solve the optimization online;
therefore GPC algorithms can be utilized offline. In
this case, the cost-function can be solved analyti-
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Figure 2: Basic principles of GPC.
cally producing a fixed linear control law automati-
cally that can be implemented online.
The three GPC design parameters Nu, Ny and λ
determine the compensator coefficients and there-
fore the closed-loop performance. Their selection
is one of the key steps in a GPC design method. A
method now follows which translates these abstract
parameters into real-life design criteria.
The overall design method is illustrated in Fig. 3.
The designer inputs real-life design criteria, such
as settling time or overshoot, and through a pro-
cess of GPC design and iteration of the GPC de-
sign parameters (Ny, Nu, λ), optimal compensator
coefficients result.
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Figure 3: GPC design process
3 Proposed design method
The proposed design method is now detailed and
is quantified into three main fundamental steps: the
selection of a suitable plant model, the selection of
an appropriate performance index and the selec-
tion of suitable GPC design parameters necessary
to design an optimized compensator.
3.1 Prediction Model
One major decision during the design process
is the choice of the reference plant model used
to determine the compensator. Several different
suitable DC-DC converter models are proposed in
literature, e.g. [2, 4]. The transfer function used in
the paper is a standard discretized continuous-time
transfer function which is based on the averaging
of the two switching states of a DC-DC converter
over a switching cycle, [3]. For obvious reasons,
the discretization is generally not performed ana-
lytically but instead is calculated numerically using
software, e.g. Matlab.
In general, the output current can be introduced
in different ways into the model, either as a load
resistance, RLoad, or as a current source, IOut. To
date, a load resistance is used in most converter
transfer function representations. In any case, both
are fixed parameters. In this paper, the authors use
a separate transfer function, GIoV, to dynamically
represent the output current, similar to that out-
lined in [5]. The continuous-time transfer function
is given by
Giu(s) = −RCLC · s
2 + (L + RLRCC) · s + RL
LC · s2 + (RC + RL)C · s + 1 (2)
with the power train components C, L, RC and RL.
For the GPC algorithm presented, this function is
discretized numerically. The resulting configuration
is illustrated in Fig. 4 where the duty cycle, d , is
the control output. The current input, IOut, is not
controllable and is viewed as a disturbance.
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Figure 4: Transfer function model.
To ensure steady-state accuracy integral action is
highly recommended. As GPC design is based on
an incremental process, integral action has to be
added into the system explicitly. Fig. 5 illustrates
how this integral action is incorporated into the
design process. As shown, a separate discrete
integrator is added into the control loop and for
the GPC design process it is considered as part
of the plant model. In the implementation of the
control law, this integrator is incorporated into the
final compensator.
Additionally, the saturation of the control signal is
not factored into the linear transfer function rep-
resentation. Physically, the duty cycle of a buck
converter is limited between 0 (off) and 1 (on),
whereas the duty cycle in the transfer function
representation can have any arbitrary value. As
a result, in theory, highly tuned and very “fast”
compensators with high gains can be designed.
However, such compensators are highly sensitive
to component variation and will experience satura-
tion of the duty cycle, which are highly undesirable
properties in a practical design. This physical
restriction can be taken into account in two different
ways: either the duty cycle is saturated by the
model or the design algorithm has to ensure that
applied output values from the compensator do
not exceed these limitations. In contrast, the GPC
cost function weights the control action through the
parameter λ. In this way saturation can be avoided.
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Figure 5: GPC control loop configuration.
3.2 Performance Indices
In order to find the optimal GPC parameter set,
additional design criteria – so-called performance
indices P – are required. Taking a specific per-
formance index into consideration, the GPC pa-
rameters are then optimized as a function of the
performance index (3).
minP(Ny,Nu,λ) (3)
A performance index can represent any arbitrary
design criteria, but it should represent the design
perspectives applied to the application. Examples
of possible performance indices include the design
specifications for the settling time for a reference
step, the settling time for a load step, the maximum
over-/undershoot for a load transient among others.
The only necessary condition for the performance
index is convexity; a necessary requirement for any
optimization algorithm.
For DC-DC converters, two different design criteria
are generally used: the performance to a change of
the reference value (tracking) or the performance to
a load step (disturbance rejection). Depending on
the chosen control structure they can often be de-
signed independently. The calculated performance
index should represent this selection adequately.
In this case, if a very slow or no change in the
reference value is assumed, the transient perfor-
mance of the closed-loop system can be used as
a design criteria. For the purpose of analysis and
comparison, two different performance indices are
assessed here.
The first performance index chosen is the settling
time of the closed-loop system (Fig. 6). Design
specifications often specify the tolerances in output
voltage and the required settling time. It can be
shown that this function is convex and can be
reconfigured as an optimization problem. In order
to obtain an optimal compensator, the settling time
for a load transient should be minimized.
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Figure 6: Settling time and output voltage over-
shoot.
The second performance index chosen is the max-
imum voltage overshoot during a load transient.
The selection of an optimal maximum overshoot
value is a matter for further discussion. For in-
stance, an optimally-designed compensator may
produce no overshoot at all because the output
voltage will reach steady-state exactly when the
output current does. However in voltage-mode con-
trol, compensators tend to return better transient
performance when a small overshoot is allowed.
3.3 Parameter Optimization
With reference to (1) and Fig. 2, the GPC optimiza-
tion parameters include the output prediction hori-
zon, Ny, the control horizon, Nu and the weight, λ,
of the control action. These parameters contribute
to the performance index P, which is optimized
to satisfy the chosen performance criteria. The
influence of these different parameters on the de-
sign of the discrete compensator can be found in
the literature, e.g. [6]. It should be reiterated that
the optimal values are a function of the chosen
performance index.
Several different multi-parametric optimization al-
gorithms are available which are capable of solving
three degrees of freedom optimization problems.
The drawback with such algorithms is the computa-
tional burden required to determine the optimal set.
One reason for this is that the GPC parameters in
the problem description (1) are not orthogonal to
each other, which makes the optimization problem
significantly more difficult to solve.
This paper offers a new method where dimensional
mapping is used for typical ranges for the GPC pa-
rameters. The profile of this mapping is assessed
for a specific performance and the search space
can be reduced significantly by selecting fixed val-
ues for two out of the three GPC parameters with-
out a degeneration of the results. Apart from the
computationally efficiency of this approach, an-
other key advantage of this GPC design method
is that stability is guaranteed. This assumes the
prediction horizon, Ny, is “large” enough [7]. An
adequate range for a well designed system will be
between 50 and 100 sampling periods. Suitable
ranges for the control horizon, Nu, and the control
weight, λ, are generally between 2 and 5 sampling
periods and 10−3 and 103 respectively. Since the
range for Nu is small, a fixed value is chosen.
This reduces (3) to a problem with two degrees
of freedom (4)
min P(Ny, λ)|Nu=const (4)
and allows a 3-D profile to be plotted (Fig. 7). In
this figure, the settling time is the performance
index with Nu = 5. Note that for illustration pur-
poses the scale is inverted. The profile gives
insightful information about the influence of the
varying parameter. With this knowledge, a suitable
value for Ny may also be chosen and resulting in
a computationally efficient single-parameter opti-
mization problem with the control weight, λ, as the
only varying GPC parameter. This allows a 2-D
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Figure 7: 3-D profile mapping with Nu = 5.
profile of settling time vs λ. Fig. 8 shows a typical
Tsett = f (λ) profile over the range of λ given.
Considering the profile of the performance index,
a specific value of λ corresponds to the minimum
settling time. However, sensitivity and saturation
must be considered. For any other desired settling
time there are two values of λ. Compensators
designed with the higher value of λ meeting the
settling time criterion would be significantly more
robust and therefore prove a better choice.
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Figure 8: Settling time vs λ.
4 Example
As illustrative example, a dual-phase buck con-
verter with a switching frequency of 333 kHz, L =
680 nH, C = 1.5 mF,RC = 0.5 mΩ is chosen. The
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Figure 9: Voltage overshoot vs λ.
corresponding duty-cycle-to-voltage transfer func-
tion, Gdc,V (z), is
Gdc,V (z) =
0.03738 z − 0.02373
z2 − 1.954 z + 0.9573 .
Settling time of a load transient is chosen as the
performance index. The optimization method de-
tailed in this paper was applied and the resulting
transfer function of the compensator is
N(z)
D(z)
=
13.24− 25.32 z−1 + 12.14 z−2
1− 0.7721 z−1 − 0.483 z−2 + 0.255 z−3 .
The incorporation of the integrator yields a third-
order compensator. The ability of GPC to predict
over a longer horizon results in a higher order
denominator compared to standard loop-shaping,
resulting in improved transient response.
Load step response – simulation and experimen-
tal – is shown in Fig. 10. It is clear that simulation
closely matches experimental results and meets
the design criteria. For comparison a simulated
PID response is also shown. It is obvious that
the GPC optimization method given in this paper
produces superior results automatically.
5 Conclusions
Generalized Predictive Control (GPC) offers real
benefits in DC-DC conversion, because of its clearly
defined design process, time-domain performance
criteria, simple tuning technique and guarantee of
stability. It is shown in this paper that the design
process can be greatly simplified with the selec-
tion of a few GPC design parameters based on
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Figure 10: Load step response
dimensional mappings. This method has the added
advantage of generating discrete compensators
that guarantee stability. Compared with similar
multi-parametric optimization algorithms such as
LQG, the GPC approach described in this paper
is computationally very efficient. For demonstra-
tion purposes, a fully automatic design process is
detailed and critically assessed for a DC-DC buck
converter. Research is ongoing to further incor-
porate robustness consideration into the design
method.
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