We have an amazing ability to categorize objects in the world around us. Nevertheless, how 3 cortical regions in human ventral temporal cortex (VTC), which is critical for categorization, 4 support this behavioral ability, is presently unknown. Here, we examined the relationship between 5 neural responses and behavioral performance during the categorization of morphed silhouettes of 6 faces and hands, which are animate categories processed in cortically adjacent regions in VTC.
7
Our results reveal that the combination of neural responses from VTC face-and body-selective 8 regions more accurately explains behavioral categorization than neural responses from either 9 region alone. Furthermore, we built a model that predicts a person's behavioral performance using 10 estimated parameters of brain-behavioral relationships from a different group of people. Thus, 11
while face-and body-selective regions are located within functionally-distinct domain-specific 12 networks, cortically adjacent regions from both networks likely integrate neural responses to 13 resolve competing and perceptually ambiguous information from both categories. 14
We categorize objects within our visual world countless times each day and within a split 4 second 1, 2 . Despite this frequent occurrence and undisputable relevance to everyday life, it is 5 presently unknown how regions and networks within the human brain support efficient and 6 accurate visual categorization, especially for ambiguous stimuli [3] [4] [5] . Prior research has shown that 7 human ventral temporal cortex (VTC) is critical for visual categorization 6, 7 and that shape is a key 8 feature for neural categorization 8- 10 . In addition, there are several segregated functional networks 9 in human VTC that are specialized for processing different types of ecologically-relevant 10 categories -such as faces and bodies 6, [11] [12] [13] [14] [15] [16] . Indeed, previous findings in both humans and non-11 human primates have revealed causal relationships between neural responses in face-selective 12 regions and the perception of faces [17] [18] [19] , as well as between neural responses in body-selective 13 regions and the perception of bodies 20 . While these series of studies examined the relationship 14 between neural responses and perception separately for each domain, it is presently unknown 15 whether or how brain regions from these distinct cortical networks work together to achieve a 16 behavioral goal such as perceptual categorization . 17 This gap in knowledge persists because previous research has largely focused on 18 understanding how either (a) neural responses from one functional region contribute to 19 perception [3] [4] [5] 21 or (b) neural responses are computationally transformed from regions that are 20 positioned in early cortical stages of a network compared to later stages 22, 23 . Building on this 21 empirical foundation, a recent trend in neuroimaging studies has begun to unveil how information 22 regarding different categories is combined. For example, several studies have shown that separate 23 information about faces and bodies can be integrated within a functional region in VTC to generate 24 new information that represents a whole person 24, 25 . While this approach sheds light on how 25 information from two separate stimuli and two different categories may be integrated in one 26 functional region, it still remains untested (a) how regions selective for different categories in VTC 27 process stimuli that consist of visual features from two different categories, i.e. ambiguous stimuli 28 (Fig. 1A) , and (b) if the combination of neural signals between regions explains behavioral 29 categorization better than neural signals from either region by itself. 30 1 a known continuum of shape space in which (a) the ends of the continuum represent shapes from 2 two different categories and (b) there is a clear categorical transition such that the center shape of 3 the continuum is composed of equal parts of both categories (Fig. 1) . Such a space enables a clear 4 quantification of how neural and behavioral responses change when exposed to stimuli that cross 5 category boundaries. Here, we generated such a shape space containing a morphed continuum 6 between faces and hands using the silhouette methodology 8, 26 and tested if behavioral 7 categorization of these stimuli is best predicted by either a) separate or b) combined neural 8 responses from face-or body-selective regions in VTC. We reasoned that if the former model best 9
predicts behavior it would support the idea that behavioral categorization of ambiguous stimuli is 10 based on responses from a single region similar to prior results using natural, unambiguous stimuli 11 3, 21, 27 , whereas if the latter model best predicts behavior, it would suggest that behavioral 12 categorization depends on relative neural responses across multiple regions despite the fact that 13 these neural responses are from functionally distinct domain-specific networks. 14 
15
RESULTS 16 17 We first generated 60 face-hand morphs using the silhouette methodology 26 . Compared to 18 natural images, the silhouette methodology holds the advantage of generating a stimulus space that 19 is a) controlled for low level visual features, b) changes only one visual attribute of the stimulus 20 (its shape), and c) drives neural responses in category-selective regions in VTC 8 . This approach 21 generated a large set of carefully controlled images consisting of continuous morphs between faces 22 and hands ( Fig. 1A ; Materials and Methods). 23 We calibrated the stimuli on Mechanical Turk (www.mturk.com). Calibration results 24 indicated that (a) the morph continuum was centered, which means that the middle morph level 25 was ambiguous and equally likely to be perceived as either a face or a hand by individual observers 26 ( Fig. 1B) , and (b) the perceptual variability across exemplars within each morph level was similar 27 (e.g., level 1 exemplars were perceived as being as variable as level 4 exemplars, Fig. 1C ). The 28 latter is important as the lack of variability of stimuli within a morph level may generate fMRI-29 adaptation 8, 28 . Thus, our calibration ensured that the variability of stimuli is matched across morph 30
levels. 31
Using these stimuli, we conducted two types of experiments in 14 independent adults (8 1 females, ages 22 -44): (1) A functional magnetic resonance imaging (fMRI) block-design 2 experiment in which we measured mean neural responses to face-hand morphs along the morphing 3 continuum in face-and body-selective regions in VTC ( Fig. 1D) . We refer to neural responses 4 across morph levels as neural tuning. (2) A behavioral categorization experiment outside the 5 scanner during which we measured the proportion of face-hand morphs in each level that are 6 perceived as faces or hands, which we refer to as behavioral tuning ( Fig. 1D) . underwent a block-design fMRI experiment during which they viewed blocks containing images of carefully 10 controlled silhouettes. 12 silhouettes from the same morph level were shown within each block. Subjects pressed a 11 button when the same image appeared twice in a row (1-back task). E. Following the fMRI blocked experiment, each 12 subject underwent a separate behavioral categorization experiment outside the scanner. Participants viewed silhouettes 13 (N=60) and performed a forced-choice task to categorize each silhouette as a face or a hand. Presentation order was 14 randomized across morph levels and participants.
16
Face-and body-selective regions in ventral temporal cortex (VTC) are tuned to a continuum of 17
face-and hand-like silhouettes 18
We first asked how functional regions of interest (ROIs) identified in VTC with natural 19 images respond to ambiguous face-like and hand-like silhouettes, respectively. To do so, we 20 identified face-and body-selective regions within VTC: (1) pFus-faces/FFA-1, which is a face-21 selective region located in the posterior-lateral portion of the fusiform gyrus (FG [29] [30] [31] ), (2) OTS-22 bodies/FBA, which is a body-selective region located within the occipitotemporal sulcus (OTS 31-23 33 ), and (3) mFus-faces/FFA-2, which is a face-selective region located within the FG extending 24 laterally from the anterior tip of the mid-fusiform sulcus [29] [30] [31] (Fig. 2) . From these ROIs, we then 25 extracted neural responses (z-scored beta values from general linear model fits, see Methods) to 26 the morphed silhouettes that were acquired during a second, independent experiment ( Fig. 1D) . 27 Qualitatively, both pFus-and mFus-faces showed differential responses, or neural tuning, 28 to face-hand morphs. pFus-and mFus-faces showed the highest neural responses to face-like 29 silhouettes and the lowest responses to hand-like silhouettes. Interestingly, responses were a) 30 similar across the two morph levels that were more face-like and b) only declined past the center 31 morph level. Comparatively, OTS-bodies showed a different tuning profile in which the highest 32 neural responses were to hand-like silhouettes and the lowest responses were to face-like 33 silhouettes. Additionally, responses in OTS-bodies were a) similar across morph levels that were 34 more hand-like, as well as the center morph level, and b) only declined in response for the two 35 morph levels that were more face-like ( Fig. 2B,D and Supplementary Fig. 1A,C) . These 36 observations were statistically supported by a 3-way repeated measures ANOVA with ROI, morph 37 level, and hemisphere as factors (morph level x ROI interaction (F(8,305)=16.45, p <0.001; no 38 significant difference between hemispheres (F(1,168) = 5.6458e-29, p = 1.0). Follow-up 1-way 1 ANOVAs within each ROI (Bonferroni corrected) further supported an effect of morph-level 2 (mFus-faces: F(4,120) = 5.08, p<0.005; pFus-faces: F(4,110) = 4.52, p<0.01; OTS-bodies: F(4,80) 3 = 5.93, p<0.001). Together, these analyses reveal that a) face-and body-selective regions in VTC 4 display neural tuning to ambiguous face-hand silhouettes and b) this tuning is not linear with the 5 morphing continuum. Categorization behavior of face-hand morphs is best explained by neural tuning from multiple 21
category-specific regions from different domains 22
Since face-and body-selective regions in VTC display selective tuning to face-hand 23 silhouettes, we asked: What is the best neural predictor for perceptual categorization of these 24 ambiguous face-hand stimuli? To answer this question, we first used the same face-hand 25 silhouettes that participants previously viewed inside the scanner to measure how our participants 26 perceptually categorized the same stimuli outside the scanner. In the behavioral experiment, 27 participants viewed 60 silhouettes randomly drawn from the 5 morph levels (12 exemplars from 28 each morphing level) and were instructed to classify each image as either a face or a hand, in a 1 self-paced manner ( Fig. 1E) . We refer to behavioral responses relating these forced-choice 2 behavioral responses to the morph levels as behavioral tuning (see Methods). 3
Behavioral results showed that participants perceptually differentiated face from hand 4 silhouettes. That is, participants classified the two more face-like morph-levels as faces in the 5 majority of trials ( Fig. 3 , proportion face responses (mean±standard deviation (SD)): .97±.05 and 6 .99±.02, respectively), while they classified the two more hand-like morph levels as hands 7
(proportion face response: .06±.08 and .01±.03, respectively). Categorization of the middle morph 8 level was more variable across participants. On average, images in this middle, or intermediate, 9
morph level 3 were classified slightly more as faces (proportion face response: .64±.26). We next tested if and how behavioral judgements are linked to neural responses in face-28 and body-selective regions. To do so, we conducted a linear regression analysis relating the 29 behavioral categorization data to neural responses in face-and body-selective ROIs. In this 30 analysis, the behavioral tuning of each subject is the dependent variable and the neural tuning of 31 that subject is the independent variable ( Fig. 4A) . We considered two models: (1) a linear 32 regression model relating behavioral categorization to neural responses from a single face-or 33 body-selective region ( Fig. 4B, 1 
-ROI model) and (2) a linear regression model relating 34
behavioral categorization to neural responses from multiple regions ( Fig. 4B , Multi-ROI model). 35
For the latter, we implemented three versions of the model that contained neural responses from 36 a) two face-selective regions, b) a face-selective region and a body-selective region, or c) from 1 two regions that were neither face-nor body-selective. Supplementary Fig. 2A ). However, there were 7 extensive individual differences in model fits across participants: whereby in some participants the 8 variance explained was close to 1, but in others, it was close to 0 (R 2 min-max: 0 -.99; Fig. 4C ). 9
This between-subject variability in model fits suggests that the 1-ROI model is not a parsimonious 10 model of behavioral categorization. 11
We next implemented a multiple ROI model where we first used a stepwise linear 12 regression model to test which combination of ROIs best explains behavioral tuning. The stepwise 13 regression was applied to data from all subjects and neural responses from all three ROIs ( Fig.  14   4B) . Interestingly, this model revealed that neural tuning from two ROIs: pFus-faces (LH and RH, 15 responses in the left and right hemispheres, respectively ( Fig. 4D, Supplementary Fig. 2B) . 24 Comparing the variance explained by the MRM to the 1-ROI model revealed higher variance 25 explained by the former than the latter in each participant (Fig. 4E) . We tested the statistical 26 significance of these data in two ways: (1) Akaike's Information Criterion (AIC) and (2) The outputs of the model are two coefficients of the linear contribution of pFus-faces and OTS-19 bodies to behavioral categorization (Fig 6A) . We then used the model coefficients to predict 20 behavioral tuning in a new subject based on the new subject's neural tuning from pFus-faces and 21 OTS-bodies (Fig. 6A) . This approach was repeated using a 10-fold cross-validation procedure, 22
using every subject once as a left-out test subject. 23 Impressively, this cross-validated MRM using right hemisphere data accurately predicted 24 behavioral tuning of the left-out subject (mean R 2 ± SE: 0.70 ± 0.05, Supplementary Fig. 4) . In 25 contrast, predicting behavior from an MRM based on left hemisphere data was significantly lower 1 (mean R 2 ± SE: 0.50 ± 0.09; p < 0.01, paired permutation testing). In addition, the cross-validated 2 MRM that used neural tuning from regions selective for faces and bodies in the right hemisphere 3 out-performed a cross-validated MRM that used neural tuning from regions that were not selective 4 for faces and bodies (cross-validated MRM based on neural responses from VO-2 and CoS-5 places/PPA: LH and RH mean R 2 ± SE: 0.26 ± 0.06 and 0.23 ± 0.08; permutation tests: p<0.01). 6
The model fits of the latter model were also not significantly different from the left hemisphere 7 cross-validated MRM-model (permutation tests: ps > 0.2). 8
Investigating the right hemisphere cross-validated MRM more closely shows that the 9 model captures the trend of each subject's behavioral tuning even though the estimated beta 10 coefficients were generated using neural tuning from an independent group of participants ( Fig.  11   6B) . Consistent with the within-subject MRM, the cross-validated MRM displayed opposing 12 weights for pFus-faces and OTS-bodies, in that positive coefficients were derived for pFus-faces 13 (b = 0.31±0.003) and negative coefficients for OTS-bodies (b = -0.22±.004). While the cross-14 validated MRM predicted behavior well over all, it is worth emphasizing that behavioral tuning 15 deviated most from the neural predictions at the middle face-hand morph, which is the morph-16
level that was associated with the largest within-subject variability (Fig. 3) . Further, participants 17 with a lower explained variance in the within-subject MRM (Fig. 5B) , also showed a lower 18 explained variance in the cross-validated MRM (Fig. 6B) . 19 Altogether, these analyses reveal that (a) neural tuning from two functional regions in 20 human VTC predict behavioral tuning to face-hand morphs, and (b) this relationship is subject-21 general. That is, behavioral tuning in one participant can be predicted from the differential neural 22 tuning across two regions with predictor weights derived from a separate group of participants. In the present study, we measured neural tuning to face-hand silhouettes from face-and 2 body-selective regions in human ventral temporal cortex (VTC) while participants viewed 3 carefully controlled stimuli that were morphed in a continuous shape space in which one side was 4 a face silhouette, and the other a hand silhouette. The center shape of the continuum was perceived 5
as being approximately equal parts of both categories. We then conducted a behavioral experiment 6 in the same participants outside the scanner to examine the relationship between neural and 7 behavioral tuning. Our results revealed that neural tuning from both face-and body-selective 8 regions together better predicted behavioral tuning compared to neural tuning from either type of 9 region by itself. Furthermore, despite individual differences among participants, the relationship 10 between neural tuning and behavioral tuning was consistent such that a model trained on neural 11 tuning from one group of participants accurately predicted a new participant's behavioral tuning, 12 but only if the neural tuning was derived from the right hemisphere. 13
Here, we first propose that cortical adjacency likely enables the integration of neural 14 signals between functional regions located within functionally-distinct networks. We then discuss 15 how the best combination of neural tuning that predicts behavioral categorization may depend on 16 the stimulus and task, as well as elaborate on the limitations of our findings. Finally, we discuss 17 how the model-based approach implemented here is generalizable to future studies examining the 18 relationship between neural and behavioral categorization beyond visual categories. 19 20
Cortical adjacency likely enables the integration of neural signals between functional regions 21 located within functionally distinct networks 22
Given that a large body of work in humans and non-human primates supports the causal 23 role of domain-specific regions within high-level visual cortex in the perception of their preferred 24 domain, the present findings showing that the combination of responses from right pFus-faces and 25 OTS-bodies best predict the categorization of face-hand morphs may seem surprising. However, 26 when considering the fact that pFus-faces and OTS-bodies are two regions that are located within 27 a larger cortical expanse -lateral ventral temporal cortex -that is specialized for processing 28 animate categories, the present findings are more intuitive. Indeed, our findings suggest that 29 because face-and body-selective regions are cortically adjacent within a larger animate 30 representation may be particularly beneficial for discriminating animate categories from one 31 another in ambiguous situations. For example, cortical adjacency likely enables the combination 1 of signals between regions through short-range connections and the combination of these neural 2 signals likely contributes to categorical judgments. 3
Consistent with our results and the interpretation of our findings, recent anatomical and 4 functional connectivity studies in macaques also propose the combination of neural signals 5 between category-specific networks selective for faces and bodies. Indeed, while recent research 6 in macaques identifies distinct cortical networks that separately process face and body 7 information 38,39 , these studies also identify connections that are shared between these two 8 networks 39, 40 . These studies propose that the subset of these networks that overlap with one another 9 may be integral for the combination of face and body information both anatomically 39 and 10 functionally 40 . Thus, future studies examining the relationship between neural tuning and 11 categorization while recording responses from single neurons within adjacent face-and body-12 selective regions can test if this combination occurs at the neuronal level. 13
14
The best combination of neural tuning that predicts behavioral categorization may depend on the 15 stimulus and task 16
Our present findings revealed that neural tuning from certain combinations of face-and 17 body-selective regions more accurately predicted behavior than other combinations of neural 18 tuning of face-and body-selective regions. Specifically, the combination of neural tuning from 19 pFus-faces and OTS-bodies better predicted behavioral tuning compared to the combination of 20 neural tuning from mFus-faces and OTS-bodies -especially in the right hemisphere. We 21 hypothesize that the improved prediction of behavioral categorization from pFus-faces and OTS-22 bodies rather than mFus-faces and OTS-bodies may be related to the stimuli and the respective 23 location of pFus-faces and mFus-faces in the visual processing hierarchy. As mFus-faces is 24 situated at a higher position in the visual hierarchy compared to pFus-faces 14, 41 , we hypothesize 25 that the present stimuli (simple, two-dimensional shapes) were more suitable for pFus-faces. We 26 also propose that behavioral categorization of more complex stimuli may be attained from the 27 linear combination of neural tuning from mFus-faces and OTS-bodies than the combination of 28 pFus-faces and OTS-bodies, which can be tested in future research . 29 Future studies can also examine how combinations of neural tuning affect the lateralization 30 effects identified here. For example, recent proposals hypothesize that the lateralization for word 31 processing in the left hemisphere and face processing in the right hemisphere develops from the 1 competition of foveal resources during development in combination with the lateralization of the 2 language system in the left hemisphere 42, 43 . As face-and word-selective regions form a cortical 3 cluster in left posterior VTC, while face-, body-, and word-selective regions form a cluster in left 4 mid-VTC, future studies examining the relationship between neural tuning and behavioral tuning 5 during categorization tasks that involve faces, bodies, and words may find that combinatorial 6 tuning from all three regions in the left, but not the right, hemisphere would out-perform other 7 models. Altogether, we propose that the cortical adjacency of functional regions in VTC likely 8 enables flexible combinations of neural tuning that can accommodate different types of stimuli 9 and task demands. Despite the controlled feature space of these stimuli, a concern may be that the brain-20 behavior relationships modeled in the present study may not generalize to naturalistic stimuli 44-47 . 21 We acknowledge this limitation and propose that our present results and model form a foundation 22 from which to build more complex brain-behavior models 48 underlying the perception of visual 23 ambiguity -especially for animate categories as silhouettes of animate objects are more accurately 24 recognized than other types of silhouettes 49,50 . Nonetheless, we underscore that neurally, 25 silhouettes are sufficient to selectively drive high-level category-selective regions within VTC, as 26 face-and body-selective regions respond selectively to silhouettes of their preferred category, 27
shown in the present study as well as in previous work 4, 5, 8, [51] [52] [53] [54] . Future studies can extend our work 28 and test additional categories as well as formats in order to examine if a) the combination of neural 29 responses between functional regions best predicts behavioral responses to visual ambiguous 30 stimuli and b) these brain-behavioral predictions are indeed more prominent for animate 1
categories. 2 3
Beyond the representation of animate categories in VTC 4
The linear model-based approach we have implemented in the present study is applicable 5 to additional factors beyond the representation of animate categories in VTC. For example, 6 neurally, previous studies have examined visual categorization in brain areas outside of VTC 55-57 , 7
as well as have considered how other brain areas (for example, within prefrontal cortex 58 ) may act 8 as gatekeepers that guide the categorical decision process within cortical regions in VTC. 9
Additionally, categorization is not limited to the visual domain. For instance, empirical studies 10 examine the categorization of (a) movements in motor cortex 59 , (b) odors in piriform cortex 60 , and 11 (c) sounds in the visual cortex of blind individuals 61 . The approach we have implemented here can 12 be applied to these examples, as long as two requirements are fulfilled. First, there should be a 13 stimulus continuum between (at least) two categories. Second, there must be a hypothesized 14 relationship between behavioral tuning and neural tuning from the functional regions of interest. 15
As long as these two requirements are met, our model-based approach can be applied to additional 16 types of categorization, as well as additional functional regions in future studies. Further, we also 17 emphasize that while we establish this approach with neural tuning that is read-out from entire 18 functional regions, the spatial scale of this approach is presently unknown. For instance, distinct 19 cortical columns in different parts of the brain represent (a) different viewpoints of faces 62 , (b) 20 distinct motion directions 63 , or (c) specific parts of the body surface 64 . Future studies can test if the 21 combination of neural tuning signals from multiple cortical columns better predicts behavioral 22 categorization compared to neural tuning signals from single cortical columns alone. 23
24

Conclusions 25
In summary, we find that neural categorization tuning from multiple category-specific 26 regions in human ventral temporal cortex accurately models behavioral categorization tuning. We generated a novel set of parameterized silhouette stimuli that spanned a continuous 7 morph space between faces and hands while controlling for many low-level image properties, 8 including brightness, contrast, and total silhouette area. We generated 60 silhouette stimuli at each 9 of 5 morph levels (ranging from fully face-like (level-1), ambiguously face-or hand-like (level-10
3), to fully hand-like (level-5)), which resulted in 300 stimuli. These stimuli were created by 11 parameterizing the contours of a large set of photographs of profile faces and open hands using the 12 same number of key points for images from both categories (Fig. 1A) . Profile face photographs 13
were obtained from the FERET database 65,66 and were parameterized as outlined in Davidenko 14 (2007) , except that 36 rather than 18 key points were used to define each face contour. The 15 increased number of key points compared to our prior work enabled a one-to-one mapping between 16 the profile face photographs with the more detailed hand contours. Open hand photographs were 17 obtained from 12 volunteers who each provided between 10 and 20 open hand poses, for a total of 18 148 unique hand images. As with the face images, 36 key points were defined along the contours 19 of each hand, such that points of maximum and minimum curvature matched between faces and 20 hands (e.g. point 7 corresponds to the tip of the brow in faces and the tip of the thumb in hands; 21 see Fig. 1A) . 22 23
Stimulus Calibration 24
The silhouette stimuli were calibrated in an iterative process by (1) obtaining perceptual 25 ratings from Mechanical Turk (mTurk) workers (https://www.mturk.com/), (2) adjusting the 26 parameterized stimuli, and (3) repeating the process. This calibration procedure had two goals: 27 first, to obtain intermediate (level-3) stimuli that appeared equally face-and hand-like, and second, 28 to generate multiple exemplars at each morph level that were matched for perceptual variability 29 across the five morph levels. To accomplish the first goal, mTurk workers rated between 1 and 10 30 stimuli randomly selected from among the 300 exemplars (60 at each morph level) on either how 31 face-like (1 to 5 scale) or how hand-like (1 to 5 scale) they appeared, until each exemplar had been 1 rated by at least 5 workers. Following this first round, intermediate stimuli were found to be too 2 hand-like, so these were adjusted in the face-hand morphing trajectory toward faces. The second 3 round produced improved results, and the third round produced stimuli that were well-balanced 4 across the five morph levels (see Fig. 1B ). To control for perceptual variability, a similar iteration 5 of mTurk studies was conducted in which workers rated between 1 and 10 pairs of stimuli from 6 within each of the 5 morph levels, according to a 7-point dissimilarity metric (1=identical and 7 7=maximally dissimilar). After the first round, level-1 (face) stimuli were found to be more 8 perceptually variable than the other 4 levels, and so their variability was reduced for the second 9 round by morphing each face stimulus 40% toward the average face. The second round of mTurk 10 ratings produced well-matched perceptual variability across the five morph levels (Fig. 1C) . experiment within the scanner (Fig. 1D) , and afterwards, (4) a behavioral experiment outside the 20 scanner that measured their categorization of face/hand morphs as either faces or hands (Fig. 1E) . press when an image repeated (1-back task). alternating with a gray screen. A fixation cross was on the screen at all times. (Fig. 1D) . Each run 20 consisted of 10, 12-second blocks and each consisted of 12 silhouettes displayed at a frequency of 21 1 Hertz. Blocks of silhouettes (a) always contained images from the same morphing level and (b) 22 appeared in a pseudo-random order, in which there was a difference of two morphing levels (on 23 average) between consecutive blocks (e.g. level 3 followed by level 1, or level 2 followed by level 24 4). In order to assure that any measurable effects in high-level visual regions were not driven by 25 consistent placement of silhouette edges in a particular location in the visual field 8 , (1) images 26
were placed centrally in one of 8 randomly-chosen locations around the fixation point (max visual 27 degree: 3), and (2) silhouettes faced either left or right. Participants maintained fixation and 28 responded by button press when an image repeated (1-back task), which happened 0-2 times per 29 stimulus block. To keep task and cognitive processes as similar as possible between stimulus and 30 rest blocks, fixation crosses also changed with a 1 Hertz frequency displaying different lengths of 31 lines, and participants performed the 1-back task when the same fixation cross appeared twice in 1 a row. Each of the 14 subjects also participated in a behavioral testing experiment outside the 5 scanner after the fMRI experiment. The experiment was self-paced, as well as consisted of 60 trials 6 (12 images from each of the 5 morph levels, presented in random order). In each trial, a silhouette 7 appeared at the center of the screen (Fig. 1D) . Subjects then performed a forced-choice task, 8 deciding whether the silhouette was a face (rating: 1) or a hand (rating: 0). The stimulus remained 9 on the screen until the subject chose one of the two options. For each of the subjects, we recorded 10 the mean response for each morphing level, resulting in 5 values between 0 (all hand) and 1 (all 11 face) for each subject. 
Functional regions of interest (ROIs) 27
Our analyses focused on functional regions of interest (ROIs) that are selective for faces and 28 limbs within ventral temporal cortex (VTC) as VTC is critical for categorization 7 and participants 29 performed a categorization task during the behavioral experiment. 30
31
Face-selective ROIs: Face-selective voxels were identified as those voxels in VTC that illustrated 1 higher BOLD responses to grayscale photographs of faces (frontal or profile view) compared to 2 body parts (hands and lower limbs) and objects (cars and tools) in the functional localizer 3 experiment ( Fig. 2A) . As in our prior publications, two ROIs were defined within each subject's 4 native brain anatomy using a common threshold (t > 3, voxel-level) and were positioned laterally 5 to the mid-fusiform sulcus (MFS; Weiner et al., 2014) . mFus-faces (N=14) is adjacent to the 6 anterior tip of the MFS, while pFus-faces (N=12) is located 1-1.5cm more posteriorly on the lateral 7 fusiform gyrus extending into the posterior occipitotemporal sulcus (OTS). In some studies mFus-8 faces is also referred to as FFA-2, while pFus-faces is also referred to as FFA-1, in which the FFA 9 stands for Fusiform Face Area 29 . 10
11
Body-selective ROI: Body-selective voxels were identified as those voxels in VTC that illustrated 12 higher BOLD responses to grayscale photographs of limbs (hands and lower limbs) compared to 13 faces (frontal or profile view) and objects (cars and tools) in the functional localizer experiment. 14 As in our prior publications, one ROI (N=12) was defined within each subject's native brain 15 anatomy using a common threshold (t > 3, voxel-level) and was located within the OTS, positioned 16 between mFus-faces and pFus-faces. We refer to this region as OTS-bodies, but it is also referred 17 to as the Fusiform Body Area 33,69 . 18 19 
Mean tuning analyses 20
Neural tuning: Within each individual subject, a GLM was conducted on the mean fMRI 21 timeseries of each ROI (mFus-faces, pFus-faces, OTS-bodies), separately for the left and right 22
hemisphere. Response amplitudes (betas) and residual variance of each ROI were estimated from 23 the GLM, which yielded 5 beta values per ROI (one for each morphing level; Fig. 2) . Beta values 24 were z-scored (mean: 0, SD: 1) to allow for comparison across subjects and ROIs. For each ROI, 25 main effects of morph level were separately evaluated using a 1-way repeated measures analysis 26 of variance (ANOVA) with morph level as a factor. The interaction between morph level, ROI, 27 and hemisphere was also evaluated using a repeated measures ANOVA using morph level, ROI, 28 and hemisphere as factors. We refer to the relationship among these five beta values as neural 29
tuning to these face-hand stimuli. 30
31
Behavioral Tuning: For each subject, we measured the average categorization responses of each 1 morph level across the 12 trials of that level. This behavioral response indicates the proportion of 2 face responses for each morphing level. We refer to this function as behavioral tuning to face-3 hand stimuli. Like neural responses, we visualize behavioral tuning by fitting the categorization 4 responses to the five morphing levels with a line (Fig. 3) . In order to quantify the relationship between neural tuning and behavioral tuning, we used a linear 9 regression model that relates each subject's behavioral tuning to their neural tuning. Each ROI's 10 tuning (z-scored beta values) to the five morph levels was used as a predictor for a linear regression 11 model (the independent variable) relating it to the behavioral data (the dependent variable, Fig.  12 4A). This analysis was performed on a subject-by-subject basis and separately for neural data from 13 each hemisphere. Goodness-of-fit of the model was evaluated by computing the explained variance 14 (R 2 ). R 2 was calculated as the square of the correlation between the model's estimation and the 15 behavioral data. We used paired permutation testing (10,000 iterations) to assess whether the 16 explained variances differed significantly across the VTC ROIs. Permutation tests were used as 17 we did not want to make any assumptions about the distribution of the R 2 values. Results were 18 corrected for multiple comparison using the adjusted Bonferroni method (dividing the p-value by 19 the number of comparisons minus one). Permutation testing was performed using participants in 20 which all ROIs were identified. of ROIs, best explained behavioral tuning. After identifying which regions were significant 30 predictors, we applied a linear regression model that used data from pFus-faces and OTS-bodies 31 as separate predictors for behavioral tuning as these were the ROIs that were identified as 1 significant predictors during the stepwise linear regression (Fig. 4B) . As in the 1-ROI model, this 2 was done individually for each subject. 3
To test the improvement by the MRM compared to the 1-ROI model, we used the model 4 selection criterion AIC (Akaike's Information Criterion) to compare model performances, in 5
which lower values indicate a better model fit. In addition, we used paired permutation testing 6 (10,000 iterations) to examine whether the Multi-ROI model outperformed the 1-ROI models. 7
Finally, we compared if there were any hemispheric differences in model performance using paired 8 permutation testing (using multiple comparison correction as described above). We tested if a model built from the neural responses in one group of participants could predict 19 behavioral tuning in a new, independent participant. For these analyses, we used neural tuning 20 from pFus-faces and OTS-bodies because our previous linear regression analyses indicated that 21 neural tuning from these regions were the best predictors of behavioral tuning. 22 We first estimated regression weights using a linear regression analyses based on data from 23 N-1 subjects and then predicted responses of the left-out subjects. This analysis was done using 10 24 subjects in which we could define both of the ROIs. To perform the analysis, we concatenated the 25 z-scored neural responses to the 5 morph levels in each ROI across subjects, which resulted in a 26 1x45 (e.g. 9 subjects x 5 morph levels) vector per ROI. Likewise for behavioral responses we 27 concatenated the behavioral responses to the 5 morph levels across subjects (1x45 vector). The 28 two neural vectors served as the predictors for the behavioral vector. The regression analysis 29
derived the weights (model coefficients) for each of the two neural predictors. To predict responses 30 of the left out subjects, we multiplied the model coefficients by the measured neural responses of 31
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