On elements in small cocircuits in minimally k-connected graphs and matroids  by Reid, Talmage James & Wu, Haidong
Discrete Mathematics 243 (2002) 273–282
www.elsevier.com/locate/disc
Note
On elements in small cocircuits in minimally k-connected
graphs and matroids
Talmage James Reida, Haidong Wub;∗;1
aDepartment of Mathematics, The University of Mississippi, University, MS 38677, USA
bDepartment of Mathematics, Southern University, Baton Rouge, LA 70813, USA
Received 17 April 2000; revised 5 February 2001; accepted 19 February 2001
Abstract
We give a lower bound on the number of edges meeting some vertex of degree k in terms
of the total number of edges in a minimally k-connected graph. This lower bound is tight if
k is two or three. The extremal graphs in the case that k =2 are characterized. We also give
a lower bound on the number of elements meeting some 2-element cocircuit in terms of the
total number of elements in a minimally 2-connected matroid. This lower bound is tight and the
extremal matroids are characterized. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
The body of results concerning minimally k-connected graphs is rich and varied.
A comprehensive survey of these results is given by Mader [5]. Previous results on
minimally k-connected graphs focus on showing that there are many vertices of degree
k in such a graph. Hence, there are many edges meeting a vertex of degree k in a
minimally k-connected graph. This observation leads naturally to our investigation here
of how many such edges are there in a minimally k-connected graph?
We use v(G) and e(G) to denote the number of vertices and edges, respectively, of
a graph G. A graph G is minimally k-connected if and only if G is k-connected, and
for each edge e of G, the deletion G\e is not k-connected. Dirac [1] proved that there
are at least (v(G)+ 4)=3 vertices of degree 2 in a minimally 2-connected graph. Halin
[2] proved that there are at least (2v(G) + 6)=5 vertices of degree 3 in a minimally
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3-connected graph. Mader [4] extended these results by showing that there are at least
((k − 1)v(G) + 2k)=(2k − 1) vertices of degree k in a minimally k-connected graph.
The results of Dirac and Halin are best possible. The result of Mader for general k is
very close to being best possible [4]. Theorems 1, 2, and 3 provide edge analogs of
the results of Dirac, Halin, and Mader, respectively. They give lower bounds on the
number of edges that meet a vertex of degree k in terms of the total number of edges
in a minimally k-connected graph for k¿ 2. The statements of the main results of this
paper are given in the remainder of this section. The proofs of these results are found
in Sections 2 and 3.
Theorem 1 is the edge analog of Dirac’s Theorem. The cycle graph on n vertices is
denoted by Cn. The graphs G1 and G2 mentioned in Theorem 1 are given in Fig. 1.
The graph R given in Fig. 1 is obtained from G1 by replacing its rightmost vertex by
a K2;2. In general, the operation of replacing a vertex v of degree n in a graph G by a
Kn;n is described as follows. Vertex v is deleted from G and is replaced by two sets of
new vertices A and B each containing n vertices. The subgraph induced by the vertices
of A and B forms a Kn;n with partite classes A and B. A matching is added between
the n neighbors of the vertex v and the set A.
Theorem 1. Let G be a minimally 2-connected graph with at least six edges. Then the
number of edges of G meeting some vertex of degree two is at least (e(G) + 7)=2.
Moreover; equality is attained in the previous bound if and only if either (i) G is
isomorphic to G1, G2, C6, C7, or K2;3, or (ii) G can be obtained from G1, G2, or K2;3
by repeated application of the operation of replacing a vertex of degree two whose
two neighbors have degree exceeding two by a K2;2.
The edge analog of Halin’s result is given next.
Theorem 2. Let G be a minimally 3-connected graph with at least 14 edges. The
number of edges of G meeting some vertex of degree three is at least (2e(G)+12)=3.
The 13-edge graph given in Fig. 2(a) does not satisfy the conclusion of Theorem 2.
An entire class of graphs attaining the lower bound in the above theorem is obtained
starting from the graph K3;4 by successively replacing a vertex of degree three by a
K3;3 at each stage [8, Theorem 4:5]. An example of such a graph is given in Fig. 2(b).
The edge analog of Mader’s Theorem is given next.
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Theorem 3. Let G be a minimally k-connected graph with at least 4k vertices; where
k¿ 3. Then the number of edges of G meeting some vertex of degree k is at least
((k − 1)e(G) + 3k + 1)=k.
Let G be a minimally k-connected graph. If k =1, then the conclusion of Theorem 3
holds for the graph G except when G is a path or a tree with exactly three vertices of
degree one. If k =2 and e(G)¿ 6, then, by Theorem 1, the conclusion of Theorem 3
holds for the graph G except when (i) G is isomorphic to C6 or K2;3, or (ii) G can
be obtained from K2;3 by repeated application of the operation of replacing a vertex
of degree two whose two neighbors have degree exceeding two by a K2;2.
Mader’s result implies that, for each minimally k-connected graph, vk(G)=v(G)¿
(k − 1)=(2k − 1), where vk(G) represents the number of vertices of degree k in G. He
also gave a class of minimally k-connected graphs such that for each n-vertex member
Gn of the class, limn→∞vk(Gn)=v(Gn)= (k−1)=(2k−1). Likewise, Theorem 3 may be
expressed as for each minimally k-connected graph G, ek(G)=e(G)¿ (k − 1)=k, where
ek(G) represents the number of edges meeting a vertex of degree k. There does exist
a class of minimally k-connected graphs such that for each n-vertex member Gn of the
class, limn→∞ek(Gn)=e(Gn)= (k − 1)=k. This class is obtained starting from Kk;k+1 by
successively replacing vertices of degree k by copies of a complete bipartite graph with
two classes of size k. Hence, the lower bound given in Theorem 3 is asymptotically
best possible.
The lower bound in Theorem 3 may not be tight. The term of 3k + 1 that appears
there could possibly be increased or the condition that v(G)¿ 4k could possibly be
decreased. However, the result remains asymptotically correct. We next describe a
minimally k-connected graph G on 2k − 1 vertices that has ((k − 1)e(G) + 3k − 1)=k
edges meeting a vertex of degree k [5, Theorem 3]. Let H be the graph consisting of
a set of k−1 isolated vertices and Pk be a disjoint path on k vertices. Let G=Pk+H .
The set of vertices of degree k in G consists of the vertices of H together with the
two end-vertices of Pk . All other vertices in the graph G have degree k + 1.
The results of Dirac and Halin on minimally 2- and 3-connected graphs have been
generalized to matroids by several authors including Lemos, Murty, Oxley [6,7,9], and
Wong (see [11] for a comprehensive bibliography). In Theorem 4 we generalize our
work on graphs to matroids in the case k =2 by computing a lower bound on the
ratio of the number of elements meeting a cocircuit of size two to the total number of
elements in a minimally 2-connected matroid.
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For each integer t¿ 2 we next describe a matroid Nt with rank t. If t=2, then
Nt has six elements and is formed by adding a point in parallel to each point of a
three-point line. If t¿ 2, the matroid Nt+1 is deKned recursively by taking the two-sum
(see [10, Section 7:1]) of the matroids N2 and Nt . The matroid N4 is pictured in Fig. 3
with all points but the join points pictured being in parallel classes of size two.
Theorem 4. Let M be a minimally 2-connected matroid with corank at least two
and at least six elements. Then the number of elements of M meeting a 2-element
cocircuit is at least 23 |E(M)|+ 2. Moreover; this bound is attained if and only if M
is isomorphic to the dual of the matroid Nt , where t is the corank of M .
The proof of Theorem 4 relies on a decomposition result for minimally 2-connected
matroids of Oxley which is stated in Section 3. A similar generalization of Theorem 2
from graphs to matroids would be of interest. John Leo (personal communication)
conjectured the following extension of Theorem 2.
Conjecture 5. Let M be a minimally 3-connected matroid with at least eight elements.
Then the number of elements which meet a 3-element cocircuit is at least (5|E(M)|+
30)=9.
2. Minimally k-connected graphs
This section begins with some results and terminology used in the proofs of the
graph results of the paper. The following fundamental result on minimal 3-connectivity
in graphs of Halin [2, Satz 4] is used here.
Lemma 6. Let e be an edge of a minimally 3-connected graph G and assume that e
joins two vertices of degree exceeding three. Then G=e is minimally 3-connected.
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Throughout the remainder of the paper G is a minimally k-connected graph. The
set of vertices of G of degree k is denoted by T and U is the set of vertices of G
of degree at least k + 1. Let |T |= t and |U |= u. Let e(T ) and e(U ) be the number
of edges of G[T ] and G[U ], respectively. Let [T; U ] denote the subset of edges of G
such that for any such edge, one end-vertex is in T and the other end-vertex is in U .
Let e[T; U ] denote the number of edges in [T; U ]. Suppose that S is a subset of V (G).
We use !(S) to denote the number of components of the subgraph induced by S.
The number of edges of G meeting a vertex of degree k is denoted by ek(G) so that
ek(G)= e[T ] + e[T; U ]. The results of the following useful lemma are due to Mader.
Part (a) of the lemma is from [3] and parts (b), (c), and (d) were proven in [4, Satz 3,
Lemma 15, and Satz 2], respectively.
Lemma 7. The following results hold:
(a) G[U ] is a forest.
(b) t¿ ((k − 1)v(G) + 2k)=(2k − 1).
(c) If !(U )¡k, then e(T ) + !(U )¿ k + 1, when k¿ 2.
(d) If k¿ 3, then each vertex of T has at most k−2 neighbors in any one component
of U .
Several lemmas that are used in the proofs of Theorems 1–3 are given below.
Lemma 8. The following results hold:
(a) ek(G)= e(G)− u+ !(U ).
(b) e[T; U ]¿ (k − 1)u+ 2!(U ).
Proof. It follows from Lemma 7(a) that ek(G)= e(G)− e(U )= e(G)− (u−!(U ))=
e(G)− u+ !(U ). Hence part (a) of the lemma holds.
The sum of the degrees of the vertices of U is at least (k + 1)u. Since G[U ] has
u−!(U ) edges, e[T; U ] is at least (k+1)u−2(u−!(U ))= (k−1)u+2!(U ). Hence
part (b) of the lemma holds.
Proposition 9. ek(G)¿ (e(G)(k − 1) + e(T ) + !(U )(k + 1))=k
Proof. It follows from Lemma 8(a) and (b) that e(G)−u+!(U )= ek(G)= e[T; U ]+
e(T )¿ (k − 1)u+ 2!(U ) + e(T ). Then e(G)− u+!(U )¿ (k − 1)u+ 2!(U ) + e(T )
implies that u6 (e(G)−!(U )−e(T ))=k. From substituting this upper bound for u into
Lemma 8(a) we obtain that ek(G)¿ e(G)− (e(G)−!(U )− e(T ))=k +!(U )= (e(G)
(k − 1) + e(T ) + !(U )(k + 1))=k.
Proof of Theorem 1. Suppose that U is empty. Then every vertex of G has degree
two. Then G is a cycle with at least six edges. Thus, e2(G)= e(G)¿ (e(G) + 7)=2.
Moreover, equality holds in this equation if and only if G is isomorphic to C6 or
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C7. Suppose that U is non-empty in the remainder of the proof. By [12, Corollary
3a], the forest G[U ] has at least two components. It follows from Proposition 9 that
e2(G)¿ (e(G)+e(T )+3!(U ))=2. Hence, !(U )¿ 2 implies that e2(G)¿ (e(G)+6)=2.
Hence the lower bound of (e(G) + 7)=2 holds for e2(G).
It is straightforward to show that if G is isomorphic to G1, G2, K2;3 or G can be
obtained from one of these graphs by repeated application of replacing a vertex of
degree two whose two neighbors have degree exceeding two by a K2;2, then G has
exactly (e(G) + 7)=2 edges that meet vertices of degree two.
Conversely, suppose that G has exactly (e(G) + 7)=2 edges that meet a vertex
of degree two. We complete the proof by showing that the graph G is as given in
the theorem statement. It follows from Proposition 9 and the fact that !(U )¿ 2 that
!(U )= 2. Assume that e(G) is even. Then e2(G)= (e(G) + 6)=2. By Proposition 9,
e(T )= 0. Strict inequality in Lemma 8(b) would lead to strict inequality in Propo-
sition 9. Thus, the equality in Proposition 9 implies equality in Lemma 8(b). Hence,
e[T; U ] = u+4. But e(T )= 0 so that by summing the degrees of vertices in T we obtain
that e[T; U ] = 2t. Thus, 2t= u+ 4= v(G)− t + 4. It follows that 3t= v(G) + 4. Thus,
v(G) ≡ 2 (mod 3). Hence, the number of vertices of degree two of G is (v(G)+4)=3.
It follows from [8, 2.15] that G is isomorphic to K2;3 or G can be obtained from this
graph by repeated application of the operation of replacing a vertex v of degree two
by a K2;2. The two neighbors of v must have degree exceeding two at each stage in
order for the resulting graph to have exactly (e(G) + 7)=2 edges that meet a vertex
of degree two.
Assume that e(G) is odd. Then e2(G)= (e(G)+ 7)=2. It follows from Proposition 9
that e(T ) is zero or one. By Lemma 8(a), e(G) − u + !(U )= e2(G)= (e(G) + 7)=2.
Thus u=(e(G) − 3)=2. Also, e2(G)= (e(G) + 7)=2= (e(G) − 3)=2 + 5= u + 5. Now
we consider the two cases where e(T ) is zero or one. Suppose the former. Then
2t= e[T; U ] = e2(G)= u+5. Hence, 2t= u+5= v(G)− t+5. Therefore, 3t= v(G)+5.
It follows that v(G) ≡ 1 (mod 3). Hence, the number of vertices of degree two of G
is (v(G) + 4)=3. It follows from [8, 2.17] that G is isomorphic to G1 or G can be
obtained from this graph by repeated application of the operation of replacing a vertex
of degree two by a K2;2. Again, the neighbors of the vertex of degree two must both
have degree exceeding two.
Suppose that e(T )= 1. Then from summing degrees of the vertices of T we obtain
that 2t−2= e[T; U ] = e2(G)−1= u+4= v(G)−t+4. Thus 3t= v(G)+6. It follows that
v(G) ≡ 0 (mod 3). Hence the number of vertices of G of degree two is (v(G)+4)=3.
It follows from [8, 2.19] that G is isomorphic to one of six base graphs given there or
G can be obtained from one of these graphs by repeated application of the operation
of replacing a vertex of degree two by a K2;2. However, the only one of these six
classes of graphs having an odd number of edges is the class obtained from the base
graph K3. Since G has at least six edges, G is not K3. Upon replacing a vertex of
degree two in K3 by a K2;2 we obtain the graph G2. It now follows that G is obtained
from the graph G2 by the operation of replacing a vertex of degree two whose two
neighbors have degree exceeding two by a K2;2.
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Proof of Theorem 2. Suppose the result does not hold. It follows from the case k =3
of Proposition 9 that e(T )+4!(U )¡ 12. Hence !(U )¡ 3. If !(U )= 0, then ek(G)=
e(G)¿ (2e(G)+12)=3 since e(G)¿ 14; a contradiction. Thus, !(U ) is one or two.
Three useful observations about both of these cases are given in the next result.
Claim 10. (1) u 	=!(U ).
(2) If u=!(U ) + 1, then e(G)= 14.
(3) If some component of U has at least three vertices; then t¿ 8.
Proof of Claim 10. Assume that u=!(U ). Then, by Lemma 8(a), 23e(G)+4¿e3(G)=
e(G)− u+!(U )= e(G). Thus e(G)¡ 12; a contradiction. Hence (1) holds. Suppose
that u=!(U )+1. Then 23e(G)+4¿e3(G)= e(G)−u+!(U )= e(G)−2+1= e(G)−1.
Thus e(G)¡ 15. Hence e(G)= 14. Thus (2) holds. Suppose that some component S
of U has at least three vertices. Let u1 and u2 be end-vertices of the tree S. Each
vertex in T has at most one neighbor in S by Lemma 7(d). Thus, u1 and u2 to-
gether have at least six distinct neighbors in T . Some vertex of S other than u1
and u2 has at least two neighbors in T other than the six previously mentioned by
the previous reasoning. Hence t¿ 8. Thus (3) holds. This completes the proof of
Claim 10.
Suppose that !(U ) is one. Then e(T ) + 4!(U )¡ 12 implies that e(T )6 7. By
Lemma 7(d), each vertex of T has at most one neighbor in U . Thus, each vertex of T
has at least two neighbors in T . It follows from applying the Handshaking Lemma to
G[T ] that t6 e(T )6 7. It follows from Claim 10(1) that ¿ 2. Since e(T )6 7, Claim
10(3) implies that the sole component of U has exactly two vertices. Then u=!(U )+1
and e(G)= 14 by Claim 10(2). Let u1 and u2 be the two vertices of U . As before,
these two vertices of u have at least six distinct neighbors in T . Thus t is six or seven.
It follows from the Handshaking Lemma that 28=2e(G)= deg(u1) + deg(u2) + 3t.
If t=7, then deg(u1) + deg(u2)= 7. This implies that u1 or u2 has degree at most
three; a contradiction. Hence t=6. Thus deg(u1) + deg(u2)= 10. Hence, u1 and u2
have at least eight distinct neighbors in T . This contradicts that t6 7. Hence, !(U )
is two.
The fact that e(T ) + 4!(U )¡ 12 implies that e(T )6 3. By Lemma 7(d), each
vertex of T has at least one neighbor in T . It follows from applying the Handshak-
ing Lemma to G[T ] that t=26 e(T )6 3. Hence t6 6. It follows from Claim 10(1)
that u 	=2. Suppose that u=3. Then Claim 10(2) implies that e(G)= 14. The two
components of G[U ] are an isolated vertex v1 and an isolated edge (u1; u2). The ver-
tices u1 and u2 have at least six distinct neighbors in T . Thus t=6. It follows from
the Handshaking Lemma that 28=2e(G)= deg(v1) + deg(u1) + deg(u2) + 3t. Hence
deg(v1) + deg(u1) + deg(u2)= 10. Thus, some vertex of U has degree at most three;
a contradiction.
We have established that u¿ 4. It follows from Claim 10(3) and the fact that t6 6
that u=4 and G[U ] consists of two isolated edges, say (u1; u2) and (v1; v2). As before,
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there are at least six neighbors of the vertices u1 and u2 in T . Thus t=6. Since 23e(G)+
4¿e3(G)= e(G)−u+!(U )= e(G)−2, e(G)¡ 18. Hence, the Handshaking Lemma
implies that 34¿ 2e(G)= deg(u1) + deg(u2) + deg(v1) + deg(v2) + 3t¿ 4u+ 3t=34.
Thus, equality holds throughout the previous set of inequalities. Hence, each vertex of
U has degree four and e(G)= 17. Thus, each vertex of U has exactly three neighbors
in T . From summing degrees of the vertices in T we obtain that e3(G)= 3t − e(T ).
Thus 16¿ 23e(G) + 4¿e3(G)= 3t − e(T )= 18 − e(T ). Hence e(T )¿ 3. It follows
that e(T )= 3. Since each vertex of T is adjacent to at most one of u1 and u2 and is
adjacent to at most one of v1 and v2, G[T ] consists of three isolated edges, (a1; a2),
(b1; b2), and (c1; c2). Let H be the graph obtained by contracting edges (u1; u2) and
(v1; v2). Then H is minimally 3-connected by Lemma 6. The graph H has 15 edges
with exactly three edges contained in the subgraph of H induced by T . Hence, the
graph H is as given in Fig. 4 with the six middle vertices being the vertices of T .
However, this graph is not 3-connected; a contradiction. This completes the proof of
Theorem 2.
Proof of Theorem 3. The result follows from Proposition 9 if e(T ) + !(U )(k + 1)¿
3k +1. For k being three, the result follows from Theorem 2. Hence, we may assume
that k¿ 4 and e(T ) + !(U )(k + 1)¡ 3k + 1.
If each edge of G is incident to a vertex of degree k, then as G is k-connected
with at least 4k vertices, 2e(G)¿ kv(G)¿ k · 4k. Thus e(G)¿ 2k2. We conclude that
ek(G)= e(G)¿ ((k − 1)e(G)+3k +1)=k, noting that e(G)¿ 2k2¿ 3k +1. Therefore,
we assume that not every edge of G is incident with a vertex of degree k.
If !(U )¿ k, then e(T ) + !(U )(k + 1)¿ k2 + k¿ 3k + 1; a contradiction. Thus
!(U )¡k. Then it follows from Lemma 7(c) that 3k¿ e(T ) +!(U )(k +1)= e(T ) +
!(U )+k!(U )¿ k+1+k!(U ). Thus !(U )6 1. Since not every edge of G is incident
with a vertex of degree k, !(U )¿ 1. Thus !(U )= 1. Hence, 3k¿ e(T )+!(U )(k+1)
implies that e(T ) ≤ 2k − 1. It follows from Lemma 7(d), each vertex of T has
at least two neighbors in T . Again, by the Handshaking Lemma and Lemma 7(b),
2k =(4k2 − 2k)=(2k − 1)= ((k − 1)4k + 2k)=(2k − 1)6 ((k − 1)v(G) + 2k)=(2k − 1)
6 t6 e(T )6 2k − 1; a contradiction. This completes the proof of Theorem 3.
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3. Minimally 2-connected matroids
The proof of Theorem 4 is given in this section. We begin with some terminology
which is speciKc to this section of the paper. A matroid M is contraction-minimally
connected if and only if it is connected, but any matroid obtained from M by con-
tracting a single element is not connected. The deKnition of the parallel connection
and two-sum of two matroids may be found in [10, Chapter 7]. The following result
is due to Oxley [6].
Lemma 11. A matroid M is contraction-minimally connected if and only if it has at
least three elements and either M is connected and has every element in a 2-circuit;
or M =P((M1\q1;p1); (M2\q2;p2)) where both M1 and M2 are contraction-minimally
connected matroids having at least 8ve elements and rank at least two; and {p1; q1}
and {p2; q2} are circuits of M1 and M2, respectively.
Proof of Theorem 4. We prove the dual statement of Theorem 4. This statement is that
in the contraction-minimally connected matroid M∗, c2(M∗)¿ 23 |E(M∗)| + 2, where
c2(M∗) is the number of elements that meet a 2-element circuit of M∗. Moreover,
this bound is attained if and only if M∗ is isomorphic to Nt . This proof is done by
induction on r∗(M).
Suppose that every element of M∗ is in a 2-element circuit. Then c2(M∗)= |E(M∗)|¿
2
3 |E(M∗)|+2, since |E(M∗)|¿ 6. Assume that equality holds in the previous sentence.
Then M∗ has exactly six elements and rank at least two with every element in a
non-trivial parallel class. It immediately follows that M∗ ∼= N2. Thus, the result holds
if every element of M∗ is in a 2-element circuit. In particular, the result holds if
r∗(M)= 2.
Suppose that r∗(M) exceeds two, the result holds for matroids with rank r when
26 r ¡ r∗(M), and that not every element of M∗ is in a 2-element circuit. Then, by
Lemma 11, M∗=P((M1\q1;p1); (M2\q2;p2)) where both M1 and M2 are contraction-
minimally connected matroids having at least Kve elements and rank at least two, and
{p1; q1} and {p2; q2} are circuits of M1 and M2, respectively. Then
(a) |E(M∗)|= |E(M1)|+ |E(M2)| − 3, and
(b) c2(M∗)¿ c2(M1) + c2(M2)− 4;
with equality holding in (b) if and only if {p1; q1} and {p2; q2} are parallel classes of
size two in M1 and M2, respectively. Thus c2(M∗)¿ c2(M1)+c2(M2)−4¿ 23 |E(M1)|+
2+ 23 |E(M2)|+2−4= 23 ((|E(M1)|+ |E(M2)|)= 23 (|E(M∗)|+3)= 23 |E(M∗)|+2. Hence,
the desired lower bound in this theorem holds. Suppose that equality holds in this
bound. Hence equality holds in (b) and {p1; q1} and {p2; q2} are parallel classes of
size two in M1 and M2, respectively. Either every element of Mi; i∈{1; 2} is in a
2-circuit or not. In the former case Mi is isomorphic to N2 by previous comments. In
the latter case Mi ∼= Ns for some s¿ 3 by the induction hypothesis. It is straightforward
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to check that the parallel connection of such matroids is isomorphic to Nt for some t.
Thus t= r∗(M). This completes the proof of Theorem 4.
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