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Abstract: The Hicks induced innovation hypothesis states that a price increase of a production
factor is a spur to invention. We propose an alternative hypothesis restating that a spur to invention
require not only an increase of one factor but also a decrease of at least one other factor to offset
the companies’ cost. We illustrate the need for our alternative hypothesis in a historical example
of the industrial revolution in the United Kingdom. Furthermore, we econometrically evaluate both
hypotheses in a case study of research and development (R&D) in 29 OECD countries from 2003
to 2017. Specifically, we investigate dependence of investments to R&D on economic environment
represented by average wages and oil prices using panel regression. We find that our alternative
hypothesis is supported for R&D funded and/or performed by business enterprises while the original
Hicks hypothesis holds for R&D funded by the government and R&D performed by universities.
Our results reflect that business sector is significantly influenced by market conditions, unlike the
government and higher education sectors.
Keywords: Research and Development, Induced Innovation, Hicks’ Theory, Price Changes of Pro-
duction Factors.
JEL Codes: C33, E22, O31, O33.
1 Introduction
The goal of this paper is to analyse and verify the induced innovation hypothesis of J.R. Hicks first
published in his Theory of Wages in 1932, which attributes a spur to invention to a price increase
of a production factor (Hicks, 1963). This hypothesis was mainly tested on wages and their impact
on labour saving technologies and, more recently, the impact of high energy prices on environmental
technology innovations and energy savings.
In our preliminary study Bolotov and Evan (2017), we have attempted to falsify, in the sense of
Popper, the Hicks hypothesis by means of orthodox modelling. Using regression model for intellectual
property protection as the proxy variable for innovation, we have found that an increase in relative
price of one factor mandates a relatively low price level of the other factor(s) to offset the companies’
cost, for the innovations to take place. While the low cost of other factor(s) of production does not
diminish the motivation to substitute the high-priced factor of production, it also gives companies
the necessary capital for the innovation process. We follow our preliminary work and investigate this
alternative hypothesis from two perspectives.
First, we review Hicks hypothesis and demonstrate the need for our alternative hypothesis in
historical examples with focus on the industrial revolution in the United Kingdom. The clearest
example of the phenomena at hand is that the industrialization needed two conditions to get started,
that is, high wages and low prices of coal, as proven by economic historians such as Botham and
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Hunt (1987), Allen (2011) and Kelly et al. (2014). As a relatively low price of the second factor
of production had to be present, the Hicks original hypothesis is of no use for the second largest
economic transformation after the introduction of agriculture.
Second, we theoretically reflect the changing conditions for the innovative process in mixed
economies surrounding us in opposition to liberal economies before 1945 or even 1914 and empirically
test relationships among the key variables influencing the innovation process in developed countries.
As a measure of innovation activities, we use the investment into research and development (R&D).
It is universal for all industries and sectors and allows us to clearly determine the link between in-
novation and private and public sources of its financing. For detailed analysis of the relationship
between the R&D investment and the innovation performance, see e.g. Savrul and Incekara (2015)
and Baumann and Kritikos (2016). As drivers of innovation, we consider wages and the price of oil
(which replaced coal as a main source of energy). It is well documented in the literature that wages
have positive effect on innovations (see e.g. Bogliacino et al., 2018). Concerning energy prices, Popp
(2002), Crabb and Johnson (2010), Verdolini and Galeotti (2011) and Ley et al. (2016) find that their
effect on energy-efficient innovations is also positive. In our study, however, we show that the effect
of energy prices on innovations (not necessarily aimed at energy efficiency) may differ in relation to
the public and private sector. Specifically, we analyze investments to R&D over all industries broken
down by the source of funding and the sector of performance in 29 OECD countries from 2003 to
2017. This detailed sector breakdown and generality for all industries are the main characteristics
distinguishing our study from the others. Our main finding is that innovations funded and/or per-
formed by the business enterprise sector are positively driven by wages and negatively by the oil price.
Unlike in the other studies, high energy prices here acts as a lack of resources for innovations rather
than the motivation for energy-efficient innovations. The government and higher education sectors
are unaffected by energy prices and their innovations are driven just by high wages.
The rest of the paper is structured as follows. In Section 2, we review the original Hicks hypothesis.
In Section 3, we demonstrate the need for our alternative hypothesis. In Section 4, we discuss potential
variables involved in contemporary innovation activities. In Section 5, we introduce the analyzed data
sample. In Section 6, we build panel regression models relating R&D expenditures to the economic
environment. In Section 7, we present results of the panel regression and assess the original Hicks
hypothesis with our alternative. We conclude the paper in Section 8.
2 Hicks’ Theory of Induced Innovation, Proofs and Criticism
Numerous studies of the history of economics, including those in recent years, such as Lee and
Kang (2007), Angelini et al. (2009), Gallouj and Savona (2009), Savona and Steinmueller (2013),
Fabre (2014), and Milyaeva and Fedorkevich (2015), have consistently shown that innovations benefit
companies, industries and economies in terms of increasing competitiveness, economic growth and
development. There is however little consensus on what the main causes of innovation are. Sir J.R.
Hicks (Hicks, 1963, p. 124) has stated the following hypothesis, which later became the foundation
of Hicks’ widely discussed Theory of Induced Innovation.
Hypothesis 1 (Hicks Induced Innovation Hypthosis). A change in the relative prices of the factors of
production is itself a spur to invention, and to invention of a particular kind – directed to economizing
the use of a factor which has become relatively expensive.
The relative straightforwardness and immense implications of the Induced Innovation Theory
together with the name of the well-known British economist and Nobel Prize laureate has caused the
theory to be widely discussed from the moment it was formulated. The theory had both proponents
(Fellner, 1961, 1971, Samuelson, 1965, Kennedy, 1967, i.a.) as well as opponents. The latter include
Nobelist W.D. Nordhaus who criticised it for necessitating very strong and limiting preconditions,
among other flaws. Nordhaus thinks “the model is too defective to be used in serious economic
analysis” (Nordhaus, 1973, p. 208). Others criticised the lack of economic foundations which are
implicit in the theory and tried to establish them (Funk, 2002).
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Table 1: Take-off dates of Rostow (1991).
Country Take-Off
United Kingdom 1783–1802
France 1830–1860
Belgium 1833–1860
United States 1843–1860
Germany 1850–1873
Sweden 1868–1890
Japan 1878–1900
Russia 1890–1914
Canada 1896–1914
Argentina 1935–
Turkey 1937–
India 1952–
China 1952–
The crucial fact that the production factor shares stay relatively constant in the production
function remains a widely accepted stylized fact. Yet, whether this is caused by instant “spur to
invention” and thus serves as proof of the theory, remains as controversial as it was back in Hicks’
time. Perhaps even more controversially, there is still generally accepted mechanism by which changes
in factor prices affect inventive or innovative activity (Salter and Reddaway, 1966, pp. 43–44, Ahmad,
1966, Hayami and Ruttan, 1971, Ruttan and Hayami, 1984, i.a.).
Not even the theory’s critics can deny, however, that it has been used and in quite a few cases
proven empirically. Attempted from the start and followed by a groundbreaking paper of William
Fellner “Empirical Support for the Theory of Induced Innovation” (Fellner, 1971), there have been
several fields in which endorsement and application could be found. The line of research empirically
confirming the main hypothesis included in the theory was originally centred on high wages spurring
labour-saving innovation, and later agricultural development. More recently the emphasis has shifted
towards energy prices and induced innovation in energy-saving technologies.
Newell et al. (1999), i.a., found that the rate of overall innovation is independent of energy prices
and regulation. The direction of innovation, however, was responsive to energy price changes for
several products tested by the authors. Popp (2002), using patent citations as a measure of supply
of knowledge, found that both energy prices and the quality of existing knowledge have significantly
strong positive effects on innovation. Also using patent counts and citation data, Jang and Du (2013)
confirm that demand and supply factors – including knowledge stocks and crude-oil price – have
positive and statistically significant effects on technological biofuel innovations in the United States
of America.
There is, however, also a relatively large number of other correlates to innovation such as inward
foreign direct investment, outward foreign direct investment, imports, state guarantees and incentives
among many other, as stressed by Lin and Lin (2008). Explaining the causes of innovation is therefore
a long-standing problem in social science, while the large body of existing literature has not been
conclusive. This paper adds to this ongoing discussion an attempt to alter significantly the existing
Hicks hypothesis to the point of its negation, among others ways through evidence from economic
history, specifically, from the example of industrialization in the U.K. (the initial one) and in the
world.
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3 Historical Examples of Hicks’ Theory and the Need for an Alter-
native Hypothesis
One indication that the increase in relative price of one factor mandates a relatively low price level
of other factor(s) of production would be to look at historical examples of eras of rapid innovation 1.
A near-perfect example of such rapid and continuous innovation is the industrial revolution. There
were many causes and necessary conditions for this long and complicated process of introduction of
mechanized production. For Rostow’s daring attempt to assign dates to various countries’ “take-offs”,
see Table 1 (Rostow, 1991, Chapters 3–4 and Baldwin and Martin, 1999). These included political
stability, sufficient capital accumulation, relatively mature banking sector, etc. (for a somewhat more
comprehensive list, see the works of Landes, 1998, Chapters 13–16, Pomeranz, 2001, Chapters 5–6,
Maddison, 2007, Chapters 2, 3, 6, Evan, 2014, Chapters 1–2, as well as others).
Apart from these uncontroversial conditions which were sooner or later fulfilled in most countries
of the northern hemisphere at least, there is still the issue of the cause of this far-reaching economic
and social change. Particularly the question, to quote Allen (2009, 2011, 2015), “why the industrial
revolution was British?” In other words, why was the innovation in Great Britain spurred fifty or
more years earlier (end of the 18th century) than in nearby countries with similar socio-economic
characteristics? There is hardly any discussion about the prime reason for businessmen trying to
replace human labour with machines. The reason is high wages, for calculations see Botham and Hunt
(1987) and Kelly et al. (2014). While not uniquely high, since both GDP and income per capita were
higher still in the Netherlands, British wages were the prime incentive for the innovation of labour-
saving techniques. This, however, would not be enough, as it was not enough in the Netherlands
which became industrialized much later than Great Britain, as shown by Landes (1998, Chapters
15–16). A relatively low price of the second factor of production had to be present. The second factor
in the case of British industrialization was cheap energy in both the textile and iron industries. Such
energy was ensured by fast running streams for textile mills at first, and soon replaced by accessible,
abundant coal of good enough quality. Thus, the high-wage economy of London together with the use
of cheap coal shipped in from Newcastle led to the early industrialization of Britain, as it motivated
mechanical production and allowed this innovation by savings made from cheap energy.
Had there not been both factors of production in this fortunate price combination, the first
industrialization would not have been British, but Dutch or German perhaps, see Allen (2011, p. 366),
also Landes (1998, Chapters 15–16) and Allen (2015)2.
Energy prices were dominant for the iron and steel industry in Britain. For textiles the costs of
inputs of raw materials were even more important. For many centuries Britain exported wool and
woollens and to a lesser extend linen. While making a good export product and enriching both land
owners and merchants there was no way how to accumulate enough capital to mechanize production,
nor was there a reason to do so. It was only after cotton became available, the price of which could
be forced down to levels constituting a significant advantage, that the combination of high wages of
spinners and weavers together with cheap cotton from the West Indies and later plantations in the
American South allowed for induced innovation, as shown by Broadberry et al. (2013), and Tomory
(2016). This combination was so powerful that British industrialists overcame a number of obstacles
including strong competition from high quality Indian cotton products as well as the fact that all raw
cotton had to be imported from faraway and often unstable locations.
Once started, the innovative process reinforced itself in several ways. It allowed for tremendous
economies of scale and profits trumping all other non-mechanized productions around the world.
This, in turn, put pressure on wages to keep rising, thus motivating the implementation of further
labour-saving techniques. The industrial revolution created so called Big Divergence (see Pritchett,
1997) increasing incomes in industrialized countries (Europe, USA, Japan) and creating “innovative
centres” in these countries while de-industrializing everyone else (see Landes, 1998, Maddison, 2007,
1This will allow us to determine cause and effect, whether innovations are spurred by changes in relative prices of
inputs with the motive to economize or not.
2To sum up, a high price of one factor offset by a low price of another input could be sufficient to spur innovation
in the U.K., which is opposite logic to the effect described by Hicks.
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etc.).
The industrial revolution provides us with arguably the clearest historical example of the phe-
nomena, as the impact of innovations during other periods such a World War II is more influenced by
accompanying political or military events. Oil crises of 1973 and 1979 also provide seemingly contra-
intuitive and definitely contra-Hicksian example. Despite increasing relative wages AND increasing
relative prices of energy which should lead to drastic spur to innovation, the inventive input actually
decreased significantly from 60s to 70s puzzling researchers even a decade later (Griliches et al., 1989).
The described historical events above clearly demonstrate the need to extend the Hicks’ hypothesis.
To do so, we formulate the following alternative hypothesis to the Hicks’ theory.
Hypothesis 2 (Alternative Induced Innovation Hypothesis). Innovation is spurred by an increase
in the relative price of one factor of production compensated by a decrease in relative price of another
factor of production.
4 Wages, Oil Prices and Government Policies Fuelling Innovation
This paper attempts to reflect the changed conditions for innovative process in societies surrounding
us today. The current economic conditions are not of market economy but mixed economy instead,
while government finances and guarantees much of the research and development (R&D) in developed
countries around the world (see Table 2 and Figure 2). It is unlikely, therefore, that the conditions
motivating for the innovation would remain the same as were in previous two centuries. In general,
the government is one of the determinants for innovation capacity, but the size and effectiveness of its
involvement is highly debatable. Wang (2018) concludes on examples from Singapore and Hong Kong
that innovation can be increased by both strong government intervention focused on big players in the
former and with minimal government activity providing an environment for small firms innovation
as in the latter. Regarding the ideology of government most fitting for innovation Wang et al. (2019)
claim leftist ruling party limits technical innovation, whereas a right-wing ruling party promotes the
appearance of new technology. Some authors suggest government innovation is particularly needed
for R&D intensive sectors. Yigitcanlar et al. (2018), inter alia, claim critical importance of public
innovation funding. In the case of Brazilian software companies, they prove that companies using
public funding are more likely to become nationally and internationally competitive as opposed to
the companies using commercial banks as a source of their financing.
Therefore, in this paper, we try to identify whether the market conditions of relative prices of
factors of production still hold sway as motivating factor for the spur to innovation, according to
our alternative Hicks hypothesis. Or, if the motivation is more in line with the motivation that
can be expected from the governmental sector. This would include correlation of research output
with budgetary constraints and GDP levels, which is the base for government expenditure rather
than any market conditions. We also include educational sector, that is, universities, as well as non-
governmental research oriented institutions in our analysis. The last included actor with potentially
significant impact on research and development levels of a country would be foreign based businesses
out of which those using foreign direct investment as a mode of entry for their investment might be of
relevance for country’s R&D. The extend of this influence needs more study as multinational corpo-
rations tend to rely more on internal sources of financing in comparison with their other operations
as the poor institutions in the host country make the external financing of R&D costly (Alam et al.,
2019).
In line with our previous research and concerning literature we consider impact of relative prices
of different factors of production and keep wages and price of oil as the two most relevant. Oil has
clearly replaced coal as the most important source of energy while labour costs remain the single
most important factor of production across industries. There is large body of literature relating
wages of skilled and unskilled labour and innovation. It is clearly two-way street with high wages
motivating innovation and innovation favouring high-skilled labour (Bogliacino et al., 2018, i.a.).
In the light of our results somehow surprisingly the available literature considers energy prices as
to have strong and positive effect on innovation. Popp (2002) suggests the impact is so strong it
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can be advantageous for government to use market-based environmental policies to help ameliorate
global warming with the help of price-induced technological change. In several sectors of economy
(for a review see Ruttan, 2001) higher oil prices were found to lead to an increased innovation.
Particularly in the automotive industry as it is an energy-intensive sector. Crabb and Johnson (2010)
also suggest, however, a government intervention, this time based upon the premise of possible under-
investment in private research and development given the relatively slow diffusion of knowledge in
the sector combined with high effectiveness of carbon-based taxes in encouraging innovation among
other things. Somehow opposite view can be found on European electricity industry where more
deregulation namely in barriers of entry, public ownership and vertical integration seems to have
positive impact on innovation activity (Cambini et al., 2016).
The innovation process can be divided into the R&D stage and the commercialization stage (see
e.g. Zhang et al., 2019; Wang et al., 2020). As a measure of innovation activities, we utilize the size of
investments to R&D as it can be directly attributed to the private or public sector. The investment
is of course just the beginning of the innovation process but is a clear and universal indicator of its
magnitude. On the other hand, measurable R&D outputs such as the number of patents, the share
of high-technology exports and the number of scientific publications relate only to specific industries
and sectors. Savrul and Incekara (2015) and Baumann and Kritikos (2016) study the link between
the R&D investment and the innovation performance. Holý and Šafr (2018) investigate the relation
between the inputs and outputs of the R&D process and find that countries with higher GDP per
capita may not necessarily produce more outputs in terms of the patent and citation counts, but are
significantly more efficient in transforming the investments and the human capital into these outputs.
5 Analyzed Sample of OECD Countries
We investigate the member countries of the Organisation for Economic Co-Operation and Develop-
ment (OECD) from 2003 to 2017. The main analyzed variable is the annual gross domestic R&D
expenditure per capita. The economic environment is represented by the average monthly wage and
automotive diesel oil price per 1 000 litres. All variables are current prices in USD adjusted for
purchasing power parities. The evolution of the variables over time is illustrated in Figure 1. The
source of the R&D expenditures and average wages is OECD while the source of the oil prices is the
International Energy Agency (IEA). Additionally, as control variables, we utilize the annual gross
domestic product (GDP) per capita, the inflation rate, international trade in goods and services as
percentages of GDP and foreign direct investment (FDI) flows as percentages of GDP from OECD
as well as several Worldwide Governance Indicators from the World Bank (WB).
As the R&D expenditure is our main object of interest, we further elaborate on it. The data
are collected using the standard OECD methodology for statistics related to R&D described in the
Frascati Manual (OECD, 2015). Besides the total intramural gross domestic R&D expenditures
(Total), we also utilize the R&D expenditures broken down by the source of funding and the sector
of performance as well. There are five sources of funding: the business enterprise (Fund-BES), the
government (Fund-GOV), the higher education (Fund-HES), the private non-profit (Fund-PNP) and
the rest of the world (Fund-ROW). Furthermore, there are four sectors of performance: the business
enterprise (Perf-BES), the government (Perf-GOV), the higher education (Perf-HES) and the private
non-profit (Perf-PNP). The average shares of the R&D expenditures for specific sources of funding and
sectors of performance are shown in Table 2. The dominant R&D segment is the self-funded business
sector with 52 percent share. Other significant segments are the higher education sector funded by
the government with 17 percent share and the self-funded government sector with 11 percent share.
Figure 2 shows the composition of the source of funding in each country while Figure 3 shows the
composition of the sector of performance.
Unfortunately, not all variables are available for all OECD countries. For this reason, we analyze
only 29 of the 36 OECD member countries over 15 years. We exclude Australia, Chile, Iceland, Israel,
Latvia and Lithuania from the analysis due to missing oil prices and Turkey due to missing average
wages. Furthermore, our dataset contains some additional missing values. For the analysis of the
total intramural R&D expenditure, we have 382 observations with all variables. This means that 53
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Figure 1: The total R&D expenditure per capita, average wage and oil price averaged over 29 OECD
countries.
Table 2: The shares of R&D expenditures per capita in percents averaged over 29 OECD countries
from 2003 to 2017.
Source of Funding
Sector of Perf. BES GOV HES PNP ROW Total
BES 51.80 4.50 0.04 0.13 6.51 62.98
GOV 0.84 10.57 0.05 0.14 0.78 12.38
HES 1.32 17.20 2.23 0.83 1.38 22.95
PNP 0.25 0.70 0.01 0.53 0.19 1.69
Total 54.20 32.97 2.34 1.63 8.86 100.00
observations are missing. For the R&D expenditures with a specific source of funding or sector of
performance, we have between 334 and 385 observations. The exception is Fund-HES variable with
only 293 observations and the Perf-PNP variable with only 285 observations. In these two cases, some
countries are entirely missing due to differences in data collection methodology.
6 Specification of Panel Regression Model
To analyze the influence of the economic environment on the R&D expenditures, we utilize the panel
regression. As the dependent variable, we consider the total intramural R&D expenditure per capita
as well as R&D expenditures per capita with a specific source of funding and R&D expenditures per
capita with a specific sector of performance. Therefore, we build models with ten dependent variables
in total. In all cases, we consider the average wage and the oil price as the independent variables.
In the preliminary step, we investigate dependence of the R&D expenditures on various lagged
values. Using auxiliary panel regression with independent variables lagged by one year, we find that
the oil price Granger-cause the total R&D expenditures and R&D expenditures funded or performed
by the business enterprise sector. Furthermore, in subsequent modeling, much stronger results are
obtained when the oil price is lagged suggesting that there is a one-year delay before the decision to
invest and the actual investment. For these reasons, we include the oil price lagged by one year in the
final model. Concerning the average wage, the situation is not as straightforward. Slightly stronger
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Figure 2: The R&D expenditures per capita averaged over time from 2003 to 2017 and broken down
by the source of funding.
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results are obtained when using the current value instead of the lagged value in subsequent modeling,
although the results with the lagged average wage are statistically significant as well. Nevertheless,
we decide to utilize only the lagged values as the one-year lag in all independent variables allows for
convenient temporal interpretation.
The considered specifications of the panel regression model are as follows. First, we find out
whether individual and time effects are needed. For this purpose, we utilize the Lagrange multiplier
test of Honda (1985). The p-values of the individual effects test for all dependent variables are
virtually zero. In contrast, the p-value of the time effects test for the total intramural expenditure
variable is 0.98 and is similarly high for all other dependent variables. Therefore, we include only
individual effects in the model.
Next, we choose between the first-differences estimator and the within estimator. Both estimators
deal with the fixed effects in the panel regression. Our variables are clearly non-stationary (see
Figure 1) and therefore we resort to the first-differences estimator as it removes any unit roots in the
dependent and independent variables as well. In contrast, a spurious relation between the variables
is a serious issue for the within transformation. The auxiliary-regression-based Hausman test of
Wooldridge (2010, Section 10.7.3) suggests that random effects can be considered as well. However,
the model with random effects would face the same issues as in the case of the within estimator.
Finally, we investigate the structure of the error terms. We adopt the heteroskedasticity test of
Breusch and Pagan (1979) and the serial correlation test of Wooldridge (2010, Section 10.6.3) based
on first differences. The test statistics are presented in Table 3 for the first-differences estimator
and in Table 4 for the within estimator. We find that there is no universal behavior across our
models in terms of heteroskedasticity and serial correlation. In general, however, the first-differences
transformation removes serial correlation much better than the within transformation. This is another
major motivation for the first-differences estimator. Furthermore, heteroskedasticity is present in
many models for both estimators. To account for heteroskedasticity and remaining serial correlation
in the error terms, we utilize the White method of Arellano (1987) for robust estimation of the
parameter covariance matrix.
The resulting panel model is as follows. Let N denote the number of countries, T the number
of time periods and M the number of independent variables. Further, let yi,t denote the dependent
variable of country i in time t and xj,i,t the independent variable j of country i in time t. The linear
panel model with first differences and lagged independent variables is then given by
yi,t − yi,t−1 = β0 +
M∑
j=1
βj (xj,i,t−1 − xj,i,t−2) + ei,t, i = 1, . . . , N, t = 3, . . . , T,
where βj are the unknown coefficients and ei,t are the error terms. Note that the first two time
periods are used for inicialization of the lagged variables and first differences.
7 Results and Implications
The estimated coefficients with standard deviations and summary statistics for the first-differences
estimator are reported in Table 3. Note that the R-squared statistic is relatively low for the first-
differences estimator as it explains the change in the dependent variable. On the other hand, the
R-squared is much higher for the within estimator as it explains the absolute value of the dependent
variable which has a clear trend in time. Nevertheless, modeling changes is more meaningful in our
situation while it also proves to be more challenging.
First, let us focus on the total intramural R&D expenditures per capita (the Total model). The
average wage has significantly positive effect on the R&D expenditure in this model. Specifically, the
annual R&D expenditure per capita increases by 0.27 USD when the average monthly wage increases
by 1 USD. The effect of the oil price is insignificant. The model explains 20 percent of the variance
in the total R&D expenditure per capita changes.
Next, let us consider breakdown by the source of funding. The dominant source of funding is
the business enterprise sector with 54 percent share of the total R&D expenditures on average. In
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the Fund-BES model, the average wage has significantly positive effect on the R&D expenditure
while the oil price has significantly negative effect. The annual R&D expenditure per capita by
the business enterprise sector increases by 0.22 USD when the average monthly wage increases by 1
USD. The annual R&D expenditure per capita decreases by 0.03 USD when the oil price per 1 000
litres increases by 1 USD. The Fund-BES model explains 16 percent of the variance. Another major
source of funding is the government sector with 33 percent share of the total R&D expenditures on
average. In the Fund-GOV model, the average wage has significantly positive effect on the R&D
expenditure while the oil price has no significant effect. The annual R&D expenditure per capita by
the government sector increases by 0.10 USD when the average monthly wage increases by 1 USD.
The Fund-GOV model explains 23 percent of the variance. Other sources of funding have lower share
of the R&D expenditure and are not explained well by our model due to very low R-squared statistic
and insignificance of regressors.
Finally, let us consider breakdown by the sector of performance. The dominant sector of per-
formance is the business enterprise sector with 63 percent share of the total R&D expenditures on
average. The behavior of the Perf-BES model is similar to the Fund-BES model although less pro-
nounced. The annual R&D expenditure per capita in the business enterprise sector increases by 0.17
USD when the average monthly wage increases by 1 USD. The annual R&D expenditure per capita
decreases by 0.01 USD when the oil price per 1 000 litres increases by 1 USD. The Perf-BES model
explains 11 percent of the variance. The second most important sector is the higher education sector
with 23 percent share of the total R&D expenditures on average. In the Perf-HES model, the average
wage has significantly positive effect on the R&D expenditure while the oil price has no significant
effect. The annual R&D expenditure per capita in the higher education sector increases by 0.06 USD
when the average monthly wage increases by 1 USD. The Perf-HES model explains 13 percent of
the variance. Other sectors of performance have lower share of the R&D expenditure and are not
explained well by our model due to very low R-squared statistic and insignificance of regressors.
As a robustness check, we also report results obtained by the within estimator in Table 4. Just
as with the first-differences transformation, we adopt the robust covariance matrix estimation of
Arellano (1987) to account for heteroskedasticity and serial correlation in the error terms. We find
that there are no dramatical differences in the coefficients estimated by both methods. The within
estimator, however, puts more significance to the average wage variable. Most likely, this is a spurious
relation caused by non-stationarity. Overall, the within estimator does not notably deviate from the
first-differences estimator but is not as reliable due to potential spurious relationship.
To further investigate robustness of our approach, we add several control variables to the model.
We utilize nine additional variables capturing possible internal and external conditions for innovation
– the annual gross domestic product (GDP) per capita, the inflation rate, the Control of Corruption
index, the Political Stability and Absence of Violence index, the Rule of Law index, the exports and
imports of goods and services as percentages of GDP and the outward and inward foreign direct
investment (FDI) flows as percentages of GDP. To be consistent with the previous models, we use
the lagged values of all independent variables. The use of the current values of the control variables,
however, leads to similar results in most cases. We estimate the extended model using the first-
differences transformation and report results in Table 5. Note that missing values in some control
variables further reduces the number of observations in the individual models. Overall, there are no
major differences in the estimated coefficients of the average wage and oil price variables from the
previous two models. Concerning added variables, only international trade and FDI flows in both
directions proves to be relevant for some dependent variables.
To conclude, let us relate the results of the panel regression analysis to hypotheses 1 and 2. The
original Hicks hypothesis is supported in the cases of R&D funded by the government sector and
R&D performed by the higher education sector. In contrast, our alternative hypothesis is supported
in the cases of R&D funded by the business enterprise sector and R&D performed by the business
enterprise sector. The other R&D expenditures are funded and performed on much lower scales and
are not well captured solely by the average wages and the oil prices.
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8 Conclusion
Research on both the type and size of government involvement in the innovation process seems to
be in early stages despite significant body of already existing literature. Both theory and practical
experience gives contradicting information about many important issues. Should the government
intervention be strong and focused on big players or minimal only to strive providing an environment
for small firms? Or focused on particular sectors of the economy where the government involvement
seems to be more efficient than elsewhere? In our paper, we have suggested that private investment in
R&D will happen only if it is efficient, i.e. there is income to balance the cost of it. The government
investment on the other hand will continue without this condition.
Our focus was dependence of the investment to R&D on the economic environment in a situation
of major governmental involvement in the new millennia. We tried to answer the question whether
the market conditions of relative prices of factors of production still hold sway as motivating element
for the spur to innovation as suggested by our alternative Hicks hypothesis. Or, if original Hicks
hypothesis apply, or any other pattern can be found.
We work with the alternative Hicks hypothesis formulated as follows: innovation is spurred by
an increase in the relative price of one factor of production compensated by a decrease in relative
price of another factor of production. This hypothesis was proven for part of the investment to R&D
which was either funded or performed by business enterprises. In this case, we found that market
sources play a major role. The finding is statistically significant and robust. Under market conditions
innovation is only possible when business not only has the need for innovation (increased relative
price of factor of production) but also has the resources to conduct it (decrease in relative price of
another factor of production) or innovation can bring about such a decrease in form of for example
labour and resources-saving techniques with minimal lag.
Investment to R&D funded by government and investment performed by universities fell under
original Hicks hypothesis as there seems to be no need for conditions other than increase of relative
price of factor of production. Presumably government funding is the force which allows for research to
continue without the need for it to provide other continuous source of income. Continuous crowding
out of private investment by government funds with its less desirable properties, namely weaker
performance, might cause original Hicks hypothesis to be more relevant then before.
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