In hybrid electric vehicles, the electrical powertrain system has multiple energy sources that it can gather power from to satisfy the propulsion power requested by the vehicle at each instant. This paper focusses on the minimization of the fuel consumption of such a vehicle, taking advantage of the different energy sources. Based on global optimization approaches, the proposed heuristics find solutions that best split the power requested between the multielectrical sources available. A lower bounding procedure is introduced to validate the quality of the solutions. Computational results show a significant improvement over previous results from the literature in both the computing time and the quality of the solutions.
Introduction
The growing interest in environment-friendly hybrid vehicles during the design of new cars, has opened several research fields such as energy management for power distribution. A hybrid vehicle operates with at least two energy sources: (i) an internal combustion engine, a fuel cell with a hydrogen tank or a solar panel; mostly a non-reversible source that can only furnish a limited quantity of power at each instant-time, combined with (ii) a reversible source such as a battery or a super-capacitor, able to store the energy generated during the braking phases and able to give it back later. The operation of such vehicles is restricted by several constraints depending on the chosen energy sources: fuel cells have a slow dynamic due to the air compressor as well as the internal flow and temperature control inside their stack; reversible sources have a higher cost, lower lifespan, and limited energy capacity which hinder their proliferation in vehicles. Nowadays, the storage element plays the role of a secondary energy source that supports the primary source but it represents an intermediate step towards full electrical vehicles ([Burke, 2007 , Chan, 2007 ).
Several operational research approaches have been applied on power control and energy management problems ( [Bosman et al., 2012 , Jacomino and Le, 2012 , Vis, 2006 ) for hybrid electric vehicles ([Bernard et al., 2010 , Hofman et al., 2007 , Shen et al., 2011 ). The goal is to minimize the energy consumption. If the power demand, at each instant-time of the mission, is known a priori, the best offline strategy is searched for. Otherwise, an online strategy has to be designed to allow real time optimization ( [Gao et al., 2009 , He et al., 2012 ). This paper focusses on the first case, although the best offline algorithms, if fast enough, may be applicable in an online context, if necessary with short term rolling time windows, as well as past and future data based on predictions ( [Ngo et al., 2010, Pérez and Pilotta, 2009] ).
The remainder of the paper is organized as follows: Section 2 specifies the problem studied. In Section 3 an overview of classical solution methods from the literature is presented. Section 4 highlights the main weaknesses identified in the best known method from the literature. The proposed heuristics are described and detailed in Section 5. In Section 6 and 7, the lower bounding procedure is introduced and the results obtained are analyzed, before the Conclusion.
Problem description
The problem consists in finding at each instant the optimal power split between multiple energy sources to satisfy the power demand of a driver on a predefined road section. The objective is to minimize the total fuel consumption of the vehicle during the mission, taking into account the characteristics and the limitations of each energy source.
The hybrid electric system considered in this paper has two energy sources, as illustrated on Figure 1 : a Fuel Cell stack (FC) and a Storage Element (SE) which is a pack of supercapacitors. It derives from a hybrid full electric vehicle classified as hybridization series. The FC produces electricity from hydrogen (fuel). The SE can produce energy or recover the energy generated during the braking phases, or from the FC, for a later reuse. The energy efficiency of each component is measured by the ratio between the amount of useful energy produced by the component and the total energy spent by the component. The amount of useful and usable energy is equal to the energy spent minus the energy losses. Figure 2 illustrates the efficiency curves of the FC and the loss curve of the SE which were obtained experimentally ([Hankache, 2008] ), including power converter efficiencies and the local current/voltage control.
The goal is to minimize the overall cost of hydrogen consumption for the vehicle which follows a given profile of power demands. This is done by optimizing, for each instant-time of the mission, the distribution of the power on the two sources taking into account their constraints of availability, performance and the state of charge limitations.
Data Description

Power demand
Let P dem i be the power requested by the powertrain at instant i. It is positive when the system is in traction, and negative when the vehicle is braking. At the end of the mission, the power demand is zero and the vehicle is stopped. Figure 7 (a) illustrates an example of power 
Power and energy bounds
The FC is non reversible and can produce power up to P FCmax at each instant. Conversely, the SE can retrieve power up to P SE min and can produce power up to P SEmax . In addition, the SE can only work if the quantity of energy it stores is between E SE min and E SEmax , typically 25% and 100% of its energy capacity [4] . The amount of energy stored in the SE is also called state of charge (SOC). The initial and final state of charge of the SE, if it is given, will be referred to as E SE init and E SE final .
Efficiency functions of the energy sources
Let x i and y i be the continuous variables equal to the power produced respectively by the FC and by the SE at the instant-time i. Therefore, the hydrogen consumption cost at any instant-time i is f FC (x i ) where f FC is a known function that takes into account the energy loss that happens during any energy transfer. Conversely, the instantaneous energy consumption of the storage element at instant i is f SE (y i ). Note that in the latter case, f SE is considered to have a negligible or no dependence to the state of charge of the SE (that is usually the case for super-capacitors, but not for batteries).
Functions f FC and f SE are derived from the experimental efficiency data and the energy loss data illustrated on Figure 2 . These functions include the power electronics as well as the ancillaries losses and efficiencies that occur within the FC stack and the super-capacitors pack.
Mathematical model
As proposed by [Pérez et al., 2006] , the related optimal control problem can be formulated as follows:
(1)
where the control variable x t represents the power produced by the FC, the state variable y t represents the state of charge of the SE. The objective-function (1) minimizes the total fuel (hydrogen) consumption all over the mission duration T. This optimal control problem has constraints (5)-(6) on the control action and bounds (7) on the state variable, therefore it is difficult to apply the Pontryagin maximum principle.
Note that this problem is naturally time-discretized because P dem , f FC and f SE data are obtained experimentally and thus they are sampled. It is therefore possible, instead of interpolating the data points to obtain a continuous formulation of the problem, to directly solve its time-discretized version; where P dem i is the power required at instant i; with i an integer varying from 1 to n; where n is the number of data points obtained from an experimental sampling of a real driving mission. There is no loss of precision as long as all data points are used, especially since the converters need time (in relation to the internal control responsiveness) to establish current and to provide the energy requested from t i to t i+1 . For example, current and voltage are controlled with a time constant of about 10ms, and the power sampling used in power splitting is 1s. Therefore, under this time separation the current and voltage can be considered instantaneous and able to follow power variations every 1s.
Literature review
In order to solve the problem of minimizing the fuel consumption of a hybrid-electric vehicle following a given mission profile, some solution approaches focus on defining the behavior of the SE in terms of power delivered or SOC variation, that leads to a lowering of the cost of hydrogen consumed, and then use these SOC values to deduce the FC powers ([Hankache, 2008] ). Other approaches try to directly compute the powers delivered by the FC and then use the values obtained to deduce SOC ( [Pérez and Pilotta, 2009] ). The remainder of this section presents an overview of the latests solution methods from the literature that have been applied on offline energy management problems for hybrid electric power systems in the general case.
It is important to note that despite the intensification of the researches on this field, Dynamic Programming (DP) is still considered as the reference method when no assumption of convexity or concavity can be made on some of the efficiency functions. This happens because it provided the best known results in the literature so far in terms of quality of the solutions found, notwithstanding the significant computational time required. Numerous alternative approaches have been proposed, often much faster than the DP, but to the best of our knowledge, none of them found solutions of better quality than the DP, when none of the efficiency functions could be assumed convex or concave. [Gaoua et al., 2013] for example proposed a reformulation for the special case where the efficiency function of the storage element is convex.
Dynamic programming
Dynamic Programming (DP) is a well known method which is used to solve a variety of optimization problems. For a detailed description see for example [Bertsekas, 2011] . In the energy management literature, the DP provided the best results in terms of quality of the solutions found, sometimes after an additional discretization of the data ( [Brahma et al., 2000 , Pérez and Pilotta, 2009 , Shen et al., 2011 , Yu et al., 2009 ).
The DP is applied on a graph where each node represents a feasible pair (time step, energy level) or (time step, power level), and arcs connect nodes of consecutive time steps if it is possible for the vehicle to move from one energy level or power level to another in a single time step. A cost function Cost(k, j, j ) is assigned to each arc and it corresponds to the fuel consumption spent by the vehicle to move from the energy level j to the energy level j during the time step k. The DP computes a minimal cost path between the initial node (time step 0 , initial energy level) and the final node (time step n , final energy level) on the resulting graph.
Let us recall that for the problem we address, any given mission profile specifies a power demand already discretized in function of time ("horizontally") because the data is provided after experimentations on vehicle prototypes. In addition, the converters need time to establish steady current and to provide the energy requested.
[ Hankache, 2008] proposed a DP algorithm which required an additional discretization of SOC ("vertically") to generate the nodes of the graph on which the DP algorithm can be applied. In this way, it was also possible to enforce constraint (4) about the final SOC.
Several variants of dynamic programming such as the one in [Pérez et al., 2006] have been proposed to speed up the computations but not to improve the solution quality. In fact, the most part of these works propose to obtain slightly worse or equivalent solutions but with a much shorter computational time. Thus, to facilitate comparisons with methods unable to impose a predefined final SOC (=E SE T ), penalties proportional to (E SE T − y T ) can be added to the fuel consumption cost before it is compared to the DP solution cost.
Note that the DP provides the optimal solution of the discretized problem it solves, but the quality of this solution with regards to the original problem, highly depends on the discretization and additional assumptions made a priori. This issue will be addressed in Section 4.
Equivalent Consumption Minimization Strategy
This is a control strategy based on the minimization of the equivalent consumption. Briefly, a cost of solicitation of the SE is defined by equaling the SE to a secondary fuel tank. In this case, any discharge of the SE becomes equivalent to some energy consumption (positive fuel flow) and any recharging becomes equivalent to some energy refill (negative fuel flow). Therefore, the resulting strategy is to minimize the total equivalent consumption ( [Paganelli et al., 2002] ). It means to replace the objective-function with equation (8):
where α is a coefficient of equivalence. The equivalent consumption minimization strategy (ECMS) uses the rules of the optimal control to solve the resulting problem: the Hamiltonian function is applied to find a minimum ( [Gao et al., 2009 , Pisu and Rizzoni, 2007 , Shen et al., 2011 ), although tuning and using it under constraints is not straightforward (as expressed in Subsection 3.3). The solution costs obtained in the literature are not better than the DP's, but the algorithm is applicable in an online varying context, contrary to the DP.
Shooting techniques
As shown in Subsection 2.2, the problem can be formulated as an optimal control problem with bounds and constraints on the control and on SOC variables. Different publications were based on the application of the Pontryagin maximum principle, for example to solve equation (8) but none provided a significant improvement compared to the DP ([Hankache, 2008 , Kim et al., 2011 , Shen et al., 2011 ). Although, the solutions obtained could sometimes be easier to implement in an online or real-time context. In fact, [Kim et al., 2011] found an improvement of 0.07% but which was attributed to truncation errors. [Pérez and García, 2010 ] specified the equations resulting from the application of the optimal conditions of the Pontryagin maximum principle and then emphasized on the difficulties that hindered to the solution of these equations. As an alternative, [Pérez and García, 2010] proposed a direct shooting technique so-called Direct Transcription (DT) which consists in discretizing the problem over the time horizon and then solving the resulting non-linear formulation with a projected augmented Lagrangian algorithm. No comparison to the literature or previous publications was provided and the authors mentioned the high sensitivity of the resulting code to parameters settings. Then, they proposed a linear constrained approximation of the problem whose solution could be used as a starting point to help to reduce the computational times.
Rule-based algorithms
Rule-based algorithms have been proposed for the energy management in hybrid vehicles ( [Hofman et al., 2007 , Jalil et al., 1997 , Shen et al., 2011 ), among which the method so-called "thermostat". Its principle is to turn the combustion engine on or off based on the SOC status as follows: (i) if SOC reaches a predefined lower value then the engine is turned on; (ii) if a predefined higher value is reached, the engine is turned off, and it stays off until the predefined SOC lower value is reached and the cycle repeats itself. Fuzzy logic ( [Zadeh, 1965] ) has also been used, but mainly for online management with offline tuning optimisation, taking advantage of its inherent ability to adapt the rules in function of the evolution of the profile of power demand ( [Neffati et al., 2012] ).
However, none of these rule-based algorithms produced solutions of lower cost than the DP's solutions. The rule-based algorithms of [Hofman et al., 2007] found solutions about 1% worse than the DP ones but these methods were applicable in an online context.
Main weaknesses identified in dynamic programming
Despite the various approaches and methods from the literature, the DP is always presented as the one which provides the best results in term of quality of the obtained solutions, although sometimes requiring intensive computational efforts. Therefore, there is a widespread perception that the DP-based algorithms from the literature provide the optimal solution of such problems as it is stated in [Pisu and Rizzoni, 2007] . However, several other flaws can be identified in these algorithms. These flaws originate from the implicit hypothesis or assumptions made in the literature when the DP is applied to solve the fuel consumption minimization problem. 
Recovery of energy braking
It is obvious that recovering energy from the braking phases for a later reuse can help minimizing the fuel consumption cost of a mission. However, contrary to the common assumption, imposing that all braking energy has to be recovered may lead to worse solutions, especially if it is applied with the DP with constraints on the final SOC. Figure 3 illustrates an example on a 15 seconds profile, where P SE and P FC are the power provided by respectively the SE and the FC. In the first case, when retrieving braking energy, the cost of the mission is equal to 56.46 kWs. In the second case, no braking energy is recovered and the cost is reduced to 46.96 kWs. Unrecovered braking energy can be simply dissipated as heat.
Recall that the DP requires a full discretization of the energy level. Imposing that all breaking energy must be recovered means enforcing P dem = P FC + P SE . As a consequence the FC has to provide energy because all values of P dem cannot always be exact multiples of the P SE step, and therefore there is no feasible solution where P dem = 0 + P SE on all the braking phases.
Another counter-example can be generated by considering a vehicle descending a downhill path. In this case, the amount of braking energy is greater than the amount of traction, therefore there is no feasible solution that allows to recover all the braking energy. As a consequence, the widely used equality constraint P dem i = x i + y i should be replaced with the inequality P dem i ≤ x i + y i . This means that the power demand must always be satisfied, but during the braking phases, the recovery of all or of a part of the energy generated is authorized but not mandatory.
Final state of charge of the SE
To facilitate comparisons between different algorithms and to ensure that the vehicle can perform repetitive missions, the papers from the literature often impose the final state of charge of the SE to be equal to the initial state of charge (E SE 0 = E SE T ). This is contrary to the charge-depleting mode that disregards the energy in the storage element at the end, usually for plug-in vehicles which can reload the SE on the grid at the end of their mission.
However, for some instances, such "energy-balancing" constraint means that the vehicle had to consume excess energy towards the end of the profile in order to return the energy level to its initial state. This means that when the FC is used, it is at a very small power The solution proposed in this work to ensure repetitive missions but avoid the drawback described in the previous paragraph, is to forbid the vehicle to return the SE at the end of its mission with less energy than the quantity it started with, but to allow the final energy level to be higher than at its start (but with no special reward for the additional energy). In a DP algorithm, this corresponds to opening the validity domain and allowing the final state of the SE to vary in an interval instead of being reduced to a single point (see for example Figure 4 ). Note that this is not a charge-depleting mode, because the SE is not allowed to end with less energy than at start. The excess of energy may be dissipated in a resistance. Figure 5 illustrates an example where, although the braking energy is greater than the traction energy, which should lead to a cost of zero (no need to consume any fuel), the DP produces a solution which uses the FC and therefore has a cost strictly positive. Basically, since the power levels have been discretized, the system tends to respond too strongly to demands that are not exact multiples of the discretization step. This flaw, which would require excessively small discretization steps and thus a prohibitive computational time to be mitigated (see for example Table 1 ), has been handled when designing the new heuristics proposed.
Penalties due to the SE discretization
To summarize, although the DP produces the best solutions in the literature when the efficiency functions are neither convex or concave, there is an increasing need for new and more efficient approaches to find better solutions, first in terms of quality of the solutions and δ E (kW) Table 1 : Impact of the SE discretization step on solution cost and computing time additionally, if it is possible, in terms of computing time, although it may not be the main concern in an offline optimization context.
New Heuristic Methods
Heuristic 1: Filtering bands
The principle of this heuristic is inspired from electrical filters: filtering is applied on the power demand to determine when the power should be supplied by the FC (low power variation) and when it should be supplied by the SE (able to provide/recover quick power variations). It requires two parameters B l and B u named respectively lower and upper bands:
• B l is chosen between 0 and the P F C max
• B u must be strictly higher than B l and less than P F C max .
The core of this heuristic is summarized with Algorithm 1. Notice that the SE is never charged directly by the FC and the validity domain must be open. In Figure 6 , it is shown how the bands are selected with regards to the efficiency function.
Algorithm 1 Core of Heuristic 1
if P dem i ≤ B l then 3:
x i = 0 and y i = P dem i 4:
6: 
This approach has several advantages:
(i) Because of its short computational time (few seconds for a 600 samples mission), it is possible to run several tests and fine-tune the parameter settings.
(ii) A simple modification of the interval [B l , B u ] ensures that the desired final SOC is reached.
(iii) The best solutions obtained by such a strategy are reached after a few iterations, and then submitted to Algorithm 2 for either a post-verification that the variation of SOC remains in the domain of validity (7) or a correction of the solution which ensures that it becomes feasible.
The difference between this heuristic and the well-known method "Thermostat" ([Jalil et al., 1997] ) is that the latter filtered the power demand by looking at the SE whereas this heuristic focusses on the FC to bypass the issue described in Subsection 4.3. To summarize, the SE turns on when the power demand is outside the chosen bands and turns off otherwise, whereas the FC is turned off for low power demand and does not exceed the chosen bands which usually corresponds to high FC efficiency coefficients, as shown in Figure 6 . Note that here the SE is always charged when P dem < 0.
The choice of bands B l and B u can be left to an experienced engineer, and satisfactory results can be obtained for each instance in a few attempts. Nevertheless, in the computational evaluation, it is assumed that the user could not provide satisfactory band values as an input. In this case, an iterative procedure is applied where the values of B l and B u are initially set at B init l and B init u and Algorithm 1 is applied. Then the values of the bands are respectively increased and decreased until the application of Algorithm 1 does not result into a feasible solution in terms of final state of charge; i.e. until the final state of the storage element drops below the value of its initial state. The two initial values verify B init
where f best FC is a best known value of f FC and ∆ is a parameter defining a step size. The final solution of the resulting procedure is the best feasible (in terms of final state of charge) solution produced during the different iterations. Heuristic 1 returns the solution obtained after application of Algorithm 2 on that solution.
Heuristic 2: DP with discretization of P dem i before the SE
In most papers, as in [Hankache, 2008] , the application of the DP is done after discretizing the time horizon and SOC in order to generate the graph. It has several drawbacks, as described in Section 4. The problem data are already discretized in terms of time as explained at the end of Subsection 2.2. One solution is to discretize the FC instead of the SOC variation, as in [Pérez and Pilotta, 2009 ]. The idea is to let the SE absorb any noises or errors in cases where the demand is not exactly proportional to the discretization step, instead of the FC, in order to limit the resulting unnecessary fuel consumption. However such approach results into the computation of a resource constrained shortest path (where the SOC value is the resource), instead of a shortest path. This translates into worse computing times.
As an alternative, Heuristic 2 keeps the SOC variation discretization (∆SOC) with its benefits in terms on computing times, but uses equation (9) to preprocess the demand profile and to generate a new profile that takes into account the SOC discretization. Any solution computed with the new profile is feasible for the original profile since the excess of energy can be simply dissipated as heat.
Note that in this case, the solution algorithm and recursive formula remain the same as the ones from the literature; only the input data has been pre-processed with equation (9) before the application of the algorithm.
Heuristic 3: Relaxing braking energy recovery
For the DP from [Hankache, 2008] , as it is often the case in the literature, the SE is required to collect all the braking energy generated. As explained in Subsection 4.1, this may lead to additional fuel consumption and thus an increased cost of the mission. The goal of Heuristic 3 is to collect only the amount of energy that would not deteriorate the quality of the final solution. As a consequence, the following constraint is relaxed for all instant times i ∈ I and ε i ≥ 0:
Classical equation :
The idea is to get less energy from braking and to provide more than the requested energy at some instants if it leads to a better efficiency coefficient (yielding a better solution). The excess of electrical energy ε i ≥ 0 can be dissipated as heat, in a resistance inserted in the braking system or in mechanical brakes present for security reasons. The resulting algorithm consists in applying the DP on a graph where the arc costs have been modified in accordance with the new equation. It can also be done by adding new edges to the graph.
Heuristic 4: Local search from a predefined starting point using a gradient-based algorithm
The problem can be reformulated as a non-linear problem taking into account its natural time-discretization as follows:
subject to
0
where ρ(x i ) is the efficiency coefficient of the FC when producing x i , whereas ρ(y i ) denotes the energy losses from the SE when producing or collecting a power of y i . The curves ρ and ρ, obtained experimentally, are the ones given on Figure 2 .
Note that it is possible to force the recuperation of all the braking energy by replacing constraint (12) with classical constraint (18), although it may lead to worse solutions as discussed in Section 4. Likewise, it is possible to replace constraint (13) with (19) to force the equality between the initial SOC and the final SOC.
Heuristic 4 (H4) consists in applying gradient-based optimization on the reformulation. Active-set, sqp or interior-point are examples of gradient optimization methods taking into account non-linear constraints. They are therefore used as a local search technique applicable from a predefined starting point. The idea is similar to [Pérez and García, 2010] , however, the main challenge of such an approach is that, as a local search approach, its efficiency strongly depends on the chosen starting point. A starting point of H4 is in fact a real vector of dimension 2n where n is the number of considered instant-times. It therefore consists in real values for x i and y i with i = 1, ..., n. In H4 pdem (see below) for example, this vector is equal to the power demand at each instant-time. The use of random starting points leads to poor results and an increased computational time. Finding the best starting point is a key. Two variants of H4 were considered, depending on the chosen starting point:
• H4 pdem : uses a predefined starting point corresponding exactly to the power demand P dem i , positive values assigned to x i and negative values assigned to y i
• H4 H1 : uses a predefined starting point corresponding exactly to the solution obtained by Heuristic 1 which has short computational time, especially once the bounds have been set.
Lower bounding procedure
An upper bound (UB) of the consumption can be obtained by using only the fuel cell to satisfy all the requested positive powers while disregarding the negative power demands. All solution costs can be compared to this upper bound as it is done in the literature. Such upper bound corresponds to the energy consumption that the vehicle would require if it did not benefit from an additional reversible energy source that can store and can return energy. However, to have more certainties on the quality of the solutions obtained for the hybridelectric vehicle, it would be better to evaluate their gap with the optimal solution. Since the optimal solution is yet unknown, a good lower bound is a satisfactory alternative.
For the problem studied in this paper, such a lower bound (LB) can be computed by assuming ideal conditions: that the FC efficiency remains at its maximum level. Assuming that ρ(x i ) = max x i {ρ(x i )} = α (constant), the objective-function (11) becomes the following linear function:
The resulting problem has a linear objective-function, linear constraints and non-linear constraints. Because the SE energy loss function ρ from figure 2(b) is linear, the resulting problem can be easily solved with a linear solver. Note that if ρ is convex, then constraints (14) are convex and linear relaxations of constraints (13) and (15) can be obtained by taking into account the bounds (17) on y i ( [Horst and Tuy, 2000] ). The resulting problem is entirely convex and can be solved optimally using simply a gradient-based algorithm and thus a valid lower bound of the original problem is provided. Otherwise, a convex hull of the realizable domain should be constructed to ensure that the obtained solution is a lower bound of the original problem ( [Horst and Tuy, 2000] ).
Computational analysis
Instances and data sets
The computational evaluation of the offline algorithms developed was performed for a hybridelectric vehicle whose powertrain measurements are presented in Table 2 and the characteristics of power sources are illustrated in Figure 2 . Six different mission profiles were used, illustrated on Figure 7 and derived from six different test drive cycles:
• INRETS: real-world profile provided by IFSTARR (French National Institute for Research on Transport and Transport Safety) (Figure 7(c) ). It represents the power demand profile of electric vehicles in urban environments. The profile has a total duration of 561s with a time step of 1s which provides n = 561 instants.
• ESKISEHIR: real-world profile provided by ALSTOM, corresponding to a Turkish tramway. The total duration is 1400s with a time step of 1s which provides n = 1400 instants.
• URBAN: real-world profile provided by the LAPLACE (Laboratory on PLAsma and Energy Conversion) which represents a power demand profile in a urban environment. The total duration is 800s with a time step of 1s which provides n = 800 instants.
• HIGHWAY: real-world profile provided by the LAPLACE which represents a power demand profile on a highway. The total duration is 750s with a time step of 1s which provides n = 750 instants.
• NEDC: real-world profile derived from the New European Driving Cycle from the UN-ECE (United Nations Economic Commission for Europe). It represents the typical usage of a car in Europe. The total duration is 1200s with a time step of 1s which provides n = 1200 instants.
• SYNTH: synthetized profile provided by [Pérez and García, 2010] which comes from an elementary velocity cycle. It resulted from measurements on a vehicle performing a 10s constant acceleration until reaching a speed of 30 km/h, 10s at this speed, a 10s constant deceleration and then no power demand until it was completely stopped. The total duration is 40s with a time step of 1s which provides n = 40 instants. 
Name
Description Value P SE min min power extractible from the SE at any instant-time −60kW P SEmax max power extractible from the SE at any instant-time 60kW E SE min min energy level authorized in the SE at any instant-time 400kWs E SEmax max energy level authorized the SE at any instant-time 1600kWs P FCmax max power deliverable by the FC at any instant-time 70kW Table headings All heuristics have been programmed with MATLAB R2015b 64 bits ([Mathworks, 2013] ) and run in the single computing thread mode on a desktop computer Intel(R) Xeon(R) 3.60GHz CPU E3-1271 v3 with 32 GB of RAM. Heuristic 4 and the lower bound use the non-linear solver 'fmincon' from the Optimization Toolbox. In both cases, the efficiency function can be represented in the form of a linear interpolation or a polynomial representation. In Table 3 , the results of the DP and the DT from the literature ([Hankache, 2008, Pérez and García, 2010 ]) compared to the proposed heuristics and lower bound on all mission profiles are summarized using the following headings:
• DP: Dynamic Programming from the literature, code implemented by [Hankache, 2008] .
• DT: Direct Transcription solution method from [Pérez and García, 2010] . From the algorithm description, it can be infered that it is similar to initializing H4 with the linear constrained approximation of the problem.
• H1, H2, H3, H4 pdem , H4 H1 : The proposed heuristics, described in Section 5.
• UB: Upper Bound obtained assuming that only the FC is used. It corresponds to the fuel consumption of the vehicle if it was not a hybrid one, i.e., if there was no SE.
• LB: Lower Bound proposed, described in Section 6. It can be computed directly because ρ is linear on the instances.
• cost: Solution cost = total hydrogen consumption in kWs.
• time: Execution Time = CPU time in seconds. Note that for H1, the running time reported is the one where the band values are to be determined with an iterative procedure. The typical running time for a predefined band (1 iteration) is less than five milliseconds.
• gaptoLB: Gap to the lower bound = 100 × cost − LB LB .
In Table 4 , the characteristics of the solutions found for the INRETS profile are detailed with the following additional headings:
• HY = Hydrogen storage: Total amount of hydrogen that has been inserted in the SE from the FC in the form of electricity, in kWs.
• HL = Hybridization Level (HL): Percentage of participation of the storage element in the traction power train (positive power required), computed with equation (21). It is used as a post-optimization classification criterion for hybrid vehicles, see among others ( [Bolvashenkov et al., 2006 , Buecherl et al., 2009 , Lukic and Emadi, 2004 ). In Table 3 and Figure 8 it is shown that all proposed heuristics produced better solutions than the previous algorithms from the literature. The fuel consumption has been reduced significantly (more than 30% in average), especially considering that the literature rated the solutions issued from the DP-based algorithm as optimal. H2 and H3 in particular, implemented using the same framework than the DP, validate the importance of calling into question the assumptions made in the literature when applying the DP in energy management for hybrid electric vehicles, as it is done in Section 4. Note that the DT also provided good results, better than the DP.
HL =
All of the heuristics proposed obtained better solutions than the DT and one did so in a shorter computing time. On average, the DT solution costs have been improved by 19.13 % (14.11 % on real-world instances). This confirms that the predefined starting points considered in this paper produce better results than the linear constrained approximations proposed in the literature.
The values of the gap to LB show that the new best known solutions are proven to be less than 5% far from the optimal solutions on the real-world instances. The gap is also low on the synthetized profile SYNTH (around 1.7 %).
Regarding the computational time, there was a significant improvement of the proposed approaches not based on dynamic programming, comparing to the DP, but this is often the case in the literature. The difference here, is that better solutions were obtained in a shorter computing time. Of course, these computational times could be further reduced if all algorithms were implemented in C for example, but the solution values would not be impacted, as well as the order of magnitude of the computational times.
Finally, although the final SOC must be at least equal to the initial SOC, the costs of the best solutions found for all instances are on average 60% lower than the cost of using the FC only (UB). This was expected and has been used in the literature to highlight the benefits of hybrid architectures for vehicle propulsion. On one instance (URBAN) however, the weaknesses and assumptions from the DP identified in Section 4 led to a solution slightly worse than using the FC alone.
Characteristics of the solution
In Table 4 the characteristics of the solutions found by the different algorithms on the instance INRETS are summarized. No correlation could be found between the hydrogen storage (HY) and the solution quality or between the hybridization level and the solution quality.
In Figure 9 , the SOC variation in the SE for the solution given by each method is shown. It seems to suggest that there exists a negative correlation between the fluctuations in the SE and the quality of the solutions in terms of fuel consumption. This may be explained by the fact that more often the energy is exchanged, more energy losses can potentially appear, especially at the lower portions of the efficiency curves. The validity domain plotted corresponds to the case where E SE final = E SE init , but the heuristics also authorize E SE final > E SE init . This is the reason why H2 and H3 are able to produce curves that are outside the validity domain towards the end of the time horizon. However the minimum and the maximum state of charge (E SE min and E SEmax ) are always respected.
Focus on Heuristic 4: randomization and multistart
In order to illustrate the efficiency of the deterministic versions of H4 (H4 pdem and H4 H1 ) a multistart variant is considered: several iterations are performed, and on each iteration a random starting point is generated from which the gradient-based local search algorithm is applied. Note that the multistart version can be assimilated to a GRASP metaheuristic (Greedy Randomized Adaptative Search)( [Feo and Resende, 1995] ), although the starting point of the heuristic is not required to correspond to a feasible solution of the considered problem. 0 1,000 2,000 3,000 4,000 5,000 6,000 7,000 8,000 9,000 10,000 11,000 12,000 13,000 0 % A starting point of H4 is in fact a vector of dimension 2n where n is the number of considered instant-times. In H4 pdem for example, this vector is equal to the power demand at each instant-time, separated into positive and negative demands. For the randomized multistart version of H4, 200 random starting points were generated and the gradient-based optimization method was launched from each of these starting points to try to scan various parts of the solution space. Let us focus on the mission profile INRETS for instance. The obtained results, illustrated on Figure 10 (a), showed that most solution costs converged to a value around 9600 kWs ± 200 kWs. However, with this strategy, it was possible after several iterations to find an interesting local minimum and the best solution obtained with this method had a cost of 8800 kWs. Nonetheless, using this strategy, SOC is under great fluctuations. As illustrated on Figure 9 , this tends to be detrimental to the solution quality. To help avoiding such fluctuations, the random starting point generation was then modified as follows: generate each initial vector by picking random values between -70kW and 70kW, but before their introduction in the gradient-based solver, cancel (reset to 0) all values from it that are less than a predefined "decision value". The results of this strategy in function of the decision value are presented on Figure 10 (b). It shows a significant improvement in the solutions costs when choosing a decision value just above 0. In such case all negative values are set to 0, which might be an explanation of the improvement. The final solution costs are consistently better than the purely randomized version for a decision value between 5 and 25. But despite this improvement, the multistart versions of H4 did not perform better than the deterministic versions H4 pdem or H4 H1 , and furthermore they increased the computational time.
Perturbation of the deterministic starting point
In Figure 11 , it is shown that H4 pdem , taking a starting point equal to the power demand, uses the SE to absorb the very small and the very large power demand variations, allowing the FC to focus on providing energy in a threshold that corresponds to good FC efficiency. A small deviation from the starting point can lead to a large change in the energy profile but not necessarily in the fuel consumption. To confirm that, 35 starting points derived from the application of random variations on P dem have then been tested. In Figure 10 (c), the cost of the obtained solutions from each of these 35 starting points on the instance INRETS are plotted. No significant improvement was found in comparison to the result of H4 pdem .
Conclusion
Hybrid Electric Vehicles offer the possibility to recover the energy generated during the braking phases of any mission and allow to use it to minimize the fuel consumption and subsequently to minimize gas emissions. In this paper, four global optimization heuristics are developed for the distribution of powers between the fuel cell and the storage element. The objective is to minimize the cost of fuel consumption whilst satisfying the power demand.
The application of a gradient-based local search algorithm on two predefined starting points, provided the best results, outperforming state-of-the art methods from the literature when no restricting assumption is made on any of the efficiency functions. Moreover, the newly computed lower bound helped proving that on the real-world power profiles available, the solutions obtained, if they were not optimal, were at most at 2%-4% far from the optimum. Moreover, if the computational time is crucial, one of the heuristics proposed can provide very efficient solutions (on average less than 5% far from the lower bound and thus from the optimal solution on the realistic profiles available) in a few seconds.
To summarize, the efficiency of the new approaches and resulting heuristics has been validated, both in terms of solutions quality (even in comparison to dynamic programming) and in computational time. Besides, the novelty in this work compared to previous researches is that the results are compared with lower bounds of consumption and not only to other upper bounds as it is usually done in the literature. For this reason, a guarantee can be given on the quality of the solutions for any mission profile for an hybrid-electric vehicle. Future work includes the use of robust or stochastic programming to handle power demand uncertainties if the power demand profile results from predictions or if it is subject to variations in an online context.
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