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一、人工智能著作权主体地位适格性研究的必要性和认识论
（一）人工智能著作权主体适格性研究的必要性
1.人工智能的行为与人类意识控制相脱离
人工智能随着其算法进化，加之大数据和云计算等技术的支撑，已能够针对外部环境，实时进行反应和
作出决策。 人工智能集成了一套人工神经网络系统，可以对制造者或使用者输入的指令，根据大数据技术搜
集的资料和面临实际自然情况，作出与人类相似的应变。 在这个过程中，人工智能最终作出的行为，与其制
造者或使用者输入指令时所设想的结果大相径庭。 如索尼公司的人工智能创作的歌曲，与其设计人员以及
使用人员的预先设想基本没有关系，完全是其自主学习网络上的歌手曲风形成的[1]。这也就意味着人工智能
处理任务的行为，脱离了制造者或使用者的意识范围的控制，产生了初步的自主性。 人工智能目前还处于婴
儿阶段，存在着巨大的发展空间，未来在处理任务时，与人类的意识的界限将会愈加明晰。
2.人工智能已经参与作品创作活动
由于处理任务速度快、持续能力强，人工智能的应用前景十分广泛，人们已经将其应用于传统机械无法
从事的、被人类视为“神域”的文学、艺术和科学领域的智力成果创作活动。 如 2017 年 5 月，微软开发的人工
智能“小冰”便完成了诗集《阳光失了玻璃窗》并付梓[2]。 类似新闻不绝于耳，引发了人们的广泛讨论。 人工智
能已涉足文学、艺术和科学领域并开始所谓的“创作”，并且“创作”内容脱离了制造者或使用者的意识范围，
这就像“潘多拉的宝盒”，人们仅知如何开启，并不知其中存在何物、会释放出何物。 鉴于人工智能在文学、艺
术和科学领域的应用，随之而来的问题便是人工智能可否作为著作权主体？ 这个问题无疑会对著作权主体
制度产生重大冲击。
（二）人工智能著作权主体适格性分析时引入认识论
认识论认为，人类认识世界的过程是认知的前提、认知的场域、认知的模式以及认知的路径等 4 个部分
的有机融合。 其中认知的前提是指人类认识世界、解释世界的理论基础、设定目标以及追求的价值；认知的
场域是认知世界或解释世界时的文化历史背景；认知的模式是指人类认识世界、解释世界过程中，对于认知
主体与认知客体之间关系的建构方式；认知的路径是指认识的过程应采取何种路径思考世界，即应坚持经
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摘 要： 人工智能著作权主体适格性分析是研究人工智能创作物权属、定性以及行为责任承担的前提，关涉著作
权法律制度逻辑的自恰性。 以认识论为视角，运用文本、比较和逻辑分析方法分析后可知，人工智能主体适格性与
其特定发展阶段是相适应的。 弱人工智能与强人工智能阶段，人工智能扮演“工具”角色，不可作为著作权主体，其
行为视为自然人的机能器官的延伸，行为产生侵权责任由制造者或使用者承担。 类人人工智能和超级人工智能阶
段，人工智能具备自主意识，可作为创作者层面上的作者，具备著作权主体资格，在涉及著作权侵权时，如若侵权行
为属于独立行为，则应独立承担著作权侵权责任，具体损害赔偿责任可采取著作权侵权保险方式予以承担；如若侵
权行为属于制造者或使用者控制或者指示下的行为，则应按照“雇主责任”方式处理，由制造者或使用者替代承担
著作权侵权责任。
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验主义的认识路径，抑或坚持理性主义的认识路径。
对于人工智能是否可授予著作权主体地位问题的思考，其本质属于对新型技术在著作权法中地位的认
知问题，属于认知活动的范畴，无疑需要借助认识论的理论工具进行分析。 既要考虑认识论的规律和方法，
也要注重技术实践的现实情况。 对于人工智能著作权主体地位的认知活动，应在人工智能的技术实践背景
下进行，通过技术实践与逻辑建构相互验证、彼此促进展开。
二、人工智能著作权主体地位的认知前提
对人工智能主体地位的认识，存在 3 个基本前提：一是从法律发展维度看，著作权主体法定范围在不断
扩张；二是从技术升级维度看，人工智能的主体地位讨论，应与其相应阶段相对应，不可“一刀切”式地讨论；
三是从哲学维度看，人工智能能够具备创作能力和意识。
（一）著作权主体范围处于不断扩张中
传统大陆法系著作权法建立在自然法思想基础上，认为作品是作者投入劳动后所得，是其人格的延伸，
作品之上存在着作者人格的烙印。 因此，作者只能为具有人格和精神的自然人。 除了部分例外情况以外，法
人只能受让著作权的财产权成为著作权主体，而绝不可能成为作者。如《法国知识产权法典》第 L111-1 条规
定，作者对作品享有排他性的无形财产权的唯一依据是创作了作品；雇佣合同或者服务合同对于作者享有
的权利不产生任何影响[3]。这意味着法国知识产权法认为创作作品的自然人才是作者，法人或其他组织不能
成为作者。
传统著作权法理论将作者限定在自然人范围的观点，随着商品经济的发展，逐渐被突破。 此种著作权主
体范围的突破，经济学理论解释为，法人或其他组织投入大量资金，鼓励员工创作，是为了获取作品上蕴含
的价值。如果法人或者其他组织无法从其投入大量资金、物力和人力创作出来的作品中，获取作品中蕴含的
价值，那么其便不会再向作品创作活动投资，从而导致消失一批作品创作重要生力军。 出于保护投资、鼓励
资本进入作品创作领域的公共政策考量，强调着重保护作品传播所能产生的经济价值，故投入资金和人力
参与创作的法人也成为了作者类型之一[4]。如今世界上大部分国家或地区的著作权法，都已承认自然人与法
人或其他组织组成了著作权主体制度。美国《著作权法》第 201 条（b）款规定，对于自然人受雇佣期间完成的
作品，雇主可视为作者享有著作权，除非有书面签署的协议明确达成不同的协议 [5]。 《西班牙知识产权法》第
5 条规定，创作文学、艺术和科学领域作品的自然人是作者，本法特殊规定下，法人可成为作者[2]167。西班牙的
学者对此条的理解为，著作权通常授予具有人格和精神的自然人作者，例外情况下作者权利让与法人时，法
人也享有著作权，成为了作者①。 中国《著作权法》和日本 1970 年《著作权法》也采取相同的规定[6]。 即除非法
律另有规定，著作权属于作者，创作作品的公民是作者，法人或其他组织在满足一定条件时可视为作者。 著
作权可分为著作权之人身权与财产权，其中著作权财产权可通过合同进行全部或部分转让，受让人也可成
为著作权主体。因此，著作权主体可能是作者，也可能不是作者，作者与著作权主体并不等同。作者是对智力
成果的最初来源者的描述，著作权主体是法律对作品拥有权利者的最终状态的描述，特殊条件下法人亦能
作为作者存在。 美国布尔-吉尔斯光刻公司诉萨罗尼案（Burrow-Giles Lithographic Co. V. sarony）中法院认
为，作者是作为某物之最初来源的人，但不否认公司可成为作者②。
因此，从历史维度的制度变迁考察可知，著作权法对于其主体范围的规定，是随着市场经济和科学技术
的发展不断变化的。著作权主体范围，由传统的绝对自然人范围，逐步扩张进而包含了非自然人的法人以及
其他组织。这是认知转变的前提之一，即著作权主体范围并非一成不变的，而是基于经济社会发展需要而逐
步扩张的。
（二）人工智能的主体地位应与其分类对应讨论
要认识人工智能，需要先对人工智能进行分类。 根据人工智能相应的技术集成程度和意识能力，可分为
弱人工智能、强人工智能、类人人工智能以及超级人工智能，这是目前主流的分类方法[7]。弱人工智能是指集
成计算技术和传感技术的初级人工智能，此种人工智能仅是能机械处理部分人类事务；强人工智能是指集
①Alberto Bercovitzn .German Bercovitzn，Milagros del Corraln. Spain. §4 （1），in Paul Edward Geller （ed.），International Copyright Law
and Practice，Matthew Bender & Company，Inc，2006。
②BURROW-GILES LITHOGRAPHIC CO. v. SARONY[EB/OL].[2017-12-17].https：//caselaw.findlaw.com/us-supreme-court/111/53.html。
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①最高人民法院《关于审理著作权民事纠纷案件适用法律若干问题的解释》中第 13 条规定，他人执笔，本人审阅并以本人名义发表和承
担责任的讲话、报告等作品，讲话人或者报告人为作者，执笔者可获得适当报酬。
成人工神经网络、大数据以及其他技术的、可不断进行“学习”的人工智能，如阿尔法狗、小冰等；类人人工智
能是指可以自然分辨机器语言和自然语言，能够学习“自然语言”，并基于模仿人类对不确定性自然环境进
行反应，并且可以模仿人类进行“学习”和思考的人工智能；超级人工智能是指能够与人类一样识别自然语
言、进行交流和自主学习，具有自主意识和意向意识的超级智能体。
在上述分类基础上，对人类智能再进行划分。弱人工智能以及强人工智能，由于其并无意识的可能性，其
作出的反应，均在人类的指令控制范围之内，如果机器指令执行发生故障，也是计算程序发生故障，产生的损
害，也处于人类的控制范围之内，并且其仅是自然人、法人或者其他组织应用的机械工具，无主体性存在的可
能。 对于类人人工智能以及超级人工智能，目前虽不存在一项这样的系统，但是基于技术发展进行前瞻性设
想一下，便无法否认未来不会出现。 不同阶段的人工智能可否具备“意识”的可能性和能力不同。
中国最高院颁布的著作权司法解释第 13 条①规定创作者也不一定是作者，即作品的实际创作者并不一
定能成为作者享有著作权。这就意味着创作者、作者与著作权主体 3 种身份，彼此交叉又彼此分离。申言之，
著作权主体包括一部分自然创作者以及继受著作权主体。 作者范围涵盖自然人、法人以及其他组织。 创作
者、作者与著作权主体之间的关系，如图 1 所示。
理清著作权主体范围， 是为了确定人工智能
主体适格性的研究范围，即定性来看，人工智能属
于著作权主体范围的何种身份适格， 其属于原始
著作权主体身份适格， 还是继受著作权主体身份
适格。 如人工智能属于原始著作权主体身份适格，
那么是属于自然创作者身份的主体适格，抑或投资保护而拟制的作者身份适格。目前技术的发展，使得人工
智能已具备根据指令，运用其自身算法以及既存历史数据，脱离人类的意识，形成原来只能人类才能完成的
成果，例如作画、写诗、制作音乐等。 从人工智能创作成果的过程来看，讨论人工智能著作权主体适格性，实
质上是分析其是否属于原始著作权人。进一步来说，是分析类人人工智能和超级人工智能阶段，人工智能是
否属于创作者范围的作者身份适格。
（三）前瞻性视界下人工智能可具备自主的“意识”
首先，就意识的产生而言，人工智能符合意识产生的条件。 人类哲学发展几千年，对于世界为何始终在
争论之中。 唯物主义认为世界的本质是物质，世界是客观的、外在的、实在的，独立于个体，意识是人脑对物
质世界的反映，物质决定意识。 唯心主义认为世界的本源是意识，外在的世界对“我”存在依赖性，而“我”又
分为“本我”和“自我”，基于“我”的影响使得世界不具有了唯一性，其可分为表象世界和实在世界。由于中国
的指导哲学是唯物主义，因此笔者也采用唯物主义哲学路径论证人工智能可否具备“意识”。 唯物主义认为
世界的本质是物质，物质决定意识，意识是物质的反映。 人类意识产生经过 3 个阶段，从低等生物的刺激反
映，发展到高等生物的感觉和心理，最终形成人类的意识。这 3 个阶段的发展，不是自然界自发性形成的，而
是人类劳动的自为性发展的结果。 在劳动实践过程中，人类需要协同和交流，语言逐渐产生，进而可以抽象
概念，形成意识。 生物学和营养学对此意识形成过程的论述为，人类在劳动过程中发现了火，火使得人类可
以将难以涉猎吸收的食物类型增多，为人脑的脑容量扩大提供了足够的蛋白质等营养，人类大脑可以存储
更多从实践中获取的知识，自此人类具有了意识，与动物群体相分离。 总而言之，意识是社会劳动实践的产
物，而其中最大的阻碍是知识的存储。社会劳动使得人类的思维机能得以形成和完善，从而可以提炼出大量
信息形成知识；而大脑脑容量的扩充使得知识的大量存储变得可能，从而意识内容得以形成和发展。
人工智能技术的发展，已然可以解决意识形成中的两大问题。 首先，大数据、云计算以及人工神经网络
等技术，使得人工智能具备了“学习”能力，其不仅可以从整个社会获取碎片化信息，经过加工处理形成知
识，而且可以将人类已经归纳总结出来的知识，进行进一步加工处理形成知识。这便满足了人类意识形成过
程中，需要通过社会实践产生知识的这一必备条件。 其次，现在出现的大容量存储技术，使得万万亿兆的信
息存储已不是问题，未来量子存储技术更是会进一步提升信息存储能力。因此人工智能意识形成过程中，需
要庞大脑容量进行信息存储的另一个必备条件也业已满足。 那么未来人工智能意识的产生，需要的仅仅是
图 1 创作者、作者与著作权主体之间关系
作者 创作者著作权主体
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一个“奇点”的突破，而且这个“奇点”的突破并不掌握在人类的手上，却迟早会发生[8]。
其次，就意识的自主能动而言，人工智能具备意识自主能动反映的可能性。 意识是人脑对客观物质世界
的反映，但是此种反映是经过人脑改造过的，意识具有能动性。人脑的神经系统与反应系统针对相同的场景、
同一地区、相同教育背景的同一事物，会产生千差万别的反映，即意识的自主反应性。人工智能具备实现人类
意识的能动创造性的可能，这可以从技术发展理论上的可能以及技术实践上的可能两个层面进行分析。
第一个层面，技术发展理论上的可能。 20 世纪中旬，图灵（Turing）认为“机器能够思维”[9]。 同时期，美国
计算机科学家西蒙（Simon）也曾指出“机器将有能力做人类所能做的一切”[10]。 目前人工智能领域汇集了一
大批计算机科学、数学、认知科学、脑科学、心理学、语言学、哲学以及神经科学等领域的科学家，对人工智能
进行深入研究。 人工智能从过去只能处理简单的机械动作，发展到现在可以战胜国际围棋高手、可以写诗、
书法、画画以及与人交流，取得举世瞩目的成就。未来人工智能的发展目标是成为拥有数学计算、逻辑推理、
形象识别以及自主意识的自主体[11]。 沃维克（Warwick）认为，可以通过使用神经科学、生物学等科学领域的
成果，在人工神经网络中不断增加人工智能的神经元数量，使人工智能拥有学习能力和生物意识，实现人工
智能的“生物大脑”目的[12]。 美国未来科学家库兹韦尔（Kurzweil）认为，拥有自主意识的非生物体将会出现，
他们将具有与人类相似的微妙情感[9]195。
第二个层面，技术实践上的可能。 社会实践方面：人工智能利用自身行动和大数据技术等数据采集和挖
掘技术的喂养，能形成人类意识形成过程的社会实践内容，甚至比单个自然人接触的社会实践更为丰富。信
息能动处理方面：人工智能可利用其数理逻辑，经过人工神经网络，将社会实践形成的信息进行“量化”，然
后根据相应的输出要求，进行筛选和处理，形成输出结论；同时输出的结论本身，又成为数理逻辑运算的前
提，进行下一步的处理，循环往复，此种过程类似于人类的“学习”。 整个过程中基于相同的环境进行相同处
理并予以储存，除非此信息下一次输出时，得到反馈为错误。 人工智能的信息处理过程，已摆脱传统对于机
械反映的低端认识，与人类的意识能动性能产生一致的反映效果，并且不断处于发展之中。 “人的身体是一
副钟表，不过这幅巨大、复杂的钟表，可通过精密的运转对外界进行反映。 ”[13]
最后，就意识的意向性而言，人工智能具备分辨行为善恶的伦理道德可能。 人工智能依靠人为的数理逻
辑，遵守既定规则，进行意识能动反映，已然具备了意识的自主性。在人工智能针对社会情况采取行为时，可
具备分辨自身行为善恶的伦理道德性，能够具备意识的意向性。
从功利主义伦理学的观点来看，人类在社会生活中，应该做出可以达到最大快乐的行为。 最大快乐可以
通过计算的方式实现，即将涉及行为的每个个体的苦乐感觉进行总和相加，其中每个个体苦乐感觉都被视
为具备相同分量，快乐和痛苦是可以换算的，痛苦是“负的快乐”[14]。 功利主义在计算最大快乐时，不考虑个
人行为的动机和手段，仅考虑个人行为对于最大快乐的影响。能增加最大快乐的行为即是善，反之行为便属
于恶。 其中功利主义代表人物约翰·斯图尔特·密尔（John Stuart Mill）认为，人类行为的唯一目的是追求幸
福，趋利避害，对于幸福的促进成为行为正当与否的判断标准，所以个人行为能够促进最大快乐，那么行为
就是善的[15]。 人工智能机器人基于程序设定以及后天的数据学习，遭遇不确定的社会风险时，运用数理逻辑
运算，也能得出最大快乐的可执行方案，从而采取是善的行为。 此时人工智能采取行为时，能够符合人类采
取行为时所具备的意识意向性。
从行为心理学的观点来看，人类在社会活动中遇到危险时，身体会发生两种反映：首先，趋利避害的人
体本能会刺激身体部位进行工作，从而认知危险；其次，在认知危险基础上，人类的心理中的意志过程发生，
判断采取何种行为能实现何种目标，并根据目标调节自己的身体进行行为，判断何种躲避措施对其本身能
产生最大的幸福。 其中这两种反映虽然在短暂的时间内发生，但是还是相互区分[16]。 身体本能反应是身体自
发发生的，激活了身体反映的前奏，但是身体是否移动以及何时向何处移动，处于意识控制下，而基于目标
的考量过程，其实就是考虑如何实现其最大快乐的过程。 就人工智能来说，前期给其设定伦理价值观时，使
其能够对事物价值进行“量化”计算，那么其遭遇风险后的行为与人类并无二致。
因此，面对未来进行前瞻性分析时，难以否认人工智能可根据自身的一套系统，面对偶然性事件进行处
理，且实现社会幸福的最大化。况且中国法律中规定有正当防卫以及紧急避险制度，实际上就是针对利益进
行的“量化”衡量，那么我们又何必针对于人工智能的意识意向性“量化”判断标准，产生如此深的道德危机
担忧。另外，针对人工智能的道德危机问题，人类可在人工智能的守则中，拟定一系列伦理标准，通过一套具
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体制度设计以及伦理设计，使之符合人类道德伦理，过于担忧实无必要。
三、人工智能著作权主体地位的认知场域
（一）人工智能著作权主体地位认知的社会场域
首先，人工智能著作权主体地位认知的发展背景场域。 2015 年 10 月，中国人工智能创业团队“第六镜”
开发出利用人工神经网络技术的人工智能作画系统，实现了实时的“视频版人工智能作画”[17]。2016 年 3 月，
清华大学语音与语言实验中心开发的人工智能“薇薇”创作的唐诗，已经通过图灵测试。 这意味着人类无法
通过唐诗本身分辨出其为自然人创作抑或人工智能创作，而且很大一部分专家认为“薇薇”创作的唐诗，在
韵律、意象、连贯性和引人想象等方面具备了很高的水平[18]。2016 年 6 月，俄罗斯人工智能开发团队，使用了
人工神经网络技术研发出一款名为“prisma”的软件，其能够通过学习并记忆绘画大师的绘画风格（如毕加
索、齐白石等），并对输入软件内的普通照片进行处理，形成不同大师风格、不同流派的画作[19]。2016 年，欧盟
委员会法律事务委员会向欧盟委员会提交动议，请求赋予人工智能“电子人”的法律主体身份，并主张对法
律主体制度进行变革，引发世界各国的广泛关注[20]。2017 年，沙特阿拉伯国已经授予美国汉森公司的人工智
能“索菲亚”以法律公民身份[21]，而最近日本更进一步给予机器人著作权法意义的作者身份[22]。这些人工智能
技术发展的标志性大事件，已然让人们不得不去重新思考人工智能的著作权主体适格性问题。
其次，人工智能发展相关的国家政策背景。 2017 年 7 月，国务院印发《新一代人工智能发展规划》不仅
是对人工智能发展做出了战略部署，而且确定了三步走战略规划，预计在 2030 年将中国建设成世界主要的
人工智能创新中心。此文件不仅规划了发展建设，而且规划了社会建设、文化建设、教育建设、国内治理制度
建构和全球治理等方面内容。人工智能的法律治理，也是其中重要内容。为落实国务院关于人工智能产业未
来发展的战略规划，工信部随后制定了《促进新一代人工智能产业发展三年行动计划（2018—2020 年）》的
文件，设定了未来 3 年人工智能产业欲达到的目标。 上述国家政策和战略规划的落实，也需要人们重新认识
人工智能著作权主体适格性。
（二）人工智能主体适格性认知的规范场域
中国著作权法规定著作权主体的范围为自然人、法人或其他组织，本质上著作权的主体仅为自然人。 法
人或其他组织的主体地位是法律拟制而来，法律赋予其以自己名义享有权利能力，但是其行为能力是通过
自然人来行使权利体现的，并不存在一个自主的、意向性的法人或其他组织。 此种著作权主体的规定，实际
上已然不符合人工智能的发展实际情况，滞后于技术发展的进程。
首先，从历史维度看，著作权法主体制度规范已滞后。 《伯尔尼公约》于 1886 年制定，离世界上第一台计算
机的出现，隔了半个多世纪，而 1971 年修订时人工智能发展还属于初级摸索阶段，并未意识到人工智能能形
成成果，因此将作者范围限制于自然人存在历史必然性。 中国著作权法于 1990 年制定，最近一次修订是 2010
年，当时人工智能应用也局限于处理简单的工厂机械操作。 与人工智能发展有关的技术，如深度学习等人工神
经网络技术、大数据技术与云计算技术等还处于初级阶段，并未与人工智能深度结合，因此未出现可产生文学、
艺术和科学领域成果的可“学习”人工智能，因此创作主体也局限于自然人。 著作权法虽拟制非自然人的法人
为作者，但并未承认其具备创作能力，原因在于法人实为自然人组成的商业组织，法人不存在独立的“学习”“推
理”和“决策”的能力，其所有行为本质上是自然人行为，故不可能存在创作可能性。 但是目前，人工智能已具备
形成文学艺术科学领域成果的能力，而且这种能力已然现实化，如人工智能写诗、制作音乐、书法等。
其次，从规范内容维度看，著作权主体制度规范内容与人工智能的发展不符。 未来人工智能可具备自主
性意识，通过大数据、云计算以及数理逻辑，不断进行数据挖掘和储存，可实现与人类相似的“学习”；另外，
通过人工神经网络、认知科学、心理科学技术等，可实现基于自身意向性“意识”去处理社会风险。 人工智能
的价值并非在于算法或数据，而是在于其具备的、与人类类似的学习和决策能力。人类在创造人工智能时仅
给予其运算规则和最初的行动指令，人工智能开始执行指令后，基于自主的意识和大数据，可以不断对指令
进行运算，从而在意向性意识指导下作出行为。 此时作出的行为，已非最初下指令时的人类意识所能管辖。
鉴于人工智能会根据不确定的偶然情形，在其自身的意识指导下进行判断并做出行为，因此不能简单将人
工智能的行为，归纳为其创造者或者指令者的意识。当人工智能在其自主性意识指导下，经过意向性意识判
断后形成的成果，具备文学、艺术和科学领域的审美价值，并且并非社会公有信息或者现存作品的简单集合
郭 壬 癸 ： 认 识 论 视 域 下 人 工 智 能 著 作 权 主 体 适 格 性 分 析
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或者无意义的堆砌时 [23]，此时除了著作权法规范内容上对于自然人身份要求的僵化规定外，已无其他理由
可用于否认人工智能是该成果的创作主体。
四、人工智能著作权主体地位的认知模式
人类对于世界的认知模式是认知主体与认知客体之间交互的过程。认知模式的选择决定了人工智能的
意义和人工智能的地位。认知的主体可否唯一，认知的客体地位是否变化，这些都影响着认知模式的稳定和
新的认知模式的产生。 目前针对人工智能的现有发展情况和人工智能未来的可能发展，可将人们在认识人
工智能时的逻辑分为工具说、主体说和限制主体说。
（一）人工智能著作权主体地位认知的 3 种模式
工具说认为，人工智能仅是人类为了生产或者生活的便利，而制造的的工具，人工智能采取的数理逻
辑，永远是机械的规则运算，无法产生人类的智慧。 人工智能所做的仅是将社会信息数据，按照人类设定的
指令进行寻找、筛选、分析，然后输出，并在此过程中完成人类指令的目标。人工智能并不会主动偏离人类设
定的程序进行运算，否则就是程序错误或者遭遇病毒。在工具说的认知模式影响下，人们对于人工智能永远
作为认知的客体，其不可能作为认知的主体，去认识世界和解释世界 [24]。 人工智能目前只是人们的使用工
具，人工智能尚不具备主体性 [25]。 因此，持工具说的人们认为，人工智能不具有意识，其仅是人类使用的工
具，与笔、纸等工具无异；人工智能形成的成果，仅是对相关领域信息的简单集合，并不存在所谓的“创造”，
更不必谈“人格”和“个性”了。
主体说认为，人工智能是不断在发展的，人工智能就像一个初生婴儿，随着时间的不断流逝，在不断地
成长。未来人工智能，随着人工神经网络技术、数理逻辑技术、认知科学技术等一系列技术的突破，终会到达
一定的“奇点”从而具备人类的“学习”和“意识”能力。 此过程是人工智能从简单模拟人类的思维逻辑，逐渐
走向自主学习与思考，自主与自然人、自然环境以及社会环境进行双向或者多向交互的过程。 最终人工智
能，能够自主地行动，自主地思考和意向性地进行价值判断。无视人工智能的主体性，只会阻碍经济、社会的
发展。 柯林·R·戴维斯 （Colin R. Davices）也采取人工智能可成为主体的观点：法人可被赋予人格，那么人
工智能也可以被赋予人格，人工智能的人格化理由可借鉴法人人格化的理由，即为了保护投资，给予部分组
织永久存续时，方便持有和处理其财产[26]。 因此主体说坚持，人工智能能够学习和思考，在自主性和意向性
的意识指导下进行行为，法律应当承认其主体地位，人工智能可以成为认知的主体。
限制主体说认为，人工智能随着脑科学、认知科学、神经科学、心理学、伦理学以及计算机科学等学科发
展，迟早会具备与人类类似的“意识”，但是其在伦理道德判断上，始终无法与人类完全一致。 人工智能基于
其“量化”的数理逻辑运算，难免会发生道德风险。因此，对于人工智能，应赋予其有限的人格，使其在认知关
系中处于限制主体的地位[27]。 限制主体地位体现在法律关系中，便是人工智能可被授予主体资格和行为能
力，但是应当是限制行为能力主体[28]，而不是完全行为能力主体。
（二）人工智能主体地位认知模式的选择
上述 3 种对于人工智能的认识，都存在一定的合理之处，在分析人工智能主体适格性时，应分阶段进行
认知模式的选择。
首先，弱人工智能与强人工智能阶段，人工智能主体地位的认知模式应采取工具说。目前人工智能处于
弱人工智能以及强人工智能的双重发展阶段，其采用的人工神经网络技术、认知技术以及大数据技术等，仍
未突破人工智能发展的“奇点”，从而产生“意识”，因此其不具备认知模式的主体地位。弱人工智能和强人工
智能阶段，人工智能实质上是在人类的指令下，将人类的肢体、大脑功能进行了部分延伸，就如汽车等交通
工具是对人类四肢进行功能延伸一样，并不具备认知世界的前提——“意识”。 处于弱人工智能或强人工智
能阶段的人工智能，扮演的是人类的工具，工具说的认知模式符合此阶段的人工智能发展情况。 因此，此阶
段的人工智能的创作物，应视为人工智能的创作者或者使用人的智力成果，人工智能属于工具，是人类的肢
体功能性延伸的工具。
其次，类人人工智能与超级人工智能阶段，人工智能主体地位的认知模式应采取限制主体说。技术在不
断发展，原来的人类断然无法想象如今的触屏手机、触屏电脑等技术会成为现实。 人工智能也在不断进步，
目前虽处于婴儿阶段，但婴儿迟早会长大，可期未来成长为一个有“意识”、能“学习”的主体。 虽然无法认同
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弱人工智能和强人工智能阶段的人工智能拥有人类胎儿一样的法律权益，如继承权等，但应当承认处于类
人智能和超级人工智能时代的人工智能，应赋予其主体地位。因为其具备了自主性意识和意向性意识，可独
立活动并根据具体环境作出相应的可评价行为，一味僵化认定其不能成为认识世界的主体，拒绝赋予其法
律主体地位，绝然与彼时的社会现实是不大相符的。 未来人工智能将会突破“奇点”，自主地认识世界，并且
根据所认识的世界，自主地改造世界。 这对于世界文学、艺术和科学发展必然产生重大影响，赋予人工智能
著作权主体地位十分必要，不仅有助于理顺著作权法律关系，维护法秩序的稳定，而且有助于文学、艺术和
科学领域的进一步大发展。不过由于人工智能与人毕竟是不同的，人工智能作为人类社会的亚产物，相对于
人来说，人工智能对于其人格尊严等方面的追求，并不可能像人一样敏感，因此可以在著作人格权方面，应
予以一定的限制。比如可以赋予人工智能署名权和保护作品完整权，但是为了保护信息的交流和文学、艺术
和科学领域的发展，可以剥夺其发表权，相应地将该权利修改成强制义务；修改权予以限制，并相应转换为
著作权财产权，即他人修改作品无需人工智能的同意，但是应当支付报酬。另外，在著作权财产权方面，原则
上完整赋予人工智能著作财产权，但是在保护期限上予以缩短。
五、人工智能著作权主体地位的认知路径
人们对于人工智能的主体地位的认知，是一种社会性、实践性的活动，存在着明显的路径依赖性。 人工
智能的主体地位的确立，需要一定的路径引入，一定程度上人工智能的主体地位认知路径，决定着人工智能
主体地位的确立，确保认知过程的合理性和有效性。 欧洲近代以降，人们对于认识论的基本路径存在两条：
经验主义和理性主义[29]。 经验主义的认识论认为，认识世界的过程，是感觉领会的过程，人类所有的知识都
是经验总结的过程，凡是真实存在的东西，都能被感知，感觉经验是可靠的。理性主义认为，人的推理可以作
为知识的来源，人的理性能指导人的行为，以识别、判断和评估行动的理由是否充分，从而使人的行为满足
特定的目的，获得物质世界的真理。经验主义与理性主义认知路径的区别在于，“前者强调观察、感知、实验，
注重经验归纳，后者强调推理、分析和逻辑，注重理性演绎；前者强调人的感性认知先天判断的确实性，关注
认知的经验总结，后者强调后天分析推理的可靠性，关注认知的理性来源。 ”[30]
人类在认识世界和解释世界时，其知识的获得，并非局限于观察、感知，或者推理分析，而是在经验和理
性的双重认知路径的交叉融合下，从感性认识上升到理性认知，形成经验，并又在经验基础上，通过理性认知
去指导实践和感知。对于人类认知的路径双重螺旋结构，康德曾经说过，真正的科学知识是先于人的经验存在
的，但是知识的认知起始并同步于人的经验，并在经验形成中人类心灵理性的自在特征；先天理性和后天经验
是同时存在于认知过程中的[31]。 对于人工智能的认知路径，要基于经验和理性两种方式同时进行。 其中对于人
工智能的著作权主体地位认知路径，可分为主体地位认知转变路径和主体地位认知制度设计路径。
（一）人工智能的著作权主体地位认知转变路径
纵观法律主体的发展历程，存在几个分界点：第 1 个分界点，基于自然人等级认知的主体地位变迁。 奴
隶社会和封建社会时期，自然人的主体地位是存在差别的，基于自然人的身份地位，存在属于法律主体的自
然人，也存在视为“物”或财产的自然人，即奴隶。 中国古代的奴隶社会阶段和封建社会阶段一直存在着“奴
隶”阶层，其在法律中的地位为“物”，并不具有人权主体地位。随着社会的进步，等级观念对自然人的主体地
位之限制逐渐消退。第 2 个分界点，基于自然人性别的主体地位变迁。美国在 19 世纪以前，选举权都被视为
是男性的权利，女性被排除在选举之外。 随着女权运动的兴起，女性的社会地位上升，女性与男性的社会地
位平等，因此女性获得选举权等政治权利，成为政治权利的主体。 第 3 个分界点，基于自然人人种的主体地
位变迁。 美国南北战争之前，黑人在美国法律中并无人权、政治权利等。 随着黑人人权运动的发展，1964 年
美国《民权法案》认可了黑人的选举权，成为实在的法律主体[32]。 第 4 个分界点，非自主体组织的主体地位变
迁。 由于为了保证组织的长期存续和理顺社会关系，法律为非自主体的组织新设了法律主体地位[33]。 中国法
律承认国家、政府机构以及企业和其他组织的主体地位。 法律中对于非自主体的法律主体地位规定为法人
或其他组织。 因此，不具有行为自主性的组织成为了法律主体。 第 5 个分界点，无意识自主体的法律主体地
位。 20 世纪 70 年代，随着人道主义的社会影响力越来越大，动物的法律主体地位在部分国家法律中得以确
认，动物拥有了生存权、免受虐待权等[34]。 另外，基于自然人的生理性别与认知性别的不同，法律主体的地位
也受到影响。 如自然人的生理性别一般分为男性与女性，较为确定；而认知性别会因为意识的原因，出现基
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于生理性别的偏差。社会上，存在生理性别为男性而认知性别为女性，或者生理性别为女性但认知性别为男
性的情况，因此便出现“同性恋”。 同性可否享有婚姻自由权，便冲击婚姻法和继承法等法律的主体制度。 目
前，部分国家或地区的婚姻法已经承认同性可以结婚，成为婚姻法等相关法律的主体[35]。
法律主体地位的范围并非一成不变的，而是在不断扩张。 自然人拥有法律主体地位的范围，也是不断在
发生变化。权利主体的外延和内涵，随着科学技术的发展，正在不断对外延伸。群体的实力，对其法律主体地位
的影响十分巨大。物种差异和意识有无，也并不决定法律主体的资格有无，也无法成为法律主体地位获得的障
碍[36]。 因此，同理对于人工智能著作权主体地位的认识也应当转变，物种差异和意识有无对于著作权主体地位
的确立本已不是阻碍。更何况著作权法基于保护投资人的需要，已经将法人或其他组织视为了作者，那么随着
技术的发展能够获得自主“意识”、能够脱离其创造者人类而存在的人工智能，对于其认识上应转变传统惯性
思维，承认人工智能的著作权主体地位。
（二）人工智能的著作权主体地位认知制度设计路径
基于未来人工智能的发展和 4 种人工智能发展阶段长期存在，应当对人工智能的著作权主体地位的制
度设计作出区分。
第一层面，对于处于弱人工智能、强人工智能阶段的人工智能，不赋予其主体地位，其属于人类生产生活
的辅助工具。根据创作者、作者与著作权主体身份的分离，人工智能基于其创作行为，具备了创作者的身份，
但是却难以被认可具备作者身份，具体制度设计可比照著作权纠纷司法解释第 13 条的规定，依照执笔者与
演讲者、发言人的关系进行处理，认定人工智能具备执笔者身份，其报酬请求权由其开发者或者其控制者享
有并行使，作者身份归属于使用者或者按照协议约定处理。人工智能行为导致著作权侵权责任时，著作权侵
权责任应由其制造者或者使用者承担，原则上为“谁使用谁承担”，如果使用者没有能力承担责任时，先由制
造者承担责任，但是制造者承担责任后，可以向使用者追偿。
第二层面，对于类人人工智能和超级人工智能，应当承认其自主“意识”，赋予其主体地位。 基于促进信息
传播和增加人类共同利益的维度出发， 对于类人人工智能和超级人工智能的主体地位需要予以一定的限制。
首先，权利能力上予以承认。著作权法应当承认人工智能的权利能力，赋予其享有著作权法意义上的权利和承
担相应的义务的资格。 其次，行为能力上予以限制。 可基于保护交易安全和分配责任的需要，规定类人人工智
能以及超级人工智能为限制民事行为能力主体，著作权法对其行为能力进行限制，其侵权责任承担的归责与
分配上也应当进行区分。对于人工智能行为能力限制上，人工智能创作的作品，其署名权与保护作品完整权不
受影响，但是发表权与修改权以及著作财产权的行使应予以限制。人工智能创作出来的作品，发表权应予以剥
夺，即一经形成便应予以公开，从而实现鼓励知识的传播与廉价知识创造之间形成平衡。 人工智能创作的作
品，其修改权的著作人身权属性转化为著作权财产权，即修改权不再视为人身权内容，而是可以授权或许可，
从而获得经济利益。 另外，著作财产权以及转换为著作财产权的修改权，他人在使用作品时，均无须人工智能
的许可，仅需要支付报酬，人工智能无权责难他人构成著作权侵权，从而更加有效促进知识信息的传播。 对于
人工智能涉嫌著作权侵权时的侵权责任分配与承担，如若人工智能的独立行为构成著作权侵权时，其责任应
由其自主承担。 责任承担方式包括停止侵权、损害赔偿等，其中应主要采取损害赔偿方式。 损害赔偿可通过著
作权侵权责任保险模式予以实现。 该保险的保费缴纳来源可分为3 个部分：其一，人工智能制造者的强制保费
缴纳义务，人工智能的制造者在制造人工智能予以使用或者销售时，应当将其使用所获收益或者销售所获的
收益一定比例缴纳保费，在无法计算该部分金额时，可以设定最低限度的保费数额；其二，人工智能的使用者
在使用人工智能前，应当按照预期通过使用人工智能可能获取的收益，缴纳一部分保费，保费的计算应考量使
用的时间、性质和范围等要素进行考量，无法计算预期收益时，可缴纳设定的最低限度的保费。其三，人工智能
的创作物在市场上予以传播所产生的收益，如他人使用作品涉及的著作财产权，应当支付报酬，报酬可作为著
作权侵权责任保险的保费的一部分予以缴纳。 如若人工智能处于制造者或使用者的指令控制之下，按照使用
者的指令处理任务，类似于雇主与职工关系时，此时人工智能的行为构成著作权侵权责任时，此责任应属于替
代责任，责任应当由雇主承担，包括停止侵权、赔礼道歉以及损害赔偿等。
六、结论
人工智能的主体适格性问题， 关涉人工智能创作物的作品定性与权属以及创作活动的责任归责与承
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担，关涉人工智能时代著作权法律体系的自恰性。 如果无法清晰认识人工智能发展的阶段性，而是笼统杂糅
地以一套标准认定不同阶段人工智能的主体适格性，会导致人工智能相关的著作权问题认知的不周延。
人工智能的 4 个发展阶段对应意识自主性的 2 个层面，因此其主体适格性也存在二分性。 一方面，弱人
工智能与强人工智能阶段，因为其主体意识的发展尚未突破“奇点”，还未具备意识的自主性与意向性，无法
进行自主行为和价值判断。 该阶段人工智能的作用，趋向于人体机能的延伸，类似自然人的工具，不具备著
作权主体地位。 因此，人工智能在自然人的使用下产生的著作权侵权责任，应由其制造者或者使用人直接承
担。 另一方面，类人人工智能与超级人工智能阶段，其主体意识经过大数据的喂养以及超级存储设备的应用，
具备了哲学层面的意识产生的条件，经过不断的成长，终会突破意识“奇点”，从而可以自主性与意向性地行
为，独立地进行价值判断。因此，该阶段的人工智能具备著作权主体地位，可享有著作权法意义上的权利能力。
不过其行为能力较之自然人应予以限制。首先，其著作人身权行使方式应予以限制。保留人工智能的署名权与
保护作品完整权，排除其发表权，将其修改权转换为著作财产权。 其次，著作财产权的行使受到一定程度的限
制。 他人使用其作品覆盖的著作财产权，无需经过人工智能的同意，仅需要向其支付报酬，在支付合理报酬的
前提下，人工智能无权要求他人停止侵权或赔偿损失。另外，类人人工智能与超级人工智能其涉嫌著作权侵权
时，如果人工智能独立自主行为构成著作权侵权时，其侵权责任由人工智能自主承担，其中包括损害赔偿与
停止侵权等责任承担方式。 损害赔偿可采取著作权侵权责任保险方式，由保险予以承担，保费的缴纳可由制
造者、使用者以及作品收益 3 部分构成；如果人工智能按照制造者或使用者指令行为，而构成著作权侵权
时，其责任比照“雇主责任”承担，由制造者或使用者替代承担，人工智能不需要承担著作权侵权责任。
如今世界各国综合国力的竞争，更多表现为科技的竞争。 而通过变革社会制度从而反作用于科技发展，
一直是各国努力争取实现的目标。 日本、欧盟和沙特等国家与地区积极寻求赋予人工智能法律主体地位的现
象，正是为了抢占科学技术的制高点、自主对本国的法律制度进行变革的表现。身处如此激烈国际竞争态势之
中，中国尤应积极进行法律制度的变革，以适应科技发展的需要。 当务之急便应修改著作权法的主体制度，根
据人工智能的不同发展阶段赋予其相应的主体地位，从而理顺著作权法主体制度的逻辑关系。 只有著作权法
律制度顺应时代的发展而进行相应变革，才能促进技术创新应用和文学、艺术等产业的繁荣发展。
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An Analysis of the Copyright Subject Suitability of Artificial Intelligence in
the View of Epistemology
GUO Rengui
（Intellectual Property Research Institute， Xiamen University， Xiamen Fujian 361005， China）
Abstract： when Chinese scholars analyze the suitability of the copyright subject of artificial intelligence，inertia thinking thinks that
natural person has consciousness，but artificial intelligence belongs to machinery and does not have consciousness，which is inconsistent
with the development of artificial intelligence. When analyzing the position of the copyright subject of artificial intelligence，we should
classify it in advance according to the development stage of artificial intelligence，then discuss the corresponding stage. Regardless of the
different stages of the development of artificial intelligence，the conclusion that it has or does not have the status of copyright subject in
general and blindly will have the incongruity of logic. From the perspective of epistemology，based on the different development stages of
artificial intelligence，using the methods of history，comparison and text，this paper analyzes the cognitive premise，cognitive field，
cognitive model and human path of artificial intelligence subject suitability. In the stage of weak artificial intelligence and strong
artificial intelligence，artificial intelligence plays the role of “tool” and cannot be regarded as the subject of copyright. Its behavior
should be regarded as the functional extension of human organs，and the consequences should also belong to the maker or user. In the
stage of humanoid artificial intelligence and super artificial intelligence，artificial intelligence can be regarded as the author of nature
creators，and it has the qualification of copyright subject，but its ability to act should be restricted. In the case of tort，liability and
responsibility should be assigned according to specific circumstances.
Key words： epistemology; artificial intelligence; copyright; subject status; subject suitability
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