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Este trabajo de investigación detalla la implementación del  “Sistema web para la 
gestión de incidencias en la empresa ISC Grupo Técnico E.I.R.L.”, orientado a la 
problemática en los talleres del área de mantenimiento de flota. El objetivo del 
estudio es “incrementar el nivel de incidencias atendidas y reducir el nivel de 
incidencias pendientes”, las cuales se generan en temporada de pesca y veda.  
 
La metodología elegida por los expertos para el desarrollo del sistema web fue 
SCRUM; el lenguaje de programación fue PHPv7.2  y como gestor de bases de 
datos se utilizó MySQL5.7. Como tipo de estudio se usó la investigación aplicada, 
como tipo de diseño de investigación se aplicó  la pre-experimental, se consideró 
una población de 1,640 y para hallar la muestra se utilizó el método aleatorio 
probabilístico resultando una muestra de 311 incidencias estratificadas en 20 fichas 
de registro. 
 
Se llegó a la conclusión que el Sistema Web aumentó el nivel de incidencias 
atendidas en un 28.20% y redujo el nivel de incidencias pendientes en el mismo 
porcentaje.    
 













This research work details the implementation of the "Web system for incident 
management in the company ISC Grupo Tecnico E.I.R.L.", aimed at the problem in 
the workshops of the fleet maintenance area. The objective of the study is "to 
increase the level of incidents attended and reduce the level of pending incidents", 
which are generated during the fishing season and closed season. 
The methodology chosen by the experts for the development of the web system was 
SCRUM; the programming language was PHPv7.2 and MySQL5.7 was used as the 
database manager. Applied research was used as a type of study, pre-experimental 
research was applied as a type of research design, a population of 1,640 was 
considered and the probabilistic random method was used to find the sample, 
resulting in a sample of 311 incidences stratified in 20 files register. 
It was concluded that the Web System increased the level of incidents attended by 
28.20% and reduced the level of pending incidents by the same percentage. 






















1.1 Planteamiento del problema 
 
Esta investigación se realizó en la empresa ISC GRUPO TECNICO E.I.R.L. la cual 
nace en el 2018, tiene como visión ser líder en servicios técnicos y de asesoría para 
la construcción y mantenimiento de embarcaciones en la industria naval, 
satisfaciendo los requerimientos de nuestros clientes, otorgando una alta  calidad 
en nuestros servicios.  
 
La empresa ISC Grupo Técnico E.I.R.L. tiene como giro principal brindar servicios 
de construcción de embarcaciones a compañías pesqueras, fabricadas 
completamente con acero naval, las cuales son usadas para la extracción de 
especies marinas que en su mayor parte son anchoveta. 
 
En nuestra experiencia las embarcaciones pesqueras por lo general se dedican a 
la extracción de anchoveta para el consumo humano indirecto (harina y aceite de 
pescado), las cuales cuentan con sistemas de refrigeración denominado 
refrigerated sea water (RSW), para poder conservar la anchoveta y que llegue a la 
planta en buenas condiciones. Para el consumo humano las empresas pesqueras 
extraen atún y caballa, el cual tiene como finalidad abastecer el mercado de las 
plantas pesqueras que procesan conservas y congelados. Nosotros facilitamos el 
mantenimiento correctivo y preventivo de las embarcaciones pesqueras de 
nuestros clientes tanto en las faenas de pesca como en periodos de veda.   
 
Área de Servicios para Mantenimiento de Flota 
La empresa ISC Grupo Técnico E.I.R.L. brinda servicios de mantenimiento a las 
principales compañías pesqueras del país, para lo cual cuenta con una 
organización que le permita brindar soporte de mantenimiento a estas compañías 
pesqueras. Esta organización se compone de la siguiente manera, una gerencia de 
flota, una jefatura de mantenimiento, y siete talleres, los cuales son: taller de 
refrigeración, taller de hidráulica, taller eléctrico, taller electrónico, taller de 








Figura 1. Organigrama de una gerencia de flota. Fuente: Elaboración propia.   
 
Durante la temporada de pesca en alta mar ocurren incidencias en las operaciones 
de extracción de pesca, las cuales son transmitidas vía radial a cada taller según 
sea el caso. 
 
Problema 
El problema más importante se encuentra en el proceso del registro de una 
incidencia, la cual no se encuentra estandarizada para todos los talleres de 
mantenimiento de flota, como se visualiza en el diagrama de causa y efecto del 
Anexo 3. Por lo cual se identifican las siguientes deficiencias: 
1. Falta de una solución automatizada donde exista un repositorio de incidencias 
que permita tener la información on line de las incidencias generadas y que se 
encuentren disponibles en: los talleres, la jefatura de mantenimiento y la gerencia 
de flota. 
2. Falta de monitoreo y control en la gestión de las incidencias registradas por 
embarcación, equipos, puertos, prioridad, solicitante y técnico responsable. 
3. Indisponibilidad de equipo y embarcaciones. 
4. Error en el diagnóstico de los problemas o fallas. 
5. Falta de indicadores de en la gestión de incidencias. 
 
En consecuencia por estas deficiencias encontradas hay un bajo nivel de servicio 




daños en equipos e indisponibilidad de las embarcaciones pesqueras ya que puede 
originar una parada de producción y grandes pérdidas económicas para nuestros 
clientes. Tal como se puede ver en la Figura 2. En la cual se resaltan alguna de 
ellas para ayudar en el entendimiento del problema. 
 
 
 Figura 2. Problema y Causas. Fuente: Elaboración propia. 
 
1.2 Justificación del estudio 
 
Desde el enfoque institucional esta investigación es un aporte, por que hace posible 
el registro de un alto volumen de datos que se convertirán en información para 
poder así gestionarlas en forma eficiente. Con esta iniciativa se espera mejorar el 
registro de incidencias y de esta manera cumplir con uno de los objetivos relevantes 
de la compañía el cual es aminorar los costos de mantenimiento de la flota 
pesquera. 
 
Desde el enfoque operativo se evitará la duplicidad de operaciones y la recurrencia  
de procesos innecesarios, esto mejorará la gestión de la incidencia para que no se 





El impacto será positivo para el área de mantenimiento en lo relacionado a la 
agilidad del registro de incidencias de manera simple y entendible. Por otro lado 
será de mucha utilidad pues ayudara a encontrar solución a los problemas y cerrar 
las incidencias. 
 
Desde el enfoque tecnológico la solución sistema web para la gestión de 
incidencias en ISC Grupo Técnico se constituirá en una herramienta sistémica y 
tecnológica que ayudará en la automatización de la gestión de las incidencias y de 
esta manera alcanzar los objetivos de la gerencia de flota y de la compañía. En la 
actualidad, los datos procesados con el paso del tiempo se han convertido en el 
valor más apreciado para generar conocimiento y tomar decisiones acertadas  
 
Desde el enfoque teórico se profundizara en los conocimientos de cómo gestionar 
las incidencias en la empresa ISC Grupo Técnico para solucionar problemas 
puntuales que se presenten en la organización. Por otro lado se analizarán los 
posibles escenarios relacionados con la gestión de incidencias y como pueda ser 
esta afrontada metodológicamente. 
 
1.3 Formulación del problema 
 
Problema principal 




PS1: ¿En qué medida el sistema web influye en el nivel de incidencias 
atendidas en la gestión de incidencias en ISC Grupo Técnico? 
PS2: ¿En qué medida el sistema web influye en el nivel de incidencias 







OG: Determinar la influencia del sistema web en la gestión de incidencias en 
ISC Grupo Técnico. 
 
Objetivos Específicos 
OE1: Determinar la influencia del sistema web en el nivel de incidencias 
atendidas en la gestión de incidencias en ISC Grupo Técnico. 
OE2: Determinar la influencia del sistema web en el nivel de incidencias 




HG: ¿El sistema web mejora la gestión de incidencias en ISC Grupo Técnico? 
 
Hipótesis Específica 
HE1: ¿El sistema web incrementa el nivel de incidencias atendidas en la 
gestión de incidencias en ISC Grupo Técnico? 
HE2: ¿El sistema web reduce el nivel de incidencias pendientes en la gestión 
de incidencias en ISC Grupo Técnico? 
 
El problema, objetivo, hipótesis, variable, dimensión, indicadores y metodología de 
la investigación se sustenta con la elaboración de la matriz de consistencia, la cual 























2.1 Trabajos Nacionales 
Desde una perspectiva nacional se destaca la investigación de Merino (2018) en su 
investigación denominada “Implementación de un sistema de gestión de 
incidencias para la Empresa Bemast E.I.R.L. – Chimbote; 2018”. 
Este trabajo de investigación tuvo como objetivo general implementar un sistema 
que gestione las incidencias en la empresa Bemast E.I.R.L en la ciudad de 
Chimbote. Con la finalidad de mejorar en forma notable el servicio de preventa y 
postventa en la gestión de problemas e incidencias. El diseño de la investigación 
fue de corte transversal, no experimental, del tipo descriptivo con enfoque 
cuantitativo. Los datos fueron recopilados por medio de la técnica de encuestas y 
como instrumento se usaron cuestionarios. Esta fue aplicada a una población de 
32 personas entre empleados y clientes más asiduos de la empresa en estudio. Los 
resultados fueron que la dimensión, relacionada con la satisfacción del Sistema de 
trabajo, demostró que en la actualidad el 84.38% de los empleados y los clientes 
más asiduos manifestaron no estar satisfechos, mientras que en la otra dimensión, 
relacionada a la propuesta para implementar un sistema de gestión de incidencias, 
el 100.00% manifestaron que si están de acuerdo con la propuesta de desarrollar 
un sistema que gestione las incidencias. Los resultados obtenidos ratifican la 
hipótesis formulada, siendo de esta manera justificada, sustentada y demostrada 
esta investigación. 
 
Otra investigación nacional fue la tesis presentada por Tacilla (2016), denominada 
“Sistema informático web de gestión de incidencias usando el framework angularjs 
y nodejs para la empresa redteam software llc”. Universidad Peruana Antenor 
Orrego. Esta investigación identificó y abordó como problema principal la falta de 
atención o retardos en solucionar los problemas generados por las incidencias. 
Comprendió la necesidad de contar con un nivel alto de satisfacción de los clientes 
al solucionar las incidencias reportadas. El objetivo de este trabajo se centró en 
proporcionar una solución a través de la implementación de un sistema de 
información web empleando NodeJS y Frameworks AngularJS para gestionar las 
incidencias de la organización en estudio. Por ello fue necesario analizar la realidad 
del proceso de como se gestionan las incidencias con el fin de reconocer los 




trabajo de investigación. Se utilizó la metodología ICONIX la cual hizo posible tener 
un desarrollo rápido y ágil, exponiendo de esta manera el ciclo de vida del sistema 
de información web. Con la implementación de la solución tecnológica se disminuyó 
el tiempo en resolver las incidencias reportadas de 129.46 horas (100%) a 69.83 
horas (53.93) %. Se consiguió un descenso del tiempo de 59.63 horas. En 
conclusión se alcanzó incrementar el porcentaje de atención de incidencias en un 
43.59% y por otro lado se elevó el nivel de satisfacción de los clientes. 
 
Por otro lado Nolazco (2019) en investigación denominada “Aplicación web para la 
gestión de incidencias en el área de telemática de la Dirección General de 
Capitanías y Guardacostas”, UIGV. Este proyecto describe la solución al problema 
de inquietudes o consultas de los usuarios de los módulos del SISCAMAR y en 
base a las necesidades está conformada en función a las prioridades que tiene la 
organización. Esta se bifurca en 2 fases. La fase I se caracteriza por analizar y 
sintetizar las teorías básicas para poder implementar la metodología RUP. La fase 
II consistió en efectuar un análisis técnico que comprendió el desarrollo de las 
vistas, los módulos implementados fueron  solicitudes, reportes, y por último se 
programó la aplicación web. La problemática que tiene el área de informática es 
compleja, por ello es necesario para el desarrollo empresarial de la Dirección de 
Capitanía y Guardacostas; la adopción de un nuevo modelo de gestionar 
incidencias a través de una aplicación web. Se lograron resultados positivos para 
la empresa debido a las interfaces amigables, solidez y consistencia de la 
aplicación web. La validez de la solución tecnológica tuvo influencia en forma 
satisfactoria en el proceso de gestión de incidencias, en relación al ahorro de tiempo 
y la rapidez al dar soporte a los usuarios en las incidencias a resolver, atributos que 
definen a este indicador, logrando un nivel de efectividad del 92.24%. 
 
Mena (2019) en su investigación titulada “Helpdesk en la gestión de incidencias de 
un gobierno local de la región Lima”, este trabajo de investigación tuvo como 
objetivo realizar las mediciones de las diferencias que existen al implantarse una 
Mesa de ayuda o Helpdesk para optimizar la gestión de incidencias de un gobierno 
municipal. La investigación tuvo un enfoque cuantitativo, desarrollado a través del 




experimental de tipo pre experimental, longitudinal. A través de juicio de expertos 
fue validado el instrumento de medición al personal de soporte de la gerencia de 
tecnologías de información. Por otro lado se determinó la validación y la 
confiabilidad se realizó por el procedimiento alfa de crombach. Se logró encontrar 
una elevada confiabilidad para la cantidad de las reincidencias (0.834) y las 
incidencias (0.863). Los resultados logrados demostraron que existe una mejora al 
implementarse un helpdesk en la gestión de incidencias del área de informática del 
gobierno local de Lima- Metropolitana, evidenciando a través del procedimiento 
Wilcoxon.  
 
Otro antecedente nacional es el presentado por Olivares y Rojas (2018) en su 
investigación denominada “Sistema de gestión de incidencias basado en ITIL en 
una empresa de salud” en la UTP. La empresa aseguradora en la que se hizo el 
estudio es reconocida a nivel nacional, cuenta con una gran cobertura y una 
elevada demanda. Es por esto que sus procesos están estrechamente vinculados 
con los servicios de TI. La empresa apoya a sus servicios en TI, por esto las 
incidencias que se suscite en cualquier tipo de servicio puede perjudicar, retardar 
o en caso extremo paralizar el funcionamiento normal de las operaciones de la 
organización. Debido a esto la compañía dispone de un área de Help desk que se 
encarga de solucionar las incidencias en un tiempo breve, no obstante, se generan 
variados problemas que obstaculizan poder solucionarlos de forma adecuada. Los 
problemas fueron: cuando se registran las incidencias estas son mal 
documentadas, dejando de lado mucha información relevante; documentación 
desfasada; retardo en solucionar incidencias no cumpliendo acuerdos 
operacionales. Así mismo no se cuenta con un apropiado seguimiento del backlog 
de las incidencias reportadas y predomina una priorización deficiente y débil 
clasificación de incidentes. Como solución a estos problemas se planteó el 
desarrollo de un Sistema web de Gestión de incidencias sustentado en ITIL en una 
empresa sanitaria. Este software tiene 4 módulos: registro de solicitudes, detalle de 
solicitudes, Banco de errores y Dashboard, todo esto con el propósito de solucionar 
los problemas encontrados. Se llegó a obtener como resultado una eficiente gestión 
de incidencias, acortando los tiempos para resolver incidentes; disminuyendo el 




consecuencia mantener una elevada disponibilidad de los servicios TI en la 
organización. 
 
2.2 Trabajos Internacionales 
A nivel internacional Torres (2018) en su tesis denominada “Aplicación web para la 
gestión de incidencias en el soporte de T.I. a los clientes internos de la compañía 
Pronaca”, realizado en la Universidad Regional autónoma de los andes, Ecuador. 
Este trabajo de investigación expone un modelo de innovación tecnológica para 
gestionar, procesar y responder a las incidencias que son reportadas por los 
clientes en la mencionada organización. Este modelo se basa en procesos que 
gestionan los servicios informáticos tomando como referencia buenas prácticas, 
sostenido en los fundamentos teóricos más relevantes y solidos que guardan 
relación con las aplicaciones web. La solución esta basa en plataformas LAMP 
(Linux, Apache, Mysql, PHP) el cual es representado por medio de una aplicación 
web la cual sirvió para realizar la gestión de las incidencias que se producen en la 
empresa Pronaca. Se empleó el método de cascada iterativo para el desarrollo del 
sistema. La propuesta se justificó desarrollando una maqueta funcional, que brindo 
a los usuarios el poder verificar de modo rápido los potenciales incidentes y 
soluciones que puedan aparecer para cada caso planteado. PronacaDesk es una 
aplicación web, se adapta en forma eficiente a las mínimas condiciones de trabajo 
para registrar a los usuarios que necesitan soporte informático. La aplicación web 
fue programada con PHP y base de datos MySQL Professional. Como conclusión 
final se demostró que la solución tecnológica es un factor gravitante en el cambio 
del servicio que da asistencia a los clientes de la empresa, así mismo las opciones 
de reportes y tickets facilitan a la compañía optimizar la interactividad y hacer más 
dinámico los servicios. 
 
Otro antecedente internacional es la tesis desarrollada por Alfonso (2016) titulada 
“Desarrollo de un sistema web orientado a una mesa de servicio para el registro, 
gestión y control de incidencias técnicas”, de la Universidad de Guayaquil. Este 
trabajo de investigación plantea el desarrollo de un sistema web enfocado a una 
mesa de servicios, que tenga un modelo estándar de tal manera que el sistema sea 




el proceso de registro, gestión y seguimiento de incidentes técnicos, solicitudes y 
peticiones demandadas por los clientes dentro del contexto descrito. El diseño de 
la investigación fue de tipo documental y explicativa con la finalidad de comprender 
las necesidades técnicas de la gerencia de TI. El desarrollo del sistema se basó en 
directrices precisas de la documentación de ITIL así como también en el RUP. Los 
efectos que impactaron en forma relevante fueron: análisis, automatización, 
consolidación, disponibilidad y presentación de información relacionada a las 
incidencias y solicitudes que fueron atendidas en la mesa de servicio. Como 
conclusión se verifico que el sistema desarrollado optimizo la comunicación no solo 
dentro de la mesa de servicio sino que también mejoro la comunicación entre los 
técnicos que forman parte de la mesa de servicio y sus clientes 
 
Así mismo Guamán (2018) presento su tesis titulada “Implementación de sistema 
web para automatización de gestión de incidencias para instituciones financieras 
de tipo cooperativa en la ciudad de Quito”, en la Universidad de Israel. En este 
trabajo se desarrolló un software de gestión de incidencias para una entidad 
financiera del Ecuador. La problemática de la entidad consistía en que el tamaño 
de la información era enorme y se producía un desbordamiento, como 
consecuencia el proceso de gestionar las incidencias era desordenado. Por ello se 
propuso determinar una nueva estructura organizacional la cual se basaría en el 
ITIL y con la implementación del sistema web de gestión de incidencias se 
optimizaron los tiempos de respuesta al atender los incidentes por la mesa de 
ayuda. Para desarrollar el sistema se usó la metodología XP, el cual es una 
metodología ágil, por medio de la cual se elaboran productos funcionales en 
tiempos pequeños. Se llegó a la conclusión que con la implementación llevada a 
cabo la institución financiera mejoro la atención tecnológica brindada a los usuarios. 
 
Contreras (2016) en su tesis titulada “Control y seguimiento de atención de 
incidencias utilizando minería de procesos”, realizado en la Universidad de Chile, 
expuso su tesis que guarda relación con la presente investigación. El objetivo de 
esta tesis consistió en mejorar las operaciones de la Subgerencia Soporte Servicios 
TI y sus actividades de Gestión de Incidencias para de esta manera brindar con 




de cumplimiento y productividad en sus operaciones. Se constató falencias en las 
tareas de seguimiento y control, ello genera un desorden en los tiempos de entregar 
la solución lo que se refleja en como es percibido el servicio, así como los elevados 
costos de mantener el servicio por las pésimas distribuciones de los esfuerzos 
realizados por los diversos actores que participan en la atención. Para solucionar 
el problema y optimizar los servicios de gestión de incidencias, se desarrolló un 
modelo de seguimiento y control el cual es soportado por un proceso de análisis 
que emplea métodos y herramientas de minería de procesos, lo cual permite 
administrar de manera eficiente la solución y entrega de los requerimientos creados 
por la organización. Un resultado relevante fue que se pudo crear una nueva área 
de análisis de procesos relacionados a la Gestión de Incidentes y de esta manera 
se validó la efectividad del análisis para elevar la capacidad de contestacion y 
mejora del servicio interno en Telefónica Chile. 
 
Ferreira (2017) presento su tesis denominada “Modelo de madurez de la gestión de 
incidentes” en el Instituto Universitario de Lisboa. En esta investigación se trata la 
preocupación de la mayoría de empresas con las Tecnologías de la Información. 
La información es claramente exponencial. De tal manera que, para la organización, 
planificación, selección, apoyo y prestación de servicios de TI, era necesario 
implementar Marcos de TI. Estos marcos son un grupo de buenas prácticas a 
implementar para la gestión de servicios de TI. Estos marcos incluyen varios 
procesos de diferentes áreas de TI. Éste trabajo de investigación se centró muy 
concretamente en la Incidencias. Dado que las operaciónes de la mayoría de los 
servicios requieren disponibilidad de casi 24/7, la implementación de este proceso 
es crucial. Muchos de los marcos de TI contienen procesos semejantes. Muchas 
organizaciones, cuando tratan de aplicar más de un marco terminan realizando un 
trabajo redundante. Como consecuencia, la eliminación de actividades 
superpuestas se vuelve muy útil para cualquier proceso de marcos de TI. De esta 
manera el proceso se vuelve más simple y con menos costos para la organización. 
Debido a la necesidad de que las organizaciones evalúen la madurez de sugestión 
y que diferentes organizaciones tienen diferentes marcos de TI, surgió la necesidad 




para el proceso de gestión de incidentes que cubre los marcos de TI principales y 
más empleados. 
 
2.3 Variable Independiente 
Entrando en la materia de las teorías relacionadas con la investigación se menciona 
que los sistemas web cada vez son más populares. La variable independiente de 
este estudio es el sistema web. Un sistema web es un sistema que funciona de 
manera eficiente sobre una red. Es considerado como una solución tecnológica 
cuyo funcionamiento va influir en la sistematización y operatividad de toda empresa. 
(Rak, 2020). 
 
Según Rak la arquitectura de un sistema web en la actualidad hace que muchas 
empresas dependan de los procesos comerciales los cuales se ejecutan en sus 
servidores. Las empresas internacionales realizan operaciones con clientes de todo 
el planeta, accediendo a sus servicios en cualquier instante. Los sistemas web se 
usan por lo general para describir la informática que comprende varias máquinas. 
Un clúster son dos o más nodos (computadoras) que trabajan en forma paralela 
para ejecutar tareas. Existen dos razones relevantes para la agrupación. El primero 
de ellos es brindar la capacidad de conmutación por error e incrementar la 
disponibilidad de sistemas. Los clústeres de alta disponibilidad son implementados 
fundamentalmente para optimizar la solidez de los servicios que proporciona el 
clúster. El segundo es facilitar potencia de cálculo en paralelo y optimizar el 
rendimiento de sistema. (2020). 
 
Una de las  arquitecturas más recientes es la de  tres capas, en la cual en el diseño  
se  incorpora  en  el  proceso una  capa intermedia.  Cada  capa  es  un  proceso  
independiente el cual se encuentra bien definido y corre  en  plataformas  que se 
encuentran separadas.  La  arquitectura  basada  en la Web  convierte  el explorador 
Web, en la interfaz del usuario final. (Nano, 2018). 
 
En sus orígenes, la Web consistía o estaba conformada de documentos, lo que se 
conoce como páginas estáticas, debido a esto se podía consultarlas y descargarlas 




técnica denominada CGI (Common Gateway Interface), no obstante esta técnica 
originaba problemas de rendimiento de tener la Web varios accesos al CGI. Así 
mismo la carga para la máquina del servidor eran procesos pesados. (Valarezo, 
Honores, Gómez y Vinces, 2018). 
 
Conforme fueron evolucionando las páginas web, con el devenir de los años se hizo 
imperioso la creación de sistemas orientados a la web, para lo cual era necesario 
usar un lenguaje de programación enfocado a la web. La programación web hace 
referencia a la escritura, el marcado y la codificación, que están comprometidos en 
la construcción de un sitio web (conocido como desarrollo web), el cual incluye 
contenido web, scripting de cliente y servidor web y seguridad de red. (Deliyska, 
2018). 
 
En un sentido riguroso, la programación web como parte de la ingeniería de 
software es un grupo de actividades y tecnologías que hacen posible desarrollar 
scripts. Todos los scripts se llegan a ejecutar en un navegador o en un servidor y 
una de sus mayores ventajas si se comparan con las aplicaciones de escritorio es 
que están escritos en idiomas que tienen compatibilidad con la gran mayoría de los 
sistemas operativos locales y de red. Lo que quiere decir que no hay necesidad de 
mantener diversas versiones de aplicaciones. (Deliyska, 2018). 
 
Para realizar la programación web se recurre al enfoque de desarrollo orientado a 
objetos, el cual es una metodología de programación muy útil y práctica que 
incentiva el diseño modular y la reutilización de software. Una de las características 
principales es el soporte para la abstracción de datos, la capacidad que se tiene 
para definir nuevos tipos de objetos cuyo comportamiento se define de forma 
abstracta, sin hacer referencias a detalles de implementación así como la estructura 
de datos empleada para representar los objetos. (Snyder, 2016). 
 
Los lenguajes de programación orientados a objetos en su mayoría permiten la 
abstracción de datos al impedir que un objeto sea manipulado a excepción de que 
sea manejado por medio de sus operaciones externas que se han  definido. Otra 




optimizar la comprensión de los programas y hacer fácil sus cambios o 
modificaciones. No obstante, en la mayoría de los lenguajes ados a objetos, la 
introducción de la herencia complica la encapsulación. (Snyder, 2016) 
 
Entre los lenguajes de programación más difundidos y usados se tienen a: Java, 
php, java script y phyton. 
Java es un lenguaje de desarrollo de computadoras de propósito general que es 
sincrónico, está orientado a objetos, está basado en clases y está especialmente 
diseñado para tener la cantidad menor de dependencias de implementación en 
cuanto sea posible. Es considerado como el lenguaje ideal para que lo aprendan 
los programadores y desarrolladores. Para compilar el programa el tiempo de 
ejecución necesario es de 1,89 segundos y la memoria usada por segundo es de 
6,01 MB. Actualmente, es el lenguaje de programación más popular y tiene la mejor 
posición con el sistema operativo Android. Java es utilizado para aplicaciones 
móviles, con propósitos comerciales, se usan también para crear aplicaciones de 
escritorio y para establecer aplicaciones de Android en tabletas y teléfonos 
inteligentes. (Naveen, Geyavalli y Sujani, 2018). 
 
Otro lenguaje de programación es php, el cual es también conocido como 
preprocesador de hipertexto. Podría ser considerado un lenguaje de scripting del 
lado del servicio el cual es diseñado para el desarrollo de Internet, no obstante, es 
usado también como un lenguaje de programación de propósito general. Con la 
ayuda de PHP, se puede escalar una aplicación web de manera tremendamente 
veloz y sin mucho esfuerzo. El compilador utiliza un tiempo para ejecutar la lógica 
en el orden de 27,64 segundos y la memoria empleada es de 2,57 MB. PHP es la 
base real de muchos sistemas sólidos de gestión de contenido. Tal es el caso de 
Word Press. (Naveen, Geyavalli y Sujani, 2018). 
 
Se hace énfasis en Php.v7.2 porque es el lenguaje de programación por medio del 
cual se desarrollará el sistema web para gestiónar incidencias. PHP como tipo de 
software de código abierto cuenta con muchas ventajas evidentes en el desarrollo 




1. Alta seguridad: PHP pertenece al software de código abierto, lo que quiere decir, 
que la arquitectura central de PHP y el código fuente están abiertos y disponibles 
para el público, pudiendo el programador puede ver todo el contenido del archivo 
fuente por medio del software respectivo compilar herramientas. El software o 
los sitios web se usan con el servicio Apache. Los softwares o programas que 
son compatibles con PHP pueden ejecutarse en la mayoría de plataformas en el 
mundo. 
2. Multiplataforma: PHP trabaja o corre sobre casi todas las plataformas del sistema 
operativo (Linux / Macintosh, Win32 o UNIX /FreeBSD/OS2, etc.), así como 
también IIS, Apache y otros servidores web. 
3. Soporte para un gran abanico de bases de datos: PHP puede ser compilado en 
una función conectada a muchas bases de datos y tiene la capacidad de 
manipular una diversidad de bases de datos convencionales y no 
convencionales, como SQLServer, Oracle, MySQL, DB2, Access, etc. 
4. Esfuerzo rápido: el código de procedimiento compilado con PHP se caracteriza 
por una enorme eficiencia operativa y menos utilización de datos, por lo cual 
responde velozmente. 
5. Fácil de aprender: el script de PHP es semejante a HTML, los elementos de la 
página se conforman de HTML. Los elementos de página que forman parte del 
HTML se encuentra incrustados con código.  
6. Bajo costo: en el esquema de aplicación empresarial que se basa en PHP, la 
utilización de las herramientas relacionadas y la implementación del medio 
ambiente es gratuito, lo que hace que la empresa se ahorre muchos gastos.  
7. Plantilla: lógica de aplicación y usuario independientes de interfaz. (Hu, 2016). 
 
Según Miró (2016) entre las características de Php destacan: 
1. Documentación extensa.  
Esta es generada de forma oficial por los usuarios. PHP cuenta con la gran 
ventaja de ser utilizado por millones de usuarios en diversos proyectos. Para los 
programadores es una gran ventaja al contar con una gran comunidad que 
respalda el lenguaje de programación.  




Se tienen varias formas para comenzar: se puede arrendar un servidor remoto 
para cargar los archivos, como se haría en cualquier sitio web. Puede crearse 
con una máquina virtual un servidor local, por otro lado en el campo académico 
los estudiantes pueden realizar descargas de la herramienta libre WAMP (XAMP 
o LAMP). Esta herramienta realiza la simulación de que la computadora local es 
un servidor web para ejecutar los ficheros PHP.  
3. Excesiva oportunidades de trabajo. 
En la actualidad las webs más elaboradas operan con PHP, por lo que son miles 
las compañías a nivel mundial que necesitan contar con los servicios de un 
programador de php. 
4. Permite programación orientada a objetos. 
Esto hace que se dividan los scripts en clases, métodos, etc. para de esta forma 
hacer más rápido el procesamiento de los datos con referencia al servidor. 
5. Mejora de la aplicación web con módulos externos. 
Con esto se pueden implementar funcionalidades que no existen, convirtiéndose 
en una gran solución como respuesta a las necesidades del programador. Es así 
que se pueden reusar módulos ya existentes. 
6. Se puede separar la estructura. 
Se puede contar de forma separada el código que se encarga de mover los datos 
con el que se comunica con la interfaz. A esto se le llama MVC (Modelo 
Vista/Controlador), este modelo se usará en el desarrollo. Debido a estas 
cualidades, no se contaminara código con líneas irrelevantes y excesivas. Como 
consecuencia se mantendrá el código transparente y ordenado. 
7. La libertad  
PHP es completamente abierto y multiplataforma, debido a ello no es relevante 
que sistema operativo se esté utilizando.  
Por otro lado JavaScript podría ser considerado como un lenguaje de programación 
de alto nivel. Es un lenguaje que además se caracteriza por ser dinámico, 
débilmente tipado, que se basa en prototipos y multiparadigmas. JavaScript es muy 
práctico ya que este lenguaje podría ayudar grandemente a generar la 
comunicación para los sitios web. Se puede usar varios marcos de estilo en 
JavaScript para construir la excelente interfaz de usuario. Este lenguaje de scripting 




usada por el compilador es 4.59 mb. JavaScript se aplica para cargar imágenes, 
scripts e incluir animaciones en las páginas web, u objetos contemporáneos con la 
finalidad de crear interfaces de usuario de gran capacidad de respuesta. (Naveen, 
Geyavalli y Sujani, 2018). 
 
Por ultimo Python que es un lenguaje de alto nivel entendido para programación de 
propósito general. Es una filosofía de estilo que hace énfasis en la legibilidad del 
código, resaltando la utilización de espacios en blanco significativos. Se construye 
una programación transparente en cada escala sea esta pequeña o enorme. Se 
caracteriza por ser un lenguaje de scripts basado para objetos, la velocidad de 
ejecución de este lenguaje es de 71,90 segundos y la memoria usada es de 2,80 
MB / seg. Python es utilizado principalmente por empresas grandes que evalúan 
grandes conjuntos de datos. (Naveen, Geyavalli y Sujani, 2018). 
 
Con referencia a las bases de datos se consideran en este estudio las más 
relevantes como: Oracle, PostgreSql, Sql Server y Mysql. 
Oracle Database es una colección de datos que se ha tratado como una unidad. El 
propósito de la base de datos es obtener la información relacionada con el negocio 
u organización para la cual esta implementada. El servidor de base de datos es el 
que contiene a la base de datos. Esto es clave para resolver los problemas del 
tratamiento de información. La confiabilidad de los servidores consiste en que 
muchos usuarios pueden acceder a los mismos datos al mismo tiempo, así mismo 
varios usuarios pueden acceder al entorno para gestionar el gran volumen de datos. 
Todo esto mientras se ofrece el alto rendimiento. Evitando el acceso no autorizado 
a la base de datos que se aloja en un servidor y recuperarse de las fallas que se 
presenten. (Jafarov, 2018). 
 
Otra base de datos es el PostgreSql, el cual es un objeto de POSTGRES versión 
4.2, fue desarrollado en base a ORDBMS. PostgreSQL usa el modelo cliente/ 
servidor que utiliza el proceso implementado de forma sencilla. En este modelo, 
uno de los servidores está conectado al proceso de un proceso cliente. Antes de 
las muchas horas de conexiones se realizará todo el tiempo una conexión que 




maestro a utilizar se sepa. Este proceso maestro se llama POSTGRES y fue 
especificado para que la conexión entrante escuche los puertos TCP / IP. Solicitud 
El requerimiento de conexión para detectar el Proceso POSTGRES genera un 
nuevo proceso de servidor. La tarea del servidor es utilizar el otro semáforo y al 
mismo tiempo acceder a los datos con el fin de asegurar que los datos estén 
integros y comunicarse con la memoria compartida. Muchos clientes se basan en 
la biblioteca de idiomas libpq que es el controlador JDBC de Java para protocolos 
como varias implementaciones existentes. (Jafarov, 2018). 
 
SQL Server es la administración de bases de datos relacionales de Microsoft 
sistema (RDBMS). Esta base de datos cuenta con todas las funciones que está 
diseñado básicamente para competir contra Base de datos (Oracle RDBMS) y 
MySQL. SQLServer tiene las siguientes características: 
 Permite la optimización de la memoria de las tablas seleccionadas y 
procedimientos almacenados. 
 Proporciona programas de Asistente de migración para migrar data de las bases 
de datos más utilizados. 
 Clustering Services que permiten recuperar instantáneamente de un sistema a 
otro. 
 Servicios de replicación que mantienen los datos sincronizados entre SQL 
Server y otros sistemas DBMS. (Saikia, Joy y Dolma, 2016). 
 
En este trabajo de investigación se usará el MySql.v5.7 el cual es la más popular 
de todos los Sistemas RDBMS de código abierto. Proporciona muchas funciones, 
de la cual el más valioso es la independencia de su plataforma. Las Ventajas de 
MySQL son:  
 Puede funcionar en múltiples plataformas. 
 Utiliza un diseño de servidor de varias capas con módulos. 
 Se ejecuta muy rápido. 
 Admite muchos tipos de datos. 





 Admite registros de longitud fija y variable. (Saikia, Joy y Dolma, 2016). 
 
Las características de MySql son: 
 Tiene Arquitectura Cliente y Servidor. 
 Tiene compatibilidad con SQL. 
 Las vistas se relacionan con consultas SQL. 
 Hace uso de los disparadores. 
 Los disparadores son sentencias del SQL, este se produce de forma automática 
en muchos procedimientos en la base de registros, ocasiona que los activadores 
operen limitadamente a partir de la versión 5.0. A partir de la versión 5.1 se ha 
mejorado.  
 La replicación permite que el texto en una base de datos se reproduzca en 
diferentes pantallas. En la realidad, esto se efectúa por dos razones: para 
aumentar las defensas contra desperfectos del sistema, de tal forma que si una 
pantalla se apaga, otra se pone en actividad. También logra optimizar la 
velocidad en las consultas a la base de registros (Gilfillan, 2017) 
 
2.4 Variable dependiente 
Por otro lado la variable dependiente de este estudio es gestión de incidencias. La 
gestión de incidencias es un factor muy relevante para asegurar la continuidad de 
un sistema. Los sistemas de información necesitan una gestión de incidentes con 
el fin de asegurar que los sistemas de información puedan brindar un servicio 
máximo de acuerdo al servicio prestado. La finalidad de este estudio tiene como 
objetivo encontrar la forma adecuada de gestión de incidentes. El incidente se 
puede gestionar para que no sea un gran problema. (Palilingan y Batmetan, 2018). 
 
El Proceso de gestión de incidencias según ITIL (2016), describe el “incidente” 
como “Interrupción inesperada del servicio de TI o degradación de la calidad del 
servicio de TI. No configurar un ítem puede tener un impacto en la falla del servicio, 
también es un incidente, como que un nodo en los clústeres se caiga”. El Proceso 
de Gestión de Incidencias de ITIL sirve para gestionar los incidentes que pueden 




gestionado con éxito las fallas del sistema de TI en la última década. (Cao y Zhang, 
2016). 
 
Comprende: origen de la incidencia, confirmación de la incidencia, registros de las 
incidencias, clasificación de las incidencias, priorización de la incidencia, 
diagnóstico inicial, juicio de escalamiento, investigación y diagnóstico, resolución y 
recuperación, cierre de la incidencia. (Cao y Zhang, 2016). 
 
En la figura 3, se aprecia el diagrama de flujo detallado del proceso de como 
gestionar las incidencias. En el anexo 23 Desarrollo de la Metodología Scrum, 8.1 
Proceso de Gestión de Incidencias a implementar,  se muestra el proceso a 
implementar en el sistema web, cumpliendo las buenas prácticas de ITIL ajustadas 






























Figura 3. Proceso de la gestión de incidentes. Fuente: Cao y Zhang, 2016. Reingeniería de 
procesos de gestión de incidentes de ITIL en entornos de Industria 
 
En la figura 4 ITIL, muestra un diagrama simplificado que contiene los pasos o 






Figura 4. Proceso de la gestión del incidente. Fuente: ITIL Gestión de Servicios TI ,2016. 
 
Según la Universidad de Buenos Aires (2016) la gestión de los incidentes desde el 
punto de vista del ITIL está conformado de los siguientes pasos: 
a. Registro 
Esto implica que todos los incidentes deben ser registrados. Cuando se resuelve 
un incidente al resolver otro, es necesario la apertura de un registro nuevo. Los 
datos importantes a considerar en el registro de una incidencia son: 
 Identificación de referencia 
 Prioridad 
 Fecha y hora  
 CI relacionado 
 Categoría de cierre 
 Método de call-back 
 Estado de la incidencia 
b. Clasificación 
Debe determinarse de manera correcta la granularidad del árbol de categorias. 
Para diseñar las categorías se deben realizar los siguientes pasos: 
1. Sesión de brainstorming entre los comprometidos. 
2. Definir el nivel inicial. 
3. Usar categorías iniciales por un tiempo pequeño. 




5. Implementar las revisiones que sean de suma necesidad.  
6. Volver al punto 3 y repetir. 
c. Diagnóstico 
Para realizar el diagnóstico se debe utilizar scripts de diagnóstico y tomar una 
base de datos de errores registrados. En este paso se tratara de resolver la 
incidencia en una primera instancia de atención. El escalamiento es otro paso 
que puede ser funcional o Jerárquico. Por otro lado la investigación y el 
diagnóstico comprenden el desarrollo de las actividades: 
 Comprender la secuencia cronológica de sucesos que originaron la incidencia.  
 Búsquedas a la KEDB.  
 Realizar la confirmación del impacto de la incidencia. 
d. Resolución y Cierre 
La resolución comprende la solución del incidente que se presente para lo cual 
se podría usar los siguientes métodos: 
 Resolución conjunta con el usuario. 
 Resolución por proveedor externo.  
 Resolución por soporte de campo. 
 Resolución remota. 
Con respecto al cierre esta actividad siempre será efectuada por el ServiceDesk. 
El cual debe validar conjuntamente con el usuario el cierre de la incidencia. Por 
último se comprobara lo siguiente:  
 Realizar la categorización de cierre.  
 Ejecutar encuesta de satisfacción.  
 Redactar la documentación de la incidencia.  
 Realizar el cierre final. 
 
Con referencia a las dimensiones, es importante resaltar que se usará las 







La Resolución es el escenario cuando se llega a resolver el evento o hecho fortuito 
después del cual es añadido a una base de datos para aumentar el conocimiento. 
(Vengoechea y Vidal, 2018). 
 
Por otro lado profundizando el concepto de resolución de incidencias, una 
incidencia es el corte no planificado de un servicio de TI o una disminución de la 
calidad de un servicio de TI. Cuando falla de cualquier software, hardware o artículo 
usado en el soporte de un sistema que aún no ha perjudicado el servicio también 
se considera una incidencia. El incidente ocurre cuando el estado operativo de un 
artículo de producción cambia de funcionar a fallar o a punto de fallar, lo que deriva 
en una condición en el que el elemento no está funcionando como fue 
implementado o diseñado. (Universidad de California, 2016). 
 
La resolución de un incidente comprende implementar una reparación para 
restaurar el artículo a su estado original. Un defecto de diseño no crea un incidente. 
Si el producto funciona como diseñado, aunque el diseño no es correcto, la 
corrección necesita tomar la forma de una solicitud de servicio para modificar el 
diseño. (Universidad de California, 2016). 
 
Con respecto al indicador nivel de incidencias atendidas Vengoechea y Vidal (2018) 
expresan que estos tienen diversos niveles para la atención, ya que estos ejecutan 
pasos uno a continuación de los otros para pasar a los siguientes. 
 
En este trabajo de investigación se usó de esta forma el nivel de este hecho fortuito. 
Donde: 
NIA = TIA / TIR * 100 
NIA: Nivel de Incidencias atendidas. 
TIA: Total de Incidencias atendidas.  





Vengoechea y Vidal (2018) manifiestan que el objetivo fundamental de la 
clasificación de un incidente es capturar toda la información con la que se pueda 
contar y usar para resolver el incidente.  
 
Por otro lado el clasificar un incidente percibe como fin determinar su impacto en la 
organización y su prioridad de resolución. En función de su urgencia y su impacto 
se le asignarán determinados recursos y se fijara un tiempo de resolución. Este 
tiempo, urgencia e impacto pueden cambiar a lo largo del análisis de la incidencia: 
pudiendo ampliarse por fallos en la estimación, como también acortarse, debido a 
soluciones temporales eficaces para el cierre de la incidencia. (ITIL, 2016). 
 
Con referencia al Nivel de Incidencias Pendientes se dice que son aquellas que 
alguna vez fueron incidencias pero que por diferentes razones fueron reabiertos y 
no resueltos de forma adecuada en la primera aparición. (Vengoechea y Vidal, 
2018). 
 
Para esta investigación, el Nivel de Incidencias Pendientes se representa de la 
siguiente forma: 
NIP = TIP / TIR * 100 
Donde: 
NIP: Nivel de Incidencias Pendientes. 
TIP: Total de Incidencias Pendientes.  
TIR: Total de Incidencias Registradas. 
 
2.5 Metodología para el desarrollo de software 
Para desarrollar la solución propuesta en ISC Grupo Técnico se usó la Metodología 
Scrum el cual se detalla en el Anexo 23. Para ello se hizo un análisis comparativo 
entre las metodologías: RUP, XP y Scrum de la cual resulto seleccionada el Scrum. 
 






El empleo del framework Scrum involucra diferentes procesos cubriendo cuatro 
eventos distintos: (1) Planificación de Sprint; (2) Sprint; (3) Revisión de Sprint; y (4) 
Retrospectiva de Sprint. El Sprint Planning es el encuentro entre los desarrolladores 
y el cliente donde todos establecen metas para el ciclo de desarrollo o Sprint. Esto 
comprende la escogencia de historias de usuarios, funcionalidades del sistema que 
son definidas desde el enfoque del usuario final. Se basa en la viabilidad y la 
prioridad, después de lo cual procede el desarrollo del software o sistema. A través 
del desarrollo, se realizan Scrums de forma diaria. En los Scrums o reuniones 
cortas, que por lo general se efectúan al comienzo del día, se intercambian informes 
de progreso y cualquier problema que haya surgido. Como consecuencia, el cliente 
podría aportar comentarios y volver a priorizar historias de usuario para el trabajo 
del equipo del proyecto. (Giuseppe, 2018). 
 
Una vez que es completado el Sprint, el equipo y el cliente pasan a otra reunión 
denominada como Sprint Review y Sprint Retrospective. En Sprint Review, el 
cliente y equipo de proyecto discuten el estado en que se encuentran actualmente 
los proyectos y se hace una revisión de todo el trabajo realizado y los logros 
obtenidos en el Sprint, planificándose de esta manera el próximo Sprint. La 
Retrospectiva del Sprint se produce cuando el equipo del proyecto realiza el análisis 
de las mejoras del proceso en los diversos problemas que se hayan encontrado. 
(Giuseppe, 2018).  
 
Según Monte (2017) el Scrum está basado en  la teoría del control empírico de 
procesos. Los tres fundamentos de este proceso son: 
 Transparencia.- los aspectos más importantes del proceso tienen que ser 
conocidos por todos los que participan, esto conlleva que estos aspectos estén 
establecidos por medio de un estándar común, de tal manera que todos tengan 
el mismo entendimiento de las características de cada aspecto. 
 Inspección.- todo proceso tiene un objetivo y para lograrlo, es necesario que los 
que participan en el proceso realicen la evaluación de forma continua, los 





 Adaptación.- cuando una desviación se detecta, la respuesta es la adaptación, 
esto significa adoptar planes o acciones, que colaboren en la corrección de la 
desviación o se reconfigure el proyecto. 
Figura 5. Ciclo de vida del Scrum.  Fuente: http://www.i2btech.com/blog- i2b/tech-
deployment/para-que-sirve-el- scrum-en-la-metogologia-agil/ 
 
Otra metodología conocida es el RUP.  
 El RUP y sus derivados representan un enfoque muy robusto y disciplinado para 
la ingeniería de software. RUP brinda un conjunto de disciplinas y prácticas que 
proporcionan la columna vertebral del método. Quizás el aspecto más relevante 
que lo distingue de los otros métodos de desarrollo de software es lo que expresa 
en su primer principio: Desarrollar iterativamente, con el riesgo como el principal 
impulsor de iteración. RUP emplea el análisis de riesgo explícitamente para 
secuenciar el flujo de trabajo del proyecto. (Huges, 2016). 
 
Buenas prácticas del RUP: 
El RUP se basa en seis buenas prácticas, que se denominan así debido a su uso 
común en toda la industria: 
 Desarrollo de software iterativo.- promueve el desarrollo iterativo al localizar y 
trabajar en los elementos de alto riesgo dentro de cada fase del ciclo de vida de 




 Gestión de requisitos.- permite organizar y realizar un seguimiento de los 
requisitos de funcionalidad del sistema a construir, documentación, 
compensaciones y decisiones, y requisitos comerciales. 
 Uso de arquitecturas que se basan en componentes.- se basa en el desarrollo 
de componentes de software que son reusados por medio de un proyecto y lo 
más resaltante, en proyectos futuros.  
 Modelar visualmente el software.- está basado en el UML (lenguaje de modelado 
unificado). El RUP brinda los recursos para modelar el software visualmente, 
incluidos los componentes y sus relaciones entre sí. Para ello utiliza diferentes 
vistas.  
 Comprobar la calidad del software.- la calidad es un aspecto importante en el 
proceso de desarrollo de software. Ayuda con diseñar, implementar y evaluar 
todo tipo de pruebas a lo largo del desarrollo del software. 
 Controlar los cambios en el software.- describe cómo realizar un seguimiento y 
gestionar todas las formas de cambio que se producirán inevitablemente durante 
el desarrollo, a fin de producir iteraciones exitosas entre compilaciones. (Huges, 
2016). 
 
Por último se consideró a la metodología XP. El XP es una metodología de 
desarrollo de software iterativa el cual tiene por objetivo producir software de mayor 
calidad y con esto proporciona soluciones óptimas. Extreme Programming marca 
la diferencia con otras metodologías debido a que se basa más en la adaptabilidad 
y la capacidad de respuesta a los requisitos cambiantes del cliente. XP se basa en 
procesos ligeros. Las fases del ciclo de XP son: planificación, diseño, codificación 
y pruebas. Como es un modelo iterativo, el sistema se desarrolla dividiendo el 
proyecto general en pequeñas funciones. El ciclo de desarrollo desde el diseño 
hasta la fase de prueba se realiza para una función. Después de ejecutar una 
función y depurarla de manera correcta, los programadores pasan a la siguiente 
fase. (Sahendrasingh y Arif, 2019). 
 
XP se basa en ciclos de lanzamiento rápidos y comunicación de forma continua 
entre los desarrolladores y las partes interesadas (clientes). Se cimienta en gran 




códigos. La comunicación es considerada un factor muy importante en XP. Esta 
comunicación debe ocurrir con frecuencia entre las partes interesadas como los 
desarrolladores, clientes y gerentes. (Sahendrasingh y Arif, 2019). 
 
En el siguiente cuadro se muestra la comparación de las metodologías: RUP, XP y 
Scrum evaluadas por los expertos según determinadas características que se 
detallan en los Anexos 20, Anexo 21 y Anexo 22. Dando como resultado de la 
evaluación la metodología Scrum, la cual es la metodología más idónea para el 
desarrollo del sistema web de gestión de incidencias. 
 
Tabla 1. Evaluación de metodologías por Expertos. 
Experto Metodologías 
RUP XP SCRUM 
Mg. Henry Paul Bermejo Terrones 12 10 15 
Mg. Luis Alexi Gordillo Huamanchumo 9 10 15 
Mg. Ariana Maybee Orué Medina 13 14 15 
Totales   15 
 























3.1. Tipo y diseño de investigación 
Tipo de Investigación 
La investigación aplicada, emplea de forma sistemática estándares de 
investigación de alta calidad, herramientas y métodos de vanguardia con el fin 
de desarrollar soluciones prácticas para el mundo real, problemas sociales que 
tienen que enfrentar los individuos y las organizaciones. En la práctica, los 
investigadores aplicados a menudo se desempeñan por debajo de estos 
estándares, lo que deriva en resultados inexactos o hallazgos irrelevantes y 
recursos desperdiciados. ¿Por qué? Uno de los desafíos proviene de conceptos 
erróneos comunes sobre las peculiaridades de la investigación aplicada como 
una artesanía con sus propios conjuntos de prioridades y limitaciones. 
(Baimyrzaeva, 2018). 
 
Formalmente una investigación que tiene lugar en un entorno cotidiano para 
resolver problemas determinados de personas, instituciones o industrias se 
llama "investigación aplicada". Los investigadores de este campo no suelen 
buscar resolver preguntas difíciles que no tengan respuesta sobre la sociedad 
o el universo. Su objetivo es básicamente crear respuestas para solucionar 
problemas concretos usando evidencias y pensamientos sólidos. Las personas 
que se dedican a este tipo de investigación tienen un amplio abanico de 
funciones y títulos que comprenden consultor, experto de estrategia, analista 
de políticas, especialista en monitoreo y evaluación (M&E), experto en 
desarrollo / cambio organizacional y analista de negocios. (Baimyrzaeva, 2018). 
  
Diseño de la Investigación 
Los diseños de investigación experimentales examinan si existe relación entre 
la variable independiente y dependiente. La variable independiente influye 
sobre la variable dependiente. Es decir se espera que la variable independiente 
provoque algún cambio o variación en la variable dependiente. (Rogers y 
Revesz, 2019). 
 
Los diseños pre-experimentales se consideran los más básicos y simples entre 




que el experimentador manipula una variable independiente para ver su 
impacto sobre una variable dependiente. Sin embargo, el prefijo "pre" afirma el 
hecho de que estos diseños no incluyen un grupo de control. (Sharma, 2019). 
 
La presente investigación usa el diseño Pre- Experimental, porque se va a 
utilizar el diseño pre - test y post - test en un solo grupo. El esquema utilizado 






Figura 6. Diseño de la investigación. Fuente: Hernández, 2020. Metodología de Investigación 
 
 
3.2. Variables y operacionalización 
Definición conceptual 
Variable Independiente (VI): Sistema Web 
En su investigación Molina (2018), indica que este accede los estudiantes a través 
de un servidor web en cualquiera de las plataformas conocidas, las cuales 
permitirán la actualización y mejora de cada una de las aplicaciones. 
 
Variable Dependiente (VD): Gestión de Incidencias 
La gestión de incidencias es muy importante para asegurar la continuidad de los 
servicios de TI en una empresa. Los incidentes se pueden definir como una 
interrupción o disminución de la calidad de los servicios de TI. Incluso el más 
mínimo incidente puede causar problemas importantes en el sistema, como un error 
de configuración del sistema que puede convertirse en un incidente. La resolución 
de problemas de una incidencia puede llamarse gestión de incidencias. (Palilingan 
y Batmetan, 2018). 
 
Los procesos de incidencias se pueden detectar de manera rápida por medio de la 
detección automática de una herramienta de gestión de eventos, como también se 




v3 tiene gestión de incidencias y se cubica en el ciclo de operación del servicio. 
Después de que se suscita un incidente, el sistema debe tener la capacidad de 
restaurar las condiciones del servicio de TI a la normalidad tan pronto como sea 
posible sin dejar nuevos problemas que tengan un mayor impacto en el sistema. 
Como consecuencia, se requiere una gestión de incidentes que aminore los 
impactos negativos de las principales actividades comerciales de la organización. 
El estado normal de los servicios de TI puede denominarse estado predefinido en 
un SLA (Acuerdo de nivel de servicio). (Paliligan y Batmetan, 2018) 
 
Definición Operacional 
Variable Independiente (VI): Sistema Web 
Esta variable es una herramienta tecnológica que se encarga de administrar la 
gestión de incidencias para hacer posible el registro y consultas de estas 
incidencias. 
 
Variable Dependiente (VD): Gestión de Incidencias 
Esta variable es un proceso que realiza primero la identificación de la incidencia, 
luego la registro, los clasifica, diagnóstica y finalmente resuelve y cierra el proceso. 
 
Todo lo mencionado se detalla en los Anexo 5 Operacionalización de variables y 
Anexo 6 Indicadores del proceso de gestión de incidencias. 
3.3. Población (criterios de selección), muestra, muestreo, unidad de análisis 
La población es el universo de estudio. La población debe situarse en forma clara 
por sus atributos de contenido, ubicación y tiempo. Es importante resaltar que la 
población se define también como un grupo de todas las casuísticas que coinciden 
con determinadas reglas. (Hernández, Fernández y Baptista, 2017). 
 
Es relevante detallar la población de estudio porque al culminar el trabajo de 
investigación en base a una muestra de dicha población, será posible extrapolar o 
generalizar los resultados alcanzados del estudio hacia el resto de la población. 





Esta investigación desea realizar la evaluación de los registros de incidencias en la 
Empresa ISC Grupo Técnico durante el año 2020. La población se muestra en la 
tabla 2. 
 
 Tabla 2. Población de indicadores 
Indicador Población Periodo 
Nivel de incidencias atendidas 1,640 Incidencias 20 días 
Nivel de incidencias pendientes 1,640 Incidencias  20 días 
 Fuente: Elaboración propia 
 
Para las investigaciones cuantitativas, la muestra es un subconjunto de la población 
materia de investigación y sobre el cual se recopilarán datos. Se tiene que 
determinarse y delimitarse con anticipación y con exactitud, luego debe ser también 
una cantidad representativa de la población. Se busca que los resultados 
encontrados hallados en la muestra se extrapolen a la población. El interés es que 
la muestra sea representativa estadísticamente. (Hernández, Fernández y Baptista, 
2017). 
 







Figura 7. Formula de la muestra (población finita). Fuente: Quispe, 2017. Estadística Aplicada. 
 
Donde: 
n = tamaño de la muestra 
Z = Nivel de confianza del 95% 
P = 0.5. (Proporción que presenta las características de la población).  




e = 0.05. (Margen de error o nivel de significancia). 
N = Población. (1,640 incidencias). 
 

















𝑛 = 311 Incidencias 
 
Para este indicador, la muestra será de 311 incidencias, que serán estratificadas 
en 20 fichas de registro. 
 

















𝑛 = 311 Incidencias 
 
Para este indicador, la muestra será de 311 incidencias, que serán estratificadas 




Hernández y otros (2017), En relación al muestreo manifiesta que este puede ser 
probabilístico o no probabilístico. Para efectos de lograr un mayor nivel de rigor lo 
más conveniente es escoger el tipo de muestreo aleatorio o probabilístico.      
 
En el muestreo aleatorio o probabilístico todos los elementos de la población tienen 
la misma probabilidad de ser elegidos para la muestra y se logran obtener 
defendiendo los atributos de la población y el tamaño de la muestra, a través de 
una elección  mecánica o aleatoria de las unidades de análisis. (Gamboa, 2017).  
 
Es por ello que se usó formula de la muestra para población finita. (Ver Figura 7). 
La unidad de análisis es conocida también como casos o elementos. Es decir “que 
o quienes” serán los participantes, objetos, sucesos o comunidades que se tomaran 
en cuenta en la investigación. Para el presente trabajo la unidad de análisis son las 
fichas de registros de incidencias. 
    
3.4.  Técnicas e instrumentos de recolección de datos 
Hernández y otros (2017), expresaron que luego que se selecciona el diseño de 
investigación que sea el más idóneo para la investigación y se calcula la muestra 
adecuada que esta lineada con el problema de estudio e hipótesis. La etapa que 
continúa se fundamenta en capturar los datos que sean adecuados en relación a 
conceptos, atributos o variables de las unidades de muestreo/análisis o casos 




Esta técnica se define como el hecho de aplicar un procedimiento estandarizado 
con la finalidad de recolectar información (escrita u oral) de una muestra grande de 
individuos. La muestra tiene que ser representativa de la población de que se va 
investigar; y la información se circunscribe a la delineada por las preguntas que 
forman parte del cuestionario que ha sido previamente codificado y diseñado para 







Esta técnica es usada de manera especial por los investigadores. Consiste en un 
método de capturar y almacenar información. Las fichas contienen un conjunto de 
datos de extensión variable pero todos se refieren a un mismo tema, lo cual le 




Este instrumento consiste en una actividad que se realiza de manera presencial 
entre dos personas. Esta actividad consiste en que el entrevistador de forma oral 
consigue información del entrevistado, por otro lado se realizan intercambios de 
opiniones e información sobre un tema en particular. (Useche y Artigas, 2020).   
 
Ficha de Registro 
Es una herramienta la cual es usada para recopilar y ordenar datos. Puede ser 
también definida como una hoja de trabajo que ayuda a recolectar, procesar y hacer 
que la información tenga sentido de varios recursos de datos. (Formplus, 2017). 
 
Validez 
Hernández y otros (2017), mencionaron que la validez mide el grado en que un 
instrumento mide de manera real las variables. Se debe destacar que la validez de 
cualquiera de los instrumentos es sometida siempre a la opinión de expertos.  
 
Confiabilidad 
Se puede conceptualizar la confiabilidad como la consistencia de los resultados 
alcanzados. Se refiere al grado en que cuando se aplica repetidamente el 
instrumento, al mismo sujeto u objeto, obtiene resultados similares. (Quispe, 2017). 
  
3.5.  Procedimientos 
La recolección de información se realizó en la Empresa ISC Grupo Técnico. En esta 
organización se le brindaron todas las facilidades al tesista investigador, con la 





Los datos e información que se recolectaron tienen relación con el proceso de 
gestión de incidencias. Para ello se consiguió una entrevista con el gerente general 
a quien se realizaron preguntas del tema de incidencias y del ITIL. Como se muestra 
en el Anexo 2. 
 
El siguiente paso fue capturar todos los datos que guardan relación con el proceso 
de gestión de incidencias. Para ello se utilizó la ficha de registro para registrar las 
incidencias de las 311 incidencias. (Tamaño de muestra del estudio). Esta 
información fue verídica y ayudo a realizar el pre - test y pos - test. El instrumento 
fue validado con la firma del certificado de validez de expertos, las cuales  otorgan 
la confiabilidad de la ficha de gestión de incidencias. La cual se muestra en el Anexo 
07, Anexo 10 y Anexo 13. 
 
3.6. Método de análisis de datos 
El análisis cuantitativo tiene como una de sus características que se basa en el 
positivismo como fuente epistemológica, el cual representa la exactitud de los 
procedimientos realizados para medir. Otro atributo del método de análisis 
cuantitativo consiste en la selección subjetiva e intersubjetiva de indicadores de 
determinados elementos de estructuras, procesos, hechos e individuos. (Cadena, 
Rendón y Aguilar, 2017). 
 
Esta investigación será del tipo cuantitativo por que se manejaran números y 
cantidades. En este caso se tomaran en cuenta la cantidad de fichas de registro de 
incidentes y la cantidad de días en que serán evaluadas las fichas de registro. Por 
otro lado cada ficha de registro tiene una determinada cantidad de incidentes. 
 
Con referencia al Método Pre-Experimental Hernández y otros (2017) dijeron que 
los pre-experimentos se denominan así porque su grado de control es pequeño. 
Con ello expresan que no existe un grupo de control y la designación de los grupos 
y de los individuos no se realiza aleatoriamente.  
 
En el caso específico del presente trabajo se aplicara una prueba de pre - test y 





En este proceso se apreciara la influencia de la variable independiente: sistema 
web sobre la variable dependiente: Gestión de incidencias.  
 
Antes de proceder a analizar cualquier tipo de dato, se debe tomar en cuenta la 
distribución que tienen los datos, vale decir, determinar cómo se comportan las 
probabilidades que muestran las variables de acuerdo a su naturaleza continua. 
Esta se expresa mediante una gráfica en relación de su densidad, a esta se le llama 
campana de Gauss o grafica de campana, o en su la aplicación práctica que tenga 
una gran semejanza a un histograma. (Droppelmann, 2018). 
 
En este trabajo de investigación se trabajó con la Normalidad de Shapiro Wilk. Cuya 
regla dice que cuando se tienen menos de 50 valores en la variable es 
recomendable emplear la prueba de normalidad Shapiro Wilk, esto debido a que 
estas se ajustan mejor con este tipo de tamaño de muestra. (Droppelmann, 2018). 
 
Regla: se usa Shapiro Wilk para muestras menores o iguales a 50. 
En esta investigación si bien es cierto según el cálculo de la formula (Ver Figura 7) 
la muestra resultante tiene un tamaño de n=311 incidencias, esta ha sido 
estratificada en 20 días, a razón de un registro de incidencia por día. Cada registro 
de incidencia está conformada por una cantidad de incidencias reportadas, de tal 
manera que al sumar las incidencias de los 20 días esta suma 311. Por ello se 
asume la muestra como n=20 (estratificada). 
 












x(i) (con el subíndice i entre paréntesis) es el número que ocupa la i-ésima posición 
en la muestra (muestra ordenada de menor a mayor); 
 = (x1 + ... + xn) / n es la media muestral; 
a = valor de las variables.  
 
Por otro lado se utilizó también la prueba de T-Student. Según Quispe (2017) la 
distribución t de student es una distribución de probabilidad que se origina de 
calcular la media de una población que tiene distribución normal cuando el tamaño 
de la muestra es mínimo, para muestras menores que 30.  
 
Por eso se justifica su uso en este trabajo de investigación por ser el tamaño de 
muestra 20 estratificado. 
 
Condiciones: 
 Es usada en muestra pequeñas que son menores o iguales a 30. 
 Es desconocida la desviación estándar de la población. 
 Para el caso del diseño pre-experimental es necesario una sola muestra o grupo 
(antes y después). 
 
Características: 
 La distribución t - student es menor en la media y más elevada en los extremos 
de la distribución normal. 

















Figura 9. Distribución T-Student. Fuente: Quispe, 2017. Estadística aplicada a la investigación 
científica. 
A continuación se plantean las hipótesis que van a ser verificadas y desarrolladas 
con su cálculo respectivo en el Capítulo IV. Resultados.  
 
3.7. Aspectos éticos 
El presente trabajo de investigación resulto ser producto del esfuerzo del tesista, 
para ello se fundamenta en la verdad de la información expuesta en todo el trabajo 
y los datos que fueron recopilados. Se respetó los valores éticos, teniendo en 
consideración las normas y principios establecidos para realizar la investigación. 
Para ello se recurrieron a fuentes de investigación primarias de autores 
reconocidos, los cuales fueron citados correctamente. Con ello se respeta la autoría 






Para realizar este trabajo de investigación se recurrió en forma discreta y 
respetando la integridad de los datos e información a los que se accedieron en la 
Empresa ISC Grupo Técnico. Se cumplió con los procedimientos y criterios 
establecidos por la Universidad César Vallejo. Todas las citas fueron realizadas en 






















4.1 Análisis Descriptivo 
Este estudio aplicó un Sistema Web para medir el nivel de incidencias atendidas y 
el nivel de incidencias pendientes en el  proceso de gestión de incidencias; para 
esto se usó un Pre-Test que permita saber las condiciones iniciales del indicador; 
luego se implementó el Sistema Web y nuevamente se ingresó nivel de incidencias 
atendidas y el nivel de incidencias pendientes en el proceso de gestión de 
incidencias. Los resultados descriptivos se aprecian en las Tablas 3 y 4. 
Indicador: Nivel de incidencias atendidas 
Los resultados descriptivos del nivel de incidencias atendidas de estas medidas se 
aprecian en la Tabla 3. 
Tabla 3. Medidas descriptivas del nivel de incidencias atendidas en el proceso de gestión de 
incidencias antes y después de implementar el Sistema Web. 
 
 
Fuente: Elaboración Propia. 
 
En el caso del nivel de incidencias atendidas en el  proceso de gestión de 
incidencias, en el pre-test se alcanzó  un valor de 65.65%, mientras que en el post-
test fue de 93.85% tal como se observa en la figura 10; esto denota una sustancial 
diferencia antes y después de la implementación del Sistema Web; asimismo, el 
mínimo valor del nivel de incidencias atendidas fue del 47% antes y 82% después 
de la implementación del Sistema Web (ver Tabla 3). 
Con relación a la dispersión del nivel de incidencias atendidas, en el pre-test se 







Figura 10. Nivel de Incidencias Atendidas antes y después de implementado el Sistema Web. 
Fuente: Elaboración Propia. 
 
Indicador: Nivel de incidencias pendientes 
Los resultados descriptivos del nivel de incidencias pendientes de estas medidas 
se aprecian en la Tabla 4. 
Tabla 4. Medidas descriptivas del nivel de incidencias pendientes en el proceso de gestión de 
incidencias antes y después de implementar el Sistema Web. 
 
 
Fuente: Elaboración Propia. 
 
En el caso del nivel de incidencias pendientes en el  proceso de gestión de 
incidencias, en el pre-test se alcanzó  un valor de 34.45%, mientras que en el post-
test fue de 6.25% tal como se observa en la figura 11; esto denota una gran 














mínimo valor del nivel de incidencias atendidas fue del 20% antes y 0% después 
de la implementación del Sistema Web (ver Tabla 4). 
Con relación a la dispersión del nivel de incidencias pendientes, en el pre-test 
se obtuvo una variabilidad de 9.03%; no obstante, en el post-test se obtuvo un valor 
de 4.94%. 
 
Figura 11. Nivel de Incidencias Pendientes antes y después de implementado el Sistema Web. 
Fuente: Elaboración Propia. 
 
4.2 Análisis Inferencial 
Prueba de Normalidad 
Se realizaron las pruebas de normalidad para los indicadores del nivel de 
incidencias atendidas y nivel de incidencias pendientes en el  proceso de gestión 
de incidencias por medio del método Shapiro - Wilk, debido a que el tamaño de 
muestra estratificada está constituida de 20 registros de fichas y es menor a 50. 
(Droppelmann, 2018).  
La prueba se realizó ingresando los datos de cada indicador en el software 
estadístico SPSS v21.0, con un nivel de confiabilidad del 95%, bajo las siguientes 
condiciones: 
Si: 
















Sig. ≥0.05 Acoge una distribución normal. 
Dónde: 
Sig. : P-valor o nivel crítico del contraste. 
Los resultados logrados fueron: 
Indicador: Nivel de incidencias atendidas 
Con el objetivo de seleccionar la prueba de hipótesis; los datos se sometieron a la 
verificación de su distribución, puntualmente si los datos del nivel de incidencias 
atendidas tenían distribución normal. 
 
Tabla 5.  Prueba de normalidad del nivel de incidencias atendidas antes y después de implementado 
el Sistema Web. 
 
Fuente: Elaboración Propia. 
 
Como se observa en la Tabla 5 los resultados de la prueba señalan que el Sig. del 
nivel de incidencias atendidas en el proceso de gestión de incidencias en el Pre-
Test fue de 0.887, cuyo valor es mayor que 0.05. Como consecuencia el nivel de 
incidencias atendidas tiene distribución normal. Los resultados de la prueba del 
Post-Test señalan que el Sig. del nivel de incidencias atendidas fue de 0.071, cuyo 
valor es mayor que 0.05, lo que demuestra que el nivel de incidencias atendidas 
tiene distribución normal. Lo que confirma la distribución normal de ambos datos de 





Figura 12. Prueba de normalidad del nivel de incidencias atendidas antes de implementado el 








Figura 13. Prueba de normalidad del nivel de incidencias atendidas después de implementado el 
Sistema Web. Fuente: Propia. 
 
Indicador: Nivel de incidencias pendientes 
Con el objetivo de seleccionar la prueba de hipótesis; los datos se sometieron a la 
verificación de su distribución, puntualmente si los datos del nivel de incidencias 





Tabla 6. Prueba de normalidad del nivel de incidencias pendientes antes y después de 
implementado el Sistema Web. 
 
Fuente: Elaboración Propia. 
 
Como se observa en la Tabla 6 los resultados de la prueba señalan que el Sig. del 
nivel de incidencias pendientes en el proceso de gestión de incidencias en el Pre-
Test fue de 0.887, cuyo valor es mayor que 0.05. En consecuencia el nivel de 
incidencias pendientes tiene distribución normal. Los resultados de la prueba del 
Post-Test señalan que el Sig. del nivel de incidencias pendientes fue de 0.074, cuyo 
valor es mayor que 0.05, por lo que indica que el nivel de incidencias pendientes 
tiene distribución normal. Esto confirma la distribución normal de ambos datos de 






Figura 14. Prueba de normalidad del nivel de incidencias pendientes antes de implementado el 










Figura 15. Prueba de normalidad del nivel de incidencias pendientes antes de implementado el 
Sistema Web. Elaboración propia. 
 
 
4.3 Prueba de Hipótesis 
Hipótesis de Investigación 1: 
 H1: El Sistema Web incrementa el nivel de incidencias atendidas en el proceso 
de gestión de incidencias en la compañía ISC Grupo Técnico en el año 2020. 
 Indicador: Nivel de incidencias atendidas. 
Hipótesis Estadísticas 
Definiciones de Variables: 
- NIAa: Nivel de incidencias atendidas antes de usar el Sistema Web. 





 H0: El Sistema Web no incrementa el nivel de incidencias atendidas en el 
proceso de gestión de incidencias en la compañía ISC Grupo Técnico en el año 
2020. 
H0 = NIAa≥ NIAd 
El indicador sin el Sistema Web es mejor que el indicador con el Sistema Web. 
  
 HA: El Sistema Web incrementa el nivel de incidencias atendidas en el proceso 
de gestión de incidencias en la compañía ISC Grupo Técnico en el año 2020. 
HA = NIAa< NIAd 
El indicador con el Sistema Web es mejor que el indicador sin el Sistema Web. 
En la figura 16, el nivel de incidencias atendidas (Pre Test), es de 65.65% y el Post-
Test es 93.85%. 
 
Figura 16. Comparativo del Nivel de Incidencias Atendidas antes y después de implementado el 
Sistema Web. Fuente: Propia. 
De la Figura 16 se concluye que hay un aumento en el nivel de incidencias 
atendidas, el cual se verifica al realiza la comparación de las medias 














Con relación al resultado del contrastación de hipótesis se aplicó la Prueba T-
Student, debido a que los datos alcanzados durante la investigación (Pre-Test y 
Post-Test) tienen distribución normal. El valor de T contraste es de -9.929 (Ver 
Tabla 7). El cual es inferior que -1.729. (Ver Figura 17).   
Tabla 7. Prueba de T-Student para el nivel de incidencias atendidas en el proceso de gestión de 
incidencias antes y después de implementado el Sistema Web 
 
Fuente: Elaboración Propia 
 
En consecuencia se rechaza la hipótesis nula, aceptando la hipótesis alterna con 
un 95% de confianza. Así mismo el valor T alcanzado de -9.929, como se observa 
en la Figura 17, se posiciona en la zona de rechazo. En consecuencia, El Sistema 
Web aumenta el nivel de incidencias atendidas en el proceso de gestión de 
incidencias en la compañía ISC Grupo Técnico en el año 2020. 
 
Figura 17. Prueba T-Student – Nivel de incidencias atendidas. Fuente: Elaboración propia. 
 
Hipótesis de Investigación 2: 
 H2: El Sistema Web reduce el nivel de incidencias atendidas en el proceso de 





 Indicador: Nivel de incidencias pendientes 
Hipótesis Estadísticas 
Definiciones de Variables: 
- NIPa: Nivel de incidencias pendientes antes de usar el Sistema Web. 
- NIPd: Nivel de incidencias pendientes después de usar el Sistema Web. 
 
 H0: El Sistema Web no reduce el nivel de incidencias pendientes en el proceso 
de gestión de incidencias en la compañía ISC Grupo Técnico en el año 2020. 
H0 = NIPa <  NIPd 
El indicador sin el Sistema Web es mejor que el indicador con el Sistema Web. 
  
 HA: El Sistema Web reduce el nivel de incidencias pendientes en el proceso de 
gestión de incidencias en la compañía ISC Grupo Técnico en el año 2020. 
HA = NIPa ≥  NIPd 
El indicador con el Sistema Web es mejor que el indicador sin el Sistema Web. 
En la Figura 18, el nivel de incidencias pendientes (Pre Test), es de 34.45% y el 
Post-Test es 6.25%. 
 
Figura 18. Comparativo del Nivel de Incidencias Pendientes antes y después de implementado el 
















De la Figura 18 se concluye que existe una reducción en el nivel de incidencias 
pendientes, el cual se puede contrastar al comparar las medias respectivas, que de 
34.45% se reduce a 6.25%. 
Con relación al resultado de comparación de hipótesis se aplicó la Prueba T-
Student, por que los datos alcanzados durante la investigación (Pre-Test y Post-
Test) tienen distribución normal. El valor de T contraste es de 9.949 (Ver tabla 8), 
el cual es claramente mayor que 1.729. (Ver Figura 19). 
Tabla 8. Prueba de T-Student para el nivel de incidencias pendientes en el proceso de gestión de 
incidencias antes y después de implementado el Sistema Web 
 
Fuente: Elaboración Propia. 
 
En consecuencia, se rechaza la hipótesis nula, aceptando la hipótesis alterna con 
un 95% de confianza. Así mismo el valor T alcanzado, como se observa en la Figura 
19, se posiciona en la zona de rechazo. En consecuencia, El Sistema Web reduce 
el nivel de incidencias pendientes en el proceso de gestión de incidencias en la 
compañía ISC Grupo Técnico en el año 2020. 
 





















Indicador: Nivel de Incidencias Atendidas 
En esta investigación, se logró que con la implementación de Sistema Web 
aumentará el nivel de incidencias atendidas de un 65.65% a un 93.85%, por lo tanto 
se demuestra un incremento del 28.20% en las atenciones de las incidencias. De 
la misma forma Nolazco, en su tesis titulada “Aplicación web para la gestión de 
incidencias en el área de telemática de la Dirección General de Capitanías y 
Guardacostas”, llegó a la conclusión que los resultados logrados fueron positivos, 
pues se incrementó el nivel de efectividad en las incidencias a resolver a un 92.24%, 
mejorando el soporte a los usuarios de los módulos del sistema SISCAMAR. 
Indicador: Nivel de Incidencias Pendientes 
Por otro lado, también se logró que con la implementación del Sistema Web se 
reduzca el nivel de incidencias pendientes de un 34.45% a un 6.25%, por lo que se 
demuestra una reducción del 28.20% en las incidencias pendientes de atención. 
Tacilla, en su tesis denominada “Sistema informático web de gestión de incidencias 
usando el framework angularjs y nodejs para la empresa redteam software llc”. 
Universidad Peruana Antenor Orrego., llegó a la conclusión que con la 
implementación del sistema web de gestión de incidencias se disminuyó el tiempo 
en resolver las incidencias reportadas de 129.46 horas (100%) a 69.83 horas 
(53.93%).  
Los resultados alcanzados en la presente tesis ratifica que el  uso de una solución 
tecnológica hace fácil el acceso a la información y mejora los procesos de gestión, 
confirmando así que el Sistema Web para el proceso de gestión de incidencias en 
la empresa ISC Grupo Técnico incrementa el nivel de incidencias atendidas en un 
28.20% y reduce el nivel de incidencias pendientes en el mismo porcentaje 
coincidentemente; de los resultados alcanzados se llegó a la conclusión que el 


























En la presente investigación se llegó a las siguientes conclusiones: 
 Se concluye que el Sistema Web mejoró el proceso de gestión de incidencias 
en la empresa ISC Grupo Técnico, ya que permitió el incremento del nivel de 
incidencias atendidas y la reducción del nivel de incidencias pendientes, por lo 
tanto se logró alcanzar el objetivo de esta tesis. 
 
 Se concluye que el Sistema Web aumentó el nivel de incidencias atendidas en 
un 28.20%. En consecuencia se afirma que el Sistema Web aumenta el nivel de 
incidencias atendidas el proceso de gestión de incidencias. 
 
 Se concluye que el Sistema Web reduce el nivel de incidencias pendientes en 
un 28.20%. En consecuencia se afirma que el Sistema Web reduce el nivel de 


























Finalmente luego del detallado estudio de la investigación, se recomienda los 
siguientes puntos:  
 
 Para la empresa ISC Grupo Técnico se recomienda implementar los indicadores 
para el  nivel de incidencias resueltas y el nivel de incidencias canceladas, con 
el propósito de completar el ciclo de vida de la incidencia.  
 
 Para investigaciones futuras es recomendable complementar el proceso de 
negocio del mantenimiento de flota pesquera, la cual debería tener en cuenta 
implementar la gestión de órdenes de trabajo y el ciclo de vida de los equipos. 
 
 Finalmente, se recomienda crear un equipo de trabajo, el cual deberá brindar el 
soporte y mantenimiento necesario a los usuarios tanto en el uso del sistema 
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Anexo 8. Ficha de experto 1, Indicador 1: Nivel de incidencias atendidas 
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Anexo 9. Ficha de experto 1, Indicador 2: Nivel de incidencias pendientes 
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 Anexo 11. Ficha de experto 2, Indicador 1: Nivel de incidencias atendidas 
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Anexo 12. Ficha de experto 2, Indicador 2: Nivel de incidencias pendientes 
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 Anexo 14. Ficha de experto 3, Indicador 1: Nivel de incidencias atendidas 
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Anexo 15. Ficha de experto 3, Indicador 2: Nivel de incidencias pendientes 
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Anexo 23. Desarrollo de la Metodología Scrum   
 
1. Cronograma de Tiempos 
Tabla 9.  Cronograma de la implementación del sistema web. 
 
Fuente: Elaboración Propia. 
 
 
2. Recursos y Costos  
Tabla 10. Recursos y costos para la implementación del sistema web, expresados en 
nuevos soles. 
 




3. Requerimientos Funcionales 
 
Tabla 11. Requerimientos funcionales de la implementación del sistema web. 
 
Fuente: Elaboración Propia. 
 
4. Roles Scrum 
 
Tabla 12. Roles Scrum de la implementación del sistema web. 
 
Fuente: Elaboración Propia. 
 
5. Historia de Usuarios 
 
Tabla 13. Historia de usuario 1. 
 






   Tabla 14. Historia de usuario 2. 
 















Tabla 15. Historia de usuario 3. 
 









Tabla 16. Historia de usuario 4. 
 
Fuente: Elaboración Propia. 
 
 
Tabla 17. Historia de usuario 5. 
 








Tabla 18.  Historia de usuario 6. 
 




















6. Product Backlog 
 
Tabla 19. Product Backlog. 
 






7. Spring Backlog 
 
Tabla 20. Spring Backlog. 
 
Fuente: Elaboración Propia. 
 
8. Planificación de los Spring Backlog 
 
8.1 Proceso de Gestión de Incidencias a implementar 
 







8.2 Spring 0 – Ejecución del Plan 
 
Tabla 21. Ejecución del Spring 0. 
 
Fuente: Elaboración Propia. 
 
 Incremento 0: Se muestra en el Anexo 4 y Anexo 23 punto 1. 
 
8.3 Spring 1 – Registrador: Ingresa Incidencia 
 
Tabla 22. Ejecución del Spring 1. 





 Incremento 1: El Registrador, inicia sesión. 
 
Figura 20. Inicio de sesión Registrador. Fuente: Elaboración propia. 
 
 Incremento 1: El Registrador, Registra nueva Incidencia reportando el 
problema, embarcación, equipo, puerto, que prioridad tendrá, adjuntará 
una imagen del problema, y finalmente que taller lo atenderá, según el 
flujo esta incidencia deberá ser enviada al taller asignado y pasa al 
estado Nuevo. Como se observa en la Figura 21. 
 




8.3 Spring 2 – Asistente de Taller: Asigna Técnico Responsable 
 
Tabla 23. Ejecución del Spring 2. 
 
Fuente: Elaboración Propia. 
 
 Incremento 2: Asistente de Taller, inicia sesión. 
 
     Figura 22. Inicio de sesión Asistente de Taller. Fuente: Elaboración propia. 
 
 Incremento 2: El Asistente de Taller, lista las incidencias en su flujo con 
estado nuevo e ingresa a la incidencia con el botón editar, (Ver Figura 
35 
 
23), Asigna al Técnico Responsable que atenderá la incidencia y el 
estado pasa a  PENDIENTE (Ver Figura 24). 
 
Figura 23. Pantalla lista del Asistente de Taller. Fuente: Elaboración propia. 
 
 




8.4 Spring 3 – Técnico Responsable: Ingresa Causa y Solución. 
 
Tabla 24. Ejecución del Spring 3. 
 
Fuente: Elaboración Propia. 
 
 Incremento 3: Técnico de Taller, inicia sesión. 
 
Figura 25. Inicio de sesión Técnico de Responsable. Fuente: Elaboración propia. 
 
 Incremento 3: El Técnico de Taller, lista las incidencias en su flujo con 
estado pendiente e ingresa a la incidencia con el botón editar, (Ver Figura 
27). Ingresa la causa, la solución y adjunta imagen del informe técnico. 




Figura 26. Pantalla lista del Técnico Responsable. Fuente: Elaboración propia. 
 
 





8.5 Spring 4 – Jefe de Taller: Ingresa Informe Final 
 
Tabla 25. Ejecución del Spring 4. 
 
Fuente: Elaboración Propia. 
 Incremento 4: Jefe de Taller, inicia sesión. 
 
Figura 28. Inicio de sesión Técnico de Responsable. Fuente: Elaboración propia. 
 
 Incremento 4: El Jefe de Taller, lista las incidencias en su flujo con estado 
resuelto e ingresa a la incidencia con el botón editar, (Ver Figura 29). 
Visualiza en formato pdf la incidencia para validarla (Ver Figura 30), e 
ingresa el informe final y adjunta imagen del informe final. La incidencia 




  Figura 29. Pantalla lista del Jefe de Taller. Fuente: Elaboración propia. 
 
 





Figura 31. Reporte de Incidencia en pdf. Fuente: Elaboración propia. 
 
8.6 Spring 5 – Indicadores de Incidencias y Monitoreo de Incidencias  
 
Tabla 26. Ejecución del Spring 5. 
 
Fuente: Elaboración Propia. 
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 Incremento 5: Jefe de Taller, inicia sesión. 
 
Figura 32. Inicio de sesión Jefe de Taller. Fuente: Elaboración propia. 
 
 Incremento 5: Indicadores y reportes operativos. 
 

















Figura 36. Reporte por Embarcación. Fuente: Elaboración propia. 
 
 
Figura 37. Reporte por Embarcación en excel. Fuente: Elaboración propia. 
 
 
Figura 38. Reporte por Equipo. Fuente: Elaboración propia. 
 
 






Figura 40. Reporte por Estado. Fuente: Elaboración propia. 
 
 









9. Arquitectura de la Solución Implementada - MVC 
 
 




10. Diseño de Base de Datos 
 





Figura 44. Base de Datos en MySql v5.7. Fuente: Elaboración propia. 
 
 
































11. Maestros del sistema web de gestión de incidencias. 
 
Figura 51. Maestros del sistema. Fuente: Elaboración propia. 
 
 






            Figura 53. Maestro de Equipos. Fuente: Elaboración propia. 
 
 
















              Figura 56. Maestro de Estados. Fuente: Elaboración propia. 
 
 





          Figura 58. Maestro de Talleres. Fuente: Elaboración propia. 
 
 





12. Diagrama de Secuencias 
 
Figura 60. Diagrama de Secuencia. Fuente: Elaboración propia. 
 
13. Código en PHP 7.2 
 















Figura 64. Código de Embarcaciones. Fuente: Elaboración propia. 
 
  
