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Stern–Gerlach magnets are used to magnetically separate a beam of atoms or atom clusters. The design is difficult, since both
the magnetic field gradient and its homogeneity should be maximized. This paper proposes the numerical optimization of the
device’s pole-shoe shapes, starting from a reference geometry given in the literature. The main contributions of this paper are the
generalization of a magnetic field–magnetic circuit coupling and the application of isogeometric analysis (IGA), which are shown to
reduce the computational complexity and increase the accuracy. The field–circuit coupling significantly reduces the size of the field
model part, in which the IGA’s spline-based framework enables a highly accurate evaluation of local field quantities, even across
elements.
Index Terms— Finite-element (FE) analysis, isogeometric analysis (IGA), magnetic circuits, magnetostatics, optimization.
I. INTRODUCTION
THE angular momentum of atoms or atom clusters and itsspatial quantization are experimentally determined by the
Stern–Gerlach experiment [1], [2]. A Stern–Gerlach magnet
provides a magnetic field that causes a precession of the
magnetic dipoles, which, combined with the field gradient,
deflects the particles. The magnetic field gradient in the region
between the poles should not only be large, in order to
obtain a sufficiently large deflection, but also homogeneous,
in order to guarantee an acceptable resolution for the mea-
surement. Besides the two-wire configuration, the Rabi-type
and the sextupole Stern–Gerlach magnets are common
technology [3], [4]. In a Rabi-type magnet, two ferromag-
netic pole shoes are shaped such that the two-wire field is
reconstructed.
This paper aims at a further optimization of the
pole-shoe shapes of the Rabi-type magnet described in [5]
(see Fig. 1) based on finite-element (FE) and isogeometric
analysis (IGA) models. The magnet is already in operation at
KU Leuven in Belgium, and the setup has achieved the design
requirements for the field (a minimum of 200 T/m for the field
gradient in the x-direction and a field inhomogeneity of max-
imum 5%); however, there is interest in further improvements
for future upgrades.
The optimization procedure requires the solution of
numerous (nonlinear) FE models. For reasons of computa-
tional efficiency, the optimization is carried out using a (lin-
earized) 2-D model of the cross section. Two further original
improvements of the 2-D FE model turned out to be necessary
to obtain both a sufficiently accurate as well as a sufficiently
fast solution. The FE model is partially replaced by a magnetic
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Fig. 1. 3-D model of one half of the Stern–Gerlach magnet (modeled with
CST EM STUDIO [7]).
equivalent circuit modeling the coils and the yoke. Only the
pole section is spatially resolved and the shape is described
in terms of non-uniform rational B-splines (NURBS) [6].
Consequently, the geometry is represented in the language
of computer aided design (CAD). This allows easy and
fast communication with the possible manufacturers of the
pole tips.
For the spatial discretization, IGA is used. IGA is
a relatively new technique that generalizes the standard
FE method by using more regular basis functions for the
approximation process [8]. Both the geometry mapping and
the basis functions are described in terms of the traditional
B-splines or NURBS [8]–[10]. Globally highly smooth solu-
tions, including the gradients, can be obtained, while in
classical FE methods, the basis functions are typically only
continuous across the element boundaries, i.e., field gradients
become discontinuous. Finally, the need for remeshing in the
optimization loop can be reduced because of the construction
of a global geometry mapping. Due to these properties,
IGA has proved to be more and more useful for shape
optimization [11], [12] (see [13] and the references therein
for a general treatment of shape optimization).
0018-9464 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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The Stern–Gerlach magnet is an example in which this
approach is particularly effective. However, other geometric
optimization problems on the basis of magnetic field simula-
tions can benefit from these methods. The salient poles of a
synchronous machine, for example, can be modeled with IGA
and combined with a magnetic equivalent circuit for the stator
part, or, with the same approach, the pole tip of a magnetic
recording device can be optimized.
The structure of this paper is organized as follows.
In Section II, we introduce the mathematical model used and
the quantities of interest in the beam area that are the target
of optimization. In Section III, the partial model and the
coupling with the magnetic equivalent circuit are explained.
Finally, we present the IGA optimization scheme and the
results obtained.
II. STANDARD MAGNET MODELS
The Stern–Gerlach magnet is operated with a dc current;
thus, the magnetic field can be calculated with sufficiently
high accuracy by the nonlinear magnetostatic formulation of
the Maxwell’s equation on the computational domain 
∇ × (μ−1( B) ∇ × A) = J (1)
where μ is the (nonlinear) permeability, B = ∇ × A is the
magnetic flux density, A is the magnetic vector potential, and
J is given in terms of a winding function that homogeneously
distributes the current density (Nc/|Sc|)I in the coil domain,
where |Sc| is the cross section and Nc is the number of
turns [14].
The magnetic field gradient in the x-direction τ = d| B|/dx
can be obtained from the solution for A by postprocessing.
The average magnetic field gradient in the beam area beam
is calculated by
τav = 1|beam|
∫
beam
τ (x, y) d  (2)
and the inhomogeneity of the magnetic field gradient is
quantified by
 =
√
1
|beam|
∫
beam
(
τ (x, y)
τav
− 1
)2
d  . (3)
Consequently, the optimal situation is obtained when |τav| is
maximal and  is minimal.
A. Spatial Discretization
In the FE setting, the magnetic vector potential is
approximated by
A(x) ·=
NDoF∑
j=1
a j ω j (x) (4)
with a j being the degrees of freedom (DoFs). { ω j (x)} is a
set of vectorial shape functions defined on a mesh in  and
NDoF is the number of DoFs. Weighting (1) by the functions
from the same space and integrating by parts on  leads to a
system of equations of the form K(a)a = f with
(K)i, j =
∫

μ−1 ∇ × ωi · ∇ × ω j d 
(f)i =
∫

J · ωi d . (5)
In the 3-D FE approach, ω j is chosen as the classical edge
shape function; in particular, we use a second-order basis func-
tion on a tetrahedral grid with tree/cotree regularization [7].
In 2-D, we choose ω j = N j (x, y)ez/z , where N j (x, y)
is the standard lowest order nodal function, ez is the unit
vector in the z-direction, and z is the length of the model
in the z-direction. Also, in the IGA case, dedicated basis
functions can be constructed for the 2-D and 3-D geometries.
To solve Maxwell’s equations in 3-D, ω j is typically a curl-
conforming transformation of B-splines [9], and the DoFs a j
are to be interpreted as the control points of a B-spline volume
(with similar simplification in 2-D as for the FE case). The
approach can be proved to be a consistent generalization of
edge shape functions, with the additional advantage of being
able to suitably select the level of global regularity depending
on the problem being solved.
Finally, the discrete equation system (5) is solved using the
Newton–Raphson scheme to account for the nonlinearity of
the ferromagnetic yoke parts.
Once a solution for A has been obtained, the computation
of the field gradient τ requires the evaluation of its second
derivative. In a classical FE method, the basis functions
typically guarantee only C0 continuity across the element
boundaries, and this would adversely affect the regularity of
the magnetic field gradient. By using C p B-spline functions as
a basis, it is possible to obtain up to C p−1 continuity across the
element boundaries and a highly regular evaluation of τ . The
average magnetic field gradient τav (2) and the inhomogeneity
factor  (3) are then numerically approximated using higher
order quadrature [16].
B. Reference Models
Let 0 denote the reference geometry based on [5], as
shown in Figs. 1 and 2. Its symmetry allows us to consider just
one half of the magnet. The average magnetic field gradient
and its inhomogeneity factor have been calculated both by
the 3-D FE solver CST EM STUDIO [7] and by the 2-D
FE solver Finite Element Method Magnetics (FEMM) [15]
using a current excitation of 2600 A, i.e., 40 A and 65 turns.
The considered beam area has an extent of 0.5 × 3 mm2
(see Fig. 2). The simulation results are presented in Table I
and are in good agreement with each other.
III. PARTIAL MAGNET MODEL
Since the reference Stern–Gerlach magnet is already in
operation, the coils and the outer yoke parts will not be
replaced. Hence, they remain unaffected by the optimization.
In addition, changes to the pole geometry may change the
magnitude of the magnetic flux but only marginally change
its distribution in the outer parts. This motivates consider-
ing only the pole region of the Rabi-type magnet (Fig. 2)
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Fig. 2. 2-D model of one half of the Stern–Gerlach magnet showing the
computational domain  (FEMM [15]).
TABLE I
AVERAGE MAGNETIC FIELD GRADIENT AND INHOMOGENEITY FACTOR
BEFORE AND AFTER THE OPTIMIZATION (∗p OBTAINED
WITH THE WEIGHTING FACTOR τ∗w = 8 T/m)
in the following, which further contributes to reduce the
computational costs of the optimization. The partial domain,
including the pole tips, is denoted by p. It is cut out from the
full model at the interface p = ∂p. Some further adaptations
are carried out, as outlined in the following.
A. Frozen Boundary Condition
A naive procedure to reduce the computational complexity
would be as follows.
1) A solution A0 of the full FE model is computed for the
reference geometry 0.
2) The field distribution is extracted at the pole-tip interface
A0p := A0|p (see Fig. 3).
3) For any subsequent solution Ap of the partial model,
the original distribution is used as Dirichlet data
Ap|p = A0p.
It is clear that the solution Ap of the partial model will
attain the same results as the full model A0 as long as
the pole geometry remains unchanged. However, a different
pole geometry will cause a change of the overall magnetic
field and introduce an approximation error in the cascading
approach defined above (as long as no iterative solution
Fig. 3. z-component of the magnetic vector potential and the test function
χ ′ along the boundary ˜p.
Fig. 4. Comparison between the partial and the full model.
process is set up). This impact is quantified by a numerical
experiment. The boundary potential is extracted from a full
model with a gap length of 4 mm; then, the center of the
concave pole is shifted in order to change the gap length. Fig. 4
shows that for a varying gap length, significant deviations
for the average field gradient occur. This result motivates the
application of a magnetic field–circuit coupling, which allows
modeling the outer magnetic circuit by a magnetic Thévenin
equivalent.
B. Magnetic Field–Circuit Coupling
We propose to represent the outer part of the magnet by
a magnetic equivalent circuit and couple it to the remaining
field model by field–circuit coupling, as explained in [17].
However, we generalize the idea and do not restrict ourselves
to (perfectly permeable) magnetic flux gates and (perfectly
impermeable) magnetic flux walls as in standard magnetic
field–circuit coupling. We establish a coupling between the
field distribution, shown in Fig. 3, and the external magnetic
equivalent circuit.
The relevant quantities in a magnetic equivalent circuit are
magnetomotive forces, reluctances, and fluxes. The partial
model p is represented by a reluctance Rp in the circuit
together with a magnetomotive force Fmmf representing the
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Fig. 5. Magnetic equivalent circuit embedding the partial model.
coil and a reluctance Ry for the outer yoke parts (Fig. 5). The
flux through the circuit is denoted by 
. The total reluctance is
Rtot = Rp+Ry. Kirchhoff’s voltage law for magnetic circuits
leads to Fmmf = Rtot
. The magnetic energy stored in the
circuit is
Wmagn = 12Rtot

2 = 1
2
Fmmf
. (6)
The reluctance of the yoke is calculated using the full
2-D FE model. For that purpose, the partial model is replaced
by an iron part with the same nonlinear permeability as
the iron yoke μiron( B), further called the replacement par-
tial model (RPM). The magnetomotive force is fixed to
Fmmf = Nc I . The coil current is then appropriately changed
such that the flux, through the RPM, attains the same value
as the flux 
0 in the original partial model. 
0 is calcu-
lated by solving (1) on the original domain  and using

0 = ∫|p| B · n d at the entrance or the exit of the partial
model, where n is the normal unit vector on p and |p| is the
cross section of the magnetic path through the partial model.
By doing this, the nonlinear effects in the iron yoke present
in the original model are considered. As the magnetic field B
inside the RPM is almost homogeneous, the permeability is
assumed to be constant μhom. The total reluctance is then
calculated by Rtot = Fmmf/
0. The reluctance of the RPM is
Rp = bp
μhom|p|
where bp is the length of the partial model. The reluctance of
the outer yoke parts is then found by Ry = Rtot −Rp.
The coupling is constructed as follows. The magnetic vector
potential at the interface p is extracted from the reference
solution as before. The distribution of the unit magnetic vector
potential is then defined by
χ |p := A0p/
0
with A0p := A0|p obtained by solving (1) on the original
domain 0 and continued into the interior of p. When an
increased gap length leads to an increased reluctance and
consequently a decreased magnetic flux 
′, the magnetic
vector potential at p can be expressed by 
′ χ(x).
Let now the shape functions ω j of the reduced model be
numbered such that j ∈ {1, . . . , M} are associated with edges
inside p and j ∈ {M + 1, N} associated with edges at p.
The magnetic vector potential is then given by
A(x) =
M∑
j=1
a j ω j + 
 χ. (7)
χ(x) can be interpreted as an additional global ansatz
function [18]. The weighted residual approach applied to (7)
leads to Kaaa + Kab
 = 0, where Kaa ∈ RM×M is the usual
stiffness matrix and Kab is a column vector defined by
(Kab)i,1 =
∫
p
μ−1 ∇ × ωi · ∇ × χ d  (8)
where i = 1, 2, . . . , M . An additional equation feedbacks
the magnetomotive force of the partial model to the external
circuit. The magnetomotive force of p is calculated by
Fp =
∫
˜p
H · ds =
∫
˜p
(μ−1 ∇ × A) · ds (9)
where ˜p is an adequate part of p, as shown in Fig. 2.
Introducing (7) into (9) and integrating by parts leads to
Fp = Kbaa + Rp
, where Kba ∈ R1×M can be interpreted
as a weighting in a Petrov–Galerkin framework
(Kba)1, j =
∫
p
μ−1 ∇ × χ ′ · ∇ × ω j d  (10)
with the test function χ ′, as shown in Fig. 3. Finally,
the field–circuit coupled system of equations is[
Kaa Kab
Kba Rp +Ry
] [
a


]
=
[
0
Fmmf
]
. (11)
The partial model with magnetic field–circuit coupling is
submitted to the same test as in Section III-A. It is obvious
from Fig. 4 that the magnetic field–circuit coupling offers a
substantial improvement compared with the frozen-boundary-
condition approach.
IV. OPTIMIZATION OF THE MAGNET IN GeoPDEs
For the simulation of the partial model, we use
GeoPDEs [10], an Octave/MATLAB-based package for
the numerical solution of partial differential equations in
1–3 dimensions in terms of IGA. In addition to the most
common basis function spaces, GeoPDEs already provides
the curl-conforming B-spline spaces necessary for Maxwell’s
equations [9] and supports a multipatch framework,
i.e., separate geometry mappings per subdomain (patch).
To represent the partial model of the pole tips in GeoPDEs,
the domain is split into three patches, one for the gap region
and two for the left pole and the right pole, respectively. Each
patch is the mapping on the physical space of the unit square
F : [0, 1]2 → . F is defined in terms of control points [6],
which weight the basis functions and define the shape of the
domain. The control points responsible for the description of
the pole tips are then used as variables for the optimization
procedure (see Fig. 8). The mapping F to the physical space is
inverted if necessary by a Newton–Raphson scheme. NURBS
surfaces can be refined by knot insertion. The mesh of the
initial geometry 0 is used as a basis for knot refinement
and is shown in Fig. 6. The internal parameterization has
been optimized using the Winslow functional [19], and auto-
matically follows the deformations of the boundary such that
no remeshing or further mesh transformation is necessary.
To further speed up the simulations, the nonlinear satura-
tion is frozen, i.e., a constant but inhomogeneous reluctivity
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Fig. 6. Partial model: coarse mesh used as a basis for knot refinement.
Gray: beam area. Dashed lines: division in patches.
Fig. 7. Sensitivity with respect to the weighting factor τw ∈ [0.1, 20].
Red: chosen value of τ∗w = 8 T/m. The numbers beside the markers denote
the corresponding value of τw in T/m.
ν = ν( B0(x)) is used, where B0 = ∇ × A0 is taken from the
nonlinear computation of the full model.
A. Goal Function
The cost function for the optimization should combine
the requirements for a high average magnetic field gradient
τav = τav(x, y, w) and a low inhomogeneity factor
 = (x, y, w), as defined in (2) and (3). x = {xi }, y = {yi },
and w = {wi } are the vectors of geometrical DoFs
(x-coordinates, y-coordinates, and weights) of the control
points. The function is chosen as
f (x, y, w) = τw|τav| +  −
τw
|τav| (12)
where τw is a weight and is determined by testing (see Fig. 7).
The final value τ ∗w = 8 T/m is chosen in such a way that
the average magnetic field gradient |τav| is as high as possi-
ble without compromising its homogeneity. The optimization
problem can be written as
min
x,y,w
f (x, y, w)
which, to ensure the validity of the geometry, is subject to
x1 ∈ [−3; −2] mm, y1 ∈ [1.66; 2] mm, w1 = 0.85
x2 ∈ [−5; −2] mm, y2 ∈ [2.5; 4.5] mm, w2 ∈ [0.35; 2.85]
x3 ∈ [1.5; 2.5] mm, y3 ∈ [1.89; 2.5] mm, w3 = 0.87
x4 ∈ [−2; 2] mm, y4 ∈ [4; 5.5] mm, w4 ∈ [0.37; 2.87].
Fig. 8. Optimized () and original geometry (0) of the pole tips
including beam area and numbered control points of original geometry.
The initial i = 1, . . . , 4 coordinates (xi , yi , wi ) are (−2.00, 1.66, 0.85),
(−4.34, 4.00, 0.85), (2.00, 1.89, 0.87), and (−0.50, 4.73, 0.87), where
xi and yi are given in millimeter.
The lowermost control points 1′ and 3′ (see Fig. 8) of
the pole tips are coupled in the x-direction to the control
points 1 and 3 above them to achieve an angle near 90° at the
symmetry plane of the magnet. The goal of the optimization
is then to minimize (12) and the resulting geometry is denoted
by .
B. Optimization Procedure
For the optimization of the pole tips, a hierarchical approach
is used. The partial model is first globally optimized using
a pattern search algorithm from MATLAB’s Optimization
Toolbox (GPSPositiveBasis2N) [20]. The design geom-
etry 0 is chosen for the initialization, but the global
optimization ensures convergence regardless of the starting
point. B-spline basis functions of the third-order are employed,
and the GeoPDEs mesh is refined until the incremental relative
error of the solution in the H1 norm is smaller than 10−2. The
numerical quadrature used to obtain gradient and inhomogene-
ity factors is applied with a relative tolerance of 10−1, and, for
the evaluation of the fields in the physical domain, the inverse
mapping F−1 is computed by the Newton–Raphson scheme
using an absolute tolerance of 10−5.
After the global optimization, a gradient-based optimization
scheme is used. MATLAB’s fmincon is employed with an
active-set algorithm. Since the global optimization revealed
that control points 1 and 3 hit the boundary of the geometrical
constraints, the number of geometrical DoFs is reduced to
points 2 and 4 for the gradient-based optimization. To ensure
smooth representations of the B-field gradients, the order of
the B-spline basis functions is increased to 5. The accuracy of
inverse mapping F−1 is set to the absolute tolerance of 10−7
and the relative tolerance for quadrature is decreased to 10−3.
The mesh is refined as well to yield an incremental relative
error in the order of 10−4.
C. Results and Verification
The optimized geometry is shown in Fig. 8. The control
point coordinates and weights for the optimized pole tips are
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Fig. 9. Comparison of the gradient τ before and after the optimization. Results obtained by a 3-D simulation using CST EM STUDIO [7]. (a) Original
geometry 0. (b) Optimized geometry ∗.
Fig. 10. Comparison of the gradient τ before and after the optimization. Results obtained by a 2-D simulation using GeoPDEs. (a) Original geometry 0.
(b) Optimized geometry ∗.
given by
x1 = −2.00 mm, y1 = 1.66 mm, w1 = 0.85,
x2 = −4.11 mm, y2 = 4.50 mm, w2 = 1.25,
x3 = 2.50 mm, y3 = 1.90 mm, w3 = 0.87,
x4 = −2.00 mm, y4 = 4.00 mm, w4 = 0.37.
The improvement of the new design is verified through con-
ventional 3-D FE simulations in CST EM STUDIO. Thanks to
the NURBS representation, it is possible to exactly export the
optimized pole tip shapes to CST using the initial graphics
exchange specification file format [7]. Table I shows the
improvements due to the optimization according to GeoPDEs
and CST EM STUDIO, respectively. The resulting gradients
τ from the 3-D simulation are shown in Fig. 9. In Fig. 10,
one can see how the resulting gradients from the GeoPDEs
simulation exhibit a higher smoothness thanks to the use of
B-splines. Both Figs. 9 and 10 show that the average gradient
reaches a higher absolute value and has a flatter behavior. The
complete optimization procedure (global + local) in GeoPDEs
lasts about 6 h (4.5 + 1.5 h). Building and solving the equation
system with the field–circuit coupling in GeoPDEs takes
TABLE II
COMPUTATIONAL TIME FOR THE THREE DIFFERENT MODELS
approximately half a minute, while each full 3-D simulation in
CST EM STUDIO takes approximately 1 h (see also Table II).
V. CONCLUSION
The size of the field model of a Stern–Gerlach magnet
was reduced to the crucial air-gap and pole-tip region. The
magnetic path through the yoke and the excitation coil was
modeled by a magnetic equivalent circuit and considered
in an overall simulation scheme by field–circuit coupling.
Furthermore, the air-gap and pole-tip regions were discretized
by IGA, which allowed to represent the CAD geometry
exactly and enabled globally smooth field representations,
which are important for a highly accurate evaluation of the
quantity of interest. Both the improvements turned out to be
indispensable for setting up a simulation scheme, which was
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sufficiently fast and accurate to be used in an optimization
procedure. Finally, validation by 3-D simulation underlines
that the optimized design is substantially better than the
original one.
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