A competing risks model based on exponential distribution is considered under adaptive type-I progressive hybrid censoring scheme. We investigate the maximum likelihood estimation and Bayesian estimation for the distribution parameter. The Bayes estimate of the unknown parameter is obtained based on squared error and LINEX loss functions under the assumption of gamma prior. The asymptotic confidence intervals, the Bayes credible intervals and two parametric bootstrap confidence intervals are also proposed. To evaluate the performance of the estimators, a simulation study is carried out.
Introduction
Lin and Huang (2012), introduced a new progressive hybrid censoring scheme called an adaptive type-I progressive hybrid censoring scheme (AT-I PHCS), and it can be described as follows: suppose n identical units are put on test with progressive censoring scheme 12 . 
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upon differentiating (4) with respect to 1  and 2  we get the likelihood equations as
is the total time on test (TTT). Equating the first derivations (5) to zero, we get the MLE of 1  and 2  in the following form
From the log-likelihood function in (4), we have I  is then obtained by taking the expectation of minus equations (6) , this expectation is difficult to obtained, so, under some regularity conditions, 12( , )  is approximately bivariately normal with mean 12 ( , )
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Bayesian Estimation
We consider the Bayesian estimation under the assumption that the random variables k  , 1,2 k  , has a gamma prior distribution with known shape and scale parameters ( ) .
combining (3) and (7), the joint posterior density of 1  and 2  given the data is 
It is important to state that, in Bayesian estimation, we consider two types of loss functions. The first is the squared error loss function. The second, the LINEX loss function introduced by Varian (1975) . The LINEX loss function with parameters a and d is given by
where a and d are constants. The sign and magnitude of d represent the direction and degree of symmetry, respectively. From (8) the Bayes estimator
for d closed to zero, the LINEX loss is approximately squared error loss.
Under squared error loss function, the Bayes estimator of 1  and 2  is the posterior mean which obtained as follows     , the Bayes estimators coincide with the corresponding MLEs. Also, the posterior risk associated with 
Under LINEX loss function (8) , the Bayes estimator of 1  and 2  can be obtained as follows
One can use other asymmetric loss functions, such as, modified LINEX loss function proposed by Basu and Ibrahimi (1991) , which appears to be suitable for the estimation of scale parameters and other quantities, also, entropy loss function suggested by Calabria and Pulcini (1994) , that is alternative to the modified LINEX loss function.
Confidence Intervals
In this section, we propose four different confidence intervals. One is based on the asymptotic distribution of 1  and 2  , the second is the credible intervals based on the posterior distribution, and two different bootstrap confidence intervals. 
 Asymptotic confidence interval (NA)
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V  is the asymptotic variances of ˆb k  and it can be obtained using the Fisher information matrix.
4.
Repeat step 2-3 B times and obtain
in ascending order as
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6.
A two-sided 100(1 )%   bootstrap-t confidence interval for the unknown parameter
Numerical Results
The performance of the different results obtained in the previous sections can't be compared theoretically, to illustrate the behavior of the proposed methods as well as evaluate the statistical performances of these estimates a numerical illustration is conducted. We re-analyze a real data set analyzed by Hoel (1972) , and reused by Kundu et al. (2004) . Also, a simulations study is used to compare the performance of the different estimators, different confidence intervals using different parameter values and different schemes.
Example: In this section, we re-analyze one data set which was originally analyzed by Hoel (1972) where the variances and the Bayes risk reported within brackets. Also, the relative risk due to cause 1 is 0.296, and due to cause 2 is 0.704, The MLE's of the mean lifetimes due to cause 1 and cause 2 are given by 1 1 3638.5 Now we report the 95% asymptotic, credible intervals, Boot-P and Boot-t confidence intervals  and 2  are computed based on 1000 simulations, with the assumption that the number of failures due to each cause of failures at least one, and the parameters distributed as a random variables with gamma prior distributions with parameter (1, 1.5) and (1, 1.5), respectively. The average values, average bias, root mean squared errors and average number of observed failures A J for the ML and Bayes estimates of 1  and 2  are reported in tables 1 and 2 . The average 95% confidence length of asymptotic confidence intervals, the credible intervals with respect to the gamma prior distributions, Boot-p and Boot-t confidence intervals of 1  and 2  and the corresponding coverage probabilities are reported in tables 3 and 4. All of the computations were performed using MATLAB and MATHCAD program version 2007.
From table 1 and 2, we observed that in most cases the MLE of 1  and 2  has smaller biases than the Bayes estimates, and the ordering of performance of estimators in term of minimum root mean squared errors (from best to worst) for 1  and 2  is Bayes estimates under LINEX, squared error loss functions and MLE's. Comparing the three censoring scheme based on minimum root mean squared errors shows that the performance of estimation for scheme 1 is best followed by scheme 2 and then scheme 3. When T becomes larger, the root mean square errors decreases, this is not being very surprising, because when T increases some additional information is gathered. From table 3 and 4, in terms of coverage probabilities and average confidence lengths we observed that the Bayes credible intervals quite close to the nominal level than other three methods, Among these methods, PB has the shortest average lengths followed by BA, NA, and then TB, also, we observed that, in all cases when T increases the average length decreases.
Unknown Causes of Failure
In all procedures mentioned above, we assume that the cause of failure for all individuals to be known. We now consider the situation of unknown causes of failure, let   
Taking the natural logarithm of (10), we obtain
Upon differentiating (11) with respect to 1  and 2  and equating the partial derivatives to zeros, we obtain the MLE's of 1  and 2  as
Consider the Bayesian estimation under the assumption of gamma prior distribution (7), the joint posterior density of 1  and 2  given the data is can be written as follows 
Under LINEX loss function (8) , the Bayes estimator of 1  and 2  can be obtained as
All the procedures discussed in sections (5) can be easily modified to the present situation. 
