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ABSTRACT
Linear modelling of data has been a major concern in time series for 
many years. One of the last outstanding problems has been the determination 
of the order of a model once a class of models has been decided upon. In 
Chapter 2 automatic criteria for the determination of the order of a 
multivariate autoregression are discussed. Via a law of the iterated 
logarithm for martingales, it is shown under what conditions an automatic 
criterion of a certain type is strongly consistent for the true order of the 
autoregression.
The theory of linear models is now essentially complete. Thus interest 
has shifted towards developments in non-linear modelling. The remainder of 
the thesis is concerned with non-linear models, and especially non-linear 
generalisations of the autoregressive models. In Chapter 3 a simple 
bilinear model reveals some of the complexities encountered when non-linear 
modelling is considered. Conditions are found for the existence of strictly 
stationary solutions to the model equations, and for the invertibility of 
such models. The methods are then extended to obtain conditions for the 
existence of strictly stationary solutions to simple random coefficient 
models.
In Chapter 4 a class of multivariate random coefficient autoregressive 
models is introduced. Conditions are found for the existence of second 
order stationary solutions and for the stability of such models. In 
Chapters 5 and 6, two-stage least squares and maximum likelihood estimation 
procedures, respectively, are proposed. In each case the estimates are 
shown to be strongly consistent and to satisfy a central limit theorem. In 
Chapter 7, simulated processes are estimated using the techniques of Chapters 
5 and 6, and the lynx data (which is well known to be generated by a non­
linear mechanism) is remodelled, the new model then being compared with 
other models which have been considered in the past.
(iv)
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CHAPTER 1
INTRODUCTION
1.1. Introduction
Much of the recent time series literature has been concerned with the 
modelling of data using time-domain techniques. Linear models have 
frequently been used since, by the Wold decomposition theorem, a linearly 
purely deterministic second order stationary process (X(t)} has a linear 
decomposition in terms of a second order stationary uncorrelated time series 
(e(t)} . It has been usual, however, for theoretical purposes, to assume 
that (e(t)} is an independent process, although Hannan and Heyde (1972) 
have shown that least squares linear prediction is equivalent to least 
squares non-linear prediction as long as {c(t)} is a sequence of 
martingale differences. Much of the recent theory of linear models, 
therefore, has made this assumption and the relaxed condition has been seen 
in many circumstances not to affect seriously the theory which was obtained 
under the more restrictive independence assumptions. Of course, the general 
linear model involves an infinite number of parameters, so that finite 
parameter models, and in particular the autoregressive moving-average 
(ARMA) models, have played a dominant role in the linear modelling of data.
Many of the theoretical problems, such as estimation, have long since 
been solved for the linear models, and during the last decade a certain 
amount of attention has been focused on obtaining more efficient estimation 
techniques for the ARMA models, on small sample investigations and on 
determining the orders associated with these models,while several attempts 
have been made to develop and implement a practical class of non-linear 
models. These last two problems are the main concern of this thesis.
The classical methods for the determination of the order of an ARMA 
model have been based on the testing of sequences of hypotheses and have 
therefore involved a modicum of subjectivity. Hence automatic procedures 
for order determination have become popular, among which the minimum AIC 
procedure of Akaike (1969, 1970) is notable. This procedure was originally 
introduced to determine the order of the autoregression which fits best, in 
an entropic sense, a given set of data, but has been utilised in statistical 
disciplines other than time series. Similar procedures have been considered
2by A kaike  (1 9 7 8 ) ,  Shwarz ( 1 9 7 8 ) ,  R i s s a n e n  (1978)  and Hannan and Quinn (1979) 
in  a r e s p o n s e  t o  a  n e g a t i v e  f e a t u r e  o f  t h e  minimum AIC p r o c e d u r e .  S h ib a ta  
(1976)  h a s  shown t h a t  i f  d a t a  t r u l y  come from an a u t o r e g r e s s i o n ,  t h e n  t h e r e  
i s  a n o n - z e r o  p r o b a b i l i t y  t h a t  t h e  minimum AIC p r o c e d u r e  a s y m p t o t i c a l l y  
o v e r e s t i m a t e s  t h e  t r u e  o r d e r ,  t h a t  i s ,  t h e  minimum AIC p r o c e d u r e  i s  n o t  
w eak ly  c o n s i s t e n t .  Hannan and Quinn have  o b t a i n e d  t h e  c o n d i t i o n s  u n d e r  
which an  a u to m a t i c  p ro c e d u r e  o f  t h e  AIC ty p e  i s  s t r o n g l y  c o n s i s t e n t ,  and t h e  
m u l t i v a r i a t e  g e n e r a l i s a t i o n  o f  t h e i r  r e s u l t  and t h e  r e s u l t  o f  S h i b a ta  i s  t h e  
s u b j e c t  o f  C h a p te r  2.
A c l a s s  o f  n o n - s p e c i f i c  n o n - l i n e a r  m odel which has  been  d e v e lo p e d  in  
r e c e n t  y e a r s  i s  t h e  b i l i n e a r  m ode l ,  i n t r o d u c e d  in  t h e  e n g in e e r i n g  l i t e r a t u r e  
and r e c e n t l y  c o n s id e r e d  i n  more g e n e r a l i t y  by G ranger  and A ndersen  (1978a)  
a s  a v i a b l e  e x t e n s i o n  o f  t h e  ARMA t im e  s e r i e s  m o d e ls .  A number o f  r e s u l t s  
has  become a v a i l a b l e  f o r  s e v e r a l  s u b c l a s s e s  o f  t h e  b i l i n e a r  m odels  and a 
f u n d a m e n ta l  p rob lem  i s  s o lv e d  i n  t h i s  t h e s i s  f o r  t h e  s im p le  ( o n e - p a r a m e te r )  
m o d e ls :  o f t e n  when a m odel i s  p ro p o se d  i t  i s  assumed t h a t  t h e r e  i s  a
s t a t i o n a r y  s o l u t i o n  t o  t h e  model e q u a t i o n , a n d  c e r t a i n  moments a r e  c a l c u l a t e d  
by f o r m a l l y  m a n ip u la t in g  t h i s  e q u a t i o n .  However, t h e  e x i s t e n c e  o f  a 
s t a t i o n a r y  s o l u t i o n  must be shown b e f o r e  t h i s  t r e a tm e n t  becomes r i g o r o u s .  
C o n d i t i o n s  a r e  t h u s  o b t a i n e d  f o r  t h e  e x i s t e n c e  o f  s t a t i o n a r y  s o l u t i o n s ,  and 
a s i m i l a r  method i s  u sed  t o  s o lv e  t h e  p rob lem  o f  i n v e r t i b i l i t y . We 
i n c i d e n t a l l y  f i n d  c o n d i t i o n s  f o r  t h e  e x i s t e n c e  o f  s t a t i o n a r y  s o l u t i o n s  t o  
u n i v a r i a t e  f i r s t  o r d e r  random c o e f f i c i e n t  a u t o r e g r e s s i v e  m odel e q u a t i o n s .
The t h e o r y  which h a s  been  d e v e lo p e d  f o r  a u t o r e g r e s s i v e  m odels  was 
o b t a i n e d  i n  a  much s im p l e r  f a s h i o n  t h a n  t h a t  f o r  t h e  g e n e r a l  l i n e a r  t im e  
s e r i e s  m odel .  C o n s e q u e n t ly  i t  h a s  b een  n a t u r a l  t o  c o n s i d e r  n o n - l i n e a r  
g e n e r a l i s a t i o n s  o f  t h e  a u t o r e g r e s s i v e  m o d e ls .  Tong (1978) h a s  i n t r o d u c e d  a 
c l a s s  o f  m ode ls  known a s  t h e  t h r e s h o l d  a u t o r e g r e s s i o n s ,  f o r  which 
r e a l i s a t i o n s  a r e  c o n s id e r e d  a s  s a t i s f y i n g  d i f f e r e n t  a u t o r e g r e s s i v e  m odels  
d e te r m in e d  by  t h e  v a lu e  o f  some p a s t  datum . O zaki (1978) h a s  c o n s id e r e d  an 
e x p o n e n t i a l  damping o f  t h e  a u t o r e g r e s s i v e  c o e f f i c i e n t s ,  t h e  e x p o n e n t i a l  
te rm s  h a v in g  l e a s t  e f f e c t  when a p a s t  v a lu e  o f  t h e  t im e  s e r i e s  i s  l a r g e ,  and 
most e f f e c t  when t h e  v a lu e  i s  s m a l l .  Each o f  t h e s e  c l a s s e s  o f  m odels  was 
d e v e lo p e d  t o  e x p l a i n  t h e  n a t u r a l  phenomenon known a s  t h e  l i m i t  c y c l e ,  b u t  
t h e i r  t h e o r e t i c a l  t r e a tm e n t  i s  d i f f i c u l t ,  w h i le  t h e  m odels  in v o lv e  a 
s p e c i f i c  r a t h e r  t h a n  a g e n e r a l  t y p e  o f  n o n - l i n e a r i t y .  A c l a s s  o f  non­
s p e c i f i c  n o n - l i n e a r  m o d e ls ,  an  e x t e n s i o n  o f  t h e  a u t o r e g r e s s i v e  m o d e ls ,  i s
3the class of multivariate random coefficient autoregressions, which may be 
regarded as autoregressions whose coefficients are randomly perturbed in an 
independent manner from time to time. Conlisk (1974, 1976) has found 
conditions for the stability of these processes, while Andel (1976) has 
investigated the problem of second order stationarity for the univariate 
models. The major part of this thesis is concerned with the development of 
a rigorous theory for these models along the lines of that obtained for the 
fixed coefficient autoregressions. We obtain conditions for the existence 
of stationary solutions to the model equations, as well as proposing and 
implementing two techniques for their estimation, and examining the 
asymptotic behaviour of the estimates obtained.
The theoretical results of this thesis will depend to a large extent on 
several results from the theory of probability. In particular, we shall 
need a certain amount of ergodic theory, the relevant results being 
presented in §3.2. We shall also be utilising the theory of martingales, 
especially the central limit theorem of Billingsley (1961) and a law of 
the iterated logarithm of Stout (1970) which we state here for 
reference purposes.
T H E O R E M  1.1 (Billingsley). Let { £ ( £ ) }  be a square-integrable 
stationary ergodic processj and denote by F^ the a-field generated by
{$(*), W -  1), ...} . If ff(5(t)|Ft = 0 , then 
2 -f' ^ 2 2[c N] 2 Y, £>(t) j where c =£'{£(£)}., has a distribution which converges 
t=1
to the standard normal distribution.
T H E O R E M  1.2 (Stout). Under the conditions of Theorem 1.1,
9 - >  N(2c N In In n) 2 £ E,(t) = b(N)  ^ where lim sup b(N) = - lim inf b(N) = 1
t=1 N N
1.2. K r o n e c k e r  N o t a t i o n  and S o m e  M a t r i x  R e s u l t s
Throughout the thesis, frequent use of Kronecker (or tensor) notation 
will be made. This notation permits the simple solution of many matrix 
equations, and facilitates the simplification of certain complicated 
results. The definitions and theorems which follow immediately are by now 
quite well known and may be found, for example, in Neudecker (1969).
4We define firstly the Kronecker (or tensor) product of two matrices.
DEFINITION 1.2.1. Let A and P be m x n and p x q matrices 
respectively. Then the Kronecker product A ®  B of B with A is the 
mp x nq matrix whose (i, j)th block is the p x q matrix .P , where
A  ^. is the (i, J)th element of A .
Next, given any m x n matrix A , we may define an mn-component 
vector which has as its elements the elements of A .
DEFINITION 1.2.2. Let A be an m x n matrix. Then the 
mn-component vector vec A is obtained from A by stacking the columns of 
A , one on top of the other, in order, from left to right.
The results contained in the following theorem hold for any matrix 
products which are defined, and are stated without proof.
THEOREM 1.3. 1. vec(ABC) = (Cr 0  A) vec B .
2. tv (AB) = (vec (B')) ’ vec A = (vec B)' vec (A1) .
3. (A ®  B)(C ®  D) = (AB) 0  (CD) .
4. (A ®  P)"1 = 4“1 ®  P_1 , (A 0  P)f = A' ®  B’ .
The results of this theorem will be used repeatedly. In particular,
the first result will be used to solve a matrix equation which appears
frequently in Chapter 4, and which is solved now in more generality.
THEOREM 1.4. Let V be an n x n matrix which satisfies the 
equation
V = MVN’ + G (1.2.1)
where A/, N and G are given n x n matrices. Then if (I - N 0  M) is 
invertible3 there is a unique solution V which may be obtained from
vec V - (I - N ®  M) ^ vec G .
Proof. Taking the vec of each side of (1.2.1) we obtain 
vec V = vec(MVN1) + vec G - N ®  M vec V + vec G ,
by Theorem 1.3.1. Thus (I - N ®  M) vec V = vec G and
vec V = (I - N ®  M)"1 vec G . //
If the n x n matrix A is symmetric, then the n(n-l)/2 elements of
A above the main diagonal may be obtained from the below-diagonal elements
5of A . Henderson and Searle (1979) have considered a vector composed of 
the non-redundant elements of A , which is defined in the following manner.
DEFINITION 1.2.3. Let A be an n x n symmetric matrix. The 
n(n+l)/2-component vector vech A (the "vector-half" of A ) is obtained 
from A by stacking those parts of the columns of A , on and below the 
main diagonal, one on top of the other in order from left to right.
For symmetric matrices A , it is possible to obtain by linear 
transformations the vector vec A from the vector vech A , and vice versa, 
which is shown in the following theorem.
THEOREM 1.5. There exist eonstant n(n+l)/2 x n matrices
H for which vech A = H vec A and vec A - K' vech A for any n n n J
symmetric matrix A , and H K' - I , , . .s n n n(tt+l)/2
K and n
n x n
2Proof. Let H be the n(n+l)/2 x n matrix formed by eliminating
the { (k-l)n+l}th rows from I 2 for 2 < (Z-+1) < k < n . Then it is easyn
to see that vech A - H vec A , since those rows which have been eliminatedn
correspond exactly with the redundant elements of vec A .
The matrix Kr reinstates the aforementioned redundant elements of n
vec A , and K is constructed by adding the {(/c-l)n+Z-}th row of T 2 to n j o  Yi
the {(l-l)n+k}th row, for 2 < (1+1) < k S n ,  and then eliminating the 
former rows.
Now, letting x be any n(n+l)/2-component vector, and X the 
symmetric n x n matrix for which x = vech X , we have
H Krx = H [x' vech j) = H vec X - vech X = x . n n ny n J n
Thus H K’ = I . 1 w _ .n n n{n+l)/2 H
As an example of the above construction we consider the case n - 2 . 
The matrices and K^  are given by
1 0 0 0 1 0 0 0
0 1 0 0 , k 2 = 0 1 1 0
0 0 0 1 0 0 0 1
so that if
6then
while
A =
x y
1  ZA
H 2  vec A - vech A ,
K 2  vech A - vec A
1.3. General Notation
We list below the symbols and abbreviations used in the text of this 
thesis.
(i) Internal Referencing
§ 1.2
(1.2.3)
Lemma 1.2 
Theorem 1.2 
Theorem 1.2.3 
Corollary 1.2.3 
Definition 1.2.3 
Table 1.2 
Fig. 1.2
Section 2 of Chapter 1 
Equation number 3 of §1.2 
The second lemma of Chapter 1 
The second theorem of Chapter 1 
The third part of Theorem 1.2 
The third corollary of Theorem 1.2 
The third definition in §1.2 
The second table in Chapter 1 
The second figure in Chapter 1
(ii) Mathematical Notation
}uals by definition
is bounded almost surely
A Equ
ii o H =3
^ V**
oII W
‘0~~'
4
-%OII „■-e-6 N  y converges almost surely to zero for all
6 > 0
7l im  sup  X  
n n
l im  sup  X,  
n * 00 k>n
l im  i n f  X n n l im  i n f  X. 
n x»
(ft, F , P) A p r o b a b i l i t y  sp a c e
E E x p e c ta t i o n  o p e r a t o r
v a r  (X ) The v a r i a n c e  o f  X
E( x \ H) C o n d i t i o n a l  e x p e c t a t i o n  o f  t h e  random v a r i a b l e  X 
w ith  r e s p e c t  t o  t h e  G - f i e l d  H e  f
A x B I f  A and B a r e  s e t s ,  t h e  c a r t e s i a n  p ro d u c t  o f  
A and B
A 0  B I f  A and B a r e  m a t r i c e s ,  t h e  K ronecker  p r o d u c t  
o f  A and B
i—1
I f  f  i s  a  t r a n s f o r m a t i o n ,  t h e  i n v e r s e  t r a n s ­
f o rm a t io n  o f  f
r 1 I f  A i s  a  m a t r i x ,  t h e  i n v e r s e  o f  A
A 2 I f  A i s  a  n o n - n e g a t iv e  d e f i n i t e  m a t r i x ,  t h e  
u n iq u e  sym m etr ic  n o n - n e g a t iv e  d e f i n i t e  m a t r ix  f o r  
P P
w hich A 2A 2 = A
A ' The t r a n s p o s e  o f  t h e  m a t r ix  A
t r  (A ) The t r a c e  o f  t h e  m a t r ix  A
d e t ( A ) The d e t e r m i n a n t  o f  t h e  m a t r ix  A
A . . The e le m en t  i n  t h e  i t h  row and t h e  j t h  column 
o f  A
Rn n - d im e n s io n a l  E u c l id e a n  sp a ce
€ i s  an e le m en t  o f
cz i s  a s u b s e t  o f
l n n a t u r a l  l o g a r i t h m
a .  s .
— ------- ► c o n v e rg e s  a lm o s t  s u r e l y  t o
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ORDER DETERMINATION FOR AUTOREGRESSIVE PROCESSES 
2.1. Introduction
There has been extensive discussion in recent years concerning the 
determination of the order of an autoregressive process. In particular, 
attention has shifted towards automatic criteria and away from the more 
subjective criteria associated with classical hypothesis-testing approaches. 
Akaike's minimum Automatic Information Criterion (AIC) procedure, introduced 
in Akaike (1969, 1970) has met with acclaim, as well as a certain amount of 
scepticism (see, for example, Tong (1977) and the discussion which follows). 
The procedure was devised to determine the order of the autoregression which 
fits best (in the sense of entropy) a given data set, which is supposed not 
really to be a realisation of an autoregressive process. If the data do 
come from an autoregressive process, however, the procedure is slightly 
defective. Shibata (1976) has shown that, for univariate autoregressions, 
the minimum AIC procedure is not weakly consistent. In fact, there is a non­
zero probability that, as the sample size increases, the order determined 
is larger than the true order. In an attempt to remedy this defect, Akaike 
(1978), Rissanen (1978) and Shwarz (1978) have proposed modifications to the 
procedure. The modified procedures are all strongly consistent, as is 
shown in this chapter, but it will be seen that the modifications are 
stronger than required, with the result that the order may be underestimated 
in small samples. The weakest modification required for strong consistency 
has been determined by Hannan and Quinn (1979), and this chapter generalises 
the result for multivariate autoregressions.
A stationary p-component time series {X(£)} is said to follow an 
autoregression of order k if (X(t)} satisfies an equation of the form
k£ A ( j ) { x ( t - j ) - \ i } e(t) . (2.1.1)
3 = 0
The following assumptions are made concerning the parameters
9{A (j ); j = 0 , k} and the sequence (e(t)} .
(i) The p-component time series (e(t)} is stationary and ergodic 
with F(e(t)] = 0 and E{e(t)e'(s)} = 6 G , where G is positive
O  Is
definite.
(ii) The p-component vector y and the set of p x p matrices
{A (j ); j = 0, fc} are constants, with 4(0) = I .
(iii) The polynomial det'j £ has its zeros outside the unitV=0 J
circle.
The assumptions above guarantee that a unique strictly stationary 
ergodic solution {X(t)} exists to (2.1.1), which has finite second moments, 
and for which X(t) is measurable with respect to the a-field F,
Is
generated by (e(f), e(f-l), ...} (see Hannan (1970) for an extensive 
account of the theory of autoregressive processes). They also guarantee 
that the vector e(t) is the vector of linear innovations, that is, that 
k
y - Y, 4(j) {X(t-j )-y) is the best linear predictor (in the least squares 
J =  1
sense) of X(t) from the set (X(i-l), X{t-2), ...} . If the following 
assumption is made
(iv) s(e(*)|q_1) = 0
then this predictor is also the best (not necessarily linear) predictor, in 
the least squares sense (see Hannan and Heyde (1972)). In this chapter it 
is also assumed that
(v) E[z(t)c'(t)|F ) = G , and
e4.(t)
3
(vi) E 
component of e(t)
<  CO 3 = 1, p where £.(t) is the Jth J
Assumption (v) is made since in a later section it proves necessary to 
evaluate the covariances of elements of matrices such as 
N
£  e(£)e'(£+s) by treating the e(t)’s as though they were independent.
t-1
For example, if s > 1 ,
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y  e . ( t ) e  . ( t +s )
t = i  1 J
r /V
X e A t ) e 1 ( t +s )  
t=1 K L
= E E £  l.Wt i( t +S) e fe( u ) E j (M+S) |F r a a x ( t jU ) + s _ 1
t  ,W = 1
//
= 2), Ei ( t )£d t )e j ( t+s)eh t + s ) T t +s-i}
L t - 1 J
= E y  { e^ . ( t ) e l/( t ) E [ e J. ( t +s ) e 7 ( t +s )  \ ^t + s _ 1) }
t =1
s i n c e ,  i f  u ± t  , # { e .  (t+s)£^.  (u+s )  | ^max^  w) +s = 0 , by ( i v ) .  Now, i f
a s s u m p t i o n  (v)  i s  made,  E[e 7( t + s ) e ^ ( t +s )  n) = G. 7 . Thust + s - l ;
’ Di ivy e.(£)e.(£+s) y e (£)e (t+s) [
‘t = l ^ = 1
= E
Cl
T  £i i t ) e k ( t )Gj i
-  NGi k Gj i  *
t h e  r e s u l t  o b t a i n e d  i f  ( e ( t ) }  were an i n d e p e n d e n t  p r o c e s s .  Assumption
u /V
( r i )  i s  made so t h a t  t h e  v a r i a n c e s  o f  t h e  e l e m e n t s  o f  £  e ( t ) £ ' ( £ + s ) a r e
t = l
f i n i t e  f o r  each  s  = 0,  1 ,  2 ,  . . .  .
A u t o r e g r e s s i o n s  o f  any o r d e r  s m a l l e r  t h a n  N may be  f i t t e d  t o  a 
sample  { X ( l ) ,  X ( 2 ) ,  . . . ,  X(N)}  v i a  t h e  Y u le -W alk er  r e l a t i o n s ,  t h e  method 
b e i n g  d i s c u s s e d  a t  l e n g t h  i n  t h e  f o l l o w i n g  s e c t i o n .  In  p a r t i c u l a r ,  an
/s
e s t i m a t e  G1 i s  o b t a i n e d  o f  t h e  r e s i d u a l  c o v a r i a n c e  m a t r i x  when an a u t o -k
r e g r e s s i o n  o f  o r d e r  k  i s  f i t t e d .  The c r i t e r i a  t o  be  d i s c u s s e d  i n  t h i s  
c h a p t e r  a r e  o f  t h e  form
cjy(k) = I n  d e t ( S fe) + 2kN 1f ( N)  , ( 2 . 1 . 2 )
where  f ( N)  i s  a p o s i t i v e  n o n - d e c r e a s i n g  f u n c t i o n  o f  N w i t h  
fy^ik)  i s  m in im ised  o v e r  some p r e v i o u s l y  chosen  domain ( 0 ,  1 ,
f ( N)  = o(N)  . 
2,  K] ,
and t h e  m i n i m i s e r  k f rom t h i s  domain  i s  t h e  e s t i m a t e  o f  t h e  o r d e r  o f  t h e  
a u t o r e g r e s s i o n  from which t h e  sample  ( X ( l ) ,  . . . ,  X(N)}  h a s  been  t a k e n .
A k a i k e ' s  minimum AIC p r o c e d u r e  i s  b a s ed  on t h e  m i n i m i s a t i o n  o f (fy(fc) w i th
2
f ( N)  = p w h i l e  t h o s e  a d v o c a t e d  by Akaike  ( 1 9 7 8 ) ,  R i s s a n e n  and Shwarz have 
f ( N)  -  (9( l n  N) . I n  t h e  c a s e  where  p = 1 , Hannan and Quinn have shown t h a t
11
A
the estimate kj? of the true order of the autoregression obtained by-
minimising 0 (Zc) over k - 0, ... , K , where K is some constant greater
than k , is strongly consistent if lim sup (ln ln N) ^f(N) > 1 and 
U N
N = o(l) , and only if lim sup (ln ln N) ^f(N) > 1 and
-1 N N f(N) = o(1) suggesting that one might do best by taking
f(N) = c ln ln N , where a is some constant close to but greater than 1 . 
Thus, procedures based on minimising criteria (J)^.(k) with f(N) = 0(ln N )
are strongly consistent, while the minimum AIC procedure is not.
The results of Hannan and Quinn are extended in this chapter to multi- 
variate autoregressions. It is proved that the estimate k_^  of k^ is
strongly consistent under the same conditions on the function f(N) for
/s
which kj, has been shown to be strongly consistent for univariate
autoregressions. Furthermore, the minimum AIC procedure is again shown not 
to be weakly consistent, generalising the result of Shibata to multivariate 
autoregressions. It should be noted, however, that this lack of consistency 
may not be a serious defect of the method, since overestimation is often not 
of importance, and, moreover, rarely will data truly come from a finite- 
order autoregression.
Finally, a number of Monte-Carlo experiments is carried out to 
illustrate the theoretical results of the chapter.
2.2. A Decomposition of G
Since the data will be mean-corrected, we may assume without loss of 
generality that y = 0 . Let T(n) = E{X(t)X 1 {t+n)} = r'(-rc) , 
n = 0, 1, 2, ... , and define the p x p matrices ^(j) ,
j = 0, 1 , ..., k and G^ by the following set of relations:
^ 7< ( 0 ) = I  ,
k
I A k (j)Y(j-l) = 0 , I = 1, 2, .. . , k ,
J = 0
k
Gk = X V j’)r(j*) * (2*2,1)
J-°
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L e t t i n g  be t h e  kp x kp m a t r i x  whose ( f ,  j ) t h  p x p s u b m a t r i x  i s
T ( i - j )  , t h e  p  x kp m a t r i x  whose i t h  p x p  s u b m a t r i x  i s  T ( - i )  ,
and t h e  p x fcp m a t r i x  whose i t h  p x p s u b m a t r i x  i s  4 ^ ( i )  , i t  i s
e a s i l y  s e e n  t h a t  ( 2 . 2 . 1 )  may be r e w r i t t e n  a s
r7 = -7 r ,k k k 9
Ak ( 0) = I  ,
q  =  I  ^ W ) r ( j )  .
«7=0
Thus ( 2 . 2 . 1 )  may be s o lv e d  i f  t h e  m a t r i x  i s  o f  f u l l  r a n k .  However,
i s  t h e  c o v a r i a n c e  m a t r i x  o f  t h e  random v e c t o r
I X ' ( t ) , X ' ( t - 1 ) ,  . . . ,  X ' ( t - k +1 ) ]  ' , and i t  may be shown t h a t  i f  { X ( t )} 
f o l l o w s  a n  a u t o r e g r e s s i o n  o f  some f i n i t e  o r d e r  k^  , s a t i s f y i n g  a s s u m p t io n s
( i ) - ( i i i )  9 t h e n  F^ must  be o f  f u l l  r a n k  f o r  a l l  k ( t h i s  i s  a c t u a l l y
p roved  i n  p a s s i n g  i n  C h a p te r  4 ,  b u t  i s  a  we l l -known r e s u l t ) .
I f  ( J ( t ) }  f o l l o w s  an a u t o r e g r e s s i o n  o f  o r d e r  k  ^ , t h e n  when ( 2 . 2 . 1 )
i s  s o lv e d  f o r  k > k Q , t h e  m a t r i c e s  A^( j ' )  , j  = 1 , . . . ,  k  , and a r e
e q u a l  t o  A,  (J ) = A ( j )  , j  = 1 ,  . . . ,  k , and GL = G r e s p e c t i v e l y ,  where
Ko ko
A (j ) = 0 f o r  j  > ?Cq , s i n c e  ( 2 . 2 . 1 )  r e p r e s e n t s  t h e  Yule -W alker  r e l a t i o n s ,  
o r  by n o t i n g  from ( 2 . 1 . 1 )  t h a t
^ 0
X A ( j  )X
Lz=o
X ' U - m  = 2?[e(t )X'(t-l, o, l ,  2,  . . .  ,
t h a t  i s ,
I  A ( j ) T U - l )  = 0 , I  = 1,  2,  . . .
J  = 0
and
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X  A(j)Uj) = El£(t)X'(tn
c=o
= £ e(t)
= G
since, for l > 0 ,
El£(t)X'(t-l)l = E[E{(e(t)X'(t-Z)) |Ft_1l]
= E\_E{z(t)\ft_1)X’(t-l)] = 0 .
For reasons which will become clear, instead of calculating A^ij) and G^
directly, we shall utilise the double recursion due to Whittle (1963), which 
uses j4^(j ) and G ^ to calculate and » the Pr°°f of the
validity of the recursion being omitted, but easily shown:
Define the p x p matrices g^, A^, 6^ and a^(j) » 0 = 0, 1, ..., k
by
afc(0) = J ,
k
X ou(j)ra-j) = 0 ,  £ = l, ..., k ,
«7 = 0
k
gk = X afc(«7)r(-j) ,
«7 = 0
= I ^(«/^(j-fc-l) ,
«7 = 0
k
- I afc(j)r(fe+l-j) . (2 .2 .2)
«7 = 0
(incidentally, X AAj)X(t-j) and X aAj)X(t+j) are the linear 
«7 = 1 <7=1
regressions of X(£) on the sets (X(t-l), ..., X(t-/c)} and 
{X(t+1), X(f+/c)} respectively, which is easily seen from (2.2.1) and
( 2. 2. 2) . )
Given ^(j) , J = 1, ..., k , and a^(j) , j = 1, . . . , fc , one
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may c a l c u l a t e  ^ ( j )  and 5 J = 1 , . . . ,  (/c+1) , and
from t h e  r e c u r s i o n s
. w * + l )  -  - W  •
a / c + i ( f e + 1 )  = " V f c  9
^ +1( j )  = ^ ( J )  + Ak+1(k+±)cLk (k+±-j)  , j  = 1,  2, . k , 
afc+1(«7) = ak U )  + aj<+1^k+1 A^]^ k+1-J^ > j  = 1, 2, . . . ,  k , 
Zc+l
G/c+l = ?  A^+i(j*)r(j,) 5j  = o
f e + i
« w = £  afc+i (j' ) r ( - j' ) •
J = 0
where a  (0)  = 4 q( 0)  -  J ( 2
The f o l l o w i n g  p r o p e r t i e s  o f  t h e  above r e c u r s i o n  a r e  r e q u i r e d  in  
s u b s e q u e n t  s e c t i o n s ,  t h e  f i r s t  o f  w hich p r o v id e s  a  d e c o m p o s i t io n  f o r  G
and an  a l t e r n a t i v e  m ethod f o r  i t s  c o m p u ta t io n .
THEOREM 2 .1 .  1. G ,  = ( fc+Dpj,  .k \  1 /c+l
k k
2. A = 6 '  = £  X 4 . ( j ) r ( j + Z - f c - l ) a ' U )  .
i\* -1 r \  * r \  ft* »C1 = 0  j = 0
3. Gk and gk are symmetric and p o s i t i v e  d e f i n i t e  f o r  a l l  k .
4. d e t  [GjJ > d e t ( £ ^ +^) , w hile  de t  > det(G^ ) .
^ + 1
. 2 . 3 )
k 9
15
Proof.
1.  { l -Ak+1(k+l ) a k+1« + l ) }
k
2.  hk = £  Ak U)TU-k-
J  = 0
k
= I  A U ) T ( j - k  
3 = 0 K 1=1 j  = 0 "■
k k
=I  £  4 ,  U)r<.3+i-k-i)a
3=0 1=0 K K
k k k
= Y ru-fc-Da'U) + I  I  ^-(j)r(j+z-fe-i)a'(i)
1  = 0  *  j = l  1 = 0  *  K
k
= Y ra-fe-Da'U)
Z = 0 K
k
s i n c e  £  (j )r(j+Z.-fe-l) = 0 f o r  1 = 1,  . . . , k and 
J  =o
k
Y G i , ( l ) T ( k + l - l - j )  = 0 f o r  j  = 1 ,  . . . ,  k by ( 2 . 2 . 2 )  and ( 2 . 2 . 1 ) .  
1 = 0 K
Gk + ^fe+l(fe+1)67< 
k k
Y  A k U ) T U )  + A k + 1 ( k + i )  Z  o t ^ ( j ) r ( f e + i - j )
j = o
r ( 0 )  + ^ + i ( ? c + 1 ) m + 1 )
k
j  = 0
+ Z  { d ^ ( j  )+i4^+ 1 ( f e + l ) a ^ ( / c + l - j  ) } l ’( j  )
J=1
/c+1
I  ^ +1W > r W )
J = 0
fffc+l  •
■1 )
/c k
■1 ) + Z  Z  V j ) r ( j + z - f c - i ) a ' a )
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k
3 . Gk = X ^O ' ) r ( j )
«7 = 0
fc fc k
= £  a ( j ) r ( j )  + £  £ AAö)Uä-lum)
3=0 K
k k
= £ £ i l j l M K t - i i r i t - n M / a )
3 = 0 1 = 0 K K
( k k -j1X Ak V ) X { t - j )  j = ° Z = 0 K j 1
Thus i s  sym m etr ic  and n o n - n e g a t iv e  d e f i n i t e . M oreover, s i n c e
d e f i n e d  e a r l i e r  on i n  t h i s  s e c t i o n ,  i s  o f  f u l l  r a n k  f o r  a l l  k , t h e r e  
e x i s t s  no n o n -z e ro  v e c t o r  z = [2 ^ ,  2 ^ ,  . . . ,  2 ^] f , w here t h e  2 ^ have
k
p c o m p o n en ts ,  such  t h a t  X z ' Ä ( t - j )  = 0 a lm o s t  e v e ry w h e re .  H ence, s i n c e
J  = 0 J
i4^(0) = J  , G^ i s  p o s i t i v e  d e f i n i t e .  S i m i l a r l y ,
9k = Z  o t^ ( j ) r ( - j )
j= o
k k
= I  I  a , ( j ) r a - j ) a ' (Z )
j  = 0 1 = 0 K K
k k
= X I  a j , ( j ) M K t + j ) r ( t + n w a )
j=o z=o * K
= £■ X a , ( j U ( t + j )
IU*=°
X aA D X U + l )  
1 = 0 K
and i s  s e en  t o  be sym m etric  and p o s i t i v e  d e f i n i t e .
4 .  U sing  t h e  r e s u l t s  1 and 2 a b o v e ,
G/; = Gk+ 1 + Ak + l (fe+1)aJ :+ l(fe+1)Gfe
= Gfc+1 -  W * +1)6*
= Gfe+1 -  W fe+1)Afc
= Cfc+1 + '4/vtl.(?<+l,:7/.:'1; ' i l (/<+U •
Thus, n o t in g  t h a t  G-^  and g^ have  u n iq u e  p o s i t i v e  d e f i n i t e  s q u a re  r o o t s
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% %and g^ since G^  and are positive definite,
det(Cfc) = det' K + l  I+C^ A +i(k+1)4 f e l (fe+1)ffii+l
T%
'fc + l
det^fe+J *det f  + ^/c+liV l (?C+1)9fc] [Gk+lAk+l(k+1)9k\ _
and det [G^ j /det ( ^ +1) = I I (l+^l where the are the eigenvalues of
i-1
4 a +i(k+i)4 Gi^ A^i (k+l)g^ , which are non-negative. Hence/c+1 fc+1 /y/q
det (<7^ ) > det(d^+1) unless = 0 , A = 1 ... p , that is, unless
_P i-
= 0 or d^+1(/c+l) = 0 , in which case 
det (<7^ ) = det(7^+]_) . However, since {X(t)} follows an autoregression ofkJ
order , we must have A^ (/cn) ^ 0 , so that det [G^  > det{(7^ ) . #
Theorem 2.1.1 provides the decomposition of Ct
C/c = T T  {l-il^ouCi)}i=fc
r(o) (2.2.4)
where the matrix product J" T  #£ A  B -iß
Uk k~k-1 ••• Bi
Estimates of the system parameters may be calculated by replacing 
YU) , «7 = 0, 1, ..., K with C(j) , j = 0, 1, ..., K , K < N , where 
(7(j) is defined by
C(j) = N 1 t iX(t-j)-X}{X(t)-X}' = C(-j) , J > 0 , (2.2.5)
t=J+l
and J = ./V d £  X(t) , in the defining equations (2.2.1) and (2.2.2), and 
t=l
/V A A A A  /V
in the recursion (2.2.3). Letting A^(j), a^(j), 6^, , G^ and
denote the estimates obtained in this way of d^(j), a^(j), 6^, A^, (7^  and
respectively, it is easy to see that the estimates also satisfy parts 1
and 2 of Theorem 2.1. In the following section, the asymptotic behaviour of 
the estimates is determined, enabling the examination of the automatic 
procedures carried out in subsequent sections.
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2 .3 .  The Asymptotic Behaviour of <jy(/c)
The e v a l u a t i o n  o f  t h e  b e h a v io u r  o f  (fyCk)  w i l l  be c a r r i e d  o u t  i n
s t e p s ,  and we s h a l l  o n ly  be co n c e rn e d  w i th  f u n c t i o n s  f ( N)  f o r  w hich
f ( N)  > 1 . F i r s t l y ,  from ( 2 . 2 . 4 )  we have
= 1 [ )oL (£)}(7(0) so t h a t
i =k i
d e t  [Gk) = d e t f n r  { i - A A i ^ A i  ) } C ( 0 ) |
H - k  '
~""j” d e t { j - 2 ^ ( f  )o r .( f  )} 
i - 1
d e t ( c ( 0)) ( 2 . 3 . 1 )
and
cf> (fc) = In  ( d e t  (7(0)) + £  j i n  ( d e t j j - ^ W o L U  )})+2W V ( i l o j  . ( 2 . 3 . 2 )
T i = l  ( '
The te rm  ln (d e t{ j- . i4 ^  (f)ou. ( i ) } )  w i l l  e v e n t u a l l y  be r e p l a c e d  by a te rm  
whose d i f f e r e n c e  from In  ( d e t  {1-2^ (£ )oL ( i )}) i s  o f  o r d e r  <9 )
a lm o s t  s u r e l y ,  so  t h a t  N ^ f ( N)  w i l l  be  o f  l a r g e r  o r d e r  th a n  t h i s  
d i f f e r e n c e .  I t  w i l l  a l s o  be shown t h a t  t h i s  te rm  c o n v e rg e s  a lm o s t  s u r e l y  t o  
a  n o n - p o s i t i v e  c o n s t a n t  f o r  i  5 k , w h i l e  f o r  £ > k^  i t  w i l l  be o f  o r d e r
0 [ n~^(1 u I n  TV)) . Hence t h e  r e p la c e m e n t  w i l l  p ro v e  o f  no a s y m p to t i c
im p o r ta n c e  f o r  any f u n c t i o n  f  u n d e r  c o n s i d e r a t i o n  and t h e  a s y m p to t i c  
b e h a v io u r  o f  (p^ik)  may be d e te rm in e d  from t h e  b e h a v io u r  o f  t h i s  m o d if ie d
c r i t e r i o n .
We f i r s t  remove t h e  mean c o r r e c t i o n  i n  t h e  c o m p u ta t io n  o f  t h e  C ( j ) ' s  , 
3 -  0 ,  1 ,  . . . ,  K . Now
C(J) - N' 1 I  XU-
£=«7+1
1 N N -  )= N (N-j)XX' - N \X  £  *'(£) + I  X(t-j)X'\  .
N 4 9  4 - 1  + — ^ 7 4 - 1  «'*
N N
l
£=«7+1 t-3 + 1
S in c e  i X ( t ) }  i s  a  l i n e a r  s t a t i o n a r y  e r g o d i c  p r o c e s s  w i th  z e ro  mean and
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finite second moments, the components of the vectors X , N 1 £ X(t)
t=j+ 1
-1 N . -I Hand N X X(t-j) are of order 0 Qv 2(In In N)j uniformly in j over
t=j+l
J = 0, 1, K . This follows from the general results of Heyde and
Scott (1973), while a direct proof has been given for univariate 
autoregressions by Heyde (1973). The asymptotic behaviour of the 
estimates of the parameters may now be determined.
THEOREM 2.2. If {Z(t)} follows the autoregression (2.1.1) subject
-1 Nto the conditions (i)-(vi) then Y(j) - N £ X(t-j)X 1 (t) is of order
t-j+1
0(n  2 (ln ln N)2) and 0fe, 2^(j), a^(j) estimate G^, g^9 A^tf), a^(j) „
J = 1, • • • s k uniformly over k = 0, ..., X to t/ze same order of accuracy.
Proof. The fourth moment condition (rf) on (e(t)} guarantees that 
the fourth moments of (Z(t)} are finite, which is shown in Hannan (1970) 
when (e(t)} is independent. Since that proof depends only on assumptions 
(iii) and (v) for its validity, it may be extended simply to cover the more 
general conditions here. Thus each element of
r (j)-(N-j) 1 £ x(t-c)x'(t)
t=j+i j
is of order o (n 2(ln ln N)2) uniformly over j = 0, ..., K , which 
follows from the results of Heyde and Scott, and which has been shown for 
univariate autoregressions by Heyde (1973). It is obvious that replacing
(N-j) with N makes no difference since N(N-j) ~L converges to unity for
j = 0, ..., K . Now, it was seen above that C(j)-N 1 7 X(t-j)X'(t)
*=*7+1
is of order' ö {n ^(ln ln N)} so that (r(j)-C(j)} is of order 
-I I
0[n 2(ln ln N)2) , that is, is of the same order as
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n )
£ x(t-j)x'U)*=7+i
The estimates 0^9 ^(j) and a^(j) are formed from sums,
products and inversions of terms involving only the £(</)'s ,
J = 0, ...', X . Since the estimates are formed in the same way as the true
parameters, and (r(j)-C(j)) is of order 2(ln ln /V)2) , the estimates
must be accurate to this same order. For example,
I p n  - ^ ( l )  = r ( - i) r '1(o) - c (-nc '1(o)
= r ( - n r ' 1 (o) - c(-i)r_1(o) + c c - n r h o )  - a - i x r h o )  .
But
r(-l)-C(-l) = oO'hln ln N)*)
and
r"1 (o)-G"1 (o) = G_1(o)[G(o)-r(o)]r"1 (o)
which is of order o [n 2(ln ln N)2) since G(0) — T(0) and 
(c(O)-r(O)) is of order o {n 2 (ln ln N)2) . Thus (a ^(I)-A^(I)) is also
of order 0 (n 2(ln ln /Y)2) . #
It is seen from above that the error in the estimates will be
0{n 2(ln ln N)2) and hence o (n 2+<"*) even if the mean correction in the 
C(j)'s is ignored. We thus redefine the G(j)'s without mean corrections 
in order to facilitate further results.
r(j)-(N-j) -1
We return now to a consideration of (2.3.2). Noting that 
 ^ ^—1 .a Si) - -6^ ^G ^  ^ t = 1, 2, ..., K we have
/\ /N /V — 1
OL.ii) = -A! G.^ i-± v-1
As *  ^ — 1
/\ /S /S -1Thus, A^ .(£)or.(f) = (f )6f.  ^ and
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det {i-A^Da^i)] = det|j4i(£)5i_1^ (i)ff^1|
= d e t
= det-sG
Ä!detii- (^i)^ -1^ -/i(i)öi:1|det &r; - i
i-l
/\ . If ^ /s—l ) 3^si
:H
= d e t { l - 0 ! }
a"MH«SA<iii,IK -is;<<,sä ]}
^ /\ -h  /v . x
w here  B^ = -Gh ^A^( t ) g^  ^ .
D i g r e s s i n g  f o r  t h e  moment, i t  may be s e e n  t h a t  t h e  e ig e n v a lu e s  o f
/N /\
^k+l^k+1  a r e  e s t -^m a te s  ° f  s q u a r e s  o f  t h e  c a n o n i c a l  c o r r e l a t i o n s  betw een
* k k
£ , ( t )  = Y A A j ) X ( t - j )  and z A t - k - 1) = Y o . A l ) X ( t + l - k - l )  . Fo r  i t  was
K j =0 K K 1=0 K
k k
:k <Lt)tk " " J " “ fc “ 'Vc '  a fe ’
s e e n  i n  Theorem 2 .1 .3  t h a t  E [ z A t ) z A t ) ^  = G, and #(_£- ( t  )e ’ ( t ))
w h i le
E { * A t ) z A t - k - 1 ) }  = Y t  A A j ) E { X ( t - j ) X ' { t + l - k - l ) } < x ' a )
K K j = 0  1=0 K *
k k
= I  S  d ( j ) r ( j + l - / c - l ) a ' a )
j= 0  1=0 * *
= A,
_p _> _> >
by Theorem 2 . 1 . 2 .  But G^2h-^g^2 = -G-^2A ^ ^ ( k + l ) g ^  , which i s  e s t i m a t e d  by
. A ls o ,  t h e  e ig e n v a lu e s  o f  G^2k^g^2g ^ 2hjG^2 a r e  s e en  t o  be t h e
s q u a r e s  o f  t h e  c a n o n i c a l  c o r r e l a t i o n s  be tw een  and £ ^ ( t - k - l )  which
may t h e r e f o r e  be e s t im a te d  by t h e  e i g e n v a lu e s  o f  B ^ - p ^ + i  * ^rom
( 2 . 2 . 1 )  and ( 2 . 2 . 2 ) ,  X { t )  -  and X ( t - k - l )  -  Z ^ ( t - k - 1) a r e  t h e
l i n e a r  r e g r e s s i o n s  o f  X ( t ) and X ( t - k - l )  , r e s p e c t i v e l y ,  on t h e  v a r i a b l e s
X ( t - l ) ,  . . . ,  X ( t - k )  . Hence G ^ h ^ g ^ 2 may be i n t e r p r e t e d  a s  a m a t r ix
p a r t i a l  c o r r e l a t i o n  o f  X ( t )  w i th  X ( t - k - l )  a f t e r  t h e  rem ova l  o f  t h e  
e f f e c t s  o f  X ( t - 1 ) ,  . . . ,  X ( t - k )  by r e g r e s s i o n ,  o f  w hich  B^+q i s  an
_> _p
e s t i m a t e .  I n d e e d ,  when p = 1 , G^L^Q^2 i s  s c a l a r ,  and i s  t h e  p a r t i a l
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autocorrelation usually written as p(k+l\k) while is its estimate
p(/c+11k ) , facts which have been utilised in the investigation of Hannan 
and Quinn.
Returning to the main discussion, it is easily seen that the square 
/\ /\
roots of ^ and g^ ^ are uniquely determined, symmetric and positive
definite for large enough N almost surely, since [G. - G . ) and
Is _L Is 1'
1 J ^
[cf. ape of order o (n  s ) . Hence (2.3.2) may be rewritten as
k
1
£=1
<ty(/c) = ln(det[C(0)]) + £  jin (det [ i - B ) +2N V(/loJ • (2.3.3)
 ^ ^ ^  . . .''in *Now, since Bh = -OF. ^ , Theorem 2.2 guarantees that converges
_p v  ^^
almost surely to -G^2 ^ A S i ) g 2^ ^ to A S i ) g ^  ^ ^ ( i ) ^ 2^ and
ln (det [j-ZLSj] ] to In (det (£ )or.(£)] } = In (det [CF.] /det [OF. l ] } . It was
£-
shown in part 4 of Theorem 2.1 that this term is non-positive for all £ ,
and strictly negative for £ = k^ . Since // ^ f(N) converges to 0 , the
terms jin (det [J-S^b T] ) +2i\7 "\f(Ao| will converge to non-positive values for 
all £ , and to a strictly negative value for £ = k Q . For £ < k^ , if
I In (det \l-B ) + 2 N '*'/,(7V)j is positive, it is of order at most o(l) ,
since f(N) = o(N) , while jln(det[j-5^ Bj^  ])+2i7 /^(iioj1 is asymptotically
negative, and of order 0(1) . Thus as N increases (f)^,(/0 is certainly 
minimised, at least within the domain = 0, . . . , 7< , at k - k^ , and the
A
minimiser k^ of $j?(k) over the complete domain k = 0, ..., K is seen 
to be at least k^ as N increases. The asymptotic behaviour of k^ is
thus seen to be determined through the terms jin (det [l-BGB\\) +2N ^/(/7)j
for £ > k . These terms will be replaced by asymptotically equivalent
terms for which simple results may be obtained.
LEMMA 2.1. For k > kn > {in(det \l-B^ By\) +tr (S^ B^ )} is of order
(»_2+5j .
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Proof. Let A^ , i - 1, p be the eigenvalues of • Since
is of order o[N 2 ) by an application of Theorem 
2.2, and d^(/c) = 0 , X^ converges almost surely to zero uniformly over 
i - 1, ..., p . Now,
^ P
In(det = In
i-1
( i - y
= I  I n  ( l - X  •)
i-1
- -  l  X.+ 0
i-1
l
i-1
B u t  A^. , i ~ 1 , • * . ,  P are t h e  e i g e n v a l u e s  o f  , a n d ,  s i n c e
- 1+6/N. /\5^ ^  c o n v e r g e s  a l m o s t  s u r e l y  t o  z e r o  a n d
f
i=l
P / A A A A \A .  = t r  [B.BJB.BJ) , ^ K k k k k }
^  A ^  i s  s e e n  t o  b e  o f  o r d e r  o [N 2+^ J . N o t i n g  t h a t  jr A .  = t r ( ß , B ' }  , 
i=1 ^  i =i  ^ k k
t h e  l e m m a  i s  p r o v e d .  #
L E M M A  2.2. L e f  £ d ( £ )  = £  a , (l)X(t+l-k-l) and
K 1=0 K
Bk+l = G~kN 1 # I  £ (t)Bk(t)9k ■ Then (Bk-n~BkiP is of order ° ( w  1 + 5 ^
uniformly in k over k^  ± k < K } and [^ + l S fc+l_ ^?c+lS /c+l^ ovd-er
, -3 /2+6 j(/V‘
fc fc
P r o o f .  F r o m  T h e o r e m  2.1 , A, = ]T ]T d, (j ) C(  j+l-k-1 ) a/  ( Z ) . S i n c e ,
K 1=o j=0 K K
b y  T h e o r e m  2.2, d ^ (J ) a n d  a ^ ( Z )  c o n v e r g e  a l m o s t  s u r e l y  t o
d , ( j )  = d, ( j )  = d ( j )  a n d  clAI) = a, (Z-) = a O  r e s p e c t i v e l y ,  d e f i n i n g  K kQ k kQ
C(j+l-k-1) w i t h o u t  m e a n  c o r r e c t i o n s  i n t r o d u c e s  a n  e r r o r  o f  o r d e r  o[N 1+<^j
i n  A 7 . T h u s  k
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- k k - N , ,A, = 7 7. A ,(j)N 7 X(t-j)X'(t+l-k-l)cLia) + ) ,
* ^=0 j=0 K t=k+l K
since C(j+l-k-1) and N 7 X(t-j)X' (t+l-k-1) differ by a finite
t-k+1
Hence
h = -1
terms such as 77
r kE J(e(t) + 7f-/c+l 1 <7 = 0
- 1 , -1+ 6'
|sfe(t) + I (Sfe(j)-a(j))x(t+I-k-l)j' + o(if1+'5) .
Now, by Theorem 1.2, N  ^ 7 £(£)£/(£) and
*=fc+l *
_i - P  1
N 7 e(t)X1 (t+l-k-1) are both of order o (n 2(ln ln N)2) . Also,
t=k+l
N  ^ 7 X(t-j )X' (t+l-k-1) converges almost surely to r(j+Z--/c-l) by the
t=k+l
ergodic theorem, since {X(t-j)Xr(t+l-k-1)} is stationary and ergodic with 
finite mean. Furthermore,
TV fc N
N 7 Xit-j)U(t) = 7 W 7 Kt-jU'Ct+i-fc-Da'U)
£=fc+l K 1=0 t=k+1
k
= 7 C(j+l4-l)a'U) 1+6)
1 = 0
= 7 {£(j>£-/c-l)-r(i+£-k-l)}a'U) + o(> 1+6)
1 = 0
= 0(/f%+6)
since 7  T (j+Z--/c-l)af (Z-) = 0 and (c(j + £-fc-l)-r (j+Z.-/c-l)) is o (TV 2+<"*) .
1 = 0
Combining these results, it is easily seen that
NI
t=k+l
\  = P 1 £  e(t)£^(t) + o(ff'1+6) ,
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since [AAj)-A(j)) and (cl, (l)-a( l)) are of orders o [n-%+6 j
/\  ^ S ' f \  /\ /X —1
Now, = k^Pk s;*-nce ^+1^+1) = ~^ k?k * ^he a^ove Pro°f has
shown that _^ "1 s _ ~| ~f~(S A’ is of order o{N J , and, in passing, that 
-t-is of order 0[N 2(ln In N)2) , since B, will be shown to be of this
order in §2.5, Thus ®fc+l Gk is of order o {n ^+(^j , since
(ßj,-Gv) and (gk-9k) are of orders o(ff'2+6) . Hence (Bfe+1-Bfe+1) is 
o U “1+<5) . Let A = Bk+1 - Bfe+1 . Then
h^L, -B.J' = (a+b. ) (a ’+b ’ ) -b. b:fc+1 /c+1 /c+1 /c+1 ?C+1 ?C+1
= AA' + Bfe+1A' t AB' + 1 .
Since A is of order o [n and i-s 0 2+<^) , AA' is
o (N-2+S) and B ^ A '  is o(/T3/2+6) . Thus B ^ B ^  - is of
order o {n . §
THEOREM 2.3. For k > kQ , { l n ( d e t ) +tr( s ^ }  is of 
order o [n 3//2+l^ j .
Proof. The proof follows directly from Lemmas 2.1 and 2.2. #
Since f(N) > 0(1) , the terms jin(det ) +2N and
|-tr {.BfojB^^) +2N ^f(N)J will behave asymptotically in a similar fashion, 
their difference being of order o {n , while tr(ß^+^ß^+ )^ will be
shown to be o [n ^(ln ln AO) .
2.4. Asymptotic Behaviour of the Minimum AIC Procedure
Before obtaining the main result, it will be necessary to determine the 
asymptotic distribution of the random variables {B  ^+ ,^ . .., B .
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THEOREM 2.4. Let B W  = vec +1# ..., B^ ] . T t e  Ä u )  t e a  
limiting normal distribution with mean zero and covariance matrix
V h - ^ )
Proof. Let j/(t) = G 2e(t) , z,(t) - g (i) and
s(t) = (£), . .., ' . Then, for k - 1, [K-k^ \ ,
vec(A , J  = 1 Z vec(y(te' .,(£)) + o [n 1+0)
*0 * £=£+i Ko K
,-1+6-
= M'1 Z U- . ,(t) ®  */(£)} + o ^ ' ^ 0) , 
£=£+1 *0 *
,-1+ 6-
the error again coming from ignoring a finite number of terms of the sum. 
Thus
B(N) = N 1 £  [z(t) ®  y(t)) + a(> 1+°) .
t=K+1
.-1+ 6-
Now,
E[z(t) ®  y(t) = s(£) ®  E[y(t) |F^_1) = 0 ,
since y(t) = G 2z{t) , ff(e(t)|F )^ = 0 , anci
k ko
£, (£) = £  ah(l)X(t+l-k-l) = ]T a(l)X(t+l-k-l) when k > /cn ,
* 1=0 * 1=0
showing that £^(£) is determined completely by the set
{e (£+fc -?c-l) , e (t+fe -/c-2) , ...} . Also
#[{s(£) ® y(t )}{<:(£) ® y(£)} ' |frt_1] 3 #[{ (z(£)z '(£)) ® (y(t)y '(£))} |F^._1]
= [z{t)z r(t)] ®  J
since fi’fz/ (£ )y ' (t) | = G 2e [z (t )c 1 (t) | F^ 2 = G SGG 2 = 7 , by
assumption (v). Thus
2?[{z(£) ®  */(£)} {s(£) ®  */(£)} '] = #(2 (£)a ' (£)) ®  I  .
For £ > c - » we have
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ghE\z.<,t)z’.(t)]g^  -
ko ko
= eI Z Z CL(l)X(t+l-i-l)X' (t+m-j-Da' (m)\
h - 0  m =  0 J
^0 ko
= Z Z cl(1 ) T ' ( m )
l-0 m=0
'0
= Z  <5. • .qa’im)
m=0 5 ^
since Z  ol(1)T (k-l) = 0 for > 0 . Thus, since m > 0 and i > j , 
1=0
g2E[z .{t)z'.{t)\g2 = 6 . .g and S’ [ 2  . (£ )s '.(£)] = 6 . .1 . Hence ^ J ‘Z'J p C 0^ P
E[{zU) ® y(t)}{z(t) ® y(t)}'] = E(z(t)z'(t)) ®  I
= I
= I
[K-k0}p
b - U p
2 •
Using Billingsley’s martingale central limit theorem (Theorem 1.1), it
Nfollows that (N-K) 1 Z  z(t) ® y(t) has a limiting normal
t=K+1
2
distribution with mean zero and variance lx! ’Jw , for any -component
-% Nvector a) , and the vector N 2 Z  z(t) ® y(t) has a limiting multi-
t=k+1
variate normal distribution with mean zero and covariance matrix
I
(.K-kJp‘
P -P N, since K is a constant. But N2B(N) and N 2 Z  a(t) ®  p(£)
t=/c+l
1 1
differ by a term of order 2 } , so N2B(N) has the same limiting
distribution as /V 2 Z  z(t) ®  y(£) . #
t=fc+l
The generalisation of Shibata’s (1976) result concerning the asymptotic 
behaviour of the minimum AIC procedure is now easily produced.
THEOREM 2.5. Let {fvb} be an independent3 identically distributed
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f 21 2 . 2sequence with  \W^+2p > d i s t r i b u t e d  as  x with p degrees o f  freedom>
k
and l e t  Sv - Y W. , with  S A O .  Suppose k minimises <p S k )  over
i = l
k -  0 , 1 ,  . . .  , K 3 where K > k  and f (N)  = p ‘ Then
l im  Pr(fc = k +/c) = 
N+oo
k < 0
PkqK-k0~k J k °> !> • • • > ( *  fe0)
w/zere p 0 = :  1 , > 0, . . . ,  > °1
qk = < o , < o} .
Proof. I t  h a s  a l r e a d y  been  se en  t h a t  l im  Pr(fc = k t/c) = 0 f o r
0
k < 0 . L e t  be g iv e n  by
<f>/.(k) = l n ( d e t [ C ( 0 ) ] )  t  £  l n ( d e t  \ l-B . ( i  )B \ ( i  )] ) 
1 i =1  ^ %
+ . I  { - tr (B i B ^ + r 12p2j  .
' t . — l f  + 1  '  Ji=fco+1
Theorem 2 .3  shows t h a t  t h e  m in im is e r  k^  o f  <p j?(k) c o n v e rg e s  a lm o s t
s u r e l y  and hence  in  p r o b a b i l i t y  and d i s t r i b u t i o n  t o  t h e  m in im is e r  o f  
(pjy(k) . The l a s t  t e rm  o f  t h e  above  e x p r e s s io n  d e te r m in e s  t h e  m in im is e r .
9 * *
L e t t i n g  WAN)  = N t r  [B B! .) -  2p and SAN)  = I  (v'.(ff) , i t  i s
fe0+i  ?£0+i
J=1
seen  t h a t  ^ (T c )  i s  m in im ised  a t  k - k > k^ i f  and o n ly  i f
K-k, (N) > SAN)  , i  = 0 , 1 ,  (x - f c j  , i  t  [k -kQ) ,
w here 5 q( ^ )  A 0 . Thus
P r ( £  = kQ+k) = Pr{£^(il0 > £L.(fl), i  * fc, i  = 0 , 1 ,  . . . 5 (*-/e0) } .
However, from Theorem 2 . 4 ,  t h e  {WAN)}  a r e  a s y m p t o t i c a l l y  i n d e p e n d e n t ,  and
v
s in c e  N2B, . i s  a s y m p t o t i c a l l y  n o r m a l ly  d i s t r i b u t e d  w ith  mean z e ro  and
V *
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c o v a r i a n c e  m a t r ix  I  2 s f o r  ^ = 1 ,  . . . »  (2£-/Cq) , N t r [ß^ +^) i s
0 0
a s y m p t o t i c a l l y  d i s t r i b u t e d  a s  t h e  sum o f  s q u a r e s  o f  p in d e p e n d e n t  
s t a n d a r d  n o rm al random v a r i a b l e s ,  t h a t  i s ,  N t r  +^} i s  d i s t r i b u t e d
2 2
a s y m p t o t i c a l l y  as  x w i th  p d e g re e s  o f  f reedom . Hence
l im  P r  [k = k^+k] = P r{S^  > i  /  fe, i  :  0 ,  1 ,  . . . ,  [K-k^j  }
i
where S .  = Y  Jv7. , and {W. ,  j  = 1 ,  . . . ,  [K-k ) } i s  an in d e p e n d e n t  
^ j  = 1 3 3
2 2
i d e n t i c a l l y  d i s t r i b u t e d  seq u en ce  w i th  W. + 2p ~  X 9 • Now
3 p
l im  Pr(fc 
ilf*30
= O  = P r{ S .  < 0 , i  = 1 ,  . . . .  ( X - fe J l
A lso
l im  ?r [k  = k +k)
ft+co
= P r {Sk > S v  i  = 0 , . . .  , (fc-1) and i  = (fc+1), . . .  , (X-fcQ) }
However, t h e  d i f f e r e n c e s  f o r  £ > k  a r e  in d e p e n d e n t  o f  t h e
d i f f e r e n c e s  (jS^-SP.) f o r  i  < k , s i n c e  t h e  fv7. a r e  in d e p e n d e n t .  Thus
l im  Pr(fc = +fc)
N+oo
= P r f s ^ - S ^  > 0 , i  = 0 , . . . ,  ( f e - l ) } P r { 5 ^ - 5 fc < 0 ,  i  = (fe+1), 
= Pr{S^ > 0 ,  i  = 1 ,  . . . ,  /c}Pr{5^ < 0 , £ = 1 ,  . . . ,  K - k - k Q}
by a s im p le  r e l a b e l l i n g  o f  t h e  W . . That i s
J
l im  Pr {k = -- ■ *
o
COROLLARY 2 . 5 . 1 .
l im  { lim  Pr(fc = k +k)} = p . q  3 k -  0 ,  1 ,  2 ,  . . .  ,
K -+  oo /y>oo
where
q = exp{ -  Y, n ^ Pr  
n - 1
2 2 
X 2 > 2np
'  np
30
and the are generated by
k-0
I Pi^  = exp-1 X n 1zn ?r}x
n-1
2  2 > 2np
Proof. Let T = Prls, 5 0, S < 0, 5 > o} , n > 1 .n 1 1 5 n-1 ’ n J Then,
from Feller (1966), the ’s are generated by
00 s OO \1 - I Tn n^ = exPl- I z 1™1 > °) I
V? — 1 V V7 —  1 'n-1 " v n=l
which expression is valid for all s € [0, 1] . In particular,
00 r OO \
1 - I = expj - J ? r (.S n  > °)| •
r? — 1 ^ v? — 1 Jn=l  ^ n=l
Moreover, the right hand term converges since
Prfs > o') = Pr • n
21 2 S^ -trcp J > np
= Prh I snwp
o -1 -25 2 n p
{2np2) * > 2 hn2p|
by Chebyshev’s inequality and by noting that is distributed as 
2the sum of n independent x 2 random variables, that is, as \
p np
However,
= Pr{S1 £ 0, Sn_L £ 0} - Pr{S1 £ 0, }
= Pr(S1 < 0, S < 0) - Pr{S1 < 0, ..., < 0}
= <7,ln-1 n^
since the Sh’s are jointly continuous random variables. Thus
n
1
i-1
Y T . = a - q = 1 - a , and q - lim q exists and is given byu  ^0 ^n Hn  ^ ... nnr*x>
1 - t • I , which is strictly between 0 and 1 , since 
i = 1 ^
OO
y n Pr(S > o] converges to a positive number. The generating equation
-i ^n=l
for p7 is given in Feller, as is the generating equation for ,
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OO
I
k- o
z n - 1  n i
s o  t h a t  t h e  Py ' s and q ^ ’s a r e  r e a d i l y  c a l c u l a t e d .
For p -  1 and 2 , t h e  a p p ro x im a te  v a lu e s  o f  q a r e  .7117 and 
.8835  r e s p e c t i v e l y .  In  f a c t ,  i t  i s  e a s i l y  s e e n  t h a t  q t e n d s  t o  u n i t y  as  
p  i n c r e a s e s ,  so  t h a t  t h e  minimum AIC p r o c e d u r e  w i l l  choose  t h e  t r u e  o r d e r  
o f  t h e  a u t o r e g r e s s i o n  w i th  p r o b a b i l i t y  i n c r e a s i n g  w i t h  p .
I t  i s  now a s im p le  m a t t e r  t o  f in d  c o n d i t i o n s  on f  f o r  kj. t o  be 
w eak ly  c o n s i s t e n t ,  t h a t  i s ,  f o r  l im  P r [k„ = k ] t o  e q u a l  u n i t y .
COROLLARY 2 . 5 . 2 .  k^ , > which minimises (p^(k) over
k -  0 ,  1 ,  . . . ,  K 3 i s  weakly c o n s is te n t  fo r  i f  and only i f
l i m  f (N)  = 00 .
N+oo
P r o o f .  From t h e  p r o o f  o f  Theorem 2 . 5 ,  and assum ing  t h a t  f (N)  i s  
i n c r e a s i n g ,
P r  {k = kQ) = P r f s ^ U )  < 0 ,  k = 1 ,  . . . ,  }
w here  SAN)  = f, W.(N)  and WAN) = N t r ( B ,  .BJ .) -  2f (N)  . But
i = l k ^ t i  k ^ + i'
P r (W^(N) < -7?) = P r  N t r ( B fc +^B£ +^) < 2f ( N) - R
and i f  f ( N)  -*■ 00 ,
l im  P r {w. (N)  < -7?) = 1 , f o r  a l l  R > 0 .
Thus
P r [k = kQ) = P r{S fe < 0 ,  k = 1 ,  (j£-fcQ)}
2 P r jS ^  < -kR, k = 1 ,  [K-kQ) )  , R > 0
> Pr{&P.(iV) < = 1 , 0 - f c 0)}
K-k
0
= tT P r j J M t f )  < -7?} . 
i = l  v
Hence l im  P r ( k  = k ) = 1 .
i ^ o o  0
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If, on the other hand, /(A) converges to R for some finite R ,
then
lim Pr {% = kQ) = P < 0, k = 1, (tf-ZcJ }
]\f+oo
k
where S-^  = £  and Ah. = A7 t r + )^ - 2/? . Thus, slightly
f=l Kc>
modifying the proof of Theorem 2.5,
lim Pr [k = k ) = expj- Y  ft  ^Pr 
A+™ °*  ^ n=l
X 2 > 2nRv ftp
which is strictly less than unity for all i? by a similar proof as used in 
Theorem 2.5. #
2.5 Strongly Consistent Procedures
The following theorem has already been utilised in §2.3, its 
proof being deferred till now.
THEOREM 2.6. For k > 1 3 Bk +k = hk^ ^ 2N 1(ln ln N)^  where
lim sup |2?,(A)}.. = - lim infjb.CA)}.. = 1 f, j = 1, ..., p . Further- 
m K W  u K ^
more tr(ß^ +kBk +^) = c^(A)2A ^(ln ln A) where lim sup °k^) - 1 . 
0 ^ 0  A
L%
Proof. In Theorem 2.4 it was seen that a' Y  ®z/(£) , where
t=kQ+k
2a is any p -component constant vector, is a martingale with stationary 
and ergodic iriartingale differences having variances a ’la - a rd . It 
follows from Theorem 1.2, therefore, that when a'a = 1 ,
RPa 'vec [b^ a, A)(2 In ln A)2 , where A) has as its limit
points the interval [-1, 1] . Letting a run through the unit vectors, 
that is, the vectors with unity as one component, and with zeros the rest, 
the first part of the theorem is proved, and we henceforth use the matrix 
A (A) introduced there. Moreover, it is easily seen thatA
0+kBk +k) = in m  It)
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2
and t h a t  l im  sup t r [ bAN) b . ! ( N) )  > l im  sup \ _\ bAN)} , J = 1 . I t  has been
N K K pj K 11
proved  by Hannan (198 0) t h a t  l im  sup t r  [ b A i D b '  (/!/)} = 1 , and th e  p ro o f
N K K
w i l l  be g iven  here  f o r  co m p le ten ess :
For any e > 0 , we can f in d  an i n t e g e r  M , and a s e t  o f  M
2
p -component v e c to r s  { a . ;  j  = 1 ,  . . . , M] w ith  a  f. a . = 1 f o r  a l l  J ,
J C C
2such  t h a t  g iven  any p -component v e c to r  z , t h e r e  i s  a t  l e a s t  one i n t e g e r  
k  such t h a t  [ a ^ z ] / ( z ’z ) 2 > ( 1 - e )  . L e t t i n g  D(N) = N v e c {b^  » i t
fo l lo w s  t h a t
tr { \+ k Bk +k) = 0 ' ( / w ( f f )
< max [c t 'D W ] / ( 1 - e )
3 J
s in c e  [a\D(N)]2 < max [ajD(N)]2 f o r  a l l  j  , and ( a VHN) ) 2 /  ( V  (N)D(N)}
2i s  g r e a t e r  th a n  (1 -e )  f o r  some j  , which may d i f f e r  f o r  each r e a l i s a t i o n  
o f  D(A0 . However, each aj^D(N) has been shown to  s a t i s f y  th e  law o f  th e
i t e r a t e d  lo g a r i th m ,  so t h a t
l im  sup N( 2 ln  ln  N) +^)
r i n r= lim  sup ( 2N ln  ln  N) D’(N)D(N)
N
< I l im  sup max (a r.D(N)) 2 ( 2N ln  ln  N) f / ( l - e )  
I 717 t  ' J J
= (1-e)  
-1
N J 
2
2
S ince  1 < lim  sup N( 2 ln  ln  /V) ^ t r ^ ß ,  , 5 /  , )  5 (1 -e )  and e may be
N K0 K K0 K
ta k e n  as sm a ll  as  we l i k e ,  th e  r e s u l t  f o l lo w s .  #
/\
COROLLARY 2 . 6 . 1 .  I f  k^  i s  chosen  to  m in im ise  <jy(/c) o ver
A
k = 0, 1 , . . . ,  K where K > tAen k^. converges a lm o st s u r e ly  to  k Q
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i f  l im  sup ( l n  l n  N) ^f(N)  > 1 and onl y  i f  l im  sup ( l n  l n  N) ^f(N)  > 1 .
Proof. As n o te d  p r e v i o u s l y  k^ . c o n v e rg e s  a lm o s t  s u r e l y  t o  t h e  
m in im is e r  o f  cjy(Zc) i n  t h e  domain k = /cQ, K . Now
(j)y>(k+2. ) -  <jy(/c) = - t r  + 2/7 1f ( N)  5 f ° r  & -  ZCq • By Theorem 2 . 6 ,
i f  l im  sup ( l n  l n  /V) ^f(N)  > 1 , (<p ~(k+1 ) -(p r-(k)) i s  a s y m p t o t i c a l l y
/V J J
p o s i t i v e  and o f  o r d e r  a t  l e a s t  o[N f ( N ) -  In  In  Nj ) f o r  each  k > .
Hence <f)^,(k) i s  i n c r e a s i n g  a s y m p t o t i c a l l y  i n  t h e  dom ain {k^ , . . .  , K] ,
A
and kj,  c o n v e rg e s  a lm o s t  s u r e l y  t o  k Q .
I f ,  how ever ,  l im  sup  ( l n  l n  N) ^f(N)  < 1 , s i n c e  
N
( $ J k + l ) - } j . ( k ) ) N ( l n  I n  N)~1
= -2  + 2 ( I n  In  N)~1f (N )  + N( I n  In  iV)_1| - t r [Bk+1B{ +J  In  ln
and l im  sup N(I n  l n  N) ^ t r  = 2 » i t  f o l lo w s  t h a t
(c{)^,(k+l)-4>^.(k)] i s  n e g a t i v e  i n f i n i t e l y  o f t e n  w i t h  r e s p e c t  t o  N . #
COROLLARY 2 . 6 . 2 .  k^ i s  s t r o n g l y  c o n s i s t e n t  f o r  k Q i f
f ( N)  = c  In  l n  N 3 c  > 1  ,  o r  i f  / ( /7 )  « l n  .
Proof. The p r o o f  f o l l o w s  d i r e c t l y  from  C o r o l l a r y  2 . 6 . 1 ,  show ing t h a t  
A k a ik e ’ s (1978) minimum BIC p r o c e d u r e ,  and t h e  p r o c e d u r e s  p ro p o se d  by 
Shwarz (1978) and R is s a n e n  ( 1 9 7 8 ) ,  w hich  a l l  have f ( N)  a  In  N , a r e  
s t r o n g l y  c o n s i s t e n t .  §
2.6 Simulations
A number o f  Monte C a r lo  e x p e r im e n t s  was p e rfo rm e d  t o  compare t h e  
minimum AIC p r o c e d u r e  and (J) , t h e  " l o g - l o g "  p r o c e d u r e ,  t h a t  i s ,  t h e  p r o c e d u re  
based  on m in im is in g  4 y (k )  w i t h  f (N)  = c  In  l n  N , c > 1 . Only f i r s t
o r d e r  u n i v a r i a t e  a u t o r e g r e s s i o n s  w ere  c o n s i d e r e d ,  t h a t  i s ,  p r o c e s s e s  
s a t i s f y i n g  ( 2 . 1 . 1 )  w i th  n = p = 1 , f o r  t h e  sak e  o f  s i m p l i c i t y .  The
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TABLE 2.1
FREQUENCIES OF ESTIMATED ORDER. FIRST ORDER AUTOREGRESSION
4(1)
A
k
iN
50 100 200 500 1000
4> AIC 0 AIC 4> AIC 4> AIC 4> AIC
0.1 0 85 72 79 59 55 41 30 17 9 2
l 9 10 16 22 40 37 66 57 86 60
2 2 5 5 10 2 9 3 14 4 17
3 1 4 0 2 2 4 1 7 1 4
>3 3 9 0 7 1 9 0 5 0 17
0.3 0 35 24 8 5 2 1 0 0 0 0
1 56 51 87 72 95 79 90 70 94 74
2 5 9 4 11 2 7 7 13 5 11
3 1 6 1 4 0 7 3 7 1 7
>3 3 10 0 8 1 6 0 10 0 8
0.5 0 1 1 0 0 0 0 0 0 0 0
1 78 66 90 74 91 74 93 69 93 70
2 14 17 7 11 6 14 5 11 6 12
3 5 8 1 4 1 8 2 4 1 4
>3 2 8 2 11 2 4 0 16 0 14
0.7 0 1 0 0 0 0 0 0 0 0 0
1 78 67 91 72 93 78 94 78 95 70
2 19 21 5 10 3 9 6 11 5 17
3 1 6 2 7 3 5 0 5 0 2
>3 1 6 2 11 1 8 0 6 0 11
sequences (c(t)} were obtained using a standard normal random number 
generator. Different values of the parameter ,4(1) were taken for various 
sample sizes N , and the realisations (Z(t)} were allowed to stabilise 
before samples were taken. One hundred replications of each experiment were 
performed, and the frequencies of the estimated orders recorded, these being 
presented in Table 2.1. The value of o taken was 1 , since in finite 
samples, any procedure for which f(N) - o ln ln N with c close to 1
Awould judge the same estimate k of kQ as by taking a equal to unity.
The results show that for moderate sample sizes (N > 100) and for 
autoregressive parameters significantly different from zero (,4(1) > .3) , 
the "log-log" procedure performs well, and certainly does better than AIC in 
estimating the true order.
When estimating the order for multivariate autoregressions, it is not 
advisable to use (f> (fc) with f(N) = ln ln N , since the minimum AIC
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procedure will obtain an estimate not larger than that obtained by
2 23unless N > exp (exp (p }) , which is approximately 5 x 10 for p = 2 .
2If one takes f(N) equal to p ln ln N , however, the resulting procedure 
will always obtain an estimate of the order which is not larger than that
2determined by AIC. T-he- - - p — ajrSAJ^akeoM'i n t o ac c oun t-  th e -^bact^t-hat^  
when.— h- —,— N — bhe sifflrrjf---p--randem-variablcG , .each H r
w-hic-h-^-sa-t-isf iea- the ■■law—uf" bh^iterated" logarithm.
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CHAPTER 3
STATIONARITY AND INVERTIBILITY OF SIMPLE BILINEAR MODELS 
3.1 Introduction
Attempts have been made in recent years to model the large number of 
phenomena which exhibit non-linear characteristics. Several classes of non­
linear models have been formulated for time series, most of these classes 
requiring a detailed knowledge of the form of the non-linearity. A class of 
non-linear models which does not require this knowledge is the class of 
bilinear models, introduced in the engineering literature, and recently 
considered by time series analysts. Granger and Andersen (1978a) have 
examined many characteristics of these models, and have considered the 
bilinear modelling of the residuals obtained after fitting a time series by 
the usual linear techniques.
The second order properties of a subclass of the bilinear models have 
been examined by Subba Rao (1978) and Pham and Tran (1980), while the latter 
authors, and Granger and Andersen (1978b) have considered the invertibility 
of a simple model. This chapter is concerned with two probabilistic aspects 
of the simple bilinear models - the existence of strictly stationary 
solutions and the invertibility of the model equations.
A time series (;c(t)} will be said to follow a simple bilinear model 
if x(t) satisfies an equation of the form
x(t) - e(t) + $z(t-k)x(t-D , t - 0, ±1, ±2, ... , (3.1.1)
where k and l are strictly positive integers, and (e(t)} is a strictly 
stationary sequence of random variables. For reasons which will become 
clear later, it will also be assumed that (e(t)} is non-trivial and weak- 
mixing (see §3.2) and that 2?|ln|e(t)|| < 00 . Stronger assumptions, such as 
the independence of the sequence {e(t)} , together with the existence of 
finite second moments, and even normality, have been made by previous 
authors, but it will not prove necessary to make these assumptions here.
Let F denote the a-field generated by (e(t), e(f-l), ...} and let
Z/
F be the smallest a-field containing lim F . Then, by the Kolmogorov
extension theorem, there exists a sample space ß and a probability measure
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P such that (ft, F, P) is a probability space on which {e(£)} is a 
sequence of random variables. (For a discussion see, for example,
Billingsley (1968)). It will prove necessary at times to emphasise the 
domain of e(t) , or any random variable on (ft, F, P) , and when this is 
desired, we shall write, for example, e(£, co) for e(t) evaluated at some .
0) € ft .
If it is possible to find a strictly stationary process (:c(£)} 
satisfying (3.1.1) for which x{t) is measurable with respect to F^ and
x(t+1) is obtained from' x(t) by the same transformation on ft which 
takes e(£) to e(t+1) , then all the probabilistic aspects of {x(t)} 
may be obtained using only the knowledge of (ft, F, P) . In particular, 
defining the expectation operator E on random variables on (ft, F, P) by
E(f) where f is a random variable on (ft, F, P) , if x(t)
Jft
is measurable with respect to then the expectation operator E may be
applied to various functions of x{t) by applying E to the corresponding 
function of (e(t), e(t-1), ...} . We shall say that such a solution 
{#(£)} is an F^-measurable strictly stationary solution. It is shown in
this chapter than an F^-measurable strictly stationary solution {#(£)} to
(3.1.1) exists if E ln|ße(£)| < 0 and only if E ln | ße(t) | < 0 , and that 
the solution is unique.
The F^-measurable strictly stationary solution {x(t)} generates
another a-field G , which is defined as the smallest a-field containing 
the limit as t increases of Q , the a-field generated by
{x{t), ;c(t-l), ...} . This G-field is obviously a subset of F , as is 
G of F . For many purposes such as forecasting and estimation, it is
V u
of some importance to know whether e(t) may be reconstructed from the set 
(a:(f), a?(£-l), ...} , that is to say, whether e(t) is measurable with 
respect to G . Equation (3.1.1), or the model it represents, is then
said to be invertible. It is shown that (3.1.1) is invertible if 
E ln|ßa:(£)| < 0 , and only if E ln|fkc(£)| < 0 , assuming the finiteness of 
E\ln\x(t) I I .
In the following section, some results in ergodic theory are presented, 
which are required to obtain the conditions for the existence of
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F^-measurable stationary solutions to (3.1.1) and for the invertibility of
such models. The methods used to derive these conditions are extended in 
the final section to obtain conditions for the existence of strictly 
stationary solutions to simple random coefficient autoregressive models, a 
subclass of the models examined in the subsequent chapters.
3.2 Ergodic Theory
The strictly stationary process (e(f)} determines an invertible
measure-preserving operator T from F to F . Let
S - {co € : e(t., to) £ 5.; j = 1, ..., k\ where the B. are Borel-J 0 0
measurable sets on the real line and the tj are integers. The operator T 
is defined on such sets in F by
TS = {to £ Ü : e(t .+1, to) E B.\ j = 1, ..., k]a o
and its inverse T  ^ by
T_1S = {to i ü : e[t .-1, to) E B.; j = 1, . .. , k) .
C 0
The operators T and T  ^ may easily be extended to all sets in F , and 
T is measure-preserving since P(TS) = P(S) , by the stationarity of 
(e(t)} . A shift operator U is defined on the random variables on 
(^ , F, P) via
Uf( to) = /(Tto)
and its inverse U  ^ by
i/‘1f(“ ) = f(r_1co) .
In particular Ue(t, to) = e(t+1, to) and V 1e(t, to) = e(f-1, to) .
DEFINITION 3.2.1. S € F is invariant if TS - S almost surely. A 
random variable f on (fi, F, P) is invariant if Uf = f almost surely.
DEFINITION 3.2.2. The operator T (and the process (e(f)} ) is 
ergodic if S invariant implies P(S) = 0  or 1 or, alternatively, the 
only invariant random variables are constants, almost surely.
The following theorem summarises some properties of a measure­
preserving operator T , the proofs and related theory being found for
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example in Haimos (1956) and Walters (1975).
THEOREM 3.1. 1. If f is a random variable with E\f\ < 00 then
U-l
if Y. v 3f W  ■■- — >■ f * M
j=o
where f* is invariant and E(f*) = E(f) . If T is ergodio then 
f* = E{f) almost everywhere.
2. T is ergodio if and only if
N-l
lim N 1 X \p [a n T J ß) -P(A)P(B)} = 0 VA, B € F .
/y-K» j = 0
In the following sections of this chapter we shall need to determine
-1 ^"1the convergence of terms such as N Y ±n\e(t-jl)\ , where Z- is some
J = 0
positive integer. If 1 = 1 ,  the term above converges almost surely to
S’ ln|e(£)| if the operator T is ergodic. However, if l > 1 , we would
I
need the operator T to be ergodic to guarantee the same result. This is
not the case in general, however. Supposing there exists a set S € F with
2 2 T S = S a.e. and 0 < P(S) < 1 , then the operator T is not ergodic,
which is illustrated by the following theorem.
THEOREM 3.2. Let x be a random variable taking on the values -1
and 1 j eaoh with probability %  and let e(t) = (-l)^x j
t = 0, ±1, ... . Then (e(£)} is strictly stationary, T is ergodic but
2
T is not.
Proof. (e(t)} is obviously strictly stationary by the construction
and the distribution of x . T is also ergodic since Ue(t) = -e(t) and
no non-constant invariant random variables may be constructed. However,
2 2 U e(t) = e(t) and e(t) is not constant, so that T is not ergodic. #
Clearly then we need more than ergodicity for the process (e(f)} . A
property which guarantees that T^  is ergodic given that T is ergodic is 
the weak-mixing property.
DEFINITION 3.2.3. The operator T (and the process (e(t)} ) is 
weak-mixing if
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J V - X
lim N~ X lP (A n T~Jb]-P(A)P(B)\ = 0 \A4, B E F .
/l/+°° J  = 0
The following theorem provides results needed in subsequent sections, 
these and further results again being found in Walters (1975).
THEOREM 3.3. If T is weak-mixing, then it is ergodio and 'f1 is 
weak-mixing for any positive integer n .
Proof. That T is ergodie is obvious from the definition of weak-mixing 
and Theorem 3.1.2. Also, if T is weak-mixing then
Nn-1
lim (Nn) 1 £ \p (A n T J b) -P(A)P(B)\ = 0 \M, S E F
Nn-*™ j=0
for each positive integer n . Thus
Nn-i
lim N ^ X \P [ A n T  °b)-P{A)P(B)\ = 0 \M, B E  F
fr+oo j-o
and
N-l
lim N 1 X  lp U  n T njB]-P(A)P(B)\ = 0 )JA, B d F ,
/y-K» j = 0
since the above series is formed from a subsequence of the previous series.
Thus T is weak-mixing, and also ergodie. #
The weak-mixing condition is the weakest of the mixing conditions and 
is only slightly less general then ergodicity. Indeed, an independent 
strictly stationary process is both ergodie and weak-mixing, as will be many 
other processes of interest: let SI = {oo : w) € B „ ; j = 1, ..., k^ \
i - 1, 2 , where the B are Borel measurable sets of the real line and 
the £ are integers. If (e(t)} is an independent strictly stationary
process, then T S^  is independent of S^ for some J > 0 and so
S1 " T S2 = p(si)p(s9) for all j larger than J . This result may be
S1 n T~3S2 = p(si)p(sj forextended to all sets in F to give lim P
J+°°
S , S € F . Thus T is weak-mixing since if {a .} is a bounded sequence
42
-1 N~1of real numbers with a. converging to 0 , then N )T |a.| converges
3 3 = 0 J
to 0 .
3.3  Existence of an F^-Measurable S t r i c t l y  Stationary Solution to (3. 1. 1)
The first theorem provides the uniqueness result.
THEOREM 3.4 .  Let (e(t)} be a strictly stationary weak-mixing 
process for which P|ln|c(t)|| <°° and E ln|ße(£)|  ^0 . Then if an 
F^-measurable strictly stationary solution (x(f)} to (3.1.1) exists3 it is
unique almost everywhere.
Proof. Suppose {y(t)} is another such solution. Then 
z(t) = ln\x(t)-y(t)\ is measurable with respect to F and {z(t)} isIs
strictly stationary since z(t) = U^z(O) . Also, from (3.1.1) we have
z(t) - ln\$e(t-k)\ + z(t-l)
and
n
z(nl) - Y, ln I $ e ( j l - k ) I t z(0) .
J=1
Let A = (a) : a < z(0, (ß) < b) . Now A € F and P(A) > 0 for some a 
and b unless a:(0) = y(0) almost everywhere. But
P[A n T nlA) = P{^1A n A)
- P{w : a < z(nl, ui) 5 b and a < 2(0, iß) < b}
< P(w : a-b < z(nl, aj)-s(0, iß) < b-a}
( _i n
= pjw : n (a-b) < n £ ln | ße(jl-P, w) | < n (b-a) 
1 J=1
For any e > 0 we thus have
p {a n -z < n-1
n >
£ ln I ße(j’l-k, w) I <
<7=1 j
T)-a
£
when n > , where [a;] denotes the integer part of x . However,
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n  ^ Y, ln 13 0)) I converges to E ln|3e(£)| on a set of probability 
<7=1
one. Choosing e < |E ln|3e(£)|| it becomes apparent that p [a  n T n A^]
converges to zero and that |p (a n T /0-{P(i4)} | converges to {P(^4)}
which. by Theorem 3.1.^ implies that T is not ergodic unless P(A) = 0 ,
that is, x(0) = y(0) almost everywhere, which would imply that
x(t) = y(t) almost everywhere. Thus the solution is unique. #
The next theorem determines conditions for the existence of a solution.
THEOREM 3 .5 .  Let ( e ( i ) }  be non-trivial> strictly stationary and 
yeak-mixing with P|ln|e(t)|| < 00 . Then an F^-measurable strictly
stationary solution {#(£)} to (3.1.1) exists if E ln||3e(£)| < 0  and only 
if E ln|ße(£)| < 0 . Furthermorethe solution is unique and non-trivial.
Proof.  Assume firstly that E ln|3o(£)| = -a < 0 . In a natural 
attempt to construct the solution {#(£)} we iterate (3.1.1) to obtain
x(t) = e(t) + $£(t-k){e(t-l)+$£(t-k-l)x(t-2l)}
= e ( t )  + 3£(t-k)e(t-l) + $^£(t-k)e(t-k-l)x(t-2l)
and
r . (%-l \
x{t) - e(t) + £  3 ^ 1  T
i - 1 ' j  = 0 '
+ 3I,+1|rT e(t-fe-jZ)|a:(t-(r+l)Z.') (3.3.1)
which suggests as a possible solution to (3.1.1),
00 • ei—1
x(t) - e ( t )  t  Y, 3^{l T z(t-k-jl) 
i-1 y/=0
e(t-il) (3.3.2)
provided the limit exists. If the limit does exist, then
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e(t) + $z(t-k)x(t-l)
- e(t) + 3e(t-/c)|e(t-Z.) + £ ß^ j'f f e(t-/c-(j+l)£]le(t-(£+l)£) iI i=i j=o ’j J
OO , ✓ "i-l -s
= e(t) + 3e(i-fc)e(t-Z-) + £ 1 T e(t-fc-(j+l)l) [e(fc-(£+l)Z)
£=1 j=-l
00 ’ (izi )= e(t) + X 3t' TT z(t-k-jl) \z(t-il)
£=1 j=o J
= #(£)
which follows by a simple relabelling of the index £ , sb that {#(£)} 
satisfies (3.1.1). Define the sequence {lZh(ü))} by
T (w) = e(£, a)) ,
T.(oo) = T £(t-k-jl, o))je(f-£Z-, w )  , £  = 1, 2, ...
J = 0 J
r
and let 5 (uj) = X . Now,
£ = 0 *
r 1 In (T (co) ( = r  ^ £ In \ 3e(t-Zc-Jl, u>) | + r 1 ln|e(t-r£, u>) | ,F 3 = 0
and, for any 6 > 0 ,
OO CO
Z p( k _1 ln je(t-rl) | | > ö) = £ Un |e(fc) | | > r&) 
v-1 r=l
00 OO
= Z Z < |ln|e(t)|| 5 (n+l)6)r=l 
00 n
= Z Z < |ln|e(fc)|| 5 (n+l)6)
n-1 r=l
00
= £ rcP{rc6 < |ln|e(t)|| 5 (n+l)6) 
n=l
00 f5 5 £ I I ln Ie(t) I I dP
n-1 'n6< I In | e(t) | | <(n+l)6
Z 6 1 { I ln I e (t) I \dP
* I ln Ie(£)I|>0
:<; 00 since £’|ln|e(t)|| < 00 .
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Thus v  ^In | £ (i-rZ-) | converges almost surely to zero by the Borel-
lCantelli lemma. Next, since T is ergodic,
r 1 Y ln I I --a-* E ln|$e(£)| = -a .
«7 = 0
Hence r  ^ln|T^| — -a and —a-‘— *-> exp (-a) < 1 . Take
0)1 i A , where A = jto : r  ^In | (03) | *> -a| . Choosing 6 > 0 and p < 1
1/rso that 6 + exp(-a) < p < 1 , we may find Z?(6) such that |jF^ (a)f)| < p
for all v > i?(6) , that is, |T^ (u)')| < p^ when r > i?(6) . Thus
r
S (go ') = Y, T.(u') converges as r increases, S (w)  converges almost 
is r=^o
surely since R(A) - 1 , and x(t) given by (3.3.2) is measurable with
respect to F . That {#(£)} is strictly stationary is obvious since
u
(e(t)} is strictly stationary and x(t) is a non-linear functional of 
(e(t), e(t-l), ...} , the functional not dependent on t , so that
x(t) = U^ x(O) . Also, by the previous theorem, (;c(t)} is the unique 
solution.
Suppose now that E ln|3£(£)| = a > 0 . We shall show that no
F -measurable strictly stationary solution exists to (3.1.1), the proof 
o
being by contradiction. Putting t - nl and v - n - 1 in (3.3.1) we have
n-1 f n
x(nl) - z{nl) + Y ] 1 r 
i-1 v=i+1
(6e(jZ-fc>l}e(iZ) + z(o)(rT (ße(jl-k)) 
> V=1
(3.3.3)
It will be shown that P{\x(nl)\ > R} is bounded below by a positive 
number for any constant R > 0 , so lhat {#(£)} cannot be stationary. We 
first show that it is impossible that {#(£)} be degenerate. Suppose that 
x(t) - x* almost everywhere for all t . Then
x* = e(t) + 3x*e(t-k)
for all t almost everywhere from which we obtain
e(kr) = x* - $x*z(kr-k) 
r-1
= x* Y + (-3^^)re(0) •
i=0
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If Br* = -1 , then the above gives e(kr) - vx* + e(0) for each r . 
Thus, since x* A 0 , the process (e(f)} could not be stationary. If 
frc* A -1 , then
c(kr) = x* (l-(-ßx*)r')/(l+3r*) + (-3a:^ )Pe(0) 
or
e(kr) - x*/(l+$x*) = (-3£*)r(£(0) - x*/(±+$x*)) .
Hence {e(£)} is not stationary unless e(t) = r*/(l+3r*) almost 
everywhere for all t , which has been precluded. Thus x(t) cannot be 
degenerate.
Hext, let [z^ (t)\ be a time series generated by (3.1.1) from t - 1
with {e(0), e(-l), ..., e(l-k)} considered as known non-zero constants if
l 5 k , and with z (0) - x . Then, from (3.3.3),x
n
z (nl) - z t(nl) = (x-x') ] f (3z(jl-k)) , n - 1 , 2, ... ,
J = 1
and, for x + x' , 
n 1 ±n\z2c(.nl)-z^  ,(nl) \
Yl
- n 1 ln|a;-r'| + n £ In | $£.(jl-k) |
J=1
Yi k H  i
= n 1 In ' | + n 1 £ In | Be (jl-k) | + n 1 £ ln|ße(jZ-k)| ,
j=ik/n+i j=i
C k / Z ]
with n £ In | $e(jl-k) | A O  if k < l • Now,
J=1
n_1 j ln|ße(jl-fc)| = (n-[?;/l])n"1(n-[fe/n)"1 £ ln | Be(jZ-fe) |
j'=[fe/i]+l j=[fc/Z]+l
which converges to E ln|3e(t)| on a set A which has probability one
w n
X ln I3e(jZ-k)| 
J=1
n 1 In 12 (ril)-z Aril) x a:
on a; or a;f , if x f x'
Moreover, ft'1 In |r-r' | and
x t x' and e(j) * o , 3 =
converges to a > 0 on >1 ,
-1
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Thus
Pr{1im inf \z (nl)-z f(nl)\ > r ] = Prllim inf n 1 \z (nl)-z ,(nl)\ > of = 1CC CC ( X Xn v n J
for each R > 0 , which shows that there is at most one real number, say 
x* , for which Prjlim inf | z  ^(nl) | > P} < 1 .
Let B^  = {oo : j;c(0)-vC*| > e} . Since a;(0) is not degenerate at 
x* , we may choose so that P(P ) > 0 whenever e < er . Now,
P{ \x(nl)\ > P} > P{ [\x(nl)\ > R) n
= p( (\xI > p ) | e j p ( s j  .
For each oo € P£ , the sequence {x(nl, a))} coincides with some sequence 
\z^(nl9 a))} , where x = x(0, u)) f x* . However, for u) € (P^  n /l) , 
lim inf \z (nZ-, w)| = 00 . But P(P n /l) = p (p ) since P(A) = 1 .
CC ’ 0 0n
Also, P{|ar(t)| > P} = lim P{\x(nl)\ > R} since (a;(t)} is stationary.
n-yco
T hu s
P{ |a;(£) I > P> = lim P{\x(nl)\ > R\B }p [b )
YI-+CO
= lim inf P{\x(nl)\ > P |[a n B )}p [b ) 
n e e
> P{lim inf \x(nl)\ > p|(4 n B )}p (b ) 
n e
= P(Be) > 0 .
Since the above results hold for all P > 0 , {x(t)} cannot be
stationary. Thus no solution exists if E ln|(3e(£)| > 0 , and the proof 
also shows that if E lnjße(t)| < 0 , the solution is non-trivial.#
Under stronger conditions on the process {e(t)} it may be shown that 
the condition that E ln|ße(£)| < 0 is also sufficient.
THEOREM 3.6. If (e(t)} is also an independent process with 
2
P(ln|e(t)|) < 00 j then there exists an V -measurable strictly stationary
solution {a:(£)} to (3.1.1) if and only if E ln|ße(t)| < 0 , the solution 
being given by (3.3.2).
Proof. It is necessary only to examine the case where
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E ln I Be(t) I = 0 . Using the same notation as in the previous theorem, we 
have, if x t x ' ,
ln|s (nl)-z ,(nl)\ - ln|a;-:c,| + £  £.
X X J =1 J
where = In | | and so is constant if l < k for
3 Ü
j = 1, ..., [P/7] , and {£., j > [P/7]} is an independent identically
3
distributed sequence with mean zero and finite variance
, n
a2 = -dn|ß|)2 + E(ln|e(t)|)2 . Thus ( a n ] 2 /  converges in
«7=1 °
distribution to the standard normal distribution and
p{ |s^ (nZ. f (nZ-) I > R] = P{ln\z^(nl)-z^ f(nl) |-ln \x-x ' \ > P-ln |a:-jc'1}
(  Yl
- p| (c2n] ^ Y, 5' > (o2n) hi?-In \x-x' \)
1 ' «7=1 0
which converges to % for any R > 0 . Hence again lim P[\z^(nl)\ > R]
nr**
is bounded below by a positive number for all R > 0 except possibly for 
one value x* of x . Letting B be the same set as defined in the proof
of Theorem 3.5, we have, assuming that {#(£)} is stationary,
p{\x(t)\ > r J = lim p[\x(nl)\ > r)
ft-*»
= lim P\{\x(nl) I > i?)|ß£}p(ße)
ft-*»
> %p (b J  > 0 ,
since for each w £ , {r(ft7, w)} coincides with some sequence
[z (nl, go)} where x = x(0, oj) / x* , and the convergence of
P{\z (nl) I > R) depends not on x , but on the independent sequence {£ .} . cc «7
Thus no stationary F -measurable solution exists to (3.1.1). #U'
To illustrate the above theorems, several examples are now considered. 
THEOREM 3.7. When e(t) has the following densities
1. (2i\o 2exp[-%x /a ) on -“ < r ,
2. (b-a)-1 on x £ (a, P)
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0 - 1  (  2 2^-13. 7T a  (a  +x I on -°° < x  < 00 ,
t h e r e  e x i s t s  an F^-m easurable s t r i c t l y  s ta tio n a r y  s o lu tio n  to  ( 3 . 1 . 1 )  i f  
and o n ly  i f  th e  r e s p e c tiv e  c o n d itio n s
1- a  I 3 1 < V2 e x p ( y / 2 )  , where y i s  E u le r 1s c o n sta n t,
2- l n  I 3 1 < - ( h -a ) ln \b \ - b - a  l n | a | + a )
3 - 061 31 < 1 ,  
are m et. I f
4.  { e ( t ) }  i s  such th a t  £ ' (e2 ( t ) ]  = K? < 00
2 2then  such a s o lu tio n  e x i s t s  i f  K 3 < 1 , even when { e ( t ) l  i s  n o t an
independent p ro cess.
P r o o f .  1 .  E l n  Iß e ( t ) I = I n | 3 d | + E l n | e ( t ) / a |  and z ( t ) / o  ~  N( 0,  1)  .
Thus
*00
E l n | $ e ( t ) |  = l n  I 3c? I + 2 / ( 2 tt) 2 I n  a: . exp [~%xZ)dx
J 0
r°°
= l n  I 3d I + tt 2 ln(V2Ü) . e x p ( -u)  .u 2du
J 0
( C°° f°°
= l n  13a I + TT I n  2 J u 2 . e x p ( - u  )du+% J u 2 e x p ( - u )  l n  u du
-  l n  I 3c? I + tt I n  2 .  T (%)-%tt^ ( 2  In  2 + y )}
= In  I 3ö I -  %{In  2 + y } ,
where  T i s  t h e  gamma f u n c t i o n  and y i s  E u l e r ' s  c o n s t a n t .  F u r t h e r m o r e ,
2
i t  i s  e a s y  t o  show t h a t  E ^ l n | e ( £ ) | ) < 00 . The c o n d i t i o n  t h a t
E l n  I 3 e ( t ) j < 0 r e d u c e s  t o
dI 3 1 < exp{% In 2 + y /2} 
= V2 ex p (y /2 )
=  1 .8 8 7 4  .
Ja
fb
I f  a ,  £> > 0 t h e n  I ln |a ; |da ;  = (b In  h- h)  -  (a  I n  a - a ) ; i f  a < 0 ,
Ja
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b > 0 then
•b
In ja;I<^rr = (b In b-b) + {-a ln(-a)-(-a)) ; if a, b < 0
then ln\x\dx = (-a)ln(-a) - (-a) - [-b In(-b)-(-b)] . Thus
E ln|ße(t)| < 0 whenever
ln I 3 I < -(b-a) 1(b ln\b\-b-a ln|a|-a) .
2 2Again, it is easily seen that £7^ in| e (t:) |) < 00 since (ln|ic|) is
integrable in a neighbourhood of zero.
r'
E ln I e (t) I = 2a7T 13.
= 2tt-1
lnw
„ ~2 2 0 a +u
ln(au)
du
dv
0 1+v
= In a + 2tt-1 lny„ ~ 2 0 1+V
8
I-1 3
O 
* ft li
t  — 2 d ^
( ° °  1----- — dv , s in c e  th e  in t e g r a l  ^ ln r  ,2 dv
J 0 1+V j 0 1+V h  1 + v 2 0 1+v
Now,
exists because In v dv < o°. Also,
1
Inv j
------ 2 d-v ~
|°° Inu  1 iii3
CN1s
0 1+v '  1 1+u
Inu
. 2 1 1 +u
du .
Hence E ln|$e(t)| = In[3| + in a which is negative whenever a|$| < 1 .
f°° (1 2Moreover, ----du is finite since (In u) is integrable in a
J 0 1+u
2(S 2neighbourhood of zero and u dominates (In u) for each 6 > 0 for
large enough u .
4. E ln Ie(t)I -hE ln(e2(t))
< h In tf(e2(£)) 
= % ln K2 .
,2„2> o oThus E ln|ße(t)| < 0 if l n < 0 , that is, if K 3 < 1 , and
the result follows from Theorem 3.5.
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3 .4  I n v e r t i b i l l t y
Noting t h a t  ( 3 . 1 . 1 )  i s  i n v e r t i b l e  i f  e ( t )  i s  measurable  w i th  r e s p e c t  
t o  G^_ , t h e  a - f i e l d  g e n e ra te d  by ( : c ( t ) ,  # ( t - l ) ,  . . . }  , where {a?(£)} i s
an F^-m easurab le  s t r i c t l y  s t a t i o n a r y  s o l u t i o n  to  ( 3 . 1 . 1 ) ,  t h e  r e s u l t s  o f
§3.3 may be a p p l i e d  d i r e c t l y  t o  a s c e r t a i n  i n v e r t i b i l i t y .
THEOREM 3 .8 .  I f  {#(£)}  i s  an V -measurable s t r i c t l y  s ta t io n a ry
Is
so lu t io n  to  ( 3 .1 .1 ) . ,  with  # | l n \ x ( t ) | | < 00 j then ( 3 . 1 . 1 )  i s  i n v e r t i b l e  i f  
E l n | f k c (£ ) |  < 0 and only i f  E l n | f r r ( £ ) |  < 0 .
Proof. Since  G  ^ c  F^ and G c  F , t h e  t r a n s l a t i o n  o p e r a t o r  T on
(f2, F, P ) i s  a l s o  weak-mixing on (£2, G, P*) , t h e  p r o b a b i l i t y  space 
g e n e r a t e d  by { x ( t ) }  , where P* i s  t h e  r e s t r i c t i o n  o f  P on G . Now, 
( 3 . 1 . 1 )  may be r e w r i t t e n  as
e ( t )  = x ( t )  + ( - $ ) x ( t - l ) e ( t - k )  ( 3 . 4 . 1 )
and t h e r e  e x i s t s ,  by Theorem 3 . 5 ,  a G -measurab le  s t r i c t l y  s t a t i o n a r y
Is
s o l u t i o n  t o  ( 3 . 4 . 1 )  i f  E l n | 8 a r ( t ) |  < 0 and on ly  i f  E l n | f r c ( £ ) |  < 0 . 
F u r the rm ore ,  t h e  s o l u t i o n  i s  unique i f  E ln| (3aK£) |  < 0 , and ,  s i n c e  th e  
s o l u t i o n  i s  a l s o  F -measurab le  and ( e ( t ) }  s o lv e s  ( 3 . 4 . 1 )  th e  s o l u t i o n
Is
must be ( e ( t ) }  . #
The e v a l u a t i o n  o f  E l n | x ( t ) |  i s ,  however,  d i f f i c u l t ,  and appea rs  to  
be i n t r a c t i b l e  in  g e n e r a l .  I t  i s  n e v e r t h e l e s s  sometimes p o s s i b l e  t o  f ind  
s u f f i c i e n t  c o n d i t i o n s  f o r  i n v e r t i b i l i t y ,  as  i s  dem ons t ra ted  i n  t h e  fo l l o w in g  
t h e o re m s .
THEOREM 3.9 .  Let  { e ( t ) }  be an independent process w ith  E[ e ( t ) )  -  0 
o o
and tf(e (£))  = a < 00 , and take l  > k in  ( 3 . 1 . 1 ) .  Then ( 3 . 1 . 1 )  i s  
i n v e r t i b l e  i f  ö 2ß2 < % .
Proof. Theorem 3 . 7 . 4  showed t h a t  t h e r e  e x i s t s  an F^-measurable
2 2s t r i c t l y  s t a t i o n a r y  s o l u t i o n  i f  o 3 < 1 . The s o l u t i o n  {a:(f)} i s  given
by
OO
x ( t )  = e ( t )  + Y, ft1 T .
i =1 ^
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where T. = j~f [ £.(t-k-jl)\e(t-il) .
J = 0 J
Now
i-1= ffjjrr E2(^ -fc-j£)f£2(t-£Z)
= h 2)i+1
and if m > i ,
fr*-i 9 ) ("1-1 ■)
11 I | e (t-k-jl)\ P T  e (t-k-gl)\z(t-il)z(t-im);oII II—>
= 0 ,
since £’(e(f)) = 0 and at least one e(t) occurs singly in the above 
expression. Thus
( r '  ' l 2 o  r
E\e(t) + £  . [ = ö 2 + Y,
 ^ i-1 71= l
= a
2i 2i+2b
i
2 r .  r ~2  2\V(l-(ß2a2)r)/(l-ß2a2) , for ß2a2 t 1
-* a /(l-ßa) if ß o  < l .
o o o o o oHence, if ß O < 1  we have E(a: (t)) = a /(l-ß a } since x(t) is equal
to the limit almost surely of £(t) + £  ß T
U 1
as r increases. Thus
£’ln|ßa;(t)|<0 if ln{ß2Q2/(l-ß2a2) } < 0 , by Theorem 3.7.4, and (3.1.1)
is invertible if ß2ö2/(l-ß2a2) < 1 , that is, if ß2(J2 < % . #
Given the distribution of {£(£)}, it is sometimes possible to obtain 
a better condition. The gaussian case is treated in the following theorem.
THEOREM 3.10. Under the conditions of Theorem 3.9,, if (£(t)} is 
normally distributed, then (3.1.1) is invertible if
a2ß2 < 2 exp y/(l + 2 exp y) = .7808 <
Proof. Conditional on x(0) , x{l) is distributed normally with mean 
zero and variance
E{[e2(Z.)+2ß£a-£)e«)a;(0)+ß2e2«-fc)x2(0)]jx(0)} = o2(ltß2i 2(0)) , 
since £(0) and e(l-k) are distributed independently of a:(0) . Thus
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2E ln\x(l)I = E In[x2{l))
-  #{#(ln a?2(Z) |jc(0)) }
E In dp(x( 0) 5 x)
2 2 2 2where is distributed normally with mean 0 and variance O + 3 O x
But
in r = E ln jy2/(a2+ß2ö2£2)I + in(a2+ß2a2#2) 
= -y - In 2 + In (a2) + ln(l+ß2a;2) ,
from the proof of Theorem 3.7.1. Hence, using Jensen’s inequality, it 
follows that
E ln|f&(Z)| = -%(Y + In 2) + % ln(^2a2) + kE ln(l+ß2;n2(0))
5 -%(y + In 2) + % ln(ß2o2) + % ln(l+ß2£c2(0))
= h{-Y - In 2 + ln{$2a2(l+ß202/(l-32a2}]}}
= %{-Y - In 2 + ln{ß2a2/(l-ß2a2)}}
and E ln|ßa:(Z.)| < 0 if ß ö2/(l-ß2ö2) < exp(y + In 2) , that is, if 
ß2a2 < 2 exp y/(l+2 exp y) = .7808 . §
It is worth noting that sharper conditions are in fact indicated by 
simulation. Since the two sets of integers {il+k-, Y = 0, 1, 2, ...} and 
(iZ; i, - 1, 2, ...} are mutually exclusive when Z > k , the marginal 
distributions of processes given by (3.3.2) are identical for Z > k . Thus 
without loss of generality we may take 1 - 2  and k - 1 when estimating 
2 2E lnfl+ß x (t)J . Equation (3.1.1) was used to generate {^(Z)} , 
t - 1, ..., 5200 for the values {.85+.01J; j - 0, 1, ..., 20} of the 
parameter ß , with {e(t)} a pseudo-random normal sequence with mean zero
2 2and variance 1 . E ln(l+ß x (t)) was estimated by 
5000
s = (1/5000) ^ ln(l+ß x (Z+200)) , the first 200 terms discarded to
t=1
allow (.t;(Z)} to stabilise, and each experiment carried out thirty times.
It was found that s - y - In 2 + ln (ß ) was less than zero on every 
experiment for all values of ß less than or equal to 1.03 , indicating
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2 2that such models might well be invertible for 3 o < 1 . (Note that a 
solution with 3 = a has the same marginal distribution as one with 3 = -ot.)
3.5 .  A Simple Random Coeff ic ient  Autoregressive Model
We shall say that a process {a?(t)} follows a simple random 
coefficient autoregressive model if x{t) satisfies an equation of the form
x(t) = e(i) + uit-k)x(t-l) , (3.5.1)
where k and l are positive integers and the vector process
{(e(t), u(t)) '} is strictly stationary, non-trivial and weak-mixing. It is
assumed that both E’|ln|e(t)|| and £’|ln|w(t)|| are finite. Letting F
be the ö-field generated by { ( e ( £ ) ,  u(t)) , (c(t-l), u(t-l)), ...} we 
again need to know if an F^-measurable strictly stationary solution to
(3.5.1) exists, so that the expectation operator E on (ft, F, P)
(defined as before) may be applied to functions of (a:(t)} .
THEOREM 3.11. An F^-measurable strictly stationary solution to
(3.5.1) exists if E ln\u(t)\ < 0 and only if E ±n\u(t)\ 2 0 and the 
solution is unique.
Proof. The method of proof is not essentially different to the proofs 
used in Theorems 3.4 and 3.5, except that account must be taken of the 
r r
convergence of ~| f u(t-k-jl) instead of ~| [ (3E(t-k-jl)} . Since
«7 = 0 «7 = 0
{(e(t), u(t)) '} is assumed to be strictly stationary, non-trivial and 
weak-mixing however, the result follows immediately. #
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CHAPTER 4
RANDOM COEFFICIENT AUTOREGRESSIVE MODELS 
4.1. Introduction
The bilinear models discussed in Chapter 3 were introduced in order to 
provide a general class of non-linear models for which the essential non­
linearity need not be known. The fitting of such models to data is, 
however, difficult and many properties, even the second order properties, 
are known only for small subclasses of the general bilinear models. A class 
of non-linear models whose properties are more readily obtained is the class 
of random coefficient autoregressive models which is an extension of the 
(fixed coefficient) autoregressive models, and which includes the simple 
model presented in §3.5.
A p-variate time series [Xit)} is said to follow a random 
coefficient autoregressive model (RCA) if Xit) satisfies an equation of 
the form
n
Xit) = X  {$-+B.it)}X{t-i) + e(t) (4.1.1)
i-1
where the following assumptions are made:
(i) (e(£); t - 0, ±1, ±2, ...} is an independent sequence of
p-variate random variables with mean zero and covariance 
matrix G ;
(ii) The p x p matrices 3^ , £ = 1, ..., n , are constants;
(iii) Letting Bit) = [ß^ it) ... B^ itj] , then
{Bit)’, t - 0, ±1, ±2, ...} is an independent sequence of 
p x np matrices with mean zero and E[B{t) ®  Bit)'] - C .
{Bit)} is also independent of (e(t)} .
(iv) There is no non-zero p x 1 constant vector z such that 
z’Xit) is purely linearly deterministic, that is, is 
determined exactly as a linear function of
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U ( t - l ) ,  X ( t - 2 ) ,  . . . }  .
I t  sho u ld  be  n o t e d  t h a t  c o n d i t i o n s  w i l l  be found f o r  ( i v )  t o  h o l d ,  
g i v e n  a s s u m p t i o n s  ( i ) - ( i i i ) ,  l a t e r  i n  t h i s  c h a p t e r .
I t  can  be s e e n  from ( 4 . 1 . 1 )  t h a t  i f  t h e  e l e m e n t s  o f  t h e  m a t r i x  C a r e
s m a l l  compared w i t h  t h o s e  o f  t h e  m a t r i c e s  3 • , t h e n  r e a l i s a t i o n s  o f  t h e
' i
p r o c e s s  { / ( t ) }  m ig h t  g e n e r a l l y  r e s e m b l e  r e a l i s a t i o n s  o f  an a u t o r e g r e s s i v e  
p r o c e s s .  I f ,  however ,  i t  were p o s s i b l e  f o r  some (£ )  t o  have  e l e m e n t s
which  a r e  l a r g e  compared w i t h  3^ , one m ig h t  e x p e c t  t o  see  some l a r g e
v a l u e s  o f  X{ t )  o v e r  a long  r e a l i s a t i o n ,  e s p e c i a l l y  i f  some e l e m e n t s  o f  
C were r e l a t i v e l y  l a r g e .  Such b e h a v i o u r  would g e n e r a l l y  be a s s o c i a t e d  w i t h  
n o n - s t a t i o n a r i t y ,  b u t ,  a s  w i l l  be s e en  i n  t h i s  c h a p t e r ,  h e r e  i s  r e a l l y  o n l y  
an i n d i c a t i o n  o f  t h e  n o n - l i n e a r  n a t u r e  o f  ( 4 . 1 . 1 ) .  F i g u r e s  7 . 1  t h r o u g h  
7 . 4 ,  wh ich r e p r e s e n t  r e a l i s a t i o n s  o f  l e n g t h  two t h o u s a n d  o f  d i f f e r e n t  
p r o c e s s e s  g e n e r a t e d  by ( 4 . 1 . 1 )  w i t h  n -  p  = 1 , i l l u s t r a t e  t h i s  b e h a v i o u r .
C o n l i s k  (1974 ,  1976)  h a s  found c o n d i t i o n s  f o r  t h e  ( second  o r d e r )  
s t a b i l i t y  o f  a  p r o c e s s  { X( t ) }  g e n e r a t e d  by ( 4 . 1 . 1 )  f rom t  -  1 , where 
s t a b i l i t y  i s  d e f i n e d  by
DEFINITION 4 . 1 . 1 .  The p r o c e s s  { X( t ) \  t  -  1 ,  2 ,  . . . }  g e n e r a t e d  by 
( 4 . 1 . 1 )  i s  s a i d  t o  be s t a b l e  i f ,  a s  t  -* 00 , bo th
E{ X( t )  I X( l - n )  = x ( l - n ) , . . . ,  X(0)  = x ( 0 ) }
and
E{X( t  ) X ' ( t - s )  I X( l - n )  = a r ( l - n ) , . . . ,  X(0 )  = x ( 0 ) }  ,
f o r  f i x e d  s  = 0, 1 ,  2 ,  . . .  , c o n v e rg e  t o  f i n i t e  v a l u e s  n o t  de p e n d in g  on t h e  
i n i t i a l  v a l u e s  ( x ( l - n ) ,  . . . ,  x ( 0 ) }  .
Andel  (197 6)  has  o b t a i n e d  c o n d i t i o n s  f o r  t h e  e x i s t e n c e  o f  a  s i n g l y - i n f i n i t e  
p r o c e s s  [ X{ t ) \  t  -  1 - n , . . . , 0 , 1 , . . . }  which  s a t i s f i e s  ( 4 . 1 . 1 )  f o r  t  > 1 and 
i s  second  o r d e r  s t a t i o n a r y ,  i n  t h e  c a s e  where p = 1 . I n  t h i s  c h a p t e r ,  we 
e x t e n d  t h e  r e s u l t  o f  Andel t o  t h e  g e n e r a l  c a s e ,  and a l s o  o b t a i n  c o n d i t i o n s  
f o r  t h e  e x i s t e n c e  o f  a d o u b l y - i n f i n i t e  p r o c e s s  ( Z ( t ) ;  t  -  0 ,  ±1,  ±2, . . . }  
which  i s  second o r d e r  s t a t i o n a r y  and s a t i s f i e s  ( 4 . 1 . 1 )  f o r  a l l  t  . The 
o r i g i n a l  c o n d i t i o n  found by C o n l i s k  (1974)  f o r  s t a b i l i t y  was ba sed  on an 
i n c o m p l e t e  p r o o f ,  a l t h o u g h  t h e  c o n d i t i o n  i s  c o r r e c t .  An a l t e r n a t e  c o n d i t i o n  
which  i s  much s i m p l e r  t o  check  t h a n  t h a t  o f  C o n l i s k  i s  d e r i v e d  h e r e  by a 
more d i r e c t  p r o o f .
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Since in this chapter we shall be concerned mainly with second order 
effects, a process will be said to be stationary or stable, when it is 
second order stationary or stable respectively, while, when needed in a 
strict sense, a stationary process will be said to be strictly stationary.
4.2. Existence of a Singly-Infinite Stationary Solution to (4.1.1)
DEFINITION 4.2.1. The singly-infinite process
t - 0, 1, 2, ...} is stationary if and only if p- = E{X(i)) ,
t > 0 , is constant and y. . = £’(z(i)-y.) [x(j )-p .) ' , i, j > 0 depends
only on the value of (j-£) .
In order to derive stationarity conditions for processes {X(£)} 
satisfying (4.1.1), it is convenient to represent the nth order RCA model 
as a higher degree first order model. Define the np x 1 random vector 
Y (t) by
Y(t) = [Y'U+l-n), ..., X'(t)Y .
Obviously the second order properties of may be found from an
examination of those of the sequence (Y(t)} , and vioe versa. Equation 
(4.1.1) may be rewritten in terms of (Y(t)} by
Y{t) = [M+D(t))Y(t-l) + n(f) (4.2.1)
where the np x np matrix M is given by
o : I
3 •• .... ftn 1
The (1, 1) block of M is the (n-l)p x p null matrix, while the (l, 2) 
block is the (n-l)p x (n-l)p identity. Letting L be the n x l vector 
with only non-zero entry the nth , which is 1 , D(t) = L ®  B(t) and 
q(f) = L®e ( t )  . Now
E ( n ( t ) n ' ( t ) j  =s[(l8E(i))(l8£(t))'] = e [(l ® e(i)) ft' ® E'(t))] 
= (LL1 ) ®  Eie(t)e'(t)] = ®
where J - LL' . Letting C - ElD(t) ®  , it may be seen that the
(n-l)p np+lt +k }-th row of C , where [a:] denotes the integer part
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2of x , is the kth row of C for k - 1, . .., p , and all the other rows 
of C are zero.
THEOREM 4.1. The singly-infinite process 
(Y(i); t - 1-n, ..., 0, 1, ...} generated by (4.1.1) from t - 1 is 
stationary if and only if jj^  and  ^ Q where - E{Y(.i))
and V. . = e (yU)Y'U)) ., J
Proof. The necessity of the conditions is obvious from the construction 
of Y(t) . To prove their sufficiency, we use induction. Assume that Y(0) 
is independent of (e(t); t = 1, 2, ...} and {B(t); t = 1, 2, ...} and 
suppose ut = V , t = 0, 1, .... h and = We ’
t - s+1, . .. , h ; u - 1, ..., t-s \ s = 0, 1, . .., h . In the case
h - 1 , these conditions reduce to u, = u = u and 7 , = V^  = fvf .5 1 0 1,1 0,0 0
Using (4.2.1) we have under the induction hypothesis,
vh+1 = £’Ey (/z+i )] = £,[(^ +z?(/2+i))y(^ )+n(/z+i)]
= Affi’EY(Tz)] = M?[Y(fc-l)] = ,
since D(h+1) and r|(/2+l) are independent of {£>(1), . .., D{h)} ,
{n(1), • • • , r\(h)} and Y(0) . For 1 $ s < h ,
7. , , , = £TY(?2+1 )Yf (/x+l-s )]rZ+1 ,/2+1-S
= E [{{M+D(h+D }Y(/2)+n(/2+l)) Y' (/z+l-s )]
= ME[Y(/i)Y'(/z+l-s)] = A/£’CY(?2-1 )Y ' (/z-s) ]
= ElY(h)Y’(h-s)] = Vh h_s
while
77 n 7 = E[Y(7z+l)Y'(/z+l)]7z+l ,/z+l
= £’[({A/+Z?(?2+l)}Y(?z)+ri(/z+l)) {{M+D(h+l)}Y(h)+r\(h+l)] 'J .
Thus, eliminating terms which have zero expectation,
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vec  ^ + l  = vec  E [{M+D(h+1) }Y {h )Y ' {h ){M+D{h+1) }+q(/z+l )n ' (/z+1)]
= E\_({M+D(h+1)} 0  {M+Z?(/z+l)}] vec (y ( /z)Y' (/z)}] + vec (J  ® GO
= ELM ® A/+Z?(7z+1) ® Z)(/2+l)]£, [vec [Y{h)Y'  ( /z ))]  + v e c ( J  0  G)
- (M 0  M+C1) vec V, 7 + vec {J  ® GO h,h
= (A/ ® M+?) vec  77 7 + vec  ( J  ® 6)
/ z - l , / z - l
= vec  7, , . #hyh
COROLLARY 4 . 1 . 1 .  ( X ( t ) ;  £ = 1 - n ,  . . . ,  0 ,  1 ,  . . . }  genera ted  by ( 4 . 1 . 1 )
i s  s t a t i o n a r y  i f  and on ly  i f  y = £ [ Y ( 0 ) ]  s a t i s f i e s  M\i = y and 
V = # [ Y ( 0 ) Y '( 0 ) ]  s a t i s f i e s
vec 7 -  (A/ ® MtCO vec  7 + v e c { J  ® G) . ( 4 . 2 . 2 )
P r o o f .  From t h e  p r o o f  o f  t h e  p r e v i o u s  th e o re m ,  y^ = S { l ( l ) }  = Afy  ^
and vec  7 = vec  £ [ Y ( 1 ) Y '( 1 ) ]  = {M ® M+GO vec 7n + v e c ( J  ® GO . The
r e s u l t  now f o l lo w s  d i r e c t l y  from  Theorem 4 . 1 .  #
The s o l u t i o n  o f  e q u a t i o n  ( 4 . 2 . 2 )  i s  l e f t  u n t i l  a l a t e r  s e c t i o n  w here i t  
p l a y s  an im p o r t a n t  p a r t  in  f i n d i n g  c o n d i t i o n s  f o r  t h e  e x i s t e n c e  o f  d o u b ly -
i n f i n i t e  s t a t i o n a r y  s o l u t i o n s  t o  ( 4 . 1 . 1 ) .  I t  s h o u ld  be n o te d  t h a t  a s o l u t i o n
7 t o  ( 4 . 2 . 2 )  must be n o n - n e g a t iv e  d e f i n i t e ,  b e in g  a c o v a r i a n c e  m a t r i x ,  and 
p o s i t i v e  d e f i n i t e  i f  t h e  a s su m p t io n  ( i v )  i s  t o  be s a t i s f i e d .  F u r th e r m o r e ,  
t h e r e  i s  one s o l u t i o n  t o  ( 4 . 2 . 2 )  i f  {I-M ® M-C) i s  i n v e r t i b l e ,  namely
vec 7 = (I-M ® M-C) ^vec(e7 ® G) , b u t  t h e r e  may e x i s t  a s o l u t i o n  even i f  
{I-M 0  M-C) i s  n o t  i n v e r t i b l e .  T h is  c a s e  i s  c o n s id e r e d  l a t e r .
4 . 3 .  E x i s t e n c e  o f  a D o u b l y - I n f i n i t e  S t a t i o n a r y  S o l u t i o n  t o  ( 4 . 1 . 1 )
S e v e r a l  c o m p l i c a t io n s  a r i s e  when e n d e a v o u r in g  t o  f i n d  d o u b l y - i n f i n i t e  
s o l u t i o n s ,  t h a t  i s ,  p r o c e s s e s  { X{ t ) }  w hich s a t i s f y  ( 4 . 1 . 1 )  f o r  
t  -  . . . ,  - 1 ,  0 , 1 ,  . . .  . I n  p a r t i c u l a r ,  a  s o l u t i o n  i s  r e q u i r e d  f o r  which 
{Y(£)} may be c o n s id e r e d  a s  a se q u en c e  o f  random v a r i a b l e s  on th e  same 
p r o b a b i l i t y  s p a c e  a s  t h a t  g e n e r a te d  by ( e ( £ ) }  and { Bi t ) }  . Of more u se  
s t i l l  i s  a  s o l u t i o n  f o r  w hich  ( e ( £ ) ;  t  > s}  and { B{ t ) \  t  > s ]  a r e  
in d e p e n d e n t  o f  { X{ t ) \  t  < s }  .
L et be t h e  ö - f i e l d  g e n e r a te d  by j ( e ( s ) ,  S ( s ) ) ,  s  < t ]  . The
abovem en tioned  p r o p e r t i e s  h o ld  f o r  an F - m e a s u ra b le  s o l u t i o n  ( Y ( t ) }  t o
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( 4 . 1 . 1 )  , t h a t  i s ,  a s o l u t i o n  (y (£ )}  f o r  which X ( t ) i s  measurable  w i th  
r e s p e c t  t o  F^ and X ( t )  = U^X(0) where U i s  th e  o p e r a t o r  which t a k e s  
e ( t )  t o  e ( t + l )  .
As i n  Chapter  3,  i n  an a t t e m p t  t o  f i n d  an F^-measurab le  s o l u t i o n  to
( 4 . 1 . 1 )  , i t  i s  advan tageous  t o  o b t a i n  a development f o r  X( t )  i n  te rms o f  
measurable  f u n c t i o n s  on F by i t e r a t i n g  th e  eq u a t io n  ( 4 . 1 . 1 ) ,  o r  i t s
d
c o u n t e r p a r t  ( 4 . 2 . 1 ) .  D ef in ing  t h e  m a t r ix  p ro d u c t  ] [~ A* by
k=i
T J  A = -j 
k H  K
Ai Ai + l  * * * Aj  ’ v ~ ’
I » J i  5
we have ,  i t e r a t i n g  ( 4 . 2 . 1 ) ,
Y ( t )  = {^+z?(t)}({^+z?(t-i)}y(t-2)+n(t-i)] + n(t)
= n ( t )  + {M+D(t ) ) n ( f - D  + {M+p(£)}{M+£>U-i)}y(t-2)
T J - l Vz TT (M+ZKt-k)} n ( t - j )  + TT (M+rKt-fc)}
J = ° T=o J k = o y ( t - r - l )  ( 4 . 3 . 1 )
which i s  seen  by i n d u c t i o n  on r  . Let  Rt , r TT i MW( t - k ) }k - 0
y ( t - r - i )
and W, -  Y ( t )  -  R,  . Now, n o t i n g  t h a t  EI t) ( t - i  ) q 1 ( t - j )] = 0 i f  t  , r  t  , r
i  t  J »
veo
r f J -1  )
= vec E z TT {w+z?(t-fe)}
i=° T=o J
r rj-i )
= vec E z TT (M+ZHt-fc)}Lz'=° 0
T  [ T T  ( m -d U - t?)}
y=o
r J - l
( t - j ) 1 r  ( ^ + D ( t - 7 7 ? )
777= 0
V
- E  I
j  = 0 
r
= E I
J  = 0
v e c [ n ( t - j  ) n r ( t - j )]
T T  ) rj - i
TT {^(f-777)} ® TT {M+£>u-k)}
j m =0 T=0
J - 1
({Af+ZKf-k)} ® {M+Z)(£-k)}J v e c C q U - j  )n ' ( t - j )] 
k = 0
«7-1
T T  £({M+Z?(t-fc)} ® {M+D(f-k)})vec £’[ r i ( t - j ) n , ( t - j ) ]  
k - 0
r
= I
J  = 0
= T  ® M + C rvec(J  ® 6) . 
J=0
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In the above the identity vec [A^ A^ A^ ]
r .
3
# \
0
as the fact that TX A. 
i=0 ^V >
® V j B k[ f e = 0  J
'■ ® i4^ ) vec A2 was used as well
3
[a  ^®  Bj) , whenever the matrix 
i-0
an
t^,A and
will prove
products are defined.
It will be seen in what follows that the stationarity of 
F^-measurable solution (XXt)} involves the convergence of
{/?, } as r increases, for fixed t . The following lemmat ,r
useful in establishing this convergence.
r  ^ .LEMMA 4.1. If the sum Y (M 0  M+C)^vec(J ® G) converges as
J = 0
r -> 00 j and if H is positive definite3 where
00
vec H - vec G + C Y (M ® M+C)^vec(J ® G) 3 then the matrix M has all its 
3- 0
eigenvalues within the unit circle.
Proof. Define the matrix W by
Then
and
CO
vec W - Y ® M+C)^vec(J ® 6) . 
3- 0
00
(M ® 7fK7) vec W = Y W  ® M+C)Jvec(J ® (7) 
J=1
= vec 17 - vec(«7 ® C)
vec f7 = (M ® M) vec 17 + (C vec f/ + vec(J ® £))
= (M ® A/) vec f7 + vec(«7 ® tf)
since C vec {7 = vec(«7 ® (C vec W)J , because of the positions taken by the
only possible non-zero elements of the vector C vec {7 . Hence
W = M T  + J ® .
Let X be an eigenvalue of M , with corresponding left eigenvector
z' A 0 where z' - \zl ... z' 1 and the s. are p x 1 vectors. ThenL 1 nJ r
2 '17a = s ’MWM’z + z ’ (J ® H)z
= I X I22 'Wz + z ’Hz 11 n n
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That is, (l-|X| = •
Now, as seen before, the term £  (M 0  M+C)^vec(J ®  G ) is the vec
«7 = 0
of a non-negative definite matrix, so that the limit W is also non­
negative definite, and z'Wz > 0 . If z 'Hz > 0 , that is, if z ^ 0 ,0 n n n
we have |X| < 1 . Suppose now that z^ = 0 . Then, since z r is a left 
eigenvector of M ,
1 z ']rr
I
ß ß.
X[s' s ' ]nJ
n ........  ’l
which reduces to the following set of equations
3rß = Xz\ , 
n n 1
z \  + s'3 . = \ z ’. , i - 1, ..., n-1 .t n n-^ ^+l
If X t 0 , the first equation gives 2 = 0 , since z1 n
remaining equations have as their only solution z = ...
0 , and the
- z . - 0 . n-1
However, z ^ 0 so that in any case, we must have |X| < 1 . #
The following lemma examines the question of uniqueness of solutions.
LEMMA 4.2. If the matrix (M ®  M+C) does not possess an eigenvalue 
equal to unity, and an F^-measurable stationary solution exists to (4.1.1)^
then this solution is the unique F^-measurable stationary solution.
Proof. Suppose there are two solutions to (4.2.1), W(t) and Z{t) , 
and let U(t) = W(t) - Z(t) . Then U{t) satisfies
U(t) = [M+D(t*4e))U{t-1 .)
and, since U(t) is also F^-measurable,
vec E{U(t)U'(t)) = (M ®  M+C) vec E[U(t-l )U' (t-1)) .
However, since {£/(£)} is also stationary we must have
vec E{u(t)U'(t)) = (M ® M+C) vec E(l/(t)U'(t)) 
and #(£/( t )£/' (f )} = 0 since (M ®  M+C) has no unit eigenvalues. Thus
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U(t) - 0 and W(t) = Z(£) almost everywhere. #
Conditions are now established for the existence of F^-measurable 
stationary solutions to (4.1.1).
THEOREM 4.2. In order that there exist a stationary F^-measurable
solution to (4.1.1) satisfying assumption (iv)_, it is necessary that 
r
Z (M ® M+C)^vec(J ® G) converge as r -*• 00 and sufficient that this 
<7 = 0
occur with H positive definite where
vec H = vec £ + C Z (A/ ® M+C)^1 vec(J ®  £) .
<7 = 0
h//zen (M ®  A/+£7) does not /zone a unit eigenvaluethis latter condition is 
both necessary and sufficient3 and there is a unique stationary solution 
(Z(t)} obtained from
Y(t) = n(£) + Z 
<7=1
<7-1
T T  (M+Z7(t-fc)} 
k-o
n(t-j) . (4.3.2)
Proof. We first show necessity. Suppose {^(t)} solves (4.1.1) and is
F -measurable and stationary. Using (4.3.1) and the notation W and
^ adopted there and letting V = E[l(t )Y'(t)] ,
vec 7 = vec \E{«t y R t J[wt y R t ^  ']
= VeC ,rWl f  +£4t ^  J  « K  ,11 J  ' / I  ■
Now,
vec E (Rt,rR
= vec E
r r
T T  iM+D(t-k)} Y(t-r-l)Yf (t-r-l)u f (MtZ)(t-m)}
k-0 V77 = 0
= E
r
f (Af+Z7(t-w?)} ® "I f {M+D(t-k)} vec(y(t-r-l)y'(£-r-l))
''m=0 k^=o
~ yj + l
= (M ®  Af+C) vec 7
and
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vec
= vec E
= 0
r  r j - 1   ^ ( r  ) ,Y II T iM+D(t-k)} n(£-j)yf(t-r-l)M f {M+D(t-m)}\
J  = 0 l /c=0 7^72 = 0
s in c e  E[r\ ( t - j  )Y 1 { t - r - 1 )]  = 0 f o r  J  = 0 , . . . ,  r  . Thus
r  .
vec  7 = J  ® M+C)Jv e c U  ® G) + (M ® AfK7)P + i  vec 7 ,
J -  0
r  = 0 ,  1 ,  2 , . . .  . ( 4 . 3 . 3 )
r  ^ .
As n o te d  in  t h e  p r o o f  o f  Lemma 4 . 1 ,  £  (A/® M+C)^ v e c ( J  ® £ )  i s  t h e  vec
J  = 0
o f  t h e  sum o f  ( r + l )  n o n - n e g a t iv e  d e f i n i t e  m a t r i c e s .  F u r th e r m o r e ,
~ j»+l
(M ® M+C) vec  7 and vec  7 a r e  t h e  v e c s  o f  n o n - n e g a t iv e  d e f i n i t e  
m a t r i c e s ,  and so t h e  e i g e n v a lu e s  o f  t h e  m a t r i c e s  whose v e c s  a r e  
r   ^ .
Y  (A/ ® M+C)^vec(J  ® G) a r e  bounded a s  r  i n c r e a s e s .  Thus 
J  = 0
r  ^ *
^  (M ® M+C)^vec(J  ® (7) c o n v e rg e s  a s  r  i n c r e a s e s ,  s in c e  
J=0
P ~ 7£  (M ® M+Cr  v e c ( J  ® (7) i s  a n o n - d e c r e a s i n g  s e q u e n c e .
J  = 0
r  _ .
Suppose now t h a t  J  (M (Q M+C)^vec( j  ■(& G) c o n v e rg e s  a s  r  i n c r e a s e s ,  
J  = 0
00
and t h a t  A/ , g iv e n  by vec  ft = vec  G + C Y  ^  ® M+C)^ v e c ( j  ® G) , i s
J  = 0
p o s i t i v e  d e f i n i t e .  I t  h a s  been  shown above t h a t  t h e  l i m i t  W( t )  o f  ^ 
a s  r  i n c r e a s e s  e x i s t s  i n  mean s q u a r e ,  and t h u s  i n  p r o b a b i l i t y .  M oreover ,
{M+D(t)}W(t-1 )  = J  
J  = 0
oo
= z
J= 1
J - lrr {^ +z?(t-i-/c)>
?c=-i
j - i
T T  (M+fKt-fc)}
k-  0
n ( t - i - j ) 
n(t-j)
= f / ( t )  -  n (£ )  •
Hence { ^ ( t ) }  s a t i s f i e s  ( 4 . 2 . 1 ) .  ( f / ( t ) }  i s  o b v io u s ly  F ^ -m e a s u ra b le , and
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i s  a l s o  s t a t i o n a r y  s i n c e  vec  E\_Wit )Wr i t ) ]  = Y iM ® M+C)  ^vec iJ ® G) which
J  =  0
i s  f i n i t e ,  f / ( t )  = l/'Wi 0) b e c a u s e  t h e  f u n c t i o n a l  form t a k e n  by f/( t ) does
n o t  depend on t  , and {Dit)}  and ( q ( t ) }  a r e  s t a t i o n a r y .  Le t
Wit) - [ ^ ' ( t + l - n ) ,  w'i t+2-n ) ,  Uf ( . t ) ] f where  each  t>(s) i s  a p x 1
random v e c t o r  and suppose  t h e r e  i s  a p x 1 v e c t o r  3 such  t h a t  3 fzj(f)
i s  p e r f e c t l y  l i n e a r l y  p r e d i c t a b l e ,  t h a t  i s ,  z 'wi t )  i s  c o m p l e t e l y  d e t e r m i n e d
by { z i ( t - l ) ,  w i t - 2 ) ,  . . . }  . Then
z 'w i t )  - E[z'w{t)  |F^ )
= E
n
Y  3 ,wi t - i )+z'  
i =1 1
n
Y BAt )wi t - i )+z  re i t )
n
- z ' Y  ß •w i t - i ) , 
i =1 ^
s i n c e  S ( f )  and e ( t )  a r e  i n d e p e n d e n t  o f  ( ß ( t - l ) ,  B i t - 2 ) ,  . . . }  and 
( e ( t - l ) ,  e ( f - 2 ) ,  . . . }  , and f /(£)  s a t i s f i e s  ( 4 . 2 . 1 ) .  Thus
and ,  s i n c e  Y B. i t )wi t - i , )  - Bi t )W(t- l )  , 
i = l  ^
Ez ’{ B i t W i t - D + z i t )) ( V ' ( t - l ) 5 ' U ) + e ' ( t ) } 3  = 0 .
That  i s ,  3'773 = 0 , s i n c e
vec £ ' ( B ( t ) f / ( f - l ) f / , ( f - l ) B , ( t )) = E[ßi t)  ® Bit)]  vec  £7 ^ - l ) f / f ( t : - l ) )
OO
= C Y ® M+C)^ v e c i J  ® (7) = vec 7/ -  vec G . 
«7 = 0
But 77 i s  p o s i t i v e  d e f i n i t e ,  so  t h a t  3 = 0 ,  and t h e  c o n d i t i o n s  a r e  
s u f f i c i e n t  f o r  ( w ( t ) }  t o  be  an F ^ - m e a s u ra b l e  s t a t i o n a r y  s o l u t i o n  t o
( 4 . 1 . 1 )  s a t i s f y i n g  c o n d i t i o n  ( i v ) .
Of c o u r s e ,  i f  G i s  p o s i t i v e  d e f i n i t e ,  t h e n  H i s  o f  n e c e s s i t y  
p o s i t i v e  d e f i n i t e  s i n c e  iH-G) i s  n o n - n e g a t i v e  d e f i n i t e ,  and t h e  n e c e s s a r y  
c o n d i t i o n  i s  a l s o  s u f f i c i e n t .  I f  G i s  not  p o s i t i v e  d e f i n i t e  t h e n  t h e  
s u f f i c i e n t  c o n d i t i o n s  a r e  a l s o  n e c e s s a r y  when iM ® M+C) does  n o t  have  an 
e i g e n v a l u e  e q u a l  t o  u n i t y .  For  t h e n  t h e  s o l u t i o n  (iVit)}  i s  t h e  u n i q u e  
s o l u t i o n ,  by Lemma 4 . 2 .  However ,  i f  H i s  not  p o s i t i v e  d e f i n i t e  t h e r e
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exists a p x 1 vector z with z’Hz = 0 and z ' [B(t)W(t-l)+e(t)] = 0
n
almost everywhere, and z'w(t) - z' Y $'W(t-i) almost everywhere, which
i=1 ^
is seen by inverting the previous proof, and condition (iv) does not hold. #
COROLLARY 4.2.1. In order that there exist a unique F^-measurable
stationary solution to (4.1.1), it is sufficient that all the eigenvalues
of (M ®  M+C) or h(M ®  M+C)k' he less than unity in modulus3 where
h - H and k - K , defined in Theorem 1.5. np np J
Proof. (M ®  M+C) may be represented in Jordan canonical form as
M ®  M + C = PAP-1 (4.3.4)
where A has the eigenvalues of (M ®  M+C) along its main diagonal, and 
zeros elsewhere, unless {M ®  M+C) has eigenvalues of multiplicity greater 
than one, in which case there may be several ones in the first upper
diagonal. Now, (M ®  M+C)^  = PA^P and it is well known that if the
jdiagonal elements of A are less than unity in modulus, then A converges
r . _^
to zero at a geometric rate and lim Y ^  ~ (J-A) . Furthermore,
r-x» j-0
r
lim £  (M ®  M+C)Cvec{J ®  G) = Pd-A)'1?"1 vec J ®  G
p-xo J = 0
= (P-PAP-1)"1vec(d ®  G)
= (I-M ®  M-CyKecU ®  G) .
Thus, using Lemmas 4.1, 4.2 and Theorem 4.2, there is a unique 
F -measurable stationary solution given by (4.3.2) if all the eigenvalues of
(M ®  M+C) are less than unity in modulus. Furthermore, noting that 
hk' -I  , and that vec(J ®  G) - k' vech(J ®  G) ,
r . r
h Y (M ®  M+C)Jvec{j ®  G) = Y {h(M ®  M+C)k' }JvechU ®  G) .
J=0 J=0
Hence, if the eigenvalues of [h(,M ®  M+C)kf) are less than unity in 
r  ^ .
modulus, h Y ^  ®  M+C)^vec(j ®  £) converges as r increases to 
J = 0
(l-h(M ® M+C)kr) ^vech(J 0(7) by the above argument. However, since
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r   ^ .
h Y  ® M+C)^vec ( J  ® G) i s  t h e  vech  o f  a sym m etr ic  m a t r i x ,  i t s  
<7 = 0
r   ^ .
c o n v e rg e n c e  i s  e q u i v a l e n t  t o  t h e  c o n v e rg e n c e  o f  £  (M ® M+C)  ^vec (<7 ® G) ,
<7 = 0
t h e  vec  o f  t h e  same m a t r i x ,  and t h e  c o n d i t i o n  t h a t  t h e  e ig e n v a lu e s  o f  
[h(M ® M+C)k ')  have  m o d u li  l e s s  t h a n  u n i t y  i s  a l s o  s u f f i c i e n t .  #
I t  h a s  been  s e e n  t h a t  t h e  c o n v e rg e n c e  o f  ]T (A/ ® M+C)^vec(<7 ® G) i s
<7 = 0
a c e n t r a l  r e q u i r e m e n t  f o r  t h e  e x i s t e n c e  o f  an  F ^ -m e a su ra b le  s t a t i o n a r y  
s o l u t i o n  t o  ( 4 . 1 . 1 ) .  U sing ( 4 . 3 . 4 )  we have
X (M ® M+C r  vec (J  ® G) = P 
<7*=0
I AJ
U = °  J
P 1v e c ( J  ® (7) ( 4 . 3 . 5 )
and
r   ^ .
h Y  (M ® M+C)°vec(J  ® G) 
<7 = 0
I
U = o
<3 1vech(<7 ® G) ( 4 . 3 . 6 )
w here  h(M ® M-\-C)kr i s  r e p r e s e n t e d  in  J o rd a n  c a n o n i c a l  form as  QflQ 
Even i f  A o r  have  e i g e n v a l u e s  whose m o d u li  a r e  l a r g e r  t h a n  o r  e q u a l  t o
u n i t y ,  t h e  r i g h t  hand s i d e s  o f  ( 4 . 3 . 5 )  and ( 4 . 3 . 6 )  w i l l  c o n v e rg e  i f  
vec(<7 ® G) o r  v e c h ( J  ® G) a r e  o r t h o g o n a l  t o  t h e  rows o f  P ^ o r  Q ^ , 
r e s p e c t i v e l y ,  c o r r e s p o n d in g  t o  t h o s e  d i a g o n a l  e le m e n t s  o f  A o r  ,
r e s p e c t i v e l y ,  w hich  a r e  g r e a t e r  t h a n  o r  e q u a l  t o  u n i t y  i n  m odu lus .  However, 
t h i s  i s  im p o s s ib l e  when p = 1 , a s  i s  shown i n  t h e  f o l l o w i n g  c o r o l l a r y  t o  
Theorem 4 . 2 .
COROLLARY 4 . 2 . 2 .  When p -  1 and G t  0 i n  or d er  th a t  th e r e  e x i s t  
a unique F^-measurable s t a t i o n a r y  s o l u t i o n  t o  ( 4 . 1 . 1 )  i t  i s  necessary  and
s u f f i c i e n t  th a t  th e  e ig e n v a lu e s  o f  (M ® M+C) have moduli  l e s s  than u n i t y .
P r o o f .  I n  v iew o f  t h e  above rem a rk s  i t  i s  n e c e s s a r y  o n ly  t o  show t h a t
t h e  rows o f  P ^ c o r r e s p o n d in g  t o  a d i a g o n a l  e le m e n t  X o f  A f o r  w hich 
IXI > 1 , c a n n o t  be o r th o g o n a l  t o  v e c ( J  ® G) . L e t  z ' be one o f  t h e s e
rows o f  P ^ f o r  w hich  z ' i s  a l e f t  e i g e n v e c t o r  o f  (M ® M+C) , n o t i n g  
t h a t  t h e r e  i s  a t  l e a s t  one su ch  v e c t o r .  I f  z r v e c {J  ® G) - 0 , t h e n  t h e  
l a s t  e le m en t  o f  z i s  z e r o ,  s i n c e  t h e  o n ly  n o n - z e r o  e le m en t  o f  v e c (J  ® G)
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is G , its last element. But C has only one non-zero row, its last, 
which is C . Hence
z'(M 0  M + C ) = z ’{M ®  M) .
However, z ' (M ®  M+C) - Xz 1 and so X is also an eigenvalue of M  ®  M .
By Lemma 4.1, all the eigenvalues of M  are less than unity in modulus.
Let PAP 1 be a Jordan canonical form of M and for general p let 
[A^, ..., A ] ’ = diag(A) . Now, if A is an eigenvalue of M  ®  M  , then
det[Aj-/lf ®  M] = 0 . But
det[Aj-Af ®  M~\ = det [AJ- (p/\P_1) 0  (PAP-1)]
= det [AP-(P ®  P)(A ®  A) (p_1 ®  P_1J]
= det [A (P ®  P)(P ®  P)-1-(P ®  P) (A ®  A) (P ®  P)"1]
= det [(P ®  P) (AJ-A ®  A) (P ®  P)'1]
= det(P ®  P)det(AP-A ®  A)det[(P ®  P)_1]
= det (AJ-A ®  A)
2np
- - T T  fx-x,x ]
i j = l  0
since the matrix (AJ-A ®  A) has no non-zero sub-diagonal elements. Thus
A = A.A . for some i and j , and |A|^ = |A.|^|A.|^ . Since | A . | ^  < 1 
z C i' J ^
for all i , then |A|^ < 1 and |A| < 1  #
From (4.3.3), V = P[Y(t)Y,(f)] , where {Y(f)} is an F -measurable
stationary solution to (4.1.1) satisfying (iv), satisfies the equation
vec V = (M ®  M) vec V + vec(J ® P )  (4.3.7)
where H = G + ElB(t)VB’(t)] , and is positive definite as is shown in the 
proof of Theorem 4.2. A minor modification of Lemma 4.1 shows also that the 
matrix M  has all its eigenvalues inside the unit circle, for the proof 
will hold when the matrix W is replaced by any matrix V satisfying the 
equation vec V = (M ®  M+C) vec V + vec (J ®  G) . The above proof shows that 
the matrix M  ®  M  also has all its eigenvalues within the unit circle, so 
that (I-M ®  M) is invertible. In fact, the condition that M have all 
its eigenvalues within the unit circle is easily seen to be equivalent to
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f n .'i
the condition that det-jj - Y 3-2 r have all its zeros outside the unit
1 i =1 ^ 1
circle (see Andel (1971)), which is exactly the condition that a stationary 
F -measurable solution exist to (4.1.1) with ( 7 = 0 ,  that is, Bit)
identically zero, (4.1.1) then being the equation for a linear (fixed 
coefficient) autoregression. Now (4.3.7) may be solved to obtain
vec V = (I-M 0  M) ^vec(J 0  H)
and so V is the same matrix obtained by replacing G by H and Bit) by 
0 in (4.1.1) and calculating the covariance matrix ElYit)Y1 it)] for the
resulting solution {Z(t)} . The columns of il-M 0  M) ^ corresponding to 
the zero elements of the vector veciJ 0  H) will play no part in deducing 
the covariance structure of (Z(f)} . With this in mind, we define the
2 2 2 .matrix A as being the n p x p matrix formed from those effective
columns of il-M 0  M) 
k-1
-1 that is, the kth column of A is the
(n-l)p np+l+ +fc}-th column of il-M 0 M)  ^ , k - 1, . . . , p^ ThusLP_J
vec V - A vec H . As will be shown the matrix A plays a dual role in the 
question of the existence of stationary solutions for random coefficient 
autoregressive models.
THEOREM 4.3. When iM 0  M+C) does not have a unit eigenvaluethere 
exists a unique ¥ -measurable stationary solution (X(t)} to (4.1.1)
satisfying (iv) if and only if the matrix V given by
vec 7 = il-M 0  M-C) Kec iJ 0  G) (4.3.8)
is positive definite. An equivalent condition is that the eigenvalues of 
M be less than unity in modulus3 together with the condition that the 
matrix H given by
vec H = (I-CA) "*■ vec G
be positive definite. The covariance matrix V of Y(t) is then given by
vec V = A vec H .
Proof. Since the solution {X(t)} , if it exists, is unique, the 
covariance matrix V of Y{t) is obtained from
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vec V = X (M ® M+C)J v e c ( j  ® G)
J = 0
t h e  e x i s t e n c e  o f  t h e  s o l u t i o n  d e p e n d in g  on th e  c o n v e rg e n c e  o f  t h e  above sum. 
Assuming t h a t  t h e  sum does  c o n v e rg e ,  t h a t  i s ,  t h a t  t h e  s o l u t i o n  does  e x i s t ,  
i t  h a s  a l r e a d y  been  s e e n  t h a t  vec  V -  (M ® M+C) vec  V + v e c ( J  ® G) , t h a t  
i s , t h a t
vec  7 = { I-M ® M-C) ‘S / e c U  ® G) ,
{I-M ® M-C)  b e in g  i n v e r t i b l e  s i n c e  i t  has  no z e ro  e i g e n v a l u e s .  That 7
b e in g  p o s i t i v e  d e f i n i t e  i s  b o t h  n e c e s s a r y  and s u f f i c i e n t  i s  now e v i d e n t ,
00
s i n c e  { I-M ® M-C)  ^ v e c ( J  ® G) i s  e q u a l  t o  £  {M ® M+C)^ v e c { J  ® £)
J  = °
w henever  t h e  l a t t e r  sum e x i s t s .
Now, t h e  m a t r ix  7/ d e f i n e d  in  ( 4 . 3 . 7 )  i s  p o s i t i v e  d e f i n i t e  i f  7 i s ,  
by t h e  p r o o f  above and by Theorem 4 . 2 ,  and M h a s  i t s  e ig e n v a lu e s  w i t h i n  
t h e  u n i t  c i r c l e  by Lemma 4 . 1 .  C o n v e r s e ly ,  i f  H i s  p o s i t i v e  d e f i n i t e ,  and 
M h a s  a l l  i t s  e ig e n v a lu e s  w i t h i n  t h e  u n i t  c i r c l e ,  t h e n  7 i s  p o s i t i v e  
d e f i n i t e  a l s o  by em ploy ing  t h e  f o l l o w i n g  a rgum en t u se d  by Andel (1 9 7 1 ) :  
s i n c e  M and {M ® M) have  t h e i r  e ig e n v a lu e s  w i t h i n  t h e  u n i t  c i r c l e ,
vec  7 = { I-M ® M) 1vec {J  ® H) 
00
= X {M ® M) ^vec ( J  ® H)
J = 0
= I
3 = 0
L e t K2IIC3 z  ’ w h e re  t h e z .
u 1 n J
0 , t h e n  z r {J  ® H) z  = z ’Hz > 0
n
z ' V z IV tj c as CO
n n
> 0 . I f  3 =n 0 ,
t h a t z  . JL 0 b u t  
J
z  . = 0 f o r  i > 0
and s o
z ’M -  [O, z | 5 • •
® p f l ) v e c { j  ® H)
l P { j  ®  7 / ) ( M ' ) J ' j  .
a r e  p x 1 v e c t o r s  and z  ^ 0 . I f  
s i n c e  H i s  p o s i t i v e  d e f i n i t e .  Thus 
th e n  t h e r e  i s  an i n t e g e r  j  < n such  
. Now,
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z ’r f 1 J = [O, . .., 0, sj, . .., z ( ]  .
However, z ' V z > z ' l f 1 ^ z = z'.Hz . > 0 . Thus z ' V z > 0 forJ J
all vectors 2 , and F is positive definite. Finally, the alternate form 
for H which is stated in the theorem is derived. From above
vec F = (I-M ®  M)_1vec(X ®  H)
= A vec 7/ .
Thus C vec F = CA vec H . But vec H = vec G + C vec F = vec G + CA vec tf ,
and vec H = (X-CA)  ^vec 6 , provided that (X-CA) is invertible. To see 
that (I - CA) is indeed invertible, suppose CA has a unit eigenvalue with
2 2left eigenvector z } . Then z 1 CA - z ’ . Defining the n p x 1 vector go 
by
go' = z ' C i l - M 0  A/)-1
it follows that go'C = z ’C(I-M 0  M) XC = 2 'CAC = z ' C  . Thus 
oo'CtX-M®^)-1 = b 'CCI-W®«)'1 = go' , and
w'(I-M ®  M-C) = 0 .
Since (M ($) M+C) has no unit eigenvalues, go must therefore be the zero 
vector. But s' = z 1 CA - go'CA = 0 , and (X-CA) is invertible. #
It is worth noting that the matrices F and H may be calculated more 
easily than indicated in the above theorem. Again, letting h = H and
k - K  , from (4.3.7) F satisfies 
np
vech F = vech(X ®  H) + [h(M ®  M)kr) vech F
vech F = {l-h(M ®  M)k'} ‘*"vech(X ®  H) .
The vector vech(X ®  H) has at most its last p(p+l)/2 elements non-zero. 
Hence letting A be the np(np+l)/2 x p(p+l)/2 matrix formed from the last
p(p+l)/2 columns of (X-/z(M ®  M ) k1} ^ we see that
vech F = A vech H .
Also, vech H = vech G + hCk ' vech F = vech G + hCk'A vech H ,
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where h = H and k = K . Thus vech H may be calculated from
P P
vech H = (I-hCk’A y 1 vech G .
The following corollary obtains the conditions for the existence of a 
singly-infinite stationary solution {X(t); t = 1, 2, ...} to (4.1.1) 
deferred from section (4.2).
COROLLARY 4.3.1. {X(t); t - 1-n, . .., 0, 1, ...} generated by
(4.1.1) is stationary and satisfies (iv) under the same conditions as the 
conditions of Theorem 4.3_, provided that (M ®  M+C) have no unit eigen­
values. If (M 0  M+C) does have an eigenvalue equal to unity 3 then a 
solution exists if and only if a positive definite matrix V exists which 
satisfies
vec V - (M ®  M+C) vec V + vec(J ®  G) .
Proof. The proof follows directly from the corollary to Theorem 4.1 
and Theorem 4.3. #
A very simple set of conditions results when p - 1 , the same result 
being obtained by Andel (1976) for the existence of a singly-infinite 
solution to (4.1.1).
COROLLARY 4.3.2. When p - 1 and G > 0 there exists a unique 
F -measurable stationary solution to (4.1.1) if and only if M has all its
Is
eigenvalues within the unit circle and CA < 1 .
Proof. Since G and K are scalars and H = (I-CA) ^G , we have
H > 0 only when CA < 1 , and the result follows from Theorem 4.3. #
As an example of the use of Corollary 4.3.2, consider the case
n - p - 1 , and let ß = 3^ , B^ _ = B^(t) and ^{b )^ - 6 . Then the
matrix M is equal to 3 » so that we must have {3| < 1 if there is to
exist an F -measurable stationary solution to (4.1.1). Furthermore,
Js
(I-M ®  M)  ^= (l-32) so that CA = 62/(l-32) . Thus an F^-measurable
stationary solution exists to (4.1.1) if and only if |3| < 1  and
62 < 1 - 32 , that is, if and only if 32 + <$2 < 1 , since this latter 
condition implies that |3| < 1  •
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4.4. The Case Where (m ®  M+c) has a Unit Eigenvalue
Theorem 4 . 3  does  n o t  c o v e r  t h e  c a s e  where  (M ® M+C) p o s s e s s e s  a  u n i t  
e i g e n v a l u e .  The main r e a s o n  t h a t  t h i s  c a s e  has  n o t  been  c o n s i d e r e d  i s  t h a t  
t h e  m a t r i x  ( I -M  ® M-C) i s  n o t  i n v e r t i b l e  i f  t h i s  i s  s o .  A no the r  r e a s o n  i s  
p r o v i d e d  i n  t h e  p r o o f  o f  Lemma 4 . 2 ,  nam e ly ,  a s o l u t i o n ,  i f  i t  e x i s t s ,  may 
n o t  be  u n i q u e .  As s e e n  i n  C o r o l l a r y  4 . 2 . 2 ,  however ,  an F - m e a s u r a b l e
s t a t i o n a r y  s o l u t i o n  e x i s t s ,  i n  t h e  c a s e  where  p = 1 and G i- 0 , i f  and 
o n l y  i f  aVL t h e  e i g e n v a l u e s  o f  (M ® M+C) have m odu l i  l e s s  t h a n  u n i t y ,  so 
t h a t  i n  t h e  u n i v a r i a t e  c a s e , ' t h e  d i f f i c u l t y  does  n o t  a r i s e .  When p i s  
g r e a t e r  t h a n  1 , however ,  t h e r e  may e x i s t  s i n g l y - i n f i n i t e  s o l u t i o n s  t o  
( 4 . 1 . 1 ) ,  a s  i s  d e m o n s t r a t e d  i n  t h e  f o l l o w i n g  example .
EXAMPLE 4 . 4 . 1 .  Le t  { X ( t ) \  t  -  1 ,  2 ,  . . . }  be g e n e r a t e d  by ( 4 . 1 . 1 )  
f rom t  -  1 w i t h  p -  2 , n -  1 , v e c ( $ ^ )  = [b 0 0 0 ] '  ,
vec(S-L( t ) )  = [ 0  0 0 $ ( £ ) ] '  , e ( t )  = [ 6 ( f )  0] ' , t f ( ö ( £ ) )  = t f ( $ ( t ) )  = 0 ,
E[$  (£ )J  = 1 , e {& ( t ) )  = g and \b\ < 1 . Assuming t h a t  (X(0)}  i s
i n d e p e n d e n t  o f  ( e ( f ) ;  t  -  1 ,  2 ,  . . . }  and { £ ( £ ) ;  t  -  1 ,  2 ,  . . . }  , t h e r e
e x i s t s  an i n f i n i t e  number o f  s u c h  p r o c e s s e s  which a r e  s t a t i o n a r y .
Proof. Let  E (X (0 ) )  = 0 and vec  £ (*( 0)X' ( 0)) = [g/[  1-fc2) 0 0 c ) '  , 
where  c > 0 . Then v e c ( J  ® G) -  vec  G = g\_ 1 0 0 0] ' , and t h e  m a t r i x  
M -  3 Las e i g e n v a l u e s  0 and 1 . F u r t h e r m o r e ,
b 2 0 0 0
M ®  M + C =
0 0 0 0 
0 0 0 0
0 0 0 1
which  has  e i g e n v a l u e s  0 ,  0 ,  b and 1 . Now,
vec  E f m ^ ' d ) )  = (M ® M+C) vec  £’(z(  0 ) X f ( 0) J + vec(«7 ® G)
-  [cjb2/  [ l - f r 2] 0 0 o~\ ' + lg  0 0 0]  '
= 0 0 c ] '
= vec  f ( K 0 ) I ' ( 0 ) ]  .
A l s o ,  £ ( j ( l ) J  = ßff(Z(0))  = 0 = EX( 0) . Hence U ( t ) ;  t  = 1 ,  2,  . . . }  i s  
s t a t i o n a r y  by Theorem 4 . 1 .  N o t i n g  t h a t  c  i s  a r b i t r a r y ,  t h e  number o f  such  
s t a t i o n a r y  s o l u t i o n s  i s  s e e n  t o  be  u n c o u n t a b l e .  #
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4.5. Stability of Processes Generated by (4.1.1) From t -  1
When generating a time series by an equation such as (4.1.1), it is 
usual to initialise the variables [X(l-n), X(2-n), . .., 7(-l), 7(0)} and 
commence the generation at t - 1 . An obvious question to ask is whether 
or not these initial values affect the long-term behaviour of the process
t = 1, 2, ...} , and whether the process attains some equilibrium as 
t becomes large, a question which is of importance to econometricians when 
considering economic systems. The concept of stability, introduced in 
Definition 4.1.1, provides a concrete way in which to frame this question.
, The following theorem will prove useful in obtaining the eventual 
necessary and sufficient conditions for stability.
THEOREM 4.4. (Z(t); t - 1, 2, ...} generated by (4.1.1) is stable if
and only if (M ®  M+C)^  vec S converges to zero for all symmetric np x np 
matrices S .
Proof. Letting y(0) = [a?'(l-n), ..., 3c'(0)]f it is seen from (4.2.1)
that
e {y U) I 7(0) = 1/(0)) = ME[yU-±) I 7(0) = 2/(0))
= Mty{ 0)
and so E[Y(t) | 7(0) = y(0)) converges independently of y(0) if and only 
if all the eigenvalues of M have moduli less than unity. For if M had
an eigenvalue whose modulus were greater than or equal to unity, z would 
not converge at all if z were the corresponding right eigenvector, or its 
real or imaginary part. The only exception is the case of a unit eigen­
value. However, it is impossible that M - I , and I is the only matrix 
having all unit eigenvalues.
Let Vt t-Sfe(0)) = (t-s) I 7(0) =2/(0)), t > s > 0 . From
(4.2.1), we have for s > 0 ,
V. , (z/(0)) = E[l{M+D(t)}Y(t-l)+r\{t )]7,(f-s) | 7(0) = 2/(0))
= ME{Y(t-l)Y’(t-s) I 7(0) = 2/(0))
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Again, using (4.2.1) and essentially the same derivation as used in the 
proof of Theorem 4.1,
vec V_f, ^{y( 0)) = (AZ 0  M+C) vec + vec (J 0  G)
t-1 ■
= £  (A/ 0  M-\-C)^ vec(J ®  £) + (A/0  AZ+C) vec (y (0)y ' (0)) .
<7 = 0
(4.5.1)
Now each of the terms on the right hand side of (4.5.1) is the vec of a 
non-negative definite matrix. Hence V^_ ^(y(0)] converges if and only if
~ f t-1  ^ .
both (M 0  M+C) vec [y (0)y 1 ( 0)] and £  (AZ 0  M+C)^ vec («7 0  G) converge.
<7 = 0
We may now show the sufficiency of the condition.
If (AZ 0  AZ+C*)^  vec S converges to zero for all symmetric matrices S ,
then (A/ 0  Af+CO^vec Q/( 0)y 1 ( 0)J and (Af 0  AZ+C)^vec(e7 0  £) converge to zero. 
Furthermore, they converge to zero at a geometric rate determined by some
eigenvalue of (A/ 0  M+C) less than unity in modulus, since
(A/ 0  M-vC)^  = PA^P  ^ , where PAP is a Jordan canonical representation of
(A? 0  AZ+C) . However, has the tth powers of the eigenvalues of
t-1  ^ .
(A/0  AZ+C) down its diagonal. Thus £  (AZ 0  M+C)^vec(J 0  £) converges,
<7 = 0
AZ has all its eigenvalues inside the unit circle by applying Lemma 4.1 and 
replacing the matrix G there with any positive definite matrix £2 , and
the condition is seen to be sufficient for stability, since
 ^s Q/(0)} = AZ^ F. £^2/(0)} will also converge.
To see that the condition is also necessary, note that any real
np
symmetric np x np matrix S may be rewritten as £  ^-e •e '• •> where
3=1 3 3 3
{(X., e .)} is the set of eigenvalues and corresponding right eigenvectors <7 <7
of S . Since (M 0  M+C)^vec(yy') converges to zero for all y £ IR7^  , sc
must
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yA XM® M+civecle .e'.) = (M 0  M+cfvec . #A j J J
The necessary and sufficient condition is now easily obtained.
THEOREM 4.5. (Z(f); t = 1, 2, ...} generated by (4.1.1) is stable if
and only if all the eigenvalues of [h(M ®  MJrC)kt) have moduli less than
unity, where h - H and k = K J np np
Proof. Let W (S') be the np x np matrix defined by 
vec f/ (5) = (M ®  M+C)^ vec S' . Then
vech W,(S) = /z vec W (S)
£ U
= /z(Af ®  M+C)^ vec S 
= [7z(M ®  #+£)&']* vech S ,
since k f/z = I and vec S = kr vech S . Now, the vectors vech S formed
from all symmetric np x np matrices S span all of |pnp(^P+l)/2  ^ so 
that vech W (S) converges to zero for all symmetric matrices S if and
only if all the eigenvalues of [_h(M ®  M+C)k'] have moduli less than 
unity. #
The necessary and sufficient condition derived by Conlisk (1974) is 
that all the eigenvalues of the matrix (M ®  M+C) have moduli less than 
unity. While the condition is correct, although the original proof was
2 2incomplete, {M ®  M+C) has n p eigenvalues, while [_h(M ®  M+C)k ’ ] has 
only np(np+l)/2 eigenvalues. Since the computation of eigenvalues is 
costly in terms of computing time, the condition derived here is obviously 
seen to be more appealing.
There is evidently a fundamental link between stability and 
stationarity. The relationship between these two concepts for random 
coefficient autoregressions is made clear in the following theorem.
THEOREM 4.6. If {x(t)\ t - 1, 2, ...} generated by (4.1.1) is 
stable, there exists a stationary immeasurable solution (Z*(i)} to (4.1.1)
for which E [(X(t )-X*( £)] | 7(0) = y(0)] and
E[[x(t)-X*(t))(j(t-s)-X*(£-s)}' I 7(0) = y(0)] , for fixed s , converge to 
zero as t increases.
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Proof. B y ^ C o r o l l a r y  4 . 2 . 1 ,  t h e r e  e x i s t s  a u n iq u e  F ^ -m e a s u ra b le  
s t a t i o n a r y  s o l u t i o n  {£* (£ )}  t o  ( 4 . 1 . 1 ) .  L e t t i n g
Y * ( t )  = [ Y * ' ( t + l - n ) , . . . ,  Y * r ( £ ) ] '  , Y * ( t )  i s  g i v e n  by ( 4 . 3 . 2 ) .  Now,
p u t t i n g  7 ( 0 )  = i / (0 )  i n  ( 4 . 3 . 1 ) ,  we have
t - 1
r • >
j - i t - i
Y ( i )  = X T T  (w+ö(t- fc)} n ( t - j )  + T T  ( ^ ( t - k ) }
J  = 0 k =os > k=o
Thus
Y ( t )  -  Y * ( t )  =
r“*—\
/^NA?l-A"f~
\____
oo
2/(0) -  I
J - l
TT { m+ 0 ( * - & ) }oIIA? J = £ fc=o
n ( t - j ) ( 4 . 5 . 2 )
and
£ [ ( y ( t ) - Y * ( t ) )  I Y(0)  = y ( 0 ) ]  = Mt y ( 0)
which  c o n v e r g e s  t o  z e r o  s i n c e  t h e  e i g e n v a l u e s  o f  M have m odu l i  l e s s  t h a n  
u n i t y .  A l s o ,
£ [ ( y ( t ) - Y * ( t ) )  ( y ( t - s ) - Y * ( t - s ) )  ' I Y( 0) = 2 / (0 ) ]
= £’[(M+z?(t)) ( y ( t - i ) - y * ( t - D )  ( y ( t - s ) - y jt( t - s ) } f | y (o )  = y (o ) ]  
= M E [ [ n t - l ) - Y * t e - l ) }  ( Y ( . t - s ) - Y * ( t - s ) ]  ' I y ( 0 ) = z/(0 )]
= / T E [ ( y ( t - s ) - Y * ( t - s ) )  ( y ( t - s ) - y * ( t - s ) ) ' | y (o )  = y ( o ) ]  .
S i n c e  ( q ( t ) }  i s  i n d e p e n d e n t  o f  { D ( t ) }  , t h e  two t e r m s  i n  t h e  r i g h t  hand 
s i d e  o f  ( 4 . 5 . 2 )  a r e  u n c o r r e l a t e d .  Thus
vec £ ' [ ( y ( t ) - Y Jt( t ) )  ( Y ( t ) - Y * ( t ) )  ' I Y(0)  = y ( 0 ) ]
- t - 1 t - 1
= E 1 r iM+Di t - j ) }  ® ]  [ {M+D{t-k)}  I v e c [ y ( 0 ) y  ' (0) )  
*j=o k =o J
+ E
00 (C- 1 J - l  )
£  ] T {M+D(t-k)}  ® ]  [ iM+Di t - l ) }  v e c ( n ( t - j ) n ' ( t - j  ))
j - t  ^k-o  l=o
t - 1
TT [(M+DU-j )}  ® {M + £ ( t - j ) } }  
i = °
+ £
vec(z/(0)z/  ' ( 0 ) )
X | T T  ({AMXfc-fe')} ® { M W ( t - k ) } )  
jj= t fc=0
J - l
E v e c ( n  ( t - j ) n ' ( t - J ) )
= (M ® M+C,) t v e c ( y ( 0 ) y  f ( 0 ) ]  + £  (M ® M+C)J v e c ( j  ® 6)
J = t
s i n c e  {q (£ )}  and ( i K t ) }  a r e  b o t h  u n c o r r e l a t e d  p r o c e s s e s .  Hence
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E [ ( j ( t  )-Y* ( t )) (y ( t - s  )-Y*( t - s  )) ' I Y( 0) -  z/( 0 ) ]  c o n v e rg e s  t o  z e ro  f o r  a l l  s
s i n c e  (M ® Af+O^vec Qy (0)y  ' ( 0 ) )  c o n v e rg e s  t o  z e ro  and
t - 1  . 00 _  •
£  (A/ ® M+C)^vec(e7 ® £)  c o n v e r g e s ,  i t s  t a i l  sum £  (M ® M+Cr vec(J  ® (7)
«7 = 0 «7=*
t h u s  c o n v e rg in g  t o  z e r o .  #
4 . 6 .  Strict  Stationarity of the Solution ( x ( t ) }  to (4 . 1 . 1 )
The p r e v i o u s  s e c t i o n s  have  assumed n o t h in g  a b o u t  { e ( t ) }  and { 5 ( f ) }  
e x c e p t  t h a t  t h e y  a r e  in d e p e n d e n t  second  o r d e r  s t a t i o n a r y  p r o c e s s e s  w hich 
a r e  m u tu a l l y  in d e p e n d e n t .
I f  ( e ( t ) }  and {£ (£ )}  a r e  a l s o  se q u e n c e s  o f  i d e n t i c a l l y  d i s t r i b u t e d  
random  v a r i a b l e s ,  i n  w hich  c a s e  t h e y  a r e  a l s o  s t r i c t l y  s t a t i o n a r y  and 
e r g o d i c ,  i t  i s  p o s s i b l e  t o  i n f e r  s t r o n g e r  p r o p e r t i e s  f o r  t h e  F ^ -m e a su ra b le
s o l u t i o n  (X (£ )}  t o  ( 4 . 1 . 1 ) ,  p r o p e r t i e s  w hich a r e  r e q u i r e d  i n  C h a p te r s  5 
and 6.
THEOREM 4.7 .  I f  ( e ( t ) }  and (ZKfc)} s a t i s f y  ( i )  and ( i i i )  and are 
a lso  id e y i t ic a l ly  d i s t r ib u te d  sequences , then i f  a unique ¥ -measurable
second order s ta t io n a ry  so lu t io n  (X (£ )}  e x i s t s  to  ( 4 . 1 . 1 ) ,  { ^ ( t ) }  i s
a lso  s t r i c t l y  s ta t io n a ry  and ergod ic .
Proof. The u n iq u e  second  o r d e r  s t a t i o n a r y  F ^ -m e a s u ra b le  s o l u t i o n
Y( t )  t o  ( 4 . 2 . 1 ) ,  g iv e n  by ( 4 . 3 . 2 )  i s  t h e  l i m i t  in  mean s q u a r e ,  and hence  in  
p r o b a b i l i t y ,  o f  a se q u en c e  o f  F ^ -m e a s u ra b le  random v a r i a b l e s .  S in c e  t h e
s o l u t i o n  has  t h e  same f u n c t i o n a l  form f o r  each  t  , ( Y( £) }  m ust t h e r e f o r e
be s t r i c t l y  s t a t i o n a r y ,  a s  must ( Y ( t ) }  . Now, { ( e ( £ ) ,  B( £ ) ) }  i s  an 
e r g o d i c  seq u en ce  s i n c e  i t  i s  a  s e q u en ce  o f  i n d e p e n d e n t ,  i d e n t i c a l l y  
d i s t r i b u t e d  random v e c t o r s .
A ls o ,  t h e  a - f i e l d  G^ g e n e r a t e d  by ( Y ( t ) ,  X ( t - 1 ) ,  . . . }  i s  a  s u b s e t
o f  F i f  ( Y( £) }  i s  an F , - m e a s u r a b le  se q u en c e  o f  random v a r i a b l e s .  
v  £
L e t t i n g  G and F be  t h e  s m a l l e s t  G - f i e l d s  c o n t a i n i n g  l im  G and
t-K)O
l im  F r e s p e c t i v e l y ,  i t  f o l l o w s  t h a t  G c  F and { X( t ) }  i s  e r g o d i c  s i n c e
. Ist-+°°
i t  i s  s t r i c t l y  s t a t i o n a r y .  #
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CHAPTER 5
LEAST SQUARES ESTIMATION OF RANDOM COEFFICIENT AUTOREGRESSIONS 
5.1. Introduction
In Chapter 4, conditions were found for the existence of stationary- 
solutions to equations of the form (4.1.1). In practice, however, given 
that a stationary time series [X(t)} satisfies such an equation, it is 
necessary to estimate the unknown parameters in order to provide predictors 
of X(t) given past values of the process. Estimation procedures for fixed 
coefficient autoregressions are well-established, and the asymptotic 
properties of these estimates are well-known (see, for example, Hannan 
(1970)). Random coefficient autoregressions are, however, non-linear in 
nature, and any foreseeable maximum likelihood type estimation procedure 
would be an iterative procedure. Such a procedure is discussed in Chapter 
6, where the asymptotic properties of the estimates obtained are determined. 
Iterations must, nevertheless, commence at some point, and since the 
likelihood will be non-linear and its domain will be of relatively high 
dimensions, it is likely that there will be local extrema. Hence it is 
desirable that iterations commence close to the global maximum of the 
likelihood function for otherwise convergence might be toward a local 
extremum. In this chapter, a least squares estimation procedure is proposed 
for univariate random coefficient autoregressions, which under certain 
conditions is shown to be strongly consistent for the true parameters, while 
the estimates are shown to obey a central limit theorem. Since the maximum 
likelihood estimates of Chapter 6 will also be seen to be consistent and 
satisfy a central limit theorem, the least squares estimates may thus be 
used to commence the iteration.
As well as the conditions (i)-(iv) assumed in Chapter 5, we shall make 
the further assumptions
(v) {e(t)} and {$(£)} are both identically distributed
2 2sequences with O = G = ^(e (£))  ^0 ;
(vi) The parameters , i = 1, ..., n and C are such that
a second order stationary F^-measurable solution {J(t)}
exists to (4.1.1).
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It should be noted that only the case p = 1 is considered in this 
chapter and Chapter 6. Also, by assuming (v) and (vi), Theorem 4.7 shows 
that the solution {X(t)} is strictly stationary and ergodic, since it is 
unique by Corollary 4.2.2 and Lemma 4.2.
We shall be using this strict stationarity from now on, and shall 
henceforth say that a process is stationary only if it is strictly 
stationary.
It will prove necessary to make a further assumption concerning 
(Z(t)} . Letting s(t) = K vec{Y(t-l)Y'(£-1)} , where K = K as defined
in §1.2, we shall need to know that there is no n(n+l)/2-component vector 
a such that a '[z(t)-E[z(t)]} = 0 almost everywhere. This will be proved 
in Lemma 5.1 under conditions (i)-(v) and the condition
(vii) e(t) cannot take on only two values almost surely.
Letting Z = E\_B'(t )B(t)] , it is easily seen that 
vec E = E[B’{t) <8)B'(t)) = \E[ß{t) (S> } f = C1 . Now, from Corollary
4.3.2, the necessary and sufficient conditions that condition (vi) hold are 
that M have all its eigenvalues inside the unit circle, or equivalently
that 1 - I Mi=l 1 have all its zeros outside the unit circle which is
shown in Andel (1971), and that CA be less than unity, where A is the
last column of (I-M ®  M) ^ . Letting W be the n x n matrix for which 
A = vec W , this latter condition may be replaced by the condition that 
tr(ZI7) < 1 , since CA = (vec E)' vec W = tr(ZI7) .
5.2. The Estimation Procedure
The estimation procedure is a generalisation of a two-step procedure 
proposed by Rosenberg (1973) to estimate the parameters of a random 
coefficient regression model. Since the matrix E is symmetric, we shall 
only need to estimate y = vech E . The first step is to estimate the 
parameters f^b. , £ = 1, ..., n . From (4.1.1),
n n
X(t) - Y, ß-X(t-i) + Y B .(t)X(t-i) + e(t) 
i-1 v £=1 ^
or
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X{t) = $'Y(t-l) + uit) , (5.2.1)
where 3 = [3 ... 3,1 f and uit) = 1) + zit) . Letting F, ben L t
the ö-field generated by {(e(t), Bit)), (e(t-l), Bit-1) , ...} , we have
E(uit) |F ) = E{Bit))Yit-1) + Eieit)}
= 0
since Bit) and zit) are independent of
{(e(£-l), Bit-1)), [zit-2), Bit-2)), ...} and J(f-l) is a measurable 
functions of this set alone. Also,
= £’{02(f)} + 2E{zit)Bit)Yit-l) I F^_1} + £’|[ß(f)y(f-l)]2|Ft_i|
= a2 + 2£’{e(t)}£’{ß(t)Y(t-l)|Ft_1} + e\y ’ it-l)B' it)Bit)Yit-l)\V t_^ \
= a2 + o + y f(£-i)£{5'(£)5(£ )}y(t-i)
= a2 + y'(£-i)Ey(£-i)
= a2 + {y'U-D ® yf(t-i)} vec e
= a2 + {vec[y(t-l)y'(£-l)]} 'K' vech E .n
That is,
E{u2it) I F^_1) = a2 + zrit)y = a2 + y';s(£) (5.2.2)
where K = K , y = vech E and a(£) = X{vec[y(£-l)y'(£-1)]} . Given the w
sample {X(l), ..., XiN)} , we obtain the least squares estimate 3 of 3
N o> 1 > y  afrom (5.2.1) by minimising u it) with respect to 3 • Thus 3 is
£=tt+l
given by
f N N
3 = ] I y(£-i)y'(£-i)[ X Yit-Dxit) . (5.2.3)
't=n+1 ' t=n+1
The second step in the estimation procedure begins by using (5.2.1) to form 
the residuals uit) - Xit) - 3 ,y(£-l) , t = n+1, ..., . In view of
 ^2 2 a a 2(5.2.2), let n(t) = w (£) - a - z'it) y . Then the estimates y and a
2 ^ 2 of y and a respectively are obtained by minimising £  q (£) with
t-n\ 1
82
2 ^2respect to y and a , that is, by regressing u (t) on 1 and z(£) . 
Thus
A/ _ 'j-l A/
£  (z(i)-z)(s(t)-i) 'V £ M (5.2.4)
t=n+l  ^ t=n+l
and
a ! _ i ^ 2 A .—
0Z = (N-n) X  w (£) - Y a (5.2.5)
t=n+l
_1 N
where z - (U-n) £  z(t) .
t-n+1
-1 77It should be noted that (tf-n) £  Y(£-l)Y' (t-1) is positive
t=n+l
definite almost everywhere for large enough N , for otherwise there would 
exist an n-component non-zero vector a with a'Y(t-l) = 0 , 
t = n+1, n+2, ... , which is precluded since V = ü?(Y(t-l)Y'(t-1)) was shown
to be positive definite under conditions (i)-(vi) in Chapter 4. Also,
N
(N-n) X  [z(t)-z) [z(t)-z) ' is positive definite almost everywhere for 
t-n+1
large enough N , since'it will be shown in Lemma 5.1 that there is no 
n(n+l)/2-component non-zero vector a such that a '[z(t)-E[z(,t))) = 0 , 
almost surely, and since z converges, to E[z(t)) by the ergodic theorem.
/ \  A
Equations (5.2.3)—(5.2.5) define the least squares estimates 3, Y and
~ 2 2 a of the parameters 3, Y and 0 respectively.
5.3. Strong Consistency and the Central Limit Theorem
The strong consistency of the estimates defined by (5.2.3)-(5.2.5) will 
be shown using the ergodic theorem, while Billingsley's martingale central 
limit theorem (Theorem 1.1) will be used to provide the central limit
/s.
theorem. It is convenient firstly to obtain the results for 3 , this being
A  # /A 2required since the residuals u(t) used to derive the estimates 0 and 
are not the true residuals.
THEOREM 5.1. For a strictly stationary F^-measurable process (Y(t)}
satisfying (4.1.1) under assumptions (i)-(vi) with p - 1 , and 3 given
-<
 >
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by (5.2.3)_, 3 converges almost surely to 3 . Furthermoreif
£(j4(£)} < 00 j then 7\72(3—3) has a distribution which converges to the 
normal distribution with mean zero and covariance matrix
o V 1 + V^EtYit-DY’it-Dy'zitnv'1 3 where 7= E[Y( t )Y'(t)] .
Proof. From (5.2.3),
r , N y-1 _ N
3 - 3 - \(N-n) Y Y(t-1)Y' (t-l)> (N-n) Y Y(t-l)X(t) - 3 
 ^ t=n+l ' t=n+1
j(W-rc)
N
Y Y(i-l)Y'(t-l) 
t=n+1
-1
|(W-n)-1
(N-n) 1 X {Y(£-l)YU)-Y(£-l)Y'(t-l)3} 
t=n+1
N N
Y Y(t-l)Y'(£-l)f (N-n) Y Y(t-l)u(t) .
t=w+l ' t=n+l
Since [X(t)) is stationary and ergodic, so are [Y(t)Y'(t)) and 
{Y(t-l)u(t)} . Furthermore, V = E{Y(t)Y'(t)} is finite by (vi) and 
E{Y(t-±)u(t)} = ^ [ K t - D u U  )|F ]} = £’{y(t-l)£'(w(t)|Ft_1)} = 0 , since
E[u(t)\¥ ) = 0 , and Y(t-l) is a measurable function of
Jy -L
{(e(t-l), B(f-l)) , (e(f-2), B(t-2)), ...} alone. Thus 
-1 N(N-n) Y, Y(t-l)Yr(t-1) converges almost surely to V , and 
t=n+1
-1 N(N-n) Y Y(t-l)u(t) converges almost surely to zero, showing that 
t=n+1
A(3~3) converges almost surely to 0 .
Now, if a is any n-component vector,
E{{a'Y(t-Y)u(t ))2} = £’|£’(a,Y(f-l)w(t))2|Ft_1|
= £’j(a,Y(f-l))2B u2(t)\Vt_1 j
= E{ (ot 'Y(t-l)}2 (a2+y 'z(t))}
by (5.2.2), the expectation existing if b (Y4(£)) < 00 since the components 
of (a'Y(t-l)) (y 'z(t)) are quartic in (Y(i)} . Since
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fY ( t - l ) u ( t ) IF } = 0 , an a p p l i c a t i o n  o f  Theorem 1 .1  shows t h a t
Ls — _L
_> N
(N - n ) 2 Y  (a rY ( t - l ) ) u  ( t ) has  a d i s t r i b u t i o n  w hich  c o n v e rg e s  t o  t h e  
t-n+ 1
n o rm a l  d i s t r i b u t i o n  w i th  mean z e ro  and v a r i a n c e
E{ ( a ' Y ( t - l ) )  2 (g 2+y ' z ( t ) ) } = a fE { y ( t - l ) y ' ( £ - l ) ( a 2+ Y ';3 ( t ) )} a
f o r  a l l  a  i IRn p r o v id e d  t h a t  £’(Ar ^(f)}  < 00 . Thus 
N
(N-n)  2 Y  Y ( t - l ) u ( t )  c o n v e rg e s  in  d i s t r i b u t i o n  t o  t h e  m u l t i v a r i a t e  
t =n+1
n o rm a l d i s t r i b u t i o n  w i th  mean z e ro  and c o v a r i a n c e  m a t r ix
9  1  N  '
E { Y ( t - l ) Y '  ( t - l ) [ o  +y ' z ( t ) ) }  . F u r th e r m o r e ,  (N-n)  Y  Y ( t - 1 ) Y ’ ( t - 1 )
t-n+ 1
h  *c o n v e rg e s  t o  t h e  p o s i t i v e  d e f i n i t e  m a t r ix  V , and we t h u s  have ( N- n ) 2( $ - 3)
and N ( 3 - 3 )  c o n v e rg in g  i n  d i s t r i b u t i o n  t o  t h e  no rm al d i s t r i b u t i o n  w i th  
mean z e ro  and c o v a r i a n c e  m a t r ix
F"1E’{ y ( f - l ) y , ( ^ - l ) [ a 2+ y ,s ( f  ) ]}V~1 = o 2V~1VV~1 + V~1E { Y ( t - l ) Y , ( t - l ) y ,z ( t ) } V ~ 1
= c V 1 + V ' h i Y t t - D Y '  ( t - l ) y  ,z ( t ) } V ~ 1 ,
u s i n g  t h e  f a c t  t h a t  i f  a  v e c t o r  co(N) c o n v e rg e s  i n  d i s t r i b u t i o n  t o  t h e  
n o rm a l  d i s t r i b u t i o n  w i t h  mean z e r o  and c o v a r i a n c e  m a t r ix  W , and  a m a t r ix  
A(N)  c o n v e rg e s  i n  p r o b a b i l i t y  t o  a  m a t r ix  A , t h e n  A(N)w(N)  c o n v e rg e s  in  
d i s t r i b u t i o n  t o  t h e  no rm al d i s t r i b u t i o n  w i th  mean z e ro  and c o v a r i a n c e  m a t r ix  
AW A ' . If
We s h a l l  need  t o  have  t h e  m a t r ix  E { { z ( t ) - E [ z ( t ) ' ] )  [ z ( t ) - E [ z ( t ) ' ] )  '}
p o s i t i v e  d e f i n i t e  i f  < 00 , i n  o r d e r  t o  d e r i v e  t h e  a s y m p to t i c
/ \  / \  2
b e h a v io u r  o f  y and O . T h is  f a c t  i s  g u a ra n te e d  by t h e  f o l l o w i n g  lemma.
LEMMA 5 .1 .  Under a ssu m p tio n s  ( i ) - ( v i i ) ,  th e re  i s  no n o n -ze ro  
n (n + \)/2 -co m p o n en t v e c to r  such  th a t  a '  [ z ( t  ) -E \_ z ( t) ] )  = 0 a lm o s t  
everyw here f o r  a l l  t  .
P r o o f .  Suppose t h e r e  e x i s t s  a  n o n - z e r o  v e c t o r  a  w i th  
a ' [ z ( t ) - E [ z ( t ) ] )  a lm o s t  s u r e l y  f o r  a l l  t  . I f  t h e  l a s t  component o f  a  
i s  n o n - z e r o ,  t h e n
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n-i n-1
X2(t) = c + Y Y .X(t)X(t-i) + Y A . ,X(t-i)X(t-j) ,
Ul 1 1 SiSj 1,7
almost everywhere (5.3.1)
for some constants c, y^ ., A^. . and for all t .
If the last component of a is zero, then, without loss of generality,
n-1 n-i
X(t)X(t-k) = c + £ y.X(t)X(t-i) + Y A . (5.3.2)
i=fc+l 1 i£i<j ^
for some k and another set of constants c, y^, A^ . and for all t . 
Equation (5.3.1) reduces to
fn-1
X ( t )  =  % ]  £  y  . X ( £ - £ ) ±
U=i 1
n-1 2 n-1
X y .X(t-i) +4c+4 J A . .X(t-i)X(t-j)
U=1  ^ ' !<£<j ^
-T%'i
almost everywhere (5.3.3)
while (5.3.2) gives
X(t) = {c + y A. .*(£-£ m t - j  )}/{*(£-£) - y y .*(*-£)]■ (5.3.4)
I ISiSJ «  J l i=*+1 1 J
r  "-1 ]provided that -jXU-/c) - £ y.XU-£)j- is not equal to zero. Denoting
 ^ i=?c+l  ^ '
the two solutions to (5.3.3) by / (£) and / (t) , and letting A be the
set on which XU) = / (t) and 4 the set on which XU) = f^ it) , it is
easy to see that PrU u A) = 1 . Furthermore, /^U) and / U) depend
only on YU-1) . Thus, since XU) = (3'YU-l) + B(i)Y(£-1) + eU) , it is 
seen that eU) = / U) - ß'YU-l) - BU)Y(t-l) on ,4 , and
eU) = f^ it) - 3fYU-l) - BU ) Y U - 1) on >1 . But eU) is independent of
YU-1) and Bit) , so that we must have eU) constant on each of A and 
A , which is precluded by condition (vii).
Similarly, let A be the set on which ix(t-k) - y y ,X(t-i)\ is
 ^ i=k+1 j
r  « - I  )
is equal to zero, and /I be the set on which \X(t-k) - Y, Y^XU-i)}- 
is not equal to zero, and (5.3.4) holds. Then PrU u A) - 1 , and, using
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t h e  same argum en t  a s  b e f o r e ,  z ( t - k )  = c^ on A , and z ( t )  - c^ on A , 
where c^ and c  ^ a r e  c o n s t a n t s .  But  s i n c e  ( e ( f ) }  i s  s t a t i o n a r y ,  
P r ( e ( t )  = c^j  = P r  [ z ( t - k )  = c^j  = Pr (A )  . A l s o ,  A and A a r e  d i s j o i n t ,  
so t h a t  P r ( d )  t  Pr(.A) = 1 . Hence z ( t )  i s  e q u a l  t o  c  o r  c^ a lm o s t  
e v e r y w h e r e ,  a g a i n  c o n t r a d i c t i n g  ( v i i ) ,  and p r o v i n g  t h e  lemma. #
B e f o r e  t h e  p r o o f  o f  t h e  main theo re m  i s  g i v e n ,  we s h a l l  need  t o  
e s t a b l i s h  a f u r t h e r  lemma which  examines  t h e  e f f e c t  on t h e  e s t i m a t e s  
•2a  and Y by h a v in g  u ( t )  i n  ( 5 . 2 . 4 )  and ( 5 . 2 . 5 )  i n s t e a d  o f  u ( t )
.2
Let
Y and d be g i v e n  by
N
't=n+1 
-1
( n _  _  N _
Y = j X [ z ( t ) - z ]  { z ( t  ) - z )  ' [■ X u ( t ) [ z ( t ) - z ]  , ( 5 . 3 . 5 )
^=w i J t=n+1
d^ = (N- n ) X u (£) -  y ’z . 
t - n +1
( 5 . 3 . 6 )
A 2 ^2
LEMMA 5.2. ( y - y )  and (d - o  ) converge a lm ost s u r e ly  to  ze ro  i f
AqX ( £ ) )  < 00 j w h ile  N2( y - y )  and N2[d - a  ) converge in  p r o b a b i l i t y  to
ze ro .
Proof. From ( 5 . 2 . 4 ) ,  ( 5 . 2 . 5 ) ,  ( 5 . 3 . 5 )  and ( 5 . 3 . 6 )  i t  i s  s e e n  t h a t
f N _  _  r l  f N _  9 9 )
Y -  Y = j X [ z ( t ) - z ]  [ z ( t ) - z ]  ’ \ j X P  ( t ) ~ u ( t ) ) [  ( 5 . 3 . 7 )
t-n-v 1
and
N
o 2 -  d 2 = ( iv -n)"1 X {u2( t ) - u 2 (t. )] -  ( y - y )z  . ( 5 . 3 . 8 )
t =n+1
Now, u2 ( t )  -  u2 ( t )  = ( w ( t ) - w ( t ) } ( u ( t ) t w ( f )] so t h a t
u2 ( t )  -  u2 ( t )  = { Y ( t ) - 3 ' Y ( £ - i ) - x U ) + 3 ' Y U - i ) } U U ) - 3 Y ( t - i ) t Y ( t ) - 3 Y ( f - i ) }
= {(3 -3 ) fY ( t - l ) } { 2 w ( t )  + ( 3 - 3 )  ' Y ( t - l ) }  . ( 5 . 3 . 9 )
Thus
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(N-n) 1 Y [z(t)-z)[u^ (t)-uz(t))
t=n+1
= (/l/-n)_1 £ (a(*)-a){(3-3) rY(t-l)}{2u(t)+(3-3) W - D )
t-n+1
= 2(N-n) 1 X (s(t)-a)w(t){ (3-3) 'Y(t-l)} 
t=n+l
+ (ff-n) 1 X (s(£)-i]{(3-3)'Y(t-l)}; 
£=n+l
(5.3.10)
Now
(N-n) 1 £ [z(t)-z)u(t){(3-3)'Y(t-l)}
t-n+1
_ N  ^ N
= (tf-n) £ 2(t)M(t){(3-B)f7(t-l)} - z(N-n) Y u(t)(3-3) 'Y(t-l) .
t=n+l t=n+l
The term (N-n) 1 ]T s(t)u(t){(3-3)fY(£-1)} converges almost surely to
t=n+1
/\zero since (3-3) converges almost surely to zero and
(N-n)  ^ Y z(t)u(t)Y'(t-1) converges almost surely to zero by the
t=n+1
4ergodic theorem if E[X (t)J < 00 , since {z(t)Y'(t-l)u(t)} is ergodic and 
E[z(t)u(t)Y'(£-1)IF,_,) = z(t)Y'(t-Y)E(u(t)| F , = 0 . Moreover,
(N-n) 2 Y z(t)u(t){(3_3) fY(£-1)] will converge in probability to zero 
t=n+1
t  Aunder the same conditions, since N (3-3) converges in distribution. Also, 
, N__ — —  A --
z(N-n) Y u(t)($-$) 'Y(t-l) converges almost surely to zero since z 
t=n+1
converges almost surely to E[z(t)} by the ergodic theorem and 
-1 N(N-n) Y u(t)Y(t-1) converges almost surely to zero. Again, it is
£ = n + 1
___ /N
true that (N-n) 2z Y u(t)($-$) rY(t-l) converges in probability to zero.
i=n+l
Consider now the second term on the right hand side of (5.3.10),
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(N-nf 1 I  [3(t)-3]{(ß-ß)'r(t-l)}' 
t-n+1
-1 " .....*........ 2 "= (N-n) Y s(t){(3-3) 'Y(t-l)} - z(N-n) Y {(3-3)'Y(t-1)} .
t-n+1 t-n+1
But
(N-n) 1 Y  H(t){(3-3)'Y(t-l)}2 
t-n+1
- (N-n) 1 Y  z(£) [vec (Y(t-l)Y'(t-1))] 'vec[ (3-S) (3-3) '] 
t-n+1
and (N-n) ^ £  z(t) [vec(Y(t-l)Y' (t-1))] ' converges almost surely by the
t-n+1
ergodic theorem to E{z(t) [vec[Y(t-l)Y' (t-1))] '} if 2?(Y^ (t)) < 00 . Since 
(3-3 ) converges almost surely to zero, and N (3 —3) converges in
%_6 /N
distribution, implying that N (3-3) converges in probability to zero for
- 1  N  * o
all 6 > 0 , (N-n) Y  z (t){(3~3)fY(t-1)} converges almost surely to
t-n+1
-& N  - 2zero, while (N-n) Y  s(t){(3~3)rY(t-1)} converges in probability to
t-n+1
__ T * V Q
zero for all 6 > 0 . Similarly (N-n) Y  s{(3-3)'Y(t-1)} converges
t=n+l
-6 N  -  -  , 2almost surely to zero, while (N-n) Y  (3-3)fY(t-l)} converges in
t=n+1
probability to zero for all 6 > 0 . It should be noted that we have used 
the results that if ud(N) is a random vector which converges in distribution,
then N u>(N) converges in probability to zero for all 6 > 0 , and that if 
E,(N) is another random vector which converges in probability to zero, then 
E,(N)'u)(N) converges in probability to zero.
A
Combining these results, it is easily seen from (5.3.7) that (y-y)
p ~
converges almost surely to zero, while N2 (y-y) converges in probability to 
zero, since
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(N-n) 1 £ (z(t )-z) (z(t)-z) '
t-n-v 1
N N N
= (N-n) 1 Y  z(t)zr(t) - z(N-n) 1 £ z'(t) - (N-n)”1 Y  z(t)z' + 55'
t=n+l £=n+l t=n+l
which converges almost surely to
e (z (£)3 ' (t)) - '(t)) = e { [z(t )-£’(s(t)}] [z(t)-E{z(t)]] '}
because of the fact that (£)) < °°) , and by Lemma 5.1, this matrix is
positive definite.
Using the same arguments, it is easily seen that
(N-n) 1 Y  [uZ(t)-uZ(t)) 
t=n+1
_ N N
= 2(N-n) X (3-3)'Y(t-l)u(£) + (N-n) 1 Y  {(3-3) ’Y(t-l)}
t=n+l t=n+l
converges almost surely to zero, while (N-n) 2 Y [u^ (t)-u^ (t))
t-n+1
converges in probability to zero, even without the assumption that
< 00 . Thus, from (5.3.8), (ü2-d2) converges almost surely to
% ^ 2  ~ 2 "\ . . . — zero, while N [G -O J converges in probability to zero, since z
converges almost surely to E[z(t)) . #
The derivation of the asymptotic properties of the estimate 
K - [!', T', g 2] ’ of K - [3', y f, G2] ' is now straightforward.
THEOREM 5.2. For a strictly stationary F^-measurable process {Z(t)}
/X A
satisfying (4.1.1) under assumptions (i)-(vii) with p - 1 and 3, y and 
o given by (5.2.3)-(5.2.5), K -  |_3f, Y f, o J ' converges almost surely to 
K - [3f, Y f, G2] ' if ^(^(t)) < 00 j while if S’(x8(t)) < 00 the
if ^
distribution of N'\K-K) converges to the normal distribution with mean 
zero and covariance matrix n defined by (5.3.13) and derived in 
Appendix A.
Proof. As a consequence of Lemma 5.2, if X = |_3f, Y f, O J , then
A ^ ip A /v
(K-K) converges almost surely to zero, while N ’ (K-K) converges in
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probability to zero if < 00 . It will be shown that (K-K)
converges almost surely to zero, while N2(K-K) converges in distribution 
so that (K-K) converges almost surely to zero, while N (K-K) converges
>  -V.
in distribution in the same way as N2(K-K) . Thus we need only prove the 
results for K . From (5.3.5) we have
= {(N-n) 1
N
1l t-n+1
= {(N-n)'1
N
ll t-n+1
r -1 N r1 N 9Y - Y l Y, [z(t)-~z] [z(t)-z] ’ >■ (N-n) Y [z(t)-~z)u (t) - y
I - h = n + ~ \  J t-n+1
-1
(N-n) 1 Y (z(t)-~z]{u^ (t)-[z(t)-z) fy}
t-n+1
f , N _ r l
= l(N-n) Y [z(t)-z) [z(t)-z)
 ^ t-n+1 J
(N-n) x Y [z(t)-z){u^ (t)-z’(t)^ }
t=n+1
N ___ 1 N _
since Y (z(t)-z)z'y = j Y [z(t)-z)\z,^( - 0 .
t-n+1 1 jt-n+
2 2Letting E,(t) = u (t) - O - y rz(t) , we have, from the above,
r -1 N r1y - y = \(N-n) Y [z(t)-~z] [z(t)-~z]
 ^ t-n+1 '
(N-n) 1 Y [z(t)-~z] E,(t) (5.3.11)
t-n+1
since Y [z(t)-~z)o - 0 . Also, from (5.3.5),
t-n+1
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~2 2 a - a
= (N-n) 1 X z/(£) - Y 's - a2
= (/V-n) 1 £ {w^(t)-G^-Y's(t)} - s '(y-Y)
£=n+l
£=w+l
/V
= (W-n) 1 X \^(t)-z,l(N-n) 1 X (z(s)-i) (s(s)-sj 'j (s( t)-~z] £( t) t 
t=n+1 {  ^ s=n+l * J
= ( N-n)~1 X a.5(t) , (5.3.12)
t=n+1
N
1
s=n+1
r 2 S ,
r _  _  r i
where a, = 1 - z'Utf-n) £ (s(s)-s) (s(s)-s) ' > (s(t)-i] . ^ I .Q=>7 + 1 J
Let K* = [$*', Y*', o , defined by
3* - 3 = V 1(/1J-n) x £ Y(t-l)u(t) ,
t=n+l
•1
Y* _ y = R 1(N-n) 1 J [z(t)-E [z(t))) E,(t)
t=n+1
and
G2* - G2 = (tf-n) 1 J  a*£(£) ,
t=n+l *
where /? = #{ (s(£ )-E\_z( t) ]) (s( t)-E\_z( t) ]) '} , assuming that £’(Ar4(t)) < 00 ,
1 l Nand a* = 1 - £[z'(£)]/? (s( t )-Elz( t) ]) . Since (N-n) £ Y(£-1)Y'(£-1)
t t=n+l
/\converges almost surely to V , it is first seen that (3*-3) converges
almost surely to 0 , and /V2(3*-3) converges in probability to zero.
Next,
j ( w - n )  1 J  [z(t)-z) [z(t)-~z]fV ( y - Y ) - R(y*-y) 
 ^ t-n+1 '
= (N-n) 1 J [Elz(t)^ -z]^ (t) 
t-n+1
Now E[^ (t) IF J : 0 by (5.2.2), so that (N-n) 1 £ £(t) converges
t=n+1
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almost surely to zero. Also, if E[x^(t)) < 00 , it is easily seen that 
2 N(£)) < 00 . Thus (N-n) 2 Y £(£) converges in distribution to a
t-n+1
normal distribution. But z converges almost surely to E[z(t)~\ , so that 
N
(N-n) 2 Y [E\_z(t)~\-z)^ (t) converges in probability to zero. Hence, 
t-n+ 1
_1 N
since (N-n) Y [z(t)-z') [z(t)-z] ' converges almost surely to R , 
t-n+1
(y-y*) converges almost surely to zero, while N2(y-y*) converges in 
probability to zero. Finally,
a2* - az = (N-n) 1 Y (ct^ -cx j-1
t-n+1 t tJ
and
= b (N-n) 1 Y, (s(s)-z] (s(s)-2 )
s=n+1
-1
-Elz'(t)~\R jZ (t) 
-1
- z'{(N-n) 1 Y (s(s)-2) [z(s)-~z] 'I z + Elzr(t)]R 1Elz(t)h . 
 ^ s-n+1 '
Now (N-n)  ^ Y z(t)E,(t) converges almost surely to zero if 
t-n+1
E[x{(t)] < 00 , since [z(t)^(t)} is ergodic and
Elz(t)^W\ = E{z(t)E[^(t) |Ft_x]} = 0 ,
(N-n) 1 Y (2 (s)-s) 
s-n+1
- 1 - 1
converges almost surely to 
-1_1 _ f _i n yl_
E[z'(t)i\R and z'\(N-n) Y (s(s )-s) (g(s )-i] ' > z converges almost
 ^ s=n+l J
surely to E[zr(t)]R ^E[z(t)] . Thus it is evident that (q 2 -q 2)
r N
converges almost surely to zero. Moreover, N 2 Y z(t)£3(t) will
t-n+1
0 - k  Nconverge in distribution if E [x (t)} < 00 , while N 2 Y £(£) will
t-n+1
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converge in distribution if 2? (z* (£)) < 00 , both these results being 
obtained by an application of Theorem 1.1.
Hence (K*-K) converges almost surely to zero if E(x*(t)) < 00 and
N^(K*-K) converges in probability to zero if < 00 . We thus
obtain the results for K* , which will also apply to K and K .
Let a be any (n+1)(n+2)/2-component vector, and let 
a - [a', a', a ] ’ , where a , a and a have n , n(n+l)/2 and 1X Z. o X Z. O
components respectively. Then
-1 Na’(K*-K) = (N-n) £ xAa  ^ ■>
t=n+1 *
where
X,(a) = a'V + a’R 1 (s( t)-E[z( t) ] J  £ (  t)
+ a^ {l-E\_z’(t)~\R 1 (a( t)-E\_z{ t) ]) }£( t) . 
Now, since E[u(t) |F } = E[E,{t)\V, ) = 0 , we have E [xAa) I ) = 0 •
Also, it is easy to see that E 
*
t-1 
'i2 . .V a ) <  CO provided that e [x (t)J <
Thus, since {x^(a)} is strictly stationary and ergodic, a'(K*-K)
hconverges almost surely to zero and a'N (K*-K) has a distribution which 
converges to the normal distribution with mean zero and variance
X 2t(a) But E h (a) may be written in the form a'9a , where is
symmetric and not dependent on the vector a . Thus (K*-K) and (K-K)
converge almost surely to zero, and N (K-K) has a distribution which 
converges to the normal distribution with mean zero and covariance matrix 
9 , defined by the following. Let 9 be given by
where 9^ is n x n , 9^
^21 x n ,
nll «21
ß21 9 22 n32 9 (5.3.13)
1-1CO
_E_l fi32 a33
is n(n+l)/2 x n(n+l)/2 , 9^ 2 is a scalar,
is 1 x n , and 9 is 1 x n(rt+l)/2 . Then
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the Q,
E 
the
1 5 j 5 i 5 3 are obtained by evaluating the components of
Since the evaluation is somewhat tedious, 
s are derived in Appendix A. #
of the form a '.Ma .
T' 3
While the eighth moment condition on the process {^(t)} would seem
unduly restrictive, it should be remembered that only a fourth moment
/\condition is needed for a central limit theorem to exist for ß , the 
estimate of the most important parameter associated with (4.1.1), since the 
best (not necessarily linear) predictor of X(t) given 
{X(t-1), X(t-2), ...} is given by
n n
E [ x U ) |F ) = X + E[uU) |Ft_1) = £  ,
i-1 i-1
since E{u(t)|F ) = 0 . It will also be necessary that the eighth momentsu “* -L
of both processes {£(£)} and {e(f)} exist in order that the central
/S 2 A ^limit theorem exist for a and y . It is hoped, nevertheless, that, 
since K converges almost surely to K if £’(zi+(t)) < 00 , and, moreover,
Athat ß converges almost surely to ß without this moment condition, that
/N
K will prove a good initial estimate of K for the iterative maximum 
likelihood procedure introduced in Chapter 6. This will be demonstrated in 
Chapter 7 by means of a number of simulations.
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CHAPTER 6
MAXIMUM LIKELIHOOD ESTIMATION OF RANDOM COEFFICIENT AUTOREGRESSIONS
6.1. Introduction
In Chapter 5 an estimation procedure was proposed for the parameters of 
a random coefficient autoregression. It was envisaged that the procedure 
would prove useful in determining initial estimates for some iterative 
estimation procedure. An estimation procedure is introduced in this 
chapter which is based on maximising the likelihood function constructed as 
though the processes {e(t)} and {B{t)} were sequences of normal random 
variables. We shall refer to the estimates obtained in this way as maximum 
likelihood estimates even though it will be shown that these estimates will 
be strongly consistent and satisfy a central limit theorem if the processes 
(c(f)} and {£?(£)} are not sequences of normal random variables. The 
moment conditions required in Chapter 5 will not be needed here, although 
it will be required along with conditions (i)-(vii), in order that a central 
limit theorem exists, that
The estimates ö and y of G and Y respectively will be such
 ^2that a /N> 0 and the matrix £ , where ii
< >- /svech Z , is non-negative
definite,.' Thus a central limit theorem for Q > l\
3 and y would involve
certain complications if either G2 = 0 or £ had a zero eigenvalue. To
avoid these complications we assume the following condition 
2(ix) G > 6^ > 0 while the smallest eigenvalue of E is
bounded below by 6^  » where 6^ and 6^ maY he taken as 
small as required.
We shall also need to have the second moments of bounded. In 
light of the necessary and sufficient conditions for condition (vi) to hold, 
discussed at the end of §5.1, we replace (vi) with the stronger assumption
(vi)’ The eigenvalues of M have moduli bounded above by
(l-6 ) < 1 , while (vec £) ' vec W is bounded above by
O
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(l-ö^) < 1 , where 6^ and 6^ are both arbitrarily 
small.
By Corollary 4.3.2, the covariance matrix V = E[Yit)Yrit)) is given
by V - {l-(vec £)' vec W} W . It will be seen in the proof of Lemma 6.1 
that if the eigenvalues of the matrix M are bounded above by (l-6 ) < 1 ,
O
then the eigenvalues of W will be bounded above. Thus, since
(l-(vec £)' vec w) is bounded below by 6^ > 0 , the matrix V is bounded
above. This fact will be needed when we prove the strong consistency of 
the maximum likelihood procedure, as well as in the proof of the central 
limit theorem.
Henceforth we shall refer to condition (vi)' as condition (vi), for the 
sake of the uniformity of notation.
6 . 2 .  The Maximum Likelihood Procedure
Given a sample {J(l), ..., X(N)} from a time series (Y(t)} which is 
strictly stationary, F -measurable and satisfies (4.1.1) under conditions
(i)-(ix), we shall derive the likelihood function conditional on preperiod 
values {Xil-n), X (0)} , as though we were assuming the joint normality
of {e(f)} and [Bit)} . Let f [Xit), ..., X(£-s+1)|j4 ) denote the
density of Xit), . .., X(t-stl) given an event A in the o-field
V—S
F, . Then from the structure of (4.1.1), we have 
t-s
f [xU) I XU-1),XU-2), ...) = f [xU) I
since e(i) and Bit) are independent of (X(f-l), Xit-2), ..£ and Xit) 
is seen to depend only on cit), Bit) and {Xit-1), X{t-2), .. .ß .
Moreover, conditional on Y(t-l) , Xit) is normally distributed with mean 
and variance given by
E{xit) |y(t-D) =
l
= 3'Y(£-1) (6.2.1)
£ (a^ t Biit)]xit-i)+eit)
i=1
\Yit-l) J-
and
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V a r U ( t ) | Y ( t - l ) }  = 5’{ [ S ( t ) Y ( t - l ) + c ( t ) ] 2 | Y ( t - l ) l
= E{ [Y, ( t - l ) S , ( t ) 5 ( t ) Y ( t - l ) + 2 e ( t ) S ( t ) Y ( t - l ) + 0 2 ( t ) ]  | Y ( ^ - l ) }
= Y'( t - 1 ) E Y ( t - l ) + o‘ 
= Y fs ( t )  + a 2 , ( 6 . 2 . 2 )
where 2 ( t )  = X v e c { Y ( t - 1 ) Y'( t - 1 )} a s  i n  C h a p t e r  5 ,  and y = vech  E . 
Hence
f N{X{ 1 ) ,  W )  I Y ( 0 ) ,  . . . ,  X ( l - n ) }
= TT I W - D ,  . . . ,  Y(t -rc )}
t- 1
£=1
2'
! ( a 2+ y ' 2 ( t ) )  ^exp , ( x ( t ) - ß ' y ( t - 1 ) ) 2 ^  o1{ a  +y'z(t)
= Y j 0 ) ( 6 . 2 . 3 )
which  i s  t h e  l i k e l i h o o d  f u n c t i o n  c o n d i t i o n a l  on ( Y ( 0 ) ,  . . . ,  X(l-n)} . I t  
w i l l  p r o v e  more c o n v e n i e n t  t o  c o n s i d e r ,  i n s t e a d  o f  t h e  m a x i m i s a t i o n  o f
L^f(3, y 5 a 2) » t h e  m i n i m i s a t i o n  o f  t h e  f u n c t i o n
Y ,  o 2 )  = -2  /N ln j q ^ ß ,  Y , a 2 ) |  -  l n ( 2i t )
- 1 I  l n ( a 2+Y' 2 ( 0 )  + N-1 Z  . ( 6 . 2 . 4 )= N
N  N  v . ,  ^ 2
I
t = l  t-1 a  +y’z(t)
2 \  _ . . 2
The f u n c t i o n  ys  a  ) i s  n o n - l i n e a r  in  O and y , and t h e r e  i s
/\ /N /\ 2
no c l o s e d  form e x p r e s s i o n  f o r  t h e  e s t i m a t e s  3 ^ ,  y ^  and o f  3 ,  y and
2 ~ 2 
ö , r e s p e c t i v e l y ,  wh ich m in im is e  I . N e v e r t h e l e s s ,  by l e t t i n g  r = y / a
we may e q u i v a l e n t l y  m in im ise  a  f u n c t i o n  o f  v a l o n e , by c o n c e n t r a t i n g  o u t
2 2 ~ 2
t h e  p a r a m e t e r s  3 and a  . F o r ,  l e t t i n g  T [3,  r ,  a  ) = Z ( 3 ,  Y, a  ) ,
where r = y / a  , we have
- m  , 2 „ -1  ^  , r, , m P  > 2 „ - l  v  f Y ( t ) - 3 ,Y ( t - l )  2
^A7v.3 » a  J = i n  a  + X  l n ( l + r , c ( t ) J  + a  N X  J------ r + V ^ ' m  ' *
t = l
/!/
s
t = l 1+ r  f s ( t )
( 6 . 2 . 5 )
But
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^ y e , , , o2) v 1 ?
Nl
t-1 1 +r,z(t)
and
hw- '■ -2> - i .Nlt-1 1+2»'z(t)
2
Now - Z- (3, r, ö ) = 0 only when_8_83 ~N
,-l v X(t)nt-l) _ „-1 f „
^  l+r'z(t) ” ^ l+r'z(t) B ’
that is, when
ß = &Nw ( i N= U ‘ i y(t-i)y'(t-i)1 ^-1 ^ K t ) Y ( M )
Also,
t-1
8 -  _2
. „2-, , ,73(B',oh
1+rf2(t)
Z-7(3, t*, aZ) = 0 only when
t=1 1+2» (t )
2 2 _! " h(*>-B'(rmt-n)
o = a (2») = £  —
t=l 1+P's(t)
Thus, the maximum likelihood estimates 3 , and O^ may be obtained by
A A
calculating v^ , where v minimises the function 
r 2 } -i N
Z-^ (r) = lnjö^(r)> + N Y ln (l+2»'s(£)) and G^(r) is given above, the
t — 1
estimates Bff, and 0^ being given by 3^ = = 8 „ f n) and
A a 2 A . It is noted m  passing that for N large enough, the matrix
N r
N  ^ Y ~ ~ i M  //*■""-- will be invertible almost everywhere, since it is1 + -^ l )
obviously non-negative definite, and if it were not positive definite, there 
would exist a non-zero ^-component vector a such that Ol'Yit-i) = 0 
almost everywhere. This is precluded, however, because of assumption (vi).
The procedure above would be useful if one were using an optimisation 
algorithm not requiring the first and second derivatives of the function 
Z-*(r) , for these derivatives are complicated, and a loss of accuracy would
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be in v o lv e d  in  t h e i r  c o m p u ta t io n .  M oreover ,  we s h a l l  be i n t e r e s t e d  in
A A / \  2
o b t a i n i n g  a c e n t r a l  l i m i t  theo rem  f o r  3 ^ ,  and G^ , and so a
A
t h e o r e t i c a l  e x a m in a t io n  o f  t h e  e s t i m a t e  r would i n t r o d u c e  c o m p l i c a t io n s
'  / \  /N 2 ^  ^  ^  Y
i n  o b t a i n i n g  t h i s  c e n t r a l  l i m i t  theo rem  s i n c e  = G ^r^  and 3^ = 3 ^ \ ^ J  •
C o n s e q u e n t ly  i t  i s  b e t t e r  t o  m in im ise  t h e  f u n c t i o n  o f  3 and r  ,
I „ ( 3 ,  r )  -  i n f  £w( 3 , r ,  a 2) -  1
= ^  i l n ( l + r  ' s ( t )) + i n j r 1 { . ( 6 . 2 . 6 )Nl
t =1
th e  l a t t e r  e x p r e s s i o n  f o l l o w i n g  d i r e c t l y  from  ( 6 . 2 . 5 ) .  The maximum
/V A
l i k e l i h o o d  e s t i m a t e s  3 ^ ,  and a r e  d e f i n e d  by
* » $ » »  *■») = i n fN"N'  N1 (g ' , r ' ) '€ 0
S, = «-1 I
n ( z ( t ) - y ( t - D )
t - 1  1+ r ^ z ( t )
and
/\ /\ 2^
y N = V t f  ' 
vi (n+3) /2The s e t  0 i s  a com pact s u b s e t  o f  IR and i s  d e f i n e d  i n  § 6 . 3 ,  where
A A
t h e  s t r o n g  c o n s i s t e n c y  o f  3 ^ ,  Y^ and O^ i s  shown v i a  an e x a m in a t io n  o f
Z ^ (3 , p ) • For  r e a s o n s  o f  c o n v e n ie n c e ,  how ever, t h e  c e n t r a l  l i m i t  theo rem
w i l l  be p ro v ed  v i a  an e x a m in a t io n  o f  t h e  u n c o n c e n t r a t e d  l o g - l i k e l i h o o d
f u n c t i o n  Z ^3 ,  Y, cr2) . S in c e  t h e  same e s t i m a t e s  a r e  o b t a in e d  by t h e
m in i m i s a t i o n  o f  e i t h e r  f u n c t i o n ,  t h e  d i f f e r e n c e s  i n  a p p ro a c h  w i l l  p ro v e  o f  
no im p o r ta n c e .
6.3. The Strong Consistency of § , y f g^
The s e t  0 o v e r  w hich  t  { 3 , v)  i s  t o  be m in im ised  depends  on t h r e e
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positive numbers: 6 , defined in (vi), 6 and 6 , where 6 may beO 0 0 o
taken as arbitrarily small. 0 is defined as the set of all vectors 
[3', r f] f , with 3 and r having n and n(n+±)/2 components 
respectively, satisfying the following conditions
(ci) 3 is such that all the eigenvalues of the matrix M , 
defined in §4.2, have moduli less than or equal to 
(i-«3) i
(cii) Letting R be the square symmetric matrix for which
v - vech R , then R has strictly positive eigenvalues, 
all of which are larger than or equal to 6^ ;
(ciii) (vec R)rw - 6^ , where w is the last column of
U-M ®  A/)-1 .
Suppose now that 0^ = [3q , ' and that (J(t)} is a strictly
stationary, F^-measurable solution to (4.1.1) satisfying conditions
2 2 2(i)-(ix) and for which 3 = 3Q , Y = Y Q , cr = G Q and r - r Q = Y q /^q •
The proof of the strong consistency of the maximum likelihood estimates 
will require that 0 be compact in order that several results from real 
analysis may be used. In particular we shall need to know that any 
continuous function on 0 achieves its supremum and infimum on 0 , and 
that equicontinuity and uniform convergence on 0 are equivalent.
LEMMA 6.1. The set 0 is a compact subset of (^ 2+3)/2
suitable 6_, 6r and 6_ and 6„, 6_ and 6_ may be chosen so that0 0  b 0 0  b
0O 6 int(0) .
Proof. Letting {A^, ..., A^} be the eigenvalues of M , then
£  3 .zn ^ = 1 [ (a-A.) and 3- is equal to (-1)'7+'L times the«7+1
i-1 i-1
sum of all the different products of the A^ taken j at a time Thus
13.1 - (l-<5 since | A . | < (1-6 ) , i - 1, ..., n , and the set
n nA c  IR defined as the set of 3 € IR satisfying (ci) is seen to be
C Ylbounded. If 3 £ A , the complement of A in IR , then we may construct
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an open neighbourhood of 3 which is entirely within A , since the
eigenvalues of M are continuous in 3 . Hence A is open, and A is 
closed and also compact by the Heine-Borel theorem since it is bounded.
Now, for fixed 3 € A , let be the n x n symmetric matrix for
which vec W_ is the last column of (I-M 0 M)  ^ . Since the eigenvaluesp
of (I-M0M)'1 are (l-A^A.)“1 , i, j = 1, n , and < (l-6q) ^J
-1the eigenvalues of (I-M 0 M) have moduli less than or equal to
21 1l-(l-6g) = , and W  ^ is bounded above element by element.
Moreover, letting A = inf A (VD) , where A,(D) denotes the smallest1 1 P' 1304
eigenvalue of the non-negative definite matrix D , it is seen that
A = A, [wS] for some 3 € A , since A, (fv7 ) is continuous in 3 on the set 1^3 1 ■ 3"
A , and A is compact. But
00
Ax(^} = inf z'W^ z = inf V z ’MZ [j 0 ij (M’ fz ,
z 'z-1 z rz-1 i,=0
which has been seen in the proof of Theorem 4.3 to be strictly positive for 
all 3 • Hence i-s £>ounded below for 3 € A .
For fixed 3 £ IR^  , let SD be the subset of 1) /2p
consisting of all vectors r £ jpn(n+3)/2 satisfying (cii) and (ciii).
For r 6 , define the n x n symmetric matrix j? by r = vech R . Then
n
(vec ft)'(vec = tr(i?^) > £ XAR)X^ £+p(^ ß) > where A^ .(D) ,
i - 1, ..., n are the eigenvalues of D ordered from minimum to maximum,
which is shown in Richter (1958). Thus A (R) < 6_/An (foO , and sincen 6 1 3 '
inf A (f/ ) > 0 , we must have S„ uniformly bounded. Thus 0 is seen to
3 04 1  ^ ^
be bounded.
Let 0' - A1 x |p^ (n+3)/2  ^where A ' is the subset of IRn consisting 
of those vectors satisfying (ci) with 6 replaced by 6' and
O O
0 < 6' < 6 . Now 0' obviously contains 0 and is closed because A* is
O \J
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closed. Taking any vector 0 = [ßf, r'~\’ € (0'\0) , from the definition of
0 ' it follows that an open neighbourhood of 0 exists which is entirely
within (0'\0) , since Wa is a continuous function of 3 on A r . Thusp
(0'\0) is open, and 0 is closed in |pn(n+3)/2  ^ since it is closed in
0' , which is closed in |pn(n+3)/2  ^ Hence by the Heine-Borel theorem 0 
is compact since it is closed and bounded.
Finally it is obvious that 6 , S_ and 6_ may be chosen so thato o 6
0q ( 0 , which is seen by comparing (ci)-(ciii) with conditions (vi) and
(ix) #
The following lemma will prove useful in determining the behaviour of 
N
terms such as N-1 £  YU-l)Yf(t-l) 1+rrz(t)It=i
which will constantly appear in the
proofs of strong consistency and the central limit theorem.
LEMMA 6.2. Let ft be a p x p symmetric positive definite matrix 
with smallest eigenvalue A^ . Then the matrix zz '/(Y+z 'tiz) is bounded
above and below element by element for all z £ Pp .
Proof. 33 r/.(1+3 rfts) is non-negative definite, and is bounded element 
by element if its trace is bounded. But
and A .z'z < z ffts . Thus 0 < - - for all z E IR^  . Since 1 1+s 'fts l+A^'s
z rz/(Y+Xz rz) = [(zrz) ^+A) 1 , we have 0 < z 1 z/(1+3 'fts) $ A^1 , for all
3 € fP . #
The following theorem provides one of the main results required in the
/ \  /N  ^2proof of the strong consistency of ß , y , 0^ •
THEOREM 6.1. Let (Y(£)} be strictly stationary3 F^-measurable and
2 2
satisfy (4.1.1) with ß = ßQ a = and y = yQ under conditions
(i)-(vii) and (ix), and let 0Q = [ß^ , r^] ' 3 where rQ = yQ/o . Then 
lim Z (ß, r) exists almost surely for all [ ß f, r']' € 0 and the limit
N+co N
103
1(3, r) is uniquely minimised over 0 at [Bf, rf]' = BQ , provided that 
0O € int(0 ) .
Proof. Since 0 5 In (l+r 'z( t)) < r'z(t) , and E\_z(t)~\ exists by 
-1 N(vi), N X ln(l+r'a(t)) converges almost surely to E [in (l+r 'z (t ))J by 
t=1 ‘
the ergodic theorem. Also, since
0 < f" 1 £  5 " ~ 1 I [x(t)-t'Ht -i))2
t-1 1 -vr'z{t)
NE
t-1
and this latter term has finite expectation and converges by the ergodic 
theorem, we have
„-1 V  D ) 2 a.s. . „
" ^  l+r'z(t) 1+3? (t)
Moreover, the right-hand side of the above is strictly greater than zero, 
for otherwise we would have X(t) = 3 fY(t-l) almost surely, which is 
precluded by condition (vi). Hence Z^(3, r) converges almost surely to
Z.(B, i?) = 2? [ln (l+r ’z (t)) J + In 
E [(X (t )-ß 'Y(t-1))2/(l+r 'z( t)]]
(Y(t)-ß'Y(t-l))
l+r'z(t) Now
A)
= E (Y(t)-ß'Y(t-l)] 2+2(z(t)-3'Y(t-l)) (3n-3) 'Y(t-l)
+((ß -ß) 'Y(i-l)]2 /(l+r'sU))
= £3 
= E
(5(t)Y(£-l)+e(t)) 2+((Bn-ß) ' K M ) ) 2 /(l+r'z(t))
E{B(t)Y(t-l)+e(t)] IF^_1 /(l+r fs(t)) }. + ff-j ((ßn-ß) 'Y(t-l)) /(l-t-r'z(t))
> #j jü2+Y^=Kt)j / (l+r's(t)) j = q 2£{ (l+r 'Qz(t))/(l+r 'z(t))} ,
since
E{(*(t)-ß^(i-l)) |Ft l} = o ,
ffj [B(t)Y(t-l)+e(t))2 IF^_d - Oq + Y p ( t'> >
and 0^ = °oro • Moreover, equality will hold in the above only when
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(ß - ß )'y(t-l) = 0 almost surely, that is, when ß = ß  ^ . Thus
inf Z(ß, r) = Z(ß , r) 
ß
= lnfo^ ) + ln{E [(l+r^sCt)) / (l+r '2 (f))] } + E [in (l+r 'z(t)) ] 
and Z(ß, r) = inf Z(ß, r) only at ß = ß . Now, if X is any positive
ß
random variable with expectation 1 , then E^lnCY)) - ln[ff(Y)] = 0 , by 
Jensen's inequality, with equality only when X = 1 almost surely. Letting
J l+rjzjt)Y = c It) , where c - E
1+r^ z(t)
E\ In
1+r’z(t)j 
1+r 'z(t)
, it is seen that
1+?qZ It) > -ln4£
fl+r'Qz(t)
1+r 'z(t)
with equality only when (l+r^ s(t)} = <3 (l+r'a (t)) almost surely, that is, 
when [r^ -or] 'z(t) = (<3-1) almost surely. However, by Lemma 5.1, this 
occurs only when rQ = or and <3 = 1, that is, when r = r^  . Hence 
Z(ß, r) is uniquely minimised at ß = ßQ and r = . #
COROLLARY 6.1 .1 .  l im l (ß, y, o2) exists almost surely and is
/V-x» N
2 2minimised uniquely at ß = ßQ ,, y = y Q and o = o .
Proof. From Theorem 6.1 and the definition of Z (^ß, r) ,
-vr 2
lim Z (ß, y , a ) is seen to exist almost everywhere, and to be uniquely 
iP*» N
2 2*minimised at ß = ß Q , ö = O = E and
y = rQo2* But
2*a = E{E
= E o0n'B(i) /(l+r*3(t)) = a0 5
 ^ 2 2 2 and so lim Z (ß, y, 0 ] is uniquely minimised at ß = ß , Q = Q and
/l^K»
Y = Y,
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We are now in a position to prove the strong consistency of the 
procedure.
THEOREM 6.2. Let Z (ß, r)
r = , and let '.
0Q provided that 0Q € int(O) .
Proof. We first show that |Z^(ß, r)} converges uniformly to Z(ß, r)
on 0 . Since 0 is compact equicontinuity and uniform convergence are 
equivalent and we need only prove that {Z (ß, r)} is equicontinuous, that
is, letting 0 = [ßf, rr]r , that, given £ > 0 , there exist an integer 
N* and positive 6 , depending on £ , such that I  ^ £ ^or
N > N* and |0 -0 I < 6 . Now, since £(0) is differentiable,I 1 2 1 u
y e )  -  y e )  = (e-e)' ^  ye*) , e, 0 e e
/\
be minimised over 0 at ß = $„ ,N
Then 0^ converges almost surely to
g
where —  Z7I7(0^) denotes the vector of partial derivatives of Z- (0)90 N r N
evaluated at 0 = 0*, and 0* = X0 + (1-X)0 for some X £ (0, 1) .
Letting O' = U {(f>; (j) = X0 + (1-X)0, 0, 0 £ 0} , the sequence \l (0)} 
X€[0,1] N
will be equicontinuous provided that lim sup
0£01 90. V 0)
is finite for
i - 1, ..., n(n+3)/2 , where 0^ is the ith component of 0 . If 0 is
convex, then 0 f = 0 , but it will be shown that the above condition holds 
even if Q' strictly contains 0 . Now
w  Ve) = V -2U(t)-ßfy(t-l)]l(t-l) , f -1 y (x(t)-ß'Y(t-1))211+r'z(t) ( 1+r'z(t) J ’
and
£V0) = -1 N z,y _t_1 -fr'g(t)
- N-1
N
I
t- 1
(■Y(t )-ß 'Y(t-l)) z{t) 
(l+i* rz(t)]2
/ <N-1 V  U(t)-ßfY(t-l)]2l 1 +r'z(t) j
It is obvious that the derivatives are bounded above and below on 0 as N 
increases, by repeated applications of Lemma 5.2 and the ergodic theorem. 
Noting that if ^  and are positive definite matrices, then the
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e ig e n v a lu e s  o f  + ( l - A ) ^  > w here \  (  [ 0 ,  1] , a r e  bounded above and
below  by t h o s e  o f  and 9. , and t h a t  t h e  f i r s t  n c o o r d i n a t e s  o f  0 '
a r e  a l s o  bounded above and b e lo w , i t  i s  c l e a r  t h a t  t h e  d e r i v a t i v e s  a r e  a l s o  
bounded above  and below  on 0 '  . Hence {£ (0 )}  i s  e q u ic o n t in u o u s  and 
u n i f o r m ly  c o n v e rg e n t  on 0 . We now a r e  a b l e  t o  a p p ly  t h e  a rgum ent o f  
J e n n r i c h  (1 9 6 9 ) :
0^  (any  v a lu e  o f  0 6 0 w hich  m in im is e s  Z- (0 )  ] e x i s t s  f o r  each 
N s i n c e  0 i s  com pact and  l ^ ( 0 )  i s  c o n t in u o u s  i n  0 on 0 . Given
e > 0 , t h e r e  e x i s t s  an i n t e g e r  N* d e p e n d in g  o n ly  on e , su c h  t h a t  
I and M e 0H ( e 0) I a r e  b o th  s m a l l e r  th a n  e /2  f o r
N > N* , on a s e t  o f  p r o b a b i l i t y  1 , s i n c e  {£ (0 )}  c o n v e rg e s  u n i f o r m ly  t o
l (Q)  , a lm o s t  s u r e l y .  S in c e  Z^(§^J 5  Z-^(0^j" , we have
-  i ( e „ )  = + { Jff (0o ) - d 0 o]} + U A ) - z ff ( e0] J  s  e
f o r  N > N*  , a lm o s t  s u r e l y .  T hus ,  s i n c e  l (0^J > Z(0Q) 5 {£( 0^) }
c o n v e rg e s  a lm o s t  s u r e l y  t o  Z(0q) . Suppose t h a t  {0^} do es  n o t  c o n v e rg e
a lm o s t  s u r e l y  t o  0^ . Then we may f i n d  a p o s i t i v e  6 and an  i n f i n i t e
su b seq u e n c e  {0^ } o f  {0^} f o r  w hich  | 0^ -0  | > 6  on a s e t  o f  p o s i t i v e  
3 3
p r o b a b i l i t y ,  f o r  a l l  j  . S in c e  0 i s  c o m p a c t ,  t h e r e  i s  an i n f i n i t e
s u b seq u e n c e  {0^ ,} o f  {§^ } w hich  c o n v e rg e s  t o ,  s a y ,  9* , where 
3 3
0* /  0Q . S in c e  Z-(0) i s  c o n t in u o u s  a t  a l l  0 6 0 , we t h e r e f o r e  have 
l im  Z(0 ,) = Z(0*)  . However, l im  l (0 J  = l im  l  (§ ) = l ( 0  ) a lm o s t
l j  \-HX> j  f t  ' - K X D  j  y y - X »
s u r e l y ,  and s i n c e  l  i s  c o n t in u o u s  a t  0Q , and 0^ u n iq u e ly  m in im ises
/ s
Z(0) , we have  a c o n t r a d i c t i o n .  Thus 0^ c o n v e rg e s  a lm o s t  s u r e l y  t o  0q .#
COROLLARY 6 . 2 . 1 .  y ^  and converge alm ost su re ly  to  y Q and
r e s p e c t iv e ly .
P r o o f .  Theorem 6 .2  shows t h a t  r ^  and 0^ c o n v e rg e  a lm o s t  s u r e l y
t o  r  and 0 r e s p e c t i v e l y .  Now öt. -  N ^ £
n [x(t)-ß^(t-n)
t - 1 1 + r’jZ ( t)
i t  was shown in  p a s s i n g  in  t h e  p r o o f  o f  Theorem 6 .2  t h a t  t h e  s e q u en ce
, and
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ö JO) where g ‘2(0) = N 1 X 5 converges uniformly and
t=1
almost surely on 0 to a2(0) = ff j-^ |  . Using a similar
argument to that used in the proof of Theorem 6.2, it is also evident that 
^2 2
Opj converges almost surely to G (0Q) , which was seen in the proof of
2  ^ A A 2 ATheorem 6.1 to equal g q . Since y^ = r^G^ , it follows that y^
converges almost surely to r^G^ = Yq •
6.4. The Central Limit Theorem
It was seen in §6.3 that the maximum likelihood estimates required only
the existence of e [x  (£)) in order to be strongly consistent, unlike the 
least squares estimates of Chapter 4, which required the existence of the 
fourth moments of {X(t)} . The central limit theorem of Chapter 5 also 
required the existence of the eighth moments of (Y(£)} , a condition which 
is not easily checked. It will be seen with respect to the maximum 
likelihood estimates, however, that there is a central limit theorem if the 
fourth moments of (e(f)} and {B(t)} are finite. Again the proof will 
use the martingale central limit theorem of Billingsley (Theorem 1.1).
In order to establish the strong consistency of the maximum likelihood 
estimates, the concentrated log-likelihood function 2-^ (3, r) was used.
As was mentioned at the end of §6.2 however, it is more convenient when
. n * ~2proving a central limit theorem for p^, y^ and G , to consider the full
log-likelihood 7^(ß, y, G2) . Letting 0^ = ßf Y ’ 0p/r  V  n
%  = y\ c o’ 'o’ o and 0 = [ß' , y ' , G2] 1 , we now prove the central limit 
theorem for N 2 ) .
THEOREM 6.3. Let {Y(t)} he strictly stationary3 F.-measurable and
satisfy (4.1.1) under conditions (i)-(ix). Then /72[0^-0qj has a limiting
normal distribution with mean zero and covariance matrix where I
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and J are derived in Appendix B. If (e(t)} and (S(t)} are jointly
r - 1normal3 the covariance matrix reduces to 21
Proof. It will be shown in Appendix B that the sequence of second
derivatives
r y e)
3090' converges almost surely to the matrix
3 2UQ) 
3030'
where i(Q) - lim Z- (0) , and that this matrix is bounded. Furthermore, it 
N-**> N
will be seen there that
neighbourhood of 0
3 V 0)
3030' is uniformly convergent on a compact
Now
3^ ( 0n)
r*2
Nv 0'
30i 90i
9 IJQm -J1
9 0.3 0' M . )
where 0^. is the ith component of 0 and 0^  ^ is on the line segment
A Abetween 0^ and 0^ . Since 0^ converges almost surely to 0^ , then so
i 3Ue0)
must 0,T . for each i . It is shown below that N2 -- ^ --  has aN 3z 90
limiting normal distribution with mean zero and covariance matrix J , and
pVt 32ye# Asince | ~ 3Q~8 Q f unif°rrnly convergent, -- j------  converges almost
surely to a positive definite matrix I derived in Appendix B and defined 
by
I = 3 ?(e0)9090' (6.4.1)
Thus N2 [Q will have the same asymptotic distribution as
-1 k k-I N -- ----  » that is N2[0^—0nJ has a limiting normal distribution withN 0
mean zero and covariance matrix I XJl ^
Letting u = X(t) - ß^ Y(t-l) and = GQ + y^ z(t) , it is seen
1 V \~1 V( += -2N I xotuotn t -1} ’36 t=1
from (6.2.4) that
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3Z.;(en) . » .
0J „-1 V  717— -L v 'V----—  = » L xot - N L
t=l
T-1
and
7l^ 6o^
3y
1—1 111
N
It=l
1—1 1
2
: uot
1 >*
0
and V a) = Aöt(2
, a'2 , y' - ai and are
t-1 
N
l  '
t=1
2 2 
otuot
-2 2
'vtuotf
1 ot otJ
vectors and a is a scalar, then it is easily seen thatO
'3 2
-1 X £.(a) = -a'
t-1 80
Now
= £((*U)-0£ir(*-l)) = S((e(t)+S(t)7(t-1)) - 0 .t-1 t- V
t-l} “ ( v.... .......0 '0
1J ~ ^t
ergodic, and it will be seen shortly that E
N
= 0 , byAlso, ^(nCt) |Ft_J - E  [e(t)+B(t)Y(t-l)}2- GQ+YQ<:(t)j\V t_
(6.2.2). Thus E (£^(a) | )^ = 0 . But £^(a) is strictly stationary and
is finite. Hence, by
_pTheorem 1.1, N 2 £ £,(<2 ) has a limiting normal distribution with mean
t-1
zero and variance E\E,^ _{a) This variance may be expressed in the form
a'Ja where J is symmetric and positive definite, and does not depend on
% 8~ y 0o)a . Thus N -- rr--  has a limiting normal distribution with mean zero anddo
covariance matrix J .
It remains to be shown that E 
.2 , , „ 2 , - 2  r , ,n2 , -4
y(a) is finite for each a . Now .
* 1
^(a) = Hu^X^a^Yit-l))* + AQ  ^(a3+a's( t)) 2n2( t) + 2\Q^u0t[a3+a^z(t))x)(t)[.
2
-3
Since E 
E
ul. |F,0t' t-1
2 “ 2 z.- AOJ , the term ,A„,(a!Y(t-1) j has expectation 01 01 0tK 1 J
which is finite by Lemma 6.2. Also,
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n i t )IF
n2(t)IF
t -1 = E
4 I r
“ o J l - i X ^  , s i n c e  E “ 0* 1 1 - 1 = X , and soU L'
t -1
i s  a q u a r t i c  f u n c t i o n  o f  Y( t - l )  . By Lemma 6 . 2 ,  t h e r e f o r e ,
2ri ( t ) | F  i s  bounded above and be low .  But  A ^ t )) i s
L- -L
-2
Ot v'~3 ' ~2'
bounded above and be low f o r  t h e  same r e a s o n ,  showing t h a t
I | |  2 2 1
e \ \ ^ ^  [cL^+a^zi £ ))  q ( £ ) > i s  f i n i t e ,  s i n c e  i t  i s  e q u a l  t o
E<E n ( t ) | F t -1
4 2 1\ ^ ^ [ a ^ JrCL,^ z { t ) ' ]  f . The t h i r d  t e r m  i s  s i m i l a r l y  bounded  s i n c e
E[uot^ ( t )  | F^_J = Et-1 ' U0 t  uo t xot l Ft - 1 = E % t \ Vt - 1 , a  c u b i c  i n  J ( t - l )  ,
1 3[a^+a'^zi t )) XQ _^ i s  bounded ,  and so  An / u n f  [a^+a^zi  £)) n( t )  h a s  f i n i t e
f 2
e x p e c t a t i o n .  Thus E £ ^ ( a )
Ot 0 t v 3 2
i s  f i n i t e .  #
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CHAPTER 7
ESTIMATION OF RANDOM COEFFICIENT AUTOREGRESSIONS - 
SOME NUMERICAL RESULTS
7.1. Introduction
In order to illustrate the techniques introduced in Chapters 5 and 6, a 
number of simulations was performed with first and second order univariate 
models for several data lengths. Although the simulations performed have 
been by no means exhaustive, the results conform with the asymptotic theory 
developed in the last two chapters, as will be seen in §7.3.
In §7.4, we remodel the lynx data, a set of univariate data which has 
been considered by many authors in the past, and to which several different 
types of models have been applied. An extensive account of the statistical 
and historical aspects of the modelling of the lynx data is contained in 
Campbell and Walker (1977) (where the data are reproduced since the original 
sources are relatively inaccessible) and the discussion which follows.
Moran (1953) carried out the first rigorous statistical analysis, proposing 
a second order autoregressive model for the data. Noting, however, among 
other things, that the one-step-ahead predictors for the data were not 
particularly good, he suggested that "perhaps ... the process would be 
better represented by some kind of non-linear model". Tong (1977) takes the 
same view and is "reasonably optimistic that ... AR models will provide good 
first approximations to any future more refined non-linear model". Although 
Tong has obtained an autoregressive model which includes lags up to and 
including the eleventh, it would seem relevant to consider, in the light of 
the model obtained by Moran, the fitting of a second order random coefficient 
autoregression to the lynx data.
In order to compare several models which have been considered for the 
data, we reestimate the models using only the first one hundred observations 
(there are one hundred and fourteen altogether) and compute various one-step- 
ahead predictors for the remaining fourteen observations. It is seen from 
(4.1.1) that, for a random coefficient autoregressive process (Z(£)} ,
E[X(t)|F ) = 3 fT(£-l) - X(t) , say. Thus the best predictor in the least
squares sense of X(t) from {X(t-1), X(t-2), ...} is a linear predictor.
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The p r i n c i p l e  o f  l e a s t  s q u a r e s ,  how ever ,  may n o t  be an a p p r o p r i a t e  
p r i n c i p l e  i n  t h i s  c a s e ,  s i n c e  t h e  n o n - l i n e a r  n a t u r e  o f  ( 4 . 1 . 1 )  would u s u a l l y  
p r e v e n t  t h e  p r o c e s s  (Y (£ )}  from b e in g  G a u s s ia n ,  o r  even n e a r - G a u s s i a n . In  
an a t t e m p t  t o  e x p l o i t  t h i s  n o n - l i n e a r i t y ,  we t h e r e f o r e  p ro ce e d  as  f o l l o w s :  
S q u a r in g  b o th  s i d e s  o f  ( 4 . 1 . 1 )  i t  i s  seen  t h a t
E[x2(t) IF^_1) = ( 3 ' Y ( t - l ) } 2 + a 2 + y'z(t) ,
so t h a t  a  n a t u r a l  p r e d i c t o r  o f  X( t )  from  ( Y ( t - l ) ,  X ( t - 2 ) ,  . . . }  i s
X( t )  = s g n ( 3 ’Y ( t - 1 )) [ ( 3 ' Y i t - 1 ) ) 2+ a2+ y ' z ( t )] 2 where s g n (x )  = 1 i f  x  > 0 
and -1  i f  x  < 0 . A s i m i l a r  p r e d i c t o r  X*( t )  may be o b ta in e d  f o r  f i x e d  
c o e f f i c i e n t  a u t o r e g r e s s i v e  p r o c e s s e s  by r e p l a c i n g  y w i th  0 i n  t h e  
d e f i n i t i o n  o f  X ( t )  . A lth o u g h  t h e  r e a s o n i n g  b eh in d  c o n s id e r in g  such  
p r e d i c t o r s  i s  somewhat h e u r i s t i c ,  i t  w i l l  be  se en  t h a t  J * ( t )  and X( t )  
a r e  b e t t e r  a t  p r e d i c t i n g  t h e  ly n x  d a t a  t h a n  t h e  u s u a l  l i n e a r  p r e d i c t o r s .  I t
s h o u ld  be n o te d  t h a t  t h e  e q u a t i o n  [x(t  )-B fY ( t - l ) )  2 | = o 2 + y ' z { t )
may not  p r o v id e  a n o n - l i n e a r  p r e d i c t o r  f o r  X{ t )  , s i n c e  t h e r e  a p p e a r s  t o  be
no o b v io u s  method f o r  p ro d u c in g  a s ig n  f o r  (a + y rz { t ) ^ 2 w hich  d o e s  n o t  
i n v o lv e  a know ledge o f  X( t )  .
7.2. The Method of Simulation and Estimation
In  l i g h t  o f  t h e  c o n d i t i o n  ( v i )  w hich has  been  assumed i n  C h a p te r s  5 and 
6 , we u s e  t h e  f o l l o w i n g  method t o  g e n e r a t e  t h o s e  random c o e f f i c i e n t  
a u t o r e g r e s s i o n s  f o r  which ( e ( t ) }  and { B i t ) }  a r e  no rm al  s e q u e n c e s .
A. S p e c i f y  t h e  r e a l  and complex e ig e n v a lu e s  £ = 1 ,  . . . ,  n\  o f  t h e
m a t r ix  M , w hich  m ust a l l  have  m o d u li  l e s s  t h a n  u n i t y .
B. C a l c u l a t e  t h e  p a r a m e t e r s  £ = 1 ,  . . . ,  n\  from
TT h-yd = 1 ■ E hz
i - X v i = l  1
4
£ ( 7 . 2 . 1 )
Thence c a l c u l a t e  t h e  s q u a re  m a t r ix  WD where vec  WD i s  th e  l a s t
p p
column o f  (I-M ® M) -1
C. Take a p o s i t i v e  d e f i n i t e  m a t r i x  Z* and compute tr(£* !v^)  . S in ce
we m ust have  t r (Z f /^ )  < 1 , i f  we s p e c i f y  t h e  v a lu e  o f  p = tr(Zf7^)
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required, then E = £* ( p / t r ) , satisfies trfZf/^ ) = p . Thus we 
need only define E* up to a multiplicative constant.
D. Compute the lower triangular matrix L which has positive diagonal 
elements and for which LL ’ = E .
E. Generate a vector [o)(l), u)(2), w(n+l)] ' where the (jo(i)'s are
successive generates of a standard-normal random number generator.
r\ r\
Specifying O = e (c (t)J , let £(t) = G0)(l) and
Br(t) = L[u)(2) ... w(n+l)] ' . Then e(t) and B(t) will theoretically
2 2be independent, have zero means and have e{& (t)} - O and 
E{B,(t)B(t)) = LL’ = E .
n
F. Calculate X(t) = ]T + e(f) , where X(t) - 0 for
i-1
t < 0 .
G. Perform steps E and F (iV+200) times where N is the sample size 
desired, and ignore the first 200 values produced. This enables 
{X(t)} to reach an equilibrium, since under (vi), [X(t)} is stable.
Figures 7.1-7.4 represent realisations each of length 2000 of four
first order random coefficient autoregressions obtained in the above manner.
As may be seen from these graphs, the long term behaviour differs radically
depending to a great extent on the relative sizes of the variances E and
the parameters (3 , which is to be expected. The first two hundred values
from each realisation have been used to compute the concentrated log-
2 2 likelihood function ^(3, r) , where r = y/a , over the subset of IR
defined by |3| - 2 and 0 5 r < 4 . The three-dimensional graphs of
-Z- (3j *0 are depicted in figures 7.5 through 7.8 which indicate that,
Aalthough the maximum likelihood estimate 3^ of 3q is well-pronounced,
the likelihood will be relatively flat in the r-direction, so that some 
care must be taken in assuring that an iterative maximum likelihood 
procedure has actually converged. This will be of even greater importance 
when the order of the model is greater than one, for then this flatness 
may well result in the production of local extrema, in which case 
convergence might be to a local extremum rather than the global maximum.
The method we use to obtain the maximum likelihood estimates is the 
variable step-length Newton-Raphson method. An initial estimate 0^^ 
obtained, for example, by the least squares procedure of Chapter 5, is made
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o f  t h e  maximum l i k e l i h o o d  e s t i m a t e  0^ , and l e t t i n g  0 ( J > d e n o te  t h e  j t h
i t e r a t e  p ro d u ce d  by t h e  m ethod , th e n  0 i s  o b t a in e d  from
e . u x )  = e ( j )  - x]
J + l
3 V 6
3090
- 1 u x ( d U ) ) 
30
A = 2 k  , k  = 0 ,  8 ,
k* = minjfc : 0 5 ^ 8 ,  *Jf( eJ-+ 1 ( 2_fc) )  < .
0 (J+1) = 0 (fc*) .
J + l
I t e r a t i o n  i s  t h e n  h a l t e d  when each  o f  t h e  e le m e n ts  o f  ( 0 ^ '+^ - 0 ^ ^ }  has  
a b s o l u t e  v a lu e  s u f f i c i e n t l y  s m a l l . *
The u s u a l  Newton-Raphson m ethod c o n s i d e r s  o n ly  t h e  c a s e  w here A = 1 .
However, t h e r e  i s  a  p o s s i b i l i t y  t h a t  t h e  i n i t i a l  e s t i m a t e  and a number o f
/ \
e a r l y  i t e r a t i o n s  may be so f a r  from  0 t h a t  f u r t h e r  i t e r a t i o n s  " o v e r s h o o t"  
0^ and e i t h e r  c o n v e rg e  t o  some o t h e r  p o i n t  o r  d i v e r g e .  By a l l o w in g  A t o
d e c r e a s e  and by u s i n g  t h e  above t e c h n i q u e ,  we a r e  e n s u r i n g  t h a t  t h e  f u n c t i o n
■»<Z ( 0 ( j ) ) i s  d e c r e a s i n g  w i th  j  , and t h u s  we can  be more c e r t a i n  t h a t  t h e
( 7 )  . ^ . 77.(77+1 ) / 2i t e r a t i o n s  0 0 a r e  c o n v e rg in g  t o  0^  . S in c e  IR i s  a com p le te
m e t r i c  s p a c e ,  t h a t  i s ,  each  Cauchy se q u en c e  c o n v e r g e s ,  t h e  se q u en c e  {0^*^} 
may be t a k e n  a s  h a v in g  co n v e rg e d  t o  a minimum o f  t h e  f u n c t i o n  Z ^(0) , which
would be t h e  a b s o l u t e  minimum i f  t h e  i n i t i a l  e s t i m a t e  0
A
enough t o  0 .
( 0 ) were c l o s e
7.3. First and Second Order Random Coefficient Autoregressions
We c o n s i d e r  i n  t h i s  s e c t i o n  t h e  s i m u l a t i o n  and e s t i m a t i o n  o f  f o u r  
random c o e f f i c i e n t  a u t o r e g r e s s i o n s  -  two f i r s t  o r d e r  and two second  o r d e r  
m odels .  In  l i g h t  o f  t h e  f o u r t h  moment c o n d i t i o n  an {Z (£)}  w hich  i s  
r e q u i r e d  f o r  t h e  s t r o n g  c o n s i s t e n c y  o f  t h e  l e a s t  s q u a r e s  e s t i m a t e s ,  we,now
2o b t a i n  a c o n d i t i o n  on t h e  p a r a m e t e r s  3 = 3 ^  and 6 = E o f  a f i r s t  o r d e r
* The v a lu e  u se d  t h r o u g h o u t  o u r  e x p e r im e n t s  was 10
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model, which ensures the finiteness of E[X (£)) . This condition will be 
used to generate two first order series, only one of which satisfies the 
condition.
THEOREM 7.1. An F^-measurable stationary solution to (4.1.1), with 
n - p = 1 and (e(t)} and [Bit)} normalexists and has finite fourth 
moments if and only if 3 4 + 63262 + 354 < 1 , where 3 = 3 ^  and 6^  = E .
Proof. It was shown at the end of §4.3 that a solution exists if and 
2 2only if 3 + 6 < 1 , and is given by
00
Xit) = eit) t Y, Bit, j)e(t-j) (7.3.1)
1
J-l
where Bit, j ) = ~| f (3+Bit-k)} . Thus, if e [X^  it)) < 00 , then
k = 0
= E{^(t)) t 6Ee2(t) Y E{D2(t, j)]Ee2(t-j)
J=1
+ e\ Y Bit, j)e(t-j)} . (7.3.2)
The first two terms are finite since (e(f)} is normal and {X(t)l has 
finite second moments. However
E\ Y Bit, j )e it-j ) 
(J=1
00
2 £'[e4(t)] £ [ff{g+S(t)}4]J
J=1
00
= £’[e4(t)] J [34t63262+364]J* 
<7=1
r 4 2 2 4>showing that the condition that (3 +63 6 +36 J be less than 1 is 
necessary. Moreover, for j < k ,
£{£2(t, j)B2it, k)} = E{l>4(t, J*)^
k
T T  {ß+B(£-Z)}‘ 
z = j + l
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Thus
e\ £  £2(t, j)D2(t, k)e.2(t-j)£.2(t-k)\
[J<k J
00 . 00
= (ff[e2(t)]}2 I  [ß4+6ß262+364]J Y. (ß2+«2)fe''7
J = 1 k=«7+l
00 7
which, since £  (32+<52}  ^ = fß2+62) / (l-32-62) , will also converge if
k=j+1
(3t++63252 + 36^] < 1 . Hence, noting that (32+52)2 < 3^ + 632<$2 + 3614 , the 
condition is seen to be both necessary and sufficient. #
If 3 = .5 and 62 = .25 , the above theorem shows that e [X (t)) < 00 ,
2
while if 3 = -•9 and 6 = .16 , the fourth moments of [X(t)} will not 
exist. These are the two first order cases which we consider in order to 
highlight the fact that it was found necessary to assume the finiteness of 
the fourth moments of [X(t)} to demonstrate the strong consistency of the 
least squares estimation procedure. For each case the process was simulated
with a = £ ’( e ( t ) ) = l  for the sample sizes 50, 100 and 500 , for each 
of which one hundred replications were performed. Least squares and
2 2maximum likelihood estimates of 3,6 and a were then computed for each 
sample, and various statistics were calculated over the sets of one hundred 
replications. These results are summarised in Table 7.1, in which lines (a) 
contain the true parameters, lines (b) the averages of the various estimates, 
lines (c) the sample variances and lines (d) the sample mean square errors. 
Thus the estimated standard deviations of the averages of the estimates may 
be obtained by taking the square roots of the values in lines (c) and 
dividing these by Vl00 = 10 .
, As is to be expected, the maximum likelihood estimation 
procedure has performed better, as is seen from the fact that the sample 
mean square errors are generally smaller than for the least squares 
procedure. The results for the least squares estimates are also seen to 
agree with the asymptotic results of Chapter 5, since for the first model 
the sample variances decrease (the estimates are strongly consistent) while
2for the second model, even with a sample of size 500 , the estimates of 6
2and a are evidently by no means reliable. Moreover, it is simple to show
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using the techniques of the proof of Theorem 7.1 that the solutions of
(4.1.1) will not have finite eighth moments unless E[(ß+£(t) ] <  1 . Thus 
neither model which has been considered generates processes with finite 
eighth moments, so that a central limit theorem for the least squares 
2 2estimates of O and 6 cannot be expected to exist. This is borne out 
by the sizes of the standard deviations. For example, for the first model 
with sample size 500 , the estimated standard deviation of the average of
2 >the least squares estimates of a is (.0289)^/10 = .017 , so that the
average deviates from the true value by 82.8/17, ='4.9 standard deviations.
These higher order moment conditions were not required, however, to obtain
the asymptotic results for the maximum likelihood estimates. Indeed, for
the case just considered, the average of the maximum likelihood estimates of
2 P
O deviates from the true value by .0014x10/(.0070)2 =1.7 standard
deviations. The only results which are not consistent with the theory are
2those for the maximum likelihood estimates of 6 for the second model with 
sample sizes 100 and 500 . In each of these cases, the average of the
2maximum likelihood estimates of 6 differs from the true value by slightly 
more than two standard deviations, which should give no real course for 
alarm.
It is more difficult to obtain conditions which ensure the existence of 
the fourth moments of processes of order larger than one. We have 
nevertheless used "one-off" techniques to choose two second order models, 
the solution of the first of which, with 3^ = 0 , 3^  = *36 5
2- ^ 2 2 = *2176 , E “ 0 and ö = 1 , has finite fourth moments, while
the solution of the second does not have these moments finite, and has 
= -8 , 32 = -.15 , Zu  = Z12 = .0919 , Z22 r *1838 and = 1 •*
The first of these models has tr(Zf»0 = .5 , while the eigenvalues of M 
are both .5 . The second has tr(£fvO = .8 , while the eigenvalues of M 
are .3 and .5 . In light of condition (vi) assumed in Chapters 5 and 6, 
therefore, it is not hard to see why the fourth moments of the solution of 
the second model might not be finite. As was the case with the first order
* It should be remembered that £ = ElB'(t)B{t)] , so that, for example
= E B2±(t)
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TABLE 7.1
SIMULATION RESULTS FOR TWO FIRST ORDER RCA’s
Sample Size 3 2 3 .2 26 O 6 O
Least Squares Maximum Likelihood
(a) . 5 .25 1.0 . 5 25 1.0
50 (b) .4693 .1323 1.1614 .4845 .1872 1.0750
(c) .0220 .0233 .0940 .0230 .0336 .0998
(d) . 0229 .0371 .1201 .0233 .0375 .1054
100 (b) .5066 .1558 1.1196 .5241 .2080 1.0250
(c) . 0105 .0131 . 0728 .0094 .0172 .0506
(d) .0105 . 0220 .0871 .0100 .0190 . 0513
500 (b) .4988 .2061 1.0828 .4999 .2511 1.0014
(c) . 0031 .0089 . 0289 .0021 .0034 .0070
(d) . 0031 . 0108 .03 57 .0022 .0034 .007 0
(a) -.9 .16 1.0 -.9 16 1.0
50 (b) -.8255 .1109 1.2069 -.8757 ., 1407 1.0554
(c) .0082 . 0100 .2084 .0086 .0078 . 0906
(d) . 0138 .0124 .2512 .0092 .,0082 .0937
100 (b) -.8247 .1305 1.1679 -.8760 .1463 1.0547
(c) .0038 . 0071 .1770 .0040 .0042 . 0550
(d) . 0095 . 0080 .2052 .0045 .0043 .0580
500 (b) -.8581 .1324 1.1262 -.8874 .,1532 1.0022
(c) .0009 . 0030 .1346 .0009 .,0009 . 0082
(d) .0026 .0037 .1505 .0011 .,0010 .0082
models, neither solution has finite eighth moments, so that, although the
2strong consistency of the least squares estimates of £ and O is ensured, 
a central limit theorem cannot be expected to hold. Each model was used to 
generate one hundred replications each of samples of length 100, 200, 500 
and 1000 . Various statistics were computed and are recorded in Tables 
7.2.1 and 7.2.2, where lines (a) contain the true parameter values, (b), (c) 
and (d) contain the sample means, variances and mean-square errors 
respectively over the one hundred replications of the least squares 
estimates, while (e), (f) and (g) contain the respective statistics for the 
maximum likelihood estimates. Again, for each sample length the results are 
not unexpected. The averages of the least squares estimates of each of the 
parameters for the first model are converging with increasing sample size to
2the true values although for the parameters £ and o they are several 
standard errors from these values. Since the fourth moments of the solution 
of the first model are finite, a central limit theorem exists for the
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estimates of ß^ and ß^  » for which there is practical agreement indicated
by the results. For example, for sample size 1000 , the average of the 
least-squares estimates of ß^ i-s -3578 while the estimated standard
deviation is (.0015)^/10 = .004 and the true value of ß^ is .36 . The
maximum likelihood estimates are seen to perform better than the least 
squares estimates, as indicated by the respective biases, and by the 
agreement between the actual differences and the estimated standard 
deviations.
Since the solution of the second model does not have finite fourth
2moments, the least squares estimates of E and a should not behave very 
well, which is borne out by an examination of the averages of these estimates 
recorded in lines (b) in Table 7.2.2. The averages of the estimates of ß^
and ß^  , however, appear to be converging to their true values at a rate
which is unexpected since it was necessary to assume finite fourth moments 
to obtain a central limit theorem for these estimates. The only results for 
the maximum likelihood estimates which require some comment are those for 
the estimates of E • For each sample size the average of the estimates
has overestimated the true value .1838 by between two and three estimated 
standard deviations. A possible explanation for this is that for some of 
the replications, the likelihood may have been particularly flat in the 
r-directions, and consequently our procedure did not converge to the global 
maximum of the likelihood function. Moreover, for the sample sizes 100 
and 200 , the averages of the estimates of E and E were also
somewhat inaccurate, indicating perhaps that a double precision routine 
might prove necessary and that a "search" procedure would generate more 
reliable initial estimates for the Newton-Raphson procedure. These 
techniques, however, are costly in terms of computing time and it was felt 
that their usage was not justified for the simulation study which was 
performed. Indeed, the simulation and estimation of the second order 
processes involved 35 minutes C.P.U. on a Univac U1100 computer. 
Nonetheless, the estimation of models for real data would most likely 
benefit from the implementation of these techniques.
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TABLE 7.2.1
SIMULATION RESULTS FOR MODEL I
Sample Size 6i b2 E22 E12 b i a
I (a) .0 .36 .217 6 .0 .2176 1.0
100 (b) .0 .3191 .1835 . 0045 .1688 1.2369
(c) .0185 .0145 . 018 6 .0102 .0187 .2689
(d) .0185 . 0162 .0198 . 0102 .0211 .3250
(e) . 0068 .3486 .2377 .0069 .2211 .9824
(f) . 0147 .0130 .0157 . 0089 .0150 . 0628
(g) . 0147 .0131 . 0161 .0089 . 0150 . 0631
200 (b) . 0042 .3389 .1593 -.0010 .1549 1.2390
(c ) .0061 . 0072 . 0095 . 0058 .0102 .0777
(d) . 0061 . 0076 . 0129 .0058 . 0141 .1348
(e) .0047 .3493 .2106 . 0050 .2068 1.0287
(f) . 0050 . 0057 .0108 . 0055 . 0080 . 0334
(g) .0050 . 0058 . 0108 .0055 . 0081 .0342
500 (b) -.0035 .3492 .1848 .0063 .1828 1.1454
(c) . 0040 . 0031 .0099 . 0055 . 0073 . 0493
(d) . 0040 .0032 . 0110 . 0055 . 008 5 . 07 04
(e) .0012 .3558 .2192 . 0022 .2083 1.0134
(f) .0026 . 0023 . 0042 .0019 . 0038 .0144
(g) . 0026 . 0023 .0042 .0019 . 0039 .0146
1000 (b) -.0039 .3578 .197 5 -.0009 .1874 1.1111
(c) .0020 . 0015 . 0067 . 0048 . 0050 . 0318
(d) .0020 .0015 . 0071 .0048 . 0059 . 0441
(e) .0013 .3607 . 2244 -.0003 .2185 . 9876
(f) .0012 . 0010 .0019 . 0009 . 0018 . 0053
(g) .0012 . 0010 . 0019 . 0009 . 0018 . 0055
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TABLE 7 . 2 . 2
SIMULATION RESULTS FOR MODEL I I
Sample S i z e ß2 Z22 Z12 z u
A
0
( a ) .80 - . 1 5 .1838 .0919 .0919 1 . 0
100 (b) .7562 - . 1 5 8 5 .1325 .0377 .0836 1.7901
( c ) . 0204 .0189 . 0563 .0410 . 0246 2 .7051
(d) .0223 .0190 .0589 . 0439 .0247 3 .3294
( e ) .8195 - . 1 6 6 3 .2276 . 0294 .1386 .9101
( f ) . 0140 . 0093 .0125 .008 0 .008 9 .0539
(g) .0144 . 0096 .0144 .0119 .0111 .0620
200 (b) .7 617 - . 1 7 7 4 .1207 . 0659 .0828 1 .6 5 6 0
(c ) .0107 . 0088 . 0322 . 0118 .0124 1 .8306
(d) .0122 . 0096 . 0362 . 0125 .0125 2 .2610
( e ) .7869 - . 1 5 5 6 .2137 . 0546 .1173 .9516
( f ) . 0048 . 0039 . 007 9 . 0046 .0061 . 0251
(g) . 0050 . 0039 .0088 . 0060 .0067 .0274
500 (b ) .7785 - . 1 6 1 5 .1066 .0716 . 0804 1.7317
( c ) . 0066 . 0061 . 0282 .0121 .0100 . 9164
(d) . 0071 . 0062 .0342 . 0125 .0101 1.4518
( e ) .7957 - . 1 4 7 1 .1992 .0830 . 097 2 .9782
( f ) .0019 .0017 .0026 . 0008 .0013 .0127
(g) . 0019 .0017 . 0028 .0009 .0013 .0132
1000 (b) .7815 - . 1 6 1 3 .13 58 .0686 . 088 5 1.5933
( c ) . 0055 .0042 . 0307 . 0107 . 0092 1.2692
(d ) . 0058 . 0045 . 0330 .0112 .0092 1.6212
( e ) .8 016 - . 1 4 9 7 .1921 . 0909 .0949 .9873
( f ) .0010 . 0008 .0013 . 0004 . 0006 .0060
(g) . 0010 . 0008 .0014 .0004 . 0006 . 0062
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7 .4 .  The Lynx Data Remodelled
A s e t  o f  d a t a  w hich h a s  o f t e n  been  a n a ly s e d  u s i n g  t im e  s e r i e s  t e c h n i q u e s  
i s  t h e  ly n x  d a t a ,  w hich c o n s i s t s  o f  t h e  a n n u a l  r e c o r d s  o f  t h e  numbers o f  
C a n a d ian  ly n x  t r a p p e d  in  t h e  M ackenzie R iv e r  d i s t r i c t  o f  N o r th -W e s te rn  
Canada o v e r  t h e  p e r i o d  o f  114 y e a r s  be tw een  1821-1934 . The d a t a  o r i g i n a l l y  
a p p e a re d  in  E l to n  and N ic h o ls o n  ( 1 9 4 2 ) ,  t h e  a u t h o r s  n o t i c i n g  an a p p a r e n t l y  
r e g u l a r  c y c l e  o f  a p p r o x im a te ly  t e n  y e a r s  i n  t h e  d a t a .  Moran (1953) 
e n d e av o u re d  t o  o b t a i n  a s t a t i s t i c a l  model f o r  t h e  d a t a  w hich would e x p l a i n  
t h i s  r e g u l a r i t y .  S in c e  t h e  p e a k s  o f  t h e  d a t a  were s h a r p ,  w h i le  t h e  t r o u g h s  
were r e l a t i v e l y  sm oo th ,  Moran f i r s t  to o k  t h e  l o g a r i t h m s  t o  b a se  t e n  o f  t h e  
d a t a ,  s i n c e  t h e  m odels  he was t o  c o n s i d e r  in d u c e  a more o r  l e s s  sym m etric  
b e h a v io u r  a b o u t  t h e  mean. The t r a n s f o r m e d  s e t  h a s  a skew ness  and k u r t o s i s  
much c l o s e r  t o  t h o s e  o f  a  G a u s s ia n  p r o c e s s ,  a l t h o u g h  a n o t i c e a b l e  f e a t u r e  o f  
t h e  s e t  i s  t h a t  t h e  a s c e n d in g  s e c t i o n s  o f  t h e  c y c l e  t a k e  lo n g e r  t o  co m p le te  
t h a n  t h e  d e s c e n d in g  s e c t i o n s ,  a s  may be s e e n  in  F ig u re  7 . 9 .  S ince  M oran 's  
p r i o r i t y  was t o  o b t a i n  a  model e x p l a i n i n g  t h e  c y c l e  o b se rv e d  i n  t h e  a c t u a l  
p o p u l a t i o n s ,  a m a jo r  a s su m p t io n  he made was t h a t  t h e  u n t r a n s fo r m e d  d a t a  was 
d i r e c t l y  p r o p o r t i o n a l  t o  t h e  t r u e  p o p u l a t i o n  s i z e .  B as ing  h i s  m odel,  
ho w ev er ,  on a c o n s i d e r a t i o n  o f  t h e  sam ple  a u t o c o r r e l a t i o n  c o e f f i c i e n t s  o f  
t h e  t r a n s f o r m e d  s e t , and a f t e r  showing t h a t  a P o i s s o n  e r r o r  a s s o c i a t e d  w i th  
t h e  o b s e r v a t i o n s  o f  t h e  u n t r a n s f o r m e d  s e t  w ould n o t  m a rk e d ly  a f f e c t  t h e s e  
a u t o c o r r e l a t i o n s ,  Moran c o n c lu d e d  t h a t  t h e  a s su m p t io n  was n o t  u n r e a s o n a b le .
Two h y p o th e s e s  which Moran c o n s id e r e d  t o  e x p l a i n  t h e  c y c l e  were t h a t  
t h e  p o p u l a t i o n s  were " s t r o n g l y  d e p e n d e n t  on some m e t e o r o l o g i c a l  o r  o t h e r  
t e r r e s t r i a l  phenomenon" and t h a t  " t h e  o s c i l l a t i o n s  a r i s e  from t h e  p o p u l a t i o n  
dynam ics  o f  t h e  ly n x  t h e m s e lv e s " .  The lynx  h as  a s  i t s  main f o o d - s o u r c e  th e  
snowshoe r a b b i t ,  and i t  i s  w e ll-k n o w n  t h a t  a p r e d a t o r - p r e y  r e l a t i o n s h i p  may 
in d u c e  o s c i l l a t i o n s  in  t h e  two r e l e v a n t  p o p u l a t i o n s .  The t e n - y e a r  c y c l e ,  
how ever ,  h a s  been  n o t i c e d  in  o t h e r  s p e c i e s  in  C anada , a n d ,  m o re o v e r ,  E l to n  
and N ic h o ls o n  c la im e d  t o  have e v id e n c e  t h a t  t h e  snowshoe r a b b i t  p o p u l a t i o n  
c y c le d  on an i s l a n d  w here t h e r e  were no ly n x  p r e s e n t .  I n d e e d ,  a s  n o te d  by 
Bulmer (19 7 4 ,  1 9 7 5 ) ,  t h e  snowshoe r a b b i t  i s  t h e  p r e y  o f  many l a r g e r  a n im a ls  
th r o u g h o u t  C anada , and t h e  t e n - y e a r  c y c l e  a p p e a r s  t o  be s y n c h ro n i s e d  w i t h in  
t h e s e  s p e c i e s  o v e r  t h e  whole o f  t h e  c o u n t r y .  Bulmer h a s  t h u s  c o n c lu d e d  t h a t  
t h e  ly n x  h a s  a c y c le  in duced  by t h a t  o f  t h e  snowshoe r a b b i t ,  b u t  does  n o t  
a f f e c t  s e r i o u s l y  t h e  s i z e  o f  t h e  snowshoe r a b b i t  p o p u l a t i o n .  However i t  i s  
d i f f i c u l t  t o  v a l i d a t e  t h e s e  c o n c l u s i o n s  b e c a u s e  t h e r e  i s  n o t  much
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contemporaneous data on rabbit trappings. It is felt by several authors 
that the cycle in the snowshoe rabbit populations could be caused by 
meteorological factors which affect directly the mortality of the species as 
well as indirectly through the availability of suitable vegetation. This 
would seem plausible since the residuals obtained from Moran’s model for the 
lynx data are significantly correlated with the average maximum temperature 
over the previous summer months recorded in a nearby city, and with the 
average minimum temperatures over the winter months two years previous, 
while the trapping records relate to furs taken over a year, beginning in 
July, and the young of the lynx are born in March or April. Nonetheless, 
Moran did not consider this meteorological hypothesis directly when 
modelling the lynx data, since a sinusoidal model for the transformed data 
would generate an autocorrelation function which is oscillatory but not 
damped, in contrast with the autocorrelation function of the data, which is 
oscillatory but also damped. Moran thus considered a dynamic modelling of 
the data which would explain the cycle, for which the population in any one 
year would depend on the population of previous years. Hence autoregressive 
models were fitted to the data, a natural class of models for the data since 
apparent cycles will arise in an autoregressive process whose characteristic 
polynomial has complex zeros which are relatively close to the unit circle. 
Letting (Z(t); t - 1, ..., 114} denote the transformed data set, Moran 
obtained using the Yule-Walker relations, the model
X(t) - 2.9036 = 1.410l(z(t-l)-2.9036] - .7734 [x(t-2)-2.9036) + e(t) (7.4.1) 
where the estimated variance of e(t) was .0459 . The zeros of the 
characteristic polynomial (l-l.41012+.7734b ) are
(.8794) ^exp{±£2TT/9.8076} , and so one would expect an autoregressive 
process satisfying (7.4.1) to exhibit cycles with a period of 9.8076 . The 
autocorrelation function of a stationary process satisfying (7.4.1), however, 
damps out much faster than the autocorrelation function of the data (X(t)}, 
suggesting that the model does not provide an adequate fit of the data. In 
fact Hannan (1960), using a testing procedure due to Quenouille (1947) has 
shown that the model is far from adequate, although he has also demonstrated 
that the model is still a more successful alternative than a purely 
sinusoidal model with a random error term. Bulmer (1974) has consequently 
fitted a "mixed-spectrum" model, that is, a model containing both an 
autoregressive term and a sinusoidal component. The model he chooses is of 
the form
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X(t) - y = a sin[2TTa)(t-(j))] t ß(X(i-l)-y) + c(t) (7.4.2)
where a)  ^= 9.63 , the period calculated by Elton and Nicholson by 
considering the lynx population over the whole of Canada. Campbell and 
Walker (1977) go one step further, incorporating a second order auto-' 
regression as well as the estimation of the period 4)  ^ into their 
analysis, although their estimated period is also 9.63 years. In each 
case, the models chosen have significantly reduced the error sums of 
squares, although their adequacy has not been established. Indeed, the 
"mixed-spectrum” model may not be appropriate since the second order auto­
regressive component of Campbell and Walker has a characteristic polynomial 
which has zeros whose arguments are 2tt/18.53, corresponding to nearly 
twice the observed period of the data, so that the autoregressive component 
might be interpreted as a correction to the inadequacy of the sinusoidal 
component, rather than as a plausible explanation of the data.
Tong (1977) has considered the fitting of higher order autoregressive 
models to the data. Using Akaike’s minimum AIC procedure (see Chapter 2 of 
this thesis) he has obtained an eleventh order autoregressive model which 
fits the data quite well. Nevertheless, although Tong has considered also 
the best five-parameter subset autoregressive fit to the data, the large 
number of parameters would be difficult to interpret from a biological 
standpoint, especially since a lynx is considered to be "old" at ten years, 
and the lynx born in any one year are subject to an estimated annual 
mortality rate of 60%.
As noted in §7.1, the opinion of several authors is that a non-linear 
model might provide a better explanation of the data. In view of the 
models which have been considered, therefore, we have fitted autoregressive 
models with random coefficients, obtaining the second order model given by
X'(t) = (31+ß1(t))Z,(f-D t (ß2+B2(t))X'(t-2) + e(t) (7.4.3)
where X'(t) = X(t) - y • The least squares estimates of y, ß , $2
'22 = ElB^t) , = e[b. (t)fL(t)) , E = ffB2(t) and o2 = e (e 2(£))12 “ '-“l 2 " " ’ ’ "11
are respectively 2.9036, 1.3844, -.7479, .0821, -.0694, .077 and .0364 , 
while the maximum likelihood estimates are respectively 2.9036, 1.4274 , 
-.8073, .0839, -.0489, .0664 and .0300 . An approximate covariance matrix 
of the maximum likelihood estimates of E^s ^12 an<^  ^11 ^as ^een
calculated under normality assumptions, indicating that the matrix E is
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significantly different from 0 at a 10% level of significance. Moreover,
the arguments of the zeros of the characteristic polynomial
(l-l.42743+.80733^) are ±2tt/9.623 , so that a process satisfying (7.4.3) 
would be expected to exhibit a cycle having period 9.523 years, in close 
agreement with the estimate of Elton and Nicholson.
It is difficult to compare the models which have been considered 
previously with the random coefficient autoregressive model, since B^ (t) ,
B^ (t) and e(t) are not estimable separately. Moreover, since the best
one-step-ahead predictor in the least squares sense for such a model is 
linear, the comparison of residual sums of squares might not be meaningful, 
because a linear least squares predictor will give a smaller residual sum of 
squares than any other linear predictor. The method of comparison adopted 
here is to estimate the various models using only the first one hundred 
observations, and then to compare the resulting one-step-ahead predictors 
with the realised values at the last fourteen time points. The Moran-type 
model was fitted using least squares for convenience, while the higher order 
autoregressive model which Tong has derived is a twelfth order model chosen 
as the best five-parameter subset autoregressive fit to the first one 
hundred observations. It should be noted that Moran has actually computed 
the prediction errors for the last eight observations, but has done so 
using the estimates obtained for the complete data set. The models of Moran 
and Tong are given respectively by (7.4.4) and (7.4.5):
X'(t) = 1.3780*'(£-1) - .7486*' (t-2) + e(£) , (7.4.4)
where X ’(t) = X(t) - 2.8802 , and
X ’(t) = 1.0569*f(t-1) - .3374*'(£-2) - .0945*'(t-4) + .1512*'(£-9)
- .17 59*' (£-12) + e(t) . (7.4.5)
The random coefficient autoregressive model is given by
*'(£) = (l.4132+B (£))*'(£-l) + (-.7942+B (£))*'(t-2) + e(£) , (7.4.5)
where Z?{ [ß (£ )B (t)] ' [B (t )B^(t)] } is estimated by
Tables 7.3 and 7.4 contain the results of the comparison between the five 
predictors considered, for the transformed and untransformed data 
respectively, while Figures 7.10 and 7.11 represent graphically the data of 
Table 7.3. In these tables and figures, the label MORAN I refers to the 
predictor obtained from (7.4.4):
.0701 -.0405
-.0406 .0492 *
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2.8802 + 1.3780(x(t-l)-2.8302) - .7486 [X(t-2 )-2.8802) ,
while MORAN 2 refers to the non-linear predictor obtained in the manner 
indicated in §7.1. N-Ql denotes the linear predictor, obtained from a 
consideration of the second-order random coefficient model (7.4.6):
2.8802 + 1.4132 [X(t-±)-2.8802} - .7942 [X(t-2)-2.8802) ,
while N-Q2 denotes the nonlinear predictor X(t) + 2.8802, where X(t) is 
the predictor of X'{t) defined in §7.1. Clearly the non-linear predictors 
are better either for the transformed or untransformed data. It would, 
however, be difficult to choose between the two non-linear predictors, 
although the N-Q2 predictor reduces the error sum of squares of the MORAN 2 
predictor by five percent, with respect to both the transformed and 
untransformed data.
TABLE 7.3
ONE-STEP-AHEAD PREDICTORS OF THE TRANSFORMED LYNX DATA
YEAR LOG LYNX DATA10 MORAN 1 MORAN 2 TONG N-Ql N-Q2
1921 2.3 598 2.4448 2.3835 2.4559 2.4596 2.3842
1922 2.6010 2.7971 2.6271 2.8088 2.8173 2.6323
1923 3.0538 2.8850 3.1193 2.8991 2.8989 3.0955
1924 3.3860 3.3285 3.3883 3.2306 3.3474 3.3971
1925 3.5532 3.4471 3.4955 3.3879 3.4571 3.4999
1926 3.4676 3.4289 3.4787 3.3321 3.4296 3.4781
1927 3.1867 3.1859 3.2683 3.0060 3.1759 3.2555
1928 2.7235 2.8628 2.6405 2.6875 2.8468 2.6587
1929 2.6857 2.4348 2.3747 2.4286 2.4153 2.3650
193 0 2.8209 2.7296 2.5977 2.7643 2.7299 2.6292
1931 3.0000 2.9440 3.1277 2.9838 2.9508 3.0927
1932 3.2014 3.0897 3.1981 3.2169 3.0966 3.1762
1933 3.4244 3.2331 3.3065 3.3656 3.2390 3.2956
1934 3.5309 3.3896 3.4430 3.5035 3.3942 3.4413
Error Sums of Squares E .2531 .2070 .2541 .2561 .1887
(E/14)^ .1344 .1216 .1347 .1353 .1161
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TABLE 7 .4
ONE-STEP-AHEAD PREDICTORS OF THE UNTRANSFORMED LYNX DATA
YEAR LYNX DATA MORAN 1 MORAN 2 TONG N-Ql N-Q2
1921 229 27 8 242 286 288 242
1922 3 99 627 424 644 656 429
1923 113 2 7 67 1316 793 792 1246
1924 2432 2131 2445 17 01 2225 2495
1925 3574 2800 3130 2443 2865 3162
1926 2935 2685 3011 .2148 2689 3007
1927 1537 1534 1855 1014 1499 1801
1928 529 729 437 487 7 03 456
1929 48 5 272 237 268 260 232
1930 662 537 396 581 537 426
1931 1000 879 1342 963 893 1238
1932 1590 1229 1578 1648 1249 1500
1933 2657 1710 2025 2321 1733 197 5
1934 3396 2452 2773 3188 2479 2762
E r r o r  Sums o f  
S q u a res  E
3029297 1384240 3100922 2711541 1319516
( E / 14) % 46 5 .1 6 314 .44 470 .63 440 .09 307
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FIGURE 7. >. L o g - l i k e l i h o o d  — Z- (3 ,  r)
$ = .8 , 62 = .25 , o 2 = 1 . 0
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FIGURE 7.6. Log-likelihood -Z (ß, r)
ß = .0 , <52 = .81 , o2 = 1.0-
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FIGURE 7. Log-likelihood -7 (3, r)
3 = .5 , 62 = .25 , Q2 = 1.0
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APPENDIX A
THE DERIVATION OF THE MATRIX fl DEFINED BY (5.3./)
The submatrices fK . , 1 5 j $ i 5 3 , are found by evaluating those
components of E X2t (a) of the form a'.Ma . and are obtained one by one. 
*13
ß = 02V 1 + V 1E{Y(t-l)Y,(t-l)y,z(t)}V 1 (A.l)
which is derived in Theorem 5.1.
•1n21 = (z(t)-E[z(t)])y’(t-i)Z(t)u(t)v }
= ffji? 1 | . ( A . 2)
Now,
T t_1) = e| (u3(t )-o2u(t )-[y 's(t )]u(t)) I Ft_T
= (*) - a2E(u(i)|Ft l) - [Y'3(t)]E(u(t)|Ft_1)
= e |(e(i)+B(t )Y(i-l)]31F^_1|
= e {e3(t)} + E|(B(t)Y(t-l))3|Ft_1l ,
since E(u(t)\F^  = 0 , E{z(t)\F^  ) = £’(e(t)) = 0 and
E(B(t)Y(t- 1)|F^ _ = E[B(t)\F^  ^)y(t-l) = 0 . If the distributions of e(t)
and Bit) are known, the above term is reducible. For example, if {e(£)}
and {Bit)} are normally distributed, then conditional on F , uit) isV — L
normal with mean zero. Hence E it) I Ft-1 = 0 . Whatever the case, the
I oabove shows that E\F,it)uit) |F^ = E u (t)|Ft-1 , so that
= R 1E{{z(t)-ElzU)l)Y,(t-l)uö(t)}VJ21
-1
ßqi = E{{l-E[z'(t)]R 1(z(t)-E[z(t)]])Z(t)u(t)Y,(t-l)V -1}-li31
= E{ (l-Elz ' it )]f? 1 [z(t)-E\_z(t)~\))Y 1 it-\)uö (t)\V x ,.-1 (A.3)
since e [F, it )u it) | F^ = E u (t)|Ft-1
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n22 = E^B 1{sW-Elz(tn)^(t)[z(t)-Elz(.t 'i? '1} . (A. 4)
Now
E £2 ( t ) | F ^ _ i  = e \^[u2 (t)-o2-y 'z(t))2 | Ft _1|
= E^ u -  2 (a +y 'z(t))E u{t ) \ + [oZ+yrz(t))t- 1
= tfjw4( t ) | F t _1| - (a2+y rz ( t ) ) 2 .
■1J
T h i s  may be s i m p l i f i e d  a g a i n  i f  more i s  known a b o u t  t h e  d i s t r i b u t i o n s  o f  
( e ( t ) }  and { # ( £ ) }  . For  e xa m p le ,  i f  ( e ( t ) }  and ( S ( t ) }  a r e  n o r m a l l y
d i s t r i b u t e d ,  t h e n  ( f ) | F^_^ = 3-jff u 2 (f) |F^_ ^ J J  = 3 (<J2+Y 'z ( i )} 2 and
2 I 2£ (£ )  I 1 = 2 ( a  +Yfs ( t ) )  . I n  any c a s e ,  however ,
fl99 = if“ 1£’j ( 3 ( t ) - £ ' [ 2 ( t ) ] )  ( a ( t ) - E [ z ( t ) ] )  ' ( u 4 ( t ) - ( a 2+ Y ' 2 ( t ) ) 2l }ä  1 .
f?32 = E { ( l - E l z ' ( . t ) l R  1 p ( t ) - f f [ 3 ( t : ) ] ) ) e 2( t ) h ( t ) - E C 3 ( t ) ] ) f l  1}
= e{(u4(t) - (a2+y '2 ( t )]2) (3(t)-£’[2(t)]] ' }i?_1
- E [ 3 ' ( t ) ] Ä  Y ’j (u4 ( t ) - ( a 2+Y ' 3 ( t ) ) 2) ) ] )  ' }i? 1
= E{(u‘, ( t ) - ( o 2+ Y ' z ( t ) ) 2) (z(t)-E[z(t)j)'Jif1 -  E [ 3 ' ( t ) ] ß 22 . (A .5)
ß33 = E{ (l-E[a'(t)]i? 1(2(t)-E[2(t)]])252(t)l
= E\uH (t)- ( a 2+Y 'z(t) ) 2]
- 2E{{u’4( t ) - [ o2+Y' z ( t ) )2)Elz ' ( t )JR~1 {z( t ) -ELz( t ) l ) }  + £ [2  ' ( t ) ISl^Elai t )] .
(A.6)
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APPENDIX B
r o  ^nA ^  * 'jLEMMA B.l. The sequence converges uniformly almost surely
2n ’ 7 ( ft )on a compact neighbourhood of 0 to v .0 9000 1
Proof. The second derivatives of Z^(0) are given by
9 V0) -i N -iN —  = 2N Y, X , Y(t-1)Y' (t-1) ; 
t=l9390
9 l (0)  /!/
—  = 2N Y X + u(t)Y(t-l)z’(t) ;
9 33y t=l 
N9 Z (0) , « 2
-- “ 5- = 1 X  M(t)Kt-l) ;
9 39o t=l
/V9 V 0) -1 " -3 2 -1 " -2V ~ , = N Y 2X + u (t)z(t)z'(t) - N Y X+ z(t)z'(t) ;
9 'y 9 Y  t=1 t  t=1 *
9 Z„ (0 )  -I ^  o 9 1 ^ 2-L- = Y 2X+ uit)z(t) - N 1 Y \ z(t) ;
9y9o t=l t=l *
9 V 0) -1 y ,-3 2 -1 5  -2= /V 2, 2\ u (t) - N Y x+ »
(9 a )2> 2 t=l t=l
where A = a + y'z(t) . It follows from Lemma 6.2 that the expectation 
of each of the above terms exists, by noting that
E{u(t)|Ft_1) = E{(x(t)-ß'y(t-l)) |F^_n} = (ß--ß)'Y(t-i) ,4-1'
and that 
E u2{t)\Vt_ i = 'T(i-l))2 I Ft l | = E|(w0t+(ß0-ß) ,y(t-l))2 |Ft_1
= a2 + y'z(tl) + [(ß -ß] 'Y(4-l)]2 ,
fd l (0)-,
since E[u^\V^ ) = 0 . Thus ) q^q i t converges almost surely to a matrix
which is seen to equal and which is given by82U0) 9030 '
9 2U0) 
933 3 f u
32i(0) _ \^u(t)Y(t-l)z'(t)
9 2HQ) 
339a2
= 2E x 2u(t)y(t-i)
Is
92HQ) 
9y9y ' X ^ u 2 (t)z{t)z'(t)Is - E X^z(t)z’ (t)
9 2I(0)
9y9a2
= 2E X (t )2 (t )U \ 2Z(t)
3 2ne)
(3a2)2
= 2E ,-32, « , -2X^ u (t) - E
0~9 Z- (0)Furthermore, '3039> is obviously continuous in a compact neighbourhood 
N(0q) of 0 q , and is uniformly bounded on N(0q) , so that
f32y e ) 1
1 ~~9090~ ~I converges uniformly on A/(0q) . Hence, since 0^ converges
f h o J
almost surely to 6q , 3 y y— ^QgO~f— f converges almost surely to 3939
given by
9333
32?(en)
939y
a2h e 0)
363a2
32Z(0n)
- = 2 X027(t-l)Y'(t-l)
>-= o d Ft-lhoty(t-1)2'V)} = 0 ;
= 2 E EK iihJxö2ty(t-1) = 0 ;
9y3y—  = E \Qtz(t)z '(£)
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9 2(9q)
3y9a2
9^(e0)
(3a2) 2
= E
= E
\ l z ( t )
-2
01
t h e  f i n a l  t h r e e  e x p r e s s i o n s  b e i n g  o b t a i n e d  by n o t i n g  t h a t
32he0)
u l .  |F. X0t • Now 8ß3ß ’ i s  o b v i o u s l y  p o s i t i v e  d e f i n i t e ,  f o rO f 1 t - 1_
o t h e r w i s e  t h e r e  would e x i s t  an n-component  v e c t o r  a w i t h  a ' Y ( t - l )  = 0 
a l m o s t  s u r e l y .  Also
s2i ( e J  d2i (en)
= E{
r z ( t ) [ * ' ( * )  l ] '
■ X-2
01
_ 1
which  must  a l s o  be  p o s i t i v e  d e f i n i t e ,  s i n c e  by Lemma 5 .1  t h e r e  a r e  no 
c o n s t a n t  c and n ( m - l ) / 2 - c o m p o n e n t  v e c t o r  a such  t h a t  a ' z ( t )  + c -  0 
a lm o s t  s u r e l y .  Hence I i s  p o s i t i v e  d e f i n i t e .
The Derivation of  J
The m a t r i x  J  d e f i n e d  i n  Theorem 6 .3  i s  o b t a i n e d  by e x p r e s s i n g  
2 )E £ ( a ) |  i n  t h e  form a ' Ja , where J  does  n o t  depend on a , and i s  
. t  J
s y m m e t r i c .  L e t t i n g
J  =
i c
Jn J 12 J 13
Jl 2 J22 J 23
C
Oi—1 J 23 J 33
m a t r i x ,  n ( l )  =
n ( 3 )  = 1 , J . . may be found by e v a l u a t i n g  t h e  component  o f  E 
t  J
t h e  form a' .J . .a . .
t  J
n(  2) = n(n+1 ) / 2  and
o f
Thus
J12 = 2S{SC“otT,(t)|Ft J XötJ(t-1)s,(t)} = 4 o tAötr(t-1)2'(t)} ;
22
-4
01joo = £jr| {t)\njz(t)z f(t) [• ; <700 = £jn (t)\Qtz(t)\ ; JQO = E\r\ (t)X
-4
■04t
If (e(t)} and {B(t)j are jointly normal, then u ^ , conditional on
F^ _ , is distributed normally with mean zero and variance V Y0a(t)
Since t| (t) = wOt V Yo2(t) , it therefore follows that
E[un,r](t) |F ) = S''Of 1 t-1 
\
2
3u„,-unJ, 01 01 °0 +Y03(t) IFt-1 = 0 and
n {t)IFt-1 = 2
•\ 2
V Yo2(t) = 2X ^ . Thus the matrix J may be
-2simplified to give - 0 , J, Q = 0 , = £■( 2\^z(t)z'(£) (■ ,13 22 01
J23 = and ^33 = 4 X0t} 5 and J ~ 21 » SivinS
I XJl 1 = 2l_1
Thus, if (e(t)} and (5(t)} are normal, the asymptotic covariance
matrices of /V2(ß -ß ) , N2 (y -y ) and N* -2 2 0.7-0n N 0 are determined in aN "O' 5 K'N '0-
straightforward manner. The asymptotic covariance matrix of /V2(3^-3q) is
-1
TatVi i 1 p +■ Vi -=? +- n "F N 2 fv/V '0'
-1,E{\Q^Y(t-l)Y'(t-1) , wh le that of /1/p (y .7-Y ) is given by
2\E \Qi_z(t)z r(t) -E xolz(t)
% 2and the asymptotic variance of N [o^-O^
-2 
l01
is
-1
\lz'w
-YY-1
2{E -2 -£ \-Q2tz ' M \Q^_z(t)zf (t)
-1
xot2(t)
-1
145
REFERENCES
Akaike, H. (1959), Fitting autoregressive models for prediction, Ann.
Inst. Statist. Math. 2 1, 243-247.
Akaike, H. (1970), Statistical predictor identification, Ann. Inst. Statist. 
Math. 2 2, 203-217.
Akaike, H. (1978), A Bayesian analysis of the minimum AIC procedure, Ann. 
Inst. Statist. Math. 3 0, 9-14.
Andel, J. (1971), On the multiple autoregressive series, Ann. Math. Statist. 
4 2 , 755-759.
Andel, J. (1976), Autoregressive series with random parameters, Math.
Operations forsch, u. Statist. 7 , 735-741.
Billingsley, P. (1961), The Lindeberg-Levy theorem for martingales, Proc. 
Amer. Math. Soc. 1 2, 788-792.
Billingsley, P. (1968), Convergence of probability measures, Wiley, New 
York.
Bulmer, M.G. (1974), A statistical analysis of the 10-year cycle in Canada, 
J. Anim. Ecol. 4 3 , 701-715.
Bulmer, M.G. (1975), Phase relations in the ten-year cycle, J. Anim. Ecol. 
4 4 , 609-621.
Campbell, M.J. and Walker, A.M. (1977), A survey of statistical work on the 
Mackenzie River series of annual Canadian lynx trappings for the years 
1921-1934 and a new analysis, J. Roy. Statist. Soc. A 1 4 0, 411-431.
Conlisk, J. (1974), Stability in a random coefficient model, Int. Econ.
Rev. 1 5, 529-533.
Conlisk, J. (1976), A further note on stability in a random coefficient 
model, Int. Econ. Rev. 1 7, 757-764.
Elton, C. and Nicholson, M. (1942), The ten-year cycle in numbers of lynx 
in Canada, J. Anim. Ecol. 1 1, 215-244.
Feller, W. (1966), An introduction to probability theory and its 
applications, Vol. II, Wiley, New York.
Granger, C.W.J. and Andersen, A. (1978a), An introduction to bilinear time 
series models, Vendenhoeck and Ruprecht, Göttingen.
Granger, C.W.J. and Andersen, A. (1978b), On the invertibility of time 
series models, Stoch. Process, and Appl. 8, 87-92.
Haimos, P.R. (1956), Lectures on ergodic theory, The Mathematical Society of 
Japan, Tokyo.
146
Hannan, E.J. (1960), Time series analysis, Methuen, London.
Hannan, E.J. (1970), Multiple time series , Wiley, New York.
Hannan, E.J. (1980), The estimation of the order of an ARMA process, Ann.
Statist. 8, in press.
Hannan, E.J. and Heyde, C.C. (1972), On limit theorems for quadratic
functions of discrete time series, Ann. Math. Statist. 43, 2058-2066.
Hannan, E.J. and Quinn, B.G. (1979), The determination of the order of an 
autoregression, J. Roy. Statist. Soc. B 41, 190-195.
Henderson, H.V. and Searle, S.R. (1979), Vec and vech operators for matrices 
with some uses in Jacobians and multivariate statistics, Canad. J.
Stat. 7, 65-81.
Heyde, C.C. (1973), An iterated logarithm result for martingales and its
application in estimation theory for autoregressive processes, J. Appl. 
Prob. 10, 146-157.
Heyde, C.C. and Scott, D.J. (1973), Invariance principles for the law of the 
iterated logarithm for martingales and processes with stationary 
increments, Ann. Prob. 1, 428-436.
Jennrich, R.I. (1969), Aysmptotic properties of non-linear least squares 
estimators, Ann. Math. Statist. 40, 633-643.
Moran, P.A.P. (1953), The statistical analysis of the Canadian lynx cycle, 
Austral. J. Zool. 1, 163-173, 291-298.
Neudecker, H. (1969), Some theorems on matrix differentiation with special 
reference to Kronecker matrix products, J. Amer. Stat. Assoo. 64, 
953-963.
Ozaki, T. (1978), Non-linear time series models for non-linear random 
vibrations, J. Appl. Prob. 17, 84-93.
Pham, Tuan D. and Tran, Lanh T. (1980), Quelques resultats sur les modeles 
bilineaires de series chronologiques, C.R. Acad. Soi. Paris Ser. A 290, 
335-338.
Quenouille, M.H. (1947), A large sample test for the goodness of fit of 
autoregressive schemes, J. Roy. Statist. Soc. A 110, 123-129.
Quinn, B.G. (1980), Order determination for a multivariate autoregression,
J. Roy. Statist. Soc. B 42, 182-185.
Richter, H. (1958), Zur abschätzung von matrizennormen, Math. Nachr. 18, 
178-187.
Rissanen, J. (1978), Modelling by shortest data description, Automatica 14, 
465-471.
Rosenberg, B. (1973), A survey of stochastic parameter regression, Ann. of 
Econ. and Soc. Meas. 2, 381-398.
147
Shibata, R. (1976), Selection of the order of an autoregressive model by
Akaike's information criterion, Biometrika 63, 117-126.c
Shwarz, G. (1978), Estimating the dimension of a model, Ann. Statist. 6, 
461-464.
Stout, W.F. (1970), The Hartman-Wintner law of the iterated logarithm for 
martingales, Ann. Math. Statist. 41, 2158-2160.
Subba Rao, T. (1978), On the theory of bilinear time series models,
Technical Report No. 87, University of Manchester Institute of Science 
and Technology.
Tong, H. (1977), Some comments on the Canadian lynx data, J. Roy. Statist. 
Soo. A 140, 432-436.
Tong, H. (1978), On a threshold model, Pattern recognition and signal 
processing, C.M. Chen (ed), Sijthoff and Noordhoff Int. Pub., The 
Netherlands.
Walters, P. (1975), Ergodic theory - Introductory Lectures, Springer-Verlag, 
Berlin.
Whittle, P. (1963), On the fitting of multivariate autoregressions, and the 
approximate canonical factorization of a spectral density matrix, 
Biometrika 50, 1 and 2, 129-134.
