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Abstract—Given a convex and differentiable objective Q(M) for a
real, symmetric matrix M in the positive definite (PD) cone—used to
compute Mahalanobis distances—we propose a fast general metric
learning framework that is entirely projection-free. We first assume that
M resides in a restricted space S of generalized graph Laplacian
matrices (graph metric matrices) corresponding to balanced signed
graphs. Unlike low-rank metric matrices common in the literature, S
includes the important diagonal-only matrices as a special case. The
key theorem to circumvent full eigen-decomposition and enable fast
metric matrix optimization is Gershgorin disc alignment (GDA): given
graph metric matrix M ∈ S and diagonal matrix S where Sii = 1/vi
and v is the first eigenvector of M, we prove that Gershgorin disc left-
ends of similar transform B = SMS−1 are perfectly aligned at the
smallest eigenvalue λmin. Using this theorem, we replace the PD cone
constraint in the metric learning problem with tightest possible signal-
adaptive linear constraints, so that the alternating optimization of the
diagonal / off-diagonal terms in M can be solved efficiently as linear
programs via Frank-Wolfe iterations. We update v using Locally Optimal
Block Preconditioned Conjugate Gradient (LOBPCG) with warm start as
matrix entries in M are optimized successively. Experiments show that
our graph metric optimization is significantly faster than cone-projection
methods, and produces competitive binary classification performance.
Index Terms—Graph signal processing, metric learning, Gershgorin
circle theorem, convex optimization
1 INTRODUCTION
The notion of feature distance δij between two data sam-
ples i and j, equipped with respective feature vectors
fi, fj ∈ RK , is important for many machine learning
problems such as graph-based classification [1]. Feature
distance is traditionally computed as the Mahalanobis
distance [2] δij = (fi − fj)>M(fi − fj), where M is a
metric matrix assumed to be positive definite (PD) [3].
How to determine the best metric M—minimizing a
given objective function Q(M) subject to M  0—is the
metric learning problem. We focus on this optimization
minM0Q(M) in this paper.
There is extensive prior work on the metric learning
topic [4], [5], [6], [7], [8], [9]. One common challenge
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in metric learning is to satisfy the PD cone constraint
M  0 when minimizing Q(M) in an efficient manner.
A standard approach is alternating gradient-descent /
projection (e.g., proximal gradient (PG) [10]), where a
descent step α from current solution Mt at iteration
t in the direction of negative gradient −∇Q(Mt) is
followed by a projection Proj() back to the PD cone,
i.e., Mt+1 := Proj (Mt −α∇Q(Mt)). However, projection
Proj() typically requires eigen-decomposition of M and
soft-thresholding of its eigenvalues, which is expensive.
To avoid eigen-decomposition, recent methods con-
sider alternative search spaces of matrices such as sparse
or low-rank matrices to ease optimization [11], [12], [13],
[4], [5]. While efficient, the assumed restricted search
spaces often degrade the quality of sought metric M in
defining the Mahalanobis distance. For example, low-
rank methods explicitly assume reducibility of the K
available features to a lower dimension, and hence ex-
clude the simple yet important weighted feature metric
case where M is diagonal [14], i.e., (fi− fj)>M(fi− fj) =∑
kMk,k(f
k
i − fkj )2, mk,k > 0,∀k.
In this paper, we propose a fast, general metric learn-
ing framework, capable of optimizing any convex dif-
ferentiable objective Q(M), that entirely circumvents
eigen-decomposition-based projection on the PD cone.
Compared to low-rank methods [13], [4], our framework
is more inclusive and includes diagonal metric matrices
as a special case. Specifically, we first define a search
space S of general graph Laplacian matrices [15], each
corresponding to a balanced signed graph—we call these
matrices graph metric matrices. In essence, an underlying
graph G corresponding to M ∈ S contains: i) edge
weights capturing pairwise (anti-)correlations among the
K features, and ii) self-loops designating relative impor-
tance among the features.
The key to fast execution is a fundamental theorem
called Gershgorin disc alignment (GDA) stating that for
any metric M ∈ S , Gershgorin disc left-ends of similar
transform B = SMS−1, where S is a diagonal matrix
with Sii = 1/vi and v is the first eigenvector of M,
can be perfectly aligned at the smallest eigenvalue λmin.
Leveraging this theorem, we next replace the PD cone
constraint with a set of K signal-adaptive linear con-
straints as follows: i) compute scalars Sii = 1/vi from
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2first eigenvector v of previous solution Mt, ii) write
K linear constraints for K rows of the next solution
Mt+1 using computed scalars Sii to ensure PDness of
Mt+1 via the Gershgorin Circle Theorem (GCT) [16].
Linear constraints mean that our proposed alternating
optimization of the diagonal / off-diagonal terms in
Mt+1 can be solved speedily as linear programs (LP)
[17] via Frank-Wolfe iterations [18].
The bulk of the complexity resides in the repeated
computation of the first eigenvectors v of Mt. We update
v iteratively using Locally Optimal Block Preconditioned
Conjugate Gradient (LOBPCG) [19] with warm start as di-
agonal / off-diagonal terms are optimized progressively.
Experiments show that our graph metric optimization
is significantly faster than cone-projection methods, and
produces competitive binary classification performance.
2 RELATED WORK
Existing metric learning methods can be divided into
two main categories: linear distance metric learning and
nonlinear distance metric learning.
2.1 Linear Distance Metric Learning
These methods learn linear transformations to project
samples into a new feature space. This paradigm is
prevalent in the metric learning community as many of
the resulting transformations are tractable. Mahalanobis
distance metric is one representative linear metric, which
has been extensively studied under a variety of as-
sumptions. Among them, some methods assume that the
desired metric M inherently lies in a lower dimension
than the original K-dimensional feature space, and uti-
lize projections such as Principle Component Analysis
(PCA) [20] and random projection [21]. However, the
employed projections can be computationally expensive,
while yielding sub-optimal solutions due to reduced
dimensionality. Some methods make structural assump-
tions on the sought metric matrix to ease optimization,
such as low rank [13], [4] and sparsity [11], [12]. For
example, Liu et al. propose convex and low-rank metric
learning, which decomposes the learning task into two
steps: an SVD-based projection and a metric learning
problem with reduced dimensionality [13]. Other as-
sumptions enforce the distance metric to be a diagonal
matrix [22] or a sparse matrix [11], [12]. However, the
structural assumptions of the metric matrix are often too
strong, resulting in severely restricted search spaces and
sub-optimal metrics.
2.2 Nonlinear Distance Metric Learning
Given possibly nonlinear relationship of data points,
these methods learn nonlinear transformations to map
samples into another feature space. While kernelized
linear transformations can be adopted to address the
nonlinearity problem [23], [24], [25], [26], choosing a
kernel is typically difficult and empirical, and often not
flexible enough to capture the nonlinearity in the data.
Motivated by the fact that deep learning is effective
in modeling the nonlinearity of samples, deep metric
learning (DML) methods have been proposed in recent
years, which exploit the architecture of neural networks
in deep learning to learn a set of hierarchical nonlinear
transformations for nonlinear mapping of data points
[27]. There are mainly two typical types of neural net-
works employed in DML methods: Siamese networks
and triplet networks. DML methods based on Siamese
networks include [28], [29], [30], [31], [32], [33], [34],
while DML methods based on triplet networks include
[35], [36], [37], [38], [39], [40], [41], [42]. Also, some
DML methods employ other networks, such as [43], [44].
DML has shown substantial benefits in wide applica-
tions of various visual understanding tasks such as face
recognition, image classification, visual search, person
reidentification, visual tracking and so on. The objective
functions are often designed for different specific tasks.
In this work, we focus on a class of objectives that
are convex and differentiable, which can be linear or
nonlinear. Many previous works target at such convex
and differentiable objectives, including [45], [20], [46],
[47].
2.3 GDA-based Graph Sampling
We have studied Gershgorin disc alignment (GDA) in
the context of graph sampling in our previous work
[48], [49], where the effect of choosing a graph node as
sample is right-shifting a Gershgorin disc and scaling
its neighoring nodes’ discs in a breadth-first search
(BFS) order. This results in an increase in the smallest
Gershgorin disc left-end (lower bound of λmin), which in
turn reduces the worst-case graph signal reconstruction
error. There are two key difference between our current
work and [48], [49]: i) we derive theorems to show
perfect alignment of Gershgorin disc left-ends at λmin for
defined classes of matrices, while alignment in [48], [49]
is only approximate; and ii) we employ GDA in a formal
optimization framework for metric learning.
Our recent work on GDA for metric learning [50]
assumes a restricted search space of Laplacian matrices
for irreducible positive graphs with positive degrees.
Here we generalize to a much larger space of Lapla-
cian matrices for balanced signed graphs. We will show
in Section 6 that this generalization leads to noticeable
performance gain when learning different metrics.
3 GERSHGORIN DISC ALIGNMENT
We first review basic definitions in graph signal process-
ing (GSP) [51] that are necessary to understand our GDA
theory. We then describe GDA for positive graphs and
signed graphs in order.
33.1 Graph and Graph Laplacian Matrices
We consider an undirected graph G = {N , E ,U} con-
taining a node set N of cardinality |N |= K. Each inter-
node edge (i, j) ∈ E , i 6= j, has an associated weight
wij ∈ R that reflects the degree of (dis)similarity or
(anti-)correlation between nodes i and j, depending on
whether wij is positive or negative. Each node i may
also have a self-loop (i) ∈ U with weight ui ∈ R.
One can collect edge weights and self-loops into an
adjacency matrix W, where Wij = wij , (i, j) ∈ E ,
and Wii = ui, (i) ∈ U . We define D = W1 as a
diagonal degree matrix that accounts for both inter-node
edges and self-loops (1 is a column vector of all one’s).
The combinatorial graph Laplacian matrix [52] is defined
as L = D − W. A generalized graph Laplacian matrix
[15] accounts for self-loops in G also and is defined
as Lg = D −W + diag(W), where diag(W) extracts
the diagonal entries of W. Alternatively, we can write
Lg = D−Wg , where Wg = W−diag(W) contains only
inter-node edge weights (diagonal terms are zeros).
3.2 GDA for Positive Graphs
Consider first the simpler case of a positive graph, where
an irreducible1 graph G (no disconnected nodes) has
strictly positive edge weights and self-loops, i.e., wij >
0, (i, j) ∈ E and ui > 0, (i) ∈ U . This means that W
is non-negative, the diagonals in D are strictly positive,
and the generalized graph Laplacian Lg is positive semi-
definite (PSD) [54]. We discuss first GDA for this case.
3.2.1 Gershgorin Circle Theorem
We first overview Gershgorin Circle Theorem (GCT) [16].
By GCT, each real eigenvalue λ of a real symmetric
matrix M resides in at least one Gershgorin disc Ψi,
corresponding to row i of M, with center ci = Mii and
radius ri =
∑
j | j 6=i|Mij |, i.e.,
∃i s.t. ci − ri ≤ λ ≤ ci + ri (1)
Thus a sufficient (but not necessary) condition to guar-
antee that M is PSD (smallest eigenvalue λmin ≥ 0) is to
ensure that the smallest Gershgorin disc left-end λ−min—a
lower bound for λmin—is non-negative, i.e.,
0 ≤ λ−min = mini ci − ri ≤ λmin (2)
However, λ−min is often much smaller λmin, resulting
in a loose lower bound. As an illustration, consider the
following example 3× 3 PSD matrix M:
M =
 2 −2 −1−2 5 −2
−1 −2 4
 (3)
Lower bound λ−min = min(−1, 1, 1) = −1, while the
smallest eigenvalue for M is λmin = 0.1078 > 0. See Fig. 1
for an illustration of Gershgorin discs for this example.
1. An irreducible graph G means that there exists a path from any
node in G to any other node in G [53].
λmin
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Fig. 1. Illustration of Gershgorin discs for matrix M in (3)
(left), and aligned discs for B = SMS−1 (right).
3.2.2 GDA Analysis for Positive Graphs
GDA is a proecedure to scale the Gershgorin disc radii
ri of matrix M, so that their left-ends ci−ri are perfectly
aligned at the same value, precisely when λ−min = λmin.
Specifically, we perform a similarity transform [55] of M
via matrix S, i.e.,
B = SMS−1 (4)
where S = diag(s1, . . . , sK) is chosen to be a diagonal
scaling matrix with scalars s1, . . . , sK along its diagonal,
where si > 0, ∀i. B has the same eigenvalues as M, and
thus the smallest Gershgorin disc left-end for B is also
a lower bound for M’s smallest eigenvalue λmin, i.e.,
λ−min(B) ≤ λmin(B) = λmin(M) (5)
= min
i
Bii −
∑
j | j 6=i
|Bij | (6)
= min
i
Mii − si
∑
j | j 6=i
|Mij |/sj (7)
We show that given a generalized graph Laplacian ma-
trix M corresponding to an irreducible, positive graph
G, there exist scalars s1, . . . , sK such that all Gershgorin
disc left-ends are aligned at exactly λmin. We state this
formally as a theorem.
Theorem 1. Let M be a generalized graph Laplacian matrix
corresponding to an irreducible, positive graph G. Denote by v
the first eigenvector of M corresponding to the smallest eigen-
value λmin. Then by compute scalars si = 1/vi,∀i, all Gersh-
gorin disc left-ends of B = SMS−1, S = diag(s1, . . . , sK),
are aligned at λmin, i.e., Bii −
∑
j | j 6=i|Bij |= λmin,∀i.
Continuing our earlier example, using s1 = 0.7511,
s2 = 0.4886 and s3 = 0.4440, we see that B = SMS−1 for
M in (3) has all disc left-ends aligned at λmin = 0.1078.
To prove Theorem 1, we first establish the following
lemma.
Lemma 1. There exists a first eigenvector v with strictly
positive entries for a generalized graph Laplacian matrix M
corresponding to an irreducible, positive graph G.
Proof: By definition, M is a generalized graph Lapla-
cian M = D−Wg with positive inter-node edge weights
in Wg and positive degrees in D. Let v be the first
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Fig. 2. Examples of a 3-node balanced signed graph (left)
and an unbalanced signed graph (right).
eigenvector of M, i.e.,
Mv = λminv
(D−Wg)v = (λminI)v
Dv = (Wg + λminI)v
v = D−1(Wg + λminI)v
where λmin ≥ 0 since M is PSD. Since the matrix on the
right contains only non-negative entries and Wg is an
irreducible matrix (graph G is irreducible), v is a positive
eigenvector by the Perron-Frobenius Theorem [56].
We now prove Theorem 1 as follows.
Proof: Denote by v a strictly positive eigenvector
corresponding to the smallest eigenvalue λmin of M.
Define S = diag(1/v1, . . . , 1/vK). Then,
SMS−1Sv = λminSv (8)
where Sv = 1 = [1, . . . , 1]>. Let B = SMS−1. Then,
B1 = λmin1 (9)
(9) means that
Bii +
∑
j | j 6=i
Bij = λmin, ∀i
Note that the off-diagonal terms Bij = (vi/vj)Mij ≤ 0,
since: i) v is strictly positive, and ii) off-diagonal terms
of generalized graph Laplacian M for a positive graph
satisfy Mi,j ≤ 0. Thus,
Bii −
∑
j | j 6=i
|Bij | = λmin, ∀i (10)
Thus, defining S = diag(1/v1, . . . , 1/vK) means B =
SMS−1 has all its Gershgorin disc left-ends aligned at
λmin.
3.3 GDA for Signed Graphs
We generalize our GDA analysis to signed graphs, where
weights for edges and self-loops can be negative. Central
to our analysis is the concept of graph balance. We first
discuss graph balance and the related Cartwright-Harary
Theorem (CHT) [57], then present our GDA analysis.
3.3.1 Cartwright-Harary Theorem
The concept of balance in a signed graph has been stud-
ied in many scientific disciplines, including psychology,
Fig. 3. Example of two 5-node balanced graphs. Node 1
has turned from blue to red from the left to the right.
social networks and data mining [58]. We employ the
following common definition of a balance graph for our
analysis:
Definition 1. A signed graph G is balanced if G does not
contain any cycle with odd number of negative edges.
For intuition, consider a simple graph G with three
nodes denoted by A, B and C. Suppose that a posi-
tive/negative edge reflects pairwise friend/enemy re-
lationship. An edge assignment of (A,B) = 1 and
(B,C) = (C,A) = −1—resulting in a cycle of two
negative edges—means that A and B are friends, and
that both A and B are enemies with C. See Fig. 2 for an
illustration. This graph is balanced; entities in the graph
can be grouped into two clusters, {A,B} and {C}, where
entities within a cluster are friends and entities across
clusters are enemies.
On the other hand, an edge assignment of (A,B) =
(B,C) = 1 and (C,A) = −1—resulting in a cycle
of one negative edge—means that both A and C are
friends with B, but A and C are enemies. This graph is
not balanced; one cannot assign entities to two distinct
clusters with consistent signs as we did previously. We
can generalize this example to the CHT [57], which we
rephrase in abstract graph terminology as follows.
Theorem 2. A graph G is balanced if its nodes N can be
partitioned into blue and red clusters, Nb and Nr, such that
a positive edge always connects two nodes of the same color,
and a negative edge always connects two nodes of the opposite
colors.
See [57] for a formal proof. There are two important
implications of CHT. First, to determine if G is balanced,
instead of examining all possible cycles in a graph G and
checking if each contains an odd number of negative
edges, one can design a linear-time algorithm based on
two-coloring. Second, we can use CHT to prove that
GDA is possible for an irreducible, balanced signed
graph. We describe this next.
3.3.2 GDA Analysis for Signed Graphs
Consider an irreducible, balanced signed graph
G(N , E+ ∪ E−,U) with nodes N , positive and negative
inter-node edges, E+ and E−, and self-loops U .
According to CHT, nodes N can be partitioned into
blue and red clusters, Nb and Nr, such that
51) (i, j) ∈ E+ implies that either i, j ∈ Nb or i, j ∈ Nr.
2) (i, j) ∈ E− implies that either i ∈ Nb and j ∈ Nr,
or i ∈ Nr and j ∈ Nb.
As an example, consider the 5-node balanced graph in
Fig. 3, where nodes 1, 2 and 5 are colored blue, while
nodes 3 and 4 are colored red. Only positive edges
connect nodes of the same colors, while negative edges
connect nodes of the opposite colors. There does not exist
a cycle of odd number of negative edges in this graph.
We now state a generalization of Theorem 1 to bal-
anced signed graphs as follows:
Theorem 3. Denote by M a generalized graph Laplacian
matrix coresponding to an irreducible, balanced signed graph
G. Denote by v the first eigenvector of M corresponding to the
smallest eigenvalue λmin. Define B = SMS−1 as a similarity
transform of M, where S = diag(s1, . . . , sK). If si = 1/vi,
where vi 6= 0,∀i, then Gershgorin disc left-ends of B are
aligned at λmin, i.e., Bii −
∑
j | j 6=i|Bij |= λmin,∀i.
We prove this theorem as follows.
Proof: We first reorder blue nodes before red nodes
in the rows and columns of M, so that M can be written
as a 2× 2 block matrix as follows:
M =
[
M11 M12
M>12 M22
]
(11)
where off-diagonal terms in M11 (M22) are negative
stemming from positive edge weights wij ≥ 0 connecting
same-color nodes, and entries in M12 are positive stem-
ming from negative edge weights wij ≤ 0 connecting
different-color nodes. Define now a similarity transform
M′ of M:
M′ =
[
Ib 0
0 −Ir
] [
M11 M12
M>12 M22
] [
Ib 0
0 −Ir
]
(12)
=
[
M11 −M12
−M>12 M22
]
(13)
M′ = D + W′g can be interpreted as a generalized
graph Laplacian matrix for a new graph G′(N , E ′,U ′)
corresponding to G, where G′ keeps all positive edges
E+, but for each negative edge E−, G′ switches its sign
to positive. Thus,
w′ij =
{
wij if (i, j) ∈ E+
−wij if (i, j) ∈ E− (14)
To maintain the same degree matrix D as G, each node
i in G′ has a self-loop with weight u′i defined as
u′i = ui + 2
∑
j | (i,j)∈E−
wij (15)
As a similarity transform, M and M′ have the same
eigenvalues, and an eigenvector z for M′ maps to an
eigenvector v for M as follows:
v =
[
Ib 0
0 −Ir
]
z (16)
Finally, we define a shifted graph Laplacian matrix
M′′ = M′ + I, where constant  > 0 is
 > max
i
− ∑
j | (i,j)∈E+∪E−
wij − ui
 (17)
M′′ has the same set of eigenvectors as M′, and its
eigenvalues are the same as M′ but offset by .
M′′ has strictly positive node degrees D′′ii, i.e.,
D′′ii =
∑
j|(i,j)∈E′
w′ij + u
′
i + 
=
∑
j|(i,j)∈E+
wij −
∑
j|(i,j)∈E−
wij + ui + 2
∑
j|(i,j)∈E−
wij + 
=
∑
j|(i,j)∈E+
wij +
∑
j|(i,j)∈E−
wij + ui + 
(a)
> 0
The inequality in (a) is due to the assumed inequality
for  in (17).
From Theorem 1, given M′′ is a generalized graph
Laplacian matrix for an irreducible graph with positive
edges and degrees, first eigenvector of M′′ (also first
eigenvector of M′) z is a strictly positive vector. Thus,
corresponding v for M is a strictly non-zero first eigen-
vector, i.e., vi 6= 0,∀i.
Having established first eigenvector v of M, we can
define diagonal matrix S = diag(1/v1, . . . , 1/vN ), and
write
SMS−1Sv = λminSv (18)
B1 = λmin1 (19)
where B = SMS−1. Each row i in (19) states that
Bii +
∑
j | j 6=i
Bij = λmin (20)
Mii + si
∑
j | j 6=i
Mij/sj = λmin (21)
Suppose i is a red node. Then vi = −zi < 0, and thus
si = 1/vi < 0. For each red neighbor j of i, sj < 0, and
wij > 0 means that Mij < 0. We can hence conclude
that siMij/sj < 0 and siMij/sj = −|siMij/sj |. For each
blue neighbor j of i, sj > 0, and wij < 0 means that
Mij > 0. We can hence conclude also that siMi,j/sj <
0 and siMij/sj = −|siMij/sj |. Similar analysis can be
performed if i is a blue node. Thus (21) can be rewritten
as
Mii −
∑
j | j 6=i
|siMij/sj |= λmin (22)
In other words, left-end of B’s i-th Gershgorin disc—
centre Mii minus radius
∑
j 6=i|siMij/sj |—is aligned at
λmin. This holds true for all i.
4 OPTIMIZING METRIC DIAGONALS
We now use GDA to optimize a metric matrix M. We
first define our search space of metric matrices and
our problem to optimize M’s diagonal terms. We then
6describe how GDA can be used in combination with the
Frank-Wolfe method to speed up our optimization.
4.1 Search Space of Graph Metric Matrices
We assume that associated with each data sample i is
a length-K feature vector fi ∈ RK . A metric matrix
M ∈ RK×K defines the feature distance δij(M)—the
Mahalanobis distance [2]—between samples i and j as:
δij(M) = (fi − fj)>M(fi − fj) (23)
By definition of a metric [3], one requires M to be a
positive definite (PD) matrix, denoted by M  0. This
means that feature distance δij(M) is strictly positive
unless fi = fj , i.e., (fi − fj)>M(fi − fj) > 0 if fi − fj 6= 0.
To efficiently enforce M  0, we invoke our developed
GDA theory that involves generalized graph Laplacian
matrices. We define the search space S of metric matrices
for our optimization framework as follows:
Definition 2. S is a space of real, symmetric matrices that
are generalized graph Laplacian matrices corresponding to
irreducible, balanced undirected signed graphs.
We call a matrix M ∈ S that is also PD, denoted by
M  0, a graph metric matrix.
4.2 Problem Formulation
We pose an optimization problem for M: find an optimal
graph metric M—leading to feature distances δij(M) in
(23)—that yields the smallest value of a convex differen-
tial objective Q({δij(M)}):
min
M∈S
Q ({δij(M)}) , s.t.
{
tr(M) ≤ C
M  0 (24)
where C > 0 is a chosen parameter. Constraint tr(M) ≤
C is needed to avoid pathological solutions with infinite
feature distances, i.e., δij(M) = ∞. For stability, we
assume also that the objective is lower-bounded, i.e.,
minM0Q({δij(M)}) ≥ κ > −∞ for some constant κ.
We discuss concrete examples of objective Q({δi,j(M)})
in Section 6.
Our strategy to solve (24) is to optimize M’s diagonal
terms plus one row/column of off-diagonal terms at
a time using the Frank-Wolfe (FW) iterative method
[18], where each FW iteration is solved as an LP until
convergence. We discuss first the initialization of M,
then the optimization setup for M’s diagonal terms.
For notation convenience, we will write the objective
simply as Q(M), with the understanding that metric
M computes first the feature distances δij(M), which in
turn determines the objective Q({δij(M)}).
4.2.1 Initialization of MetricM
We first initialize a valid graph metric M0 as follows:
1) Initialize each diagonal term M0ii := C/K.
2) Initialize off-diagonal terms M0ij , i 6= j, as:
M0ij :=
{
 (−1)min(i,j) if j = i± 1
0 o.w.
(25)
where  > 0 is a small parameter. Initialization of the
diagonal terms ensures that constraint tr(M0) ≤ C is
satisfied. Initialization of the off-diagonal terms ensures
that M0 is symmetric and PD (C/K − ||> 0), and that
the underlying graph G is a chain with nodes connected
by edges of alternating signs. Because G is a chain graph,
it is balanced. We can hence conclude that initial M0 is
a graph metric, i.e., M0 ∈ S and M0  0.
4.2.2 Optimization of Diagonals
Optimizing M’s diagonal terms Mii alone, (24) becomes
min
{Mii}
Q(M) (26)
s.t. M  0;
∑
i
Mii ≤ C; Mii > 0, ∀i
where tr(M) =
∑
iMii. Because the diagonal terms do
not affect the irreducibility and balance of matrix M, the
only requirement for M to be a graph metric is just to
ensure M is PD.
4.3 Replacing PD Cone with GDA Linear Constraints
To efficiently enforce the PD constraint M  0, we derive
sufficient (but not necessary) linear constraints using
GCT [16]. A straightforward application of GCT directly
on M will translate to a linear constraint for each row i:
Mii ≥
∑
j | j 6=i
|Mij |+ρ, ∀i ∈ {1, . . . ,K} (27)
where ρ > 0 is a small parameter.
However, as discussed in Section 3.2.1, GCT lower
bound λ−min = miniMii −
∑
j 6=i|Mij | for λmin can be
loose. When optimizing M, enforcing (27) directly can
mean a much more restricted space than the original
{M | M  0} in (26), resulting in an inferior solution.
To derive more appropriate linear constraints—thus
more suitable search spaces when solving minQ(M)—
we leverage our GDA theory and examine instead the
Gershgorin discs of a similarity-transformed matrix B
from M, i.e., B = SMS−1, where S = diag(s1, . . . , sK).
This leads to the following linear constraints instead:
Mii ≥
∑
j | j 6=i
∣∣∣∣siMijsj
∣∣∣∣+ ρ, ∀i ∈ {1, . . . ,K} (28)
The crux is in the selection of scalars si. Suppose
that the optimal solution to (26) is M∗. Then, using
the first eigenvector v∗ of M∗ corresponding to smallest
eigenvalue λ∗min > 0, one can compute si = 1/v
∗
i to align
all disc left-ends of B = SMS−1 at λ∗min, so that optimal
solution M∗ is in the search space defined by (28).
Of course, in practice we do not have solution M∗
available a priori to compute v∗. Thus, we solve the opti-
mization iteratively, where we use the previous solution
Mt−1 at iteration t−1 to compute scalars sti’s, solve for a
better solution Mt using linear constraints (28), compute
new scalars again etc until convergence. Specifically,
71) Given scalars sti’s, identify a good solution M
t
minimizing objective Q(M) subject to (28), i.e.,
min
{Mii}
Q (M) (29)
s.t. Mii ≥
∑
j | j 6=i
∣∣∣∣∣stiMijstj
∣∣∣∣∣+ ρ,∀i; ∑
i
Mii ≤ C
2) Given Mt, update scalars st+1i = 1/v
t
i where v
t is
the first eigenvector of Mt.
3) Increment t and repeat until convergence.
When the scalars in (29) are updated as st+1i = 1/v
t
i
for iteration t+ 1, we show that previous solution Mt at
iteration t remains feasible at iteration t+ 1:
Lemma 2. Solution Mt to (29) in iteration t remains feasible
in iteration t+ 1, when scalars st+1i for the linear constraints
in (29) are updated as st+1i = 1/v
t
i ,∀i, where vt is the first
eigenvector of Mt.
Proof: Using the first eigenvector vt of graph metric
Mt at iteration t, by the proof of Theorem 1 we know
that the Gershgorin disc left-ends of B = SMtS−1 are
aligned at λmin. Since Mt is a feasible solution in (29),
Mt  0 and λmin > 0. Thus Mt is also a feasible solution
when scalars are updated as si = 1/vti ,∀i.
Given that the iterations continue to find better fea-
sible solutions M with smaller objectives Q(M) and
that Q(M) is lower-bounded by κ by assumption, we
can conclude that the loop converges to a local optimal
solution where Mt+1 = Mt.
The remaining issue is how to best compute first eigen-
vector vt given solution Mt repeatedly. For this task,
we employ Locally Optimal Block Preconditioned Conjugate
Gradient (LOBPCG) [19], a fast algorithm known to com-
pute extreme eigenpairs efficiently. Because LOBPCG is
iterative, it benefits from warm start: algorithm converges
much faster if a good solution initiates the iterations.
In our case, we use previously computed eigenvector
vt−1 as an initial solution to speed up LOBPCG when
computing vt, reducing its complexity substantially.
4.4 Frank-Wolfe Method
To solve (29), we employ the Frank-Wolfe (FW) method
[18] that iteratively linearizes the objective Q(M) using
its gradient ∇Q(Mt) with respect to diagonal terms
{Mii}, computed using previous solution Mt, i.e.,
∇Q(Mt) =

∂Q(M)
∂M1,1
...
∂Q(M)
∂MK,K

∣∣∣∣∣∣∣∣
Mt
(30)
Given gradient ∇Q(Mt), optimization (29) becomes a
linear program (LP) at each iteration t:
min
{Mii}
vec({Mii})> ∇Q(Mt) (31)
s.t. Mii ≥
∑
j | j 6=i
∣∣∣∣siM tijsj
∣∣∣∣+ ρ, ∀i; ∑
i
Mii ≤ C.
where vec({Mii}) = [M1,1 M2,2 . . . MK,K ]> is a vector
composed of diagonal terms {Mii}, and M tij are off-
diagonal terms of previous solution Mt. LP (31) can be
solved efficiently using known fast algorithms such as
Simplex [17] and interior point method [59]. When a
new solution {M t+1ii } is obtained, gradient ∇Q(Mt+1) is
updated, and LP (31) is solved again until convergence.
4.4.1 Step Size Optimization
Having found a solution {M∗ii} to LP (31), define direction
{dii} where dii = M∗ii − Mkii. We now solve a one-
dimensional optimization problem for step size γ:
min
γ | 0≤γ≤1
Q(Mt + γ diag({dii}) (32)
where diag({dii}) is a diagonal matrix with {dii} along
its diagonal entries. Define M∗ = Mt + γdiag({dii}).
Using the chain rule for multivariate functions, we can
write:
∂Q(M∗)
∂γ
=
K∑
i=1
∂Q(M∗)
∂M∗ii
∂M∗ii
∂γ
(33)
=
K∑
i=1
∂Q(M∗)
∂M∗ii
dii. (34)
Substituting M∗ii = M
t
ii + γdii into (34), we can write
Q′(γ) = ∂Q(M
∗)
∂γ as a function of γ only.
Since Q(M) is convex, one-dimensional Q(γ) is also
convex, and Q′(γ∗) = 0 at a unique γ∗. In general, we
cannot find γ∗ in closed form given an arbitrary convex
and differentiable Q(M). However, one can approximate
γ∗ quickly given derived Q′(γ) using any root-finding
algorithms, such as the Newton-Raphson (NR) method
[60]. Given the range restriction of γ in (32), our pro-
posed procedure to find step size γt at iteration t is thus
the following:
1) Derive Q′(γ) using (34) and compute minimizing
γ∗ using NR.
2) Compute appropriate step size γt as follows:
γt =
 1 if γ
∗ > 1
0 if γ∗ < 0
γ∗ o.w.
(35)
The updated solution from FW iteration is then Mt+1 =
Mt + γtdiag({dii}).
4.4.2 Comparing Frank-Wolfe and Proximal Gradient
After rewriting the PD cone constraint to a series of
signal-adaptive linear constraints—thus defining a (more
restricted) convex feasible space S that is a polytope, one
can conceivably use proximal gradient (PG) [10] instead
of FW to optimize Q(M). PG alternately performs a
gradient descent step followed by a proximal operator
that is a projection back to S until convergence [61].
First, FW is entirely project-free, while PG requires one
convex set projection per iteration. More importantly,
it is difficult in general to determine an optimal step
8size for gradient descent in PG—one that makes the
maximal progress without overshooting. In the literature
[10], PG step size can be determined based on Lipschitz
constant of ∇Q(M), which is expensive to compute if
the Hessian matrix ∇2Q(M) is large. In contrast for
FW, after direction {dii} is determined in the first step,
the objective Q(γ) becomes one-dimensional, and thus
optimal step size γ can be computed efficiently using
first- and second-order information Q′(γ) and Q′′(γ). In
our experiments, we show indeed that our proposed FW-
based optimization is more computation-efficient com-
pared to a previous PG-based method [61].
5 OPTIMIZING METRIC OFF-DIAGONALS
Including off-diagonal terms of metric M into the op-
timization is more complicated, since any modification
of these terms may affect the balance and connectivity
of the underlying graph. We design a block coordinate
descent algorithm, which optimizes one row/column of
off-diagonal terms plus diagonal terms at a time while
maintaining graph balance.
5.1 Problem Formulation
First, we divide M into four sub-matrices:
M =
[
M1,1 M1,2
M2,1 M2,2
]
, (36)
where M1,1 ∈ R, M1,2 ∈ R1×(K−1), M2,1 ∈ R(K−1)×1
and M2,2 ∈ R(K−1)×(K−1). Assuming M is symmetric,
M1,2 = M
>
2,1. We optimize M1,2 and {Mii} in one
iteration, i.e.,
min
M2,1,{Mii}
Q(M), s.t.
 M  0M ∈ S∑
iMii ≤ C
(37)
In the next iteration, a different node is selected, and
with appropriate row/column permutation, we still op-
timize the first column off-diagonals M2,1 as in (37). For
M to remain a graph metric, i) M must be PD, ii) M
must be balanced, and iii) M must be irreducible.
5.2 Maintaining Graph Balance
We maintain graph balance during off-diagonal opti-
mization as follows. Assuming graph G from previous
solution Mt−1 is balanced, nodes N are colored into blue
nodes Nb and red nodes Nr. Suppose node 1 is a blue
node. Then we constrain edge weights to other blue/red
nodes to be positive/negative. Combining these sign
constraints with previously discussed GDA-based linear
constraints to replace the PD cone constraint, the opti-
mization becomes:
min
M2,1,{Mii}
Q(M) (38)
s.t. M ti,i ≥
∑
j | j 6=i
∣∣∣∣∣stiMijstj
∣∣∣∣∣+ ρ, ∀i
Mi,1 ≤ 0, if i ∈ Nb
Mi,1 ≥ 0, if i ∈ Nr∑
i
Mii ≤ C
Note that the sign for each stiMi,j/s
t
j is known, given
we know the scalar values sti as well as the sign of Mij .
Thus the absolute value operator can be appropriately
removed, and the set of constraints remain linear.
Suppose instead node 1 is a red node. Then the last
two edge sign constraints in (38) are replaced by
Mi,1 ≥ 0, if i ∈ Nb
Mi,1 ≤ 0, if i ∈ Nr
After optimizing M2,1 twice, each time assuming node 1
is blue/red, we retain the better solution M∗2,1 that yields
the smaller objective Q(M). As an example, in Fig. 3
node 1’s edges to other nodes are optimized assuming
it is blue/red in the left/right graph. In both cases, the
signs of the edge weights are constrained so that the
graphs remain balanced.
(38) also has a convex differentiable objective with a
set of linear constraints. We thus employ the FW method
again to iteratively linearize the objective using gradient
∇Q(Mt) with respect to off-diagonal M2,1, where the
solution in each iteration is solved as an LP. We omit
the details for brevity.
5.3 Disconnected Sub-Graphs
The previous optimization assumes that the underlying
graph G corresponding to the generalized graph Lapla-
cian M is irreducible. When optimizing off-diagonal
terms in M also, G may become disconnected into P
separate sub-graphs G1, . . . ,GP , with corresponding gen-
eralized graph Laplacian matrices M1, . . . ,MP , where
M = diag(M1, . . .MP ), i.e., M is block-diagonal. In this
case, to compute scalars si in (29), we simply compute
the first eigenvector vp via LOBPCG for each matrix Mp
to derive scalars si for diagonals Mii in Mp. Optimiza-
tion (29) can then be solved using the same FW method
as described previously.
Given data X = [f1, ...fN ], color set c0 and subgraph
set g0, we summarize our optimization framework called
signed graph metric learning (SGML) in Algorithm 1.
6 EXPERIMENTS
We evaluate our signed graph metric learning (SGML)
method in terms of 1) converged objective value (or
final objective value after maximal number of iterations)
of different convex and differentiable Q(M)’s against
9Algorithm 1 Signed Graph Metric Learning (SGML).
Input: X, C = K, M0  0, c0, g0, ρ = 1e− 5.
Output: M∗.
1: compute scalars {sti} via LOBPCG.
2: for i = 1 : K
3: while not converged do
4: Solving (31) (dia-offdia version).
5: while not converged do
6: Solving (32).
7: end while
8: end while
9: check sub-graph gi, compute {sti} via LOBPCG.
10: do 3-9 with ci = 1 and −1, respectively, and choose
the solution whichever yields a better objective.
11: end for
12: while not converged do
13: Solving (31) (full version).
14: while not converged do
15: Solving (32).
16: end while
17: end while
18: return M∗.
competing optimization schemes, 2) running time, and
3) performance in a specific application, namely bi-
nary classification, against competing metric learning
schemes.
6.1 Converged objective value and running time
We compare converged objective values against the fol-
lowing two competing optimization schemes: 1) gradient
descent with projection onto a positive-definite convex
cone (PD-cone) for full M optimization, and 2) gradient
descent with projection onto the intersection of a half
space and a box for diagonal entries and projection
onto a norm ball (HBNB) for each row/column of off-
diagonal entries [61].
We evaluate PD-cone, HBNB, and SGML on Q(M)’s
that 1) are convex and (partially) differentiable, and
2) require M to be PD. Specifically, we consider the
following Q(M)’s:
1) maximally collapsing metric learning (MCML) [45].
2) distance metric learning (DML) [62]. For the sake
of comparison, we remove the first constraint∑
fi,fj∈S ∆f
>
ijM∆fij ≤ c, c > 0 (S denotes the set
of sample pairs that have the same labels) since (1)
this constraint only results in M being replaced by
a scaled version c2M, and (2) solving this constraint
problem (solving a sparse system of linear equa-
tions) may result in M not being positive definite.
S [62] for details.
3) least squared-residual metric learning (LSML) [63].
We set the distance weights to be all 1’s and no
prior metric matrix is given.
4) large margin nearest neighbor (LMNN) [20]. Note
that the objective function is piecewise linear.
5) graph smoothness (GLR). Specifically, the objective
function Q(M) we consider here is the graph Lapla-
cian Regularizer (GLR) [52], [64]:
N∑
i=1
N∑
j=1
exp
{−(fi − fj)>M(fi − fj)} (zi − zj)2. (39)
A small GLR means that signal z at connected node
pairs (zi, zj) are similar for a large edge weight
wi,j , i.e., z is smooth with respect to the variation
operator L(M). GLR has been used in the GSP
literature to solve a range of inverse problems,
including image denoising [64], deblurring [65], de-
quantization amd contrast enhancement [66], and
soft decoding of JPEG [67].
See Table. 1 for the above objective functions, their
first derivatives w.r.t. Mmn, and their second derivatives
w.r.t. γ.
We evaluate PD-cone, HBNB, and SGML on the 14
datasets used in [68], Sonar with 208 samples, 60 features,
Madelon with 2600 samples, 500 features, and Colon-
cancer with 62 samples, 2000 features, all of which are
binary datasets and publicly available in UCI2 and Lib-
SVM3. For each of the three above optimization schemes,
we randomly split (with random seed 0) a dataset into
P = round(N/4) folds, run optimization on each fold
and take the average of the converged objective values.
We run the similar experiments on datasets Madelon and
Colon-cancer, except that we only run the first 10 of P
folds of the data and take the average. We apply the
same data normalization scheme in [68] that 1) subtracts
the mean and divides by the standard deviation feature-
wise, and 2) normalizes to unit length sample-wise. We
add 10−12 noise (random seed 0) to the dataset to avoid
NaN’s due to data normalization on small number of
samples.
The experimental settings of PD-cone, HBNB and
SGML are listed in Table 2. The converged objective
values are reported in Tables 3 and 4. Both tables
show that, given PD-cone being a ground-truth scheme,
SGML consistently achieves larger objective values than
HBNB in DML convex maximization problem, generally
achieves smaller objective values than HBNB in MCML,
LSML and GLR convex minimization problems, except
for LMNN minimization problem whose objective is
piecewise linear and not differentiable everywhere.
All three optimization schemes are implemented in
Matlab. Figs. 4 and 5 show the total running time, as
well as most time-consuming components of PD-cone,
HBNB, and SGML, on datasets Madelon and Colon-cancer.
Both figures show that eigen-decomposition for PD-cone
and computation of the smallest eigenvalue for HBNB
on large matrices entail high computation complexity.
In contrast, the time complexity of SGML is significantly
lower than PD-cone and HBNB for datasets with high-
2. https://archive.ics.uci.edu/ml/datasets.php
3. https://www.csie.ntu.edu.tw/∼cjlin/libsvmtools/datasets/
binary.html
10
dimensional features, where our computation time in-
cludes the total time of computing the first eigenvector
using LOBPCG with warm start, solving linear programs
using Matlab linprog (used in Steps 3-8 in Algorithm
1) and Gurobi Matlab interface LP solver4 (used in
Steps 12-17 in Algorithm 1) and Frank-Wolfe step size
optimization.
6.2 Binary classification
Further, we evaluate the performance of SGML on binary
classification using the same 14 binary datasets used
in [68]. Since tailoring a metric learning algorithm to a
classifier is out of the scope of this paper, we heuristically
adopt our learned M in the following three classifiers:
1) K-nearest neighbor implemented by authors of
Information-Theoretic Metric Learning5 (ITML).
We set K = 3.
2) Mahalanobis6. The predicted class of sample x is
the one that yields a smaller Mahalanobis distance:√
(x− µi)>M(x− µi), i ∈ {1,−1}, where µi de-
notes the mean value of each feature in one class
of the training data.
3) A graph-based classifier. Specifically, we first find
an optimal M via (39) (SGML) given label vector z
with 100% known (fixed) labels. Then we re-define
z so that z consists of the same known (fixed) labels
and the unknown labels. Next, we find an optimal
z, again, via (39) (a quadratic program solved by
CVX, and then take the sign of the solution as the
predicted labels), with M fixed.
As done in [68], we randomly (with random seeds 0-
9) split each dataset into 60% training and 40% test sets
and take the average and standard deviation of accuracy
of 10 runs.
We compare SGML against the best 9 out of 13 metric
learning algorithms tested in [68], in terms of the average
classification accuracy of all 14 tested datasets. Table 5
shows that, with a GLR objective, SGML on three classi-
fiers has competitive performance in 7 out of 14 datasets,
which may be due to the fact that GLR promotes the
smoothness within each piece of the binary label signal
and the difference at the boundary of the two pieces of
the label signal.
7 CONCLUSION
A common challenge in metric learning is to efficiently
handle the restriction M  0 of the solution metric M to
the positive definite (PD) cone. Circumventing full eigen-
decomposition, we propose a fast, general optimization
4. https://www.gurobi.com/documentation/9.0/examples/
linprog m.html
5. http://www.cs.utexas.edu/users/pjain/itml/download/itml-1.
2.tar.gz
6. https://github.com/LEMINHDONG161/BSS-Euclidean
Mahalanobis Bayes Classifier/blob/master/mahalanobis classifier.m
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framework capable of minimizing any convex and dif-
ferentiable objective Q(M). The key theoretical foun-
dation is Gershgorin disc alignment (GDA), where we
prove that the Gershgorin disc left-ends of a generalized
graph Laplacian matrix corresponding to a balanced,
irreducible signed graph can be perfectly aligned via
a similarity transform. This enables us to write tightest
possible signal-adaptive linear constraints to replace the
PD cone constraint, allowing us to solve the optimization
as linear programs via the Frank-Wolfe method. We
envision that GDA can also be applied to other convex
optimization problems with PD cone constraints, such as
semi-definite programs (SDP).
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TABLE 3
Converged objective values. The better objective values between HBNB and SGML are in bold. (avg of
P = round(N/4) runs (run 4 samples at a time); split data into K folds and run K times; timed datasets (on madelon
and colon-cancer ) run the first 10 folds and then take the avg.; M initialized as diagonal entries equal to 1 and first
off-diagonal entries equal to 0.1; tolerance 1e-5; random seed 0; Intel Core i7-9700K 3.60GHz Windows 10 64bit
32GB of RAM)
Q(M)
Dataset
(N,K)
Australian
(690,14)
Breastcancer
(683,10)
Diabetes
(768,8)
Fourclass
(862,2)
German
(1000,24)
Haberman
(206,3)
Heart
(270,13)
ILPD
(583,10)
MCML
PD-cone 5.21E-03 1.17E-02 3.46E-02 9.11E-01 1.12E-02 2.86E-01 2.80E-03 3.78E-02
HBNB 3.49E-01 8.96E-02 5.75E-01 1.07E+00 2.13E-01 4.56E-01 3.56E-01 2.65E-01
SGML 1.74E-01 4.26E-02 4.27E-01 1.00E+00 9.71E-02 4.14E-01 1.37E-01 2.23E-01
DML
PD-cone 1.62E+01 1.75E+01 1.16E+01 6.63E+00 1.80E+01 6.47E+00 1.57E+01 1.14E+01
HBNB 8.64E+00 9.18E+00 8.11E+00 6.87E+00 7.20E+00 6.24E+00 8.86E+00 7.37E+00
SGML 1.01E+01 1.01E+01 8.97E+00 6.95E+00 9.32E+00 6.57E+00 9.99E+00 8.33E+00
LSML
PD-cone 8.56E-03 1.25E-03 5.68E-03 4.73E-01 1.71E-02 7.54E-02 7.57E-03 1.43E-02
HBNB 2.33E-02 1.03E-03 2.32E-02 5.20E-01 3.27E-02 1.24E-01 1.49E-02 6.10E-02
SGML 3.54E-02 5.15E-04 7.88E-02 2.48E-02 1.16E-02 7.32E-02 2.21E-02 6.69E-02
LMNN
PD-cone 7.33E+00 6.72E+00 6.55E+00 8.64E+00 6.21E+00 6.49E+00 7.38E+00 6.12E+00
HBNB 8.94E+00 7.93E+00 9.32E+00 9.44E+00 7.88E+00 8.69E+00 8.94E+00 8.18E+00
SGML 9.94E+00 8.20E+00 9.57E+00 9.68E+00 8.69E+00 8.40E+00 1.00E+01 9.15E+00
GLR
PD-cone 3.50E-03 1.13E-03 3.79E-02 1.66E+00 1.04E-03 6.29E-01 1.34E-03 2.58E-02
HBNB 1.56E-01 5.29E-02 2.27E-01 1.57E+00 1.27E-01 6.69E-01 1.43E-01 1.94E-01
SGML 1.25E-01 2.55E-02 2.79E-01 1.61E+00 5.92E-02 6.96E-01 1.11E-01 1.48E-01
TABLE 4
Continuation of Table 3 on other datasets. The better objective values between HBNB and SGML are in bold. All problems
minimize Q(M)’s except DML.
Q(M)
dataset
(N,K)
Liverdisorders
(345,6)
Monk1
(556,6)
Pima
(768,8)
Planning
(182,12)
Voting
(435,16)
WDBC
(569,30)
Sonar
(208,60)
madelon
(2600,500)
colon-cancer
(62,2000)
MCML
PD-cone 1.85E-01 1.12E-01 3.95E-02 3.52E-02 1.01E-02 9.34E-03 2.14E-03 9.95E-04 6.01E-03
HBNB 8.59E-01 1.14E+00 5.46E-01 2.91E-01 1.06E-01 1.53E-01 4.24E-01 4.48E-01 1.64E-01
SGML 6.55E-01 7.28E-01 4.35E-01 1.73E-01 2.04E-02 5.40E-02 1.23E-01 1.64E-02 3.83E-02
DML
PD-cone 9.64E+00 1.04E+01 1.15E+01 1.24E+01 1.94E+01 2.68E+01 3.17E+01 8.92E+01 1.56E+02
HBNB 8.03E+00 8.26E+00 8.01E+00 7.29E+00 9.08E+00 7.74E+00 6.75E+00 6.74E+00 5.21E+00
SGML 8.56E+00 8.96E+00 8.79E+00 8.10E+00 1.05E+01 1.04E+01 1.08E+01 1.12E+01 9.28E+00
LSML
PD-cone 8.80E-03 3.23E-03 4.33E-03 5.07E-03 3.10E-03 2.09E-03 6.86E-03 2.34E-03 1.20E-02
HBNB 6.21E-02 2.89E-02 2.64E-02 1.88E-02 9.41E-03 9.63E-03 1.79E-02 6.60E-03 1.25E-02
SGML 1.32E-01 9.05E-02 7.48E-02 4.39E-02 9.76E-03 3.61E-03 4.72E-03 3.99E-06 2.96E-04
LMNN
PD-cone 6.89E+00 8.09E+00 6.59E+00 6.06E+00 6.97E+00 6.92E+00 8.20E+00 7.98E+00 6.50E+00
HBNB 9.43E+00 1.03E+01 9.21E+00 8.19E+00 8.20E+00 8.35E+00 9.83E+00 1.04E+01 8.59E+00
SGML 9.85E+00 1.05E+01 9.60E+00 8.58E+00 9.50E+00 9.53E+00 1.23E+01 1.11E+01 8.49E+00
GLR
PD-cone 2.15E-01 1.19E-01 4.08E-02 1.90E-03 1.15E-03 1.00E-03 1.00E-03 9.88E-04 9.75E-04
HBNB 4.16E-01 3.67E-01 2.54E-01 1.45E-01 8.88E-02 1.53E-01 7.78E-01 8.88E-01 7.23E-01
SGML 4.32E-01 5.04E-01 2.73E-01 1.21E-01 2.69E-02 3.65E-02 8.47E-02 8.80E-02 6.02E-02
TABLE 5
Classification accuracy of metric learning algorithms. avg. of 10 runs (random seeds 0-9). Results of competing schemes
are copied from [68].
Datasets RVML[69]
PLML
[70]
mmLMNN
[20]
GMML
[47]
DMLMJ
[71]
SCML
[72]
DMLE
[46]
R2LML
[73]
LMLIR
[68]
SGML (prop.)
3-NN Mahalanobis Graph
australian 83.0±1.6 80.5±1.1 82.5±2.6 84.4±1.0 83.9±1.3 82.3±1.4 82.6±1.5 84.7±1.3 85.1±1.9 83.3±1.2 84.8±1.3 85.3±1.7
breastcancer 95.8±1.1 96.4±0.9 96.7±1.0 97.3±0.8 96.6±0.8 97.0±0.9 97.0±1.1 97.0±0.7 96.4±2.1 97.6±1.0 98.0±0.6 97.6±0.7
diabetes 71.0±2.6 68.5±2.0 72.2±1.9 74.2±2.6 71.5±3.1 71.5±2.2 72.6±2.0 73.8±1.4 75.9±1.9 71.6±1.8 70.5±2.5 70.3±1.4
fourclass 70.5±1.4 72.4±2.4 75.6±1.4 76.1±1.9 76.1±1.9 75.5±1.4 75.6±1.4 76.1±1.9 79.9±0.9 74.5±2.4 71.1±1.6 78.0±1.2
german 71.7±1.8 70.0±2.9 68.9±1.8 71.6±1.1 69.3±2.7 70.9±2.7 72.0±2.1 72.9±1.8 73.7±1.6 71.6±1.7 70.9±1.3 70.0±0.0
haberman 66.7±2.3 67.1±3.1 69.0±2.7 71.2±3.4 68.5±3.2 69.2±2.5 70.8±3.5 71.1±3.4 74.4±3.7 68.8±3.9 66.6±6.3 73.6±0.3
heart 77.7±4.1 75.1±3.2 79.4±3.7 81.2±2.7 80.6±2.8 79.0±3.2 77.9±3.1 82.0±3.8 83.1±3.2 81.0±3.4 83.2±3.6 83.6±3.5
ILPD 68.0±2.9 67.4±3.0 66.8±2.1 67.1±2.2 68.0±1.6 68.0±2.9 68.8±2.7 65.9±2.2 69.6±2.7 65.2±2.4 59.1±2.4 71.3±0.2
liverdisorders 64.6±3.9 62.2±2.5 62.0±3.5 63.8±5.4 60.9±3.8 61.7±4.6 61.8±2.7 66.8±3.7 66.7±3.6 69.5±3.3 68.8±5.9 72.1±3.0
monk1 89.2±2.7 96.6±2.7 90.3±2.6 75.0±2.6 87.7±3.8 97.5±0.9 99.9±0.3 89.2±1.5 95.0±7.2 84.6±5.1 66.3±3.0 71.1±3.7
pima 69.5±1.7 68.4±2.2 72.5±2.7 73.0±1.8 71.1±2.8 71.1±2.6 72.1±2.4 72.3±1.5 74.6±2.0 73.4±1.3 73.6±2.0 69.2±1.5
planning 55.1±7.4 60.8±5.5 54.7±0.9 65.2±5.5 64.3±2.9 61.9±5.0 60.1±5.5 63.9±3.4 67.5±6.5 62.8±4.1 48.8±4.8 71.3±0.7
voting 95.8±1.3 95.5±1.0 95.4±0.9 95.2±1.9 95.3±1.1 95.0±1.3 93.1±1.9 96.3±1.2 93.2±3.9 96.4±1.4 94.3±2.0 94.8±1.6
WDBC 96.6±1.3 96.4±0.9 97.4±1.0 96.7±0.8 97.3±1.9 97.0±0.9 96.7±0.5 96.9±1.7 96.6±1.0 96.6±0.9 94.8±1.2 96.2±1.1
average 76.7 76.9 77.3 77.9 77.9 78.4 78.6 79.2 80.8 78.4 75.1 78.9
# of best 0 0 1 0 0 0 1 0 5 1 1 5
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