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Abstract
In this paper, we sketch out an altemative proof of the convergence of the conical al-
gorithm with $\omega$-subdivision for concave minimization. We show that the algorithm can
converge under a more general subdivision rule including $\omega$-bisection, and propose $\omega-$
bisection as a third pure subdivision rule alongside bisection and $\omega$-subdivision.
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1 Introduction
The concave minimization is a typical multiextremal optimization problem, and known to
be $NP$-hard from the viewpoint of computational complexity [8]. To find a globally opti-
mal solution, Tuy made use of valid cuts and proposed in 1964 a first systematic solution
method, the conical algorithm, which tumed out later to have no guarantee of convergence.
Bali [1] and Zwart [12] modified the algorithm independently and introduced the same de-
vice, i.e., $\omega$-subdivision, in the early $1970s$ . Since then, the question whether the algorithm
always converges under the $\omega$-subdivision mle had been open for nearly three decades, until
Jaumard-Meyer [4, 5] and Locatelli [6] proved it affirmatively. However, almost ten years ear-
lier than those, Tuy showed in [10] that the algorithm converges if sequences of nested cones
generated in the algorithm satisfy a certain nonsingularity condition. Unfortunately, it is still
an open question, and neither Jaumard-Meyer nor Locatteli used this condition in their proofs
of convergence.
In this paper, using another condition similar to Tuy’s nonsingularity, we sketch out an
altemative proof of convergence for the conical algorithm with to$-$ subdivision. We also show
that the algorithm can converge under an even more general subdivision rule including $\omega-$
subdivision, and propose $\omega$ -bisection as a third pure subdivision rule alongside bisection and
$\omega$-subdivision.
*This author was partially supported by a Grant-in-Aid for Challenging Exploratory Research (22651057)
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2 $D$.c. feasibmty and the conical algorithm
Let $f:S(\subset \mathbb{R}^{n})arrow \mathbb{R}$ be a concave function and denote its upper level set for a real number $\alpha$
by
$C(\alpha)=\{x\in S|f(x)\geq\alpha\}.$
Also let $D\subset \mathbb{R}^{n}$ be a polyhedron defined as
$D=\{x\in \mathbb{R}^{n}| Ax\leq b\},$
where $A\in \mathbb{R}^{m\cross n}$ and $b\in \mathbb{R}^{m}(n<m)$ . We assume that $D$ has nonempty interior and is included
in the interior of $S$ , and hence $f$ is continuous on $D$. Both $C(\alpha)$ and $D$ are convex sets, but
their difference $D\backslash C(\alpha)$ is not convex in general. The problem we consider is to search for a
point in this $d.c$. set (difference of two convex sets) within a prescribed tolerance $\epsilon\geq 0$ , i.e.,
($DC$): find a point $x\in D\backslash C(\alpha)$ if there is one, or else prove that $D\subset C(\alpha-\epsilon)$ ,
which is called the $d.c$. feasibility problem. For the sake of simplicity, we assume that both
$C(\alpha)$ and $D$ are bounded sets. As a consequence, $C(\gamma)$ is also bounded for any number $\gamma$ other
than $\alpha$ , since all nonempty level sets of a concave function have the same recession cone (see
e.g. Theorem 8.7 in [7] $)$ .
Associated with ($DC$) is the concave minimization problem
minimize $f(x)$
(1)subject to $x\in D.$
It is known, e.g., [10, 11], that a globally $\epsilon$-optimal solution $x^{*}$ of (1) can be computed ac-
cording to the following two-phase scheme:
Let $z^{1}\in D$ be an initial feasible solution of (1). Also let $tarrow 1.$
Phase 1 (local phase). Starting from $z^{t}$ , search the vertices of $D$ for alocal mini-
mizer of $f$ . Then a vertex $x^{t}$ is obtained such that $f(x^{t})\leq f(z^{t})$ and $f(x^{t})\leq$
$f(x)$ for every vertex $x$ adjacent to $x^{t}.$
Phase 2 (global phase). Solve ($DC$) for $\alpha=f(x^{t})$ . If $D\subset C(\alpha-\epsilon)$ , then $x^{*}arrow$
$x^{t}$ and terminate: $x^{*}$ is a globally $\epsilon$-optimal solution of (1). Otherwise, a
feasible solution $z\in D$ is obtained such that $f(z)<f(x^{t})$ . Let $z^{t+1}arrow z,$
$tarrow t+1$ , and go to Phase 1.
Altemating between these two phases generates a sequence of vertices $\{x^{t}|t=1,2, \ldots\}$ of $D$
such that $f(x^{t+1})<f(x^{t})$ . Since the number of vertices of a polyhedron is finite, it terminates
after finitely many repetitions if ($DC$) can be solved in finite time. Our goal is therefore to
solve ($DC$) in finite time, using the conical algorithm.
OUTLINE OF THE CONICAL ALGORITHM
Let $\gamma=\alpha-\epsilon$ , and $v$ be a vertex of $D$ such that $f(v)>\gamma$. In the above two-phase scheme, such
a vertex can be easily found in the process of searching for $x^{t}$ because $x^{t}$ is a local minimizer
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and $f(x^{t})>\gamma$ when $\epsilon>0$ . By perturbing $b$ slightly if necessary, we may assume that $v$ is a
nondegenerate vertex of $D$ . The system defining $D$ is then partitioned into
Bv $=b_{B}$ , Nv $<b_{N},$
where $B\in \mathbb{R}^{n\cross n},$ $N\in \mathbb{R}^{(m-n)\cross n}$ are submatrices of $A$ , and $b_{B}\in \mathbb{R}^{n},$ $b_{N}\in \mathbb{R}^{(m-n)}$ are the
corresponding portions of $b$ . Let
$\Lambda=\{x\in \mathbb{R}^{n}| Bx\leq b_{B}\}, M=\{x\in \mathbb{R}^{n}| Nx\leq b_{N}\}.$
Then we have
$D=M\cap A.$
Since the vertex $v$ is nondegenerate, it is an interior point of $M$. It should also be noted that
$\Lambda$ is a polyhedral cone with vertex $v$ and has exactly $n$ edges. Let $d_{1},$ $\ldots,d_{n}$ be directions of
the edges of $\Lambda$ . These vectors are obtained immediately from a general solution of the linear
system Ax $+w=b$, where $w\in \mathbb{R}^{m}$ is the vector of slack variables.
To simplify the explanation, let us translate the origin $0$ to $v$ , and again denote by Nx $\leq b_{N}$
the resulting system that defines $M$. We may assume in the sequel that $b_{N}>0$ because $0$ has





$\Lambda=con(Q)\equiv\{x\in \mathbb{R}^{n}|x=\sum_{j=1}^{n}\lambda_{j}q_{j}, \lambda\geq 0\},$
where
$Q=[q_{1}, \ldots,q_{n}]\in \mathbb{R}^{n\cross n}.$
Note that $q_{j}$ ’s are linearly independent and $Q$ is invertible. Therefore, $q_{j}$ ’s determine a unique
hyperplane, which is the boundary of
$G=\{x\in \mathbb{R}^{n}|eQ^{-1}x\leq 1\},$
where $e\in \mathbb{R}^{n}$ is the all-ones row vector. Obviously, $G\cap A$ is a simplex with $n+1$ vertices $q_{j}$ ’s
and $0$ , all belonging to $C(\gamma)$ . From the convexity of $C(\gamma)$ we see that
$G\cap\Lambda\subset C(\gamma)$ .
Accordingly, if $M\cap\Lambda$ is a subset of $G$ , we can conclude that ($DC$) is solved because
$D=M\cap\Lambda\subset G\cap\Lambda\subset C(\gamma)=C(\alpha-\epsilon)$ .
The process of checking whether $M\cap\Lambda\subset G$ or not is usually called bounding. We also refer
to $G$ as the $\gamma$-valid cutl for the $co$ne $\Lambda.$
lIn some literature, the term“$\gamma$-valid cut” refers to the closure of the complement of $G.$
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If $M\cap\Lambda$ is not a subset of $G$, then either a point $x\in D\backslash C(\alpha)$ is found or $\Lambda$ needs to
be divided into subcones for further examinations. In the latter case, an appropriate direction
$u$ is first selected from $A\backslash \{O\}$ . There exists a vector $\lambda’\geq 0$ such that $u=\sum_{j=1}^{n}\lambda_{j}’q$ . Let
$J=\{j|\lambda_{j}’>0\}$ . Then $A$ is subdivided along $u$ into $|J|$ subcones:
$\Lambda^{j}=con(Q^{j}) , j\in J,$
where $Q^{j}$ is referred to as a child of $Q$ and defined as
$Q^{j}=[q_{1},$
$\ldots,q_{j-1}$ , ext(u), $q_{j+1},$ $\ldots,q_{n}].$
It is easy to see that
int $(\Lambda^{i})\cap int(\Lambda^{j})=\emptyset$ if $i\neq j$ ;
$A= \bigcup_{j\in J}\Lambda^{j}.$
In other words, the cones $\Lambda^{j\prime}s$ constitute a partition of $\Lambda$ . This process of dividing $\Lambda$ is called
branching. After branching, the bounding process is again applied to each subcone $\Lambda^{j}.$
3 Pseudo-nonsingularity and Convergence of the algorithm
Suppose the conical algorithm is infinite and generates a sequence of nested cones:
$\Lambda=\Lambda_{1}\supset\cdots\supset\Lambda_{k}\supset\Lambda_{k+1}\supset\cdots$ , (2)
where $\Lambda_{k+1}$ is a cone obtained by subdividing $\Lambda_{k}$ along a direction $u^{k}$ . For each $k$ , the cone
$\Lambda_{k}$ is spanned by an invertible matrix $Q_{k}$ , i.e.,
$\Lambda_{k}=con(Q_{k})\equiv\{x\in \mathbb{R}^{n}|x=\sum_{j=1}^{n}\lambda_{j}q_{j}^{k}, \lambda\geq 0\},$
where $q_{j}^{k}$ is the jth column of $Q_{k}$ and lies on the boundary of $C(\gamma)$ . Let us denote the $\gamma$-valid
cut for $\Lambda_{k}$ by
$G_{k}=\{x\in \mathbb{R}^{n}|eQ_{k}^{-1}x\leq 1\}.$
As seen in the previous section, we have $M\cap\Lambda_{k}\subset C(\gamma)$ if $M\cap\Lambda_{k}\subset G_{k}$ . This can be checked
by solving an auxiliary problem
$|$ maximizesubjecttox$\in M\cap A_{k}eQ_{k}^{-1}x$ . (3)
Let $w^{k}$ be an optimal solution of (3) and $\zeta^{k}$ the optimal value, i.e., $\zeta^{k}=eQ_{k}^{-1}\omega^{k}$ . If $f(\omega^{k})<$
$\alpha$ , then $a)^{k}$ is obviously a solution to ($DC$ ), and the conical algorithm terminates. Since the
sequence (2) is infinite, that is not the case and we assume that
$f(\omega^{k})\geq\alpha\geq\gamma, k=1,2, \ldots$ . (4)
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Similarly, if $\zeta^{k}\leq 1$ , then $M\cap\Lambda_{k}\subset G_{k}$ , and we can conclude that $\Lambda_{k}$ contains no solution to
($DC$). In that case, $\Lambda_{k}$ is discarded from further consideration. However, we assume here that
$\zeta^{k}>1, k=1,2, \ldots$ . (5)
The conical algorithm is known to be convergent if the direction $u^{k}$ of subdividing $A_{k}$ coin-
cides with $\omega^{k}$ for every $k$ . This subdivision rule is called $\omega$-subdivision, and the convergence
result was established independently by Jaumard-Meyar in 98 $[$? $]$ and by Locatelli in 99 [6].
Almost ten years earlier than those, Tuy showed that the algorithm with $\omega$-subdivision con-
verges if the sequence (2) is $nonsingulat^{2}[10]$ (see also [3]), i.e., there exists a subsequence
$\{k_{r}|r=1,2, \ldots\}$ and a constant $L$ such that
$\Vert eQ_{k_{r}}^{-1}\Vert\leq L, r=1,2, \ldots$ . (6)
Unfortunately, it remains an open question whether (6) holds or not. In the rest of this section,
we introduce another problem equivalent to (3) and show that the coefficients of its objective
function satisfies a condition similar to (6). For this reason, we say that the sequence (2) is
pseudo-nonsingular, from which we will derive the convergence result under a more general
condition than $\omega$-subdivision.
LINEAR PROGRAM EQUIVALENT TO (3)
The auxiliary problem (3) is a linear program of the form
$(P_{k})|$ maximizesubjecttoNx$\leq b_{N}eQ_{k}^{-1_{X}},$ $Q_{k}^{-1}x\geq 0.$
Since the inversion of $Q_{k}$ is not always numerically so stable, $(P_{k})$ is usually solved in the
following form
maximize $e\lambda$
subject to $NQ_{k}\lambda\leq b_{N},$ $\lambda\geq 0.$ (7)
Even if $Q_{k}$ fails to be invertible, (7) can be defined and has an optimal solution $\lambda^{k}$ The
optimal solution of $(P_{k})$ is then given by $\omega^{k}=Q_{k}\lambda^{k}$ . The dual problem of (7) is as follows
minimize $\mu b_{N}$
(8)subject to $\mu NQ_{k}\geq e,$ $\mu\geq 0.$
This problem also has an optimal solution $\mu^{k}$ , and by the assumption (5) we have
$e\lambda^{k}=\mu^{k}b_{N}=\zeta^{k}>1.$
For the dual solution $\mu^{k}$ , let us define another linear program
$(P_{k}’)|maximizesubjecttoNx\leq b_{N}\mu^{k}Nx, Q_{k}^{-1}x\geq 0,$
2Tuy used the term “nondegenerate”, following [2], instead of $nonsingul\pi$”. However, since it is easily
confused with nondegeneracy of polyhedra, we use‘nonsingular” in view of its relation to the invertibility of $Q_{k}.$
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which is equivalent to $(P_{k})$ in the following sense.
Lemma 3.1. An optimal solution of $(P_{k}’)$ is $\omega^{k}=Q_{k}\lambda^{k}$, and the optimal value is equal to $\zeta^{k}.$
Conversely, if $x’$ is an optimal solution of $(P_{k}’)$, then $x’$ is an optimal solution of $(P_{k})$ .
Let us investigate the relationship between $(P_{k})$ and $(P_{k}’)$ in more detail. Let
$\Lambda_{k}^{+}=\{x\in \mathbb{R}^{n}|x=\sum_{j\in J_{k}}q_{j}^{k}\lambda_{j},\lambda\geq 0\}, J_{k}=\{j|\lambda f>0\}.$
Apparently, $\Lambda_{k}^{+}$ is the minimal face of $\Lambda_{k}$ containing the optimal solution $W^{k}$ of $(P_{k})$ and $(P_{k}’)$ .
Lemma 3.2. It holds that
$\mu^{k}Nx\geq eQ_{k}^{-1_{X}}, \forall x\in\Lambda_{k}$ . (9)
In particular,
$\mu^{k}Nx=eQ_{k}^{-1}x$ if $x\in\Lambda_{k}^{+}$ . (10)
Let
$H_{k}=\{x\in \mathbb{R}^{n}|\mu^{k}Nx\leq 1\}.$
Immediately from Lemma 3.2, we see the relationship between this halfspace $H_{k}$ and the $\gamma-$
valid cut $G_{k}$ :
$G_{k}\cap\Lambda_{k}^{+}=H_{k}\cap A_{k}^{+}\subset H_{k}\cap\Lambda_{k}\subsetG_{k}\cap\Lambda_{k}\subset C(\gamma)$. (11)
PSEUDO-NONSINGULARITY OF (2)
Let us give here the formal definition of pseudo-nonsingularity.
Definition 3.1. The sequence of nested cones $\{\Lambda_{k}|k=1,2, \ldots\}$ is said to be pseudo-nonsingular
if there exists a constant $L$ such that
$\Vert\mu^{k}N\Vert\leq L, k=1,2, \ldots$ . (12)
The conical algorithm is also said to be pseudo-nonsingular if every sequence of nested cones
that it generates is pseudo-nonsingular.
Note that this definition requires the norm in (12) to be bounded from above for every $k$ , unlike
the original nonsingularity (6).
To show the pseudo-nonsingularity of the sequence (2), we only have to show the existence
of a constant $L$ satisfying (12). For this purpose, we need to introduce a further lemma.
Lemma 3.3. The optimal $\nu alue\zeta^{k}$ of $(P_{k})$ and $(P_{k}’)$ is nonincreasing in $k$, i. e.,
$\zeta^{k}\geq\zeta^{k+1}>1, k=1,2, \ldots.$
Theorem 3.4. The sequence ofnested cones (2) is pseudo-nonsingular.
Since (2) is an arbitrary sequence of nested cones, the conical algorithm is also pseudo-
nonsingular. In the next section, we will use the pseudo-nonsingularity and prove the con-
vergence of the conical algorithm under a certain class of subdivision mles, including $\omega-$
subdivision.
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CONVERGENCE OF THE ALGORITHM WITH $\omega$-SUBDIVISION
Let $y^{k}$ denote the intersection of the ray from $0$ through $u^{k}$ with the boundary of $G_{k}$ . One of
the main results in this paper is the following, which guarantees that $G_{k}$ approximates $C(\gamma)$
asymptotically on $\Lambda_{k}.$
Theorem 3.5. Let $\{A_{k}|k=1,2, \ldots\}$ be a sequence ofnested cones such $that\Lambda_{k+1}$ is obtained
by subdividing $\Lambda_{k}$ along $u^{k}\in\Lambda_{k}^{+}$ . Then,
$\lim_{karrow+}\inf_{\infty}\Vert$ ext $(u^{k})-y^{k}\Vert=0$ . (13)
To prove Theorem 3.5 rigorously, we need two more lemmas, but omit them because of
space limitations. The convergence result with the usual $\omega$-subdivision can be thought of as a
corollary of Theorem 3.5.
Corollary 3.6. Let $\{\Lambda_{k}|k=1,2, \ldots\}$ be a sequence ofnested cones such $thatA_{k+1}$ is obtained
by subdividing $\Lambda_{k}$ along $u^{k}=a^{k}$ . Then $\{y^{k}|k=1,2, \ldots\}$ has an accumulation point $y^{0}\in D$
such that $f(y^{0})=\gamma$
Unfortunately, Theorem 3.5 does not, by itself, ensure the convergence of the algorithm
to a solution of the d.c. feasibility problem ($DC$). It merely implies the existence of a sub-
sequence $\{k_{r}|r=1,2, \ldots\}$ such that the $\gamma$-extension of $u^{k_{r}}$ approaches the $\gamma$-valid cut $G_{k_{r}}$
asymptotically. To achieve the convergence to a solution of ($DC$), we need to further restrict
the selection of the subdivision direction $u^{k}$ for each $k$ . One way is obviously $\omega$-subdivision.
In the next section, we will develop an altemative to $\omega$-subdivision, named $\omega$-bisection, which
bisects $\Lambda_{k}$ by splitting a two-dimensional face of $\Lambda_{k}^{+}$ into two pieces.
4 Conical algorithm based on $\omega$-bisection
To develop the $\omega$-bisection, we assume in the rest of the paper that $f$ is strictly concave, i.e.,
if $x,y\in S$ and $x\neq y$ , then we have
$f[(1-\lambda)x+\lambda y]>(1-\lambda)f(x)+\lambda f(y) , \forall\lambda\in(0,1)$ . (14)
Under this assumption, we can observe the following. As before, $y^{k}$ denotes the intersection
of the ray in direction $u^{k}$ with the boundary of $G_{k}.$
Lemma 4.1. Let $\{\Lambda_{k}|k=1,2, \ldots\}$ be a sequence ofnested cones such that $\Lambda_{k+1}$ is obtained
by subdividing $\Lambda_{k}$ along $u^{k}$ lying on a two-dimensional face of $\Lambda_{k}^{+}$ . Then $\{q_{j}^{k}|k=1,2, \ldots\}$
has an accumulation point $q_{j}^{0}\in\partial C(\gamma)$ for each $j=1,$ $\ldots,n$. Among the $q_{j}^{0}$ , there exists an
accumulation point $y^{0}$ of $\{y^{k}|k=1,2, \ldots\}.$
$\omega$-BISECTION RULE
On the basis of the above observation, let us now attempt to develop a systematic procedure
for $\omega$-bisection.
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For each pair $\{i,j\}\subset J_{k}$ , let
$y_{ij}^{k}=(\lambda_{i}^{k}q_{i}^{k}+\lambda fq_{j}^{k})/(\lambda_{i}^{k}+\lambda f)$ . (15)
This point $y_{ij}^{k}$ is the intersection of the segment $[q_{i}^{k},q_{j}^{k}]$ with the hyperplane spanned by $n-1$
vectors $q_{1}^{k},$ $\ldots,q_{i-1}^{k},q_{i+1}^{k},$ $\ldots,q_{j-1}^{k},q_{j+1}^{k},$ $\ldots,q_{n}^{k}$ and $w^{k}$ . The segment $[q_{i}^{k},q_{j}^{k}]$ is split into two
pieces $[q_{i}^{k},y_{ij}^{k}]$ and $[y_{ij}^{k},q_{j}^{k}]$ , the shorter of which has a length of
$\delta_{ij}^{k}=\Vert q_{i}^{k}-q_{j}^{k}\Vert\min\{\lambda f,\lambda f\}/(\lambda_{i}^{k}+\lambda f)$. (16)
Among the $y_{ij}^{k}$ , we select as $u^{k}$ the one with the largest $\delta_{ij}^{k}$ , i.e., $y_{st}^{k}$ with
$\{s,t\}\in$ argmax $\{\delta_{ij}^{k}|\{i,j\}\subset J_{k}\}$ , (17)
and subdivide the cone $A_{k}$ along the direction $u^{k}=y_{st}^{k}$ into two subcones:
$\Lambda i=con(Q_{k}^{j}) , j=s,t$ , (18)
where
$Q_{k}^{j}=[q_{1}^{k}, \ldots,q_{j-1}^{k},ext(y_{st}^{k}),q_{j+1}^{k}, \ldots,q_{n}^{k}]$ . (19)
Either $\Lambda_{k}^{s}$ or $\Lambda_{k}^{t}$ is adopted as $\Lambda_{k+1}$ in the sequence of nested cones $\{A_{k}|k=1,2, \ldots\}.$
Suppose that $\{A_{k}|k=1,2, \ldots\}$ is generated according to the rule given by (15)$-(19)$ .
Then we have the following results.
Lemma 4.2. There exists an index set $J_{0}\subset\{1, \ldots,n\}$ such that $J_{k}=J_{0}$ for infinitely many $k.$
Moreover,
(i) for each pair $\{i,j\}\subset J_{0}$ , the sequence $\{y_{ij}^{k}|k=1,2, \ldots\}$ has an accumulation point
$y_{ij}^{0}\in\{q_{i}^{0},q_{j}^{0}\}$, and
(ii) for each $j\in J_{0}$ , the sequence $\{\lambda f|k=1,2, \ldots\}$ has an accumulation point $\lambda_{j}^{0}\geq 0$ such
that $\sum_{j\in J_{0}}\lambda_{j}^{0}\geq 1.$
In particular, if $\lambda_{i}^{0},\lambda_{j}^{0}>0$for $\{i,j\}\subset J_{0}$, then it holds that $y_{ij}^{0}=q_{i}^{0}=q_{j}^{0}.$
Lemma 4.3. Let $\eta^{k}$ denote the intersection of the ray from $0$ through $\omega^{k}$ with $\partial G_{k}$ . Then
$\{\eta^{k}|k=1,2, \ldots\}$ has an accumulation point $\eta^{0}\in D$ such that $f(\eta^{0})=\gamma$
ALGORITHM DESCRIPTION
Before closing this section, let us summarize the conical algorithm for solving ($DC$) with
$\omega$-bisection.
algorithm $conic_{-}\omega$ -bisect $(D, f, \alpha,\epsilon)$
$\gammaarrow\alpha-\epsilon$ ;
determine a cone $\Lambda$ with vertex $v=0$ and a polyhedron $M$ such that $D=M\cap\Lambda,$ $f(v)>\gamma,$
and $v$ is an interior point of $M$;
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let A be spanned by $n$ vectors $q_{1},$ $\ldots,q_{n}$ with $f(q_{j})=\gamma$, and $Qarrow[q_{1}, \ldots,q_{n}]$ ;
$\mathscr{P}arrow\emptyset;\mathscr{T}arrow\{Q\};stoparrow false;karrow 1$ ;
while $stop=$ false do
for each $Q\in \mathscr{T}$ do












choose $Q$ with the largest $\zeta(Q)$ from $\mathscr{P}$ , and let $Q_{k}arrow Q$ ;
$\lambda^{k}arrow\lambda(Q_{k});\omega^{k}arrow Q_{k}\lambda^{k}$ ;
generate the children $Q_{k}^{s}$ and $Q_{k}^{t}$ of $Q_{k}$ from $\lambda^{k}$ according to (15)$-(19)$ ;




print $z$ is a point in $D\backslash C(\alpha).$”;
else
print $D$ is a subset of $C(\gamma).$”;
end if
end.
Theorem 4.4. Suppose $\epsilon=0$. If the algorithm $conic_{-}\omega_{-}$bisect terminates, then it either gen-
emtes a point $z\in D\backslash C(\alpha)$ or proves that $D\subset C(\alpha)$ . Ifnot, the sequence $\{\omega^{k}|k=1,2, \ldots\}$
has an accumulation point $\omega^{0}\in D$ such that $f(\omega^{0})=\alpha.$
Corollary 4.5. If $\epsilon>0$, the algorithm $conic_{-}\omega_{-}$bisect terminates in a finite number of item-
tions, and either generates a point $z\in D\backslash C(\alpha)$ or proves that $D\subset C(\alpha-\epsilon)$ .
In the forthcoming paper, we will report the numerical result of comparison between this
algorithm and the usual one with $\omega$-subdivision, along with the detailed proofs for all propo-
sitions in this paper.
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