In this paper we describe a quantitative evaluation of the performance of three dual-energy noise reduction algorithms: Kalender's correlated noise reduction ͑KCNR͒, noise clipping ͑NOC͒, and edge-predictive adaptive smoothing ͑EPAS͒. These algorithms were compared to a simple smoothing filter approach, using the variance and noise power spectrum measurements of the residual noise in dual-energy images acquired with an a-Si TFT flat-panel x-ray detector. An estimate of the true noise was made through a new method with subpixel accuracy by subtracting an individual image from an ensemble average image. The results indicate that in the lung regions of the tissue image, all three algorithms reduced the noise by similar percentages at high spatial frequencies (KCNRϭ88%,NOCϭ88%,EPASϭ84%,NOC/KCNRϭ88%) and somewhat less at low spatial frequencies (KCNRϭ45%,NOCϭ54%,EPASϭ52%,NOC/KCNRϭ55%). At low frequencies, the presence of edge artifacts from KCNR made the performance worse, thus NOC or NOC combined with KCNR performed best. At high frequencies, KCNR performed best in the bone image, yet NOC performed best in the tissue image. Noise reduction strategies in dual-energy imaging can be effective and should focus on blending various algorithms depending on anatomical locations.
I. INTRODUCTION
The recent introduction of flat-panel detectors has renewed interest in advanced applications such as dual-energy imaging. The clinical advantages of dual-energy imaging are the ability to remove structured anatomical noise and improve calcium discrimination. [1] [2] [3] [4] [5] [6] [7] [8] [9] Until recently, the majority of research in dual energy has used computed radiography ͑CR͒ systems, 4,5,8 -12 although since the introduction of dual energy in the 1950s 13 many detectors have been investigated for this application, including computed tomography ͑CT͒ 14, 15 and image intensifiers ͑II͒. 16, 17 The image quality, as measured by the detective quantum efficiency ͑DQE͒, is higher in flat-panel detectors than in computed radiography, and thus flat-panel detectors offer the potential for improved image quality in the tissue and bone images generated by the dual-energy technique. 18, 19 Furthermore, with the higher DQE of flat-panel devices, dose savings in conventional radiographic procedures could be applied to dual-energy imaging, resulting in added diagnostic information without an increase in overall patient exposure.
The improved tissue discrimination possible with dualenergy imaging comes at the cost of increased noise. To combat the concomitant increased stochastic noise and regain the benefits of reducing anatomical noise, noise reduction strategies are often employed in dual-energy imaging. 7, 8, 11, [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] In this paper, we evaluate the performance of several noise reduction techniques by an experimental method that allows an accurate estimation of the original niose, or ''true noise,'' as well as the estimated and residual noise after noise reduction processing. This experimental methodology allows quantitative optimization of parameters pertinent to each algorithm. After optimization, the performance of each algorithm is compared using quantitative regional measures of pixel variance and noise power spectrum.
II. MATERIALS AND METHODS

A. Dual-energy system
The flat-panel detector used in this study was a prototype a-Si TFT detector with a Csl:Tl scintillator from GE Medical Systems ͑Waukesha, WI͒. The detector has been thoroughly described and characterized elsewhere. 18 Images of an anthropomorphic phantom were acquired without additional filtration in the beam. The tube kilovoltages for the low-and high-energy images were 60 kV p and 120 kV p , respectively. A 13:1 antiscatter grid was also used.
We performed weighted log-subtraction dual-energy reconstruction to generate a tissue-canceled bone image, B, and a tissue-replacing-bone tissue image, T:
where I L and I H are the pixel intensities in the low-and high-energy images, respectively, and w B and w T are weight-ing coefficients to produce the bone and tissue images. The weighting coefficients were manually selected to best eliminate the ribs in the lung area by the choice of w T , and to best eliminate the pulmonary vasculature in the lung area by the choice of w B . Log-subtraction weighting coefficients of w B ϭ0.72 and w T ϭ0.44 were chosen to meet these criteria, and were held fixed throughout the experiments described.
B. Averaging technique
An estimate of the true anatomical structure was calculated as the ensemble average of 66 images at both 60 and 120 kV p . The exposure technique was 2.0 and 10 mAs for the high-and low-energy images, respectively. This technique provided a high-energy exposure comparable to a PA chest exam, and a low-energy exposure about one-half that of the PA exam, resulting in a 50% dose increase. The position of the tube, phantom, and detector was held stationary throughout. Raw data were scaled by a multiplicative factor to account for small exposure variations between images. Exposure variations on the order of 0.5%-1.5% were measured by fitting a least-squares zero-intercept linear regression through all pixels in two images. An image ''with noise'' was taken as a single image; the difference between the single image and the average of 66 images, or ''without noise'' image, gave an estimate of the ''true noise.'' Due to submillimeter vibrations in the prototype system overhead tube support, subpixel misregistration between subsequent images was noticed when using flat-panel subtraction methods. To measure this subpixel misregistration, a small lead sphere was placed on the posterior side of the phantom. The position of the lead sphere was measured by calculating the center of mass of a thresholded, high-pass filtered image. The x and y coordinates of the high-energy image lead sphere positions are plotted in Fig. 1 . The range of motion was less than one pixel in either direction with a standard deviation of 0.17 pixels. To correct for the possible impact of this small misregistration on measurements of image noise, a single image was chosen for analysis such that the lead sphere position was closest radially to the average lead sphere position of the 66 images. Upon image subtraction, the noise estimate showed no visible signs of misregistration using this image. Thus, this image was chosen as the individual image ''with noise'' to use for all subsequent analyses. However, ensuring that the single image is registered with the average image does not guarantee that the average image is free from misregistration between its constituent images. Consequently, the spatial frequency content of the estimated ''true structure'' in the average image may differ from the ''true structure'' in the single image. Again, because the subtraction image noise showed no visible signs of anatomical edges or structures, we inferred that the relative contribution of this misregistration was small compared to the statistical noise itself.
Even after carefully considering subpixel misregistration and subtle exposure variations, the average of Nϭ66 images leaves about 1/ͱNϭ12% residual noise. This residual noise is included in the ''true structure'' but in reality belongs in the ''true noise.'' The results presented here should therefore be considered as the ability of noise reduction algorithms to perform on the majority ͑88%͒ of the noise in the image.
C. Noise reduction algorithms
The most fundamental noise reduction strategy, both computationally and theoretically, is the application of a simple smoothing filter ͑SSF͒. In the early days of dual-energy CT, Rutherford first suggested using a 5ϫ5 boxcar low-pass filter to smooth the noisy reconstructed images. 15, 30 Johns extended the idea to smooth only the high-energy image to avoid blurring calcified structures. 20 Driven by the use of dual energy in computed radiography, noise reduction strategies in the late 1980s and 1990s focused on more sophisticated algorithms ͑Table I͒. Kalender developed an algorithm called correlated noise reduction ͑KCNR͒ that used knowledge about the anticorrelation in noise between the bone and tissue images. 24 Kalender 24 and Ergun 26 proposed methods to improve the performance of KCNR at sharp tissue edges. McCollough 25 showed that the algorithm of Kalender 24 was analytically related to measurement-dependent filtering methods of Macovski. [21] [22] [23] Kido also proposed an iterative noise reduction method to improve the noise magnitude, edges, and sharpness.
7,9,31 Several other methods were also introduced, focusing on improving the sharpness and noise texture, including noise forcing ͑NOF͒ and noise clipping ͑NOC͒ developed in our laboratory. 27, 29 Three model-based algorithms are described below and were compared for noise reduction efficacy to a simple smoothing filter ͑SSF͒ consisting of a rotationally symmetric Gaussian filter to smooth the high-energy image. The Gaussian function was implemented in Matlab ͑Mathworks, Natick, MA͒ with a ROI size of 19 pixels and a FWHM of 4.71 pixels. This filter produces a moderate level of noise reduction while introducing minimal edge artifacts. It served as a simple, though not very sophisticated, baseline against which to compare the three more elaborate noise reduction strategies.
Kalender's correlated noise reduction (KCNR)
A regionally optimized nonadaptive form of correlated noise reduction, as described by Kalendar, 24 McCullough, 25 and Ergun. 26, 29 was implemented. Kalendar demonstrated that noise in the reconstructed bone and tissue images was anticorrelated. 24 They showed how an estimate of the noise in either the bone or tissue image could be used as an estimate of the noise in the complementary image. Using this technique requires knowledge of how the noise is correlated. McCollough 25 and Ergun 26 independently derived that the noise correlation varies regionally based on the relative noise in the high-and low-energy images. Neither Kalendar nor Ergun implemented a regionally optimized algorithm that exploited this varying amount of correlation.
We derived the KCNR-processed bone and tissue images, B KCNR and T
KCNR
, by adding a weighted version of the anticorrelated noise to the original bone and tissue images, B and T:
where P B and P T are weighting coefficients for optimal noise cancellation. The estimated noise was simply a highpass filtered version of the complementary tissue. The same Gaussian filter mentioned in the previous section was used to implement the high-pass filter for KCNR; the ROI size of 19 pixels and a FWHM of 4.71 pixels were held constant throughout the image. The weighting coefficient used to subtract the estimated noise is discussed below.
The averaging technique we describe in this paper allows an estimate of the true noise in the bone and tissue images. This information allows the KCNR weighting coefficient to be calculated regionally. We chose to optimize the algorithm by minimizing the ''true'' residual noise variance. Figure 2 shows the optimum weighting parameters for regions of interest in the lung and abdomen areas, as determined by an initial evaluation of the data. The optimal value of the weighting coefficient, P, was about 2.0 for the abdomen in both the bone and tissue images, and between 3-4 for the lung. Figure 2 also corresponds with Fig. 1 of McCollough, where the optimum weighting value, related to the inverse of the value we derived, was theoretically calculated to be 0.39 for use with an image-intensifier-based dual-energy system. 25 Images from the KCNR technique contain artifacts arising from the complementary tissue edge structures. The simple high-pass filtering techniques used to estimate the noise in one image fail to distinguish between random noise and anatomical edges. For example, the noise reduced bone image will contain tissue edges arising from the high-pass filtered version of the tissue image. Kalendar proposed three methods to adapt the KCNR algorithm to minimize these edge artifacts. 24 Ergun extended the adaptive concept by varying the filter kernel size at suspected edges. 26 The edge-adaptive KCNR strategies will only slightly modify the level of aggressiveness of KCNR, while additionally mitigating the edge artifacts. We did not investigate these adaptive strategies.
Noise clipping (NOC)
While Kalendar's noise reduction method utilizes known mathematical correlations, the noise clipping technique developed at Duke University utilizes known physical relationships between attenuation coefficients in the logarithmically processed high-͑H͒ and low-energy ͑L͒ images. 27 The anatomical structures present in the L image have greater contrast than the structures in the H image due to greater photoelectric absorption at lower energies. The local contrast of structures was measured by subtracting each pixel value from its local background. The contrast of the H and L values at each ͑x,y͒ location pixel was compared, and H pixel values were modified if the contrast exceeded that of the L image ͑Fig. 3͒. This algorithm has the advantage of operating on a pixel-by-pixel basis and avoiding the incorporation of neighboring pixels into a blurring process such as with the KCNR technique, thus improving the residual noise texture. The NOC implementation used in this paper was nearly identical to that used by Hinshaw. 27 A median filter kernel, used to estimate the background signal for computation of pixel-to-pixel contrast, was varied in size over a range of 9-71 pixels. We found visually that large kernels produced greater artifacts at bone edges, while smaller kernels were less effective in estimating low-frequency noise. Based on this visual assessment, a medium-size kernel of 17 ϫ17 pixels was chosen for this study. Several methods for modifying the H image pixels were evaluated. Hinshaw reported clipping the H pixels down to a level that would match the contrast of the L image. 27 By relating the NOC estimated noise to the true noise, we found that a better method is to clip the H pixels to the expected contrast ratio between the H and L image as actually measured in a given image pair. From theoretical considerations, the contrast ratio should not exceed the log-subtraction weighting value if a pixel contained only tissue (w B ϭ0.72) and should not be less than the log-subtraction weighting value if a pixel contained only bone in a neighborhood of an equal amount of tissue (w T ϭ0.44). Therefore, the most aggressive constraint was for H pixels to be either clipped down to a value making a contrast ratio with the L image of 0.72 or up to make a contrast ratio of 0.44 ͑Fig. 3͒. All pixels having a contrast ratio between 0.44 and 0.72 were left unchanged. For the sake of comparison, this lower contrast ratio was varied from a value of 0.44 to lower values and eventually to zero with a reduction in noise suppression but with also fewer artifacts as the value was reduced. A value of zero is what Hinshaw reported and leads to the least aggressive noise reduction. 27 To closely match the performance of KCNR for an initial evaluation of NOC, we elected
In addition to performing NOC and KCNR individually, KCNR was also performed on the NOC processed bone and tissue images ͑indicated as NOC⇒KCNR) using the same regionally optimized set of KCNR parameters. 27 The highenergy pixel values were clipped up to a lower level of only 0.2 when used in combination with KCNR, in contrast to being clipped up to w T when NOC was performed alone. In effect, the NOC algorithm reduced the noise in the highenergy image, and KCNR then reduced any residual, anticorrelated noise in the bone and tissue images.
Edge-predictive adaptive smoothing (EPAS)
The third noise reduction technique evaluated was a new method that extends the idea of Johns to smooth the highenergy image, 20 by incorporating an adaptive template constraint. The goal of smoothing the high-energy image is to preserve the bone structures. The low-energy image can serve to first locate the bone edges. Based on the location of the bone edges, the amount of smoothing can be varied, because the low-energy image has bone edges with a contrast several times greater than the amplitude of the noise, especially in the lung regions. The filtering of the high-energy image can be made adaptive by simply multiplying the filter kernel element-by-element times a weighting function that depends on the low-energy image. One of the three adaptive methods proposed by Kalendar, termed the ''directional filter,'' uses an identical concept to modify the filtering kernel for KCNR. 24 Mathematically, a simple low-pass filter, LPF, applied to the high-energy image, H, can be made adaptive by multiplying each pixel in the filter kernel by a weighting, W(L), based on low-energy image content:
where the product ͑•͒ between LPF and W is an element by element multiplication. The weighting kernel is normalized so that the sum equals unity. For a weighting kernel centered at pixel ͑i,j͒, the difference between pixel ͑m,n͒ and pixel ͑i,j͒ in the low-energy image determines the ''signal,'' whereas the noise in pixel ͑i,j͒ determines the ''noise:''
0, otherwise. ͑4͒
Large signals, ͉L m,n ϪL i, j ͉, relative to the noise, (L i, j ), are indicative of bone and cause the weight values to approach zero, thus excluding likely bone pixels from the smoothing kernel. The overall strength of the algorithm is controlled by the parameter, ␤, that controls the expected ratio of signal to noise. A value of ␤ϭ1.5 was subjectively chosen as the best noise reduction.
D. Variance analysis
The residual noise with each noise reduction technique was measured in six regions of interest ͑ROI͒ from the bone and tissue images ͑Fig. 4͒. The noise in each ROI was measured as the standard deviation of the residual noise distribution. The residual noise was estimated by subtracting a single image from the ensemble average of 66 images.
E. Power spectral analysis
The residual noise with each technique was also analyzed by measuring the regional two-dimensional noise power spectrum ͑2D-NPS͒, a well-established method to evaluate the spatial frequency characteristics and texture of a noise signal. [32] [33] [34] [35] The regional NPS was used to evaluate noise characteristics in the lung, mediastinum, and subdiaphragm. Regions of interest ͑ROI͒ containing 384 2 pixels ͑7.68 cm 2 ͒ were chosen to compute the 2D-NPS using the periodogram technique of Welch. 35 The ensemble average was computed over subregions of size 64 2 pixels ͑1.28 cm 2 ͒. No zero padding, overlapping, or windowing was used to avoid blurring of sharp power spectral spikes, such as from the presence of the antiscatter grid. The statistical differencing methods of Giger, 32 Granfors, 19 and Dobbins 36 were used with Nϭ66 images, a factor of N/(NϪ1) accounts for residual noise power after averaging 66 images. Finally, the radial average NPS was computed from the 2D-NPS to reduce the data to one dimension for easy comparison. 19 The data exhibited minimal elevated trends on-axis, such as those present in CR flat-field images. 34, 37 The NPS data were nearly radially symmetric, but not exactly so. Hence, the radial 1D-NPS was used as an estimate of the shape of the full 2D-NPS.
The data used to compute the NPS must contain sufficient bit depth to avoid errors from bit quantization. The least number of bits in the noise signal before log transformation was approximately 4.7 in the abdomen of the low-energy image. This bit quantization produces no more than 1%-2% error in the NPS according to an analysis that is similar to that of Giger.
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III. RESULTS
A. Variance comparison
Characteristic measurements of the standard deviation of pixel values following noise reduction in the lung, retrocardiac mediastinal, and subdiaphragmatic regions are tabulated in Table II The reduction in noise magnitude was comparable for most algorithms with a few exceptions. The EPAS algorithm performed poorly in the mediastinum and subdiaphragm. Simply smoothing the H image ͑SSF͒ actually aggravates the standard deviation measured in the lung regions because of strong bone edge artifacts. The most aggressive algorithm overall was the NOC⇒KCNR. The NOC portion of the NOC⇒KCNR combination clipped H pixel values less aggressively than the NOC alone. However, the combination improved the standard deviation performance in some regions.
B. Noise power spectra "NPS… comparison
The noise in the original images varied as a function of the anatomical region in both magnitude and texture. The noise power spectrum ͑NPS͒ in the tissue image, without any noise reduction, is plotted for three anatomical regions in Fig. 5 . The NPS of the lung was lower than the NPS for the mediastinum or subdiaphragm indicating less noise in the lung in these logarithmically transformed images. The slope of the NPS at high spatial frequencies ͑1.5-2.5 cycles/mm͒ was greater in the lung region, indicating a different noise texture. The slightly flatter NPS in the tissue image subdiaphragm ROIs arises from the dominant contribution of the low-energy image, whose NPS at high spatial frequencies is also more flat.
The NPS analysis was used to view the frequency characteristics and noise texture after processing with the noise reduction strategies described previously. Figure 6 shows the 2D-NPS in a subdiaphragm ROI from the bone image after processing with five algorithms. All NPS are displayed on the same intensity scale, lighter intensities indicating lower noise magnitude. The original 2D-NPS illustrates a high degree of radial symmetry before processing. The SSF and EPAS algorithms did not reduce the noise magnitude much in the subdiaphragm region ͓Figs. 6͑b͒, 6͑e͔͒. The NOC algorithm reduced the noise more than KCNR at low spatial frequencies, but not at high spatial frequencies ͓Figs. 6͑c͒, 6͑d͔͒. The NOC⇒KCNR combined the better low-frequency reduction of NOC with the excellent higher spatial frequency performance of KCNR.
The radial average 1D-NPS computed for all the regions in the bone and tissue images are shown in Fig. 7 . The three lung ROIs and the two subdiaphragm ROIs were averaged together. In the mediastinum and subdiaphragm regions, SSF and EPAS performed poorly, as measured by the high NPS values ͓Figs. 7͑b͒, ͑c͒, ͑e͒, ͑f͔͒. The performance of EPAS was better in the lung regions, whereas low-frequency edge artifacts degrade the SSF performance ͓Figs. 7͑a͒, 7͑d͔͒. In all regions except the lung in the bone image, combining NOC before KCNR improves the performance of KCNR at low frequencies ͑below 0.7 cycles/mm͒. At higher spatial frequencies, the NPS for NOC performed worse than KCNR in the bone image in all regions. In the tissue image, KCNR performed comparable to NOC at high frequencies in the lung but worse in the mediastinum NOC⇒KCNR performed worse than NOC alone. The combination performed worse than either individual algorithm in the lung region of the bone image at low-frequencies ͑less than 0.7 cycles/mm͒ because of bone artifacts. These artifacts added constructively to enhance the low-frequency noise.
Overall, in the lung region, the NOC, KCNR, and NOC⇒KCNR techniques performed about equally in both the tissue and bone images, with the KCNR being slightly better at high frequencies. In the dense regions ͑mediastinum and subdiaphragm͒ of the bone image, the NOC⇒KCNR technique worked best overall. In the dense regions of the tissue image, the NOC⇒KCNR combined technique worked best at low frequencies, and the NOC alone worked best at high frequencies.
IV. DISCUSSION
In this study, images of an anthropomorphic phantom were used for quantitative noise analysis unlike flat-field images used in prior studies. 25, 31 Flat-field images from either slabs of Lucite or bone-equivalent materials provide less informative results when evaluating noise reduction techniques in dual-energy imaging since they fail to account for structured edges, such as those of bones, and variations in noise intensity over anatomical regions. The methods described here fully incorporate spatial variations in spatial-frequency information, anatomical edges, and spatial noise intensity variations into a quantitative method for evaluating noise reduction strategies. It should be noted, however, that the NPS and variance measures reported here cannot differentiate between residual stochastic noise and residual structural artifacts. For example, the bone edges that appear in the tissue image are counted as stochastic noise variance when the KCNR algorithm is evaluated. In addition, the NPS is only theoretically valid for linear shift-invariant systems. The algorithms and experimental system used here are nonlinear and shift-variant, respectively. Thus, NPS measures are only approximations to the actual algorithm performance. Limitations withstanding, the experimental study in this paper demonstrates an effective method for the optimization and evaluation of new image processing algorithms for dual-energy noise reduction.
The potential for global and local physiological motion exists in two-shot dual-energy techniques. Noise reduction algorithms that act individually on the bone or tissue images, such as simple smoothing filters or more advanced structurebased or Wiener adaptive processing, will not depend on any pixel-to-pixel misregistration in the H and L images. However, those algorithms that assume registration between H and L images, such as EPAS and NOC, may be more sensitive to misregistration artifacts. In the middle of these extremes are algorithms like KCNR that use both the B and T images but make no assumptions about anatomical registration. Future considerations must be made for evaluating the effects of misregistration on the noise reduction algorithms.
Clinical implementation and robustness of these algorithms were not tested here. Aside from the expected differences in how each algorithm will handle misregistration between high-and low-energy images, the algorithms themselves will need to be tested for robustness against varying patient sizes, spatial frequency content, and noise levels. A regionally optimal KCNR algorithm, for example, requires the weighting slope to be modeled as a function of the lowenergy image intensity. Similarly, the EPAS algorithm requires models of both how the variance is related to the low-energy image intensity and which ␤ value is best. A third example is the model for computing the bone edges to control the adaptive-KCNR processing. Each of these models that the algorithms require must be tested for clinical robustness over a range of tissue thickness, tissue compositions, scatter magnitudes, and H/L exposure ratios. Furthermore, the use of similar phantom data for the evaluation as well as the optimization of these algorithms means that the results of this work provide only an estimate of the relative performance; future work with a range of clinical images will provide a more refined estimate under clinical conditions.
The exposure techniques used in this paper resulted in low exposures and hence low pixel values in the low-energy abdomen region. This may indicate that electronic noise or system noise was high relative to the quantum statistical noise in that region. Correspondingly, the NPS seen in these dense regions has a less-colored, or more white, spatialfrequency spectrum ͑Fig. 5͒. The regions with lower electronic noise and higher signal have less influence from the white electronic noise, and they exhibit a more colored spectrum related more directly to the modulation transfer function ͑MTF͒ shape. 33 Another possible explanation for the more whitened noise spectrum in the dense regions is the increase in scatter-to-primary ratio. If the NPS of scattered radiation tends to be white, one may expect the shape may be more white, as we observed. How the NPS shape varies in these fashions should be carefully considered, and possibly incorporated into future noise reduction algorithms.
The noise reduction strategy chosen must not only depend on the algorithm's theoretical performance but also on the actual clinical performance. The clinical performance will include variables such as the ratio of exposures for the highand low-energy images. This ratio will consequently determine the noise levels present in the images, and the contribution of noise from each image to the bone and tissue images. As the detector and imaging systems evolved from image intensifiers, CT systems, and computed radiography to flat-panel detector systems, the ratio of exposure between high-and low-energy images has changed, impacting the optimal noise reduction strategy. More than the choice of exposure ratios, the system characteristics also have determined the noise levels and contributions between the high-and lowenergy images. For example, in single-shot dual-energy imaging with CR, the noise in the high-energy rear screen is higher because the low-energy absorbing front screen attenuates the signal. Consequently, noise reduction strategies in CR require more focus on reducing the noise in the highenergy image, while strategies in flat-panel systems have shifted the focus to the low-energy image. As the flat-panel systems evolve, the algorithms must be reevaluated and reoptimized.
Future work should include receiver operating characteristic ͑ROC͒ observer performance studies to compare the ability of each algorithm to improve nodule detection and/or classification. ROC studies involving either phantom or real patient images could serve as the basis for future clinical evaluations of noise reduction strategies in dual-energy imaging for specific clinical tasks such as nodule detection.
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