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Abstract
The volume-of-fluid (VOF) approach is a mature technique for simulating two-phase flows. However, VOF simulation of phase-change heat
transfer is still in its infancy. Multiple closure formulations have been proposed in the literature, each suited to different applications. While these
have enabled significant research advances, few implementations are publicly available, actively maintained, or inter-operable. Here, a VOF solver
is presented (interThermalPhaseChangeFoam), which incorporates an extensible framework for phase-change heat transfer modeling, enabling
simulation of diverse phenomena in a single environment. The solver employs object oriented OpenFOAM library features, including Run-
Time-Type-Identification to enable rapid implementation and run-time selection of phase change and surface tension force models. The solver is
packaged with multiple phase change and surface tension closure models, adapted and refined from earlier studies. This code has previously been
applied to study wavy film condensation, Taylor flow evaporation, nucleate boiling, and dropwise condensation. Tutorial cases are provided for
simulation of horizontal film condensation, smooth and wavy falling film condensation, nucleate boiling, and bubble condensation. Validation and
grid sensitivity studies, interfacial transport models, effects of spurious currents from surface tension models, effects of artificial heat transfer due
to numerical factors, and parallel scaling performance are described in detail in the Supplemental Material (see Appendix A). By incorporating
the framework and demonstration cases into a single environment, users can rapidly apply the solver to study phase-change processes of interest.
c⃝ 2016 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).
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1. Motivation and significance
Liquid–vapor phase change plays a key role in many
energy-intensive processes, and is often a bottleneck for
system efficiency and intensity. To address such limitations,
ss article under the CC BY-NC-ND license (http://creativecommons.org/licenses/
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transfer equipment. However, due to the complex nature of
two-phase transport and great ranges of scales, exact analytical
models are only feasible for the simplest flows (e.g., smooth
falling film evaporation [1], spherical bubble condensation [2]).
The phase-change heat transfer community thus relies heavily
on empirical transport correlations developed from challenging
experiments and simplified models with limited ranges of
validity [3]. There is a need for robust simulation tools to
analyze phase change heat transfer processes in complex
configurations.
A number of simulation approaches have been employed
in the literature to study phase change heat transfer,
including: Lagrangian tracking of individual particles (e.g.,
droplets and bubbles) [4–9], two-fluid Eulerian averaging of
dispersed features [10–14], and interface capturing and tracking
techniques [15–18]. The present effort focuses on the volume-
of-fluid (VOF) interface capturing technique, which solves a
single consistent set of mass, momentum, and energy equations
for the whole domain. Interface dynamics are resolved using
a phase fraction field (α1) that ranges from 0 in the gas
phase to 1 in the liquid phase, and is advected with the
velocity field. Material properties are determined at each
point, weighted by the local phase fraction. Relatively mature
implementations of the Volume-of-Fluid (VOF) formulation
have been incorporated into commercial software [19–21] to
study adiabatic flows (i.e., no heat transfer). However, phase-
change heat transfer phenomena have essentially only been
simulated in research and academic codes. These investigations
have enabled significant advances in understanding phase
change heat transfer, but few solvers are publicly available to
support routine use.
In most VOF phase-change studies, investigators have modi-
fied existing adiabatic two-phase flow solvers, and incorporated
a thermal energy transport equation and coupled phase-change
source terms in the governing equations. A number of clo-
sure formulations have been proposed for these source terms.
One approach has been to determine the volumetric phase
change heating rate in each cell using empirical rate parameters
[15,22–27]. For example, Yang et al. [15] adopted the following
form for condensation and evaporation cases, with rate param-
eters rL and rV.
q˙pc =

rLα1ρL
T − Tsat
Tsat
T ≥ Tsat
rV (1− α1) ρV T − TsatTsat T < Tsat.
(1)
An advantage of this approach is that it is conceptually simple,
and that the source term field is relatively smooth. However, this
model applies phase change effects everywhere in the domain,
not just at the liquid–vapor interface. Additionally, the rate pa-
rameters rL and rV represent the thermal time constant of mesh
cells, and must be tuned for different studies and meshes [28].
Some investigations have adapted analytical heat transfer
correlations to predict local phase change rates in mesh
cells [25,29]. This approach can yield accurate overall results,
but most correlations do not account for local variations in heattransfer. Additionally, it may be necessary to select and validate
different correlations for distinct phase change processes (e.g.,
bubble condensation, film evaporation).
Other studies have determined phase change rates based
on sub-continuum-scale interfacial resistance in mesh cells
[16,30]. This approach is valid in the limit of extremely fine grid
resolution near the interface, but for many practical simulations,
continuum scale convective resistance in mesh cells is dominant
(i.e. ∆/k ≫ R′′int), where ∆ is the mesh cell size, k is the fluid
thermal conductivity, and R′′int represents interfacial thermal
resistance.
An alternate formulation is to specify the phase change
source terms so that the interface containing cells recover
the local saturation temperature after each time step [28,31].
This description ensures that phase change only occurs in the
vicinity of the interface, and has been validated for a number
of applications [28]. However, scaling the phase change rate by
the simulation time scale (i.e., volumetric rate of phase change
heating q˙pc = ρcp (T − Tsat) /∆t , for fluid density ρ, specific
heat cp, temperature T , fluid saturation temperature Tsat, and
time step size∆t) can lead to unstable behavior in certain cases.
The most rigorous approaches directly evaluate liquid-
and vapor-phase temperature gradients at the interface to
determine phase change rates [17,18,32–37]. However, this
requires geometric reconstruction (surface triangulation) of the
interface to determine heat transfer area in each mesh cell.
This process can be complex on unstructured meshes, increases
computational cost, and is not available in some popular two-
phase flow solvers (e.g., interFoam [21]).
These phase change closure models are each best suited to
different applications, but most are compatible in a general
framework that applies coupled source terms to the governing
transport equations for mass, phase-fraction, and energy.
However, in almost every prior study, a new extended solver
was built, resulting in a great deal of repeated software
development and validation work. Investigators wishing to
evaluate different published formulations may need to try
multiple solvers, many of which are not actively maintained.
Here, an open source extensible phase-change solver
is developed: interThermalPhaseChangeFoam. This package
enables the run-time selection of different phase change
formulations, including those of [15,28,38]. New phase-change
models can be rapidly implemented and refined by extending
the C++ virtual class: thermalPhaseChangeModel, enabling
users to build on previous research advances. The solver is
based on the adiabatic two phase flow code interFoam [21], and
provides access to extensive OpenFOAM functionality (MPI
parallelization, turbulence models, discretization schemes,
linear solvers). This software thus enables simulation of diverse
phase change processes in a single environment.
A preliminary version of the solver algorithm has been vali-
dated for canonical phase change configurations, including the
Stefan problem (horizontal film condensation) and the Nusselt
problem (smooth falling film condensation) [28]. It has also
been applied to study the more complex phenomena of wavy
falling film condensation (Fig. 1a) [28], which had previously
only been characterized empirically. Recently, this solver was
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Foam. a. Wavy falling film condensation, b. Wake region heat transfer enhance-
ment in Taylor flow evaporation, c. Dropwise condensation on a subcooled
surface, d. Nucleate boiling on a structured surface, e. Vapor absorption into
liquid film flowing over rectangular tubes (colored by liquid concentration, 768-
way parallel study). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
employed to study two-phase Taylor-flow evaporation, and en-
abled quantification of the elongated bubble wake-region heat
transfer enhancement effect (Fig. 1b) [38]. In ongoing efforts,
this software is being applied to simulate dropwise condensa-
tion (Fig. 1c), interactions between bubbles in nucleate boiling
(Fig. 1d), and falling film absorption over banks of high-aspect
ratio tubes (Fig. 1e). The objective of this publication is to docu-
ment the solver and provide validation and verification results to
inform prospective users. By providing the capability to model
a variety of phase-change processes in one environment, it is
hoped that interThermalPhaseChangeFoam can be a useful re-
source for investigating two-phase transport processes and de-
signing heat transfer equipment.
2. Software description
2.1. Governing equations and implementation
The thermal phase-change solver is extended from the
adiabatic two-phase flow solver interFoam [21], which isdescribed in detail in [39]. The code solves conservation
equations for mass (via a pressure Poisson equation),
momentum, thermal energy, and the phase-fraction (α1). The
mass conservation equation assumes uniform density in each
phase (liquid and vapor), and applies a source term to represent
the dilatation rate (v˙pc, the volume source rate per unit volume)
due to liquid–vapor phase change. This source term field
is evaluated with the thermalPhaseChangeModel framework
described in the following section.
∇ · u = v˙pc. (2)
The momentum equation (Eq. (3)) is formulated accounting for
varying fluid density and viscosity, as in the VOF phase change
simulations of [16,24,30,35]. A generic viscous stress imple-
mentation is employed (τi j ), which can apply laminar behavior
or one of the RANS and LES turbulence models implemented
in OpenFOAM. In the base interFoam code, the pressure is cor-
rected for hydrostatic variations (p′ = p − ρgheff). Here, a
run-time selectable switch is provided to the user (chsp) to em-
ploy either corrected pressure, or static pressure, which is more
convenient for cyclic domain simulations.
Surface tension is applied as a volumetric force in
the vicinity of the interface ( fσ ). The base interFoam
solver employs a volumetric surface-tension force model
based on that of Brackbill et al. [40], which operates on
volumetric field data (α1). Alternate implementations have
been demonstrated to produce smaller spurious currents for
specific two-phase flow configurations [41,42]. For example,
Raeini et al. [42] proposed an approach that filters capillary
forces parallel to the interface as well as small-amplitude
capillary waves to dampen non-physical velocities. Geometric
interface reconstruction based schemes for fσ have been shown
to be more accurate [42], but are more complicated and
computationally expensive [40,43,44]. The current solver does
not support interface reconstruction, which limits accuracy for
cases with dominant surface tension effects [45]. The developed
solver incorporates an extensible framework for surface tension
force models that can be selected at runtime. The current
implementation includes the models of Brackbill et al. [40]
Raeini et al. [42], and Lafaurie et al. [46]. An analysis of
the effect of spurious currents due to the surface-tension force
model implementation on heat transfer is presented in the
Supplemental Material Section 5. It demonstrates that the
default implementation based on [40] can yield incorrect heat
transfer rates in cases where surface tension forces are strong
and fluid Prandtl numbers are high (Pr = µcp/k), causing
convection due to spurious currents to be significant relative to
other modes of heat transfer. For such cases, the model based
on [42] yields more accurate results.
∂(ρu)
∂t
+∇ · (ρuu) = −∇ p′ +∇ · τ + chspρg + fσ . (3)
In the solver implementation, the divergence of the momentum
equation (Eq. (3)) is evaluated in a semi-discretized fashion,
and the mass conservation constraint (Eq. (2)) is applied to yield
the pressure Poisson equation. The matrix equation coefficients
(1/AD) are obtained from the momentum equation (Eq. (3)) as
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∇ ·

1
AD
∇ p′

= ∇ · u − v˙pc. (4)
The pressure equation is solved and the velocity field is
corrected in an alternating fashion during each time step
following the OpenFOAM PISO-semi-implicit method for
pressure-linked equations (PIMPLE) algorithm [21,48].
A thermal energy transport equation is employed to solve
for the enthalpy (i), neglecting pressure transport and viscous
dissipation effects because conduction and convection heat
fluxes are expected to be dominant in this phase-change
process. This approximation has been successfully applied in
prior phase change simulations, including those of [16,28,32].
Effective fluid thermal conductivity (keff) is evaluated assuming
either molecular diffusion, or an effective diffusivity obtained
from the user-selected turbulence model. The phase change
heating rate (q˙pc) is determined using a run-time selected model
from the phase-change framework developed in this effort.
Analyses of effects of artificial heat transfer due to numerical
factors are presented in Supplemental Material Section 6.
∂(ρi)
∂t
+∇ · (ρui) = ∇ · (keff∇T )− q˙pc. (5)
Finally, a hyperbolic transport equation is solved for the phase-
fraction field α1 ∈ [0, 1]. The phase-fraction field varies from
0 in the vapor phase to 1 in the liquid phase. The modified
velocity field (u∗) includes corrections based on the gradient
of the phase field to compress the interface and counteract
numerical diffusion (see [39,49,50]). The phase fraction source
term (α˙1,pc) is determined using the phase-change closure
model.
∂α1
∂t
+∇ · (u∗α1) = α˙1,pc. (6)
By default, fluid material properties µ, ρ, and k are evaluated as
arithmetic phase-fraction (α1) weighted averages of the liquid
and vapor phases in each mesh cell. The fluid specific heat is
evaluated with a mass weighted average (ρ−1(α1ρLcp,L + (1−
α1)ρV cp,V )). Arithmetic averaging of the transport properties
(µ and k) has been performed in most prior studies, but can
cause errors if the mesh is coarse near the interface [49]. To
address this issue, a runtime-selectable switch is provided,
which applies more accurate blending of the liquid and
vapor properties based on the relative orientation of the
interface to cell faces (i.e., whether liquid and vapor-phase
transport resistances act in serial or parallel in a cell). This
functionality is discussed in the Supplemental Material (Section
1). The interface is typically ∼3 cells thick in these VOF
simulations; therefore, discontinuities in fluid properties and
flow fields (e.g., u, p′, T ) are not perfectly sharp. Still, accurate
results can be obtained for many flows with sufficient mesh
resolution, as demonstrated for the temperature field in film
condensation (see Supplemental Material, Section 2). In the
present implementation, dynamic adaptive mesh refinement
(AMR) is not employed, but could help address this challenge.Fig. 2. Phase change flow solver algorithm summary.
The governing equations are discretized with the finite
volume approach, and are solved at each simulation time step
following the algorithm outlined in Fig. 2. The advection terms
in the momentum and thermal energy equations (∇ · (ρuu) and
∇ · (ρui), respectively) are evaluated using the mass fluxes
across each cell face ((ρu)f) obtained from the phase-fraction
equation for each global time step. This ensures consistency
between the solved α1, u, T , and i fields.
2.2. Phase change framework
A framework is developed to support simple implementation
of phase change closure models. All models inherit from
a base virtual c++ class: thermalPhaseChangeModel. This
parent class provides references to relevant data fields and
parameters, including transport properties, temperature (T ),
phase fraction (α1), saturation temperature (Tsat), and enthalpy
of phase change (iLV). Additionally, the base class provides
default implementations for the dilatation rate (v˙pc) and phase
fraction source term (α˙1,pc) fields, as defined in most prior
studies [23,28,31].
v˙pc = q˙pciLV

1
ρV
− 1
ρL

(7)
α˙1,pc = − q˙pc
ρiLV
. (8)
Each new model implements a member function for the phase-
change heat source term (q˙pc), and may overload the default
implementations for v˙pc and α˙1,pc.
This extensible approach enables end users to select the most
appropriate phase-change model for a given problem, much like
selection from various turbulence models in commercial CFD
codes. The provided tutorial and validation/mesh independence
studies (see Supplemental Material Section 3) offer guidelines
for phase change model selection and parameter values. A set
of phase change models is provided with the solver, including:
220 M. Nabil, A.S. Rattner / SoftwareX 5 (2016) 216–226Fig. 3. Block diagram of the phase-change model framework and implemented models.• InterfaceEquilibrium — An updated version of the model
of Rattner and Garimella [28] that specifies the phase change
heat sources so that interface cells recover the saturation
temperature at each time step (i.e., thermal equilibrium
on the interface). This model performs a graph scan over
mesh cells, and applies phase change on the two-cell thick
interface layer about user-specified threshold values of α1.
Different high and low threshold values for condensation
and evaporation, respectively, can be specified, which reduce
numerical smearing of the interface. Under-relaxation of
the phase change rate is supported, which can improve
numerical stability.
• InterfaceEquilibrium SplitDilatation — A modified ver-
sion of the above model, which splits the liquid and vapor
portions of v˙pc, and applies them on the respective sides of
the interface [38]. This approach yields better conservation
of the two phases, and reduces smearing of the interface dur-
ing evaporation.
• InterfaceEquilibrium NoDilatation — A modified version
of InterfaceEquilibrium that sets v˙pc to 0. This model can
yield accurate results with relaxed CFL time step constraintsfor cases without significant vapor-phase momentum effects
(e.g., falling film condensation in a quiescent vapor
medium).
• EmpiricalRateParameter — An implementation of the
empirical rate parameter model of Yang et al. [15].
• noPhaseChange — A placeholder model with only sensible
heating. This can be useful for debugging cases (e.g.,
determining if an instability is caused by phase change
effects).
Additional details and discussion of prior validation studies
of these phase change models are included in Supplemental
Material Section 3. Additional phase-change closure models are
currently under development to account for interfacial thermal
resistance, dropwise condensation, and bubble nucleation. A
UML block diagram of the phase-change-model framework is
presented in Fig. 3.
As a demonstration of the phase change framework,
the implementation for the EmpiricalRateParameter model is
provided below (based on Eq. (1)). The constructor is omitted
for brevity, and default implementations for v˙pc and α˙1,pc are
employed.
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implemented, enabling simulation of diverse phase change
processes in one environment.
2.3. Use of object oriented program and OpenFOAM library
features in software development
This solver employs a number of object-oriented program-
ming and OpenFOAM library features to address challenges
in modeling phase-change heat transfer (and continuum me-
chanics in general). OpenFOAM provides extensive opera-
tor overloading implementations to permit intuitive definitions
of continuum mechanics models and governing equations. At
compile-time the expression “a∗b” would be evaluated as scalar
multiplication (for scalar a, b), element-wise multiplication (for
scalar fields a, b), a vector outer product (for vectors/vector
fields a, b), or other appropriate operations for different types
of a and b. This functionality is described in [47], and, as an ex-
ample, is employed here in the definition of the thermal energy
transport sparse matrix equation:
Here, fvm operations are automatically applied as implicit
terms in the matrix equation (left-hand side), and fvc
operations and other entries are applied explicitly (right-hand
side).
The OpenFOAM library employs the design pattern of run-
time type identification and virtual function dispatch to support
generalized boundary conditions, turbulence models, and vis-
cosity models. This approach allows addition of new run-time
selectable derived class implementations without any modifi-
cation of the base class or application code. This also facili-
tates software maintainability, as the derived model classes can
be individually revised, independent of other elements of the
code base. Here, this design pattern is employed to enable rapiddevelopment and flexible run-time selection of phase change
and surface tension force models. The virtual base classes for
these two sets of models (thermalPhaseChangeModel and
surfaceTensionForceModel) include definitions and func-
tionality common to all derived classes. For example, the latent
heat of phase change (hLV) is defined as a protected member
variable in thermalPhaseChangeModel so that it is automat-
ically available to all derived model classes, which generally
need hLV to evaluate phase change source terms. Default (over-
loadable) virtual method implementations are also provided in
the base class in some cases (e.g., for v˙pc and α˙1,pc), when com-
mon formulations are used in most models, reducing code rep-
etition.
Each model base class defines a hash table of pointers to
derived class constructors. At runtime, each derived model class
adds an entry to the hash table so that it can be selected and
evaluated. The static New method in the base class selects
and executes a constructor from the hash table (here, found
using the run time-specified derived class model name), and
returns a pointer to the resulting model object. Virtual method
calls for phase change and surface tension source terms then
evaluate the definitions in the run-time selected model classes.
This design pattern is described in detail in [51,52].
3. Illustrative examples
The packaged software includes a set of tutorial cases
for: horizontal film condensation (Stefan problem), smooth
falling film condensation (Nusselt problem), wavy falling film
condensation, nucleate boiling (single site, axisymmetric), and
rising bubble condensation in a liquid medium (axisymmetric)
(Fig. 4). Automated testing scripts are included to validate
tutorial output against established solutions (when possible)
and earlier “known good” results. A set of grid independence
studies for the Stefan case, Nusselt problem (evaporation and
condensation), and bubble condensation case is included with
the software package. Results and convergence data for these
cases are discussed in the Supplemental Material (Section 4). In
the following sections, descriptions are provided for the smooth
falling film and bubble condensation tutorials.
222 M. Nabil, A.S. Rattner / SoftwareX 5 (2016) 216–226Fig. 4. Representative interface profile and temperature fields from tutorial cases for: a. Stefan problem. b. Wavy falling film condensation. c. Nucleate boiling.3.1. Smooth falling film condensation
A tutorial case is provided with the code to simulate gravity-
driven smooth falling-film condensation (Nusselt problem).
Here, liquid film flows down a uniform temperature vertical
subcooled surface, and condenses vapor from the quiescent
atmosphere. A 2D geometry is employed with a wall height of
H = 8.0 mm (∼50 times the film thickness of 150 µm). A short
inlet guide vane (250 µm long) is employed to prevent inlet
film waviness. The film thickness is resolved with 25 mesh cells
(∆x = 6 µm), and the length is meshed with 200 cells (∆y =
40 µm) (Fig. 5a). The case setup assumes laminar flow (Film
Re ∼40), and applies the InterfaceEquilibrium SplitDilatation
phase change model with no under-relaxation. Fluid properties
and simulation parameters are summarized in Table 1.
Running the provided InitScript.sh script, generates the
mesh using the OpenFOAM blockMesh utility [21], initializes
the case fields (initial film profile, velocity and temperature
fields), decomposes the domain, and starts a 4-way MPI parallel
simulation. The simulation proceeds for 0.25 simulation
seconds (ss) (Fig. 5b–c), and logs average wall heat flux values
in the lower 50% of the domain every 50 time steps (∆t ∼
13 µs). This run time corresponds to approximately 4 flow
cycles through the domain (H/Uavg,film = 0.07 s). A provided
GNU Octave [53] script compares the average simulation heatflux after a 0.10 ss startup time (qw,sim = 16643 W m−2) with
analytical results from the model of Nusselt [1]. After startup,
the range of wall heat fluxes from different times is only 0.06%
of the average value, indicating converged results.
δf,an =

3µ2L
4ρL (ρL − ρV) g
1/3
Re1/3f,sim (9)
qw,an = (Tsat − Tw) kL
δw,an
. (10)
For this case, the time-averaged analytical prediction using the
simulation average Γ value is qw,an = 16929 W m−2, resulting
in a 1.7% deviation. A mesh sensitivity study for this case (with
condensation and evaporation) is provided in the Supplemental
Material (Section 4.2), and demonstrates close agreement with
analytical results for qw,an over a range of grid resolutions.
3.2. Bubble condensation tutorial
A second example demonstrates condensation of a small
rising vapor bubble in a quiescent subcooled liquid environ-
ment. A 2D axisymmetric cylindrical domain is employed (R =
1.5 mm, H = 2.0 mm) with 105 radial cells (graded finer near
the axis) and 172 vertical cells (Fig. 6a). A stationary saturated
vapor bubble (Dbub = 600 µm) is initialized near the bottom
M. Nabil, A.S. Rattner / SoftwareX 5 (2016) 216–226 223Fig. 5. a. Mesh for film condensation case, detail view of inlet region. b. Film profile at end of simulation (liquid in blue, vapor in gold) and temperature distribution
(blue–red plot) at end of simulation. c. Temperature and liquid volume fraction distribution through film (along dashed lines in b), demonstrating smooth expected
linear temperature profile in liquid region, and approximately 3–4 cell thick diffuse interface region. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)Table 1
Fluid properties and setup parameters for the smooth film condensation case.
Fluid property Liquid value Vapor value
Dynamic viscosity (µ, kg m−1 s−1) 5.0× 10−4 2.0× 106
Density (ρ, kg m−3) 500 20
Thermal conductivity (k,W m−1 K−1) 0.50 0.02
Specific heat (cp, kJ kg−1 K−1) 2.0 1.5
Surface tension (σ, kg s−2) 0.04
Enthalpy of phase change (iLV, kJ kg−1) 2000
Other case parameters
Inlet liquid channel thickness (µm) 150
Wall subcool (Tsat − Tw,K) 5
Inlet liquid mass flux (Γ , kg m−1 s−1) 0.005
Inlet film Reynolds number (Ref = 4Γ/µL) 40of the domain, and rises due to buoyancy. The surround-
ing liquid medium is subcooled by 1 K, causing the bubble
to condense and shrink as it rises. A bubble tracking proce-
dure is applied at the end of each simulation time step to
adjust the domain and top boundary (inlet) velocities by the
average vapor-phase vertical velocity. This kinematic transfor-
mation effectively transforms the simulation to the reference
frame of the bubble, fixing the position of the rising bubble to
the center of the domain. This approach permits use of a smaller
mesh, and streamlines post-processing and analysis. The
refined transport property blending models described in Sup-
plemental Material Section 1 are also applied to improve res-
olution of momentum and thermal boundary layers around the
bubble. Phase change is modeled using the InterfaceEquilib-
rium SplitDilatation model. A second implementation of this
case is also provided with the code to demonstrate the use of
the Yang et al. [15] model. Fluid properties and case parame-
ters are summarized in Table 2. The selected liquid viscosity is
relatively high (4.5×10−3 kg m−1 s−1) and the surface tension
is relatively low (0.005 kg s−2), reducing spurious current for
this case. A high liquid thermal conductivity (1 W m−1 K−1)
is employed to yield a thick thermal boundary layer, which canTable 2
Fluid properties and setup parameters for the bubble condensation case.
Fluid property Liquid value Vapor value
Dynamic viscosity (µ, kg m−1 s−1) 45× 103 5.0× 104
Density (ρ, kg m−3) 900 10
Thermal conductivity (k,W m−1 K−1) 1.0 0.02
Specific heat (cp, kJ kg−1 K−1) 2.0 2.5
Surface tension (σ, kg s−2) 0.05
Liquid Prandtl number (PrL ) 9.0
Enthalpy of phase change (iLV, kJ kg−1) 2000
Saturation temperature (Tsat, K) 100
Other case parameters
Initial bubble diameter (µm) 60
Liquid subcool (Tsat − TL, K) 1
be resolved on a coarse mesh for quick computation. A slightly
modified version of this case is presented in Supplemental Ma-
terial Section 7 with varying liquid viscosity to demonstrate
applicability of this solver to cases with stronger advection
transport contributions (here maximum Rebub = 73, in Sup-
plemental Material Section 7, Rebub = 2.7− 93.8).
The provided initialization script generates the mesh, sets the
initial conditions, and initiates the solver. The case is computed
224 M. Nabil, A.S. Rattner / SoftwareX 5 (2016) 216–226Fig. 6. a. Mesh for bubble condensation case. b. Time series of bubble rise and condensation. c. Time series of temperature distribution.for 0.32 ss, during which time the bubble rises approximately
15 mm and its diameter reduces from 600 to 198 µm (Fig. 6b).
The simulated average heat transfer coefficient reduces from
an initially high value (∼600,000 W m−2 K−1) due to the
initially thin thermal boundary layer) to ∼11.5 kW m−2 K−1
as the bubble diameter and rise velocity reduce. After ∼0.25 s,
the convection coefficient begins to increase due to the
reducing thermal transport length scale (Dbub). These results
are compared with predictions using the correlation of Ranz
and Marshall [54] suggested by Kim and Park [55] for Rebub =
ρL DbubUbub/µL < 200 (here, Rebub < 7.3).
Nubub = 2+ 0.6Re0.5bub Pr0.33L (11)
hbub = NububkLDbub . (12)
After a startup time of 0.1 ss, the time-averaged (t = 0.1 −
0.32 ss) absolute deviation of the simulation hbub from the
analytical value is 8.4%, which is reasonably accurate for
empirical phase change correlations (Fig. 7). As the bubble
size reduces, it becomes somewhat under-resolved on the mesh.
Grid sensitivity results for this case, with and without α˙1,pc and
ν˙pc are discussed in the Supplemental Material (Section 4.3).
Overall, heat fluxes and bubble rise velocities were found to
oscillate slightly with mesh resolution (∼10% of range) over a
wide span of mesh sizes.
4. Impact and conclusions
interThermalPhaseChangeFoam enables simulation of a
broad range of condensation, boiling, and evaporation
processes in a single environment. It includes a set of
independently validated phase change models, which are suited
to different applications. The solver provides a framework to
rapidly implement new models. To the authors’ knowledge, no
publically available thermal phase change VOF code supports
multiple phase change formulations. Users familiar with the
OpenFOAM framework can install the software, and adapt the
validated tutorial cases to study new phase-change heat transfer
problems in a number of hours. In contrast, developing and
testing a new phase-change solver, as typically performed in
prior studies, can require weeks of effort.
One limitation of this phase-change VOF solver is that it
does not support geometric interface reconstruction. This limitsFig. 7. Evolution of bubble Reynolds number, and comparison of simulation
and correlation bubble heat transfer coefficient.
the potential accuracy of surface tension force calculations, and
can cause spurious currents. The VOF formulation conserves
phase masses well, but the slightly smeared interface (typically
∼3 cells) may be unacceptable for cases with thin boundary
layers near the interface. Similarly, interface area is not
available in each cell, which is needed to accurately evaluate
interfacial thermal resistance [18]. This is usually a minor
effect, except in very small scale flows. Many of these interface-
resolving limitations can be overcome with a sufficiently fine
mesh near the interface. However, users must be careful, as
extremely fine grids can amplify spurious currents in the
OpenFOAM interFoam formulation [56]. Thus, the current
solver is best suited to cases where bulk liquid- and vapor-
domain transport is important, as opposed to cases with
dominant interface dynamics. The provided implementations
for the Raeini et al. [42] sharp surface tension force model and
improved transport property blending can improve accuracy
for such cases. The solver also assumes uniform densities in
the two phases. This approximation is common for thermally
driven phase change, but should be carefully considered for
cases with large pressure or temperature variations (e.g., due
to capillary pressures in very small bubbles).
The OpenFOAM library enables nearly automatic domain
decomposition parallelization over MPI. However, scaling per-
formance is somewhat limited, with throughput typically be-
ginning to plateau with more than a few hundred processes at
10,000–50,000 cells per process (see scaling study in Supple-
mental Material Section 8 and [57]). Additionally, the Open-
FOAM library does not support increasingly common hybrid
M. Nabil, A.S. Rattner / SoftwareX 5 (2016) 216–226 225(MPI-OpenMP) and heterogeneous (GPU or coprocessors)
parallelization methodologies. This parallel performance is suf-
ficient for many engineering applications, but should be consid-
ered carefully when planning large-scale studies.
In earlier work, preliminary versions of this solver have been
applied to perform detailed VOF simulation studies of wavy
falling film phase change [28] and Taylor flow evaporation [38],
which had previously been characterized primarily empirically
(Fig. 1a–b). In ongoing efforts, this solver is being applied
to study dropwise condensation, nucleate boiling, and vapor
absorption over tube banks (Fig. 1c–e). For the dropwise
condensation problem, a new phase change model is being
implemented in this framework that captures both macroscale
and sub-grid scale heat transfer contributions (available in the
experimental DropwiseSGS branch of the gitHub repository).
The developers are currently working with other research
groups to apply the code to multiscale flow boiling processes,
porous media flows, and condensation on structured surfaces.
This software is hoped to enable and accelerate the simulation
of phase change heat transfer processes, and thus serve as
an asset to the thermal sciences and energy engineering
communities.
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