Abstract. We consider the complex
Introduction
This note is motivated by the following problem. Let ω and η be, respectively, a differential 1-form and a differential k-form on a smooth, paracompact manifold M of dimension n. We ask two questions: (1) under what conditions does ω divide η, i.e. there exists a (k − 1)-form γ such that η = ω ∧ γ; (2) can this division be done via a linear continuous (in the C ∞ topology) operator, i.e., if there is such an operator which maps η into γ?
These problems originate from the theory of differential forms and differential equations. One such question appears, for instance, when the Moser homotopy method is used in problems of equivalence of contact or symplectic structures with singularities (see [12] , [13] ). The crucial problem when applying this method is to solve the so-called homological equation. Our results give a tool for solving this equation and were already applied in [13] .
To examine the problem (1) note that the obvious necessary condition on η is ω ∧ η = 0. It is also sufficient, locally around regular points of ω, and the difficulty of the first problem is reduced to points where ω vanishes. We use the notion of depth from commutative algebra (see e.g. [8] ) which provides an adequate tool for stating restrictions on possible singularities of ω so that the necessary division condition also becomes sufficient for local and global divisibility (Theorem 2.1).
A more general version of the second problem, for trivial bundles, appears if we multiply sections of a bundle by a matrix with smooth coefficients. In this setting Bierstone and Schwartz [3, Th. 0. 1.3] solved the second problem even on a large class of subanalytic closed subsets X of M instead of M itself, assuming that the matrix has real analytic coefficients. A subproblem which appeared there was to extend Malgrange's Theorem on closedness of ideals generated by analytic functions. For a more general setting see [1] .
We consider the problem for arbitrary smooth sections ω of a vector bundle and arbitrary closed sets. We give a condition on ω which implies that the necessary division condition ω ∧ η = 0 is also sufficient (Theorem 2.1) and, moreover, we show that the same condition is sufficient for the existence of "division operators" (Theorem 2.2). Then we provide some solutions to analogous problems in the real analytic category and in the holomorphic category (Theorem 2.1 and Theorem 2.3). Probably the main novelty and the core of the paper is to apply abstract functional analytic methods developed by Vogt and his collaborators (splitting theorems, compare Lemma 3.6) in Theorems 2.2 and 2.3. Some versions of Theorem 2.1 might have been known to specialists. (We have not found a suitable reference and, therefore, we provide a complete proof.)
A similar problem as above appears if we replace the 1-form ω by a vector field Z on M and the operator of exterior multiplication by the operator of interior product η → Z η. We provide analogous solutions in this case.
In this paper we explain the related notions and results in detail in order to make the paper accessible for a wider audience.
Statement of results
Let us formulate the problem in the general setting. We consider a vector bundle E over M , of rank m, and denote by E * its dual. All objects, as well as morphisms, functions, sections, etc., will be considered in the category C s , which is any of the three categories: C ∞ (smooth), C ω (real analytic), C Stein (holomorphic). In the last case we assume that M is a complex Stein manifold. We denote by Λ s q (M ; E) the linear space of C s sections of the q-th skew-symmetric power of E. In particular, Λ
s section ω of E defines the linear operator of exterior multiplication by ω, which gives the complex
Similarly, any C s section Z of the dual bundle E * defines the operator of interior product ∂ Z = ∂ p Z = Z given on exterior products of sections ω 1 , . . . , ω p of E by
where ·, · denotes the duality product between E * and E, andω i means absence of ω i . This operator defines the complex
More generally, we can define the above complexes on subsets of M . Consider a closed subset X ⊂ M of category C s , i.e. a subset which, locally, is a set of zeros of a family of functions of category C s . We denote by Λ s q (M, X; E) the space of C s sections of the q-th skew-symmetric power of E which vanish on X (in particular, Λ
is the space of C s functions on M , vanishing on X). We define the quotient spaces
(X; E) (the quotient of the operator of exterior multiplication) which gives the complex
, the quotient of the operator of interior product. These operators define the complex
For more information on complexes like those above, called Koszul complexes, we refer the reader to [10] , Ch. 5.
Let R x (X) denote the ring of function germs of class C s on X, at the point x ∈ X. This means that R x (X) = C 
of R x (X) generated by the coefficients of representativesω ∈ Λ s 1 (M ; E) of ω and Z ∈ Λ s 1 (M ; E * ) of Z, respectively, in some coordinate system on M at x. Let us recall the notion of the depth of an ideal. Let R be a commutative ring with a unit. Given a proper ideal I of R, we say that a sequence of elements a 1 , . . . , a q of I is a regular sequence if a i is not a zerodivisor in R/(a 1 , . . . , a i−1 ) for i = 1, . . . , q (in particular, a 1 is not a zerodivisor in R). Here we denote by (a 1 , . . . , a i ) the ideal in R generated by the elements a 1 , . . . , a i . The depth of a proper ideal I ⊂ R, denoted depth I, is defined as the supremum of lengths of regular sequences in I. Additionally, one defines depth R = ∞. For additional information concerning the depth we refer the reader to [8] or [12] , Appendix 1.
Remark. In the holomorphic category the depth of an ideal of holomorphic function germs coincides with the codimension of the analytic set germ of zeros of this ideal; it is therefore a computable invariant (see [10] , Chapter 5.3). In the real analytic category the depth of an ideal coincides with the codimension of the set of its complex zeros since complexification does not change the depth; see [20] .
We denote Sing(ω) = {x ∈ X : ω(x) = 0} and Sing(Z) = {x ∈ X : Z(x) = 0}. The following theorem holds in the categories C ∞ , C ω , and C Stein . 
The converse statements hold in the categories C ω and C Stein .
We recall that a sheaf F of modules over X (over a sheaf of rings R) is called coherent if it satisfies two conditions: (a) it is of finite type (i.e., locally, it is generated by a finite number of sections); (b) given any sections
An analytic subset X ⊂ M of a real analytic (respectively, holomorphic, Stein) manifold M is called coherent if the sheaf O(M, X) of real analytic (respectively, holomorphic) function germs vanishing on X is coherent (over the sheaf O). This is equivalent to saying that the sheaf of function germs vanishing on X is of finite type (the sheaf of relations is always of finite type). All analytic subsets of Stein manifolds as well as every real analytic manifold are coherent by a theorem of Oka (see [4, Prop. 4] ; for more information on coherence and real analytic coherent sets see [17] ).
Remarks. (a) Statement (a) in Theorem 2.1 holds in the C
∞ category if we assume that M = X, ω and Z are real analytic and the depth used in the assumptions is computed in the ring of real analytic function germs C ω x (M ) (equivalently, in the ring of formal power series F ). This follows from our proof where the depth assumption is used in Lemma 3.1, only, in order to show that the complexes (3) and (4) are locally exact. Namely, the depth assumption in the ring C ω x (M ) guarantees local exactness of the complexes (3) and (4) in the real analytic category and the fact that the ring [14] ) implies that the same complex is locally exact in the smooth category. Similarly, the depth assumption in the ring of formal power series F and faithful flatness of this ring over C ω x (M ) (see [14] ) guarantee local exactness of (3) and (4) (c) Local results similar to those stated in Theorem 2.1 were already used in solving linear singular equations concerning differential forms; cf. e.g. [16] and [12] . A global topological version stated in Theorem 2.2 below was applied in [13] for solving the so-called homological equation.
In order to state our continuity result on division via operators we endow the spaces Λ ∞ r (M ; E) with the natural C ∞ topology so that they become Fréchet spaces; Λ ∞ r (M, X; E) denotes their closed subspaces and Λ
Below we say that a complex of linear topological spaces and continuous linear operators
. . , k, has a continuous linear right inverse operator defined on the image (here Im T i is equipped with the subspace topology induced from L i+1 ). For other functional analytic notions and results we refer the reader to [15] .
We say that a subset X ⊂ M has the extension property (in the category C ∞ ) if there exists a linear continuous operator λ :
, or more precisely, the natural quotient map C ∞ (M ) → C ∞ (X) has a linear continuous right inverse. We have the following result. For general sets see [22] , [9] .
Theorem 2.2. Let M be C ∞ manifold and let X be a closed subset of M which has the extension property. If depth
(b) If E is a trivial bundle, M , ω, Z are real analytic and X ⊆ M is a closed semicoherent subanalytic (in particular, semianalytic or subanalytic and coherent) subset, then the operators (M ; E) , resp.), provided that depth I x (ω) ≥ k + 1 for all x ∈ Sing(ω) (respectively, depth I x (Z) ≥ k + 1 for all x ∈ Sing(Z)).
Let us remark that
D × C is a simplest example of a Stein manifold not covered by the result above. Problem 2.4. Does Theorem 2.3 hold for arbitrary Stein manifolds M and arbitrary analytic subsets X in M ?
Proofs
First, we need a result from commutative algebra. Let R be a commutative ring with unity and let Z = (a 1 , . . . , a m ) be an element of the free module R m . We denote by Λ k (R m ) the k-th exterior power of R m . Let I be the ideal in R generated by the coefficients of Z. Consider the complexes:
defined by the operators Z∧ of exterior multiplication by Z, and
defined by the operators Z of interior product with Z given as 
Lemma 3.2. Let X ⊂ M be a closed subset which is additionally real analytic and coherent (in the C ω -case) or complex analytic (in the C Stein -case). Then the complex (3) (respectively, (4)) is exact at Λ s r (X; E) if and only if it is exact locally at Λ s r (X; E), i.e. for germs at any p ∈ X.
Proof. We shall prove the lemma in the case of complex (4) (the proof in the case of complex (3) is analogous).
Assume that (4) is locally exact at Λ r at any point p ∈ X, and also at any p ∈ M \ X (where this property is trivial). For the sake of brevity we denote Λ r (X) = Λ In order to show that (4) is globally exact at Λ r we assume that ν ∈ Λ r (M ) and Z ν = 0 in Λ r−1 (X), i.e., Z ν = 0 modulo ∆ r−1 (M ). Here and below we shall License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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denote by the same letter Z the element of Λ(X; E * ) = Λ(M ; E * )/Λ(M, X; E * ) (the equivalence class) defining the complex (4) or a (fixed during the proof) representative in Λ(M ; E * ) of this equivalence class. We should show that there are µ ∈ Λ r+1 (M ) and η ∈ ∆ r+1 (M ) such that ν = Z µ + η. At any point p ∈ M we have the germs equality: Z p ν p = 0 modulo ∆ r−1 (M p ). The local exactness of the complex at Λ r implies that there exists a germ µ p ∈ Λ r+1 (M p ) such that Z p µ p = ν p modulo ∆ r (M p ). Replacing the germs by objects defined on open sets U i , with i U i = M , we have
where η i is a C s section of Λ r defined on U i and η| X∩Ui = 0. In the C ∞ category we use a smooth partition of unity {ψ i } corresponding to the covering {U i } of M . We put µ = i ψ i µ i and η = i ψ i η i ; then η| X = 0 and we get Z µ = i ψ i ν + i ψ i η i = ν + η. This means that the global complex (4) is exact at Λ r . In the C ω and C Stein categories we shall use the real-analytic and holomorphic versions of Cartan's Theorem B, instead of partition of unity.
Let us fix the category Having the earlier formula [11, III.3.7] (compare [4, Th. 3] and the Grauert embedding theorem for real analytic manifolds) implies that the cohomology groups H q (X, F ) vanish for q ≥ 1 and F a coherent sheaf of modules over the coherent sheaf of rings of real analytic functions on X (which is a coherent analytic subset of M ). Taking F = ker(Z ) it follows, after a possible subdivision of the covering, that there exist elements γ i (local sections of F ) defined on U i ∩ X such that Z i γ i = 0 and
is correctly defined and of class C ω on X. We have (Z µ X )| Ui∩X = Z μ i = Z µ i − Z γ i = ν| Ui∩X , and so Z µ X = ν on X.
In order to complete the proof we should show that the section µ X has an extension to M having the required properties. Let us replace the local sections µ i which were defined above on X by some local sections on M , denoted againμ 
By the definition of β i this section is well defined on M and it equals µ X , when restricted to X. Thus Z µ = ν on X and so
This completes the proof that local exactness implies global exactness in the real analytic category. The same argument works in the category C Stein , where we use the holomorphic version of Cartan's Theorem B (Théorème fondamental in [4] ).
To show that global exactness implies local exactness (in the categories C ω and , which proves exactness of the local complex. In the category C ∞ the proof goes by replacing a representative ν of a germ ν p satisfying Z p ν p = 0 byν = ψν and so getting a global section satisfying Z ν = 0, where ψ is a smooth "cut-off" function on M (ψ ≡ 1 in some neighbourhood of p and vanishes outside of a larger neighbourhood). The proof is complete.
We shall prove Theorems 2.2 and 2.3 using the same method and reducing them to abstract splitting theorems in the categories of "graded" and "tame" Fréchet spaces, respectively. By Λ r (α) we denote finite type (r = 0) and infinite type (r = ∞) power series spaces,
where α = (α n ) n∈N is an increasing sequence of positive numbers tending to infinity (see [15, §29] ). The space s of rapidly decreasing sequences is defined to be Λ ∞ (log n). [19, Cor. 8.3.2] ). Now, we introduce "tame" notions -all of them are described in [18] but for the sake of completeness we explain some of them here. Let us recall that an operator T : E → F , where (E, ( · n ) n∈N ) and (F, ( · n ) n∈N ) are Fréchet spaces equipped with the fixed sequences of seminorms, is called tame if there is a p ∈ N and a sequence of positive constants (c n ) n∈N such that
It is known that H(C
for every x ∈ E, n ∈ N.
We define the "tame category" where objects are Fréchet spaces equipped with fixed families of seminorms defining their topologies, and morphisms are linear tame operators. The spaces (E, ( · n ) n∈N ), (F, ( · n ) n∈N ) are tamely isomorphic whenever there is an isomorphism T : E → F such that both T and T −1 are tame. A sequence
is tamely exact at E 2 if ker T 2 = Im T 1 , T 1 , T 2 are tame and there is a p ∈ N and a sequence of positive constants (C n ) n∈N such that the image via T 1 of the unit ball of the n-th seminorm on E 1 contains the intersection of Im T 1 and the ball of radius C n of the (n + p)-th seminorm on E 2 . For the definitions of other "tame notions" see [18] .
The recalled power series spaces equipped with the above given sequence of norms play an important role in the tame category. By [25, Th. 3.3 .1 and the proof on p. 133], we have the following result:
is a strongly pseudoconvex Stein manifold with finitely many connected components, then for some plurisubharmonic strictly negative vanishing at infinity function
and
Clearly, the sets Ω c are also Stein manifolds. The "graded notions" are all explained in [5] . For the sake of completeness we explain some of them now. Every object of the "graded category" (called a graded Fréchet space) consists of a Fréchet space X and increasing sequence (τ n ) n∈N of semimetrizable linear topologies on X whose union is equal to the original topology of X. A linear continuous operator T : (X, (τ n ) n∈N ) → (Y, (τ n ) n∈N ) is a graded operator whenever for every n there is m such that T : (X, τ m ) → (Y, τ n ) is continuous. The operator T is a graded isomorphism if it is a linear isomorphism and both T and T −1 are graded operators. A sequence of graded spaces and graded operators
is graded exact at E 2 if ker T 2 = Im T 1 and for every n there is m such that the T 1 -image of every τ n -0-neighbourhood in E 1 contains an intersection of a τ m -0-neighbourhood in E 2 with Im T 1 .
The special role in the graded category is played by the graded Fréchet space g − s N . As a Fréchet space it is a countable product of the spaces of rapidly decreasing sequences s. Its grading is given by the sequence of topologies induced via projections onto finite subproducts. If M is a smooth manifold, then we take a Let S : C ∞ (X) → C ∞ (M ) be an extension map. Let (U i ) i∈I be a locally finite open covering of X and let (V i ) i∈I be a locally finite family of open sets in M such that U i ⊂⊂ V i ⊂⊂ M . Let (ϕ i ) i∈I be a smooth partition of unity on X inscribed in (U i ) i∈I . Moreover, let (ψ i ) i∈I be a family of smooth functions, 0
It is easily seen that T is an extension operator and that it is graded for the natural gradings in C ∞ (X) and C ∞ (M ). Since the restriction map R :
is graded and the identity map id :
is graded isomorphic to a graded complemented subspace of C ∞ (M ). Analogous arguments work in the case C ∞ (X; E). Now, we summarize some splitting results. We start with the following wellknown lemma. Proof. We create a commutative diagram with exact rows, where
where we define j(e 1 , e 2 ) := (j 1 e 1 , e 2 , 0), q(x, e 2 , f 2 ) := (q 1 x, f 2 ). Let R be a right continuous linear inverse for q, and let P :
, is a right continuous linear inverse of q 1 . Of course, the same method works in the graded and in the tame categories.
The following lemma summarizes consequences of the three known splitting theorems ( [15, §30] , [5] , [18] ) and plays the crucial role in the proof of the continuous linear division results. An analogous theorem is also true when the X i are isomorphic to spaces of distributions (see [6] , [7] ). ; analogous norms are taken on Λ 0 (β). This holds because it is proved in [18, p. 157] that the above sequence satisfies the assumptions of [18, Th. 6.1] . Clearly, the assumptions are still satisfied if we take instead of Λ 0 (α) a tame quotient of this space and instead of Λ 0 (β) a tame subspace of Λ 0 (β). By nuclearity, the sequences
