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SOMMAIRE
On définit dans ce mémoire une nouvelle opération en théorie de IViorse. qui
généralise le produit d’intersection, en se servant d’une machinerie introduite par
Barraud et Cornea, qui enrichit le complexe de Morse classique. On mentionne
certains résultats classiques concernant l’homologie de Morse et on en présente de
nouveaux, entre autres la définition de morphismes de comparaison de complexes
enrichis.
Mots-clés : Théorie de Morse, produit d’intersection, espaces de modules, com
plexe de Morse enrichi, suite spectrale, morphisme de comparaison.
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$UMMARY
In this thesis, we define a new operation using Morse theory, which generalizes
the classical intersection product. We achieve this by using an enriched Morse
complex defined hy Barraud arid Cornea. We mention some kiiown resuits in
Morse homology and give some new resilits regarcling the enriched Morse complex.
Key-words Morse theory, intersection produet, moduli spaces, enriched Morse
complex, spectral sequence, comparison morphism.
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INTRODUCTION
La théorie de Morse, où encore calcul des variations global, est l’étude de
points critiques de certaines fonctions différentiables f : M —* R. Elle remonte
aux aunées 1920 (et a même des origines en 1885 avec Poincaré), alors que M.
Morse démontre les inégalités de Morse, qui relient le nombre de points critiques
de fonctions de Morse aux nombres de Betti de M. Le lecteur peut trouver un
historique de cette théorie - et beaucoup plus - dans l’imposant livre de Dieudonné
[D].
La théorie de Morse est intimement reliée à la notion d’attachement de cel
lules ([Mi] et [F]). Une fonction de Morse donne, à équivalence d’homotopie près,
une décomposition en cellules d’une variété on obtient directement les inégalités
de Morse (corollaire 1.1.2). En poussant l’étude de ces fonctions, on obtient des
résultats beaucoup plus forts sur une variété, comme le théorème de périodicité
de Bott, ou encore le théorème de h-cobordisme [Mi2]. Dans ce livre, l’homologie
de Morse de M est définie et il est montré qu’elle est isomorphe à l’homologie
singulière de M. On peut aussi reconstruire des opérations cohomologiques clas
siques, comme le produit cup, l’isomorphisme de Thom et les carrés de Steenrod
(voir par exemple [Sc] ou [BeCoh]).
On présente dans ce mémoire de nouveaux résultats en théorie de IViorse, en
utilisant la technique des espaces de courbes solutions de flot gradient, dans le
but de les généraliser à la théorie de Floer (ce qu’on ne fait pas ici). Pour cette
raison, la plupart des résultats connus sont présentés sans démonstration, l’accent
a été mis sur les nouveaux résultats. Parmi ceux-ci, on construit des morphismes
qui induisent des isomorphismes en homologie, entre différents complexes
de IViorse enrichis (proposition 3.1.13), tels que définis par Barraud et Cornea
3[BaCoj. Ce complexe mesure les espaces de modules de dimension quelconque,
en associant à chaque point critique ue chaîne dans l’espace des lacets de Moore
de M, à l’aide d’un paramétrage de chaque ligne de flot par la valeur de la fonction.
La construction des morphismes cI,t3 est calquée sur la méthode classique, c’est
à dire en considérant des homotopies de Morse régulières entre deux fonctions
Morse-smale; cependant l’homotopie constante n’induit pa.s un isomorphisme au
niveau des complexes enrichis (contrairement au cas classique), elle en induit
seulement un en homologie. La méthode utilisée dans ce mémoire est nouvelle
et consiste a démontrer l’indépendance du morphisme associé à une homotopie
constante par rapport au choix de paramétrages (proposition 3.1.10). Pour un
paramétrage bien particulier, on montre que l’homotopie constante induit bien
un isomorphisme, cette fois au niveau des complexes.
Le résultat central est la construction d’une opération d’intersection qui gé
néralise le produit d’intersection classique et est donné par le théorème 3.3.1.
On étend alors au complexe enrichi un morphisme ‘I’, existant déjà en théorie de
Morse classique dans la littérature, entre deux complexes enrichis et qui mesure
les espaces de modules formés par la variété instable d’un premier point critique et
la variété stable d’un deuxième, mais provenant d’une fonction différente. L’opé
ration d’intersection applique ce morphisme i1 à la somme de deux fonctions sur
M x M et fait correspondre un point critique d’une troisième fonction sur la
diagonale AM C M x M. On mentionne que le morphisme i-I’ est en fait chaîne
homotope aux morphismes de comparaison déjà construits et on donne une
ébauche de la preuve (proposition 3.3.3). Ce résultat apparaît dans la littérature,
mais sans preuve (par exemple dans [BeCohi).
Ou définit aussi une différentielle sur le produit de deux complexes enrichis, qui
est une déformation de la différentielle habituelle du produit tensoriel (remarque
3.3.7 et lemme 3.3.8), dans ce sens qu’elle agit sur les deux composantes du produit
en même temps. La différentielle sur le produit est normalement d(x 0 y) = 8x O
y + (—1)x O 8y. Ici, la déformation correspond simplement à la différentielle du
complexe enrichi, mais appliquée à une fonction Morse-$male sur M x M, donnée
4Les cieux premiers chapitres du mémoire contiennent des résultats de théorie
de Morse classique. On présente les notions nécessaires à la définition des groupes
d’homologie de Morse de M et on définit au chapitre 2 le produit d’intersection.
On donne aussi la démonstration de son invariance, puisque des arguments du
même type, qui fout intervenir des espaces de modules et leur compactification,
seront utilisés par la suite.
Le chapitre 3 contient tous les résultats nouveaux. On présente d’abord une
construction de Barraud et Cornea, qui généralise l’homologie de Morse et mesure
les espaces de modules de dimension supérieure à 1; on utilise cette machinerie
pour construire l’opération d’intersection généralisée. Ce faisant, on introduit la
notion de suite spectrale, qui contient beaucoup d’informations sur les espaces
de modules (théorème 3.1.7). On donne ensuite une méthode de changement de
coefficients, qui permet de retrouver l’homologie de Morse; c’est dans ce sens que
l’homologie enrichie généralise l’homologie de Morse. Cette méthode sera aussi
utilisée pour généraliser le produit d’intersection.
Une première tentative de généralisation du produit d’intersection est présen
tée, car elle apparaît de façon très naturelle. On la définit en remarquant qu’un
tripode est constitué de trois chemins basés en un point critique et ayant un point
d’arrivé en commun. La présence d’obstructions potentielles (proposition 3.2.3)
rend cette définition plus difficilement utilisable. Le problème apparaît lorsqu’on
veut montrer que le morphisme d’intersection est un morphisme de chaînes; un
calcul simple fait alors intervenir le produit de deux cubes et le même produit avec
les deux facteurs inversés. On sait que le produit de cubes (ou de simplexes) est
commutatif signé en homologie, mais en général il ne l’est pas au niveau des com
plexes, c’est d’ailleurs ce qui permet de créer les carrés de Steenrod. On n’a pas
vérifié s’il est possible de faire disparaître l’obstruction dans le cas du complexe
enrichi, on a opté pour définir autrement l’opération d’intersection.
On redéfinit finalement l’opération différemment (théorème 3.3.1) à l’aide du
morphisme I’ mentionné plus haut. On montre qu’elle généralise bien le pro
duit d’intersection et qu’elle est invariante par rapport aux fonctions utilisées
(propositions 3.3.5 et 3.3.9). La méthode utilisée pour démontrer l’invariance est
5classique et cousiste à trouver un espace de modules ayallt pour bords les mor
phismes d’intersection associés à des choix différents de fonctions, donnant ainsi
une homotopie de chaînes.
Chapitre 1
THÉORIE DE MORSE CLASSIQUE
On introduit dans ce chapitre toutes les notions nécessaires à la définition des
groupes d’homologie de Morse d’llne variété riemannienne fermée M (i.e. connexe,
compacte et saris bord). On mentionne les lieus entre une fonction de Morse et
une décomposition cellulaire de M, donnée pa.r les variétés instables des points
criticlues.
On définit le complexe de IViorse, où chaque point critique est vu comme une
cellule et la différentielle est donnée grâce à une étude des espaces de modules
et de leur compactification. On utilise deux approches différentes mais équiva
lentes pour donner la structure de ces espaces, une qui fait appel aux systèmes
dynamiques, c’est le point de vue adopté dans l’article de Weber [MïeÏ, l’autre
qui est plus analytique et étudie le comportement des solutions d’une équation
différentielle, qu’on peut trouver dans le livre de Schwarz [Sci.
1.1. ORIGINEs ET DÉCOMPOSITION CELLULAIRE
Soient M une variété riemannienne fermée de dimension n et f C (M, R).
On dit qu’un point critique p de f est non-dégénéré si la matrice Hessienne de
f au point p est non-singulière. Dans un système de coordonnées ..., x7), la
matrice ( (p)) doit etre un isomorphisme. Cette condition implique que leaxiaxj
graphe de df intersecte la section nulle de T*M transversalement, c’est donc une
condition générique. Par le théorème des fonctions inverses, les points critiques
non-dégénérés sont isolés (car la dérivé est localement bijective) et M étant com
pacte, il n’y en a qu’un nombre fini, f est une fonction de Morse si tous ses
zpoints critiques sont non-dégénérés. Cet ensemble est dense clans C°(M), car la
transversalité est générique.
L ‘index d’un point critique p, noté [1(p), est le nombre de valeurs propres
négatives de la matrice et est indépendant du système de coordonées. On note
Critf l’ensemble des points critiques de f et CTitkf les points critiques d’index
k.
L’existence d’une métrique riemannienne g sur M donne un isomorphisme
canonique entre TM et T*M et nous permet de définir le vecteur gradient de f,
noté Vf, par la relation,
<Vf,X >= df(X) = X(f).
Le flot généré par le champ de vecteurs gradient est un ingrédient essentiel à
l’homologie de Morse et sert à prouver le prochain théorème, qui relie la topologie
de M à la fonction f.
Théorème 1.1.1 ([Mi], theorème 3.5). Soit f une fonction de Morse sur M.
Alors M a te même type d’homotopie qu’un complexe CW avec une cettute de
dimension ) pour chaque point critique d’index ).
Corollaire 1.1.2 (Inégalités de Morse). Si Bk(M) est te rang libre de Hk(M),
te kième groupe d’homotogie de M, alors
(1) Critf Bk(M)
(2) O(_1)k3k(M) = Z-o(-1)Critkf
1.2. FONCTION D’ATTACHEMENT ET ESPACES DE MODULES
Dans le complexe cellulaire associé à une décomposition en cellules d’un com
plexe CW, la différentielle se calcule facilement en termes du degré des fonctions
caractéristiques. Il est naturel de se demander comment exprimer cette différen
tielle dans le cas d’une fonction de Morse, qui donne une décomposition cellulaire
à homotopie près; le flot gradient (négatif) joue ici un rôle clé. On peut relier
cette différentielle avec la différentielle du complexe cellulaire et montrer que l’ho
mologie ainsi obtenue est l’homologie cellulaire, c’est ce qui est fait dans [Mi21
et [FI.
$On considère le système dynamique,
‘I’:RxM—*M
x) = —Vf((t, ‘)), (O,.) id1
donné par le flot gradient négatif et on définit les variétés stables et instables
associées aux points critiques x E Critf
Wu(x)={pEM lim ‘I’(t,p)=},
t--œ
Ws(x)
=
{p E M lim I’(t,p) =
t—œ
qui sont des cellules de dimension tt(x) et n
—
i(x). Cette décomposition en
cellules ne donne en général pas une structure de complexe CW, car la condition
de fermeture n’est pas toujours remplie. La bonne condition à imposer au système
dynamique pour définir la différentielle est que WU (x) flWs (y) soit une intersection
transverse Vx, y E Critf. Cette condition est générique et une fonction de Morse
qui la vérifie est appelée Jonction Morse-Smate.
Dans ce cas, I/Vu(x)fl1178(y) est une variété (lorsqu’elle est non vide) de
dimension i(x) — t(y) et elle intersecte transversalement f ‘(a), pour une valeur
régulière a comprise dans (f(y), f(x)). L’espace de modules W(x) n Ws(y)
f ‘(a) = M’ est donc une variété de dimension x — — 1 et elle est compacte
de dimension O lorsque x y + 1. On peut alors compter (modulo 2) le nombre
d’éléments qu’elle contient, on obtient n(x, y)2 M’2, qui serviront à définir
la différentielle du complexe de Morse.
Remarque 1.2.1. On peut aussi compter atgébriquement le nombre de lignes, en
associant à chacune un signe, qui dépend des orientations des variétés stables et
instab tes.
1.2.1. Autre définition des espaces de modules
On peut considérer l’espace Jl4
- c’est l’approche utilisée dans le livre de
Schwarz [Sci - comme l’ensemble des courbes qui satisfont à l’équation différen
tielle’ = —Vfo7, i.e. ={y M ‘ = —Vfo7,(—oc) x, 7(œ) =
9y}, où = R U{—oo, oo} est muni d’unestructure de variété clifférentiable telle
que la fonction
t
tH-÷
__
1 +t2
est un difféomorphisme.
On a une action de R donnée par les reparamétrages des lignes de flot,
RxM—*M
(r,7) 7.T7(+T).
Cette action ne change pas la dérivée de ‘y, elle nous redonne bien une ligne de
flot.
Proposition 1.2.2 ([ScI, proposition 2.31). L’action de R est tisse, Ïibre, propre
et
= ivi /Rx,y x,y/ x,y•
est donc indépendant du choix de a (f(y), J(x)), pourvu que l’inter
valle ne contienne pas de valeur critique. On utilisera la notation M pour faire
référence aux deux définitions, en prenant celle qui convient le mieux à chaque
situation.
1.2.2. Compactification
Lorsque M est de dimension supérieure à O, elle n’est en général pas com
pacte. L’obstruction à la compacité sont les lignes dites brisées; certaines sous-
suites de lignes de flot peuvent se briser à la limite (voir figure 1.1). On peut
ajouter toutes ces limites et compactifier de la sorte M, ce qui lui donne la
structure d’une variété à coins. Son bord vérifie la formule
U i,xM’. (1.2.1)
y<x’I<x
La partie délicate de cette formule est de montrer qu’à chaque paire (u, u) e
x correspond un élément de 8i, c’est la méthode du gluing. Notez
que lorsque i est de dimension 1, alors c’est une union disjointe de cercles ou
d’intervalles, par la classification des variétés de dimension 1. Son bord contient
‘o
donc un nombre pair de points, et à chacun correspond un autre point avec
l’orientation opposée.
1.3. HOMOLOGIE DE MoRsE
X
7’
On définit dans cette section l’homologie de Morse à coefficients Z2 associée
à une fonction Morse-Smale f.
Comme les points critiques correspondent à des cellules, on définit le module
Gk(f) Z2 < Gritkf > et
8kCk(f)Ck-l(f)
n(X,y)2y
yECritk_1f
Le nombre de générateurs de Ck(f) est fini (lvi est compacte), la différentielle
s’étend par linéarité à tout Ck (f). Lorsqu’on applique la différentielle deux fois à
x disons, on obtient des points critiques yj de degré x — 2, le coefficient donné
à chacun correspond au nombre de points de la variété aM., il est donc pair,
par une remarque faite à la section précédente. On obtient alors (l’anneau de
coefficients est Z2)
Proposition 1.3.1. 32 3k ° 8k-1 = O
u1 e
U2 G
FIG. 1.1. Convergence vers une ligne brisée
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On peut donc définir l’homologie de ce complexe, H(C(f), 8), appelé groupe
(il s’agit ici d’un Z2 espace vectoriel) d’homologie de Morse. Cette homologie
correspond à l’homologie singulière de la variété.
Théorème 1.3.2. Hk(G*(f), 8) Hk(iÏ; Z2). où Hk(•; Z2) sont tes groupes d’ho
motogie singuÏ’ière.
Démonstration. Voir [Mi2] dans le cas d’une fonction de Morse auto-indexée.
On dit qu’une fonction de Morse est auto-illdexée si Vx Critf, [1(x) k =
f (x) = k, i.e. tous les points critiques d’illdexes k sont sur l’hypersurface f—1(k).
Le cas d’une fonction Morse-$male quelconque est démontré dans [Sc].
Ce résultat nous dit que l’homologie de Morse d’une variété est indépendante
du choix de la fonction Morse-Smale. On peut aussi montrer cette invariance,
tel que fait dans [Se], en utilisant des homotopies presque arbitraires (appelées
homotopies de Morse régulières) entre deux fonctions de IVlorse et des homotopies
d’homotopies, en étudiant la structure des espaces de module de ces homotopies
sur MxR et MxRx [0, 11. Cet.te méthode al’avantage de construire explicitement
des morphismes de chaînes entre les complexes de deux fonctions Morse-smale,
Gk(f) C(f),
qui indilisefit des isomorphismes en homologie de Morse. On utilisera cette mé
thode au chapitre 3 pour montrer l’illvariance du complexe de Morse enrichi.
Remarque 1.3.3. Le théorème reste vrai si on change tes coefficients pour Z, en
tenant compte de t’orientation.
Chapitre 2
PRODUIT D’INTERSECTION
Dans ce chapitre, on construit le produit d’intersection homologique à l’aide de
la théorie de IViorse. Il faut donc prendre cieux cycles et leur faire correspolldre un
troisième. Pour ce faire, on se donne trois fonctions «génériques» et on considère
l’intersection au niveau des cellules, i.e. des variétés stables et instables associées à
trois points critiques. Cette intersection correspond aux nombre de configurations
en «Y», appelées des tripodes (figure 2.1). L’indépelldance du produit découle de
l’étude d’espaces de modules sur M x I, donnés en considérant des homotopies
régulières entre trois paires de fonctions Morse-Smale. Sur chaque face de lvi x I,
on aura le produit d’intersection défini par chaque triplet de fonctions, ce qui
donnera une homotopie de chaînes entre deux définitions du produit. On peut
aussi trouver cette construction dans [BeCohi et [Roi.
2.1. CoNsTRucTIoN
011 se donne trois fonctions Morse-Smale f : M —* R (j = 1, 2, 3), et on
demande en plus que leurs variétés stables et instables s’intersectent deux à deux
transversalement (cette condition est générique). On peut alors considérer la va
riété de dimension x + y — — n suivante,
M’ = Wu(x) n Wu(y) n W8(z)
où x E Critfi, y Critf2, z E Gritf3. À chaque point de cette variété corres
pondent une ligne du flot gradient négatif de chaque fonction f, on peut donc
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voir M’ comme l’ensemble de toutes les configurations en forme de «Y», les
tripodes, où chaque branche est une ligne de flot.
•VJ3Z
FIG. 2.1. Tripode
Lorsque z ii + y — n, cette variété est de dimension O et on définit
y, z)2 j4Y2 Le produit d’intersection est donné par la formule
: O(f) ® Cq(f2) Cp+q_n(f3)
n(x,y,z)2z
ZECp+q_n(f3)
Proposition 2.1.1. ,u o d o ,u, où cl est ta différentiette du produit tensoriet,
qui vérifie ta règle de Leibniz d(x 0 y) = 3(x) 0 y + (—1)x 03(y), i.e. on a un
produit induit
H(C(f1)) O Hq(C*(f2)) Hp+q_n(C*(f3)).
De plus, est associatif.
Démonstration. On considère la variété de dimension 1 compacte MxY (la
compactification existe et se fait comme avant, en ajoutant les brisures), où z
x + y — n — 1. Les différentes brisures possibles ne peuvent se faire qu’à des
points critiques (figure 2.2), elles correspondent donc aux différentielles des trois
complexes associés aux fonctions f. Le bord de ï’’ possède un nombre pair de
points (c’est le bord d’une variété de dimension 1) et vérifie
U < U >< x,y’ U x
y’J=y—1
Les différentes parties du bord correspondent respectivement à ti(3x O y),
ti(x 0 3y) (qui n’est que tid(x O y)) et 0(ti(x O y)) (figure 2.2).
D
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FIG. 2.2
2.2. INVARIANCE
Le produit défini par les fonctions de Morse coïncide avec le produit d’inter
section e homologie ([BeCohi), il est donc indépendant du choix des follctions et
des métriques. On utilise ici les morphismes de comparaison qui proviennent
d’homotopies régulières entre fonctions Morse-$male, pour construire une homo
topie de chaînes entre deux produits d’intersection provenant de deux triplets de
fonctions Morse-Smale. On utilise le produit d’intersection sur M x I, les trois
fonctiolls sont les homotopies (génériques) et sur chaque face de i’Ï x I, le produit
correspond à celui défini par chaque triplet de départ, on obtient ainsi l’homoto
pie de chaînes.
Remarque 2.2.1. En considérant d’autres configurations de graphes, on peut
reconstruire tes opérations homotogiques et cohomotogiques classiques, tettes ta
dualité de Poincaré, te produit cup et tes carrés de Steenrod. Ces constructions
sont présentées dans [BeCohi.
On utilise dans la prochaine proposition les morphismes de chaînes cI’ $
Ck(f;) —* Ck(f2) entre deux complexes de Morse. Ces morphismes sont construits
en considérant une homotopie h entre f1 et f2 (ce sont des fonctions à valeur dans
R, elles sont donc homotopes) et mi regardant les lignes de flot de cette homotopie
sur M x I. On peut faire en sorte que les points critiques de h coïncident avec ceux
yx yx y
z,
z z z
(a) t(ax Ø y) (b) t(x ® 3y) (c) a o
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de f’ et f2 et que le flot parte de M x O et aille vers M X 1; on augmente ainsi de 1
la dimension des variétés instables sur la face M X O, i.e. Critkfl C Critk+lh. Les
espaces de modules ont dimension O lorsque x e Critkfl et y E Critkf2.
Notez que ces morphismes induisent des isomorphismes en homologie de Morse
(la proposition 3.1.13 dollne une généralisation de cette propriété).
Proposition 2.2.2. est indépendant du choix des fonctions f.
DÉMoNsTRATIoN. Soient
t: C(f,) 0 Cq(f) Cp+q_n(f3)
ht’: C(g,) 0 Cq(g) Cp+q_n(93)
deux morphismes d’intersection définis par deux triplets de fonctions IVlorse
Smale. Il faut montrer que le diagramme suivant est commutatif à homotopie
de chaînes près, i.e. qu’il commute en homologie. Notez que les morphismes F”
induisent des isomorphismes en homologie (on construira une généralisation de
ces isomorphismes dans le chapitre trois, qui coïncideront avec ces morphismes
en dimension O, lorsqu’on considérera l’invariance du complexe de Morse enrichi).
c(f,) 0 Cq(f) > Cp+q_n(f3)
93,f3
b”
G(g,) O q(g) Gp+q_n(g3)
Pour construire l’homotopie de chaînes, on se donne trois homotopies de Morse
régulières H : M x I —* R entre f et gj. Ensilite, on définit
: C(f,) 0 Cq(f2) “Gp+q_n+1(g3)
n(x, y, w)2w
wCCritii+ii+ig3
16
où n(x, y, w)2 = I/V (x)flW2(y)flI/V3(w)2. Cette variété est bien de dimen
sion O (l’intersection est transverse), puisque Critkf C CTitk+lH et CTitkgi C
CTitkH. L’index des points critiques de f augmente de un, car le flot de H se
déplace de gauche à droite dans M x I et H10 = f, on ajoute une dimension
aux variétés instables.
Finalement, on considère la variété de dimension 1 W1 (x) flW2 (y) flWk3 (w),
où w Comme avant, les brisures possibles se font à des points
critiques, qui sont sur les faces; notez que deux des brisures correspondent à
des tripodes (figure 2.3). Les différents morceaux du bord donnent la formule
= !o(1f1 ®2nf2)+23f3 o/i.
FIG. 2.3
(a) (8xøy) (b) (x®0y) (c) 8o
(d) o (e) i’ o (9i fi ® O2f2)
D
Chapitre 3
OP1RATION D’INTERSECTION
GN1RALI$1E
Ceci est le chapitre principal du mémoire. On définit une opération d’inter
section généralisée, qui est valable quand les espaces M’ sont de dimension
plus grande ou égale à 1. Pour ce faire, on présente d’abord une construction de
Barraud et Cornea (voir [BaCol), qui enrichit le complexe de Morse classique
et permet de mesurer les espaces de module de dimension arbitraire, pas juste
ceux de dimension O, qui sont utilisés dans la définition de l’homologie de Morse
classique. On donne aussi une preuve de l’illvariallce de cette construction au ni
veau homologique. Dans l’article de Barraud et Cornea, une forme d’invariance
est montrée, mais seulement au niveau des suites spectrales induites. La section
3.1.4 contient des résultats nouveaux et montre l’invariance de la construction,
en construisant des morphismes de comparaison 9’ de complexes enrichis pro
venant de fonctions de Morse différentes. Le nouvel argument clé utilisé dans la
construction des morphismes est l’indépendance de ces derniers par rapport au
changement continu de paramétrage des lignes de flot. On introduit aussi la notion
de suite spectrale, qui sert à mesurer les espaces de modules, et on présente une
méthode pour effectuer un changement de coefficients dans le complexe enrichi.
Ensuite, ayant établi la machinerie nécessaire pour mesurer les espaces de
module, on donne une première définition d’une opération d’intersection, en re
marquant que les tripodes (i.e. les éléments de M’’) correspondent à trois che
mins basés en des points critiques et ayant un point en commun. En identifiant
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les points critiques à un seul point [y], chaque tripode correspond à trois che
min ayant leur point d’arrivé en commun; on peut alors représenter l’espace des
tripodes comme un pull-back qui traduit cette observation. On utilise ensuite l’ac
tion des boucles sur chaque branche d’un tripode pour représenter la différentielle
(chaque brisure allonge une des trois branches du tripode).
La première définition de l’opération d’intersection associe à cieux points cri
tiques un troisième, enrichi d’un coefficient, une chaîne dans le pull-back précé
dent. Cependant, un manque probable de commutativité du produit de deux
cubes empêche la commutativité de cette opération avec la différentielle, Le. on
n’a pas un morphisme induit en homologie. Il n’est pas clair à ce moment que cette
première définition permette de généraliser correctement le produit d’intersection.
On a choisi de quand même présenter cette construction, puisqu’elle apparaît de
façon très naturelle lorsqu’on essaie d’enrichir le produit d’intersection classique.
Finalement, on donne une construction qui fonctionne bien et qui est une
généralisation au complexe de Morse enrichi de la construction de fonctions de
Morse sur un fibré vectoriel, telle que présentée dans le livre de Schwarz [Se].
L’idée est d’utiliser d’abord deux fonctions Morse-Smale sur M pour en définir
une, appelée la somme, sur M x M. Ensuite, on définit une deuxième fonction
sur M x M, qui donne une fonction Morse-$male lorsque restreinte à la diagonale
(on utilise le produit scalaire donné par la structure d’espace vectoriel sur chaque
fibre du fibré normal de la diagonale). L’opération d’intersection mesure les lignes
de flot qui partent d’un point critique de la fonction somme et qui se rendent
à un point critique sur la diagonale. On montre que cette opération généralise
effectivement le produit d’intersection, en utilisant un changement de coefficients
associée à la fonction constante g M —* {*}, et aussi qu’elle est illvariante
par rapport aux fonctions de Morse utilisées. On utilise dans la définition un
deuxième morphisme de comparaison On mentionne que ce morphisme est
chaîne homotope aux morphisme déjà introduits et on présente une partie
de la preuve (proposition 3.3.3). Cette affirmation est présente sans démonstration
dans la littérature, entre autres dans [BeCoh].
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3.1. CoMPLExE DE MoRsE ENRICHI
Dans cette section, on enrichit le complexe de Morse classique en ajoutant à
chaque point critique des coefficients dans l’espace des lacets de IVloore de M. La
différentielle ne comptera plus seulement les lignes de flot entre des points critiques
consécutifs, mais à chaque ligne sera maintenant associé lacet, pour «nuancer»
la différentielle. L’homologie ainsi obtenue sera triviale, par contre le complexe
contiendra beaucoup d’informations (voir par exemple le théorème 3.1.7), qu’on
peut extraire avec une suite spectrale de Leray-Serre, et une procédure de change
ment de coefficients permet d’obtenir une homologie non nulle (corollaire 3.1.8).
On suit de près la présentation de Barraud et Cornea [BaCo].
Chaque ligne de flot entre deux points critiques x et y donne un chemin de x
à y, paramétré naturellement par la valeur de la fonction le long de la ligne. On
notera C,9M := C0([O, J(x) — f(y)J, M); on obtient les fonctions continues
M —*
x si t = O,
= ysit=f(x)-f(y),
w l’unique point sur la ligne u vérifiant J(w) J(x) — t.
Le point w ci-dessus est unique, car la fonction de Morse est strictement
décroissante le long d’une ligne de flot; en effet, soit u une solution non constante
du flot gradient négatif, alors
o u(t) =dJ(t)(u’(t)) =< Vf(u(t)), u’(t) >
<Vf(u(t)),Vf(u(t)) >= -Vf(u(t)) <O.
On peut créer un nouveau chemin à partir de deux autres, lorsque la fin du
premier coïncide avec le début du deuxième, en les mettant bout à bout, c’est
la concaténation, notée par le symbole #. Les fonctions se prolongent à la
compactification des espaces de modules et pour (n1, ‘u2) E x C
on obtient, grâce au théorème de compactification et au «gluing»,
((n, 712)) = iQu1)#(’u2). (3.1.1)
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La prochaine étape consiste à voir les lignes de flot non pas comme des che
mins, mais comme des lacets de longueur variable. Puisque chaciue ligne com
mence et se termine à un point critique, on considère un chemin simple i’ passant
par chaque point critique de f. On quotiente ensuite ce chemin par l’applica
tion q M — M/v = M’. M’ a le même type d’homotopie que M, puisque y
est contractile, et a un point de base [y], la classe de u. Chaque ligne de flot est
maintenant un lacet basé en [u] et de longueur variable, c’est à dire un élément de
(Q’M’, [u]), l’espace des lacets de Moore de M’, qui a le même type d’homotopie
que (M, m). On notera ces deux espaces QM pour alléger la notation.
L’application q induit une fonction continue q CM — 1M, avec x, y e
Critf. On peut maintenant représenter chaque ligne de flot comme un lacet
Ji
= qo M -+ M.
L’espace des lacets est muni d’une multiplication •, donnée par la concaténa
tion des chemins. Pour (71, 72) E et grâce à (3.1.1), on obtient
x,z((71,72)) x,y(7i) y,z(72). (3.1.2)
3.1.1. Système de chafnes génératrices
Pour mesurer l’image des variétés à bords dans QM, on utilise l’homologie
cubique et le fait que l’homologie d’une variété à bord N de dimension n vérifie
H(N, aN; R) R, pour n’importe quel anneau commutatif et unitaire R.
Étant donné un espace topologique X, on note SX les chaînes cubiques (non
dégénérées) de X à coefficients Z2 (voir [Ma]). L’avantage d’utiliser des cubes
(plutôt que des simplexes), est que le produit de deux cubes reste un cube.
$k(X) x St(Y) —÷ Sk+1(X x Y)
(u x u’)(x,y)
=
(u(x),u’(y)).
Cette multiplication induit un morphisme d’Eilenberg-Zilber,
: $k(X) ® 31(Y) —* Sk+t(X x Y)
u 0 u’ u X u’
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La multiplication sur l’espaces des lacets induit aussi une multiplication
$k(QM) 0 $1(QM) — $k+t(QM),
définie par ( u’)(x, y) = (x) u’(y), où x E 1k E fi.
Définition 3.1.1. Un système de chaînes génératrices pour un espace de modules
est une famitte {s e vérifiant
i. L’image de dans 8i) par l’inclusion O) —* 8i)
est un cycte représentant ta classe fondamentale relative au bord.
ii. En utilisant tes identifications de (1.2.1), 0s
=
x s.
Lemme 3.1.2. Un système de chaînes génératrices existe.
DÉMONSTRATION. On construit les chaînes s par récurrence sur la dimension
des espaces de modules. Lorsciue la dimension est 1 (x — — 1 = 1), alors les
espaces de modules, lorsque leur bord est non-vide, ne sont que des intervalles et
dans ce cas le lemme est vrai (ceci est classique et repose sur l’homologie d’un
intervalle!). Supposons que le lemme soit vrai lorsque x
— y — 1 < k. Soient
maintenant x, y telles que x — y —1 k. On peut supposer que M est connexe,
sinon on applique le raisonnement qui suit à chaque composante.
On considère la chaîne c
=
x s E $k_1(8, en utilisant les iden
tifications de (1.2.1). Alors 8c = (8s x s + s x 8s)
= ZZ Z 5k X s X
+ 1 s x x = 2(Z s x s X s) O. La chaîne c représente bien
une classe d’homologie. Cette classe est en fait la classe fondamentale de
puisqu’elle coïncide en chaque morceau Hk_l(M x M,, 8(M x M)) avec la
classe s x s, qui est une classe fondamentale par hypothèse (on utilise la formule
de Kiinneth pour l’homologie d’un produit).
Étant donnée une variété de dimension k à bord, on a, de façon générale, que
: Hk(M, 8M) —* Hk_j(8M) est un isomorphisme et i. : Hk_l(8M) — Hk_l(M)
est l’homomorphisme nul. Ces notions sont classiques (voir [Spi ou [Ma]).
Alors, on a que c e Im(8 : $k(7T)
—÷ $k_1(M)). On choisit s telle que
8s = c. La propriété ii. est alors satisfaite. La première l’est aussi, car l’image
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de est un cycle dans $k(J, 8i), le connectant 5 de la paire 8T)
est un isomorphisme en dimension k et, par définition, ([s]) = c. D
3.1.2. Complexe enrichi et suite spectrale
On mesure dans cette section l’image des cubes dans $(Wvi) et on intro
duit la notion de suite spectrale. On pose
=
Proposition 3.1.3.
8 X x Zy_ z x
DÉMONSTRATION.
0a iJî(x x s)
= q °
= (qo(s)) . (qo(s))
=a•a.
D
On peut maintenant définir le complexe de Morse enrichi, c’est le $* (M) —module
C(J) = ($(QM) ® Z2 <Crntf >)*,
la structure de module est donnée par u (a 0 x) (u. a) 0 x et la différentielle
est l’unique dérivation de $(QM)—module (i.e. d(a O b) = (8a) O b + a db)
déterminée par
d(x) =a®y.
Proposition 3.1.4. d2 = O.
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DÉMONSTRATION.
d(a ® y)
— 3 0 y + a dy
8a 0y+a a®z
D
Le complexe étant défini, il reste à savoir ce que vaut son homologie. Pour la
calculer, on aura besoin de la suite spectrale associée à la fibration de l’espace des
chemins. On rappelle ici quelques notions de base concernant les suites spectrales
et leur lien avec les fibrations. Ce collcept n’est pas très important dans le cadre
de ce mémoire, sauf pour le calcul de certains groupes d’homologie, on restera
donc assez bref et concis dails la présentation. Le lecteur peut consulter [Spj pour
un exposé plus complet; on suit de très près la présentatioll de Spanier, en faisant
le parallèle avec la construction du complexe enrichi.
On fixe d’abord un anneau principal R (dans notre cas, Z2). On dit que
E est un R-modute bigradué s’il est constitué d’une famille de modules où
s, t E Z. Une différeritiette de bidegré (—r, r—1) est une famille d’homomorphismes
d E3,,, —* Es_r,t+r_i qui vérifient d2 = O. On a donc une faniille de groupes
d’homologie associée à ces modules
H5,,,(E) kerdS,t/irndS+T,t_T+l.
Une k-suite spectrale E est une famille {Er, &}, r k vérifiallt
i.ET est u module bigradué et & est une différentielle de bidegré (—r, r — Ï)
ii.Pour r > k, il y a un isomorphisme H(ET) E’.
011 peut voir une suite spectrale comme un «livre» dails lequel la page k
contient un réseau de groupes E,, reliés par une différentielle, et la page k + 1
est l’homologie de la page k; ces groupes d’homologies sont à leur tour reliés par
ue différeiltielle, et ainsi de suite. 011 dit que la suite spectrale est convergente
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si pour chaque (s, t), il y a un r pour lequel Vk r, autrement dit,
les pages sont toutes les mêmes à partir de la page r (ceci n’est pas la définition
exacte, mais ça nous suffira pour ce mémoire).
Une filtration F d’un complexe de chaînes C est une suite {F8C} de sous-
complexes (c’est à dire que F8C est un sous complexe de chaînes {F8C}) vérifiant
F8C c F81C. Le module bigradué associé à la filtration est défini par G(C)8, =
F8C8+/F8_iC8+. La filtration est bornée inférieurement si pour chaque t, il existe
s tel qe F8A O. Une telle filtration induit une filtration de H8(C) donilée par
FSHk(C) = im[Hk(FSC)
—
H(C).
Le lien entre une filtration et une suite spectrale est donné par le théorème
suivant
Théorème 3.1.5. Soit F une filtration d’un complexe de chaînes C bornée in
férieurement telle que fl8 F8A O (i.e. ta filtration est convergente). Alors il y a
une 1-suite spectrale vérifiant
r” ,. Tf tT’ f11T’
J18,r8/ rj
De plus, cette suite spectrale converge vers le module bigradué GH8(C) associé à
la filtration F8H(C) définie ci-dessus.
Exemple Soit X un complexe CW et {Xk} les k-squelettes de X, alors la filtra
tion topologique Xc c Xk donne une filtration du complexe de chaînes singu
lières de X, qui prend les chaînes dans le k-squelette, i.e. F8(C(X)) = C(X8).
Cette filtration vérifie les hypothèses du théorème précédent, on a donc une
1-suite spectrale, dont la première page vaut H8+(C(X8)/C(X8_1)) =
H8+(X8, X8_,). Ces groupes sont non-nuls seulement lorsque t = O, par des pro
priétés homologiques classiques des complexes CW. On retrouve donc le com
plexe cellulaire de X. On peut vérifier qu’à la page 2, on a l’homologie cellulaire
E0 H8(X).
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Le complexe enrichi C(f) admet la filtration différentielle suivante, donnée en
bornant supérieurement les indexes des points critiques
FkC = S(QM) ® Z2 < E Gritf t(x) <k>.
On note E(f) (Eq(f), UT) la suite spectrale associée à cette filtration. La
différentielle à la page ET mesure les espaces de modules entre des points critiques
de différence d’index au plus k. On peut calculer la deuxième page de cette suite
spectrale, en se basant sur la preuve du théorème précédent, et on obtient
Eq H(1M) ® HoTse(M). Cette deuxième page est en fait la même que celle
de la suite spectrale de Leray-Serre, associée à la fibration de l’espace des lacets,
qu’on définit à l’instant.
On dit que p : E — B est une fibratiori si, pour tout espace topologique X,
étant donné un diagramme commutatif
h :=hxxo
Xx{O >E
Xx[O,Ï]h >B
il existe H t.q. H o i h0 et p o H = h. Autrement dit, on veut pouvoir relever
n’importe quelle homotopie dans B à une homotopie dans E. La fibration qui
nous sera utile est la fibration de t’espace des tacets p PM —* M. L’espace
PM = {u ([0, 11, 0) —+ (M, mo)} est appelé espace des chemins. La fonction
p est l’évaluation au bout d’un chemin, p(u) = o-(1). On appelle fibre l’espace
F = p1(bo); la fibre en m0 est l’espace des lacets de M basés en rn0, (M, mo).
Un revêtement est une fibration avec une fibre discrète. Le théorème suivant as
socie une suite spectrale, dite de Leray-Serre, à une fibration
Théorème 3.1.6. Soit p E — B une fibration de fibre F = p1(bo), où B
est un comptexe CW connexe par arc et rri(B) 0. It y a une 2-suite spectrate
vérifiant H(B; Ht(F; G)). De ptus, cette suite spectrate converge vers te
modute bigradué associé à ta fittration de H(E; G) définie par
H(E; G) = im{H(E; G) - H(E; G)]
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Dails ilotre cas, le groupe de coefficients G est Z2, la page E2 est bien donnée
par la formule H8(M; Z2) ® Ht(QM; Z2). Notez que dans la fibration de
l’espace des lacets, l’espace PI’I est contractile. La silite spectrale converge donc
vers un groupe trivial, sauf lorsque s = t = O.
Le lien entre la fibration de l’espace des lacets et la filtration du complexe riche
est intilitivement simple Une fonction de Morse donne, à éqilivalence d’homo
topie près, une décomposition e cellules d’une variété, les cellules de dimension
k étant associées aux points critiques d’illdex k. Le théorème précédent est dé
montré en étudiant ce clui arrive à la préimage par p des k-squelettes de B. On
peut faire la même chose dans le cadre de la théorie de Morse; on regarde ce qui
arrive à la préimage des points critiques et des variétés instables dans l’espace des
chemins. La construction est tellement similaire que les 2 suites spectrales sont
e fait isomorphes.
On dit que deux suites spectrales E et E’ sont isomorphes s’il existe une
famille {‘} d’isomorphismes qui commutent avec la différentielle du complexe
bigradué, çbk — E, et vérifiant qk+l = : H(Ek) — H(E).
Théorème 3.1.7 ([BaCo], théorème 1.1 d)). Lorsque M est simplement connexe
et r > 2, E(f) est isomorphe à ta suite spect’rate de Leray-Serre associée à ta
fibration de l’espace des tacets
:QM—PM--*M.
L’homologie du complexe C est donc nulle, car la suite spectrale converge vers
l’homologie de PM, qui est nulle. Notez que ce résultat impliqile aussi l’illvariallce
de la construction du complexe par rapport aux choix de la fonction de Morse
et de la métrique. Malgré le manque d’information au niveau homologique, la
suite spectrale de Serre contient beaucoup d’informations sur M et donne un
bon cadre pour mesurer les espaces de modules de grande dimension. Pour des
applications de ce théorème, notamment à la topologie symplectique, on peut
consulter l’article de Barraud et Cornea [BaCo].
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3.1.3. Changement de coefficients et pull-back
On présente dans cette section une méthode de changements de coefficients
du complexe riche, qui permet d’obtenir une homologie non-nulle, correspondant
à l’homologie d’il pull-back.
Étant doriiiés une fibration p: E — B de fibre F et une application continue
g : X — B, le putÏ-back de g est l’espace topologie E9 {(e,x) e E x Xp(e) =
g(x)} et s’inscrit dans le diagramme commutatif suivant
ici
g
X >3
Pour la fibration de chemins B — P3 — B et X = M, on a aussi le
diagramme commutatif suivant, où Qg(a) = g o u et (u)
=
(g o u, u(Ï)) e Eg C
PBxM:
0g
QM >W3
‘t
__
‘I
PM >Eg
‘t ici
M >M
Le changement de coefficients prend mi élément ‘y ® x e S(WvI) ® Ck (f) et le
transforme en 2g(’y) 0 x e $(QB) 0 Ck(f). Remarquez que la fonction f reste
définie sur M et non sur B et qu’on a encore une filtration différentielle donnée
par
FkC
= $(QB) o Z2 < e Critf [1(X) <k>.
On a alors, comme corollaire du théorème 3.1.7, in lien entre la suite spectrale
associée à cette filtration et le pull-back Eg
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Corollaire 3.1.8 (IBaCol, corollaire 3.5). La suite spectrale associée à ta filtra
tion F’ ci-dessus est isomorphe à ta suite spectrate de Leray-Serre de ta fibration
putt-back QB
— E9 — M. Elle converge vers l’homologie de Eg.
Exemple En utilisant la fonction constante vers le point g : ii —* {*}, le pull
back E9 est homéomorphe à M et le changement de coefficients envoie 0 x e
S(QM) sur g(7) ®x = OØx lorsciue le degré de est supérieur à O, car seuls les
O-cubes d’un point sont non-dégénérés (ou a utilisé les égalités 2{*} = P {*}
{*}). Tout ce qui compte dans la différentielle du complexe S(Q{*}) 0 C,ç(f) est
donc la différentielle classique du complexe de Morse; l’homologie obtenue est
l’homologie de Morse de M, qui est isomorphe à l’homologie singulière.
3.1.4. Invariance de la construction
On donne dans cette section une preuve de l’indépendance de l’homologie du
complexe riche par rapport aux choix des fonctions. La méthode est inspirée de
la théorie de Morse classique. On construit des morphismes de comparaison entre
deux complexes à l’aide d’homotopies régulières, qui induisent des isomorphismes
en homologie. Contrairement au cas classique, l’homotopie constante n’induit pas
l’identité au niveau du complexe enrichi. Ce phénomène est surprenant, mais son
origine est simple; en dimension O, la situation correspond au cas classique et les
bouts d’une ligne de flot de l’homotopie constante entre f et f sont un même point
critique x. Par contre, en dimension supérieure à O, chaque ligne qui apparaît
dans la différentielle de Morse de f engendre une famille de ligne de flot de
l’homotopie constante. Malgré cela, on montre qu’il s’agit bien d’un isomorphisme
au niveau homologique. Pour ce faire, on remarque que les coefficients utilisés dans
le complexe enrichi proviennent d’un paramétrage particulier des lignes de flot,
obtenu en prenant la valeur de la fonction le long de chaque ligne. On montre
qu’en changeant de façon continu le paramétrage, on obtient la même homologie.
Cet argument est essentiel à la preuve et est nouveau. Ce résultat est très naturel,
car l’homologie est un invariant discret, mais il n’est pas si simple à démontrer.
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On se donne une homotopie régulière hf2,f1 entre deux fonctions Morse-Smale
f et f2 (voir par exemple [CoRaj ou [Wel). On envoie l’espace de modules
compactifié dans les lacets (de Moore) de M, ‘P — QM (on utilise
la projection 1n : Q(M x I) —* QM). En utilisant les formules de frontière
et les notations de la section précédente pour les cubes s et a, on choisit à
nouveau une famille de chaînes génératrices, m e $i 2(M’,8’) telle
que 8m
= Ix’I<IxI s x + Z1>1 rn, x s’. L’image de ces cubes par 1’
est notée aussi rn et satisfait 0m
=
a, + ‘>121
Les morphismes de comparaison sont alors définis par
(hf2f1) = f2,f1 : Ck(fl) Ck(f2)
x F—* m Ø y
7 ® X I) 7 f2J;(X)
Proposition 3.1.9. 15f2,f1 est un rnorphisme de chaînes, i.e. cFf2f1 o df1 = df2 O
pf2,f1
DÉMoNsTRATIoN.
dof2f1(7®x) =87 m ®y+7 8n ®y+7 n , Øy’
=87m®y+7 (a, •m’ +m, .a’)Øy+7.m a, Øy’
=87mØy+7a1 m®y
f2,f1 d(7 0
D
3.1.4.1. Homotopies constantes et paramétrage
On note h l’homotopie constante régulière, i.e. de la forme hf(X, t) = f(X) +
g(t) où g : [—1, 1] —* R est une fonction de Morse avec seulement deux points
critiques et est décroissante (voir par exemple [Wej). En théorie de Morse clas
sique, le morphisme I(h) induit l’identité au niveau des complexes de Morse;
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cependant dans le complexe enrichi, ceci est faux pour une fonction Morse
$male quelconque, puisqu’on a la relation M 0 M(l) = O (avec
x y), i.e. les solutions de 7’(t0) —Vf(7(t0)) donnent des solutions de
= (u(to),u(to)) = —Vhf(u(to)) = —(Vf(i(to)),Vg(u2(to))) et vice-
versa. On obtient ainsi
.m®y (3.1.3)
ø}
Yo représente un 0-cube dont l’image est le lacet constant. Notez que ceci a été
obtenu en utilisant le paramétrage naturel donné par la valeur de h dans M
le long des lignes du flot. L’argument clé pour montrer (hf) = ici au niveau
homologique est qe la valeur du morphisme en homologie est indépendante du
paramétrage utilisé. On montre dans la prochaine proposition qu’un changement
continu de paramétrage donne lieu au même morphisme en homologie (bien sûr,
au niveau des chaînes ces morphismes sont différents), et par un choix judicieux
de paramétrage, on obtient E(h) ici.
Proposition 3.1.10. (h) = idH(c(f))
DÉMoNsTRATIoN. On considère l’espace M’ x I. La variable temporelle ser
vira pour le changement de paramétrage. Il faut voir comme l’espace des
lignes du flot de h, ce sont toujours les même éléments, mais on changera la
paramétrage.
On envoie ensuite cet espace dans QM de la façon suivante
r t x I
(n’, e) est envoyé sur un lacet dans M (à l’aide de n t M x I —* M) de longueur
f(x)
—
(f(y) + cg(1)) paramétré par la valeur de la fonction f + cg. En e = 0, les
lignes sont paramétrées uniquement par la valeur de f, elles sont donc déterminées
par les lignes de flot sur les faces, i.e. le cube m e aura la même
image que a E $IHyHi(QM), il s’agit donc d’un cube dégénéré, qui vaut O au
niveau des complexes. Les seuls cubes non dégénérés seront ceux de dimension
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O, ce qui n’arrive que lorsque y = x, par les propriétés du flot. De plus. Yo de
l’équation 3.1.3 est maintenant le lacet consta.nt de longueur O, alors -y Yo = ‘y.
On peut étendre r à l’espace compactiflé M’ x I. La frontière de cet espace
est difféomorphe à
U >< >< i J M1 X I x M0
x’J<x
x {O} {‘}
Remarque 3.1.11. Notez que dans te deuxième terme, te produit avec Ï’intervatte
se retrouve au mitieu, et non à ta fin, ce qu’on peut faire pour deux raisons.
D ‘abord, dans tes deux cas, tes espaces sont difféomorphes. La principate raison
est cependant ta consistance avec t’opération de «gtuing», car sur tes étéments de
bord M et te paramétrage est le même pour chaque e E I, puisque seule
ta vateur de f change te tong des tignes de flot sur ces faces, cg étant constante.
Par la remarque, on peut alors trouver une famille de chaînes génératrices
{c x I, 8(M’ x I))} qui satisfait 8c = s, x c’ + c, z
+ m X O + m x 1.
On considère ensuite, c = r(c) (on utilise la même notation pour simplifier),
qui satisfait 8c m + + a, c + c, a’. Ici, m. correspond à r (m z O) et
est donc dégénéré (sauf s’il est de dimension O), car il est paramétré par la valeur
de f seulement; i’Tï correspond à r (m z 1) et représente les lignes paramétrées
par la valeur de f + g.
On définit alors
r C(f) C+1(J)
x i’ Øy
® x I.’ y. r(x)
On vérifie directement que dr — rd(y ® x) = Ø y + E) y. On a
donc que ii E) y est chaîne homotope à m E) y, son image en homologie est clone
nulle - puisque m est dénénéré -, sauf lorsque x
=
y.
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En homologie, on aura finalement la valeur de sur les cycles, en évaluant
l’équation 3.1.3
(k)( 1(x) 0 7(X) 0
xCJ xEJ
qui correspond bien à l’identité. D
3.1.4.2. Homotopies d’hornotopies
La prochaine étape est de comparer différents morphismes de comparaison.
On se donne 4 fonctions v’1orse-Sma1e, 4 homotopies régulières et on complète
le carré de la figure (3.1) par une homotopie d’homotopies (voir [CoRaj pour
l’existence de telles fonctiolls). On doit ensuite quotienter M x j2 par un chemin
simple passant par tous les points critiques et coïncidant avec les chemins simples
déjà utilisés sur les faces de M x 12 pour créer les morphismes de comparaison.
On devra alors utiliser un chemin qui revient à son point de départ. Pour garantir
que ce chemin y soit contractile, on exige alors que nj(M) = O.
f2 f4
f4,f2
À hf2f1 A
fi f3
FIG. 3.1. Honiotopie d’homotopies
On peut procéder comme avant, en compactifiant l’espace de modules d’une
hornotopie d’homotopies. On obtient une famille de chaînes génératrices clu’on
envoie dans .QM et ces cubes vérfient alors 8c
=
a, c’ + c,
ci + ZyECritf2 Tfl fl2 + ZwCritf3 m rn. On définit ensuite le morpliisme
A : C(f1)
X H-* ®Z
7®x7.A(x)
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Proposition 3.1.12. Ad — dA f1,f2 o — f.1,f3 (Jf3.f1 Au niveau homo
togique, on obtient donc (ft.f2 f2.f1 = (f4.f3 f3.f1
DÉIvIONSTRATION. Le calcul est direct et utilise les expressions de 3a, 8m et
8c. D
Proposition 3.1.13. = F(h’’) est indépendant du choix de l’homo
topie. De plus, fi.f2f.fi = f1f4 et f1.fi = (f1)_1. Les morphismes de
comparaison donnés par une homotop’ie sont donc des isomorphismes.
DÉMONSTRATION. On pose f2 = f1, f = f, et on choisit des homotopies comme
à la figure 2(a), où et sont deux homotopies différentes entre fi et f.
On obtient alors
= (hf4)(hf4f1).
Par la proposition 3.1.10, on obtient le premier résultat. Une configuration telle
qu’à la figure 2(b) donne f22f1 = fi,ft Finalement, en posant f4 fi,. on
obtient des isomorphismes et leur inverse = (cfi.ft)_i
fi=fi fi f2 f
I’ ) d
hi
f .13 = J. f = L
(a) (b)
FIG. 3.2. Preuve de la proposition 3.1.13
D
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3.2. PREMIÈRE CONSTRUCTION DE L’OPÉRATION GÉNÉRALISÉE
La dernière section mesurait les espaces de grande dimension en enrichi
sant le complexe de Morse. Pour définir une opération d’intersection généralisée,
il faut trouver un espace convenable dans lequel envoyer M’ L’espace YM dé
finit ci-dessous semble un candidat de choix, mais on verra qu’il ne permet pas
d’induire un produit en homologie. Sou manque de commutativité avec la diffé
rentielle s’exprime par un diagramme qui commute en homologie, mais en général
pas au niveau des chaines. On verra à la prochaine section que le problème n’est
pas vraiment YM, mais plutôt le produit tensoriel de deux complexes enrichis.
On utilise les même notations qu’à la section sur le produit d’intersection
classique. On a donc trois fonctions I\/Iorse-Smale génériques et des variétés
de dimension x + y — — n. On quotiente ensuite M par un chemin u passant
par les points critiques des trois fonctions et on note l’espace quotient par M.
Un tripode est constitué de trois chemins basés en [u] qui ont un point en
commun. Un bon candidat où envoyer M’ est donc le pull-back YM des appli
cations ev1 x ev1 x ev1 t PAl x PM x PAl —* M et A : M — M x M x M. i.e.
YM {(m, 71,72,73) M x PM x PAl x PMrn = 7i(1) 72(1) = 73(1)}, qui
s’inscrit dans le diagramme commutatif suivant
YM ‘PMxPMxPM
ev1 X ev1 X ev1
A
M >MxMxM
où PM = (PM’, [u]) {cr : I — M’a(O) = [u]}.
On peut mettre un lacet sur chaque branche d’un tripode et en obtenir ainsi
un nouveau (figure 3.3), ce qui définit trois opérations continues de 2M sur YM.
x YM YM
(7,(m,71,72,73)) (m,7#71,72,73)
•2:YMxQM—*YM
((m, 71’ , 73), 7) (m,71,7#72,73)
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•3:QjixYM—*YM
(7, (m, 71s 72, 73)) ‘‘V (m, 71,72’ 7’#73)
7 C
(a)7.it (b)t.27
FIG. 3.3. Action des boucles sur les tripodes
La deuxième opération est à droite pour des raisons techniques. Elles vérifient
(y.2u).27=y.2(7.u)
et elles induisent trois actions
t $p(QM) ® $q(YM) $p+q(}’M), j 1,3
$q(YM) ® Sp(lM) _* Sp+q(YM).
On peut maintenant envoyer 3 ligues de flots clii s’intersectent dans l’espace
des tripodes en paramétrant chaque ligne par la valeur de la fonction f et en
l’envoyant dans [0, 1], le point O correspondant au point critique (i.e. [y]) et le
point 1 au point d’intersection des trois lignes de flot; t YiI.
Comme à la section précédente, on peut prolonger ces fonctions à la frontière
U M, x M”’ IJ x M’’ IJ 7 x M’. (3.2.1)
Iy’’(y
(c) t
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Ce prolongement utilise les trois actions
•
et vérifie (figure 2.2)
—s’y ==Ïxx Z
—
‘Iz
= 2 ‘1y,y’
y’
‘z = ‘1’z’,z 3 ‘“z’
On a ici changé le paramétrage des chemins, car mi considérait avant les
chemins de longueur variable et maintenant ceux de longueur 1, mais on prend
la même notation pour les applications .
Comme avant, on note {sY
‘‘)} une famille de chaînes gé
nératrices qui vérifie 0s’
= Z< x s, x s’’ s x
s
Lemme 3.2.1. Un système de chaînes génératrices existe.
DÉMoNsTRATIoN. La preuve est identique à la preuve de la dernière section sur
les systèmes de chaînes. Lorsqu’on calcule la frontière du membre de droite dans
la formule de 35fY (qui doit être nulle, puisque c’est le bord d’un bord), on arrive
à un problème de commutativité du produit de deux cubes, on doit alors utiliser
les identifications de (3.2.1) pour régler ce problème. À part ce léger détail, la
preuve est directe. D
3.2.1. Complexe des tripodes et opération généralisée
Le complexe des tripodes est inspiré du complexe riche développé au début du
chapitre et il utilise les cubes dans YiiJ pour enrichir la différentielle. Plutôt que
d’associer un lacet à chaque point critique, on y associe maintenant un tripode.
C(f, Y) = ($(YM) ®
a,•3®z’
Iz’i<z
Proposition 3.2.2. d2 = O.
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DÉrvIONSTRATION.
d2(u ® z) = d2u ® Z + a, du Ø Z + d( u) 0 z’ + (a,
=
, •
du ® z’ + dat, u 0 z’ + a, du ® z’ + (a, a,) J ® z”
= (ai,, a’) J Ø Œ’ + (a, a,)
•
u ® z” = O
D
On mesure l’image de grâce aux applications I’’ définies avant. On
pose ax,Y XY(3xY) et la frontière de ce cube vérifie daf’ = a,
•
a”’ + ax,y’ 2
V -‘ XYai,, + at 3 az,
On peut maintenant définir l’opération d’intersection généralisée (ou dit opé
ration plutôt que produit, car on ne peut pas l’itérer).
: ($(M) 0 C(fi))p 0 (C(J2) 0 $(]i))q C(J, ‘Dp+q-n
0x)Ø(y 072)) I” 7i ia979®z
Proposition 3.2.3. Cette opération vérifie
(od—do)((fi®)®(y®72))
( 71 ‘ . af’) 2 72 + a, (7i ‘ a) 72) ® z’.
En général, le produit de cieux cubes n’est pas commutatif-signé au niveau
des chaînes, il y a donc peu de chances que cette opération passe en homologie.
Étudions la question de plus près.
Posons
‘111,3 2M x QM X YM
— YM
(u,, u2. y) 7i .1 (u2 •3 Y)
et
2M x QM x YM —* YM
(u,, u9. y) I.’ 7i 3 (u2 .1 y)
On remarque que
u2, y) = ‘11,3(u2, u1, y) ‘11x3 o (T X id)(ui, u2, y) (3.2.2)
3$
OÙ T inverse le premier et le deuxième paramètres.
Par la proposition précédente, la commutativité de ‘I’ avec d est équivalente
à la commutativité du diagramme suivant
W13
$(QM) ® S(QM) ® S(YM) S(QM x !1AI x YM)’ > $(YM)
T®id
ITXid
$(QM) ® 8(Qii) ® S(YM) > x QM x YM)
où T(x®y) = (1)1’1y®x. Le triangle à droite commute, par l’équation (3.2.2),
mais en général, le carré à gauche ne commute qu’en homologie (ici on ne sait
pas s’il commute ou non). Ce manque de commutativité permet de créer des
opérations cohomologiques généralisées, comme les carrés de Steenrod, voir [Spi,
on peut donc s’attendre à ce que le carré de gauche ne commute pas.
3.3. DEuxIÈME CONSTRUCTION DE L’OPÉRATION GÉNÉRALISÉE
On donne dans cette section une construction naturelle, inspirée de la construc
tion de fonctions de Morse sur des fibrés vectoriels ([Sci), mais appliquée au
complexe riche, qui permet de généraliser le produit d’intersection classique. La
première construction utilisait des coefficients dans S(QM) ® $(Wei), on utilise
maintenant $(Q(M x M)) comme anneau de coefficients et le fait que deux fonc
tions de Morse sur M donnent une fonction de Morse sur M x M. La différentielle
utilisée donnera une sorte de déformation de la différentielle du produit tensoriel
des deux complexes riches (voir la remarque 3.3.7). Dans ce sens, il n’est pas
surprenant que l’opération de la section précédente ne passe pas en homologie,
puisque la diliférentielle ne contient pas assez de termes.
On définit un morphisme I’ entre deux complexes enrichis et on montre (on
donne plutôt une ébauche de preuve, il manque des détails techniques) qu’il est
chaîne homotope au morphisme de comparaison utilisé précédemment (pro
position 3.3.3). Le résultat principal de ce mémoire est la création d’une opération
d’intersection généralisée, donnée par le théorème suivant
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Théorème 3.3.1. Il y a un morphisme de chaînes non nut, dont tes premiers
termes cofncident avec te produit d’intersection,
: $(Q(M X 1i))p ® (G(ji)q ® Ctf2)) (S(Q(ii X iii)) ® C(f3))p+q+r_n.
De plus, ce morphisme est naturel par rapport au changement de coefficients,
i.e. donnée g: M x M —> X continue, alors ÏJ induit
: S(.QX) ® (C(fi) ® C(f2)r) (S(QX) ® Ctf3))p±q+r_n.
La proposition 3.3.5 donne le lien entre le produit d’intersection classique et
cette nouvelle opération. La construction de cette opération est possible grâce
à un morphisme de comparaison de deux fonctions défini différemment des
morphismes et qui a une saveur géométrique sur M. On mentionne que ces
deux morphismes sont chaînes-homotopes et on présente une partie de la preuve,
on donne notamment l’espace de modules à utiliser pour construire une homotopie
de chaînes.
3.3.1. Définitions
On se donne h : M —* R, i = 1, 2 deux fonctions Morse-$male génériques qui
sont telles que N’ = n W2(y) soit une variété de dimension x
— y. Ces
variétés admettent une compactification naturelle et leur frontière vérifie
aN= U ;r,xv’ U 7SY,xM (3.3.1)
x’I<x
On peut envoyer ces espaces dans l’espace des chemins comme avant. On
remarque d’abord que p E vérifie ‘ E Crit h1, y’ E Crit h2 tels que
p E M, et p E M’. On a donc
CM = C°([O, hi(x) — hj(p) + h2(p) — h2(y)], M)
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X S t = 0.
y si t =
— h2(y),j(p)(t) =
7,([pj)(t) si 0 < t < hi(x) —
- (hi(x) - h1(p)) + h2(y’) - h9(p)) si h1(x) - hi(p) t.
Ces fonctions s’étendent à la frontière de N. On quotieute ensuite M par un
chemin simple passant par tous les points critiques de h1 et h2, on obtient ainsi
les fonctions —* QM qui vérifient
(u, p) = ,‘(u)
.
u)
=
Ou aura à nouveau besoin d’un système de chaînes génératrices, cette fois
pour l’espace N. Ou note ces chaînes par n 8_(N) et leur frontière est
donnée par 8n
= Ix’I<IxI ‘ x + x s’.
Ou définira ensuite un morphisme avec l’image de ces chaînes génératrices,
N
=
On a 0N
,
a, N’ + a’. On pose
‘I’ c(h1) — c(h2) (3.3.2)
y
Proposition 3.3.2. ‘I’ induit un morphisme en homologie, i.e. ‘I’ o d do ‘I’
DÉMONSTRATION. P(d(7 ® x)) = ‘P(&y ® x) + ‘I’Qy a, ® x’) et
d’I’Qy ®x) =d(’y.IÇ®y)
=a7.N®y+7.(aN;)®y+7.N;.a,Øy’
=W(d(70x))
D
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3.3.2. Comparaison de qJ et ‘J
Le morphisme I’ défini ci-dessus a les mêmes domaine et image que le mor
phisme de comparaison cFof de la section 3.1.4. il est naturel de se demander s’ils
induisent la même chose en homologie. Comme l’homologie du complexe riche est
nulle, on serait tenté d’utiliser la méthode des modèles acycliques, à condition
de vérifier qu’on a un isomorphisme en H0. Cependant, on ne sait pas comment
étendre cette méthode au changement de coefficients, vu la difficulté de trouver
un modèle en homologie de Morse. On n’introduit pas cette méthode, puisqu’on
ne s’en sert pas, mais le lecteur curieux peut consulter [D], [Sp] ou [Ma].
Proposition 3.3.3. Les morphismes ‘I’ et J? sont chaînes ho’rnotopes, i.e. il y
a un morphisme F : Ck(f) —* Ck+1(g), qui vérifie F o d + do F 1’ —
DÉMONSTRATION. On compare les deux morphismes en créant une homotopie
de chaînes, doi;née en considérant un espace de modules approprié. On donne la
compactification de cet espace; on montre vers quoi peuvent converger les suites
de points et on ajoute ces limites. Cependant, on ne fait pas l’opération inverse,
le gluing, qui est plus technique.
L’espace de modules doit avoir à chacun de ces bouts les espaces de modules
associés aux morphismes ‘I’ et J,a• Notez que les points de la variété sont
en bijection avec des courbes continues (et même lisses par moceaux), qui sont
solutions de l’équation différentielle suivante
7 R —* ii
7’(t)
-Vf(7(t)) t O
—Vg(7(t)) t > O
On impose que ces courbes soient continues, car il existe des solutions non
continues en t = O à ce système d’équations. On considère d’abord une générali
sation au complexe enrichi du inorphisine défini dans le livre de Schwarz ISc],
i.e. provenant d’une homotopie h: Mx R —* R et vérifiant h(., t) = O, VJt > 1,
h(x, —1) f(x), h(x, 1)
=
g(x). Ensuite, les espaces de modules associés à cette
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homotopie ne sont pins des courbes solutions dans M x I, mais des courbes dans
M, solutions de l’équation non autonome 7”(t) = —Vht(7(t)); elles ne sont plus
invariantes par l’action de R. Notez que clans ce cas,
—Vh(7(t)) —Vf(7(t)) si
t < 1 et
—Vh(7(t)) = —Vg(/(t)) si t> 1.
Dans le cas de l’homotopie dans M x I, on effectuait la projection des lacets
Q(M z I) QM clans la construction des morphismes Ces deux construc
tions donnent, en homologie, le même morphisme. Pour montrer ce dernier point
(on ne le fait pa.s ici, c’est assez technique), il faut remarquer ciue les espaces de mo
clules de l’équation non autonome dans M et de l’équation autonome dans M z I
sont homéornorphes, et que l’homéomorphisme préserve les courbes solutions, à
reparamétrage près (on utilise ensuite l’invariance par rapport aux paramétrages
pour obtenir une hornotopie de chaînes).
Il faut trouver un espace qui donne une homotopie de chaînes et qui d’un côté
contient M’ { : ,‘ M 7(—oo) x, 7(œ) = y, 71(t) = —Vh(7(t))}, et
de l’autre. L’idée est de faire une interpolation linéaire entre les deux champs
de vecteurs gradients —Vf et —Vg et de parcourir l’interpolation de plus en plus
vite, pour à la fin «sauter» de —Vf à —Vg. On compactifie cet espace et il faut
s’assurer que les courbes ainsi ajoutées soient continues.
Remarquons d’abord que est indépendant de l’homot.opie choisie, on peut
donc prendre l’homotopie h : PixR —* R vérifiant = (1—t)f+(1+t)g
et on la rend lisse en t = 1. Le flot gradient négatif de cette homotopie est
—Vh = (1 — t)(—Vf) + (1 + t)(—Vg) u(., t), t 1.
L’interpolation linéaire est une famille de sections, notée
u:Mx[—1.1]TiI
(p, t) (p, (1 - t)(-Vf) + (1 + t)(-Vg)).
M z [—1, 1] étant compact, la norme carrée de ces vecteurs est bornée supérieu
rement par A = max(P.t)Hu(p, t)H2. On apremièrernent l’espace suivant: M(.X) =
-Vj((t)) t < -
{/ : iÏ 7(—oo) = x, 7(oo) = y, 7’(t) = u(7(t), t/À) t [—s, ] }•
—Vg(7(t)) t>
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Cet espace donne les courbes continues qui interpolent linéairement, en un
temps 2À, entre —Vf et —V9. L’espace de modules qui donne l’homotopie de
chaînes est donné par G
=
{(y, À) À (0,1], e M(À)}. On a clone une
famille de courbes, qui chacune interpole entre les deux vecteurs gradient, et ce de
plus en plus rapidement. En compactifiant, on ajoutera. entre autres, des courbes
solutions lorsque À 0.
Etant donnée une suite {À}, limnœ À = 0, on considère une suite conver
gente vers de courbes “y M(À). Alors, on vérifie directement que 71(t) =
—Vf(7(t)). t < O et 7’(t) —Vg(7(t)), t > 0. Le seul problème potentiel est
en t 0, où on doit s’assurer ciue 7(0—) = ‘(0j, i.e.. que 7 est bien continue.
On montre que 7(Oj = 1im7(—À) = lim7(À) = 7(0). Il suffit de calculer la
longueur des courbes entre —À. et In.; si cette dernière tend vers 0, alors la
courbe limite coïncide en 0 et 0+.
J 7(t)H2dt= J u(7(t).t/À)H2dt
—-\fl
<2AÀ 0.
La courbe 7 est bien élément de N. Comme on l’a mentionné au début de
la preuve, il resterait à faire le gluing, c’est. à dire prendre 7 e et trouver une
suite (‘-y,, À) e G qui converge vers (‘‘, 0); ceci est plus technique (c’est toujours
l’étape difficile dans la compactification) et on ne le fait pas.
Les autres types de brisures ne causent pas de problème, ils sont dus comme
avant à la présence de lignes brisées passant par un point critique de Phomotopie
ou des fonctions f et g. Par exemple, en À = 1, on obtient les courbes de
solutions du flot
—Vh. On peut donc compactifier la variété G de dimension
—
y + 1, on obtient , qui vérifie
u u
x’ECritf. x’<x y’inCrztg. y’>y
UN U
Comme d’habitude, on quotiente M par un chemin passant par les points cri
tiques de f et g, on envoie ces espaces compactifiés dans les lacets de Moore de
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M, par l’application : — M. On utilise eu À = O et À = 1 les paramé
trages associés aux morphismes g,f et ‘I’; entre les deux, on utilise une famille
de paramétrages et le fait que les morphismes sont indépendants des variations
continues de paramétrages.
On choisit un système de chaînes génératrices g e S1 +‘() et on envoie
ces chaînes sur g = $_11(QM) ; elles vérifient 8g
+
,
g, a’ + n + m. On définit:
f : Ck(f) Ck1(g)
X H—* 9 Ø y
7 ® X I” 7. f(x)
On utilise finalement l’expression de 3g et un calcul direct donne le résultat.
D
3.3.3. Démonstration du théorème 3.3.1
On présente ici la construction de l’opération généralisée ainsi qu’une méthode
de changement de coefficients qui permet de retrouver le produit d’intersection
classique.
DÉMONSTRATION DU THÉORÈME 3.3.1. Soient L : M — R trois fonctions Morse
Smale génériques. On considère d’abord la fonction Morse-Smale
h1 =f1Gf2 : M x M—÷R
(‘,y) t” fi(x) + f2(y)
L’ensemble de ses points critiques est Gritj1 x Critf2. Ensuite, on définit une
deuxième fonction h2 sur M x M qui vaut f sur la diagonale; on donne ci-
dessous les grandes lignes de cette construction. On a le plongement diagonal
A : M — M x M et on peut définir une fonction Morse-Smale sur le fibré normal
de AM. en utilisant le produit scalaire sur chaque fibre et la fonction f sur la
diagonale.
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En général, pour un fibré vectoriel ço: E —* M de dimension k, soient <,>E
une métrique riemannienne sur E et la forme quadratique
q(vm) < Vm,Vm >E, Vm E
Soit g une fonction Morse-Smale sur M, on obtient une fonction Morse-$male sur
E en posant
I” g(m)
— qQm)
avec les propriétés = g et GTzt Critkg, puisque les lignes du flot
gradient négatif «s’éloignent» de la section nulle (figure 3.4), la dimension des
variétés instables augmente de k.
Dans le cas particulier du plongement diagonal, on définit la fonction f3 sur
le fibré normal de la diagonale, qui prolonge la fonction f, et on prolonge cette
fonction à une fonction Morse-Smale, notée aussi f3, définie sur M x M. Ceci
est possible grâce au lemme d’extension de Tietze et à la densité des fonctions
Morse-Smale. Par construction, on a M O, Vi e CTitJ3\(CritJ3AfI), Vy E
CTitJ3AI. En d’autres mots, Ck(f) Gk(J3)\Ck(J3AJI) est un sous-complexe
de Ck(73). Par vérification directe, on remarque que le quotient de ces deux com
plexes est isomorphe à Gk_(f3) lorsque k > n, puisque l’index des points critiques
augmente de n dans le fibré normal et parce que la différentielle ne conserve que
les points critiques sur la diagonale, les autres étant «tués» en passant au com
plexe quotient (figure 3.4). Lorsque k < n, le quotient est nul
- on a donc que le
quotient est isomorphe à Gk_fl(f3) même pour k <n, par convention.
Remarque 3.3.4. À t’aide de cette construction, on peut reconstruire l’isomor
phisme de Thom pour des fibrés vectoriets. Tous tes détails sont faits dans te tivre
de Schwarz [Sci.
On applique ensuite le morphisme ‘I’ défini en (3.3.2) aux fonctions h1 f1f2
et h2
= f3 définies sur M x M, et on a automatiquement un morphisme induit en
homologie, cependant on voudrait n’avoir que les points critiques de la fonction
f. On n’a qu’à répéter les arguments décrits ci-dessus en enrichissant cette fois
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(y,z)
FIG. 3.4. Lignes de flot de J3
le complexe. On a donc le quotient
id®j: C(Q(M x M))®C(J3) C(Q(M x M))ø
On notera par C(J3, f). La différentielle riche de ce complexe quotient est
définie sur les générateurs (i.e. les points critiques sur la diagonale) par
d(7 Ø [(x, x)]) = 8 ® [(x, x)] +
x’ECritf3
Par un abus de notation, on note par a, $((i1Ï x M)) les cubes qui corres
pondent à l’image par le plongement diagonal (un difféomorphisme sur image) de
a, e $(QM). On vérifie directement que ici 0 j est un morphisme de chaînes.
Ensuite, comme la dimension des variétés instables augmente de n, on a un
isomorphisme de chaînes
: (C((M x M)) 0 C(73, f)) —* (C(Q(ii x Ai)) O
70 [(x, x)] i 7 0 x
Finalement, l’opération d’intersection généralisée est définie par = o (ici O
i)o.
Au niveau homologique, cette opération donne
H(P(M x M))
—÷ H_(G(Q(M x M)) ® C(f3)).
D
L’homologie du complexe d’arrivé est calculée dans la remarque 3.3.6. Notez que
est trivial, puisque H(P(M x M)) = O sauf en dimension O. Cependant, en
AM
procédant à un changement de coefficients dans le complexe riche, on peut obtenir
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une opération non-triviale et retrouver le produit d’intersection classique, comme
le montre la proposition suivante. On n’a - heureusement- pas travaillé pour rien!
Proposition 3.3.5. En utitisant te changement de coefficient associé à ta Jonc
tion constante e t M x M —* {*}, on obtient une opération qui correspond au
produit d’intersection classique.
DÉMONSTRATIoN. On utilise le diagramme commutatif suivant pour changer les
coefficients
Q(M x M) {*} = {*}
________
I
P(MxM) > E=MxM
MxM >MxM
D’un élément ® x e S(Q(M x M)) 0 C(f). on passe à 2c(7) ® x é
8(Q({*}))®C(f). Puisciue 3(2({*})) = O (sauf en dimension O), le changement
de coefficient permet de passer du complexe riche au complexe de Morse classique,
et on retrouve l’homologie de Morse (ici, c’est l’homologie de M x M, mais cet
argument reste valable pour toute variété). L’opération est donnée par
: C(f1 f2) ‘CU3) c(j3, f) ,‘ c(f3)
I/V7g(X,Y)flT/l73(Z,Z)2Z
zCrit1 I + ii
Il suffit enfin de remarquer que W9(x, y) n W (z, z) = (W (x) x W (y)) n
A(Wp3(z)) Wu(x) fl W(y) n W8(z). D
Remarque 3.3.6 (Homologie du complexe quotient). On connaît, par te théo
rème 3.1.7, l’homologie des complexes riches C(f), elle correspond à l’homologie
de l’espace des chemins et est donc nulle. Cependant, l’homologie de C(Q(M x
M)) ®C(J3, f) n’est pas cette de P(M x M), puisque les points critiques qui res
tent après avoir quotienté ne donnent pas une décomposition cellulaire de M x M,
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mais seulement de la diagonate. Le noyau de l’application id®j du théorème pré
cédent donne ta suite courte exacte suivante
o > $(Q(M x M)) ® C(J) > > S(Q(M x M)) ® C(73, f) > O
Ceci reste valable en changeant tes coefficients par l’application g : M x M —*
N, on aura ators ta suite
o > S(QN) ® C(f) > S(QN) ® C(J) > S(N) ® C(J, f) O
L ‘homologie de ces complexes peut être non nutte, comme le montre te lemme
précédent, on répète ici la méthode de la section sur le changement de coefficients
pour ta calculer. On note M0 M x M\U(AM) le complément d’un voisinage de
ta diagonale dans M x M et i: M0 M x M l’inclusion. On a les deux putt-bach
E1, E2 et les diagrammes commutatifs suivants,
(goi)
QM0 > QN QiV
‘I
_
_
P1v10 E1 PN
id goi
M0
Q(MxM) >Ç2N
P(MxM) >E9 >PN
_
gMxM >MxM ‘-N
En utilisant le corollaire 3.5 de [BaCo], la courte suite exacte ci-dessus cor
respond à la suite
o > 8(E1) 8(E2) > $(E2,E1) > O
Lorsque N = M z M et g = id, alors E2 = P(M z M) et on obtient, en
considérant la suite longue exacte induite en homologie et le fait que l’homologie
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de t’espace des chemins est nulte, lorsque ni(ii) = O et n = dim ii > 2
f0 0<k<n—1
Hk(P(iïxii),El)
—
—
Hk_l(El) n <k
Remarque 3.3.7. On note qneC(hi)p+q+r 8(Q(M)<M))p®(C(fl)q®6(f2)r),
ce deuxième complexe admet donc une structure de complexe de chaînes, avec une
différentielle qui n’est pas cette du produit tensorzet de deux complexes. Le lemme
3.3.8 ci-dessous permet d’en calculer les premiers termes
(wø(x®y))=8wø(x®y)
(a, x c) ® (x’ 0 y)+
x’ECrifi
(c x
y’ECritf2
(a, x a, x ) ® (x’ 0 y’)
= —1, y’ =rjy —‘
+ reste).
Les zéro cubes c et c correspondent aux lacets constants basés en x et en y
respectivement, qui sont identifiés lorsqu’on quotiente MxM par te chemin simpte
u. La 1-chaîne ‘y E $(i) engendre H1(, {oc, —oc}) quand on passe au quotient.
Notez que les premiers termes de cette somme correspondent à la différentielle
du produit tensoriel des complexes enrichis et que tes termes suivant font baisser
l’index des points critiques de f1 et f2 simultanément. Cette différentielle est
donc une sorte de déformation de ta différentielle du produit tensoriel des deux
complexes.
Lemme 3.3.8. Soient la fonction Morse-Smale h fi + f2 M x M —* R
et (xy), (x’,y’) E Crith tels que jx’ < x, y’ < y. Alors on a un difféo
morphisme M/) z z R. Lorsque Ix — x’I = Iv — y’ = 1, ce
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difféomorphisme se prolonge à la compactification de t’espace de module, i.e.
M(x!YI)MI/ xM, x
DÉMoNsTRATIoN. On utilise les difféomorphismes de la proposition 1.2.2 et on
note 2 le flot donné par —VJ; on choisit a E (fi(’)’ f1(x)), b E (f2(y’), ,f2(y))
et on définit
x M2 x R
—
([zi], t22], t) [(z, (2(z2))]
Les crochets représentent les classes d’équivalence des points par l’action des
flots respectifs. Par existence et unicité des solutions aux équations différentielles
ordinaires, est une bijection, les méthodes utilisées dans [Sci garantissent que
c’est de plus un difféomorphisme.
Pour montrer la deuxième affirmation, on utilise les reparamétrages par le flot
iJtfIEDf2 et on considère les suites t, —* oc et s.7 — —oc; alors, peu importe les
indexes de x’ et y’, on a
11m ([zi], {Z2], t) (x, [Z2]) x ([z], y’) E X M(/I) C
11m ([zi], [Z2], s) = ([z], y) x (x’, [Z2]) E X M(!2i) C
La conclusion est directe lorsque x
— =
—
= 1, car les espaces de
modules des fonctions f et J2 sont déjà compacts, i.e. M = M1 et
D
Ce lemme est évidemment incomplet, puisqu’il ne donne pas de formule ex
plicite reliant tous les espaces de modules des fonctions f et f2 à ceux de la
fonction fi e f2. On ne peut cependant pas espérer obtenir un résultat du type
—(x y) —x
—y
—
x À421 x R, car le «glmng» agit sur les fonctions fi et 12 en
même temps, la frontière fait intervenir un mélange des deux espaces, tandis que
la frontière du produit à droite brise chaque espace séparément.
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3.3.4. Invariarice
Soient f’ f2 (la lettre h dénote l’homotopie) et g, g quatre fonctions
Morse-$male génériques. On veut comparer I’ C(f,) —* C(g1) et hI’ : C(f2)
C(g2). On crée alors un produit similaire à ‘T’ sur M x ï à l’aide des homotopies
régulières h et r, et on considère les variétés Gf 11/(x) n T14(z), avec r e
Critkfls z E Critg2 (G est de dimension k—p+1, puisque Critg2 c Crit+,T).
On peut compactifier ces variétés et leur frontière est
3 J N J M, ><
yeCritgi wECTitf2
u x ‘ J
x’ECritfi z’ECritg2
On construit à l’aide de cette formule un système de chaînes génératrices
E $ixi_izi+i(3) tel que 8g N x m + m x N + s, x gf’ + g x sf’.
L’image de ces cubes dans S(QM) (on utilise ir t M x I ‘ M pour obtenir
des lacets dans M et non dans M x I) est notée g et ces cubes vérifient 8gf
• m + m n + a gf’ + gf, . a’.
Le morphisme recherché est donné par
Q t C(f,) ‘
z
70 X I” 7. Q(x)
Proposition 3.3.9. En utitisant tes notations de ta section 3.1.l, on a Q o d
—
do Q Jî’ 0f2,f1 — cg2g1 o \JJ, le diagramme suivant est com’mutatf en homologie.
C(f1) > C(g,)
“J’,C(f2) C(g2)
Remarque 3.3.10. Comme tes apptications induisent des isomorphismes
en homologie (proposition 3.1.13,), tes deux produits sont àgaux, à isomorphisme
près.
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DÉMONSTRATION.
(87®x+7.a, Øx’)
On a donc
+7 G, 0 Z1
=7•(nm+m.n)Øz
=
TjXg2,g1 (y) +7• m’(w)
9291(7 n 0 y) + ‘( m ® w)
o 0 x) + O f2,f1 ( ® x).
D
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