The paper represents an overview of existing methods and standards used for the quality assessment of computer software. Quality model, quality requirements and recommendations for the evaluation of software product quality are defined in standards, but there is no unified definition for the algorithm that describes the process of software quality assessment completely and contains particular methods of measurement, ranking and estimation of quality characteristics. So the paper describes the technique that allows obtaining software quality quantitative assessment, defining whether the considered software meets the required quality level, and, in case it is needed to select between equivalent software tools, allows comparing them one with each other.
INTRODUCTION
Enterprises implementing R&D need in complex information-management system covering various activity aspects and related to different classes. In order to reasonably select certain computer-based system from a series of similar ones or evaluate adequacy of the automated system to the required quality level it is needed to obtain quantitative estimates of its performance indices.
WORLD PRACTICE
World practice knows a number of approaches that allow assessing computer-based system efficiency (Scripkin, 2002) . Among them there can be marked out approaches based on evaluation of the direct financial return resulted from the system installation, as well as approaches proposed by Norton D. and Kaplan R. (1996) that are oriented also to nonfinancial component of automation effect, i.e. growth of client loyalty, rate of putting on the market of new products and services, managerial decision quality and so on. Entropy-based methods (Prangishvilly, 2003) can be related to another group. Zelenkov Yu.A. (2013) , for instance, suggests entropy-based approach for assessing efficiency of computer-aided system that is oriented to estimation of the degree of unpredictability of the investigated business process results before, during and after the system installation. However the above-listed methods allow judging the system efficiency either based on the results of its implementation, which does not allow comparison of similar systems without their installation, or do not touch such issues as maintainability, reliability, usability and etc., i.e. consider not all aspects of the system functioning.
Set of international standards regard the problem of software quality assessment. Series of standards ISO/IEC 9126 describes software quality model and quality measurements, ISO/IEC 9126-1 (ISO/IEC, 2001) defines the six quality characteristics of the software product. Previous series of standards could not support requirement specification at early stage of development and did not have standard corresponding to quality requirement analysis (Esaki, 2013) . ISO/IEC 25030 (ISO/IEC, 2007) defined quality requirements based on the system and software quality model described in ISO/IEC9126-1 (ISO/IEC, 2001). ISO/IEC 25040 (ISO/IEC, 2011) contains requirements and recommendations for the evaluation of software product quality based on the specific evaluation process for developers, acquirers and independent evaluators described in ISO/IEC 14598-1 (ISO/IEC, 1998a), ISO/IEC 14598-3 (ISO/IEC, 2000) , ISO/IEC 14598-4 (ISO/IEC, 1999) and ISO/IEC 14598-5 (ISO/IEC, 1998b) and replaced them. It provides a process description for evaluating software product quality and states the requirements for the application of this process.
So quality model, quality requirements and recommendations for the evaluation of software product quality are defined in standards, but there is no unified definition for the algorithm which describes the process of software quality estimation completely. Quality characteristics as well as basic stages of assessment process (measurement, ranking and estimation) are defined in the standard, however there are no particular methods of measurement, ranking and estimation defined in it.
PROBLEM FORMULATION
So it is necessary to develop quality metering technique within the framework of which solving of the stated problem can be divided into the stages shown in Figure. So the problems are stated that must be solved for obtaining quantitative assessment of the software quality.
PROBLEM SOLVING
As one of the variants for forming the list of characteristics there was considered a variant of the list compilation based on the analysis of environment in which the software of one of the Russian industrial enterprises is operated. However in this case there is risk of considering not all the indices and it is needed to substantiate comprehensiveness of the list obtained. Therefore another alternative is selected to take as a basis complete list provided in ISO 9126 International Standard specifying major characteristics and corresponding to them software quality indices. In this case there appears a problem of irrelevance of a number of indices, but it is solved by use of relevance coefficients when obtaining overall assessment. Figure 2 provides list of quality characteristics and indices specified in the standard. For each of the above mentioned indices the authors developed a list of objects the requirements (ISO/IEC, 2007) to which must be formulated, and according to which the considered software must be described for assessing its quality; measuring procedures are also suggested (see Table 1 ). 
where n is a number of measured parameters, В i is a value of the parameter measured (0 means that the test has not been passed, data is not recovered and so on, 1 means otherwise), i=1..n.
Average value (indices 9 -12, 16) is calculated using formula:
where n is a number of measured parameters, Z i is a value of the parameter measured, i=1..n The simplest metrics of the program stylistics and understandability (index 14) is the estimate of the program saturation with comments F:
where N com is a number of lines having comments in the program, N line is a total number of program lines. Based on practical experience it is considered that F>=0.1, i.e. minimum one comment must be per every ten lines of the program. The study shows that comments are distributed through the program text nonuniformly: they are in excess in the beginning of the program, while the program middle or end lacks of them. This can be explained by the fact that as a rule in the beginning of the program there are identifier specification statements requiring denser comment. In addition, in the program beginning there are also located "headlines" including general information on the developer, nature, functionality of the program and so on. Such saturation compensates lack of comments in the program body, and therefore formula (5) does not quite accurately reflect the level of the program saturation with comments in the functional part of the text. Hence more informative is a variant in which all the program is divided into n equal segments for each of which Fi is defined:
and here
The level of the program saturation with comments is considered to be normal if F=n condition is true. Halstead M. (1981) suggested the method of calculating a characteristic allowing estimation of the quality level of programming L:
where V=N*log 2 n is a program volume, V'=N'*log 2 n' is theoretical volume of the program, n 1 is a number of unique program statements (dictionary of statements), n 2 is a number of unique program operands (dictionary of operands), N 1 is a total number of statements in the program, N 2 is a total number of operands in the program, n 1 ' is a theoretical number of unique statements, n 2 ' is a theoretical number of unique operands, n=n 1 +n 2 is the program dictionary, N=N 1 +N 2 is the program size, n'=n 1 '+n 2 ' is theoretical program dictionary, N'= n 1 *log 2 (n 1 ) + n 2 *log 2 (n 2 ) is theoretical program size (for stylistically correct programs deviation of N from N' does not exceed 10%).
For estimation of cyclomatic complexity (index 15) it is proposed to use the method suggested by McCabe T.J. (1976) . In calculations program management flow graph is used: graph junctions correspond to indivisible blocks of program instructions and directed edges every of that connects two junctions and corresponds to two instructions, the second of which can be executed immediately after the first one. Then complexity M is defined as follows:
where: E is a number of edges in graph, N is a number of junctions in graph, P is a number of connectivity components (set of graph nodes such that for any two nodes of this set there exists route from one node to another, and there is no route from the set node to a node not of this set).
According to McCabe it is recommended to calculate the complexity of the developed modules, and divide the latter into smaller ones every time when their cyclomatic complexity exceeds ten.
Currently the market offers a number of finished products allowing automatic calculation of code metrics. For instance, Microsoft Visual Studio, Embarcadero RAD Studio XE, NDepend, IBM Rational ClearCase, and Source Monitor.
Measuring procedures for quality indices are defined above. In order to determine ranking level corresponding to the value measured let us introduce the following symbols: r is a number of ranking levels (1 st ranking level corresponds to the worst values of indices, r th levelto the best ones); i R is i th ranking level; min P is the value of index that is critical for selection of ranking level better than the 1 st one; max P is the value of index that is critical for selection of ranking level worse than the r th one, then correspondence between values and ranking levels can be defined in the following way: 
Below an example is given of determining correspondence between value and ranking level for percentagewise measured indices.
Let us consider 5 possible ranking levels (r=5), and specify %, 80 %; 20 max min   P P then applying formulas given in Table 2 we will obtain: Let us introduce the following symbols in order to solve the problem of obtaining overall quality assessment: P is a set of indices based on which the software is assessed, k is a number of assessed indices, P i is measured value of index, i=1..k,
 is i th index relevance,  (is determined individually for each software by method of paired comparisons (Hvastynov, 2002) 
is a number of ranking levels, then overall software quality assessment K can be represented in the form of:
and maximum value of quality assessment criterion in the form of:
So for software quality assessment it is necessary to do the following: 1. Describe the requirements to the program (see Table 1 , column Requirements to Program); 2. Describe the program in accordance with quality indices (see Table 1 , column Program Description); 3. Define relevance of quality indices ( i  ); 4. Obtain quantitative assessment based on quality indices P i (formulas 1 -9) ;
5. Determine the number of ranking levels and correspondence between quality index ) ( i i P  values and ranking levels; 6. Obtain overall software quality assessment K according to formula 10. In order to solve the task of the software quality conformance to the specified criterion it is needed to determine the value of the criterion Developed technique was used by the authors for the quality assessment of the enterprise information-management system software which was established in the institute and for the comparison of this system with similar computer programs and for demonstrating of its effectiveness.
CONCLUSIONS
So the paper describes the method that allows obtaining software quality quantitative assessment, defining whether the considered software meets the required quality level, and, in case it is needed to select between equivalent software tools, allows comparing them one with each other. 
