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Introduction
Vertex operator algebras (VOA for short) and vertex operator superalgebras (SVOA
for short) are one of mathematical formulations of chiral conformal field theory (for
example, see the introduction of [FLM]), and have mysterious connections to finite
simple groups. For example, the famousmoonshineVOAconstructedby Igor Frenkel,
James Lepowsky, and Arne Meurman [FLM] has the monster simple group as the full
automorphism group. The group is known as the largest sporadic group in the
classification of finite simple groups. Besides this, the baby monster group, which
is also sporadic, is realized as the automorphism group of the even part of the baby
monster SVOA (see [Ho¨5]). Due to these, studying structural symmetry of VOAs
and SVOAs is important to know properties and structures of such groups. As one
of symmetries of VOAs, Atsushi Matsuo introduced the notion of VOAs of class Sn
[Ma]. AVOA is said to be of classSn if the invariant subVOAunder its automorphism
group coincides with the subVOA generated by the Virasoro element up to weight
n space. We denote the latter subVOA by V! symbolically. For example, the
moonshine VOA is of class S11 by monstrous moonshine (cf. [Bo, CN, DM2, HL]). In
[Ma], Matsuo derived the trace formulae of compositions of k elements on the Griess
algebra of a VOA of class S2k for 1  k  5 when the minimal conformal weight is
2 and the automorphism group is finite. Also, using the trace formulae, he proved
that the central charge and the dimension of the Griess algebra of a VOA of class
S8 are those of the moonshine VOA, and hence it is expected that this condition
gives a new characterization of the moonshine VOA. Based on the condition that
provides the trace formulae, Gerald Ho¨hn introduced the notion of conformal designs
[Ho¨4], which is motivated by connections between binary codes, integral lattices, and
SVOAs. As one of the connections, themoonshine VOA is constructed from the Leech
lattice by Z2-orbifold construction [FLM], which can be regarded as an analogue of
the construction of the Leech lattice from the extended binary Golay code of length
24. Besides this, the modular invariance of the genus-1 correlation functions [Z] is
regarded as a generalization of the modular properties of the theta series of lattices
iii
iv INTRODUCTION
and the weight enumerator of codes. Based on such circumstances, correspondences
between binary codes, integral lattices, and SVOAs are studied (for example, see
[DM3, Ho¨1, Ho¨2, Ho¨3, Sh3]). Also, the former two objects are related to combinatorial
and spherical designs, and the two designs are well-studied in combinatorial theory
(see [AK, Ve]). In particular, many examples of these designs are obtained by binary
codes and integral lattices. The notion of conformal designs based on VOAs can be
considered as an analogue of that of combinatorial and spherical designs based on
binary codes and integral lattices, respectively. Indeed, Ho¨hn proved an analogue of
Assmus–Mattson Theorem, which is a famous result of combinatorial designs based
on binary codes [AM]. Also, SVOAs with minimal conformal weight at most 1 have
been classified by him when the minimal conformal weight spaces form conformal
6-designs, which is similar to a part of the results obtained in [Mar1]. Due to these
circumstances, we expect that analogues of other properties of combinatorial and
spherical designs hold in the theory of conformal designs.
An integral lattice whose minimal vectors form a spherical 4-design, called a
strongly perfect lattice, was studied by Boris Venkov in [Ve], and is useful for the
sphere packing problem. The problem is to find a non-overlapping arrangement of
equally sized sphere such that the fraction of the space covered by spheres is max-
imized. It is equivalent to finding a lattice whose density is the global maximum
when we treat only lattices as the center of spheres of the arrangements. In order
to find such lattices, Georges Voronoi suggested determining all finitely many local
maximum for the density function on the set of similarity classes in a given dimension
[Vo] (see also [Mar2]). In connection with this strategy, the density of the associated
lattice packing of a strongly perfect lattice attains a local maximum not only on the
set of lattices but also on the set of all periodic point sets [Sch]. Here, a periodic point
set is a finite union of translations of a lattice. Therefore, strongly perfect lattices are
important among lattices. In [Ve], Venkov proved that a strongly perfect lattice with
minimum norm 2 is isomorphic to one of the root lattices of types A1;A2;D4;E6;E7,
and E8. Also, he classified strongly perfect lattices with minimum norm 3. Due to
the classifications, we speculate that a structural symmetry of an object is dominated
by a subset which has a nice design structure. From this viewpoint and the last of
the previous paragraph, one of our motivations is to clarify how the symmetry of the
minimal conformal weight space of an SVOA influences a structural symmetry of the
SVOA.
We put the following condition about SVOA for convenience.
vt-condition. The minimal conformal weight space forms a conformal t-design.
A list of the central charge and the dimension of the weight 2 space of SVOAs
satisfying the 6-condition has been given in [Ho¨4] if the minimal conformal weight
is 2. Also, conformal designs have been studied in [Y4] under the assumption
for introducing the extended Griess algebras. Considering the known results, we
maintain the theory of conformal designs on the minimal conformal weight spaces of
SVOAs. In order to develop the theory by finding some common properties, more
examples will be needed. According to [Ho¨4, Theorem 2.5] (cf. [Ma, Lemma 2.5]), the
weight spaces of an SVOA of class Sn form conformal n-designs if the automorphism
group is a compact Lie group. We prove in this thesis that the condition of class Sn
provides the n-condition without the assumption for the automorphism group. Note
that this result does not mean the other weight spaces form conformal n-designs. We
show the condition of class Sn to find new examples of conformal designs in this
thesis. We mainly perform the following.
(1) We maintain the theory of conformal designs on the minimal conformal weight
spaces of SVOAs.
(2) We classify the lattice type VOAs V+L of class S4.
(3) We classify the code SVOAs satisfying the 4-condition.
The condition of class Sn provides not only the n-condition but also the condition
that the n-th quadratic Casimir element, introduced in [Ma], belongs to V!. VOAs
satisfy the last condition are studied in [Tu, TV]. As one of the results, such a VOA
when n = 4 is isomorphic to the simple level 1 ane VOA associated to one of the
Deligne exceptional series of simple Lie algebras of types A1;A2;G2;D4;F4;E6;E7, and
E8 if the minimal conformal weight is 1. Also, it has already been mentioned in
[MMS] (cf. [Y4]) that a VOAwithminimal conformal weight 1 satisfies the t-condition
if and only if the t-th quadratic Casimir element belongs to V!. Combining the
results above, one can see that an analogue of Venkov’s classification of strongly
perfect lattices with minimum norm 2 holds. As one of studies of (1), we prove the
equivalent condition in more general case. More precisely, we show that an SVOA
satisfies the t-condition if and only if the t-th quadratic Casimir element belongs to
V!. Note that the equivalent condition has been considered in [Y4] under the certain
assumption as alreadymentioned before. Applying themethod of the computation in
that reference to our case, we show the equivalence. As an application, we also show
that the 2m-condition implies the (2m+1)-condition, which is regarded as an analogue
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of a well-known result in the theory of spherical designs and lattices. Therefore, we
give an example of our expectation as mentioned in the end of the first paragraph.
Also, the equivalent condition gives some modular linear dierential equations and
trace formulae (cf. [Ma, Tu, TV, Y4]). Computing these, we see that the central charge
and the dimension of the minimal conformal weight space are restricted, and those of
the lattice type VOAs V+p
2D4
;V+p
2E8
, and V+BW16 satisfy the restriction (see [Ma]). Here,
BW16 is the Barnes–Wall lattice of rank 16. Additionally, those of the code SVOAs
associated to the Hamming code H4 of length 15 and the even subcode of H4 also
satisfy it (see [TV]). Therefore, these SVOAs would be new examples of conformal
designs and SVOAs of class Sn. In this thesis, we not only give new examples but
also classify such SVOAs to understand some common properties of them. More
precisely, we show the following about (2) and (3).
(i) An even lattice L without norm 2 vectors is isomorphic to 2A1;
p
2D4;
p
2E8, or
BW16 if V+L is of class S4.
(ii) The lattice type VOAs V+2A1 ;V
+p
2D4
;V+p
2E8
, and V+BW16 are of classes S15;S5;S7, and
S7, respectively.
(iii) A binary code is equivalent to F2;E8;cH3;H4;E(H4), or cH4 if the code SVOA
associated to the binary code satisfies the 4-condition.
(iv) The code SVOAs associated to the binary codes above are of class S5.
Here, E8 is the set of all even weight vectors in F82, and Hm;E(Hm), and dHm are the
Hamming code of length 2m   1, the even subcode ofHm, and the extended Hamming
code ofHm, respectively.
In Chapter 1, we recall the notion of SVOAs, and review some basic terminologies.
The skew-symmetry and the invariance of a bilinear form on an SVOA are useful to
compute the traces of certain elements on the minimal conformal weight spaces of
SVOAs.
In Chapter 2, we review the definition of conformal designs based on the even part
of an SVOA, and study conformal designs on the minimal conformal weight spaces of
SVOAs. Using the computational method as in [Y4], we give equivalent conditions to
define conformal designs on the space. Also, we prove that the 2m-condition provides
the (2m + 1)-condition. Afterwards, we derive trace formulae for the zero-modes of
elements of the weight 2 space on the minimal conformal weight space when the
4-condition holds. These formulae will be used in Chapter 5.
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Some VOAs and SVOAs are constructed from binary codes and even lattices. Be-
forewe give new examples of conformal designs, we review some facts of binary codes
and lattices, and discuss their symmetries from the viewpoints of their automorphism
groups and certain designs in Chapter 3. Also, we give a generator of the orthogonal
group of the lattice obtained by Construction B from some binary code. The result
is obtained by considering a transitive action on a certain subset of the discriminant
group of the lattice. Essentially, it has already been used in [KKM] as a transitive
action of the group on the set of frames of type B. We give a proof for completeness.
In Chapter 4, we classify the lattice type VOAs V+L of class S4 after reviewing the
construction of V+L and properties of Aut(V
+
L ). Here, L is an even lattice without norm
2 vectors. Let us explain the method of the proof briefly. Assume V+L is of class S4.
The automorphism group Aut(V+L ) contains the subgroup induced by the orthogonal
group of L. In [Sh2], it was shown that the subgroup is proper in Aut(V+L ) if and
only if L is obtained by Construction B from some binary code. Using this result and
computing the action of Aut(V+L ), we first show that L is obtained by Construction
B. In particular, L is isomorphic to 2A1 if the rank is 1. Also, using the result of the
orthogonal group of the lattice obtained by Construction B in Chapter 3, we also show
that the binary code has T-decompositions of Type B if the rank is greater than 1. By
the definition of T-decompositions, the rank is a multiple of 4. Due to these results,
L 
p
2D4 if the rank of L is 4, and L 
p
2E8 if the rank of L is 8. Moreover, we
prove that the binary code is equivalent to the first order Reed–Muller code RM(1; 4)
of length 16 if the rank of L is greater than 8. Since the lattice obtained by Construction
B from RM(1; 4) is isomorphic to BW16, the statement (i) holds. Also, since the lattices
2A1;
p
2D4;
p
2E8, and BW16 are obtained byConstruction B, the automorphism groups
of the associated lattice type VOAs V+L contain extra automorphisms constructed in
[FLM]. Using the extra automorphisms and the results in [DG], weprove thatV+2A1 is of
class S15. The latticesD4;E8, and BW16 belong to the series of the Barnes–Wall lattices,
and their orthogonal groups are studied in [NRS] and [Ba]. Using the invariant ring
theory of the index 2 subgroup discussed in [Ba] of the Cliord group, we also prove
that V+p
2D4
;V+p
2E8
, and V+BW16 are of classes S5;S7, and S7, respectively.
In Chapter 5, we first review the construction of code SVOAs, and properties
of their automorphism groups. Applying the trace formulae in Chapter 2 to code
SVOAs, we show that the set of minimum weight vectors of a binary code forms a
combinatorial 2-design if the code SVOA associated to the binary code satisfies the 4-
condition. Using this and the results of combinatorial designs based on binary codes
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in Chapter 3, we show (iii). Additionally, computing the actions of -involutions
associated to Ising vectors not belonging to the standard Ising frame, we show (iv).
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Notations
An;Dn;En root lattices of types A, D, E of rank n:
Aut(C) the group of all automorphisms of a binary code C:
Aut(V) the group of all automorphisms of an SVOA V:
BWn the Barnes–Wall lattice of rank n:
C? the dual code of a binary code C:
D(k) the set of all weight (resp., norm) k vectors in D
if D is a subset of Fn2 (resp., R
n):
d4s the doubly even code defined in Section 3.2:
Hom(L;Z=2Z) the group of all group homomorphisms from
a lattice L to Z=2Z:
g:M the g-conjugate module of a V-moduleM, where V is a VOA
and g 2 Aut(V):
h = C 
Z L;where L is a lattice:
Hm the Hamming code of length 2m   1:dHm the extended Hamming code of length 2m:
L( 12 ; k) the irreducible L(
1
2 ; 0)-module with highest weight k 2 f0; 12 ; 116 g:
L the dual lattice of a lattice L:bL the central extension of an even lattice L by the
cyclic group hi of order 2 with the commutator
map ( 1)h;i for ;  2 L:
LX(C) (X = A or B) the lattice obtained by Construction X from a binary code C:
Mh(1) the Heisenberg VOA associated to h:
o(a) the zero-mode of a 2 V:
O(L) the orthogonal group of a lattice L:
O(bL) the -inverse image of O(L), where  is the group homomorphism
defined in (4.4):
Sn the symmetric group of degree n:
RM(1; 4) the first order Reed–Muller code of length 16:
V an SVOA or a VOA:
V0 the even part of V:
V1 the odd part of V:
V! the subVOA of an SVOA generated by the Virasoro element !:
VL the lattice VOA associated to an even lattice L:
V+L the fixed point subspace of a lift of  1 isometry of an
even lattice L in VL:
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VC the code SVOA associated to a binary code C:
wt(x) the weight of x 2 Fn2 :
 a lift of  1 isometry of a lattice:
0 an extra automorphism of V+L defined in Section 4.3:

n the set of n letters 1; 2; : : : ; n: 
n
k

the set of all k-subsets of 
n:
h; i the standard inner product on Rn:
( j ) an invariant bilinear form on an SVOA:
Chapter 1
Vertex Operator Superalgebras
In this chapter, we review the notion of vertex operator superalgebras, and provide
some useful terminologies (for more details, see [FHL, Kac, DM1]). We also review
some properties of Ising vectors. The vectors are related to the simple Virasoro
vertex operator algebra of central charge 12 , and are important to understand the
automorphismgroupof certain SVOAs. Indeed, byMiyamoto’s theory (for details, see
[Mi1]), we can construct many automorphisms from Ising vectors. We will compute
the traces of the actions of the vectors on a subspace which is a conformal design next
chapter.
1.1 Definition of vertex operator superalgebras
For a vector space W, we denote by W[[z; z 1]] the vector space of formal Laurent
series in z with coecients inW:
W[[z; z 1]] =
8>><>>:X
n2Z
unzn
 un 2W
9>>=>>; :
A vertex operator superalgebra (SVOA for short) V = V0V1 is aZ2-graded C-vector
space equipped with a linear map
Y : V ! End(V)[[z; z 1]]
u 7! Y(u; z) =
X
n2Z
u(n)z n 1;
and two non-zero vectors 1 and ! in V0, which are called the vacuum vector and the
Virasoro element, respectively, satisfying the following conditions:
1
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(V1) For u; v 2 V, there exists a positive integer n, which depends on u and v, such
that u(m)v = 0 for all m > n.
(V2) The vector 1 satisfies
Y(1; z) = idV:
Equivalently, 1( 1) = idV and 1(n) = 0 for any integer n ,  1.
(V3) (creation property) For any v 2 V and n 2 Z0,
v( 1)1 = v; v(n)1 = 0:
(V4) (Borcherds–Jacobi identity) For u; v 2 V0 q V1,
z 10 
z1   z2
z0

Y(u; z1)Y(v; z2)   ( 1)jujjvjz 10 
z2   z1
z0

Y(v; z2)Y(u; z1)
= z 12 
z1   z0
z2

Y(Y(u; z0)v; z2);
where (z) =
P
n2Z zn. Here, jaj equals 0 if a 2 V0, and 1 if a 2 V1.
(V5) (Virasoro relation) There exists c 2 C such that for m;n 2 Z,
[L(m);L(n)] = (m   n)L(m + n) + 1
12
(m3  m)m+n;0c  idV;
where L(n) = !(n+1) for n 2 Z and i j is the Kronecker symbol. The constant c 2 C
is called the central charge of V.
(V6) (grading) The subspaces V0 and V1 have the following gradings:
V0 =
M
n2Z0
Vn; V1 =
M
n2Z0+ 12
Vn:
Here, for each n 2 12Z0 the graded piece Vn is the finite dimensional eigenspace
of the L(0)-operator with eigenvalue n, called the weight n space of V.
(V7) (L( 1)-derivation) For any u 2 V,
[L( 1);Y(u; z)] = Y(L( 1)u; z) = d
dz
Y(u; z):
Also, V is said to be a vertex operator algebra (VOA for short) if V1 = 0:
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The L(0)-eigenvalue of a homogeneous vector u 2 V is often called the weight of
u, and is denoted by wt(u). Hence, wt(u) = n if u 2 Vn. The subspaces V0 and V1 in
(V6) are called the even part and the odd part of V, respectively. We see from (V3) that
the vacuum vector belongs to the weight zero space. In this thesis, we always assume
that an SVOA is of CFT-type, i.e., the weight zero space is spanned by 1.
Let V be an SVOA. It is natural to consider a substructure of SVOAs. Let U be a
vector subspace of V. If U also has an SVOA structure with the same vacuum vector
and the same vertex operator as V, then U is called a vertex operator subsuperalgebra
(subSVOA for short). If the odd part of U is 0, then we often call U a vertex operator
subalgebra (subVOA for short). Denote by V! the subVOA of V generated by the
Virasoro element !. The minimal conformal weight of V is defined by minfn 2 12Z0 j
Vn , (V!)ng if V , V! and 1 if V = V!. Since we assume that V is of CFT-type, the
minimal conformal weight of V is always greater than zero.
1.2 Basic facts
Let V = V0  V1 be an SVOA. In this section, we give useful basic facts about SVOAs.
Proposition 1.1 (commutator formula). For u; v 2 V0 q V1 and m;n 2 Z, we have
u(m)v(n)   ( 1)jujjvjv(n)u(m) =
X
i0
 
m
i
!
(u(i)v)(m+n i):
Remark that the sum in the right-hand side of the equation above is always finite
since u(i)v = 0 for large i.
Proposition 1.2 (iterate formula). For u; v 2 V0 q V1 and m;n 2 Z, we have
(u(m)v)(n) =
X
i0
( 1)i
 
m
i
!
(u(m i)v(n+i)   ( 1)jujjvj+mv(m+n i)u(i)):
The right-hand side of the equation above is well-defined as an operator onV since
the condition (V1) holds.
The normal-ordered product    is inductively defined by the following rule

 u(m)X  =
8>>><>>>:u(m)

 X  if m 2 Z<0;

 X  u(m) if m 2 Z0
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for u 2 V and X 2 End(V). We extend this product to vertex operators as follows: for
u; v 2 V,

 Y(u; z)Y(v; z)  =
X
m;n2Z

 u(m)v(n)  z m n 2:
Remark 1.3. Using the iterate formula, the normal-ordered product of Y(u; z) and
Y(v; z) is nothing but Y(u( 1)v; z), i.e., Y(u( 1)v; z) =  Y(u; z)Y(v; z)  .
For u; v 2 V and n 2 Z, u(n)v = v(n)u does not hold in general. However, the
following lemma always holds.
Lemma 1.4 (skew-symmetry). For u; v 2 V0 q V1,
Y(u; z)v = ( 1)jujjvjezL( 1)Y(v; z)u;
that is,
u(n)v =
X
`0
( 1)jujjvj+n+`+1
`!
L( 1)`(v(n+`)u) (1.1)
for any n 2 Z.
Set r = e
p 1r for r 2 Q. Let ( j ) be an invariant bilinear form on V, that is, for
a;u; v 2 V
(Y(a; z)u j v) = (u j Y(ezL(1)z 2L(0)L(0)+2L(0)2a; z 1)v): (1.2)
The relation above is often called the invariance. By (1.2), for a homogeneous element
a 2 V, any elements u; v 2 V, and n 2 Z
(a(n)u j v) =
X
`0
wt(a)+2wt(a)
2
`!
(u j (L(1)`a)(2wt(a) n ` 2)v): (1.3)
It is easy to check from (1.3) that (L(0)u j v) = (u j L(0)v) holds for u; v 2 V.
In particular, (Vk j Vk0) = 0 for distinct k and k0. It was proved in [FHL, Li, Y4]
that any invariant bilinear form on an SVOA is symmetric and there is a one to one
correspondence between invariant bilinear forms and elements of the dual space of
V0=L(1)V1. In this thesis, we assume that V has a nondegenerate invariant bilinear
form ( j ). Due to the results above, the bilinear form is unique up to scalar since V is
of CFT-type.
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1.3 Modules for VOAs
In this section, we first review the definitions of three types of modules for VOAs to
understand the definition of rationality for VOAs (for more details, see [DLM]). We
assume that V is a VOA.
Definition 1.5. A weak V-module M is a vector space over C equipped with a linear
map
YM : V ! End(M)[[z; z 1]]
u 7! YM(u; z) =
X
n2Z
u(n)z n 1;
such that the following conditions hold:
(M1) For u 2 V and v 2 M, there exists a positive integer n, which depends on u and
v, such that u(m)v = 0 for all m > n.
(M2) The vacuum vector 1 2 V0 satisfies
YM(1; z) = idM:
Equivalently, 1( 1) = idM and 1(n) = 0 for any integer n ,  1, where idM denotes
the identity map ofM.
(M3) (Borcherds–Jacobi identity) For u; v 2 V,
z 10 
z1   z2
z0

YM(u; z1)YM(v; z2)   z 10 
z2   z1
z0

YM(v; z2)YM(u; z1)
= z 12 
z1   z0
z2

YM(Y(u; z0)v; z2);
Here, Y is the vertex operator for V.
Definition 1.6. An admissible V-module is a weak V-module which carries a Z0-
grading,M =
L
n0M(n) such that for v 2 Vr and m;n 2 Z
v(m)M(n) M(n + r  m   1):
Definition 1.7. An ordinary V-module is a weak V-module which carries a C-grading,
M =
L
r2CMr such that:
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(1) dimMr < 1 for r 2 C.
(2) For s 2 C, there exists a negative integer n, which depends on s, such that
Ms+m = 0 for all m < n.
(3) Each spaceMr is the eigenspace of L(0) with eigenvalue r.
Remark 1.8. It was shown in [DLM, Lemma 3.4] that an ordinary V-module is also an
admissible V-module. Therefore the following inclusions hold:
fordinary V-modulesg  fadmissible V-modulesg  fweak V-modulesg:
In order to define the rationality for VOAs, we next define submodules and their
irreducibility. A subspace N of an admissible V-module M is called an admissible
V-submodule whenever N with YM is a weak V-module and N =
L
n0N \M(n), so
that it is an admissible V-module. An admissible V-module is said to be irreducible if
it does not contain non-trivial admissible V-submodules, that is, submodules except
0 and itself (cf. [AD]).
Definition 1.9. If an admissible V-module is a direct sum of irreducible admissible
V-submodules, then it is called completely reducible. If any admissible V-module is
completely reducible, then V is said to be rational.
It was proved in [DLM] that if V is rational, then there are only finitely many
irreducible admissibleV-modules, up to isomorphism and any irreducible admissible
V-module is ordinary.
In this thesis, an ordinary V-module is called a V-module for simplicity. A V-
module is said to be irreducible if it does not contain non-trivial V-modules as sub-
spaces. Clearly,Vwith its vertex operator forms aV-module, and it is called the adjoint
module of V. If the adjoint module of V is irreducible, then V is said to be simple.
1.4 Automorphism group
Two SVOAs V and V0 are isomorphic whenever there exists a linear isomorphism
g : V ! V0 satisfying the following conditions:
g(u(m)v) = g(u)(m)g(v) for all u; v 2 V;m 2 Z; and g(!) = !0;
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where ! and !0 are the Virasoro elements of V and V0, respectively. If V = V0, then g
is called an automorphism of V. Denote by Aut(V) the group of all automorphisms of
an SVOA V.
Let V be a VOA. For two V-modulesM and N, if there exists a linear isomorphism
f : M! N such that for u 2 V;w 2M, and m 2 Z
f (u(m)w) = u(m) f (w);
then M and N are said to be isomorphic as V-modules. The isomorphism class of a
V-module M is denoted by [M]. For g 2 Aut(V) and a V-module M with its vertex
operator YM, a vertex operator Yg:M onM is defined by
Yg:M(v; z) := YM(g 1(v); z) for v 2 V:
ThenMwith Yg:M is also a V-module. Symbolically, we write the V-module as g:M. It
is easily seen that if M is irreducible as a V-module, then so is g:M. In particular, the
map [M] 7! g:[M] = [g:M] induces an action of Aut(V) on the set of all isomorphism
classes of irreducible V-modules.
1.5 Virasoro VOAs
As a fundamental examples of VOAs, we introduce the Virasoro VOA. We first recall
the Virasoro algebra, denoted by L, is the Lie algebra
L =
M
n2Z
CLn  CC
with bracket given by
[C;L] = 0; [Lm;Ln] = (m   n)Lm+n + 112(m
3  m)m+n;0C
for m;n 2 Z. Let us consider L = L+  L0  L , where
L+ =
M
n>0
CLn; L0 = CL0  CC; L  =
M
n<0
CLn:
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For c; h 2 C, we define the one-dimensional module Cvc;h of L+  L0 as follows:
L+vc;h = 0; L0vc;h = hvc;h; Cvc;h = cvc;h:
Then we construct the generalized Verma module
U(L) 
U(L+L0) Cvc;h
from Cvc;h, where U(X) is the universal enveloping algebra of a Lie algebra X. It is
denoted byM(c; h) here. This module contains a unique maximal L-submodule J and
the quotient space
L(c; h) =M(c; h)=J
is an irreducible L-module. It was proved in [FZ, pp. 162] that M(c; 0)=hL 1vc;0i is a
VOA and L(c; 0) is a simple VOA for any c 2 C, where hL 1vc;0i is the L-submodule of
M(c; 0) generated by L 1vc;0. We call the VOAsM(c; 0)=hL 1vc;0i and L(c; 0) the Virasoro
VOA and the simple Virasoro VOA, respectively. For notational convenience, we set
cm = 1   6(m + 2)(m + 3) ; h
(m)
r;s =
[(m + 3)r   (m + 2)s]2   1
4(m + 2)(m + 3)
for m 2 Z1 and s; r 2 Z with 1  s  r  m + 1. It was shown in [DMZ, W]
that for each m 2 Z1, the simple Virasoro VOA L(cm; 0) is rational. Moreover, the
modules L(cm; h
(m)
r;s ) for 1  s  r  m+ 1 exhaust the irreducible L(cm; 0)-modules up to
isomorphism. An important case for the result above is the case c1 = 12 .
Corollary 1.10 (cf. [DMZ, W]). The simple Virasoro VOA L( 12 ; 0) is rational. Moreover,
L( 12 ; 0), L(
1
2 ;
1
2 ), and L(
1
2 ,
1
16 ) are irreducible L(
1
2 ; 0)-modules and exhaust the irreducible L(
1
2 ; 0)-
modules up to isomorphism.
1.6 Ising vectors of SVOAs
Let V be an SVOA. The following lemma is well-known (cf. [Mi1, La, Y1]). For the
reader’s convenience, we include a proof.
Lemma 1.11. Fix e 2 V2. Set Le(n) = e(n+1) for n 2 Z and e(3)e = ce2 1 for some ce 2 C. Then e
satisfies e(1)e = 2e if and only if fLe(n) := e(n+1)gn2Z satisfies the Virasoro relation with central
charge ce.
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Proof. By the skew-symmetry, we have 2e(2)e = L( 1)e(3)e. The right hand side of the
equation vanishes since e(3)e = ce2 1. Hence
e(2)e = 0 (1.4)
Also, by the skew-symmetry and (1.4),
2e(0)e = L( 1)e(1)e + L( 1)
3
6
e(3)e: (1.5)
The second summand in the right hand side of (1.5) is 0 since e(3)e = ce2 1 and (V3).
Hence
2e(0)e = L( 1)e(1)e (1.6)
Moreover, by (1.6) and (V7), for m;n 2 Z
(e(0)e)(m+n+2) =
1
2
(L( 1)e(1)e)(m+n+2) =  m + n + 22 (e(1)e)(m+n+1): (1.7)
By the commutator formula,
[Le(m);Le(n)] =
3X
i=0
 
m + 1
i
!
(e(i)e)(m+n+2 i): (1.8)
By (1.4), (1.7), e(3)e = ce2 1 and (V2), the right hand side of (1.8) becomes
m   n
2
(e(1)e)(m+n+1) +
m3  m
12
cem+n;0  idV: (1.9)
Finally comparing (1.9) with the right hand side of the Virasoro relation, we obtain
our desired result. 
We see from Lemma 1.11 that the subVOA of V generated by e 2 V2 such that
e(2)e = 2e is isomorphic to a quotient of the Virasoro VOA of central charge ce. Here
ce 2 C is a constant defined in Lemma 1.11. Note that the subVOA is not always
simple. We consider a weight 2 vector e 2 V such that e(1)e = 2e and it generates the
subVOA, denoted by Vir(e), isomorphic to L(12 ; 0). Such a vector is called an Ising vector
of V. Since Vir(e)  L(12 ; 0), by Corollary 1.10 we have a decomposition
V = Ve(0)  Ve
1
2

 Ve
 1
16

;
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where Ve(k), k 2 f0; 12 ; 116 g, is the sum of all irreducible Vir(e)-submodules of V isomor-
phic to L( 12 ; k). The Ising vector e is said to be of -type if Ve(
1
16 ) = 0.
Letbe theminimal conformalweight ofV. Define the zero-modeof a homogeneous
element u by o(u) := u(wt(u) 1), and extend linearly. Set
We(k) := fu 2 V j o(e)u = kug: (1.10)
The following lemma is an analogue of Lemma 2.6 in [HLY].
Proposition 1.12 (cf. [HLY, Lemma 2.6], [Mi2, Lemma 2.1]). With the notation above,
V =
8>>><>>>:W
e
(0) We

1
2

We

1
16

if  2 f1g [ (Z0 + 12 );
Ce We(0) We

1
2

We

1
16

if  = 2:
(1.11)
Proof. The case  = 2 has already been proved in [HLY]. We show the cases  2
f1g [ (Z0 + 12 ). Since o(e) preserves V and acts semisimply on V, the space can be
decomposed into the direct sumof the eigenspaces of o(e). Let v 2 V be an eigenvector
of o(e) with eigenvalue . It is sucient to show that  2 f0; 12 ; 116g. In case  2 Z0 + 12
we have Le(m)v 2 V m = 0 for m  1, and hence Vir(e)v is a Vir(e)-module whose top
weight is . Since Vir(e)  L( 12 ; 0), this case holds by Corollary 1.10. For  = 1, we have
Le(m)v 2 V1 m = 0 form  2. If we suppose that Le(1)v = 0, then this case also holds by
using the same method as in the case of  2 Z0 + 12 . We show Le(1)v = 0. Suppose the
claim is not true. Since o(e)Le(1)v = (   1)Le(1)v and o(e)1 = e(1)1 = 0, we have  = 1.
However, this contradicts the nonexistence of an o(e)-weight 1 vector. 
The following lemma is well-known. Additionally, it is useful to compute the trace
on V when the space forms a conformal 4-design. For convenience, we describe the
proof which has been given in [Y3].
Lemma 1.13 ([Y3, Lemma 8.1.2]). For an Ising vector e, we have L(1)e = !(2)e = 0.
Proof. Since V is of CFT-type, the following holds by the commutator formula and the
skew symmetry.
e(1)!(2)e = !(2)e(1)e   [!(2); e(1)]e
= 2!(2)e  
X
`0
 
2
`
!
(!(`)e)(3 `)e
= 2!(2)e   (L( 1)e)(3)e   2(L(0)e)(2)e   (!(2)e)(1)e
1.6. ISING VECTORS OF SVOAS 11
= 2!(2)e   e(2)e  
X
`0
( 1)`
`!
L( 1)`e(1+`)!(2)e
= 2!(2)e   e(1)!(2)e:
Hence, we also have e(1)!(2)e = !(2)e. Because of the nonexistence of o(e)-weight 1
vector, the assertion holds. 
Let u 2 V 1
2
. Since V is of CFT-type, there exists a constant u 2 C such that
u(0)u = u1. Set f =  u( 2)u 2 V2. Using the commutator formula and the iteration
formula,
f(1) f =  4u f ; f(3) f = 2u1; f(1)u =  uu:
In particular, by Lemma 1.11 we have the following lemma.
Lemma 1.14. With the notation above, if u =  12 , then fL f (n) := f(n+1)gn2Z satisfies the
Virasoro relation with central charge 12 and u is an eigenvector of L
f (0) with eigenvalue 12 .
Replacing C byR, we can also consider SVOAs over the real number fieldR. Such
SVOAs are considered in [Mi1] for example. The following lemma was proved in that
reference.
Lemma 1.15. Let W be a VOA over R which has a positive definite invariant bilinear
form. If e 2 W2 satisfies e(2)e = 2e, then the subalgebra Vir(e) generated by e is simple, i.e.,
Vir(e)  L(ce; 0), where e(3)e = ce2 1.
An R-form VR of V is an R-subalgebra of V with the same Virasoro element as
R-algebra such that V = C 
R VR. By the lemma above, the following holds.
Proposition 1.16. Let VR be an R-form of V which has a positive definite invariant bilinear
form. If e 2 V2 such that e(2)e = 2e and e(3)e = 141 belongs to VR, then e is an Ising vector of V.
We will use this proposition and Lemma 1.14 in the proof of Theorem 2.17.

Chapter 2
Conformal Designs
In this chapter, we first review the notion of conformal designs, and obtain necessary
and sucient conditions in the case where the minimal conformal weight spaces of
SVOAs form conformal designs. Also, we show that if the minimal conformal weight
space of an SVOA forms a conformal 2m-design, then it also forms a conformal (2m+1)-
design. Afterwards, we give trace formulae of the composition of the zero-modes of
elements of theweight 2 space on theminimal conformal weight spacewhen the space
forms a conformal 4-design. This chapter is based on [H] mainly.
2.1 Equivalent conditions of conformal designs
Set r = e
p 1r for r 2 Q. Let V = V0  V1 be an SVOA and ( j ) a nondegenerate
invarinat bilinear form on V. We assume that V as a V!-module is a direct sum of
highest weight modules. The assumption provides
V =
M
n2 12Z0
V[n];
where V[n] is the sum of highest weight V!-submodules of V with highest weight
n 2 12Z. Note that V[0] = V! holds. We have the following lemma.
Lemma 2.1. The spaces V[0] and V[m] for m , 0 are orthogonal with respect to ( j ).
Proof. Let n 2 Z0; u 2 V[0] \ Vn, and v 2 V[m] \ Vn. By the invariance of ( j ),
(u j v) =
X
`0
n+2n
2
`!
(1 j (L(1)`u)(2n 1 `)v): (2.1)
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SinceV[m] is aV!-module, (L(1)`u)(2n 1 `)v belongs toV[m]\V0 for each `  0. Because
V0  V[0] and V[0] \ V[m] = 0, the right hand side of (2.1) is 0. Therefore, we have
this lemma because (Vk j Vk0) = 0 for k , k0. 
As a corollary of Lemma 2.1, we have the following.
Corollary 2.2. The invariant bilinear form ( j ) is also nondegenerate on V!.
Since V is a direct sum of highest weight V!-submodules, we can define the
projection map
 : V =
M
n2 12Z0
V[n]! V[0] = V!;
which is a V!-module homomorphism.
Definition 2.3 (cf. [Ho¨4, Section 2]). Let M be a V0-module. An L(0)-homogeneous
subspace X ofM is called a conformal t-design based on V0 if
trjXo(a) = trjXo((a))
holds for any a 2L0nt;n2ZVn.
Clearly, V0 and V1 are V0-modules. In this thesis, we study the minimal conformal
weight spaces of SVOAs which form conformal designs. From now on, we assume
that the minimal conformal weight  of V is not1.
Remark 2.4. Assume that V has an involution g. Set V := fu 2 V j g(u) = ug.
Yamauchi considered in [Y4] that the topweight space ofV  forms a conformal design
based on V0 \ V+ under some assumptions, and obtained various results. However,
these results do not contain the general cases  2 f 12 ; 1g. We are going to include these
general cases in our discussion.
Let P denote the primary vectors of V, i.e.,
P = fu 2 V j L(k)u = 0 for all k > 0g:
Obviously, L(k)P = 0 for k > 0. In particular, L(1)P = 0 holds, which will be used
later.
Lemma 2.5. The minimal conformal weight space V is a direct sum of (V!) and P.
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Proof. Set U =
L
m,0V[m], and Un = Vn \U for n 2 12Z. Since U is a V!-module and
 is the minimal conformal weight, L(k)U  U k = (V!) \ U = 0 for k > 0. Hence
V = (V!) + P because V = (V!) U holds. By Corollary 2.2, (V!) \ P = 0. This
completes the proof. 
Let fvigpi=1 be a basis of P, where p := dimP. Since P and (V!) are orthogonal
with respect to ( j ), the bilinear form is also nondegenerate on P. Hence, we can
take the dual basis fvigpi=1 of fvigpi=1 with respect to ( j ). We consider the vector
m := 
+22
pX
i=1
vi(2 1 m)vi 2 Vm:
Note that +22m is called the quadratic Casimir vector in [Tu, TV]. Using the
commutator formula, we have the following lemma, which has been obtained in
[Tu, TV].
Lemma 2.6. For a positive integer k, we have L(k)m = ((k   1) +m   k)m k .
By the lemma above, if m 2 V!, then ` 2 V! for `  m. Note that ( j ) is also
nondegenerate on (V!) by the same reason as in the case of P. Set q := dim(V!).
Let fwigqi=1 be a basis of (V!) and fwigqi=1 the dual basis of fwigqi=1 with respect to ( j ).
Using the computation in [Y4, Section 4.1, Lemma 5], we have the following lemma.
Lemma 2.7. For a homogeneous element u 2Ln2Z>0 V[n],
trjVo(u) = ( 1)wt(u)(u j wt(u) ):
Proof. Because fvigpi=1 [ fwigqi=1 is the dual basis of fvigpi=1 [ fwigqi=1 with respect to ( j ),
trjVo(u) =
pX
i=1
(o(u)vi j vi) +
qX
i=1
(o(u)wi j wi): (2.2)
Since o(u)wi 2 Ln>0V[n] and wi 2 V[0] = V!, the second summation of (2.2) is 0
by Lemma 2.1, i.e., trjVo(u) =
Pp
i=1(o(u)v
i j vi) holds. We include the computational
methods of trjVo(u) in [Y4, Section 4.1, Lemma 5] for the reader’s convenience. The
computation is given as follows:
trjVo(u) =
pX
i=1
(o(u)vi j vi)
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=
pX
i=1
X
`0
( 1)jujjvij+wt(u)+`
`!
(L( 1)`(vi(wt(u) 1+`))u j vi) (by skew-symmetry)
= ( 1)wt(u)
pX
i=1
(vi(wt(u) 1)u j vi) (by invariance, L(1)P = 0)
= ( 1)wt(u)+22
pX
i=1
(u j vi(2 1 wt(u))vi) (by invariance, L(1)P = 0)
= ( 1)wt(u)(u j wt(u) ) (by the definition of m ):
Hence, we have the desired result. 
Set d := dimV, let fuigdi=1 be a basis of V, and fuigdi=1 be its dual basis with respect
to ( j ). We also consider the following Casimir vector (cf. [Ma, Y4]):
m := 
+22
dX
i=1
ui(2 1 m)ui = 
m
 + 
+22
qX
i=1
wi(2 1 m)wi 2 Vm: (2.3)
We obtain the following equivalent conditions to define conformal designs. It has
already been discussed in [Y4] for  2 Z1 + 12 .
Theorem 2.8. Let V be an SVOA with minimal conformal weight . Then the following are
equivalent: (1) V is a conformal t-design based on V0, (2) t 2 V!, and (3) t 2 V!.
Proof. By (2.3), (2) is equivalent to (3). We show that (1) is equivalent to (3). Let a 2 V0t .
Set a¯ := a   (a). Then trjVo(a) = trjVo((a)) + ( 1)t(a¯ j t) by Lemma 2.7. Therefore,
trjVo(a) = trjVo((a)) if and only if (a¯ j t) = 0. We see from Lemma 2.1 that (a¯ j t) = 0
for any a 2 V0t if and only if t 2 V[0] = V!. 
Remark 2.9. Thanks to Theorem 2.8, we can apply methods of Modular Linear Dier-
ential Equations in [TV] to conformal designs (for the details, see [TV]).
It is known that if the set of minimum norm vectors of an integral lattice forms a
spherical 2m-design, then it also forms (2m + 1)-design (see [Ve, Section 5, p.23]). The
assertion of the following theorem is an analogy of this particular result in the case
of a conformal design. A method to prove this when  = 2 was mentioned briefly in
[Ma, Section 2, p.573].
Theorem 2.10. Let V be an SVOAwith minimal conformal weight . If V forms a conformal
2m-design based on the even part, then it also forms a conformal (2m + 1)-design.
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Proof. By the skew-symmetry,
2m+1 =
X
`0
( 1)2 (2m+1)+`
`!
L( 1)`
0BBBBBB@+22
dX
i=1
( 1)juijjuij(ui)(2 1 (2m+1)+`)ui
1CCCCCCA ;
where jaj equals 0 if a 2 V0, and 1 if a 2 V1. Since juijjuij = 2mod 2,
2m+1 =
X
`0
( 1)1+`
`!
L( 1)`2m+1 ` :
Hence the following holds:
2m+1 =
1
2
X
`1
( 1)1+`
`!
L( 1)`2m+1 ` : (2.4)
If V forms a conformal 2m-design based on the even part, then by Lemma 2.6 and
Theorem 2.8 s 2 V! for 1  s  2m. Therefore, using (2.4) and Theorem 2.8, we are
done. 
2.2 Trace formulae
In this section,weuse the samenotation as in previous section again, andwenormalize
the bilinear form by (1 j 1) = 1. The following lemma holds.
Lemma 2.11. Let a; b 2 V2, m 2 Z2, and n 2 Z. Then:
(1) (L( m)1 j a(n)b) = (2m   2)m+n;3(a j b)   m2 3m+42 m+n;3(L(1)a j L(1)b),
(2) (L( 2)21 j a( 1)b) = 2(a j !)(b j !) + 8(a j b)   4(L(1)a j L(1)b).
Proof. By the commutator formula, for k; ` 2 Z
[L(k); a(`)] = (k   ` + 1)a(k+`) +
 
k + 1
2
!
(L(1)a)(k+` 1) +
 
k + 1
3
!
k+`;1(a j !): (2.5)
Since V is of CFT-type and ( j ) is nondegenerate, L(1)V1 = 0. Hence L(1)2a = 0
because a 2 V2. We compute X := (L( m)1 j a(n)b):
X = (1 j a(n)L(m)b)|          {z          }
=0
+(1 j [L(m); a(n)]b) (by invariance)
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= (m   n + 1)(1 j a(m+n)b) +
 
m + 1
2
!
(1 j (L(1)a)(m+n 1)b) (by (2.5))
= m+n;3
 
(2m   2)(1 j a(3)b) +
 
m + 1
2
!
(1 j (L(1)a)(2)b)
!
(since (Vk j V`) = 0 if k , `)
= m+n;3
 
(2m   2)(a j b)   m
2   3m + 4
2
((L(1)a)( 2)1 j b)
!
(by invariance, L(1)V1 = 0)
= m+n;3
 
(2m   2)(a j b)   m
2   3m + 4
2
(L(1)a j L(1)b)
!
: ((L(1)a)( 2)1 = L( 1)L(1)a)
Hence, we obtain (1). Next, we show (2). By (1) for (m;n) = (2; 1), the invariance, and
(2.5),
(L( 2)21 j a( 1)b) = 2(a j !)(b j !) + 8(a j b)   4(L(1)a j L(1)b) + 3(! j (L(1)a)(0)b): (2.6)
We show (! j (L(1)a)(0)b) = 0. By (2.5),
(! j [L(1); a(0)]b) = 4(a j b)   2(L(1)a j L(1)b) + (! j (L(1)a)(0)b): (2.7)
On the other hand, by (1) for (m;n) = (3; 0) and the Virasoro relation
(! j [L(1); a(0)]b) = (L( 1)! j a(0)b)   (! j a(0)L(1)b)
= 4(a j b)   2(L(1)a j L(1)b)   (! j a(0)L(1)b): (2.8)
We see from (2.5), (2.7), and (2.8) that (! j (L(1)a)(0)b) is computed as follows:
(! j (L(1)a)(0)b) =  (! j a(0)L(1)b)
=  (1 j [L(2); a(0)]L(1)b)
=  3((1 j a(2)L(1)b) + (1 j (L(1)a)(1)L(1)b))
=  3(L(1)a j L(1)b) + 3(L(1)a j L(1)b) = 0:
Therefore (2) holds by (2.6). 
From now on, we assume that the central charge c is neither 0 nor  225 . This
assumption implies that the degree m subspace of V! with m  5 has a basis8>><>>:L( n1)   L( nr)1
 n1      nr  2; rX
i=1
ni = m
9>>=>>;
(see [KR, Lecture 8]). Moreover, we assume that the minimal conformal weight
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 2 f 12 ; 1; 32 ; 2g. We give trace formulae of the zero-modes of elements of V2 on V by
using the same method as in [Ma, Section 2.3]. Let a; b 2 V2, and w 2 V. In general,
by the Borcherds–Jacobi identity (V4), for u; v 2 V0, and p; q; r 2 Z,
X
`0
 
p
`
!
(u(r+`)v)(p+q `) =
X
`0
( 1)`
 
r
`
!
(u(p+r `)v(q+`)   ( 1)rv(q+r `)u(p+`)): (2.9)
By (2.9) for p = 2; q = 1, and r =  1,
a(1)b(1)w =
2X
`=0
 
2
`
!
(a( 1+`)b)(3 `)w   a( 1)b(3)w   b( 1)a(3)w:
Therefore,
trjVo(a)o(b) =
2X
`=0
 
2
`
!
trjVo((a( 1+`)b))   2;2(a j b)
if V forms a conformal 4-design based on the even part. Then, by Lemma 2.11 one
can compute the trace because (a( i+`)b) 2 (V!)4 `, yielding
trjVo(L( 4)1) = 3d; trjVo(L( 2)21) = d( + 2) + c;2;
trjVo(L( 3)1) =  2d; trjVo(L( 2)1) = d:
Note that the cases  2 (Z1 + 12 ) [ f2g have already been obtained in [Ma, Y4].
Proposition 2.12 (cf. [Ma, Theorem 2.1], [Y4, Theorem 1]). Assume  2 f 12 ; 1; 32 ; 2g.
(1) If V forms a conformal 2-design, then for a 2 V2
trjVo(a) =
2d
c
(a j !):
(2) If V forms a conformal 4-design, then for a; b 2 V2
trjVo(a)o(b) =
2(d(22   c)   5c2;2)
c(5c + 22)
(a j b)
 2(d(c + 6 + 8) + 8c;2)
c(5c + 22)
(L(1)a j L(1)b)
+
4(d(5 + 1) + 5c;2)
c(5c + 22)
(a j !)(b j !):
Remark 2.13. The reason why we consider the cases where  2 f 12 ; 1; 32 ; 2g is that the
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trace of o(a) on V for a 2 V2 is a multiple of d because V2 = (V!)2 if  > 2. Hence,
we only consider trace formulae on V in the cases   2.
Let e be an Ising vector of V. Set de(k) := dimWe(k). Here, We(k) is the subspace
of V defined in (1.10), i.e.,
We(k) = fu 2 V j o(e)u = kug:
The following corollary has already been mentioned in the introduction of [Y4] for
 = 2.
Corollary 2.14. Assume  2 f 12 ; 1; 32 ; 2g, and V has an Ising vector e. If V forms a conformal
4-design based on V0, then
de(0) =
d(c(5c + 22   61) + 2(196   95))   (545c2 + 2006);2
c(5c + 22)
;
de
1
2

=
d(56   3c   2)   4c(25c + 96);2
c(5c + 22)
;
de
 1
16

=
64(d(c + 3   7) + c(10c + 37);2)
c(5c + 22)
: (2.10)
Proof. Obviously, trjVo(1) = d. Since (! j e) = (e j e) = 14 , the following equations hold
by Lemma 1.13 and Proposition 2.12:
trjVo(e) =
d
2c
; trjVo(e)2 =
d(49   2c + 1)
4c(5c + 22)
:
By Lemma 1.12, 266666666664
1 1 1
0 12
1
16
0 ( 12 )
2 ( 116)
2
377777777775
266666666664
de(0)
de(
1
2 )
de(
1
16 )
377777777775 =
266666666664
d
d
2c
d(49 2c+1)
4c(5c+22)
377777777775   ;2
266666666664
1
2
90c+347
4(5c+22)
377777777775 :
Therefore we obtain this corollary by direct computation. 
The following corollary is obtained from (2.10) immediately.
Corollary 2.15. Assume  2 f 12 ; 1; 32 g, and V has an Ising vector e. If V forms a conformal
4-design based on the even part, then c = 7   3 if and only if de( 116) = 0. In particular, if e is
of -type, then c = 12 ; 4, and
15
2 if  =
1
2 ; 1, and
3
2 , respectively.
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Remark 2.16. Assume that the central charge c is a half integer, and  = 2. According
to Table 3.2 in [Ma], ifV satisfies the assumption inCorollary 2.15 andV2 is a conformal
4-design, then the pair of the central charge and the dimension ofV2, (c;dimV2), is one
of the following pairs:
(c;dimV2) : (4; 22); (15=2; 120); (8; 156); (19=2; 399); (10; 685); (21=2; 1491):
As an application of the trace formulae, we have the following theorem.
Theorem 2.17. Let V be an SVOA with minimal conformal weight 12 . Assume that V has an
R-form which has a positive definite invariant bilinear form. If V 1
2
forms a conformal 4-design
based on the even part, then V is isomorphic to L( 12 ; 0)  L( 12 ; 12 ).
Remark 2.18. [Ho¨4, Theorem 4.1 (a)] shows that V, as in Theorem 2.17, is isomorphic
to L(12 ; 0)  L(12 ; 12 ) if the minimal conformal weight space forms a conformal 6-design.
Hence, Theorem 2.17 is more general than the theorem in that reference.
Proof of Theorem 2.17. LetW be the R-form of V as in the statement. Since the bilinear
form is positive definite onW, we can take an orthogonal basis fxigd 12i=1 ofW 12 such that
(xi j x j) = 12i j i,e., xi(0)x j =  12i j1. Since V  C 
W, fxig
d 1
2
i=1 is also a basis of V 12 . Set
ei :=  xi( 2)xi and Le
i
(n) = ei(n+1)
for each 1  i  d 1
2
and n 2 Z. Then by Lemma 1.14 for each 1  i  d 1
2
, fLei(n)gn2Z
satisfies the Virasoro relation with central charge 12 . Since e
1; : : : ; e
d 1
2 belong to W, the
vectors are Ising vectors by Proposition 1.16. Also by Lemma 1.14,
Le
i
(0)x j =
1
2
i jx j for 1  i; j  d 1
2
:
Because fxigd 12i=1 is a basis of V 12 , the central charge of V is 12 by Corollary 2.15. Then
by Proposition 2.12 we also have d 1
2
= 1 since trjV 1
2
o(ei) = 12 . Since the central charge
is 12 and ! is the Virasoro element of W, we conclude that ! is an Ising vector of V.
Because the L(0)-weights of V are half-integers, V = V[0]  V[ 12 ], where V[k] is the
V!-submodule of V defined in Section 2.1. Therefore V = V!  V[ 12 ]  L( 12 ; 0)  L(12 ; 12 )
because V[0] = V! and d 1
2
= 1. 
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2.3 SVOAs of class Sn
The notion of SVOAs of class Sn is an analogue of that of VOAs which is introduced
by Matsuo. In this section, we give a sucient condition so that an SVOA is of class
Sn. Also, we show that the minimal conformal weight space of an SVOA of class Sn
is a conformal n-design based on the even part. For a subspace U of an SVOA V, we
set UAut(V) = fu 2 U j g(u) = u for all g 2 Aut(V)g.
Definition 2.19 (cf. [Ma, Definition 1.1.]). An SVOAV = V0V1 is said to be of classSn
if (V0)Aut(V) coincides with V! up to weight n subspace, i.e., (V0)
Aut(V)
m = (V!)m for 0 
m  n.
Clearly, if V is a VOA, then the definition above becomes the original one in [Ma].
Note that the fixed point subspace of V1 is always 0 since an SVOA has an involution
which is the identity on the even part and acts as  1 on the odd part.
Remark 2.20. By the definition of automorphisms, the Virasoro element! of an SVOA
V is fixed by Aut(V). Hence (V!)m is always contained in (V0)
Aut(V)
m for m 2 Z0.
Remark 2.21. For n  12, a decomposition of the weight n subspace of the moonshine
VOA V\ constructed in [FLM] as a monster module is obtained by the monstrous
moonshine. From this, one can see that V\ is of class S11 (cf. [Bo, CN, DM2, HL]).
Due to the following proposition, we obtain a sucient condition so that an SVOA
is of class Sn.
Proposition 2.22 (cf. [HS, Proposition 2.12]). Let V be an SVOA satisfying the assumption
in Section 2.1, and W a subVOA of V with the same Virasoro element !. If Wn = (V!)n, then
Wn 1 = (V!)n 1.
Proof. The assertion for n = 1 is obvious sinceV0 = C1. Let n > 1. SetU =
L
m,0V[m].
Let u 2Wn 1 and write it as u = u1 + u2, where u1 2 (V!)n 1;u2 2 U\Vn 1. SinceW is a
subVOAofV, we have L( 1)u 2Wn. Hence L( 1)u 2 V! by our assumption. Therefore
we have L( 1)u2 2 V! because L( 1)u1 2 V!. Also L( 1)u2 2 U sinceU is aV!-module.
Hence L( 1)u2 2 V! \ U = 0. By [LL, Proposition 3.11.2], u2 2 kerL( 1)  V0. Since
n > 1 and u2 2 Vn 1, we obtain u2 = 0 and u = u1 2 (V!)n 1. This proves the
statement. 
Corollary 2.23 ([HS, Proposition 2.12]). With the same assumption in Proposition 2.22, an
SVOA V is of class Sn if (V0)Aut(V)n = (V!)n.
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Proof. Since (V0)Aut(V) is a subVOA of V with the same Virasoro element, we have this
corollary by the previous proposition. 
Let V = V0  V1 be an SVOA. Since Aut(V) preserves V0, the restriction to V0of
the automorphisms induces a group homomorphism from Aut(V) to Aut(V0). Hence
(V0)Aut(V) contains (V0)Aut(V0), and we have the following lemma.
Lemma 2.24. If V is of class Sn, then so is V0.
Since V is of CFT-type, ( j ) is Aut(V)-invariant, i.e., (g(u) j g(v)) = (u j v) for
u; v 2 V and g 2 Aut(V). Hence for a basis fuigdi=1 of V and its dual basis fuigdi=1, the
basis fg(ui)gdi=1 is the dual basis of fg(ui)gdi=1 with respect to ( j ). Since m for each
m  0 is independent of the choice of a basis, m 2 (V0)Aut(V) holds. Therefore, by
Theorem 2.8 the following holds.
Lemma 2.25. If V is of class Sn, then V is a conformal n-design based on V0.
Remark 2.26. In [Ho¨4, Theorem 2.5] (cf. [Ma, Lemma 2.5]), the lemma above has been
shown under the assumption that the automorphism group of the even part of an
SVOA is a compact Lie group. We emphasize that the assumption is removed in the
lemma above by using the Casimir element.

Chapter 3
Related Combinatorial Objects
Some examples of SVOAs are constructed frombinary codes or lattices. In this chapter,
we review some properties of the related combinatorial objects. Also, we discuss their
symmetry from the viewpoints of certain designs and automorphism groups.
3.1 Binary codes
A binary code of length n is a linear subspace of Fn2 . For vectors u = (u1; : : : ; un) and
v = (v1; : : : ; vn) 2 Fn2 , we denote by (u; v) the standard inner product
Pn
i=1 uivi 2 F2. Let
C be a binary code of length n. The dual code C? of C is defined by
C? := fu 2 Fn2 j (u; v) = 0 for all v 2 Cg:
Notation 3.1. For x1; : : : ; xl 2 F2 and k1; : : : ; kl;m 2 Z1, let
(xk11 x
k2
2    xkll ) = (x1; : : : ; x1|    {z    }
k1
; : : : ; xl; : : : ; xl|   {z   }
kl
) 2 Fk1++kl2
and
(x1    xl)m = (x1; : : : ; xl; x1; : : : ; xl; : : : ; x1; : : : ; xl|                                   {z                                   }
lm
) 2 Flm2 :
The support supp(x) and the weight wt(x) of x 2 Fn2 are defined by supp(x) :=
f1  i  n j xi , 0g and wt(x) := #supp(x), respectively. The minimum weight of C
is minfwt(c) j c 2 C n f(0n)gg if C , f(0n)g, and 1 if C = f(0n)g. We say that C is even
(resp., doubly even) if wt(c) 2 2Z (resp., wt(c) 2 4Z) for all c 2 C. If C is even but
is not doubly even, then C is said to be singly even. An element  2 Sn acts on Fn2
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as (x1; : : : ; xn) = (x 1(1); : : : ; x 1(n)) for (x1; : : : ; xn) 2 Fn2 . Two binary codes C1 and C2
are equivalent if there exists  2 Sn such that (C1) = C2. If C1 = C2, then such an
element  2 Sn is called an automorphism of C1 = C2. Let Aut(C) denote the group of all
automorphisms of C. The direct sum of codes C1  Fn12 and C2  Fn22 is the binary code
C1  C2 := f(u1; : : : ; un1 ; v1; : : : ; vn2) j (u1; : : : ; un1) 2 C1; (v1; : : : ; vn2) 2 C2g  Fn1+n22 :
A binary code is said to be decomposable if it is equivalent to a direct sum of codes,
otherwise it is said to be indecomposable. Permuting the coordinate properly enables us
to write C =
Lr
i=1 Ci for some r 2 Z>0, where Ci is an indecomposable component for
1  i  r. It is easy to check that this decomposition is unique. The following lemma
about the automorphism group of a decomposable code holds.
Lemma 3.2 ([PS, Lemma 2.4]). Let C = C1      Cr, where each Ci is a direct sum of
equivalent codes, and for i , j no summand of Ci is equivalent to a summand of C j. Then
Aut(C) = Aut(C1)   Aut(Cr).
Let d , 1 be the minimum weight of C. Then the following inequality holds:
#C  2n=
b d 12 cX
i=0
 
n
i
!
; (3.1)
where b 12 (d   1)c is the largest integer not greater than 12 (d   1). The upper bound of
#C is called the sphere-packing bound of C (see [AK, Theorem 2.1.3]). For notational
convenience, we setD(k) = fu 2 D j wt(u) = kg forD  Fn2 and 0  k  n. The following
lemma is well-known.
Lemma 3.3. If equality holds in (3.1), then d is an odd integer.
Proof. Suppose d = 2 f for some f 2 Z>0. The inequality (3.1) and our assumption
imply that
Fn2 =
a
x2C
S(x; f   1); (3.2)
where S(x; f   1) = fu 2 Fn2 j wt(u + x)  f   1g for x 2 Fn2 . By (3.2), there exists y 2 C
such that Fn2( f ) \ S(y; f   1) , ;. For c 2 Fn2( f ) \ S(y; f   1),
wt(y) = wt(c + c + y)  wt(c) +wt(c + y)  2 f   1 < 2 f :
Hence ymust be (0n), which is a contradiction because the weight of c is f . 
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3.2 Hamming codes
Here, we give examples of binary codes, called the Hamming code and the extended
Hamming code, and we review their characterizations from the inequality (3.1).
Set cH2 := f(04); (14)g. Define the binary codedHm for m 2 Z3 by
dHm = f(u;u + v) j u 2 E2m 1 ; v 2 [Hm 1g  F2m2 ;
where E` is the set of all even weight vectors in F`2. Set
Hm := f(c1; : : : ; c2m 1) j (c1 : : : ; c2m) 2dHmg  F2m 12
form 2 Z2. The binary codesHm anddHm are called theHamming code of length 2m 1
and the extended Hamming code of length 2m, respectively (see [MS, Chapters 1 and
13]). Denote by E(Hm) the even subcode ofHm. Note that the dimensions ofHm anddHm are 2m  m  1. The following lemmas are obtained by a basic method of algebraic
coding theory.
Lemma 3.4. Let m 2 Z2 and D a binary code of length 2m whose minimum weight is greater
than or equal to 3. If D has a subcode equivalent todHm, then D is equivalent todHm.
Proof. By (3.1),
#D  22m=
1X
i=0
 
2m
i
!
< 22
m m:
Hence dimD is less than or equal to 2m m 1. Since dimdHm = 2m m 1, the assertion
holds. 
Lemma 3.5. Let m 2 Z2 and D a binary code of length 2m   1 whose minimum weight is
greater than or equal to 3. If D has a subcode equivalent to E(Hm), then D is equivalent to
E(Hm) orHm.
Proof. We see from (3.1) that #D  22m 1=P1i=0  2m 1i  = 22m 1 m. Hence dimD is 2m 1 m
or 2m   2 m becauseD has a subcode equivalent to E(Hm). Clearly,D is equivalent to
E(Hm) if dimD is 2m   2  m. If dimD equals 2m   1  m, then equality holds in (3.1).
As already mentioned before, the minimum weight of Dmust be an odd integer, and
hence it must be 3. Thus D is a binary code of length 2m   1 whose dimension and
minimum weight are 2m   1   m and 3, respectively. It is known that such a code is
equivalent toHm (see [MS, Chapter 1, Section 7, Problem (28)]). Therefore, this lemma
holds. 
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We shall give another example of binary codes. For s 2 Z>0, let d4s be the binary
code of length 4s generated by the rows of the following matrix:266666666666666666666664
1111 0000    0000
0011 1100    0000
:::
: : : : : :
:::
0000    0011 1100
0000    0000 1111
377777777777777777777775
: (3.3)
It is easy to check that d4s is doubly even. Assume that C is doubly even and is
generated by the weight 4 vectors. Let Ci; 1  i  r be indecomposable components
of C. Then C(4) =
`r
i=1 Ci(4) because C is doubly even. Since C(4) generates C, we
obtain Ci = hCi(4)iF2 for 1  i  r. It follows from [PS, Theorem 6.5] that a doubly
even indecomposable code generated by weight 4 vectors is equivalent to E(H3);cH3,
or d4s(s  1). By the argument above, the following proposition holds, which will be
used in Section 4.3.
Proposition 3.6 (cf. [PS, Theorem 6.5]). A doubly even binary code generated by weight 4
vectors is equivalent to a direct sum of some of the E(H3);cH3, and d4s’s.
3.3 Combinatorial designs and binary codes
Set
n := f1; : : : ; ng. Let k be a nonnegative integer such that k  n. Denote the set of all
k-subsets of 
n by
 
n
k

. Let B be a subset of  
nk . A pair (
n;B) is a t-(n; k; ) design if
there exists a constant  such that #fB 2 B j X  Bg =  for all X 2  
nt . ForD  Fn2 , we
often say that (
n;D(k)) is a t-(n; k; ) design if the pair of 
n and fsupp(u) j u 2 D(k)g
forms a t-(n; k; ) design. By using a basic method for algebraic coding theory, the
following proposition holds. We include the proof for the reader’s convenience.
Proposition 3.7. Let m 2 Z2 and C a binary code of length 2m with minimum weight 4. If
(
2m ;C(4)) forms a 3-(2m; 4; 1) design, then C is equivalent to dHm. Analogously, let C be a
binary code of length 2m   1 with minimum weight 3. If (
2m 1;C(3)) forms a 2-(2m   1; 3; 1)
design, then C is equivalent toHm.
Proof. We show thedHm case only, because theHm case is obtained by the samemethod.
If we show that #(F2m2 =C) = 2
m+1, then we obtain the statement because a binary code
of length 2m whose dimension andminimumweight are 2m 1 m and 4, respectively,
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is equivalent todHm ([MS, Chapter 1, Section 9, Problem (41)]). Let u 2 F2m2 such that
wt(u) > 2. Then there exists v 2 C(4) such that wt(u+v)  wt(u) 2 because (
2m ;C(4))
is a 3-(2m; 4; 1) design. Hence, every element of F2m2 =C is represented by an element of
weight at most 2. Also, since the weight of the sum of vectors x; x0 2 F2m2 such that
wt(x)  1;wt(x0)  2, and x , x0 is less than 4 and the minimum weight of C is 4,
the cosets x + C and x0 + C are distinct. Set Xi := fy + C 2 F2m2 =C j wt(y) = ig. By the
argument above,
F2
m
2 =C = X0 q X1 q X2; #X0 = 1; and #X1 = 2m:
Hence, it is sucient to show that #X2 = 2m   1. Let y+C 2 X2. It is easy to check that
(y + C)(2) = fyg q fy + c j c 2 C(4) such that supp(y)  supp(c)g:
Because (
2m ;C(4)) is also a 2-(2m; 4; 2m 1   1) design (see [MS, Chapter 2, Section 5,
Theorem 9]), we have #(y + C)(2) = 2m 1. Since
F2
m
2 (2) =
a
z+C2X2
(z + C)(2);
we have #X2 = 12m 1
 2m
2

= 2m   1, completing the proof of this proposition. 
In order to classify code SVOAs whose minimal conformal weight spaces form
conformal 4-designs in Section 5.4, we need the following two lemmas.
Lemma 3.8. Let t 2 Z2 and C a binary code of length n  3 with minimum weight t + 1.
Then the cardinality of C(t + 1) is at most 1t+1
 n
t

. Moreover, equality holds in the inequality if
and only if (
n;C(t + 1)) forms a t-(n; t + 1; 1) design.
Proof. Consider the cardinality of
S :=
(
X 2
 

n
t
!  there exists u 2 C(t + 1) such that X  supp(u)) :
Since t  2 and the minimum weight of C is t + 1, for X 2  
nt  the cardinality of
fu 2 C(t + 1) j X  supp(u)g is at most 1. Hence
S =
a
u2C(t+1)
 
supp(u)
t
!
: (3.4)
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By (3.4),  
n
t
!
 #S =
X
u2C(t+1)
#
 
supp(u)
t
!
= (t + 1)#C(t + 1):
Therefore, the first claim of this lemma holds. Also, from (3.4), that equality holds
in the inequality if and only if
 
n
t

= S. Hence we have the second claim because 
n
t

= S implies that (
n;C(t + 1)) forms a t-(n; t + 1; 1) design. 
Lemma 3.9. Let C be an even code of length 2m   1 (m  2) with minimum weight 4. If
(
2m 1;C(4)) forms a 2-(2m   1; 4; 2m 1   2) design, then C  E(Hm).
Proof. SetD := hC; (12m 1)iF2 = Cq((12m 1)+C). Note that if we show that theminimum
weight ofD is 3 and (
2m 1;D(3)) forms a 2-(2m 1; 3; 1) design, then this lemma follows
from Lemma 3.5 since the even subcode of D is C.
First we show that the minimum weight of D is 3. Fix X 2  
2m 12 . Set CX :=
fu 2 C(4) j X  supp(u)g and wX := Pu2CX u. Let u; v 2 CX such that u , v. Then
supp(u) \ supp(v) = X because the minimum weight of C is 4. Since (
2m 1;C(4))
forms a 2-(2m   1; 4; 2m 1   2) design, the cardinality of CX is 2m 1   2, and hence we
have wt(wX) = 2m   4 and (12m 1) + wX 2 D(3). If we suppose that D has a weight
1 vector v, then (12m 1) + wY + v 2 D(2) for Y 2  
2m 12  such that supp(v)  Y, which
contradicts D(2) = C(2) = ;. Thus, the minimum weight of D is 3.
Next we show that (
2m 1;D(3)) forms a 2-(2m 1; 3; 1) design. Set zX := (12m 1)+wX
for X 2  
2m 12 . Then wt(wX + wY) = 6   2wt(zX  zY) for X;Y 2  
2m 12 . Since C(2) = ;,
we have wt(zX  zY)  1 if wX , wY, and wt(zX  zY) = 3 if wX = wY. Because the support
of zX  zY is (
2m 1 n supp(wX)) \ (
2m 1 n supp(wY)), we have wX = wY if and only if
Y  
2m 1 n supp(wX). By this argument, #fwX j X 2  
2m 12 g is exactly 13 2m 12 . Hence
#D(3)  13
 2m 1
2

. We see from Lemma 3.8 that the assertion holds. 
3.4 T-decompositions
We now recall the definition of T-decompositions of binary codes and we characterize
the first order Reed–Muller code RM(1; 4) from the viewpoint of T-decompositions of
Type B. Let C be a doubly even binary code of length 4m (m 2 Z>0).
Definition 3.10 ([KKM, Section 3.3]). A subset S = fs1; : : : ; smg  F4m2 is called a T-
decomposition of C if the following conditions are satisfied:
wt(si) = 4 (1  i  m); (3.5)
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si + s j 2 C (1  i; j  m); (3.6)
supp(si) \ supp(s j) = ; (1  i , j  m): (3.7)
A T-decomposition S is said to be of Type B if it satisfies S 1 C and S  C?. Let
TC denote the set of all T-decompositions of Type B of C. The following lemma is
obtained from (3.5) and (3.7) immediately.
Lemma 3.11. If S 2 TC, then the sum of all elements of S is the all-one vector in Fn2 .
The first order Reed–Muller code RM(1; 4) of length 16 is one of examples that has
T-decompositions of Type B (see [MS]). Some basic facts of RM(1; 4) are the following.
The statements (1), (2) are easy, and (3) is provided in [MS, p. 400].
Lemma 3.12. The following hold:
(1) f(116); (1808); (1404)2; (1202)4; (10)8g is a basis of the binary code RM(1; 4).
(2) The binary code RM(1; 4) is a maximal doubly even code of length 16 without weight 4
vectors, i.e., there is no doubly even binary code D without weight 4 vectors such that
RM(1; 4) ( D.
(3) The automorphism group of RM(1; 4) acts triply transitively on 
16.
Let SC be the binary code generated by all the elements of all T-decompositions of
Type B of C, i.e., SC := hSS2TC SiF2 ( C?). The following lemma is one of characteri-
zations of RM(1; 4).
Lemma 3.13. Let C be a doubly even binary code of length 4mwith C(4) = ;, where m 2 Z>2.
If SC is singly even, then C  RM(1; 4).
Proof. Since SC is singly even, there exist f ; f 0 2 SS2TC S such that ( f ; f 0) = 1. Also,
f and f 0 belong to dierent T-decompositions by (3.7). Hence we may assume that
f 2 S and f 0 2 S0, with S , S0. Since ( f + g; f 0) = 0 for g 2 S n f f g, we have (g; f 0) = 1.
In particular, #(supp(g) \ supp( f 0)) 2 f1; 3g for all g 2 S. Hence, m = 4 byX
g2S
#(supp(g) \ supp( f 0)) = wt( f 0) = 4 and #S = m > 2:
Also, (g; g0) = 1 for any g0 2 S0 n f f 0g because (g; f 0+ g0) = 0. Since wt(g0) = 4, we obtain
#(supp(g) \ supp(g0)) = 1 for any g 2 S and g0 2 S0. Therefore, we may assume that
S = f(14012); (041408); (081404); (01214)g and S0 = f(1000)4; (0100)4; (0010)4; (0001)4g;
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up to equivalence. Then C contains RM(1; 4) by Lemma 3.12 (1) and (3.6). Since the
length of C is 16, the assertion of the lemma follows from Lemma 3.12 (2). 
3.5 Lattices
Let (Rn; h; i) be the Euclidean space of dimension n. A subset L  Rn is called a lattice
of rank n if there exists a basis fvigni=1 of Rn such that L =
Ln
i=1Zvi. A lattice L is said
to be even if hx; xi 2 2Z for all x 2 L. Define the dual lattice L of a lattice L by
L := fu 2 Rn j hu; vi 2 Z for all v 2 Lg:
The orthogonal group of a lattice L is defined as follows:
O(L) = f 2 O(n;R) j (L) = Lg;
where O(n;R) is the group of all orthogonal transformations of Rn.
Let L be a lattice andHom(L;Z=2Z) denote the group of all group homomorphisms
from L to Z=2Z. For  + 2L 2 L=2L, define
f : L ! Z=2Z
 7! h; i + 2Z:
Then the following lemma is straightforward.
Lemma3.14. Under the correspondence +2L 7! f, L=2L is isomorphic toHom(L;Z=2Z)
as groups.
Let  2 L such that f () = 0 for all f 2 Hom(L;Z=2Z). By the lemma above,
h; i 2 2Z for all  + 2L 2 L=2L. Therefore  2 2(L) = 2L. Conversely, for any
element of Hom(L;Z=2Z) the image of 2L is 0 inZ=2Z. Hence we have the following
lemma.
Lemma 3.15. The subset f 2 L j f () = 0 for all f 2 Hom(L;Z=2Z)g of L is equal to 2L.
3.6 Lattice construction from binary codes
Let fi j i 2 
ng be an orthogonal basis of Rn consisting of norm 2 vectors. For
convenience, we set x =
P
i2supp(x) i for x 2 Fn2 . Let C be a binary code of length n.
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Then lattices
LA(C) :=
a
c2C
0BBBBB@12c +X
i2
n
Zi
1CCCCCA ; LB(C) :=a
c2C
0BBBBBB@12c + X
i; j2
n
Z(i +  j)
1CCCCCCA (3.8)
are called the lattices obtained byConstructionA andConstruction B fromCwith respect
to fi j i 2 
ng, respectively. In this thesis, the lattices LA(C) and LB(C) are constructed
by using fi j i 2 
ng unless otherwise noted.
Example 3.16. The following examples are well-known (see [CS]).
LB(f(01)g)  2A1; LB(f(04)g) 
p
2D4; LB(f(08); (18)g) 
p
2E8; LB(RM(1; 4))  BW16:
Here, An;Dn, and En are root lattices of type A, D, and E of rank n, respectively, and
BW16 is the Barnes–Wall lattice of rank 16.
Notation 3.17. For u = (u1; : : : ;un); v = (v1; : : : ; vn) 2 Fn2 , let u  v denote the vector
(u1v1; : : : ; unvn) 2 Fn2 :
We review some basic properties of LA(C) and LB(C).
Lemma 3.18. The dual lattice of LA(C) is LA(C?).
Proof. For c; x 2 Fn2 ,
1
2
c;u

=
8>>><>>>:#(supp(c) \ fig) if u = i;1
2wt(c  x) if u = 12x:
(3.9)
Is is easily seen from (3.9) that LA(C?)  LA(C) holds. We show LA(C?)  LA(C). Since
LA(C) contains
P
i2
n Zi as a sublattice, LA(C)
 is contained in (
P
i2
n Zi)
 = LA(Fn2).
Let v 2 LA(C). Then there exist c 2 Fn2 ;w 2
P
i2
n Zi such that v =
1
2c + w. We show
c 2 C?. Since v;w 2 LA(C), 12c = v   w 2 LA(C). Hence c 2 C? by (3.9). Therefore, we
have this lemma. 
Proposition 3.19. The following are equivalent: (1) C is doubly even, (2) LA(C) is even, and
(3) LB(C) is even.
Proof. Since LA(C) = LB(C)q (1 + LB(C)), (2) and (3) are equivalent clearly. We show
that (1) is equivalent to (2). If LA(C) is even, then C is doubly even because 12wt(c) =
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h12c; 12ci 2 2Z. Conversely, we assume that C is doubly even. Let u 2
P
1inZi and
c 2 C. Since 
u +
1
2
c;u +
1
2
c

= hu; ui + 2

u;
1
2
c

+
1
2
wt(c) 2 2Z
and u also belongs to LA(C), the lattice LA(C) is even by (3.8). 
Assume that C is doubly even. Clearly, (1n) 2 C? holds. Hence the lattice LA(C?) +
Z 14(1n) is equal to LA(C
?)q (LA(C?)+ 14(1n)). By (3.8) and direct computation, we have
1
4(1n) 2 LB(C). Hence by Lemma 3.18 LA(C?) +Z 14(1n) is a sublattice of LB(C). Since
jLA(C) : LB(C)j = jLB(C) : LA(C)j = 2, we obtain the following.
Lemma 3.20. Assume that C is doubly even. Then, the dual lattice LB(C) of LB(C) is given
by LB(C) = LA(C?) +Z14(1n).
Let k be a nonnegative integer. For a subset X  Rn, define X(k) := fu 2 X j hu;ui =
kg. Assume that C is doubly even again. Then we see from (3.8) that LB(C)(2) is given
by
LB(C)(2) =
1
2
c   x
 c 2 C(4); x 2 En such that supp(x)  supp(c) ;
where En is the set of all even weight vectors in Fn2 . Hence, the following holds.
Proposition 3.21. Assume that C is doubly even. Then C(4) = ; if and only if LB(C)(2) = ;.
Let L be an even lattice of rank nwith L(2) = ;. A subset fi j i 2 
ng ofRn is called
a frame of L if fi j i 2 
ng is an orthogonal basis of Rn consisting of norm 2 vectors,
and if i   j 2 L for i; j 2 
n ([KKM, Section 1]). A frame F of L is said to be of Type B
if F 1 L and F  L. Let FL denote the set of all frames of Type B of L.
Remark 3.22. By (3.8), LB(C) has a frame fi j i 2 
ng of Type B if it is even. Also, if an
even lattice of rank n has a frame fi j i 2 
ng of Type B, then it is isomorphic to the
lattice obtained by Construction B from some binary code with respect to fi j i 2 
ng
([KKM, Lemma 2.1.3]).
Define
OL := f + L 2 L=L j 2 2 L; #( + L)(2) = 2ng: (3.10)
Since O(L) = O(L), any element  2 O(L) acts on L=L as ( + L) := () + L for
 + L 2 L=L. Note that OL is stable under this action of O(L). It follows from [Sh2,
Proposition 1.8] that ( + L)(2) is a frame of Type B of L for each  + L 2 OL. We have
the following lemma.
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Lemma 3.23. The map OL ! FL given by  + L 7! ( + L)(2) for  + L 2 OL is bijective,
and commute with the actions of O(L).
Proof. It is easily seen that the map is injective. We show the surjectivity. Let F 2 FL
and  2 F. Then F  ( + L)(2) since F is a frame of L. Suppose, to the contrary, that
F ( ( + L)(2). Let 0 2 ( + L)(2) n F. Since 0    2 L and L is even, h; 0i 2 Z. Then
h; 0i = 0 because L(2) = ; and the following inequality holds:
0 < h  0;   0i = 4  2h; 0i:
Since  + L =  + L for any  2 F, we also have h; 0i = 0 by the same argument
for . Hence 0 = 0 because F spans Rn, contrary to the norm of 0. Thus we have
F = (+ L)(2). In particular, #(+ L)(2) = 2n, and hence + L 2 OL. Therefore the map
is surjective. The last assertion obviously holds. 
3.7 Orthogonal transformations of LB(C)
Let C be a doubly even binary code of length n with C(4) = ;, and L = LB(C). In
this section, we give a generator of O(L). Note that L(2) = ; by Proposition 3.21. For
x = (x1; : : : ; xn) 2 Fn2 , let x denote the orthogonal transformation on Rn defined by
x(i) := ( 1)xii for i 2 
n. By the definition of LB(C), x 2 O(L) if and only if x 2 C?.
Define
E(C) := fx j x 2 C?g: (3.11)
Then E(C) is a subgroup of O(L) since xy = x+y for x; y 2 C?. Every  2 Sn induces
an orthogonal transformation of Rn by i 7! (i) for i 2 
n. The induced orthogonal
transformation is also denoted by . Then we regard Aut(C) as a subgroup of O(L) by
this action. Also, E(C)Aut(C) is a subgroup ofO(L) because Aut(C) normalizes E(C) in
O(L). Recall that TC is the set of all T-decompositions of C of Type B. The following
lemma is obtained in [KKM].
Lemma 3.24 ([KKM, Lemma 3.3.2]). Let n = 4m (m 2 Z>0) and S = fs1; : : : ; smg 2 TC.
Then there exists s 2 C? such that #(supp(s) \ supp(sk)) = 1 for all 1  k  m. The linear
transformation s associated to s is defined as follows:
s(i) :=
8>>><>>>:
1
2sk if fig = supp(s) \ supp(sk);
supp(s)\supp(sk) + i   12sk if i 2 supp(sk) n supp(s):
(3.12)
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Then s is an orthogonal transformation of LB(C).
Define
OL
1
2

:= OL \ f + L j  2 LA(C?)g; OL
1
4

:= OL \

 + L
  2 14(1n) + LA(C?) :
(3.13)
Since C is doubly even,
LB(C) = LA(C)? +Z
1
4
(1n) = LA(C?)q
1
4
(1n) + LA(C?)

by Proposition 3.20. Also, we have OL = OL(12 )qOL(14 ).
Lemma 3.25. For each  + L 2 OL( 14 ), there exists c 2 C? such that c( + L) = 14(1n) + L or
c( + L) = 14(1n) + 1 + L.
Proof. Since
1
4
(1n) + LA(C?) =
a
c2C?
0BBBBB@14(1n) + 12c +X
i2
n
Zi
1CCCCCA ;
there exists c 2 C? such that+L = 14(1n)  12c+1+L or+L = 14(1n)  12c+L. Then the
assertion holds because c( 14(1n)  12c+1+L) = 14(1n)+1+L and c( 14(1n)  12c+L) =
1
4(1n) + L. 
By Lemma 3.25, 14(1n) + 1 + L 2 OL( 14 ) or 14(1n) + L 2 OL( 14 ) if OL(14 ) , ;. If
1
4(1n) + 1 + L 2 OL(14 ) (resp., 14(1n) + L 2 OL(14 )), then n = 8 (resp., n = 16) and C is
equivalent to a binary code which contains f(08); (18)g (resp., RM(1; 4)) by [Sh1, Lemma
2.6 (resp., Lemma 2.7)]. By Proposition 3.21, C is doubly even and C(4) = ;. Hence
C  f(08); (18)g or C  RM(1; 4) by Lemma 3.12 (2). We see from Example 3.16 that the
following proposition holds.
Proposition 3.26 (cf. [Sh1, Lemmas 2.6 and 2.7]). If OL( 14 ) , ;, then L is isomorphic top
2E8 or BW16.
Recall that fi j i 2 
ng is a frame of L = LB(C). Hence (1 + L)(2) = fi j i 2 
ng
by Lemma 3.23. From this, 1 + L 2 OL( 12 ). Let H1+L be the stabilizer of 1 + L in O(L).
Lemma 3.27. The stabilizer H1+L is equal to E(C)Aut(C).
Proof. We see from the definitions of E(C) and Aut(C) that E(C)Aut(C) is a subgroup
of H1+L. Hence, it suces to prove that E(C)Aut(C)  H1+L. Let g 2 H1+L. Since
(1+L)(2) = fi j i 2 
ng and gpreserves (1+L)(2), we canwrite g(i) = ( 1)x(i)(i) (i 2
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n) for some  2 Sn and x = (x1; : : : ; xn) 2 Fn2 . Since fi j i 2 
ng is a basis of Rn, we
have g = x. For c 2 C, (c) 2 C and #(supp((c)) \ supp(x)) 2 2Z since
g
1
2
c

=
1
2
x(c) =
1
2
(c)  
X
i2supp((c))\supp(x)
i 2 L:
Consequently, x 2 C? and  2 Aut(C). 
As already mentioned before, OL(12 ) always contains 1 + L. Consider the case
#OL( 12 ) > 1. Since
LA(C?)(2) =
1
2
x   y
 x 2 C?(4); y 2 Fn2 ; supp(y)  supp(x)q fi j i 2 
ng; (3.14)
there exists c 2 C?(4) such that 12c + L 2 OL( 12 ) or 12c + 1 + L 2 OL(12 ).
Lemma 3.28. With the notation above, if 12c + 1 + L 2 OL( 12 ), then 12c + L 2 OL(12 ).
Proof. It follows from Proposition 3.21 that c < C. Since C = (C?)?, there exists d 2 C?
such that (c; d) = 1. Then d( 12c + 1 + L) =
1
2c + L. Since d 2 O(L), the assertion
holds. 
Also, we have the following lemma.
Lemma 3.29. If there exists c 2 C?(4) such that 12c + L 2 OL( 12 ), then there exists X 2 TC
such that c 2 X.
Proof. Set X = fx 2 C? j 12x 2 ( 12c + L)(2)g. Let us show that X is a T-decomposition of
Type B. Let d1; d2 2 X with d1 , d2. Then
supp(d1) \ supp(d2) = ; (3.15)
because ( 12c + L)(2) is a frame of L by Lemma 3.23 and
1
2
#(supp(d1) \ supp(d2)) =
1
2
d1 ;
1
2
d2

:
We have d1 + d2 2 C since 12d1+d2 = 12d1 + 12d2 2 L. Obviously, wt(x) = 4 for any x 2 X.
Set
S =
1
2
x   y
 x 2 X; y 2 En; supp(y)  supp(x) :
Here, En is the set of all even weight vectors in Fn2 . By the definition of X, we have
S  ( 12c + L)(2). If we show ( 12c + L)(2) = S, then the assertion holds because the
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cardinality of X is n4 by (3.15) and the definition of OL. By Lemma 3.20, (
1
2c + L)(2) 
LA(C?)(2). Since 12c + L , 1 + L and (3.14),1
2
c + L

(2) 
1
2
x   y
 x 2 C?(4); y 2 En; supp(y)  supp(x) : (3.16)
Let u 2 (12c + L)(2). By (3.16), u = 12x   y for some x 2 C?(4) and y 2 En such that
supp(y)  supp(x). Since 12x is also an element of ( 12c + L)(2), we have x 2 X and
u 2 S. This completes the proof of this lemma. 
Combining two lemmas above, we have the following corollary.
Corollary 3.30. If #OL(12 ) > 1, then TC , ;.
Proposition 3.31. The subgroup E(C)Aut(C) is proper in O(L) if and only if TC , ;.
Proof. We first assume that E(C)Aut(C) ( O(L), and prove TC , ;. If OL(14 ) , ;, then C
is equivalent to f(08); (18)g or RM(1; 4) by the argument just before Proposition 3.26. It
is obvious that these codes have a T-decomposition of Type B. Hence we may assume
that OL( 14 ) = ;. By Lemma 3.27 and our assumption, we have H1+L ( O(L). From
this, the cardinality of the O(L)-orbit through 1 + L is greater than 1, which implies
that #OL( 12 ) > 1. It follows from Corollary 3.30 that TC , ;. Conversely, assume
TC , ;. Since an orthogonal transformation of L defined in (3:12) does not belong to
E(C)Aut(C), we have E(C)Aut(C) ( O(L). This proves the proposition. 
Although the next proposition follows from Theorem 2 in [KKM], we give a proof
for completeness.
Proposition 3.32 (cf. [KKM, Theorem 2]). The subgroup generated by E(C)Aut(C) and the
orthogonal transformations defined in (3.12) acts on OL transitively.
Proof. Let K be the subgroup in the statement, and let  + L 2 OL( 14 ). By Lemma 3.25
and Proposition 3.26, we may assume that  + L = 14(18) + 1 + L or  + L =
1
4(116) + L.
For T 2 TC and s 2 C? such that #(supp(s) \ supp(t)) = 1 for all t 2 T,
s
1
4
(18) + 1 + L

=
1
2
s +
1
2
t0 + L =
1
2
s+t0   1 + L 2 OL
1
2

;
where t0 2 T such that 1 2 supp(t0), and
s
1
4
(116) + L

=
1
2
s + L 2 OL
1
2

:
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Let 0 + L 2 OL( 12 ) n f1 + Lg. From the equations above, it suces to prove that there
exists  2 K such that (0 + L) = 1 + L. By Lemma 3.28 and (3.14), we may assume
that 0 +L = 12c +L for some c 2 C?(4). There exists X 2 TC such that c 2 X by Lemma
3.29. Then s0(12c + L) = 1 + L for s
0 2 C? such that #(supp(s0) \ supp(x)) = 1 for all
x 2 X. Since s0 2 K, the assertion holds. 
The following lemma is a fundamental fact of group theory.
Lemma 3.33. Let G be a finite group which acts on a finite set X, and H a subgroup of G. If
there exists x 2 X whose stabilizer in G is contained in H, and if H acts on X transitively, then
G = H.
Using Proposition 3.32 and Lemmas 3.27, 3.33, we obtain the following.
Corollary 3.34. Let L = LB(C) be an even lattice with L(2) = ;. Then O(L) is generated by
E(C)Aut(C) and the orthogonal transformations defined in (3.12).

Chapter 4
VOAs V+L of class S4
Our purpose of this chapter is to classify lattice type VOAs V+L of class S4. Many
properties of the automorphism group of V+L , e.g., some generator elements and the
action on the set of all isomorphism classes of irreducible V+L -modules, are studied
in [Sh1]. Using the properties and the results obtained in Section 3.6, we achieve the
classification. We begin to construct lattice type VOAs VL and V+L briefly (for details,
see [FLM]).
4.1 Construction of lattice VOAs
Let L  Rn be an even lattice of rank n and h; i the standard inner product on Rn.
Also, let h := C 
Z L and extend the form h; i on L to h C-bilinearly. Then we regard
h as an abelian Lie algebra with the nondegenerate symmetric bilinear form h; i. Let
hˆ := h 
 C[t; t 1]  Cc be the corresponding ane Lie algebra. We regard C as the
one-dimensional (h 
 C[t])  Cc-module such that h 
 C[t] acts trivially and c acts
identically on C. Let
Mh(1) := U(hˆ) 
U((h
C[t])Cc) C:
Recall that U(X) denotes the universal enveloping algebra of a Lie algebra X. Note
thatMh(1) is isomorphic to the symmetric algebra of h
 t 1C[t 1] as vector spaces. Set
1 = 1 2 C. Write u(m) := u 
 tm for u 2 h;m 2 Z. By construction,Mh(1) is spanned by
fu1( n1)    ur( nr)1 j r 2 Z0;ui 2 h;ni 2 Z1;n1      nrg:
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For v = u1( n1)   ur( nr)1 2Mh(1), let
Y(v; z) = 
1
(n1   1)!
 
d
dz
!n1 1
u1(z)    1(nr   1)!
 
d
dz
!nr 1
ur(z) 
and extend linearly, where h(z) =
P
m2Z h(m)z m 1 2 Mh(1)[[z; z 1]]. Then Mh(1) with
Y; 1, and the following Virasoro element ! has a VOA structure of central charge n:
! =
1
2
nX
i=1
hi( 1)21;
where fhigni=1 is an orthonormal basis of h with respect to h; i. This VOA is called the
Heisenberg VOA, and will be used later.
Let hi = h j 2 = 1i be the cyclic group of order 2. Consider the central extensionbL of L by hiwith the commutatormap c0 : LL! Z=2Z given by c0(; ) = h; i+2Z
for ;  2 L; we have the short exact sequence
1  ! hi  !bL ¯ ! L  ! 1; (4.1)
corresponding to the central extension bL. Note that aba 1b 1 = c0(a¯;b¯) for a; b 2 bL.
Let e : L ! bL;  7! e be a section, that is, e =  for  2 L. Assume e0 = 1. Let
0 : L  L ! Z=2Z denote the corresponding 2-cocycle, which is defined by the
condition
ee = 0(;)e+
for ;  2 L. Note thatbL = fse j  2 L, s = 0 or 1g by (4.1).
Let CfLg = C[bL]=h + 1i, where C[bL] is the group algebra ofbL and h + 1i is the
two-sided ideal of C[bL] generated by  + 1. Set
VL =Mh(1) 
 CfLg: (4.2)
Note that VL =
L
2LM(1) 
 Ce as a linear space and it is spanned by
fv 
 e j v 2Mh(1);  2 Lg:
Here, by abuse of notation we set
1 = 1 
 e0 2 VL; ! = 12
nX
i=1
hi( 1)21 2 VL; (4.3)
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where fhigni=1 is an orthonormal basis of hwith respect to h; i.
Notation 4.1. For convenience, we write exponential forms for  2 L as
E(; z) = exp
0BBBB@ 1X
n=1
(n)
n
zn
1CCCCA :
Proposition 4.2 ([FLM]). Let Y : VL ! End(VL)[[z; z 1]] be a linear map defined by
Y(v; z) = 
0BBBB@ 1(n1   1)!
 
d
dz
!n1 1
u1(z)
1CCCCA    0BBBB@ 1(nr   1)!
 
d
dz
!nr 1
ur(z)
1CCCCAY(e; z) 
for each v = u1( n1)    ur( nr) 
 e 2 VL, where
Y(e; z) = E ( ; z)E+( ; z)ez:
Here z(u 
 e) = u 
 ezh;i for u 2 Mh(1) and  2 L. Then VL with Y; 1, and ! has a VOA
structure of central charge n = rank L, where 1 and ! are defined in (4.3).
We call the VOA VL in Proposition 4.2 the lattice VOA associated to L. Note that
Mh(1) is embedded into VL as the subspaceMh(1) 
 e0. Due to this, the vacuum vector
and the Virasoro element (4.3) are identified with those of Mh(1). Since the central
charge of VL is a positive integer, the next lemma, which will be used in Section 5.3,
follows from the Kac’s determinant formula (cf. [Ma, Section 1.2]).
Lemma 4.3. Let V! be the subVOA of VL generated by the Virasoro element. For 2  k  7,
a basis of (V!)k is given by fL( n1)   L( nl)1 j n1      nl  2;n j 2 Z;Plj=1 n j = kg.
4.2 Automorphisms of lattice VOAs
Let L be an even lattice of rank n andO(L) the orthogonal group of L. Recall the central
extensionbL and a section e : L!bL from Section 4.1. Define O(bL) by the inverse image
of O(L) of the group homomorphism  : Aut(bL)! Aut(L):
()() = (e) (4.4)
for  2 Aut(bL) and  2 L, where Aut(L) and Aut(bL) are the automorphism groups of L
andbL, respectively. By [FLM, Proposition 5.4.1], we have an exact sequence
1  ! Hom(L;Z=2Z) s ! O(bL)  ! O(L)  ! 1: (4.5)
44 CHAPTER 4. VOAS V+L OF CLASS S4
Here, the map s is given by
s( f )(a) =  f (a¯)a (4.6)
for f 2 Hom(L;Z=2Z) and a 2bL. Every  2 O(bL) induces an automorphism of VL in
the following way (see [FLM]):
u1( n1)    uk( nk) 
 e 7! ()(u1)( n1)    ()(uk)( nk) 
 (e) (4.7)
for u1( n1)    ur( nr) 
 e 2 VL. The induced automorphism is also denoted by . We
regardO(bL) as a subgroup of Aut(VL) by this action. LetN(VL) denote the subgroup of
Aut(VL) generated by fexp(a(0)) = P`0 1`!a`(0) j a 2 (VL)1g. Then, it was shown in [DN]
that Aut(VL) is equal to N(VL)  O(bL). Recall the exact sequence (4.5), and consider
 idL 2 O(L), where idL is the identity map on L. Let  2  1( idL). Then it has order
2. Set
VL = fu 2 VL j (u) = ug:
The subspace V+L becomes a subVOA of VL whose central charge is the same as that of
VL. We know from [DGH, Corollary D.7] that the VOA structure of V+L is independent
of the choice of .
According to the proof of [Mi2, Proposition 2.7], V+L has an R-form equipped with
a positive definite invariant bilinear form. As a corollary of the result, we have the
following.
Proposition 4.4 (cf. [Mi2, Proposition 2.7]). The VOA V+L is completely reducible as a
V!-module.
4.3 Automorphisms of V+L
We shall use the same notation as in the previous section. Let CAut(VL)() be the
centralizer of  in Aut(VL). Note that CAut(VL)() acts on V+L . Moreover, CAut(VL)()=hi
is regarded as a subgroup of Aut(V+L ) (see [Sh1]). The following theorem was proved
in [Sh2].
Theorem 4.5 ([Sh2, Corollary 4.4]). The subgroup CAut(VL)()=hi is proper in Aut(V+L ) if
and only if L satisfies one of the following:
(1) L is obtained by Construction B from a binary code.
(2) L is isomorphic to the E8-lattice.
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It was proved in [Sh1, Proposition 2.8] that CAut(VL)() is the product of the central-
izer of  in N(VL) and O(bL). In particular, CAut(VL)() = O(bL) if L(2) = ;. Due to the
result above and Theorem 4.5, we see the following, which was provided first in [Sh1].
Proposition 4.6. Assume L(2) = ;. The subgroup O(bL)=hi is proper inAut(V+L ) if and only
if L is obtained by Construction B from some binary code.
As one of facts about O(bL)=hi, the following lemma is well-known.
Lemma 4.7 ([FLM, (10.4.13)]). Let L be an even lattice. Then the following sequence is exact:
1  ! Hom(L;Z=2Z)  ! O(bL)=hi  ! O(L)=h idLi  ! 1:
All irreducible V+L -modules have already been classified in [AD, Theorem 7.7]. In
particular, V L andV

+L for  2 L\ (L=2) are irreducibleV+L -modules. Recall in Section
1.3 that [X] denotes the isomorphism class of X as a module for a VOA. Define OL by
the orbit of [V L ] under the action of Aut(V
+
L ), that is,
OL = fg:[V L ] j g 2 Aut(V+L )g:
The action of Aut(V+L ) on the set of all isomorphism classes of irreducible V
+
L -modules
is well-known. The following propositions are obtained in [Sh1].
Proposition 4.8 ([Sh1, Proposition 2.9]). Let L be an even lattice. For g 2 O(bL);  2 L\ 12L,
fg:[V+L]g = f[V(g 1)()+L]g;
where  is defined in (4.4). Moreover, if g satisfies (g) = idL (i.e., g 2 Hom(L;Z=2Z)), then
g:[V+L] =
8>>><>>>:[V

+L] if g(2) = 0;
[V+L] if g(2) = 1:
Proposition 4.9 ([Sh1, Theorem 3.15]). Let L be an even lattice with L(2) = ;. Assume that
L is isomorphic to neither
p
2E8 nor BW16. Then OL = f[V L ]; [V+L] j  + L 2 OLg.
From now on, we assume that L is obtained by Construction B from a doubly
even code C with C(4) = ;, i.e., L = LB(C) is even and L(2) = ;. We recall extra
automorphisms of V+L constructed in [FLM, Section 11]. Also, we review the full
automorphism group of the VOA V+L (for more details, see [Sh2]).
46 CHAPTER 4. VOAS V+L OF CLASS S4
Let OL be the subset of L=L defined in (3.10). In [FLM, (11.2.6)], an extra auto-
morphism of V+L was constructed from fi j 1  i  ng. For each frame of Type B of
L such a construction can be applied. Hence, extra automorphisms are constructed
from elements of OL by Lemma 3.23. For + L 2 OL, the extra automorphism is given
by
+L =
Y
fg(+L)(2)
exp((1 +
p 2)e(0))exp
0BBBB@
r
 1
2
e (0)
1CCCCA exp(( 1 + p 2)e(0)):
Then the automorphism of V+L constructed in [FLM, (11.2.6)] is equal to 0 := 1+L.
Note that +L is also an automorphism of VZ+L of order 2 for  + L 2 OL. The
following propositions about some automorphisms of V+L are obtained in [FLM, Sh1].
Proposition 4.10 ([FLM, (11.1.72) and Theorem 11.2.1]). For 1  i  n, the following hold
in the weight 1 space of VLA(C):
0(i( 1)1) = ei + (ei); 0(ei + (ei)) = i( 1)1; 0(ei   (ei)) =  (ei   (ei)):
Proposition 4.11 ([FLM, Proposition 12.2.7]). The following hold:
0(V L ) = V
+
1+L; 0(V
 
1+L) = V
 
1+L:
In particular,
0:[V L ] = [V
+
1+L]; 0:[V
 
1+L] = [V
 
1+L]:
Theorem 4.12. Let L = LB(C) be an even lattice with L(2) = ;. Then
Aut(V+L ) = hO(bL)=hi; 0i:
Remark 4.13. In [Sh2], it was proved that Aut(V+L ) is generated by O(bL)=hi and extra
automorphisms +L ( + L 2 OL). Theorem 4.12 shows that Aut(V+L ) is generated by
O(bL)=hi and 0 only.
Proof of Theorem 4.12. If we show that the subgroup of Aut(V+L ) generated byO(bL)=hi
and 0 acts transitively onOL, then the assertion of Theorem 4.12 follows from Lemma
3.33 since O(bL)=hi is the stabilizer of [V L ] in Aut(V+L ) by [Sh2, Proposition 3.10].
Since the assertion of Theorem 4.12 was already shown in [Sh2, Section 4] if L p
2E8 or BW16, we assume that L is isomorphic to neither
p
2E8 nor BW16. Then
OL = f[V L ]; [V+L] j  + L 2 OLg by Proposition 4.9. Let  + L 2 OL. If we suppose
that f (2) = 0 for any f 2 Hom(L;Z=2Z), then it follows from Proposition 3.15 that
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 2 L. This is a contradiction because L < OL. Hence, there exists g 2 Hom(L;Z=2Z)
such that g(2) = 1. From this, we obtain g:[V +L] = [V
+
+L] by Proposition 4.8.
Therefore it suces to show that there exists h 2 hO(bL)=hi; 0i ( Aut(V+L )) such that
h:[V++L] = [V
 
L ]. Now we have OL = OL(
1
2 ) by Proposition 3.26. Then there exists
' 2 O(L) such that '( + L) = 1 + L by Proposition 3.32. Also, since  defined
in (4.4) is surjective by (4.5), there exists '0 2 O(bL) such that ('0) = '. Therefore,
by the argument above and Proposition 4.8, there exists  2 Hom(L;Z=2Z) such
that '0:[V++L] = [V
+
1+L
], and hence 0'0:[V++L] = [V
 
L ] by Proposition 4.11. Thus,
hO(bL)=hi; 0i acts on OL transitively, and the proof is complete. 
4.4 A basis of (V+LB(C))
0
k \Mh(1)k for each k  7
Let L be the lattice obtained by Construction B from a doubly even code of length n
without weight 4 vectors. Recall that such lattices are constructed from an orthogonal
basis fi j i 2 
ng of Rn consisting of norm 2 vectors. In this section, we give a basis of
(V+L )
0
k \Mh(1) for each k  7. For a subset J  
n, let us denote by h(J) the subspace of
h generated by fi j i 2 Jg, and let hi := h(fig) for i 2 
n. Denote the Virasoro element
of Mh(J)(1) (resp., Mhi(1)) by !J (resp:; !i := !fig). Set LJ(n) := (!J)(n+1) (resp:;Li(n) :=
(!i)(n+1)) for n 2 Z.
Remark 4.14. For even lattices L1 and L2 such that hL1; L2i = 0, the lattice VOA VL1L2
is isomorphic to VL1 
 VL2 as VOAs.
We see from the definition of extra automorphisms in [FLM] that 0 acts onNn
i=1VZi  VLA(f(0n)g) diagonally, and we have the following proposition.
Proposition 4.15. The subVOA (V+L )
0 \Mh(1) of V+L is isomorphic to0BBBB@ nO
i=1
V+2Zi
1CCCCA0 \ 0BBBB@ nO
i=1
Mhi(1)
1CCCCA
as VOAs.
Proof. Let N =
Ln
i=1 2Zi. Then
V+L
0 \Mh(1) = V+L 0 \ V+N \Mh(1) = fu 2 V+N \Mh(1) j 0(u) = ug: (4.8)
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By Remark 4.14,
V+N 
0BBBB@ nO
i=1
V2Zi
1CCCCA+ : (4.9)
Also,Mh(1) is isomorphic to
Nn
i=1Mhi(1) via VN 
Nn
i=1V2Zi . Set
Vx2Zi = fu 2 V2Zi j (u) = ( 1)xug
for i 2 
n and x 2 F2. Recall En is the set of all even weight vectors in Fn2 . Then0BBBB@ nO
i=1
V2Zi
1CCCCA+ = M
c=(c1;:::;cn)2En
nO
i=1
Vci2Zi :
By Proposition 4.11, 0
Nn
i=1V
ci
2Zi

=
N
i<supp(c)V
+
2Zi

Ni2supp(c)V+i+2Zi for c 2 Fn2
because LB(f(01)g)  2Zi for i 2 
n. Hence 0(
Nn
i=1V
+
2Zi
) =
Nn
i=1V
+
2Zi
and
0BBBB@ nO
i=1
V2Zi
1CCCCA \
0BBBBB@ M
c2Ennf(0n)g
0
0BBBB@ nO
i=1
Vci2Zi
1CCCCA
1CCCCCA = 0:
Since
Nn
i=1V
+
2Zi
and
Nn
i=1Mhi(1) are subspaces of
Nn
i=1V2Zi ,8>><>>:u 2
0BBBB@ nO
i=1
V2Zi
1CCCCA+ \ 0BBBB@ nO
i=1
Mhi(1)
1CCCCA  0(u) = u
9>>=>>; =
0BBBB@ nO
i=1
V+2Zi
1CCCCA0 \ 0BBBB@ nO
i=1
Mhi(1)
1CCCCA : (4.10)
Thus we obtain the desired conclusion by (4.8), (4.9), and (4.10). 
Lemma 4.16. (
Nn
i=1V
+
2Zi
)0k = (
Nn
i=1(V
+
2Zi
)0)k for 0  k  7.
Proof. Set (V+2Zi)
 = fu 2 V+2Zi j 0(u) = ( 1)ug for i 2 
n and  2 F2, and Uc =Nn
i=1(V
+
2Zi
)ci for c = (c1; : : : ; cn) 2 Fn2 . Then0BBBB@ nO
i=1
V+2Zi
1CCCCA0 = nO
i=1
(V+2Zi)
0 
M
c2Ennf(0n)g
Uc: (4.11)
Let us denote by (Uc)m the degree m subspace of Uc for c 2 Fn2 . For any c 2 Fn2 such
that wt(c) 2 2Z>0, we show k  8 if (Uc)k , 0. There exist k1; : : : ; kn 2 Z0 such thatPn
i=1 ki = k and
Nn
i=1(V
+
2Zi
)ciki , 0 if (Uc)k , 0. Since wt(c) 2 2Z>0, there exist l;m 2 
n
such that cl = cm = 1. Then k  kl + km  8 because s  4 if (V+2Z j)1s , 0. This completes
the proof of this lemma. 
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Note that Zi  2A1 for each i 2 
n. The decomposition of (V+Zi)4 as Aut(V+Zi)-
module has beengiven in [DG]. Inparticular, the submodule generatedby theVirasoro
highest weight vectors with highest weight 4 is an irreducible submodule and its
dimension is 2. Due to this, 0 does not fix a Virasoro highest weight vector in
Mhi(1)
+ with highest weight 4. Also, by [DG, Theorem 2.7 (1)], Mhi(1)
+ is isomorphic
to
L
m0 L(1; 4m
2) as V!  L(1; 0)-modules. From these circumstances, we have the
following lemma.
Lemma 4.17. For each i 2 
n, (V+2Zi)0k \Mhi(1)k = (V!i)k for 0  k  15, where V!i is the
subVOA of V+2Zi generated by !i.
By Lemma 4.16, for 0  k  70BBBB@ nO
i=1
V+2Zi
1CCCCA0
k
\
0BBBB@ nO
i=1
Mhi(1)
1CCCCA
k
=
0BBBB@ nO
i=1
((V+2Zi)
0 \Mhi(1))
1CCCCA
k
:
It follows from Lemma 4.17 that the following holds.
Proposition 4.18. (
Nn
i=1V
+
2Zi
)0k \ (
Nn
i=1Mhi(1))k = (
Nn
i=1V!i)k for 0  k  7.
Combining Propositions 4.15, 4.18 and Lemma 4.3, we obtain the following corol-
lary.
Corollary 4.19. Let L = LB(C) be an even lattice of rank n with L(2) = ;. For 0  k  7, a
basis of (V+L )
0
k \Mh(1)k is given by8>><>>:Li1( m1)    Lil( ml)1
 m1      ml  2;m j 2 Z; lX
j=1
m j = k; 1  i1; : : : ; il  n
9>>=>>; :
4.5 Classification of V+L of class S4
In this section, we show that an even lattice L with L(2) = ; is isomorphic to
2A1;
p
2D4;
p
2E8, or BW16 if V+L is of class S4.
Lemma 4.20. Let L be an even lattice. Then CfLgs(Hom(L;Z=2Z)) = Cf2Lg, where s is the map
defined in (4.6).
Proof. By Lemma 3.15,  2 2L if and only if s( f )(e) = e for all f 2 Hom(L;Z=2Z).
From this, we can easily deduce the assertion. 
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Remark 4.21. The orthogonal group O(L) acts on Mh(1) by (4.4), (4.5), and (4.7). Its
action is obviously equal to the action ofO(bL). Hence we often write the action ofO(bL)
onMh(1) as the action of O(L).
Corollary 4.22. Let L be an even lattice with L(2) = ;. Then
(V+L )
Aut(V+L )
k =
8>>><>>>:((V
+
L )
0
k \Mh(1)k)O(L) if L is obtained by Construction B;
Mh(1)
O(L)
k otherwise
for 0  k  7.
Proof. Let 2 Hom(L;Z=2Z). It follows from (4.5) and (4.7) that s() acts identically on
Mh(1). HenceV
s(Hom(L;Z=2Z))
L = V2L by (4.2) andLemma4.20. Also, (V
+
L )
s(Hom(L;Z=2Z)) = V+2L
since s(Hom(L;Z=2Z)) and  are commutative. It follows that (V+L )
s(Hom(L;Z=2Z))
k =
Mh(1)+k for 0  k  7 because L(2) = ;. Hence the assertion of this corollary follows
from Proposition 4.6, Lemma 4.7, and Theorem 4.12. 
Note that h = C 
Z L is an O(L)-module by extending the action of O(L) on L to h
C-linearly, and O(L) acts diagonally on the tensor algebra and the symmetric algebra
of h. The following lemma is easy.
Lemma 4.23. Let L be an even lattice and m;n 2 Z>0. If m , n, then the subspace of Mh(1)
spanned by fu1( m)u2( n)1 j ui 2 hg is isomorphic to h 
 h as O(L)-modules, otherwise, it is
isomorphic to the degree 2 subspace of the symmetric algebra of h as O(L)-modules.
Recall fi j i 2 
ng is an orthogonal basis of Rn consisting of norm 2 vectors. Note
that the Virasoro element !i ofMhi(1) is
1
4i( 1)21.
Proposition 4.24. Let L be an even lattice with L(2) = ;. If V+L is of class S4, then L is
obtained by Construction B.
Proof. Let n be the rank of L. Assume that L is not obtained by Construction B. We
show thatV+L is not of classS4. Since fi j i 2 
ng is an orthogonal basis ofRn consisting
of norm 2 vectors,
Pn
i=1 i( 3)i( 1)1 2 (V+L )4 is fixed by all orthogonal transformations
of L by Lemma 4.23. Hence, this element belongs to (V+L )
Aut(V+L )
4 by Corollary 4.22. By
direct computation,
L( 4)1 = 1
2
nX
i=1
i( 3)i( 1)1 + 14
nX
i=1
i( 2)21;
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L( 2)21 = 1
16
X
1i; jn
i( 1)2 j( 1)21 + 12
nX
i=1
i( 3)i( 1)1:
From this,
Pn
i=1 i( 3)i( 1)1 cannot belong to (V!)4 by Lemma 4.3. Thus (V+L )Aut(V
+
L )
4 )
(V!)4. 
Corollary 4.25. Let L be an even lattice of rank 1 with L(2) = ;. If V+L is of class S4, then L
is isomorphic to 2A1.
Proof. By Proposition 4.24, there exists a binary code C such that L  LB(C). We see
from our assumptions and Proposition 3.21 that C is a doubly even code of length 1.
Hence C = f(01)g. Therefore L  2A1 by Example 3.16. 
Proposition 4.26. Let L = LB(C) be an even lattice of rank n > 1 with L(2) = ;. If V+L is of
class S4, then TC , ;.
Proof. Assume TC = ;, and we show that V+L is not of class S4. By Proposition 3.31
and Corollary 4.22,
(V+L )
Aut(V+L )
4 = ((V
+
L )
0
4 \Mh(1)4)E(C)Aut(C): (4.12)
It is easy to check that
Pn
i=1 Li( 2)21 is fixed by E(C)Aut(C). Here, E(C) is the subgroup
ofO(L) defined in (3.11). Hence by (4.12) andCorollary 4.19,
Pn
i=1 Li( 2)21 2 (V+L )Aut(V
+
L )
4 .
However, sincen > 1 andL( 2)21 = Pni=1 Li( 2)21+2P1i< jn Li( 2)L j( 2)1, theweight 4
space ofV! does not contain
Pn
i=1 Li( 2)21 byLemma4.3. Hence (V+L )Aut(V
+
L )
4 ) (V!)4. 
From Proposition 4.26, we also see that the rank of L is a multiple of 4 if V+L is of
class S4 and the rank of L is greater than 1.
Corollary 4.27. Let L be an even lattice with L(2) = ;. Assume that V+L is of class S4. Then
the following hold:
(1) If the rank of L is 4, then L 
p
2D4.
(2) If the rank of L is 8, then L 
p
2E8.
Proof. First, we see from Propositions 3.19 and 3.21 that C is a doubly even binary
code with C(4) = ;. Since the length of C is equal to the rank of L = LB(C), we obtain
C = f(04)g if the rank of L is 4. Hence, L  p2D4 by Example 3.16. Assume that the
rank of L is equal to 8. By Proposition 4.26, TC , ;. Then (18) 2 C by Lemma 3.11 and
(3.6). Therefore, C = f(08); (18)g, and L  p2E8 by Example 3.16. 
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Before we show that L is isomorphic to BW16 if V+L is of class S4, we recall that
SC is the code generated by all the elements of all T-decompositions of Type B of C.
Here, L is an even lattice with L(2) = ; and its rank is greater than 8. Let Di, 1  i  r
be indecomposable components of SC. Since V+LB(C0) is isomorphic to V+LB(C) if C0 is an
equivalent code of C, we may assume that SC =
Lr
i=1Di. Define Ki :=
S
c2Di supp(c)
for i 2 
r.
Lemma 4.28. Let C be a doubly even binary code with C(4) = ; and TC , ;, and let T 2 TC.
Assume that SC =
Lr
i=1Di is doubly even. Then the orthogonal transformations defined in
(3.12) fix the Virasoro element !Ki (=
P
j2Ki ! j) of Mh(Ki)(1) for all i 2 
r.
Proof. Set Ti = T\Di for i 2 
r. Then` f2Ti supp( f )  Ki. Note that SC(4) =`ri=1Di(4)
since SC is doubly even. Hence, T = `ri=1 Ti and 
n = `ri=1` f2Ti supp( f ). From this,
Ki =
`
f2Ti supp( f ) for any i 2 
r. Thus we have
!Ki =
X
f2Ti
!supp( f ): (4.13)
Now, for t 2 T and s 2 C? such that #(supp(s) \ supp(t0)) = 1 for all t0 2 T, sjh(t)
is an orthogonal transformation of h(t) := h(supp(t)) by (3.12), and hence it is an
automorphism ofMh(t)(1). From this,
s(!supp(t)) = !supp(t): (4.14)
It follows from (4.13) that the assertion of this lemma holds. 
Proposition 4.29. Let L = LB(C) be an even lattice with L(2) = ;. Assume that the rank of L
is greater than 8. If V+L is of class S4, then L is isomorphic to BW16.
Proof. If SC is singly even, then the assertion follows from Lemma 3.13 and Example
3.16. Hence, it suces to show that V+L is not of class S4 if SC is doubly even. Let
G be the subgroup of the orthogonal group of Rn generated by E(C);Aut(SC), and
the orthogonal transformations defined in (3.12). Since Aut(C) preserves TC, we have
Aut(C)  Aut(SC). Hence O(L)  G by Corollary 3.34, and ((V+L )04 \ Mh(1)4)G 
(V+L )
Aut(V+L )
4 by Corollary 4.22. From this, if we find an element of ((V
+
L )
0
4 \Mh(1)4)G nV!,
then the assertion holds.
Let SC =
Lr
i=1Di, where D1; : : : ;Dr are indecomposable components of SC. Note
that SC , 0 by Proposition 4.26. First, we assume r > 1. Set R = fi 2 
r j D1 
Dig. By Lemma 3.2, Aut(SC) = Aut(
L
i2RDi)Aut(
L
i2
rnRDi). Then Aut(SC) fixes
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i2R LKi( 2)21 since Aut(
L
i2RDi) is isomorphic to the wreath product of Aut(D1) and
the symmetric group of degree #R, that is, Aut(
L
i2RDi)  Aut(D1) o S#R. It follows
from Lemma 4.28 that
P
i2R LKi( 2)21 2 ((V+L )04 \Mh(1)4)G. However, since
L( 2)21 =
rX
i=1
LKi( 2)21 + 2
X
1i< jr
LKi( 2)LK j( 2)1
and r > 1,
P
i2R LKi( 2)21 does not belong to (V!)4 by Lemma 4.3.
Next, we assume r = 1, i.e., SC is indecomposable. Then we may assume SC = d4s
(s > 2) by Proposition 3.6. Set li = f2i   1; 2ig for 1  i  2s. Since Aut(d4s) preserves
d?4s(2) = f(02 j 21204s 2 j) j 1  j  2sg,
Aut(d4s) = f 2 S4s j (fli j 1  i  2sg) = fli j 1  i  2sgg: (4.15)
Set T0 = fti := (04(i 1)1404(s i)) j 1  i  sg and set u = (0001)s 2 F4s2 . Let u denote the
orthogonal transformation on R4s defined in (3.12) with respect to T0 and u, and let
T 2 TC. NowwehaveT  d4s(4). Due to d4s(4) = f(02i 21202 j 2i 21204s 2 j) j 1  i < j  2sg
and the action of Aut(d4s), there exists  2 Aut(d4s) such that (T0) = T. Let x 2 C? such
that #(supp(x) \ supp(t)) = 1 for all t 2 T. Since #(supp( 1(x)) \ supp(ti)) = 1 for all
1  i  s, there exists  2 Aut(d4s) such that x = (u), and we have x = ()u() 1.
Therefore G = hE(C);Aut(d4s); ui. By (4.15),
2
2sX
i=1
L2i 1( 2)L2i( 2)1  
X
1i< j2s
Lli( 2)Ll j( 2)1 2 (V+L )04 \Mh(1)4 (4.16)
is fixed by Aut(d4s). By Lemma 4.3, the element above does not belong to (V!)4. If we
show that the element (4.16) is fixed by u, then it belongs to ((V+L )
0
4 \Mh(1)4)G n V!,
and hence the assertion of this proposition holds. By direct computation,
2
2sX
i=1
L2i 1( 2)L2i( 2)1  
X
1i< j2s
Lli( 2)Ll j( 2)1
=
sX
i=1
(L4i 3( 2)   L4i( 2))(L4i 2( 2)   L4i 1( 2))1
+
sX
i=1
(L4i 3( 2)   L4i 1( 2))(L4i 2( 2)   L4i( 2))1  
X
1i< js
Lti( 2)Lt j( 2)1;
where Lti(n) = Lsupp(ti)(n). By (4.14), u fixes Lti( 2)Lt j( 2)1 for i; j 2 
s. Fix i 2 
s,
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(L4i 3( 2)   L4i( 2))(L4i 2( 2)   L4i 1( 2))1 is equal to
1
16
(4i 3   4i)( 1)(4i 3 + 4i)( 1)(4i 2   4i 1)( 1)(4i 2 + 4i 1)( 1)1:
Since u(4i 3   4i) = 4i 3 + 4i and u(4i 2   4i 1) = 4i 2 + 4i 1, the element above
is also fixed by u. By the same argument, u fixes (L4i 3( 2)   L4i 1( 2))(L4i 2( 2)  
L4i( 2))1. This completes the proof of this proposition. 
From Corollaries 4.25 and 4.27 and Proposition 4.29, we obtain the following the-
orem.
Theorem 4.30. Let L be an even lattice with L(2) = ;. If V+L is of classS4, then L is isomorphic
to 2A1;
p
2D4;
p
2E8, or BW16.
4.6 Examples of V+L of classes S5;S7 and S15
In this section, we prove that the VOAs V+2A1 ;V
+p
2D4
;V+p
2E8
, and V+BW16 are of classes
S15;S5;S7, andS7, respectively. By Proposition 4.4, we can apply Corollary 2.23 to the
VOA V+L . Hence, V
+
L is of class Sn if (V+L )Aut(V
+
L )
n = (V!)n.
Before we begin the proof, we mention the invariant ring theory of the index 2
subgroup of the Cliord group of genus m discussed in [Ba]. Here, we denote the
subgroup by Gm. Note that D4 and E8 are the Barnes–Wall lattices of rank 4 and 8,
respectively (cf. [Ba]), and that O(BW2m) is equal to Gm if m , 3, and G3 ( O(BW8) =
O(E8) (cf. [Ba, NRS]). Let fi j i 2 
2mg be an orthogonal basis ofR2m consisting of norm
2 vectors. Set Z1;Z2;Z3 2 (R2m)
4, and Z4 2 (R2m)
6 as follows:
Z1 =
X
1i; j2m
i 
 i 
  j 
  j; Z2 =
X
1i; j2m
i 
  j 
 i 
  j;
Z3 =
X
1i; j2m
i 
  j 
  j 
 i; Z4 =
X
1i; j;k2m
i 
 i 
  j 
  j 
 k 
 k:
Note that the symmetric group Sn acts on (R2
m)
n as (u1
  
un) := u 1(1)
  
u 1(n)
for  2 Sn and u1; : : : ; un 2 R2m .
A binary code is said to be self-dual if it is equal to its dual code. In the proof of
[Ba, Theorem 5.1], it was shown that there is a basis of ((R2m)
6)Gm (resp., ((R2m)
4)Gm)
which corresponds bijectively to the set of all self-dual codes of length 6 (resp., length
4) if m  3 (resp., m  2) by using the argument of [NRS, Theorem 4.9]. In fact, there
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are 3 self-dual codes of length 4. Also, there is only one self-dual code of length 6, up
to equivalence. The following proposition holds.
Proposition 4.31 (cf. [Ba, Theorem 5.1] and [NRS, Theorem 4.9]).
(1) The set fZ1;Z2;Z3g is a basis of ((R2m)
4)Gm if m  2.
(2) The set f(Z4) j  2 S6g is a basis of ((R2m)
6)Gm if m  3.
Let h := C 
R R2m . Denote by Sk(h) the degree k subspace of the symmetric algebra
of h. Define the linear maps  1;  2, and  3 by
 1 : h
4 ! h 
 S3(h); a 
 b 
 c 
 d 7! a 
 bcd;
 2 : h
4 ! h 
 h 
 S2(h); a 
 b 
 c 
 d 7! a 
 b 
 cd;
 3 : h
6 ! h 
 S5(h); a 
 b 
 c 
 d 
 e 
 f 7! a 
 bcde f :
Clearly, these maps are surjective and homomorphisms as modules of the orthogonal
group of R2m .
Corollary 4.32. The following hold:
(1) f 1(Z1)g is a basis of (h 
 S3(h))Gm if m  2.
(2) f 2(Z1);  2(Z2)g is a basis of (h 
 h 
 S2(h))Gm if m  2.
(3) f 3(Z4)g is a basis of (h 
 S5(h))Gm if m  3.
Proof. Note that for k  0, Gm acts on h
k C-linearly. Hence fZ1;Z2;Z3g (resp., f(Z4) j
 2 S6g) is a basis of (h
4)Gm (resp., (h
6)Gm) if m  2 (resp., m  3) by Proposition
4.31. Since  1 (resp.,  2;  3) is surjective, the image of  1 (resp.,  2;  3) of a basis
is a generator of (h 
 S3(h))Gm (resp., (h 
 h 
 S2(h))Gm ; (h 
 S5(h))Gm). Clearly,  i(Z j)
(i = 1; 2; j = 1; 2; 3) and  3(Z4) are nonzero elements. Since  1(Z1) =  1(Z2) =  1(Z3),
the first assertion holds. We see from the definition of  2 that  2(Z1) ,  2(Z2) and
 2(Z2) =  2(Z3). It is easy to check that f 2(Z1);  2(Z2)g is linearly independent. Hence,
the second assertion holds. Also, the last assertion holds because  3(Z4) =  3((Z4))
for any  2 S6 by the definition of  3. 
We give examples of V+L of classes S5;S7, and S15. By Lemma 4.20, (V+2A1)
Aut(V+2A1
) is
contained in V+4A1 . In particular, (V
+
2A1
)
Aut(V+2A1
)
15 Mh(1)+15 because the minimum weight
of 4A1 is 32. Since 2A1 is obtained by Construction B, V+2A1 has 0 as an automorphism.
The fixed point subspace of 0 inMh(1)+15 is (V!)15 by Lemma 4.17. Therefore, we have
the following.
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Proposition 4.33. The VOA V+2A1 is of class S15.
Next, we show that the VOA V+p
2D4
is of class S5, and the VOAs V+p
2E8
and V+BW16
are of class S7 by using Corollary 4.32. Let L be an even lattice and h = C 
Z L. In
Mh(1), set
 W1 := SpanCfu1( 2)u2( 1)u3( 1)u4( 1)1 j ui 2 hg.
 W2 := SpanCfu1( 4)u2( 1)u3( 1)u4( 1)1 j ui 2 hg.
 W3 := SpanCfu1( 3)u2( 2)u3( 1)u4( 1)1 j ui 2 hg.
 W4 := SpanCfu1( 2)u2( 2)u3( 2)u4( 1)1 j ui 2 hg.
 W5 := SpanCfu1( 2)u2( 1)u3( 1)u4( 1)u5( 1)u6( 1)1 j ui 2 hg.
Note that these subspaces are O(L)-modules via the action on Mh(1). Considering
bases of subspaces ofMh(1), the following lemma holds.
Lemma 4.34. The O(L)-submodules W1;W2;W3;W4, and W5 are isomorphic to h
S3(h); h

S3(h); h 
 h 
 S2(h); h 
 S3(h), and h 
 S5(h) as O(L)-modules, respectively.
Proposition 4.35. The VOA V+p
2D4
is of class S5.
Proof. Set G = Aut(V+p
2D4
). Recall that
p
2D4 is obtained by Construction B from
C = f(04)g. Since Aut(C) ( S4) acts on 
4 doubly transitively,
(V+p
2D4
)G5  ((V+p2D4)
0
5 \Mh(1)5)E(C)Aut(C) = (V!)5 
* 4X
i=1
Li( 3)Li( 2)1
+
C
(4.17)
by Proposition 4.19 and Corollary 4.22. As already mentioned before, O(
p
2D4) =
O(D4) = G2. It follows from Corollary 4.32 (1) and Lemma 4.34 that a basis ofWO(
p
2D4)
1
is given by fP1i; j4 i( 2)i( 1) j( 1)21g. HenceP4i=1 i( 2)i( 1)31 <WO(p2D4)1 . From
this,
P4
i=1 Li( 3)Li( 2)1 is not fixed by O(
p
2D4) because
P4
i=1 i( 4)i( 1)1 is fixed by
O(
p
2D4) by Lemma 4.23, and
4X
i=1
Li( 3)Li( 2)1 = 18
4X
i=1
i( 2)i( 1)31 + 12
4X
i=1
i( 4)i( 1)1:
Therefore
P4
i=1 Li( 3)Li( 2)1 < (V+p2D4)
G
5 . By (4.17), we obtain (V
+p
2D4
)G5 = (V!)5. 
Recall that 14i( 1)21 is the Virasoro element of V+Zi for i 2 
n. We obtain the
following lemma by direct computation.
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Lemma 4.36. Fix i 2 
n. In Mhi(1),
Li( 7)1 = 12i( 6)i( 1)1 +
1
2
i( 5)i( 2)1 + 12i( 4)i( 3)1;
Li( 5)Li( 2)1 = 12i( 6)i( 1)1 +
1
8
i( 4)i( 1)31 + 18i( 3)i( 2)i( 1)
21;
Li( 4)Li( 3)1 = i( 6)i( 1)1 + 12i( 5)i( 2)1
+
1
4
i( 3)i( 2)i( 1)21 + 18i( 2)
3i( 1)1;
Li( 3)Li( 2)21 = 32i( 6)i( 1)1 +
1
2
i( 4)i( 3)1 + 14i( 4)i( 1)
31
+
1
4
i( 3)i( 2)i( 1)21 + 132i( 2)i( 1)
51:
Proposition 4.37. The VOAs V+p
2E8
and V+BW16 are of class S7.
Proof. The lattices
p
2E8 and BW16 are obtained by Construction B from f(08); (18)g
and RM(1; 4), respectively. The automorphism groups Aut(f(08); (18)g)  S8 and
Aut(RM(1; 4)) act triply transitively on 
8 and 
16, respectively (see Lemma 3.12
(3)).
Here, we consider a more general case. Let C be a doubly even binary code of
length nwith C(4) = ; such that Aut(C) acts triply transitively on 
n. Set
X1 =
nX
i=1
Li( 5)Li( 2)1; X2 =
nX
i=1
Li( 4)Li( 3)1; X3 =
nX
i=1
Li( 3)Li( 2)21;
X4 =
X
1i, jn
Li( 3)L j( 2)21; X5 =
X
1i, jn
Li( 3)Li( 2)L j( 2)1:
LetW be the subspace of (V+L )
0
7 \Mh(1)7 spanned by fXi j 1  i  5g. Since Aut(C) acts
triply transitively on 
n,
((V+L )
0
7 \Mh(1)7)E(C)Aut(C) = (V!)7 W
by Proposition 4.19. Hence, if we prove that
fw 2W j (w) = w for all  2 O(LB(C))g = 0; (4.18)
then V+L is of class S7 by Corollary 4.22. Set
Y1 =
nX
i=1
i( 4)i( 1)31; Y2 =
nX
i=1
i( 3)i( 2)i( 1)21;
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Y3 =
nX
i=1
i( 2)3i( 1)1; Y4 =
nX
i=1
i( 2)i( 1)51;
Y5 =
X
1i, jn
i( 2)i( 1) j( 1)41; Y6 =
X
1i, jn
i( 2)i( 1)3 j( 1)21:
By direct computation,
X1 =
1
8
Y1 +
1
8
Y2 +
1
2
nX
i=1
i( 6)i( 1)1;
X2 =
1
4
Y2 +
1
8
Y3 +
1
2
nX
i=1
i( 5)i( 2)1 +
nX
i=1
i( 6)i( 1)1;
X3 =
1
4
Y1 +
1
4
Y2 +
1
32
Y4 +
1
2
nX
i=1
i( 4)i( 3)1 + 32
nX
i=1
i( 6)i( 1)1;
X4 =
1
32
Y5 +
1
4
X
1i, jn
i( 3)i( 1) j( 2) j( 1)1;
X5 =
1
32
Y6 +
1
8
X
1i, jn
i( 4)i( 1) j( 1)21:
By Lemmas 4.23 and 4.34,
nX
i=1
i( 6)i( 1)1;
nX
i=1
i( 5)i( 2)1;
nX
i=1
i( 4)i( 3)1;
X
1i; jn
i( 3)i( 1) j( 2) j( 1)1;
X
1i; jn
i( 4)i( 1) j( 1)21
are fixed by O(L). Hence, if
P5
i=1 iXi 2 fw 2 W j (w) = w for all  2 O(L)g, then we
have
(1 + 23   5)Y1 2WO(L)2 ; (1 + 22 + 23   24)Y2 2WO(L)3 ;
2Y3 2WO(L)4 ; 3Y4 + 4Y5 + 5Y6 2WO(L)5 ;
(4.19)
whereWl for l = 2; 3; 4, and 5 are defined in Lemma 4.34.
Here, we consider the case where L is equal to
p
2E8 or BW16. Applying Corollary
4.32 for m = 3; 4 to Lemma 4.34, we obtain the following:

8>><>>: X
1i; j2m
i( 4)i( 1) j( 1)21
9>>=>>; is a basis ofWGm2 .

8>><>>: X
1i; j2m
i( 3)i( 2) j( 1)21;
X
1i; j2m
i( 3) j( 2)i( 1) j( 1)1
9>>=>>; is a basis ofWGm3 .
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
8>><>>: X
1i; j2m
i( 2)2i( 2) j( 1)1
9>>=>>; is a basis ofWGm4 .

8>>><>>>:
X
1i; j;k2m
i( 2)i( 1) j( 1)2k( 1)21
9>>>=>>>; is a basis ofWGm5 .
By direct computation, Y1 < WGm2 ;Y2 < W
Gm
3 ;Y3 < W
Gm
4 , and hY4;Y5;Y6iC \WGm5 = 0.
Since Gm  O(L), by (4.19) 8>>>>>><>>>>>>:
1 + 23   5 = 0;
1 + 22 + 23   24 = 0;
2 = 3 = 4 = 5 = 0:
Clearly, 1 = 2 = 3 = 4 = 5 = 0. Therefore (4.18) holds. This completes the proof
of this proposition. 
Combining Propositions 4.33, 4.35, and 4.37, we finally conclude the following.
Theorem 4.38. The VOAs V+2A1 ;V
+p
2D4
;V+p
2E8
, and V+BW16 are of classes S15;S5;S7, and S7,
respectively.
By Lemma 2.25, the minimal conformal spaces of the VOAs in Theorem 4.38 form
conformal designs.
Corollary 4.39. The spaces (V+2A1)4; (V
+p
2D4
)2; (V+p2E8
)2, and (V+BW16)2 form conformal 15; 5; 7,
and 7-designs, respectively.
Remark 4.40. It has already been proved in [Ho¨4] that the minimal conformal weight
spaces of V+p
2E8
and V+BW16 are conformal 7-designs by using the decomposition of the
moonshine VOA as V+p
2E8

 V+BW16-modules. We emphasize that these VOAs are new
as examples of VOAs of class S7.
Remark 4.41. AlthoughAut(f(04)g) ( S4) acts triply transitively on
4, the VOAV+p2D4
is not of class S6. One of this reason is the dimension of S6(h)G2 is 2 (see [Ba, Section
5, Remark]). Hence the dimension of the fixed point subspace of G = Aut(V+p
2D4
) in
(V+p
2D4
)6 is greater than the cases of V+p2E8
and V+BW16 . Indeed, we find the element
4
4X
i=1
Li( 4)Li( 2)1 
4X
i=1
Li( 3)21+2
4X
i=1
Li( 2)31+10
X
1i, j4
Li( 2)2L j( 2)1 2 (V+p2D4)
G
6 nV!:
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In the end of this chapter, we mention the Z2-orbifold eVBW32 of the lattice VOA
associated to the Barnes–Wall lattice BW32 of rank 32 (for the details of Z2-orbifold,
see [FLM]). Note that BW32 is isomorphic to the lattice LB(RM(2; 5)) +Z14(132), where
RM(2; 5) is the second order Reed–Muller code of length 32. It is known that eVBW32 has
an automorphismwhose fixed point subspace in eVBW32 isV+BW32 , and the automorphism
group of RM(2; 5) acts on 
32 triply transitively ([MS, p.400]). By [FLM], there exists
an automorphism of eVBW32 which acts as 0 on V+BW32 . Due to these circumstances, we
can apply to a similar method to the proof of Proposition 4.37. Therefore, eVBW32 is of
class S7.
Chapter 5
Code SVOAs and Conformal Designs
In this chapter, we first recall the construction of code SVOAs, and their automorphism
groups. Next, we classify the code SVOAs whose minimal conformal weight spaces
form conformal 4-designs. Moreover, we show that the classified code SVOAs are of
class S5.
5.1 Code SVOAs
Let hi = h j 2 = 1i be the cyclic group of order 2, and fFn2 the central extension
of Fn2 by hi with the commutator map c1 : Fn2  Fn2 ! Z=2Z given by c1(; ) =
wt(  ) +wt()wt() + 2Z for ;  2 Fn2 ; we have the short exact sequence
1  ! hi  !fFn2   ! Fn2  ! 1 (5.1)
corresponding to the central extension fFn2 . Let e : Fn2 ! fFn2 ;  7! e be a section
such that e(0n) = 1. Set i = (0i 110n i) 2 Fn2 for 1  i  n. Define the bilinear map
1 : Fn2  Fn2 ! Z=2Z by
1(i;  j) =
8>>><>>>:1 if i > j;0 otherwise:
It is easy to check that c1(; ) = 1(; )+ 1(; ) for ;  2 Fn2 . By (5.1),fFn2 = fse j  2
Fn2 ; s = 0 or 1g. For a binary code C of length n, we set
eC = fse j  2 C; s = 0 or 1g:
Let X be the free fermionic SVOA of central charge 12 , i.e., X = L(
1
2 ; 0)  L( 12 ; 12 ). Set
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Xk := L(12 ;
k
2 ) for k = 0; 1, and V
 := (X1 
    
Xn) 
 e for  = (1; : : : ; n) 2 Fn2 . For a
binary code C of length n, set
VC :=
M
2C
V: (5.2)
Let u0 = 1 be the vacuum vector of X0 and u1 a highest weight vector of X1 such
that u1( 2)u
1 = 2!X0 , where !X0 is the Virasoro element of X0. For  = (1; : : : ; n) 2 Fn2 ,
set
u := (u1 
    
 un) 
 e 2 V: (5.3)
For 1  i  n, set
ei := (1 
    
 !X0|{z}
i

    
 1) 
 e(0n) 2 VC:
We also set
! := e1 +    + en 2 VC: (5.4)
The space (5.2) with a linear map Y defined by
Y((v1
  
vn)
e; z)(w1
  
wn)
e = ( 1)1(;)(YX(v1; z)w1
  
YX(vn; z)wn)
e+;
for (v1 
    
 vn) 
 e 2 V; (w1 
    
 wn) 
 e 2 V forms an SVOA whose vacuum
vector and Virasoro element are u(0n) and ! defined in (5.3) and (5.4), respectively (see
[Mi4, LSY] for details). Here, YX is the vertex operator for X. The SVOA is called the
code SVOA associated to C. By (5.4), the central charge of VC is half of the length of C.
Note that V is a V(0n)-module for each  2 Fn2 and u is a highest weight vector in V.
Also, we note that ei is an Ising vector of -type (see [Mi4]). The set of Ising vectors
feigni=1 is called the standard Ising frame of VC. Let ( j ) be the invariant bilinear form
on VC such that (1 j 1) = 1. Then (ei j e j) = 14i j obviously holds.
Set N :=
L
1i; j2nZ(xi + x j), where fxig2ni=1 is an orthonormal basis of R2n. Let
(VN)R be the lattice VOA over R associated to N. In [Mi3], it was proved that if a
binary code C of length n is even, then the code VOA over R is embedded into the
VOA (V+N)R 
p 1(V N)R, where (VN)R  (VN)R is the eigenspace of a lift of the  1
isometry of N with eigenvalue 1, respectively. The VOA (V+N)R 
p 1(V N)R has a
positive definite invariant bilinear form (see [Mi3, Proposition 2.7]). Replacing N by
L :=
L2n
i=1Zxi, one can show the case that C has an odd weight vector, and hence the
following holds.
Proposition 5.1 (cf. [Mi3, Corollary 3.6]). For a binary code C, the code SVOA VC has an
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R-form which has a positive definite invariant bilinear form. In particular, VC satisfies the
assumption in Section 2.1.
5.2 Ising vectors of code SVOAs
Recall that for an Ising vector e of -type of an SVOA V, we have the following
decomposition:
V = Ve(0)  Ve
1
2

;
where Ve(k) is the sum of all irreducible Vir(e)-submodules of V isomorphic to L( 12 ; k)
for k = 0; 12 . It was shown in [Mi1, Theorem 4.8] that the linear map
e :=
8>>><>>>:1 on Ve(0); 1 on Ve( 12 ): (5.5)
is an automorphism of V, which is called the -involution associated to e. Before we
mention the automorphism groups of code SVOAs in next section, we recall Ising
vectors of code SVOAs.
Recall cH3 is the extended Hamming code of length 8. Let VbH3 be the Hamming
code VOA associated to cH3. Set
t :=
1
8
8X
i=1
ei +
1
8
X
2cH3(4)
( 1)wt()u 2 VcH3 (5.6)
for  2 F82. It is known that t is an Ising vector of VcH3 of -type (see [Mi4]).
For an SVOA V with its vertex operator Y and Virasoro element !, a subset f f igni=1
of Ising vectors is called an Ising frame if ! = f 1 +   + f n and if [Y( f i; z1);Y( f j; z2)] = 0
for distinct i and j. Obviously, the standard Ising frame of a code SVOA is an Ising
frame. The following proposition about Ising frames in VcH3 has been obtained in
[MM, Proposition 2.4.1] and [Mi5, Lemma 2.3].
Proposition 5.2 ([MM, Mi5]). The Hamming code VOA VcH3 has exactly three Ising frames
which are given as follows:
I0 := fei j 1  i  8g; I1 := fti j 1  i  8g; and I2 := ft1+i j 1  i  8g:
Moreover, if f 2 Ia, then  f (Ib) = Ic if fa; b; cg = f0; 1; 2g, where  f is the involution defined in
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(5.5).
Let C be a binary code and f an Ising vector of the code SVOAVC. Assume that the
minimumweight of C is greater than or equal to 3. It was proved in [LSY, Proposition
3.8] that if f does not belong to the standard Ising frame, then there exists a subcodeD
of C equivalent to cH3 such that f 2 VD  VC and f is of the form (5.6) inVD. Moreover,
if f is of -type, the subcode D satisfies the following condition:
#(supp() \ supp(D)) 2 2Z (5.7)
for all  2 C, where supp(D) = Sd2D supp(d). Conversely, if a subcode of C equivalent
to cH3 satisfies the condition above, Ising vectors in the code SVOA associated to the
subcode are of -type in VC ([LSY, Lemma 3.10]). Let D(C) denote the set of all
subcodes of C equivalent to cH3 and satisfying the condition (5.7), i.e.,
D(C) := fD  C j D  cH3 and #(supp() \ supp(D)) 2 2Z for all  2 Cg: (5.8)
Let I(VC) denote the set of all Ising vectors of-type ofVC. We summarize the argument
above as follows.
Proposition 5.3 (cf. [LSY, Proposition 3.8, Lemma 3.10]). Assume that the minimum
weight of C is at least 3. For f 2 I(VC) n feigni=1, there exists D 2 D(C) such that f 2 VD  VC
and f is of the form (5.6) in VD. Moreover, if f 0 2 VD  VC is an Ising vector of -type for
D 2 D(C), then f 0 2 I(VC).
5.3 Automorphism groups of code SVOAs
We shall use the same notation as in Section 5.1 Let C be a binary code of length
n. Denote A(eC) by the inverse image of Aut(C) of the group homomorphism ' :
Aut(eC)! GL(C):
'(g)() = g(e)
for g 2 Aut(eC) and  2 C, where Aut(eC) and GL(C) are the automorphism group of eC
and the linear automorphism group of C, respectively. By [FLM, Proposition 5.4.1],
we have an exact sequence
1  ! Hom(C;Z=2Z)  ! A(eC) ' ! Aut(C)  ! 1: (5.9)
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Here, Hom(C;Z=2Z) denotes the set of all group homomorphisms from C to Z=2Z.
Every g 2 A(eC) induces an automorphism of VC in the following way ([Mi4, Section
5]):
(v1 
    
 vn) 
 e 7! (v'(g) 1(1) 
    
 v'(g) 1(n)) 
 g(e)
for (v1 
    
 vn) 
 e 2 VC. The induced automorphism is also denoted by g. For
 2 Aut(C), we call an element of ' 1() a lift of . By the action of A(eC) on VC, a lift
of  2 Aut(C) acts as a permutation on V(0n).
Recall in the previous section that code SVOAs have Ising vectors of -type, and
hence they have -involutions as automorphisms. The following proposition for the
case of VOAs has been obtained in [LSY]. Using the same argument, one can also
show the case of SVOAs.
Proposition 5.4 (cf. [LSY, Proposition 3.13]). Assume that the minimum weight of C is at
least 3. Then Aut(VC) is generated by -involutions f f j f 2 I(VC)g and A(eC).
5.4 Conformal 4-designs and code SVOAs
Let C be a binary code and  the minimal conformal weight of the code SVOA VC.
Assume that  < 1. We show that C is equivalent to F2;cH3;E8;E(H4);H4, or cH4 if
(VC) forms a conformal 4-design based on V0C. Recall 
n = f1; : : : ; ng. The following
lemma plays an important role in Theorem 5.6 which is one of main results of this
chapter.
Lemma 5.5. Let C be a binary code of length n and  the minimal conformal weight of VC.
Assume that  2 f1; 32 ; 2g. If (VC) forms a conformal 4-design based on V0C, then (
n;C(2))
forms a 2-(n; 2; ) design, where
 =
4(5 + 1)#C(2) + 98n;2
n(5n + 44)
:
Proof. A basis of (VC) is given by8>>><>>>:fu
 j  2 C(2)g if  = 1; 32 ;
fei j 1  i  ng [ fu j  2 C(4)g if  = 2;
where ei and u are defined in Section 5.1. Let i; j 2 
n with i , j. Due to (ei j e j) = 0,
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L(1)ei = L(1)e j = 0, and Proposition 2.12 (2),
trj(VC)o(ei)o(e j) =
d(5 + 1) + 5c;2
4c(5c + 22)
; (5.10)
where c is the central charge of VC, i.e., c = n2 , and d = dim(VC) = #C(2) + n;2. On
the other hand,
trj(VC)o(ei)o(e j) = 14#f 2 C(2) j i; j 2 supp()g (5.11)
since
o(ei)o(e j)u =
8>>><>>>:
1
4u
 if i; j 2 supp()
0 otherwise
; and o(ei)o(e j)ek = 0
for  2 C and k 2 
n. It follows from (5.10) and (5.11) that
#f 2 C(2) j i; j 2 supp()g = d(5 + 1) + 5c;2
c(5c + 22)
=
4(5 + 1)#C(2) + 98n;2
n(5n + 44)
; (5.12)
completing the proof. 
One of main results in this chapter is the following.
Theorem 5.6. Let C be a binary code and  the minimal conformal weight of VC. Assume that
 < 1. If (VC) forms a conformal 4-design based on V0C, then C is equivalent to F2;cH3;E8;
E(H4);H4, or cH4.
Proof. Note that  must be1 if  > 2, because (VC)2 = (V!)2 implies that VC = L( 12 ; 0)
by the construction of code SVOAs. Hence our assumption implies   2.
Let n be the length of C. Recall that the Ising vectors ei defined in Section 5.1 are
of -type. We see from Corollary 2.15 that the central charge is uniquely determined
by  if  2 f 12 ; 1; 32 g. In case  = 12 , the central charge is 12 , i.e., n = 1. Moreover the
minimum weight of C is 1 because (VC) 1
2
= SpanCfu j  2 C(1)g. Hence Cmust be F2.
It follows from Lemma 5.5 that (
n;C(2)) forms a 2-(n; 2; ) design, where
 =
4(5 + 1)#C(2) + 98n;2
n(5n + 44)
;
if  2 f1; 32 ; 2g. Also, the length of C is 8 if  = 1, and 15 if  = 32 by Corollary 2.15.
For  = 1, C(2) is equal to F82(2) because (
8;C(2)) forms a 2-(8; 2;
#C(2)
28 ) design. Hence
hC(2)iF2 is equivalent to E8, and so is C because the minimum weight of C is 2. If
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 = 32 , then (
15;C(3)) forms a 2-(15; 3;
#C(3)
35 ) design. More precisely, (
15;C(3)) forms
a 2-(15; 3; 1) design because the minimum weight of C is 3. Then it follows from
Proposition 3.7 that hC(3)iF2 is equivalent toH4, and hence we have C  H4 by Lemma
3.5. In case  = 2, a list of possible pairs of the central charge and dim(VC)2 has been
obtained in [Ma, Section 3.2, Table 3.2] since the central charge is a half-integer. Using
this list, we obtain another list of possible pairs n and #C(4) since dim(VC)2 = n+#C(4).
The two lists are given as follows:
c dim(VC)2 c dim(VC)2
4 22 192 418
15
2 120 10 685
8 156 212 1491
=)
n #C(4) n #C(4)
8 14 19 399
15 105 20 665
16 140 21 1470
However, (n; #C(4)) cannot be (19; 399); (20; 665); (21; 1470) because these pairs do not
satisfy the inequality in Lemma 3.8. By using Lemma 3.8 again, (
8;C(4)) (resp.,
(
16;C(4))) forms a 3-(8; 4; 1) design (resp., 3-(16; 4; 1) design). Hence it follows from
Proposition 3.7 that hC(4)iF2 is equivalent tocH3 (resp.,cH4). Since theminimumweight
of C is 4, C must be cH3 (resp., cH4) by Lemma 3.4. Also, by (5.12) the pair (
15;C(4))
forms a 2-(15; 4; 6) design if (n; #C(4)) = (15; 105). We see from Lemma 3.9 that hC(4)iF2
is equivalent to E(H4). Hence C  E(H4) by Lemma 3.5. This finishes the proof of the
theorem. 
Remark 5.7. The case where  = 12 in Theorem 5.6 has been obtained in Theorem 2.17.
Nevertheless, we provided an alternative proof, because this method is easier than
that of Theorem 2.17 when we consider only code SVOAs.
Remark 5.8. It is known thatVE8 is isomorphic to the lattice VOAVD4 associated to the
root lattice ofD4 type (see [DGH]). It was proved in [Tu, Theorem 2.8] that a VOAwith
minimal conformal weight 1 whose 4-th Casimir element belongs to V! is isomorphic
to one of the level 1 ane VOAs associated to the Deligne exceptional series of simple
Lie algebras. Thanks to Theorem 2.8, this classification, which contains VD4 , can be
obtained under the condition that V1 forms a conformal 4-design. In fact, VD4 is the
only code SVOA in the classified VOAs.
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5.5 Code SVOAs of class S5
The SVOA L( 12 ; 0)  L( 12 ; 12 ) is clearly of class S1. Note that VE8 is isomorphic to the
lattice VOA VD4 , and VcH3 and VcH4 are isomorphic to the lattice type VOAs V+p2D4 and
V+p
2E8
, respectively (see [DGH, LSY]). It was shown in [MMS] thatVD4 is of classS5. As
already mentioned in Section 4.5, V+p
2D4
and V+p
2E8
are of class S5. Therefore the code
VOAs are also of class S5. By Lemma 2.25, their minimal conformal weight spaces are
conformal 5-designs. Hence we show that the remaining code SVOAs VE(H4) and VH4
are also of class S5.
Note that cH3 andH4 are generated by the rows of the following matrices.
cH3 :
266666666666666664
0000 1111
1111 0000
0011 0011
0101 0101
377777777777777775 ; H4 :
2666666666666666666666666666666666666666666666666666666664
0001 0001 0001 000
0010 0010 0010 001
0100 0100 0100 010
1000 1000 1000 100
0101 0000 0101 000
1010 0000 1010 000
1100 0000 1100 000
0000 1111 0000 000
1111 0000 0000 000
0011 0011 0000 000
0101 0101 0000 000
3777777777777777777777777777777777777777777777777777777775
: (5.13)
It is easily seen from (5.13) thatD(H4) , ;. Here,D(C) for a binary code C is defined
in (5.8). Also, it is known that Aut(H4) acts doubly transitively on 
15 ([MS, Chapter
13, Theorem 9.24, and Problem (9)]).
Theorem 5.9. The code SVOAs VH4 and VE(H4) are of class S5.
Proof. Obviously, VE(H4) is the even part of VH4 . By Corollary 2.23 and Lemma 2.24, it
is sucient to show that
(V0H4)
Aut(VH4 )
5 = (V!)5:
A basis of (V!)5 is given by fL( 5)1;L( 3)L( 2)1g because the central charge of VH4 is
neither 0 nor  225 (see Section 2.2). Note that for n 2 Z
L(n) =
15X
i=1
Le
i
(n); where Lei(n) = ei(n+1) for 1  i  15:
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Let P be the subgroup of Aut(VC) generated by fei j 1  i  15g. Since ei acts as
( 1)wt(i) on V for  2 C, the fixed point subspace of P in (VC)5 is
V(0
15)
5 = hLe
i
( 5)1;Lei( 3)Le j( 2)1 j 1  i; j  15iC:
Set X :=
P15
i=1 Le
i( 3)Lei( 2)1. Note that L( 3)L( 2)1 = X +
X
1i, j15
Le
i
( 3)Le j( 2)1. The
double transitivity of Aut(H4) gives
(V(0
15))Aut(H4)5 =
*
L( 5)1;X;
X
1i, j15
Le
i
( 3)Le j( 2)1
+
C
= hL( 5)1;L( 3)L( 2)1;XiC :
Hence we also have (V0H4)
Aut(VH4 )
5  (V!)5  hXiC because P and Aut(fH4) are subgroups
of Aut(VH4). We show X < (V
0
H4)
Aut(VH4 )
5 . Let D 2 D(H4) such that supp(D) = f1; : : : ; 8g.
By (5.13), we can take such a subcode. Let f f ig8i=1 and fgig8i=1 be distinct Ising frames of
VD except for feig8i=1 (see Proposition 5.2). We see from Proposition 5.3 that f i and gi
are also Ising vectors of -type of VH4 . By Proposition 5.2,
 f 1(X) =
8X
i=1
Lg
i
( 3)Lgi( 2)1 +
15X
i=9
Le
i
( 3)Lei( 2)1;
where Lgi(n) = gi(n+1) for 1  i  8 and n 2 Z. By direct computation,  f 1(X) , X.
Therefore the assertion holds. 
In conclusion, we obtain the following.
Theorem 5.10. The code SVOAs associated to the codes in Theorem 5.6 are of class S5.
As a corollary of Theorems 5.6 and 5.10, the following holds.
Corollary 5.11. Let C be a binary code. Then the minimal conformal weight space of VC is a
conformal 4-design based on V0C if and only if VC is of class S5.
Remark 5.12. It is known that the code VOA VE(H4) is isomorphic to the commutant
subalgebra of an Ising vector in the VOA V+p
2E8
[LSY, Section 4 and Corollary 5.6].
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