Introduction
Human activity in urban area strongly influences the regional and local environment.
For instance a practical consequence in terms of urban climatology is the development of urban heat islands. Urban climate is the result of heat and water flow processes between the urban surfaces and the environment. Infrared remote sensing is a powerful tool for measuring the thermal influence of these interactions on the urban surfaces at different spatial scales. As a matter of fact the infrared images acquired by airborne sensor inform about the thermal balance of urban components (buildings roofs and walls, roads, sidewalks,…) and, by merging all these effects at a larger scale, about the urban heat island [1] . Another application of infrared thermography is, at a higher resolution, the remote search for thermal disruptions on buildings envelope. This includes local flaws in the insulation layer, water ingress and thermal bridges [2] [3] [4] .
The radiance images are however the result of complex phenomena both on the thermal level (i.e. how is a particular temperature field produced?) and on the radiation level (i.e. what is the link between previous temperature field and the recorded radiance image?); therefore a theoretical model is often necessary for interpreting these images.
Later on this model is also necessary in the inversion process whose aim it to retrieve from the infrared images, first the true surface temperature field [5] [6] , then some thermal parameters of the buildings walls/roofs [7] [8] [9] [10] , and the local heat losses [11] if they can ever be measured [12] . This model has to take into account the energy budgets at the different surfaces (roofs, roads, walls, etc.) including the radiative interactions in a spectrum extending from visible to far infrared. It should then solve the dynamic heat transfer problem in the solid materials of the urban scene at a scale compatible with the sensor resolution, which can be of the order of a tenth of a meter when the purpose is, for example, to detect insulation defects or to characterize the status of thermal bridges. Heat transfer through a wall may be multidimensional.
Generally speaking, 2D transfer is observed at each corner of the building envelope (Lshape), and at thermal bridges like the floor/wall junctions (T-shape). 3D transfer is observed for example at a corner of a floor/wall junction. Finally, 1D transfer is observed over the building envelope far from previous thermal singularities. The computed surface temperature field has finally to be combined with the emissivity field in a radiative transfer module for getting the at-sensor infrared radiance field in the part of the [3-15µm] spectrum corresponding to the IR sensor bandwidth.
The energy exchanges between cities and the atmosphere can be simulated at a scale between the mesoscale (whole city) and the building scale; such models are for example TEB [14] and SM2-U [15] . A second category of models includes the thermoradiative models establishing the energy budget at a scale significantly lower than the building size (typically one meter or less). These models estimate all terms of the energy budget, in order to compute the temperature. A list of such models is described in table 1. However they only compute surface temperature or the total radiance field in the direction of a virtual sensor obtained by applying the Stephan-Boltzmann law.
The thermo-radiative model SOLENE [21] solves the heat conduction problem in walls with a nodal method based on a preliminary evaluation of the radiative heat fluxes on the boundaries. A wall is modeled with one or two layers and discretized with five nodes at most. The consequence of this simplification is that the model does not correctly capture the behavior of complex walls, of heavy inertial materials, and of the ground [11] . For this reason we retained SOLENE only for computing the solar heating of the urban surfaces during one or diurnal cycles for alimenting our thermal software.
The temperature field can be obtained by analytical or numerical methods. The 1D thermal quadrupole is an analytical method particularly well suited for multilayer walls [34] . However its extension to multidimensional problems is restricted to simple geometries. In case of thermal bridge geometries, numerical methods are more appropriate such as the Boundary Element Method [35] , the Finite Difference Method as used in EPS-r [36] , the Finite Volume Method [37] [38] or the Finite Element Method [39] . Numerical methods would however be excessively time consuming when applied on an urban scene fragment. We thus propose a hybrid method combining the finite element method and the quadrupole method. The former is applied on walls and roofs in the vicinity of the thermal bridges and the latter is applied elsewhere on the buildings envelope and on the ground.
Once the temperature field is known, the radiance images at the sensor level can be calculated. A radiative transfer code is required to simulate the multiple reflections between the surfaces of the scene and the atmosphere contributions. Atmospheric radiative transfer codes like Modtran [24] and MATISSE [25] are based on the radiative transfer equation and can calculate the spectral contributions of the atmosphere along the line of sight (transmission, self-emission, molecular/aerosol scattering…). They are however limited to a simplified geometry (plane or spherical ground). 3D radiative transfer codes were thus developed in order to take into account radiative interactions between 3D elements of a complex scene like urban scenes. In the infrared domain, DART [26] and TITAN [27] are such codes. DART is based on a 3D discretization of the urban scene and of the atmosphere in cubic voxels and the associated model DARTEB which allows to obtain the energy budget simulation and the 3D distribution of temperature uses the same thermal model as TEB. TITAN is an accurate urban radiative transfer tool for performing fine phenomenological analysis of remote sensing measurements [27] but it is limited to the MWIR/LWIR and supposes that the surface temperature is known. Thereafter, the new radiative transfer code MOHICANS (MOdélisation Hyperspectrale d'Images en entrée Capteur pour l'ANalyse et l'inversion du Signal -Model of at-sensor hyperspectral images for analysis and inversion of the signal) is proposed which results of the combination of AMARTIS [28] for the visible to 2.5 µm spectral band and of TITAN for the 2.5 to 14 µm spectral band. The interest of this code is to be able to simulate the signal of a hyperspectral sensor in the whole [0.4 -14 µm] spectral band.
As a consequence of what was presented before, we developed the thermal code SUSHI (Simulation in Urban Scene of Heat dIffusion) and coupled it with Sketchup, SOLENE and MOHICANS for getting a software tool able to simulate the whole thermal and radiative chain of processes at the origin of infrared radiance images of an urban scene in the thermal IR spectral domain [3-15 µm] and at a decimeter resolution.
The numerical tool we developed is aimed at simulating the dynamic thermal behaviour of walls presenting areas where heat flow is either 1D or 2D. For getting a simulating IR image close to the one measured in a particular condition it is necessary to provide to the thermal software input data that finely describe the environment heat forcing (solar flux, atmospheric IR flux, internal and external convection). These external/internal conditions should be recorded for a sufficiently long period for enabling the dynamic thermal analysis to capture all thermal inertia effects.
In the first section we will describe the models, in particular SUSHI and MOHICANS. The first two points are common to all dimensional studies (1D or 2D) namely the hypothesis regarding the time evolution and the boundary conditions. In particular we will describe the modules used from SOLENE for computing the solar and infrared flux absorbed by each surface of the urban scene. Then we present the 1D thermal scheme based on the quadrupole method and the 2D scheme based on a FE method. The characteristics of the spectral model MOHICANS for the infrared rendering are finally recalled.
The second section is devoted to computation results. We will start by analyzing the validity of the hypothesis about the periodic character of the environment heat forcing. A short comparison of 1D SUSHI results with those obtained with SOLENE thermal model will then be presented. A detained sensitivity analysis regarding a typical 1D wall will allow sorting the thermal and radiative parameters according to their impact on the external surface temperature.
The third section will present some results obtained during the BATIR 2013 measurement campaign performed with two ground-based cameras and an airborne camera on two close buildings during the heating period for the validation of our numerical tool. The 1D temperature results will be compared to thermocouple readings and the 2D infrared radiance field will be compared with LWIR images recorded over a whole façade presenting different types of thermal bridges.
Models description
First we will describe the main aspects of the thermal code SUSHI and its coupling with SOLENE and MOHICANS. A series of programs are actually used as described in the chart in figure 1:
• SketchUp is used to build-up the 3D-scene and subdivide each wall in areas where heat flow is either 1D or 2D;
• SOLENE is used to mesh each area, to compute the view factors and then the incident solar radiation after multiple reflections and shadow tracing at each time step;
• SUSHI (Simulation in Urban Scene of Heat dIffusion) is used to model the infrared radiation energy budget, the heat convection flux and then to solve the 1D and 2D heat transfer equation inside the walls and the soil elements for getting the surface temperature;
• MOHICANS is finally used to get the spectral infrared radiance incident to the sensor from the temperature field computed by SUSHI and from the atmosphere radiative parameters computed by MATISSE [25] .
Thermal model: SUSHI

Time evolution
Temperature and fluxes are assumed to be periodic. This allows applying the Fourier transform which, thanks to the Fast Fourier Transform tool, leads to semi-analytical solutions and yields the results in a very short time. However, for simulating the façade temperatures at best, we have to consider real meteorological data for the input, i.e. solar radiation, air temperature, etc… These data can be seen as random variables; the 24h periodic character is merely an approximation. When compared to the transient approach, for which an initial condition has to be specified (i.e. the initial temperature distribution in the walls and in the soil), the periodic approach relies on an initial condition which is actually the result of the repetition of an infinite number of periods of the input fluxes. For approaching the true aperiodic case, one should either reject the initial time far in the past for the transient approach, or take into account a long period for the periodic approach. In both cases it means recording meteorological data for a long duration before the time at which temperature has to be computed. We will call it the "pseudo-period". The question was then how to choose the pseudo-period aimed at representing the aperiodic phenomena. Of course it should be 24h at least. If it is too short, let us say only 24h, the computed temperature would be in error due to fact that the atmospheric conditions were actually different any previous day. One should thus extend the duration of the pseudo-period. In this way, the first mismatch between the modelled atmospheric conditions (i.e. through the periodicity assumption) and the real atmospheric conditions would be rejected further in the past. The error on the computed temperature would then be lowered at the expense of a longer computation time. The optimal choice for the pseudo-period duration will be discussed later after completing the presentation of the thermal model.
Boundary conditions (BC)
Each element of the mesh can exchange heat fluxes with the environment. In the general case, these fluxes are of convective and radiative nature. The radiative fluxes are subdivided into solar and infrared components. Both solar and infrared radiation can be partly absorbed and reflected by the surfaces. The solar radiation may be split into a direct and a diffuse component in order to give hourly shadow distribution. SOLENE is used to compute these solar components. In this software, the direct component follows the Perrin de Brichambaut formula, and the atmospheric diffuse component follows the "all weather model" of Perez et al. [29] . This provides spectral-integrated fluxes depending on place and hour, and on sky clearness and brightness for the diffuse component. The energy budget through multiple reflections is computed by the progressive refinement radiosity method [22] which first requires the calculation of the view factors between all surfaces of the scene including the "sky facets" (all urban surfaces are assumed to be Lambertian for the heat radiation calculation step). SOLENE however doesn't apply the progressive refinement radiosity method for evaluating the infrared radiative net fluxes, it rather considers a blackbody assumption. For avoiding this approximation we chose to perform a more rigorous infrared radiative exchange calculation by implementing the same progressive refinement radiosity method as for the solar radiation.
Let us now consider the convective flux on the external building surfaces. It may be modelled through a convective coefficient which depends on wind velocity and orientation, on air temperature, on local and global geometry, etc. A 3D fluid dynamics solver would provide a precise modelling of this coefficient [30] [31] . However, for keeping a reasonable computational time, we preferred to use one among the numerous empirical formulas giving the convective coefficient vs. wind velocity in the building thermal energy context [32] . The coefficient is thus time dependant:
The thermal balance at any facet of the outdoor building surface can be expressed as follows (for an inward oriented z axis):
It can be considered as a second order BC where the specified heat flux corresponds to the right-hand side of the equation. T . This dependence is nonlinear which requires solving the problem through an iterative process. The time dependence of ( ) t h ex would also require iterations even though an alternative exists which avoids performing iterations but requires more involved algebra [33] .
For speeding up the iterative process, the second order BC can be replaced by a third order BC where the linear heat exchange is given an arbitrary constant value, let us call it the fictitious transfer coefficient fic h . The BC now expresses as: 
In other words, the thermal excitation associated with the 3 rd order BC is:
A first iterative process identified by (1) in figure 2 is implemented by updating only the pseudo-convective flux term
. When a first convergence criterion is reached, the radiative flux term figure 2 ) and the global iterative process is repeated until a second global convergence criterion is reached. The iterative process is split into two steps because updating the radiative flux terms is the most expensive. For the indoor BC, it is assumed that the environment is homogeneous and it is characterised by an indoor air temperature
( ) t T air in
and by a global constant radiato-convective transfer coefficient in h .
1D configuration
As explained before, the 1D transfer model is used for the wall facets that are far from thermal singularities like façade corners, wall/floor junctions, … . Its semi-infinite version is used for soil facets. The walls may be composed of many layers. It is assumed that each layer is homogeneous, isotropic with constant thermal properties.
The thermal problem is solved by applying the quadrupole technique after performing a
Fourier transform to the heat equation and to the boundary conditions [34] . The following backward transfer relation relates the vectors of temperature and conduction heat flux density at the external side and the internal side of the wall:
The tilde represents the Fourier transform, and M is the global quadrupole matrix obtained by multiplying the N individual quadrupole matrices, N being the number of layers of the wall [34] :
For each layer i,
is the square root of the diffusion time through the layer, i a is diffusivity, i l is thickness and i b is effusivity. ω is the pulsation and j the imaginary variable 1 − .
From eq. (5) one can express the external temperature as a function of external and internal net flux densities at iteration k :
with the external transfer function
the internal transfer function:
the internal net flux density:
and the external net flux density is defined iteratively through: 
2D configuration
When the one-dimensional assumption for heat conduction is not valid, like in the vicinity of thermal bridges, we substitute the 1D transfer functions X and Z by 2D
transfer functions that are pre-calculated by a finite element method. For this purpose we use the software CAST3M. The objective is to get periodic transfer functions corresponding to the response of a thermal bridge when an elementary flux is applied over each one of the characteristic surfaces of the thermal bridge. Thus, when considering the symmetric L-shape in figure 3 -left, a uniform flux is applied on surface 1 S , then on surface 3 S (due to symmetry, the response is the same when the perturbation is applied on 1 S or on 2 S ). Similarly, for the symmetric T-shape in figure   3 -right a uniform flux is first applied on 1 S , then on 2 S . In all cases, a unitary step heating is applied for a relatively long duration, typically several days. The transient response of the system is then subtracted to itself after a delay of one time step. This yields the system response to an elementary pulse. N replica of this response delayed by multiples of 24h are then added together for getting the periodic response to an elementary pulse (N should be sufficiently long for approaching the true periodic response). One is essentially interested in the external temperature induced by a uniform heat flux applied through periodic pulses on each of the surfaces
, where x runs on the surfaces 1 S and 2 S for the L-shape 
where ) ( k l Q ω is the Fourier transform of the net heat flux density averaged over surface l S and x is the position on the external surface. As before, for returning back to the temporal space an inverse fast Fourier transform is then performed with the IFFTW algorithm [42] . Present method involving integrated Green functions could be compared with the weighting factors method in [39] when conversely, the conduction flux is expressed as function of surface temperatures.
The lateral size of the 2D model is chosen sufficiently high (typically 1m from the thermal bridge centre) so that the response at its edges is very close to the 1D response. Then we retain only the 2D nodes where the response is significantly different from the 1D response.
Spectral model: MOHICANS
The software MOHICANS is a numerical tool developed at ONERA which aims at evaluating all radiative components contributing to the optical signal received by a multispectral or a hyperspectral sensor over a 3D scene. It is actually a fusion of two previously developed codes: AMARTIS [28] for the visible to near infrared range and TITAN [27] for the midwave to longwave infrared range. Both of them rely on atmospheric radiative contributions which are computed by the ONERA code MATISSE [25] . The spectral domain finally covers the 0.4 to 14 µm range.
MOHICANS is organized in four calculation steps: (i) computation of the sky irradiance hemisphere and the atmosphere transmission terms by calls to MATISSE, (ii) computation of geometrical terms corresponding to sun visibility, facet to facet visibility and facet to pixel visibility, (iii) computation of total irradiance, corresponding to the sum of solar direct irradiance, the atmosphere irradiance and the environment irradiance, (iv) computation of the radiance of the radiative flux reaching each pixel of the imaging sensor. A schematic of the radiative exchanges between two facets of a wall-soil angle is presented in figure 4 .
Computation results
Temporal configuration
The first analysis concerns the validation of the time-periodic model. figure 6 is obtained by dividing previous errors by the day-night temperature difference observed during the last day, which is 13.3 K for the wall, 18.2 K for the low effusivity soil and 13.2 K for the high effusivity soil. These simulations show that a pseudo-period of one day is too short both for the wall and the soil temperature simulations: the maximum error is between 0.3 and 0.6 K. A pseudoperiod of two days is long enough for the wall: both maximum error and RMS error are less than 0.01 K. On the other side a pseudo-period of five days is necessary for both soils when setting the maximum error criterion to 0.1 K. A soil with higher thermal inertia needs a longer pseudo-period for getting the same error. For the remaining we will perform the thermal simulations with a pseudo-period of 48h. The error is guaranteed to be low for the walls, but one has to be aware that it may be up to about 0.8 K (i.e. 6% of day-night amplitude) for high effusivity soils, depending on the environmental fluxes irregularity. 
Software validation and comparison with SOLENE
Sensitivity analysis
The sensitivity of the front temperature of a three layers wall was analysed with respect to the thermal, convective and radiative parameters. A series of 14 parameters was considered: the effusivity and the square root of the diffusion time of each layer (see table 2), the albedo and the emissivity of the external surface, the external and internal convective coefficients, the external and internal air temperature, and the VNIR and IR incident flux density. Their nominal values correspond to those observed for the façade of the building LC4 during the measurement campaign BATIR (see fig. 8 ).
We defined two groups of parameters, according to their time dependency. The external convective coefficient, the external and internal air temperature and the 
We plotted the reduced sensitivity to the thermal parameters of the three layers in figure 6 . The thermal behavior of any layer can be described with two parameters for these layers shows that temperature is mostly sensitive to i R and nearly not to i c (the sensitivity to the capacity of the third layer is not plotted because it is less than 10 -3 K in absolute value). In figure   6 a reduced sensitivity of 1 K to a given parameter means that a deviation of 10% of this parameter yields a front temperature deviation of 0.1 K. We can observe that the sensitivities to effusivity and square root of diffusion time of the first layer are decorrelated: they are opposite in sign and present a delay. Maximum absolute values of sensitivity are with respect to the front layer effusivity; this sensitivity is negative at day and positive at night; it reaches about 0.3 K per 10% effusivity variation. The sensitivity to the middle layer resistance 2 R is rather stable and it is a bit lower (in magnitude) than the sensitivity extremes with respect to 1 b and 1 ξ . The sensitivity to the third layer resistance 3 R is still one order of magnitude lower.
We can see in figure 7 -a the sensitivity of the front temperature to the convective coefficients and to the external and indoor air temperature. For the timevarying parameters, we present both the stochastic sensitivity as obtained through eq.
(14) (curves with "stoc" label) and the sensitivity obtained after systematic flux alteration (curves with "syst" label). Regarding the external parameters, the air temperature is most critical to the results when the convective coefficient is high. For the two days presented here, the sensitivity to the air temperature reaches about 240 K for the systematic variation analysis, respectively 100 K for the stochastic analysis. It means that an error of 0.5% on the air temperature (in Kelvin), i.e. around 1.4 K, yields an uncertainty of around 1.2 K, resp. 0.5 K, on the front surface temperature. The sensitivity to the internal air temperature is from 10 to 100 times lower. Similarly, the sensitivity is lower to the internal convection coefficient than the external convection coefficient.
The optical parameters and the incident flux densities define the radiative front excitation. In figure 7 attenuated with respect to a slow 24h flux variation as considered in the systematic variation analysis. The noticeable result is that the front temperature is mostly sensitive to the infrared atmospheric flux (from 0.8 to 2.8 K per 10% systematic variation). As a consequence, this flux must be measured with a great care for expecting a good precision on the simulated temperature. The sensitivity to the external surface emissivity is from 3 to 10 times lower than the sensitivity to IR flux, in accordance to the fact that emissivity drives both the absorbed flux and the self-emitted flux (nominal emissivity was 0.947).
As a conclusion on the sensitivity analysis we can state that for the present wall example the front temperature is mostly sensitive to the thermal and geometrical parameters of the first layer and to the thermal resistance of second layer, to the outdoor convective parameters (convective coefficient and air temperature), to the IR incoming flux and to emissivity. Therefore these parameters have to be measured with a high accuracy for getting the absolute temperature of the wall with a small error: for example the uncertainty has to be lower than about 2% for the IR incident flux, or 0.6 K for air temperature, to get an error lower than 0.5 K. Incidentally, this analysis shows that the third layer and the indoor heat transfer coefficient would be extremely difficult to evaluate from the external surface temperature through a data inversion.
Experimental campaign
Description
The by implementing the asymmetric hot plane method [43] . Their conductivity and other missing thermal data were taken from literature.
Airborne thermography was also performed with a FLIR A325 microbolometer camera onboard of a motor glider. The camera was flown at about 40 m.s -1 speed and about 400 m altitude. It was aiming at nadir. During the first thermography period, two flights were performed short after sunrise, at midday, and during the second period, three flights were performed short after sunrise, at midday and shortly before sunset.
Experimental validation of SUSHI
The first experimental validation consisted in comparing our 1D thermal model results with the thermocouple measurements on the north facade of LC4 building. It was located far from the corners and from any thermal bridge so that the 1D hypothesis for heat flow in the wall was justified. The outside convective coefficient was calculated from wind speed by the empirical formula of Croiset:
( )
with wind speed measured between the two buildings. Wind speed data were available from two meteorological stations, one in an open area, and the other between the buildings. The first data series was available for whole month and the second one only for the last day of interest (started at 10:00). One day of data was thus missing for allowing an analysis with a pseudo-period of 48h as described before. Data from the first station were thus used for the missing day by applying a correction factor that was established by comparing the wind data recorded during the second, i.e. common, day. This extrapolation is justified by the fact that the wind direction didn't change during this couple of days. The outside air temperature was given by the remote station. The inside convective coefficient was arbitrarily fixed to 10 W.m -2 .K -1 , with air temperature measured at an approximate distance of 5 cm from the surface. Let us mention here that only the net radiative solar flux was obtained from the temperature 3D field estimated by the SOLENE thermal code; the nested iterations aimed at updating the convective heat flux term and the radiative infrared flux term were thus performed by SUSHI (see figure 2 ). Temperature measured with a given thermocouple is compared with the simulated temperature of the corresponding facet. These thermograms are shown in figure 9 . The uncertainty (at a confidence level of 95%) of the thermocouple is 0.14°C, and the day-average uncertainty of the simulated temperature is estimated at 2.2°C, with maximal of 2.92°C, as illustrated by the +2σ and -2σ curves in figure 9 . As the sensitivity study has shown a small systematic error on the external air temperature and on incident infrared radiation is dramatic for the precision of the simulated temperature.
This is why the uncertainty of the simulated temperature was conservatively estimated by considering a systematic error (and not a "stochastic" error) of 5% for all constant parameters, for external convective coefficient, for the incident solar and infrared radiation, of 0.5°C for external air temperature, and of 0.1°C to internal air temperature.
Notwithstanding the relatively important value for the uncertainty of the simulated temperature, the RMS difference between the simulation and the measurements is only 0.33°C (with a maximum difference of 0.78°C). The observed deviation between 03:00 and 09:00 may be explained by the presence of clouds at the sunrise. In the end, the thermal simulator provides satisfactory results; a significant effort has however to be undertaken for precisely evaluating the most influent environment parameters. The infrared cameras are then used for a spatial validation.
Experimental validation of the full chain of simulation
The The image presented in fig. 10 -left was recorded at 05:00 PM on January 29th.
For the computation, a pseudo-period of two days was used to take into account the thermal dynamic of the scene. The scene was triangulated with about 10000 facets.
Some areas with known thermal bridges were meshed more densely, namely the Tshape bridges corresponding to floor/façade junctions (they are clearly seen on the IR image in Figure 10 -left). For convenience, the ground, the roof, the windows and the door contained few facets and we discarded the 45° T-shape bridges corresponding stair/façade junction. At present, semi-transparency isn't modelled; this is why temperature and radiance of the windows aren't realistic. For the example presented here we didn't model the L-shape bridge corresponding to the building corners. The image of the relative difference shows that the radiances of 1D-wall parts are correctly estimated with a relative difference less than 2.5%. One should nevertheless have in mind that relative RMS difference to about 12%. Again, only with adapted meteorological sensor can we hope getting simulation results close to the real infrared sensor data. The effect of the thermal bridges at floor junctions on the radiance map is relatively well retrieved by the simulation despite the size of the facets used here.
Differences observed for the ground and the roof can be explained by the high "roughness" of these surfaces (they were considered flat in the 3D model). The difference reaches 9% at the soffit (the underside of the roof): the radiance of this part is higher than revealed by the simulation because the internal temperature can be higher than the measured temperature and the material is unknown. From this part some warm air could flow from the attic against the façade, which also could explain the difference just below the roof.
Conclusion
In this work a numerical tool was developed for the simulation of the temperature field and the infrared rendering in an urban scene. bridges. This should not hide the fact that when combining all input uncertainties, the simulated radiance uncertainty may be significant, 10% and more, highlighting the requirement for a precise monitoring of the atmospheric thermal and radiative contribution.
Higher differences are observed for the roof (because of the geometry of the tiles) and the ground (because of its roughness) and at some locations for which boundary conditions were not well known (soffit and crawl space level). Further studies will be performed for analysing the airborne data.
Similar geometrical computations are made by SOLENE and by MOHICANS for solar interactions in the scene. The next step will thus be to unify there computations and to use a unique module for the form factor matrix evaluation. In the future, the adding of a semi-transparent material model in SUSHI will enable us to consider more general situations with glazing surfaces and vegetation. Table 1 . Main existing thermo-radiative urban models. 
