We describe diffraction for rapidly oscillating, periodically modulated nonlinear waves. This phenomenon arises for example when considering long-time propagation, or through perturbation of initial oscillations. We show existence and stability of solutions to variable coefficient, nonlinear hyperbolic systems, together with 3-scales multiphase infinite-order WKB asymptotics: the fast scale is that of oscillations, the slow one describes the modulation of the envelope, which is along rays for the oscillatory components, and the intermediate one corresponds to transverse diffraction. It gives rise to nonlinear Schrödinger equations on a torus for the profiles. The main difficulty resides in the fact that the coefficients in the original equations are variable: thus, phases are nonlinear, and rays are not parallel lines. This induces variable coefficients in the integro-differential system of profile equations, which in general is not solvable. We give sufficient (and, in general, necessary) geometrical coherence conditions on the phases for the formal asymptotics to be rigorously justified. Small divisors assumptions are also needed, which are generically satisfied.
Introduction
We deal with quasilinear (symmetric) hyperbolic systems,
A j (x, u)∂ j u = 0, before the formation of shocks. Semilinear systems could be addressed by the same methods. Our smooth solution u takes the form of a highly oscillating (at frequency 1/ε) function, with 3-scales Wentzels-Krammers-Brillouin asymptotics,
for some smooth profile U ε (x, ω, θ) periodic in ω and θ (ω ∈ T p , θ ∈ T q , where T is the torus R/Z). The amplitude ε m is chosen so that nonlinear effects appear at leading order. The (nonlinear ) vector-valued phases are φ = (φ 1 , . . . , φ q ) and ψ = (ψ 1 , . . . , ψ p ). This Ansatz was introduced by J.K. Hunter ([16] ) for the formal study of "singular rays" (U ε is then a shock-type profile in ω). Such a formalism describes the propagation of q interacting waves which are diffracted in p directions.
Diffraction
In some cases, it is necessary to add corrections to the (linear or nonlinear) geometric optics approximations. For example, one may have to take diffractive effects into account: diffraction is a linear phenomenon, corresponding to variations of a wave packet in directions transverse to the rays of geometric optics.
The first rigorous results within this framework are due to Donnat, Joly, Métivier and Rauch ( [9] , [10] ). They exhibit approximations of high frequency (1/ε, and ε → 0) oscillating waves over time scales much larger than the ones for which geometric optics is valid. They consider initial-value problems associated with constant coefficient nonlinear hyperbolic systems:
where L(u, ∂) = ∂ T + j A j (u)∂ Y j (the space-time variable is X = (T, Y )), and the N × N matrices A j (u) are symmetric. The initial data oscillate at frequency 1/ε according to a linear phase η · Y = η j Y j (g(Y, θ) is periodic w.r.t. θ). The amplitude ε m is chosen in order that nonlinearities have an influence at leading order at the same time as diffraction, that is the Rayleigh time, T ∼ 1/ε. Even if the family of initial data is unbounded (in any Sobolev space H s , s > 0) as ε goes to zero, the authors show the existence of a smooth solution to (0.1) for times T ∈ [0, T ⋆ /ε] for all ε ∈]0, 1] (and stability under perturbation of the data). These results are obtained after introduction of a new "variable" εX, and thanks to an approximate solution u ε app (T, Y ) = ε m n∈N ε n u n εX, X, ξ · X ε .
In [10] , the profiles u n (X, X, θ) ∈ C T [0,
) are purely oscillating ( T u n dθ = 0, with T = R/Z the 1-d torus), and satisfy: 
Variable coefficients and periodic profiles
All the results above are restricted to systems with constant coefficients, and involve a single plane phase. It seems a priori difficult to describe diffraction ruled by nonplanar phases: 1-Rays are then no longer parallel lines, and either they focus in finite time, leading to singularities of phases and profiles, or they spread out, and over large time scales, local energy becomes so weak that nonlinear effects are negligible (see [10] ). 2-Systems with non-constant coefficients (heterogeneous media) generate curved phases, and also induce profile equations (0.2a)-(0.2c) with nonconstant coefficients. Solvability of such a system is not at all obvious, since the equations may not commute. However, our aim is to deal with non-constant coefficients and several nonplanar phases. We already know (from [15] , [19] , [21] ) that in several space dimensions, this requires coherence properties of the phases. We shall see that coherence is also the key for solvability of the profile equations. Concerning the problem of focusing or spreading out of the rays, we turn the difficulty thanks to "weakly nonplanar" approximations (see Example 2 below). The rays are then order ε out of parallel (and for propagation over 1/ε distance, this rules out all approximate solutions based on planar phases).
Multiphase expansions allow one to consider resonant wave interactions. The paper [11] generalizes the results of [10] and [23] to the case of systems with variable coefficients; it also contains an attempt of rigorous justification of Hunter's approach to "singular rays" ( [16] ).
In the present paper, we are interested in asymptotics based on 3-scales profiles u n (x, ω, θ) periodic in ω and θ. The following examples motivate our study and illustrate the main theorems 8.2.1 and 8.3.1.
Example 1. Phase perturbation
Here, we give a first reason for dealing with periodic profiles (in the intermediate variable ω). Consider the linear problem: 
When φ 0 is some phase (i.e. ∂ y φ 0 does not vanish) which does not depend on ε, usual (linear) geometric optics yield existence of u ε on some bounded domain Ω ⊂ R 1+d independent of ε, as well as approximation by an envelope slowly modulated along rays ( [26] ). Now, we assume that such a phase is perturbed by addition of a √ ε term:
Thus, 2-scales geometric optics fail in that contextthe perturbation introduces a third scale, which we can't ignore. We propose a systematic treatment of this kind of asymptotics in the following way: set h(y, ω, θ) :
. Theorem 8.3.1 then ensures existence of u ε on a fixed domain Ω, thanks to an infinitely accurate approximate solution n ε n/2 u n (x, ψ/ √ ε, φ/ε).
In order to compute explicit profile equations, we can choose φ(t, y) = t + y 1 , ψ(t, y) = t + y 1 + ϕ(y 2 ) for some smooth ϕ (these phases satisfy the coherence assumptions needed). In this linear case, we can restrict to g of the form g(y, θ) = h(y)e iθ -and there are some polarization conditions on the vector-valued h, see Proposition 6.3.1. The oscillating part u ⋆ 0 = U 0 (x, ω)e iθ of the first profile is then determined by a Schrödinger equation on the torus T ω :
and the exact solution:
Example 2. Long time propagation in heterogeneous media with initial periodic data Now, we emphasize the difference between constant and variable coefficients in the equations. Consider a wave initially oscillating at frequency 1/ǫ, and slowly modulated, at scale 1; let this wave propagate in a (more slowly varying) non-homogeneous medium (at scale 1/ǫ). This corresponds to a family (v ǫ ) ǫ∈]0,1] of solutions to
The A j 's are symmetric matrices, k ∈ R d \ {0} is a given wavevector, and the smooth function g(Y, θ) is periodic in Y and θ.
For this quasilinear initial-value problem, we prove a long-time result of the same kind as in [10] , [23] mentioned above, i.e. existence (and uniqueness) of each v ǫ on a domain of the form Ω/ǫ, with Ω ⊂ R 1+d independent of ǫ. Since L has variable (but slowly varying) coefficients, the linear phases analysis breaks down.
First, rescale the problem, setting x = ǫX (and ǫ = ε, in order to have frequency 1/ε). Thus, we turn to
We suppose that the coherence assumptions needed for the analysis are satisfied (see Remark 0.0.1 below). From Theorem 8.3.1, we get a unique solution u ε ∈ C 1 (Ω) for all ε ∈]0, 1], together with the infinite order asymptotics
-provided that the data admit such an asymptotics, which imposes some polarization conditions (see Proposition 6.3.1). The phases φ and ψ = (ψ 1 , . . . , ψ d ) are defined by:
where λ(x, η) is an eigenvalue of the (symmetric) matrix η j A j (x, 0). When this matrix really depends on x, none of these phases is linear.
Conclusion :
Coming back to the original scales, we have on
Since the phases φ and ψ depend on ǫX instead of X, this approximation is called weakly nonplanar (see [17] ). Such a o(ǫ 2 ) approximation cannot be achieved using linear phases: ψ(ǫX)/ǫ and φ(ǫX)/ǫ 2 differ from their linear parts
, since u 0 (x, ω, θ) does not decay in ω and θ (furthermore, "errors" for the phases φ and ψ are much bigger than the period of u 0 (x, ·, ·), and have no algrebraic link with it, thus the error for the value of v ǫ occurs at almost each point x, randomly in ǫ).
Remark 0.0.1. In this example, in order to stress the qualitative difference between the variable and constant coefficient case, we have not discussed the validity of the coherence properties required on the phases. Checking Assumption 3.0.4 is immediate, since there is only one rapid phase φ, which satisfies an eikonal equation associated with L 1 ; the same is true for Assumption 4.2.2, since the characteristic variety of V is a hyperplane; without specifying more the form of the operator L, we cannot check Assumption 4.2.1.
These coherence assumptions are needed to construct the profiles u n of the approximate solution. Once this infinite order approximate solution is given, Theorem 8.3.1 shows the existence and stability of exact solutions having the corresponding asymptotics with no additional assumption. But coherence is not needed only to valid the WKB approach presented here: examples of explosive exact solution in [21] show that without coherence, the situation is qualitatively different.
Description of the paper
We begin (Paragraph 2) with the formal WKB expansion of Lu, setting the coefficients of all powers of ε equal to zero. This provides us with an infinite triangular system of equations, each involving three successive profiles u n , u n+1 , u n+2 . So as to separate them and get equations for each profile, we use projections.
The first step concerns the fast variable θ (Paragraph 3), since the phases ψ don't appear in the first equation. The analysis is the same as that of geometric optics, mode by mode (α ∈ Z q ) for Fourier series, which leads to matrix operators L(x, 0, d(α·φ(x)). Considering several phases φ (q > 1) and in the multi-d case, in order to avoid catastrophic focusing of rays, we then need a strong geometric assumption on the (real) vector space Φ generated by the phases φ: this is L 1 -coherence (see Definition 3.0.4) introduced by Hunter, Majda and Rosales ( [15] ) and developed by Joly, Métivier and Rauch ( [18] , [19] , [21] These profile equations consist in a Schrödinger equation (which is nonlinear for the first profile) for each oscillating mode (w.r.t. θ), with "time" at scale x, measured along rays, and dispersion in the ω variable, these equations being coupled to a linear transport equation in ω. This first system for the oscillating part is also coupled to a symmetric system (again, nonlinear at first order) for the non-oscillating part, in variables x and ω.
We prove well-posedness for such nonlinear, non-constant coefficients systems (Paragraph 7) thanks to a standard Picard iterative scheme and energy estimates inherited from the hyperbolic structure of the original system. Variable coefficients actually force the introduction of anisotropic (Sobolev) spaces (with smoothness depending on the variable x, ω or θ considered). Then, solvability requires commutation of equations, which is a consequence of the coherence assumptions on phases.
Since, this way, we construct an infinite-order asymptotic solution to Lu = 0, existence and stability of exact solutions (Paragraph 8) follow from the "ε-derivatives" perturbative methods of O. Guès ([14] ), for continuation or initial-value problems.
Finally, Paragraph 9 is devoted to some explicit examples from fluid dynamics.
The Ansatz
We study solutions of the following quasilinear hyperbolic system,
We denote x = (t, y) space-time coordinates in Ω, a bounded connected open subset of R 1+d , for which:
Following [7] , we look for solutions u, which are perturbations of a reference non-oscillating state u 0 = u 0 (x). The perturbation is supposed to admit WKB asymptotics, 4) where the phases φ 1 , . . . , φ q ('rapid' phases) and ψ 1 , . . . , ψ p ('slow' phases) are given, smooth on Ω. The profiles u n = u n (x, ω, θ) are periodic in ω ∈ R p and θ ∈ R q , viewed as variables on T p := (R/2πZ) p and T q := (R/2πZ) q , respectively. Finally, so as to ensure uniqueness of profile representations, phases are assumed independent (see Lemma 8.2.1): Assumption 1.0.2. The phases ψ µ are Q-linearly independent (as functions), as well as the phases φ ν . Remark 1.0.2. The amplitude ε m is chosen so that nonlinearities affect the first term u 0 in the asymptotics, in finite time. Here, m = 1 because we implicitly assume that ∂ u A j (x, 0) ≡ 0 for some j (if not, it is always possible to adjust the amplitude, matching the first non-vanishing terms in the Taylor expansions of the A j 's).
For the asymptotics of Lu to vanish, it is sufficient for the profiles to satisfy:
. . .
where we have set:
Furthermore, F n is a smooth function of its arguments.
3 Analysis of L 1 (dφ)
Since our profiles are periodic in ω and θ, we use Fourier series. At a first level, we consider formal series:
with coefficients u α,γ n ∈ C ∞ (Ω). When the variable ω is considered as parameter, these expansions are also written:
Thus, Equation (2.5) is equivalent to:
So as to ensure geometric regularity, we assume that the characteristic variety of L 1 is indeed a differentiable manifold, away from the origin:
The eigenvalues λ k (x, η), as well as the associated spectral projectors, π k (x, η), are then smooth (C ∞ w.r.t. x and analytic w.r.t. η). In addition, when the dimension N is greater than one, because of nonlinearities in Equation 2.7, resonances of phases may occur. Following the coherence method from [15] , [18] , [19] and [21] , we impose:
∀ρ ∈ Φ \ {0}, -either: ∀x ∈ Ω, dρ(x) = 0 and detL 1 (x, dρ(x)) = 0,
Example 3.0.1. Some coherent spaces:
2 )), phases φ + := t + |y|, φ − := t − |y| and φ 0 := |y| also generate a L 1 -coherent space: for φ := α + φ + + α − φ − + α 0 φ 0 , the value of the determinant detL 1 (x, dφ(x)) only depends on the coefficients α + , α − and α 0 .
Under this assumption, we can really perform a Fourier analysis of Equations (2.5)-(2.8) n , since modes α ∈ Z q are now L 1 -characteristic or not, independently of x:
where the cone C ϕ k is given by the equation:
on Ω, homogeneous w.r.t. β with degree zero, and
on Ω for all β ∈ R r , and:
Remark 3.0.3. Pay attention to the difference between phases φ, space Φ, and basis ϕ.
Back to the phases φ, with ϕ a R-basis of Vectφ, there is R ∈ M q,r (R) such that φ = Rϕ, and we have the equality
Since we are only interested in combinations of φ ν 's with integer coefficients, we transport the previous objects through:
Hence, p φ (x, α) is the orthogonal projector on ker L 1 (x, α · dφ(x)). For each Fourier mode, we express compatibility conditions on the equations, projecting via p φ (x, α); then, applying Q φ (x, α) corresponds to solving the equation. The set of equations (3.9) thus becomes:
which is the usual polarization condition of geometrical optics (cf. [26] ). Equation (2.6) is equivalent to:
For oscillating modes, new operators appear:
, which becomes:
4 Analysis w.r.t. the intermediate variables
Reductions to a scalar form
The principal parts of the operators above can be diagonalized in the Fourier β modes (for a proof, see [10] ):
We emphasize here the fact that D ϕ β has real coefficients. This is a consequence of hyperbolicity, crucial for the energy estimates in Paragraph 7.
Following the previous notations, the above objects are transported when one uses the phases φ instead of the base ϕ:
Coherence, second step
We have to treat Equation (3.12) and possible resonances of Fourier modes in ω. When considering only one slow phase ψ, in order for the oscillating part of the profiles to depend effectively on the corresponding variable ω, Equation (3.11a) forces ψ to be characteristic for p
α (x, dψ) = 0) for some α = 0, which means that ψ is constant along the rays associated with α · φ. In the case of several slow phases (possibly generated by nonpolarized initial data), this assumption is replaced by V-coherence of the vector space Ψ. The non-oscillating modes require L 1 -coherence of Ψ (cf. Equations (3.11a) and (3.12)).
Proposition 4.2.1. Suppose that all previous assumptions are satisfied. Let (ϕ 1 , . . . , ϕ r ) be a (R−)basis of Φ, and (χ 1 , . . . , χ s ) a (R−)basis of Ψ.
on Ω, homogeneous w.r.t. δ with degree zero, and takes
Remark 4.2.1. Again, take care of the distinction between phases ψ, space Ψ, and base χ.
Getting rid of basis of Φ and Ψ (since there is a matrix
Remark 4.2.2. The rectification phenomenon (see [10] , [23] , [24] , [11] ) corresponds to the interaction between oscillating and non-oscillating modes u α (α = 0) and u 0 , allowing for example creation of a mean field, even if there isn't any in the initial data.
In our context, the absence of rectification effect is equivalent to vanishing of all mean terms in nonlinearities (B(u 0 , ∂ θ )u 0 ) for Equations (3.12), as well as in all Equations (2.8) n corresponding to the next profiles. In that case, Assumption 4.2.1 (L 1 -coherence of Ψ) is not needed.
5 V -coherence and L 1 -coherence A precise study of coherence can be found in [21] , as well as numerous examples. The aim of this section is rather to show the link between L 1 -coherence of Φ and Ψ and V-coherence of (Φ, Ψ). We first consider only one phase φ, which is then L 1 -characteristic. Furthermore, the vector field V (∂ x ) no longer depends on modes β or α (see Proposition 4.1.1)).
Set some notations: define C x := {ξ/(x, ξ) ∈ C} and E x := {ξ/(x, ξ) ∈ E}, projections of the characteristic varieties
, respectively. It is clear that E x is the tangent plane to C x at dφ(x). Now, coherence says that the gradient of a function in the space considered must either stay on the projected characteristic variety, or never touch it. That's why the link between C x and E x must induce a link between L 1 -and V-coherence. In particular, when C x is a hyperplane, E x = C x , and we have:
Since ∇ψ belongs to the tangent plane to the cone, the line generated by ψ is V-coherent. But if Ω ∩ {x 2 = 0} = ∅, Vectψ is not L 1 -coherent.
A stronger assumption
There are some cases where both L 1 -and V-coherence of Vectψ follow from L 1 -coherence of the space generated by all phases:
Definition 5.2.1. The graph of a smooth function λ : R d \ {0} → R satisfies the (convexity) condition (C) if it never crosses its tangent plane.
Example 5.2.1. The two sheets {τ = ±|ξ|} of the usual light cone fulfill condition (C).
Proposition 5.2.1. Under Assumption 3.0.3 (smoothness of the characteristic variety of L 1 ), suppose that for all x ∈ Ω, the sheet of C x on which ∇φ(x) lies satisfies condition (C). Then, L 1 -coherence of Vect(φ, ψ) implies V-coherence of Vect(ψ).
Proof:
Write G x for the graph of λ(x, .) (when ∂ t φ + λ(∂ y φ) ≡ 0). Hence, G x satisfies condition (C), and is 'on one side' of E x , for all x. Suppose that Vect(φ, ψ) is L 1 -coherent, and that there exist ρ ∈ Vect(φ, ψ), x, y ∈ Ω such that ∇ρ(x) ∈ E x and ∇ρ(y) / ∈ E y (see Figure 1 ). The affine line ∇(φ + αρ)(x) (parameterized by α) is then contained in E x , and say, under G x . On the contrary, for |α| small enough (and for the right sign of α), ∇(φ + αρ)(y) is strictly above G y (and does not belong to any other part of C y ): since ∇ρ(y) = 0, the line (∇(φ + αρ)(y)) α is transverse to E y , and to G y , for α sufficiently small. This provides a z ∈ Ω such that ∇(φ + αρ)(z) belonging to G z . We know that ∇(φ + αρ)(y) doesn't belong to C y , so this contradicts L 1 -coherence of Vect(φ, ψ).
In [16] , we find the following example:
In space dimension d = 3, consider an operator (of 'Euler' type) with symbol det(L 1 ) ≡ τ 2 (τ 2 − |η| 2 ). In cylindrical coordinates (R, σ, x 3 ), define the phases:
The gradient of φ belongs to {τ + |η| = 0}, and so V (ξ) = (∂ t φ, −∂ y φ) · ξ = −τ − y · η R . Next, when ϕ is the sum ϕ = α 0 φ + α 1 ψ 1 + α 2 ψ 2 , we
2 ). Vanishing of this determinant does not depend on the point considered in Ω, so that Vect(φ, ψ) is L 1 -coherent. Proposition 5.2.1 then ensures that Ψ is πL 1 π-coherent, since {τ + |η| = 0} is convex.
The case of several fast phases
When there are several phases φ µ , V-coherence of (Φ, Ψ) is equivalent to V φ α -coherence of Ψ for all α ∈ C φ . This brings us back to the previous case, with one fast phase α · φ.
Proposition 5.3.1. Under Assumption 3.0.3 (smoothness of the characteristic variety of L 1 ), suppose that for all x ∈ Ω, each sheet of C x satisfies condition (C). Then, L 1 -coherence of Vect(φ, ψ) implies V-coherence of Vect(ψ).
Profile equations and mean operators
Throughout this section, we need Assumptions 3.0.4, 4.2.1 and 4.2.2 to be satisfied, for our definitions to make sense.
Definitions in the context of formal series
The previous projections and algebraic resolutions of equations are equivalent to the action, on formal series, of the following Fourier multipliers:
Here, E, F and G are projectors on the kernels of L 1 (∂ θ ), L 1 (∂ ω ) and EV(dψ) · ∂ ω , which are extensions to formal series of the principal parts of
provide pseudo-inverses of these operators. We sum up these properties as (see also [19] ): 
Small divisors
So as to obtain existence of smooth profiles, we have to make some assumptions on the phases (and not only on the vector spaces they generate), in order to avoid 'small divisors' in the Fourier multipliers acting on our series (see also [3] , [19] , [4] and [12] ). We use matrices R and R ′ from Notations 3.0.2 and 4.2.1.
Assumption 6.2.1. There are C > 0 and a ∈ R such that:
Proposition 6.2.1. Under Assumption 6.2.1, the operators defined by (6.1)-(6.1) are bounded on C ∞ (Ω × T p × T q ), and Proposition 6.1.1 is valid on this space.
Proof:
We give the justification for E and L 1 (∂ θ ) (−1) , for example. We must prove that the action preserves the property of being rapidly decreasing, for formal series in α, as well as for their derivatives w.r.t. x.
Concerning E, since p (This follows immediately from continuity w.r.t. x, which belongs to a compact set, and from degree zero homogeneity and continuity w.r.t. β.)
Concerning L 1 (∂ θ ) (−1) , when β ∈ C ϕ k , according to the notations of Proposition 3.0.1,
Here, m l is homogeneous with degree one, and Assumption 6.2.1(i) provides the desired bound. On the other hand, when β / ∈ C ϕ k , writing
we have to bound terms as |β|
. This is achieved thanks to Assumption 6.2.1(ii) (and (i)). Again, the same is valid for derivatives: one easily sees that
In the case of 'strong coherence' (for example when a timelike phase belongs to the coherent space; cf. [19] ), we show that small divisors are avoided with almost all choice of characteristic phases in Ψ p × Φ q :
ii) The pair (Φ, Ψ) is strongly V -coherent if it is V -coherent and if, in addition, for all x ∈ Ω, there exist
Remark 6.2.1. i) Such properties depend on the spaces Φ and Ψ only (in particular, they are independent of the numbers p and q). ii) In the example 9.1, for Euler Equations, the spaces Φ (generated by the phase R − c 0 t) and Ψ (generated by σ and y 3 ) are strongly L 1 -coherent, and the pair (Φ, Ψ) is strongly V -coherent.
The following Proposition is a direct application of [19] , Section 7 -which follows ideas from [3] : Proposition 6.2.2. Assume that Φ and Ψ are strongly L 1 -coherent phase spaces, and that (Φ, Ψ) is strongly V -coherent. Then, for almost all choice of L 1 -characteristic phases φ ∈ Φ q and L 1 -and V -characteristic phases ψ ∈ Ψ p , Assumption 6.2.1 is satisfied.
This statement is rather vague, and a more precise one requires some notations and explanations. Still denoting by ϕ a basis for Φ, each phase ρ ∈ Φ corresponds to a unique C ∈ R r : ρ = C.ϕ. Hence, the set φ = (φ 1 , . . . , φ q ) of L 1 -characteristic phases corresponds to the set C = (C 1 , . . . , C q ) ∈ C q . The measure in Proposition 6.2.2 is the (q(r − 1)-dimensional) Hausdorff measure of C's in C q . Similarly, when C = (C 1 , . . . , C q ) ∈ C q and β ∈ Z q is such that β.C ∈ C, we define E β.C := {D ∈ R s \ {0}/V (β.C, D) = 0}. It is either a hyperplane (with the origin removed), or the whole R s \ {0}. The corresponding Hausdorff measure is either (s − 1)-, or s-dimensional, respectively.
When phases ψ = (ψ 1 , . . . , ψ p ) ∈ Ψ p are such that for all µ ≤ p, there is some
The more precise statement is then:
and (6.8) (or (6.7) and (6.8)) by the projectors in E and F. The relation Gw n = w n is better understood as a transport equation in the variables ω, from Proposition 6.1.1, iii): V(dψ) · ∂ ω w n = 0. As well, Equation (6.9) (or (6.13)) constitutes a hyperbolic system, which can be viewed as a transport equation in each ω-Fourier mode (the operator FL 1 (∂ x )F, restricted at one such mode, is scalar, according to Proposition 4.1.1). Finally, Equation (6.10) (or (6.14)) is a Schrödinger equation, with 'time' measured, for each θ-Fourier mode α, along the ray associated with α · φ. The second order part is the operator D(∂ ω ).
Existence of profiles
In this section, we prove the -local in time and space-existence of smooth profiles u n , solutions to the Cauchy problem associated with Equations (2.8) n . From Proposition 6.3.1, it is equivalent to prove existence of the pairs (v n , w n ), solutions to the Cauchy problem associated with Equations (6.11) n -(6.14) n . The structure of these equations is explained in Remark 6.3.1; modulo polarization conditions, they are: a hyperbolic system (in x) for the mean profile v n , possibly coupled with a transport equation (in ω) and a Schrödinger Equation (with time t = x 0 ) for each mode of the oscillations w n . Two remarks will be useful. First, if one wants the system to be solvable, it is necessary that the equations for the oscillations w n commute. This is the role of the 'second coherence' Assumptions 4.2.1 and 4.2.2, necessary for the commutations (and definitions) in Lemma 6.1.1. Second, these equations were derived from a hyperbolic system, and that is why energy estimates will be available for them.
Function spaces
So as to take advantage of the finite propagation speed property of hyperbolic systems, we fix Ω as the cone
with ρ > 0 fixed, and δ big enough, so as to get on the whole Ω:
We choose t 0 small enough, so that δt 0 < ρ (and suppose that all phases are defined on the whole Ω). Set
We work with function spaces of Sobolev type in the variables y, ω and θ. Since the equations have non-constant coefficients, commutators appear in energy estimates. In particular, the commutator between ∂ x and D(∂ ω ) is of order one in ∂ ω . For example, seeking a L 2 -estimate for ∂ y,ω,θ w n , we differentiate Equation (6.14) n with respect to y, ω and θ. From differentiation w.r.t. y, we get for the linear part:
2) and the last commutator has order two in ∂ ω . Thus, taking the scalar product of (7.2) with ∂ y w n (and integrating in y, ω, θ) gives a term ∂ y w n .[∂ y , D(∂ ω )]w n , which is not controlled by w n H 1 . In order to balance this loss of derivatives, we consider 'anisotropic' regularities:
We call 'length' the usual quantity, |γ| := j |γ y j | + µ |γ ωµ | + ν |γ θν |, and 'weight' the quantity, [γ] := |γ y | + |γ ω |/2 + |γ θ |/2. Definition 7.1.1. Let s ∈ N/2 and 0 < t 1 ≤ t 0 . We define E s (t 1 ) as the space of functions u(x, ω, θ) on Ω t 1 × T p × T q which derivatives ∂ γ u (w.r.t. y, ω, θ), continued by zero outside
, and t fixed, u(t) belongs to the Hilbert space K s (ω t ) equipped with the scalar product:
We denote by · s the associated norm. We endow E s (t 1 ) with the norm:
u(t) s , so that it becomes a Banach space.
Since elements of K s (ω t ) are restrictions of Sobolev type functions on [6] ), we have the classical properties:
, and the norm of the injection is bounded uniformly in t ∈ [0, t 0 ]. 
Then, there exists C > 0 such that, for all t ∈ [0,
We won't give a proof of the classical (isotropic) case of these inequalities (see [29] ), but see how one deduces the anisotropic case.
First, the case [γ] ≤ k and γ y = 0 is similar to the isotropic case for variables ω and θ, with derivations of length less than 2k.
When the multi-index γ involves y coordinates as well as ω or θ, we permute derivations, and separate them as follows: set v := ∂ γy y u (and suppose
Furthermore, v L a is controlled in the same way: , E s (t 1 ) is a Banach algebra, on which C ∞ functions act continuously, i.e. :
(See [29] for a proof.) i) For all t ∈ [0, t 1 [ and s ∈ N/2, E(t) and F(t) are projectors on K s (ω t ), and they depend continuously on t. They are self-adjoint on K 0 (ω t ) = L 2 (ω t ). The operator G is a self-adjoint projector on K s (ω t ) for all s. ii) Adding Assumption 6.2.1 (no small divisors), C acts continuously on E s (t 1 ), and so do V(∂ x ) and D(∂ ω ) from E s (t 1 ) to E s−1 (t 1 ).
Proof:
Proceed as for Proposition 6.2.1: use the Fourier expansion of u, and Lemma 6.2.1, which says that the coefficients of E, F and G (and their derivatives) are bounded uniformly in x, α and γ. Continuity with respect to time follows from dominated convergence for series.
Proceed in the same way for C, V(∂ x ) et D(∂ ω ), taking into account homogeneity of the coefficients. 
Solving the profile equations
, and for all n ≥ 1, g n ∈ K s (ω 0 ) and h n ∈ K s (ω 0 ) such that Fg n = g n et EGh ⋆ n = h n for all n ∈ N. Then, there exist t ⋆ ∈]0, t 0 ] and unique (maximal) solutions v 0 , w 0 ∈ E s (t), ∀t < t ⋆ , to Equations (6.7)-(6.10) with initial data v 0| t=0 = g n and w 0| t=0 = h n . Furthermore, when s > 2d+p+q 4
+ n + 1, there exist unique solutions v n , w n ∈ E s−n (t) (t < t ⋆ ) to Equations (6.11)-(6.14) with initial data g n et h n .
In addition, t ⋆ is bounded from below independently from s:
Sketch of the proof:
Existence of solutions to linear equations is classical, and based on energy estimates. Solutions are obtained in the nonlinear case via an iterative scheme and a standard fixed-point argument. Thus, we consider the system:
+ 1, and H, I ∈ E s (t 1 ).
2 is a solution to (L) with these data, then
The constant C depends only on the A j 's and on v
This is a consequence of easy L 2 estimates, together with the following properties of linear and nonlinear commutators:
Proof: i),ii) Simply count the number of derivatives on the coefficients of the Fourier multipliers, and use the bounds given in Proposition 7.1.4.
iii
Inequality, for all p, q such that
Moser's Theorem implies that B ν (v ′ + w ′ ) belongs to E s (t 1 ), and
Hence, we bound each term in the right-hand side of (7.1) thanks to GagliardoNirenberg's Inequality: since [γ ′ ] > 0, with e < γ ′ and |e| = 1,
where
and :
Each norm involved in (7.2) and (7.3) is controlled by K s -norms of v ′ + w ′ and w. Looking at exponents, we can adjust a and b in order for p and q to satisfy the constraint from (7.1):
, +∞ , from (7.2) and (7.3).
for
Convergence of the iterative scheme is easily obtained in E s−1/2 (t 1 ) for some t 1 > 0 sufficiently small, and classical results show that the solution has the same regularity as the initial data (see for example [13] + 1) to Equations (6.7) − (6.10), for smooth initial data, is less than t 0 . Then,
Proof:
Rewrite the estimates in the proof of Proposition 7.2.1, with v ′ = v et w ′ = w. Simply, in (7.2) and (7.3), don't control the L ∞ -norms by K s -norms:
and Gronwall's Lemma gives the result.
8 Approximation of exact solutions
Asymptotic solutions
We suppose that the profiles from Theorem 7.2.1 are given. We denote by t ⋆ ≤ t 0 the maximal existence time (in K ∞ ) for these profiles, fixing initial data belonging to C ∞ . This provides asymptotic solutions to the hyperbolic system (1.3) up to arbitrary orders: for all M ∈ N, set
We construct approximations of the same type as in [14] , introducing: and set, when ρ > 0:
Plugging the asymptotic expansion of v ε into Equation (8.1), we get: If
2-Proposition 6.3.1 then asserts that Fv n and GEv ⋆ n solve Equations (6.7)-(6.14) on Ω t . This provides initial data required in Theorem 7.2.1, which in turn ensures existence of a unique continuation for each of these functions (and thus, for the profiles v n , thanks to Proposition 6.3.1). This continuation is defined on Ω t ⋆ , with t ⋆ > t. In order to obtain an asymptotic solution, with residual in ε M/2 B s σ (t ⋆ ), make use of Proposition 8.1.1ii). Taking Estimate i) into account, one can finally apply Theorem 1.1 from [14] , and finish the proof.
Remark 8.2.1. As emphasized in [14] , the exact solution is not defined on a 'small' time interval: as long as the asymptotic solution u ε M exists, so does the exact one, v ε , provided that ε is small enough. We give a simple proof of this fact in the next paragraph.
Proof of Lemma 8.2.1: Actually, we prove the following asymptotic equivalence:
(the reversed inequality being obvious).
To do so, we adapt the proof of Theorem 4.5.1 of [20] . In this paper, Lemma 4.5.2 says that, for phases ϕ = (ϕ 1 , . . . , ϕ r ) satisfying our assumptions, there is a dense open subset of Ω such that, for any x in this set, l 0 ∈ Z and β 1 , . . . , β M ∈ Z r \ {0}, the set (l(β m · ϕ(x)) m ) l≥l 0 is dense in T M . Here, to show that for some sequence ε, for x in a dense open subset of Ω and for all α 1 , . . . , α M ∈ Z q \ {0}, γ 1 , . . . , γ N ∈ Z p \ {0}, the sequences (α j · φ/ε) j and (γ k · ψ/ √ ε) k are simultaneously dense in T M and T N (respectively), we need a more precise (uniform w.r.t. l) statement; see iii) below.
First, remark that it is sufficient to restrict to a trigonometric polynomial: given a challenging δ > 0, there is a trigonometric polynomial
3) for E δ and letting δ go to zero gives the result for E. Thus, in the sequel,
and we show that for some sequence ε, for any ω and θ, and for x in a dense open subset of Ω, the differences inf k |α j · (θ − φ/ε) + 2kπ| and inf k |γ k · (ω − ψ/ √ ε) + 2kπ| are less that δ.
A-Begin with some general properties for phases ϕ = (ϕ 1 , . . . , ϕ r ) (satisfying the assumptions above).
i) The set {x ∈ Ω / ∀β ∈ Z r \ {0}, β · ϕ(x) = 0 mod 2π} is a dense open subset of Ω. Indeed, its complementary set is the countable union of {x ∈ Ω / β · ϕ(x) = 2kπ}, which (for each k and β) are closed and have empty interior. Thus, Baire's Theorem concludes.
ii) For any x in this set, and any trigonometric polynomial P (x, ζ),
This is shown by direct summation of geometric series.
iii) The desired uniform density result is: for any x in this set,
The proof of the case M = 1 suffices, since M is finite. Then, the characteristic function of any smooth open set A in the torus can be approximated by a trigonometric polynomial.
Step ii) and a Cantor diagonal argument finally show that the averaged number of points l(β m · ϕ(x)) m in A tends to the measure of A, uniformly w.r.t. l 0 .
B-Now, apply these results to ϕ = φ and ϕ = ψ. The intersection of the corresponding sets from i) is still a dense open subset of Ω. Choose an x in this intersection, as well as ω 0 ∈ T p , θ 0 ∈ T q and δ > 0. iv) The idea is that φ(x)/ε 'turns faster' as ψ(x)/ √ ε. Indeed, for all l 0 ∈ Z \ {0}, iii) shows that there are √ ε = 1/l (for some l ∈ Z, l ≥ l 0 ) and 5) and in fact, the maximal interval I l containing l such that these inequalities are satisfied for all 1/ √ ε ∈ I l has the form
with length e > 0, depending on δ, ω 0 and the integers n k only (not on l 0 and l). v) Finally, we apply iii) to φ: when 1/ √ ε ∈ I l , 1/ε runs over [1/ε 0 , 1/ε 0 + e 2 +2e/ε 0 ], whose length goes to infinity with l 0 . Thus, it contains an interval of the form [l 1 , l 1 + L[, with l 1 and L going to infinity with l 0 . With ζ 0 = θ 0 and β j = α j , iii) says that for any l 0 , there is l such that some 1 (8.5 ) is also satisfied.
The initial-value problem
Before stating the theorem, we must understand the new difficulty arising here. It mainly comes from compatibility conditions: as shown in Proposition 6.3.1, the polarized parts Fu n and GEu ⋆ n determine the whole profile u n . Thus, in this setting, there are restrictions in the choice of initial data.
So as to avoid these restrictions, we could assume that our coherent phase spaces contain 'timelike phases' φ 1 and ψ 1 (see [21] for a definition and Remark 2.3.3 in this reference for the genericity of this assumption). Then, we consider general initial data depending on ω ′ = (ω 2 , . . . , ω p ) and θ ′ = (θ 2 , . . . , θ q ), and construct profiles depending on ω = (ω 1 , ω ′ ) and θ = (θ 1 , θ ′ ): from Proposition 6.1.1, the needed compatibility conditions, e.g. EF n+1 = 0, are equivalent to equations of the type L 1 (∂ θ )U n = F n+1 , which can be seen as an evolution problem on the torus, with initial data u n| ω 1 =θ 1 =0 = v 0 n . They provide correct (polarized) initial data (at t = 0). But case, the pressure p is a function of ρ. We set f (ρ) := p ′ (ρ)/ρ. Weak compressibility means that ρ belongs to a neighbourhood of a constant state ρ 0 = 0: ρ = ρ 0 + ρ ′ , with ρ ′ << 1. We assume p ′ (ρ 0 ) > 0, and denote by c = p ′ (ρ 0 ) the sound velocity.
We are interested in the Cauchy problem associated with (9.1) for initial data of the form
As emphasized in the Introduction, this has two possible interpretations: -Finite time diffraction: a highly oscillating wave, carried by the phase R±ct (generating rays parallel to the horizontal plane y 3 = 0), and slowly modulated (y dependence), is diffracted transversally to the rays. We derive the envelope equations, and prove validity of diffractive optics (on a space-time domain independent of ε).
-Long time propagation (for simplicity, assume g(y, ω, θ) =g(ω, θ)): changing scales as in Example 2 (Introduction), we get initial data
which have ǫ 2 amplitude, smaller than the one of usual weakly nonlinear optics. We are then able to prove existence of the solution to the nonlinear system of conservation laws (9.1) over times of order 1/ǫ. WKB setting: We setũ := (ρ ′ , v) = (ũ 0 ,ũ 1 ,ũ 2 ,ũ 3 ) ∈ R 4 and symmetrize (9.1), taking the product on the left with S(ũ) := Diag(f, ρ, ρ, ρ), so that it becomes
where doted lines are the (j + 1)-th. Now, for ξ = (τ, η) ∈ R 1+3 , setting as a new unknown u := S(0) 1/2ũ , we conjugate by S(0) −1/2 the linearized operator
Initial data take a slightly more restrictive form than in (9.2): The function h ε (y, ω, θ) admits an asymptotic expansion n∈N ε n/2 h n in C ∞ , with smooth h n , 2π-periodic w.r.t. the last three arguments:
h n (y, ω 1 , ω 2 , θ) = Since we are only interested in a qualitative comprehension of the evolution of such a wave, we write in the sequel only equations for the first term u 0 of the expansion u app (x) = ε ε n/2 u n x, ψ √ ε , φ ε .
Phases: So as to generate at first order a single wave, oscillating w.r.t. one rapid phase φ − = R − ct, we consider purely oscillating, polarized initial data: π − (0, y)h V (x, ∂) = ∂ t + c y ′ · ∂ y ′ R , with x = (t, y) = (t, y ′ , z) ∈ R × R 2 × R.
Since ψ | t=0 = (σ, z), V -characteristic generated phases are independent of t, and we set ψ = (σ, z). Profile equations: For some polarized u = ar − (a scalar function , r − = (1, y 1 /R, y 2 /R)/ √ 2)), the nonlinear term B(x, u) = j ∂ j φ − (x)(∂ u A j (0).u) in the profile equations is fully described by the self-interaction coefficient c − :
As quoted by P. Donnat in [9] , this coefficient is the same as for usual weakly nonlinear geometric optics. In particular, B(u, ∂ θ )u is the derivative of a function, which corresponds to the fact that the system (9.1) is conservative (this explains why only oscillations are propagated). Consequently, the amplitude a 0 of u 0 satisfies: As before, π 0 et π i are spectral projectors on the kernels of L 1 (dφ 0 ) and L 1 (dφ i ), respectively. Hence, initial data have spectrum Z 0 ∪ Z i . From nonlinear interactions, the characteristic phases generated by φ 0 and φ i are only multiples of: φ r = φ 0 + φ i = cos(σ r )y 1 + sin(σ r )y 2 − ct, where σ i + σ r = π.
We can interpret this computation as the reflection of the incident sound wave (oscillating according to φ i ) on the entropy wave (oscillating according to φ 0 ), which gives rise to a reflected wave.
This time, the first term of the Ansatz is: u 0, * = a * r * for * = i, r, with r * = (1, cos σ * , sin σ * , 0)/ √ 2 u 0,0 = a 0,1 r 1 + a 0,2 r 2 , with r 1 = (0, 0, 1, 0), r 2 = (0, 0, 0, 1).
For each mode γ ∈ Z * , the amplitude a γ (a * = γ∈Z * a γ e iγ·θ ) satisfies an equation of the form
Transport operators V * and second order operators D * are defined at Paragraph 9.1. We now compute nonlinear B terms. The amplitude a 0,2 corresponds to the third component of the velocity (for r 0,2 = (0, 0, 0, 1)). Since it vanishes at time t = 0, it vanishes for every time. Equation (9.1a) is particularly simple, and there are several reasons to this fact. First, the absence of self -interaction terms comes from linear degeneracy of the entropy mode. Vanishing of other coupling terms is due to the particular form of nonlinearities (cf. [15] ): two sound waves cannot generate any entropy wave. Finally, the gradient of φ 0 belongs to a flat part of the characteristic variety, so that the corresponding diffraction coefficients also vanish.
The two other equations are similar to the ones from nonlinear geometric optics for 2-d Euler equations, with simply diffraction terms ∂ −1 θ D(∂ ω ) added. The interaction of these diffracted waves, the incident and the reflected one, is thus obtained via linear coupling through the kernel a 0,1 (independently defined).
