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1. INTRODUCTION 
S. Ramanujan left an overwhelming heritage of intriguing, fascinating 
and useful formulas at his death in 1920. Amongs these are several entries 
in Chapter 12 and 16 of his 2. Notebook [7], where the values of certain 
continued fractions are given in terms of the gamma function or its 
q-analogue. As we all know, his notebooks are just long lists of statement 
or formulas with no proofs. Often he also neglected to give the conditions 
under which the various formulas are valid. In the very interesting papers 
[l] and [2], B. C. Berndt et al. continued the work of B. M. Wilson and 
systematically found proofs and sufficient conditions for every entry in 
these two chapters mentioned. 
In this paper we shall extend the domains of validity for several of these 
results (Section 4). The technique used is based on analytic continuation. 
By establishing uniform convergence of the continued fraction in question 
with respect to each of its parameters, the result follows. In Section 2 we 
describe how this can be done on the basis of the well-known parabola 
theorems for continued fractions. 
This technique can also be used to prove some of Ramanujan’s 
continued fraction formulas “from scratch.” The method is described in 
Section 3. As an illustration we give a more direct proof of the following 
beautiful result: 
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RAMANUJAN’S CONTINUED FRACTIONS 
Entry 2.16.12 
413 
(a2q3; q4L (b2q3; q4L 
(a2q; s”L (b2q; q4L 
1 (a-bq)(b-uq) (a-bq3)(b-uq3) 
=1+ (1 -ub)(q2+ l)+ (1 -ab)(q4+ 1) + ... 
for a, b, qEC such that 
either a = bq 2m+1 for an mEZ, 
or labI < 1 and 141 < 1. 
The standard notation 
k-l 
tai q)k = (a)k = n t1 - q”) for k=O, 1, . . . . co 
II=0 
has here been used. The numbering of the entry refers to Notebook 2, 
Chapter 16, Entry 12. This notation will be used throughout this paper. It 
may be noted that the domain of validity for Entry 2.16.12 as given here is 
not consistent with the one given in [l]. This has to do with a minor 
mistake in the proof in [ 11. 
For lab/ = 1 the continued fraction diverges. For labi > 1 the continued 
fraction is equivalent to 
-Ilab (l/a-q/b)(W-q/u) U/a-q3/Wlb-q3/4 
1 - I/ah+ (t- I/ub)(q2+ 1) + (1 - l/ub)(q4+ 1) + ... ’ 
Hence it converges to 
1 (q3,‘u2; q4L (q3/b2; q4), 
-2 (s/a’; q41w (q/b2; q4), ’ 
which is not equal to the left hand side of Entry 2.16.12 in general. 
Some of the proofs in [ 1] and [2] are slightly insufficient. They can also 
be made correct by this technique. As an example we give a proof of the 
following crucial result. 
Entry 2.12.35 
Let X, p, m, n E C and y = x2- (1 -wz)~ and t = (n2 - p2)( 1 - 2~). If 
either p, m, or n is an integer or Re x > 0, then 
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1-P 2pmn 4(p2- 12)(m2- 12)(n2- 12) 
1+x2-p2-m2-n2+ 1+ 3(x2-p2-m*-n*+5) 
4(p2 - 22)(m2 - 2’)(n2 - 22) 
+ 5(x2-p2-m*-n*+ 13) + ... 
2pmn 2(1 -m)(l*-n’) 2(1 +m)(l*-p2) 
=y+ t-2p*m+ 1 + 3y+t 
2(2-m)(22-n2) 2(2+m)(2*-p2) 
+ 1 + 5y + t + . ..’ 
where 
( T((x+p+m+n+1)/2)T((x+p-m-n+1)/2) P= xT((x-p+m-n+1)/2)T((x-p-m+n+1)/2) > 
( 
r((x-p-m-n+ 1)/2)T((x-p+m+n+ 1)/2) 
xQ(x+p-m+n+ 1)/2)T((x+p+m-n+ 1)/2) > 
The partial denominators of the first continued fraction have the form 
b,=(2k- 1)(x*-p2-m2-n2+2k2-2k+ 1). 
If neither p, m, nor n is an integer, then the following holds. For Re x = 0 
but x # 0 the continued fraction diverges. For Re x < 0 the equality no 
longer holds in general, since the right hand side is an even function of x 
whereas the left hand side is not. 
Entry 2.12.35 is obtained from the following result by a limiting process: 
Entry 2.12.40 
Let 
where the product contains eight gamma functions, and where the argu- 
ment of each gamma function contains an even number of minus signs. 
Similarly, let 
where the product contains 8 gamma functions, and where the argument of 
each gamma function contains an odd number of minus signs. Further, let 
rI (a2 - k2), c m*, and C cx4 be defined by 
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fl (a’-k2)=(a2- k2)(p2-k2)(y2-k2)(S2-k2)(E2-k2), 
1 U2 = U2 + b’ + y2 + d2 + E2, 
Then 
64 JJ (u2- 12) 
+ 3(2(x a4 + 1) - (C a2 - 5)2 - 62) 
64 n (a2 - 22) 
+ 5(2(X u4 + 1) - (C a2 - 13)2 - 142) + . . . 
for a, 8, y, 6 E C and E E Z. The partial denominators of this continued 
fraction have the form b, = (2k - 1)(2(z ~1~ + 1) - (C u2 - 2k2 + 2k - 1)’ - 
(2k2 - 2k + 2)2). 
This result was proved by Watson [9]. Because of the symmetry it 
naturally also holds if 8, y, or 6 is an integer and E E C. The relationship to 
Entry 2.12.35 is not hard to see. Entry 2.12.40 is indeed an imposing piece 
of mathematics. It has been called “one of Ramanujan’s crowning 
achievements in the theory of continued fractions” [2, p. 2871 and “the 
best of the theorems on continued fractions to be found in Ramanujan’s 
manuscript notebook” [9, p. 71. However, it has a very disturbing form. 
The continued fraction does not change if we permute the parameters, 
a, B, y, 6, and E. Yet it seems that a plays a special role in the expression 
on the left hand side of the identity. Watson recongized this. In [9] he says 
on the first page: “It may be mentioned that Ramanujan also asserted that 
a sufficient condition for the validity of his [this] formula is that a = +n, 
but this is incorrect; for, when a = +n, the continued fraction is an elemen- 
tary function of p, y, 6, E, while, in general, the expression on the left is 
not.” In Section 5 we confirm Watson’s statement and prove the following 
result: 
THEOREM 1.1. The continued fraction in Entry 2.12.40 converges to a 
meromorphic function F(a, /I, y, 6, E) in C5 such that F# (P - Q)/(P + Q), 
where P and Q are as in Entry 2.12.40. 
Hence the continued fraction in Entry 2.12.40 converges to another func- 
tion than the one given (although their values coincide at points where at 
least one of the parameters 8, y, 6, or E is an integer). Which function is 
another question which we shall not try to answer here. 
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2. THE BASIC TOOLS 
We consider continued fractions 
b,+K$‘=b,,+a’ 2 
b, + 6, + ... 
=b,+ a’ 
n b,++ 
2 . 
with complex elements a,, 6,. In line with Ramanujan we adopt the 
convention that if a,=0 and a, #O for all n < N, then the continued 
fraction terminates and has the value 
N-l 
f=fN-,=bbo+ K :=&,+a’ 2 
aNpl 
- 
b,+b,+ ... +bN-,’ n=l n 
(2.1) 
This has the advantage that the continued fraction is always well defined. 
If all a, # 0, then K(a,/b,) may converge or diverge; i.e., its sequence of 
approximants 
.L=bo+;+~+ 1 2 F n for n = 0, 1, 2, . . . ... (2.2) 
converges or diverges in C = C u {cc }. A long list of useful and well-known 
convergence criteria is at our disposal. We shall here use a mixture of the 
parabola theorems stated in [S, Theorems 4.42, 4.43, pp. 105-1073: 
The Parabola Theorem 
Let 8 be a fixed number, - 7~12 < 8 < 7t/2, and let K(a,/l ) be a continued 
fraction with all elements a, contained in the parabolic region 
P,= {zEC; IzI -Re(zePi2’)<~cos20}. (2.3) 
Then the following hold. 
A. The approximants f, are all finite and contained in the half plane 
Ve= {z~C;Re(ze~“)a -~cos8}. (2.4) 
B. {f2n + i } and {f2n} both converge to finite values. 
C. If all a, # 0, then K(a,/l) converges (to a finite value) if and only 
if 
where d, = fi LZ~-‘)“+~-‘. 
k=l 
(2.5) 
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Remarks 2.1. 1. If a, = 0 and a,, # 0 for n < N, then both fzn + , and fzn 
converge to fNp,, the value of the continued fraction. This follows since the 
approximants fLN' of the Nth tail of K(a,/l), 
UN+1 aN+2 aN+3 - - - 
1 + 1 + 1 + . ..’ 
are bounded away from - 1 by part A of the theorem. 
2. The parabola theorem can also be used for continued fractions of 
the form K(a,/b,). It is well known that if all 6, ~0, then K(a,/b,) z 
K( c,/l ), where 
cl =M,, c, = anIb, 6, - l for n> 1. (2.7) 
(Equivalence: K(a,/b,) z K(p,/q,) if they have the same sequence of 
approximants. If all a,, # 0, then we also have that K(a,/b,) M K( l/b,d,), 
where d, is as given by (2.5).) 
3. The condition (2.5) holds if there exist an M > 0 and a subsequence 
(a,,} such that 1 anrl < Mn: for all k E N. 
If one is working with continued fractions K(a,(z)/b,(z)) depending on 
a parameter z, it is important to be able to establish not only such 
pointwise convergence, but uniform convergence in some sense. The follow- 
ing concept may then be helpful: (Q,}z=, , 52, c C*, Q,\( (0) x C) # 0, 
is a uniform sequence of convergence regions for continued fractions 
K(a,/b,) if there exists a corresponding sequence {A,,} of positive numbers 
converging to 0 such that (a,, 6,) E 0, for all n implies that 
(i) K(a,/b,) converges to a finite value f, and 
(ii) its approximants satisfy If - f,l G ;1, for all n. 
Best known is perhaps the uniform parabola theorem [S, Theorem 4.40, 
p. 993. A slightly more general version follows from a closer study of the 
proofs in [S]: 
The Uniform Parabola Theorem 
Let -1~12 < 6 < rr/2 and 0 <MC co be arbitrarily chosen, and let 
Q,,=E,x {l}, where 
2 
E,= ZEC; IzI -Re(ze-“‘)< & cos20 and IzI < M . (2.8) 
Then {Q,} is a uniform sequence of convergence regions. 
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Remarks 2.2. 1. It also follows from [S] that if all a,, E En, then all tail 
approximants fiN’ E I’,,,, where 
VN= 
i 
N+l 
z~C;Re(ze~“)> -- 
2N+l 
cos 8 for N=O, 1, 2, . . . . (2.9) 
This also holds if A4 = co. This means in particular that Remark 2.1.1 still 
applies. 
2. If a, + - l/4, then a, E E, from some n on if there exists a 
6 > 0 such that larg(a, + l/4) - $1 < 7c/2 - 6 from some n on, where II/ = 
arctan( -cot 0) * n/2 E ( - 7c/2, n/2). 
3. If a,= -1/4+&~~+o(n-~), where ~EC\(-co, -l/16], then 
u,,,+“EE, for all HEN for some NENu{O}, where 8=0 for PER, 
8 = $ arg(p) otherwise. Hence, the Nth tail of K(a,/l) converges, and thus 
K(a,/l) itself converges (in t). 
4. If K(a,(z)/l) has holomorphic elements a,: D + C such that 
lima,(z)= a(z) locally uniformly in D, then K(a,(z)/l) converges to a 
meromorphic function f in D, = {z ED; all a,(z) # 0 and larg (a(z) + l/4)1 
< z}, or tof(z) E cc in D,. The convergence is uniform on compact subsets 
C G D, such that cc 4 f(C). 
This can be seen by the following argument. Let z0 E D, be chosen 
arbitrarily. If a(zo) E R then let 8 = 0, otherwise let 8 = $ arg a(~~). Then 
there exist a closed neighborhood B G D of z0 and an NE N such that 
a,(z)~ E, for all n> N and ZE B. Hence K,“=, (aN+Jz)/l) converges 
uniformly to the holomorphic function fN’(z) in B. This means that 
K(a,(z)/l) converges to 
.oz)= 
al(z) a) a&) -- 
1 + 1 + ‘.. + l+f’“‘(z) for ZE B. 
(2.10) 
If f(z) # co in B, then this convergence is also uniform. Let C be an 
arbitrary compact subset of Do. Then the covering u,, c B, of C by open 
neighborhoods B, as described above has a finite subcovering. This proves 
the assertion. 
5. In the previous remark and in the rest of the paper, uniform 
convergence of a continued fraction K(a,(z)/b,(z)) tof(z) on a set C means 
that its approximants fJz) satisfy 
lim sup If,(z) -f(z)/ = 0. 
n-cc zcc 
(2.11) 
That is, what one also might call uniform convergence obtained from some 
n on. 
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6. In Remark 2.2.4 we may include points Z~E DO with a,(~,) = 0, if 
f’“)(zo) # -1 for all N such that aN(zO) = 0. To prove that fN)(zO) # -1, 
Remark 2.2.1 may be useful. 
7. At points z. where nn(zO) -+ -$ in Remark 2.2.4, the observations in 
Remarks 2.2.2 and 22.3 give sufficient conditions for including z0 in D,. 
Another important tool in our investigations is the concept of the even 
and odd parts of a continued fraction K(a,/b,). Let {f,},“=, denote the 
approximants of K(a,/b,). Then the even part of K(a,,/b,) is a continued 
fraction with approximants {Jz,J~zO, and the odd part of K(a,/b,>) is a 
continued fraction with approximants {Jz, + r }z==,. It is well known (see 
for instance [ 5, Theorems 2.10 and 2.11, pp. 42-431) that the even part of 
K(a,/b,) exists if all bz,, # 0, and can be written 
a,b2 a2ad4 
a, + h, 6, - b,a, + b,a, + b2b3b4 
a4a,b6b2 w&b4 
- b,a, + b,a, + b,b,b, -b,a, + b,a, + b,b,b, - 
(even part ), 
(2.12) 
and that the odd part of K(a,/b,) exists if all b,,- 1 # 0, and can be written 
Al ala2W, -- 
b, b,a,+b,a2+b,b2b, 
w&b, a5a6W3 
-b,a,+b,a,+b,b,b,--b,a,+b,a,+b,b,b,- ... 
(odd part ). 
(2.13) 
Clearly, if K(a,/b,) converges to S, then so do its even and odd parts. 
Conversely, if the even and odd parts converge to f, and f,, respectively, 
then K(a,/b,) converges to f, if f, = f,. From these reflections combined 
with the uniform parabola theorem we get: 
THEOREM 2.3. Let 
k=O k=O 
for n = 1, 2, 3, ..(2.14) 
b 2n-I@)= i bk(Z)nk, L(z)= i 6k(z)nk 
k=O k=O 
be polynomials in n, where a/l ak, yk, bk, and 6, are entire functions of z, 
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and a,(z) y,(z) b,(z) 6,(z) & 0. Further let b = {z E C; p4(z) 6,(z) # 0 and 
all a,(z) # 0}, and let D be defined in the following way: 
(i) if q + r > p, then D = d; 
(ii) ifq+r= p, then 
up(z) Y,(Z) 
(ap(z)+Yp(Z)+Pq(Z)6,(z))* ; 
(iii) if q + r = p - 1 and U,(Z) = y,(z), then 
D = (z E b; B,(z) &(z)/~,(z) $ C - co,01 >; 
(iv) if q + r = p - 2 and a,(z) = y,(z), then 
(v) ifq+r=p-2, ap(z)=yp(z) and ~l,~~(z)=y~-~(z), then 
D= {ZEN; B,(z) ~,(z)/a,(z)$ [I-cQ -(r+ 112/41} 
Then (under such additional conditions) K(a,(z)/b,(z)) converges in D to a 
function f, meromorphic or identically co in each component of D. The 
convergence is uniform on compact subsets C E D for which co 4 f(C). Here 
a-l(z)=ypl(z)-o. 
Proof We let ~l~(z)=y~(z)=/I,Jz)=?l~(z)=O for k<O. Let C be a 
compact subset of D. All b,(z) #O in C from some n on. If b,(z) = 0 for 
some n and z E C, we can consider a tail of the continued fraction. Clearly, 
if we can prove the theorem for a tail, then the theorem also holds for the 
continued fraction itself. Without loss of generality we therefore assume 
that all b,(z) # 0 in C. Then K(a,(z)/b,(z)) z K(c,(z)/l), where c, is given 
by (2.7). 
(i) q+r>p. Then c,(z) -0 uniformly in C. 
follows from Remark 2.2.4. 
(ii) q+r=p. The even part, K(p,(z)/q,(z)), of 
elements p,(z), q,,(z) such that 
Hence, the result 
P,(Z) -a,(z) y,(z) 6:(z) nZpf2’+ ... 
qnpl(z) 4n(z)=~f(z)C~p(z)+~p(z)+P4(z) ~r(~)12n2p+2r+ ... 
-ap(z) Y,(Z) 
- [a,(z) + Y,(Z) + B,(z) s&)1* 
uniformly in C. 
(2.15) 
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Likewise, the odd part, K(s,(z)/t,(z)), of K(a,(z)/b,(z)) has elements ,(z), 
t,(z) such that 
S”(Z) 
f,, - 1(z) t,(z) -xX+ 
-$(Z) Y,(Z) 
C@z) + Y,(Z) + P,(z) W)12 
uniformly in C. 
(2.16) 
From Remark 2.2.4 it follows therefore that K(p,(z)/q,(z)) converges to a 
function f,(z) in C, and K(s,(z)/t,(z)) converges to a function J,(z) in C. 
The two functions are meromorphic or identically a3 in each component of 
C, and the convergence is uniform if f, (or f,, respectively) is finite in C. 
It remains to prove that f,(z) = f,(z) in C. Let 
zzn - L(Z) = a,(z) hi(Z) = Y,(Z) P,G) 6,(z)’ S,(z) S,(z) for n= 1,2, 3, . . . . 
(2.17) 
Then the continued fraction K(ii,,(z)/l) is 2-periodic. We shall use the 
fohowing properties of such 2-periodic continued fractions K(q5,,/1): If 
4&h/(1 +4, +~J~)~EC\[:L a), then 
(M) K(q5,/1) converges. (See for instance [S, Theorem 3.1, p. 471.) 
(j?) there exists neighborhoods B, and B, of q5, and q&, respec- 
tively, such that every continued fraction K($,/l ) with I++~,, _ L EB,, I,JI~~ E B, 
converges [4, Theorem 2.23. Since 
Q2n - 1(z) %2(z) 
L - ~(2) baa - 1 (z> 
-+ C,(z), 
L-I(Z) b,,(z) + h(z) 
locally uniformly in D, and 
46,(z) n*(z) 4%(Z) Y,(Z) 
(1 + fit(z) + 4(z))2 = C@,(Z) + Y,(Z) + P,(z) U41Z’ 
the result follows. 
(iii) q+ r =p- 1 and up(z) E yJz). Let pn, qn, s,, and t, be as in 
case (ii). Then 
P*(Z) 1 
44w4&)= -z+ 
P,(z) S,(z) n2p+2r- ’ + . . . 
4aJz) n2p+2r+ . . . 
and 
s,(z) 1 &(z)6,(z)n2~+2~-L+ ‘.. 
t, _ ,(z) t,(z) = - 4 
+ 
4a,(z)n*p+*y+ “. . 
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Hence, the even (odd) approximants {fJz)} ( {f2n+ i(z)}) of K(a,(z)/b,(z)) 
converge to a function f, ( f,) in D such that f, (f,) is meromorphic or 
identically CO in each component of D. The convergence is uniform on 
compact subsets C of D for which co 4 f,(C) (00 6 f,(C)). 
To see that f,(z) = fo(z), we observe that for every fixed z E D, choosing 
0 = 4 arg(cc,(z)//?,(z) 6,(z)), we have that a,(z)/b,(z) b,- 1(z) E P, as given 
by (2.3) from some n on. Hence the result follows from the parabola 
theorem. 
(iv) q + r = p - 2 and txP(z) = y,(z). With pn, qnr s,, and t, as earlier, 
‘we have (not writing the variable z) 
Pn= --+ 1 {[(r+l)cr,+cr,_,- yp-,]*+4Clp&br-C(;}+ ... 
4 16+* + . . . 
(2.18) 
4n-14n 
and 
_ -L+ {C(r+l)a,+q-I- S” ypJ*+4Clp&Br-CI;} + .‘. 
t t 4 16+2*+ ... 
(2.19) 
n-l ” 
In evidence of Remarks 2.2.7 and 2.2.3 we thus have that f2Jz) + f,(z) and 
f2n + ,(z) + f,(z) in D as previously. 
To prove that f,(z) = f,(z) in D, it suffices to prove that K(a,(z)/b,(z)) 
converges pointwise in D. Let z E D be arbitrarily chosen and fixed. We 
introduce a new complex parameter o such that 
br,_,(z,w)=b,,_,(z)-op,(z)n4-’ 
for 
b;Jz, co) = b,,,(z) - OS,(Z) rz- ’ 
n = 1, 2, 3, . . . 
Then the following hold. 
(a) The even and odd parts of K(a,(z)/b,*(z, w)) converge to 
functions fe*(z, o) and fz(z, w) for all WE C, where f,* and f: are 
meromorphic in C or identically co. This follows from the arguments 
above. 
(/I) There exists a domain E c C such that a,(z)/b,*- ,(z, co) b,*(z, co) 
E PO for all o E E from some n on, where P, is given by (2.3) with 
0 = i arg(a,(z)//?,(z) 6,(z)). This follows since 
pon2 + v,n E P,, (2.20) 
where 8 = f arg pO, from some n on if 
IIm(v,e-i20)12 < 1~~1 cos*B, (2.21) 
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and since 
Up(Z) 
= B,(z) 6,(z) ?I2 + ( ( 
YPLI(Z) 6,-‘(Z) B,-l(Z) t20 n+ ..I ) 
@-/J(z) 6,(z) B,(z) > > 
and a similar expression holds for uZn _ i(z)/@,- 2(z, w) b:,,- 1(z, w). (Just 
choose w with sufficiently large, positive real part.) 
Since therefore fe*(z, w) =fO*(z, w) for all OE E, we have fe*(z, 0) E 
fO*(z, o) for all w E C. In particular we have equality for o = 0. 
(v) Follows directly from (iv). 
Remarks 2.4. 1. The list of cases can very well be made longer. But this 
suffices for our purpose. 
2. Theorem 2.3 concerns continued fractions of a k-periodic nature 
with k = 2. For k > 2 one can just operate with the corresponding contrac- 
tions (instead of taking even and odd parts). 
3. Pointwise convergence for cases where a,(z) = Ckp,O ak(z) nk and 
b,(z) = x:=0 Bk(z) nk is previously proved by Perron [6, Satz 6.1, p. 2731. 
This can be regarded as a special case of Theorem 2.3. 
4. Theorem 2.3 (and other cases) can also be proved by solving the 
corresponding recurrence relation 
x,(z) = b,(z) xn- I(z) + u,(z) x,-,(z) for n = 1, 2, 3, . . . 
by Birkhoff’s method. 
In this paper we shall apply Theorem 2.3 in the following elementary 
way: Suppose that K(u,(z)/b,(z)) satisfies the conditions for one of the 
cases in the theorem, and assume that it converges to a function F(z) on 
a set A ED. If A is an infinite set with at least one limit point, then 
K(u,(z)/b,(z)) converges in D to an analytic continuation of F(z). 
3. A METHOD FOR PROVING SOME OF RAMANUJAN'S 
CONTINUED FRACTION FORMULAS 
We shall use the method of analytic continuation as described in 
Section 2 to prove some formulas of the form 
f’(p) = b,(p) + Wa,(p)lb,,(p)) for PED, (3.1) 
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where D is a complex domain (i.e., an open, connected set), a,, b, are 
analytic in D, and F is meromorphic or identically cc in D. (The formula 
may depend on more than one parameter, but we vary just one at the 
time.) The method can be described in the following way: 
Ml. Let Tc D denote the set of values for p for which the continued 
fraction terminates. 
M2. Let Cl(T) denote the closure of T in D. The method depends on 
Cl(T) having a limit point rO. 
M3. Prove the identity (3.1) for all PE Tu {to}. 
M4. Let N(p), p E T, denote the smallest index it for which a,(p) = 0. 
Prove that b,(p) + fcN’( p) # 0 for N = N(p) for all p E T, where fcN’(p) is 
the value of the Nth tail 
UN+ I(P) a/v+,(p) ~ ~ 
biv+ I(P) + b,+z(p) + ... 
(3.2) 
of K(a,(p)/b,(p)). (See Remarks 2.1.1 and 2.2.1.) We then know that the 
approximants 
fk(p) = a,(p) a,(p) a,(p) - - 
b,(p) + b,(p) + ... + b,(p) 
for k = 1, 2, 3, . . . (3.3) 
are a sequence of meromorphic functions in D with lim,, aD fk(p) = 
.fNcpl-,(~)=F(p) for allpe Tu {to>. 
M5. Let D, c D be a domain containing to, such that K(a,(p)/b,(p)) 
converges to a meromorphic function f(p) or to f(p) = co in Do. Then 
f(p) = F(p) in D, by virtue of Vitali’s theorem. 
M6. Include (possibly) the points D\DO, either by analytic continua- 
tion or by pointwise checking. 
As an example we prove Entry 2.16.12, which was presented in the intro- 
duction. We shall use the following lemma, which is easily established by 
induction. 
LEMMA 3.1. We have 
k=O k=O 
for XEC and qEC. 
Proof of Entry 2.16.12. We consider the parameters b and q as fixed, 
arbitrary complex numbers with 141 < 1. Then D = {aEC; labI < 1). 
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Ml. Let T= {bqzm+‘; menu (0) and 1b2q2”+‘1 cl}. 
M2. Cl(T) = Tu (0). Let t, = 0. 
M3. To prove the identity for a E T, we first assume that b # 0 and 
q # 0. For a = bq2”+ ‘, the left hand side can be written 
By means of Lemma 3.1 we thus have 
f (-l)ktq 4(m+ ’ -k); q4)k q2k2(b2q)k 
1.h.s. =m$;o (q4; q4)k 
,;, (-~)k(q4(n,+2-k);q4)kq2k’-2k(b2q)k 
(q4; q4)k 
The right hand side of the entry is the terminating continued fraction 
1 b*q(l -q*“)(l -q2m+2) b2q3(1-q2m-2)(1-q2m+4) 
I-b2q2”+‘- (l-b*q*“+‘)(q*+l) - (l-b2q2”+‘)(q4+1) 
b*q*” - ’ (1 -s2)(l -q4”) 
- - (1 - b2q2” + ‘)(q2m + I) 
1 4 b*q d,b*q dmb*q 
=1-b2q2”+1+1-b2q2m+1+~-b2q2m+1+ .., +1-b2q2m+l’ 
(3.4) 
where 
d = _ (1-4*v -q2m+2) d,= -’ 
2n-2(1 -q2”~2”+2)(1 -q2m+2n) 
I q*+1 ’ (q*n+ l)(q2”-2+ 1) 
for 2 <n < m. By induction it follows that 
m+lpn 
F,,= 1 (-i)k(q 
%+*--k--n); q4)k (eq*; q*)n-, 
k=O (q4; q4)k (-4 2k+2; q2)np, 
(-4 
2+2n+4; q2)n- 1 
‘(-4 
2m~Zk~Znf4; q2)n-L .q 
2k2 + 2nk - 2k(bZq)k 
for n = 0, 1, 2, . . . . m + 1 satisfies the recurrence relation 
F,=(1-q2m+1b2)Fn+++dn+1b2qFn+2 for n = 0, 1, . . . . m - 1. 
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Since F,,, = 1 - b*q*“+ I, F, + 1 = 1, and 
FO d, b2q F= 1 -b*q*m+‘+- 
1 FdF2 
= 1 -b*q*“+‘+ d, b*q 4b’q 
1 - b2q2” + ’ + F,jF, 
= 1 -b*q*“‘+‘+ d, b2q dmzb*q 
l-b*q”“+‘+ ... +F,,,/F,+,’ 
it follows that the terminating continued fraction (3.4) has the value F,/F,. 
But that is exactly the expression we found for the left hand side of 
Entry 2.16.12. Hence, the identity holds for all a E T. 
If b = 0 or q = 0, then the identity holds trivially for a E T=TO}. 
For a = to = 0, the identity reduces to 
(b2q3; q4), 1 b*q b2q3 b2qs - - - 
(b2q; q4L =i-q2+1-q4+1-q6+1- . . . 
(3.5) 
From Entry 2.16.15 it follows immediately (with a = - 1, q replaced by q*, 
and b replaced by - b2/q) that for [q( < 1 this continued fraction converges 
to 
f (-b*/q)kq*k2+2k 
k=O t-q*; q*)k (q*; q2)k 
f ( -6*/q)” qZk2 
kc,, (-q2; q*)k (q*; dk > 
(3.6) 
which is equal to the left hand side of (3.5). (This follows from Entry 2.16.8 
with q, 6, c, d replaced by q4, 0, 1, and 0, respectively, and with a = b2q3 in 
the numerator and c1= b*q in the denominator. It is also a direct conse- 
quence of Lemma 3.1.) 
M4. We have N( bq2” + ’ ) = m + 2, and 
ak+l 
c -- 
k+l-bkbk+, 
b*q*” + ’ 
(1 -q2k-2m-2)(l -q2m+2k-l) 
= (1 -b2q2?,2+1)*’ (1 +qZk)(f +q2k-2) 
for k>m+l 
when a = bq’“+‘. Let /q( < 1. Then there exists an ME R such that ck + 1 E P, 
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given by (2.3) with 8 = 0 for all k > m + 1 > M. In view of Remark 2.1.1 this 
concludes M4. 
M5. Let D, = D, m > 0, and 14) < 1. Since 
(a-bqZ~-‘)(b-aqZ~-‘) ab 
C 
k+1=(1-ab)2(q2k+1)(q2kP2+1)+(1-ab)2 
locally uniformly with respect o a, b, and q (as long as 141 < 1 ), the result 
follows by Remark 2.2.4 if ab/(l - ab)2$ (- co, -l/4]. But this last 
condition is equivalent to labi < 1 in D because of properties of the Koebe 
function. 1 
The method breaks the task of proving the identity in its full generality 
into two simpler problems: proving the identity for LIE T and for Q = tO. 
The remaining part of this section will be devoted to a problem with 
some proofs in [ 11 and [2] of the following type: If (3.1) holds, i.e., 
F(p) = b,(p) + K(a,( p)/b,(p)) for all p in a domain D, and if 
lim F(p) = G, lim a,(p) = en, lim b,,(p) = d, 
p-4 p-4 P-Y 
for all n E N, then G = K(e,/d,). Clearly, this argument does not hold in 
general. Counterexamples can be constructed. But if b,(p) + K(a,(p)/b,(p)) 
converges uniformly with respect to p in a neighborhood of q, and if 
limp + yfk(p) = gk um~ormly with respect o k in some neighborhood of co, 
wheref,(p) and gk denote the approximants of b,(p) + K(a,(p)/b,(p)) and 
do + K(e,/d,,), respectively, then it is valid. This follows since IG - g,( < 
IG - F(P)\ + IF(P) - fk(P)I + ifk(P) - gkl. That lim,w, fkb) = gk 
uniformly with respect to k follows under these conditions if 
lim p + y 4 P) = e,, and lim, + y b,(p) =d,, uniformly with respect to k, 
and { gk} converges. As an example we prove Entry 2.12.35, which was 
presented in the introduction. 
Proof of Entry 2.12.35. We shall first prove the first equality in this 
entry. If either p, m, or n is an integer, then the continued fraction ter- 
minates, and the identity follows from Entry 2.12.40 [9]: Let K(uk(E)/bk(E)) 
denote the continued fraction in Entry 2.12.40 after the substitution of x + E 
for a. Then Watson proved that 
lim cm4 ak(&) = ek, lim EC’b,(E) = dk, (3.7) e-cc E-0 
where K(eJd,) denotes the first continued fraction in Entry 2.12.35. 
Further, he proved that the left hand side of Entry 2.12.40 approaches the 
left hand side of Entry 2.12.35 as E + co. This concluded his proof, since the 
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continued fractions are finite for p, m, or n E Z. (The multiplication by E p4 
and EC=, respectively, in (3.7) amounts to an equivalence transformation of 
K(4E)Ibk(E)).) 
But what if p, m, and n are all nonintegers? We can still use the same 
limiting process, but now we want 
(i) E + 00 through positive, integral values, 
(ii) the convergence in (3.7) is uniform with respect o k for k large 
enough, 
(iii) K(+(E)/~~(E)) converges uniformly with respect to E for EEN 
large enough, and 
(iv) K(e,/d,) converges. 
In view of (3.7), (ii) follows immediately. To confirm (iii) we observe that 
al(E) Cl(&) = - = 8ByS(s2 + EX) 
hi(s) 4(x2 -B’- y2 - a2 + 1)(s2 + EX) + constant’ 
1 
C*“(B)=biPc;;:~;(E)= -4+ 
3k4 + (Ed + 2xs3)(4x2 - 1) + lower terms 
16k6 + 16E4k2 + lower terms ’ 
Let Ek denote the parabolic region given by (2.8) with 13 = 0. For simplicity 
we choose x positive and so large that C,(E) E E, for all sufficiently large E, 
say x > x0 > 0. Then there exists an NE N such that c~(E) E Ek for all k E N 
and E EN with E Z N (see Remark 2.2.3). (iii) follows then from the uniform 
parabola theorem for this special case where x 2 x0. 
Concerning (iv), we find that K(e,/d,) converges to a meromorphic func- 
tion of x, p, m, and n for p, m, n E C and x2 E C\( - 00, 0] by the evidence 
of Remark 2.2.3. 
This proves that 
1-P 
ae/J4 = 1+p for x>x,>O. 
Since both sides of this identity are meromorphic functions for Re x > 0 
(indeed also for Re x < 0), it follows by Vitali’s theorem that the identity 
holds for all x in the right half plane, Re x > 0. 
To prove the second equality we observe that the first continued fraction 
is the even part of the second one. Hence the result follows since the second 
continued fraction converges if x2 E C\[ - 00, 0] by the evidence of 
Theorem 2.3. 
What happens if the second continued fraction terminates? If p E Z or 
-m E N, then both continued fractions terminate, and the second 
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continued fraction has exactly twice as many elements as the first one. 
Since the equality holds for the even part it also holds for the other one. 
If n E Z or m E N both continued fractions terminate. Counting also the 
term with partial numerator zero in the second continued fraction, we 
again have that this one has exactly twice as many elements as the first one. 
Hence, the equality still holds. 1 
Entry 2.16.10 is very similar to Entry 2.12.35 and can be proved in a 
similar way. Also here we get a larger domain of validity compared to the 
one given in [ 11. Indeed, Entry 2.16.10 holds if the continued fraction ter- 
minates or if the parameters are arbitrary complex numbers with Re x > 0. 
4. DOMAIN OF VALIDITY OF SOME OF 
RAMANUJAN'S CONTINUED FRACTION FORMULAS 
In this section we consider entries from Chapters 12 and 16 of Ramanu- 
jan’s 2. Notebook [7]. The numbering is as explained in the Introduction. 
By using the results proved in [l] and [2] and combining them with 
observations from Section 2, we are able to extend the domains of validity 
for some of these entries (as compared to the presentation in [ 1 ] and [Z] ). 
The sufficient conditions given in [ 1 ] and [2] we denote by C. The milder 
sufficient conditions obtained here we denote by E. 
Entry 2.12.13 
ab (a + d)(b + d) (a + 2d)(b + 2d) 
‘=a+b+d- a+b+3d - a+b+5d - ... . 
C. a<b and d>O. 
E. Either a,b,deC with d#O, b# -kd for keNu {0}, and 
Re((a - b)/d) < 0, 
ora,b,cECwitha=bandb#-kdforkENu{O}, 
or d=O and Ib( > Ial, 
ora=-mdandb#-kdfork=O,l,...,mforanmENu{O}. 
Remarks. 1. Although not explicitly stated in [2], we need d > 0 in C. 
Otherwise counterexamples are easy to construct. Indeed, if d = 0 and 
a = -b the continued fraction diverges, and if d < 0 and a < b the 
continued fraction converges to b. 
2. The proof of Entry 2.12.13 in [2] can easily be extended, such that 
the sufficiency of E follows. But as we shall see here, it also follows by using 
the analytic continuation technique of this paper. 
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Proof: Assume that a+b+(2k-l)d#O for all HEN. (If a+b+ 
(2k - 1) d = 0 for a k E N, then we just consider a tail of the continued 
fraction.) Then the continued fraction is equivalent to K(c,/l), where 
-(a+nd)(b+nd) 
c 
“+‘=(u+b+2nd+d)(u+b+2nd-d) 
= L,! (u-b)* - d2 
4 4(a+b+2nd)2-d2’ 
Hence, by use of Remarks 2.2.4 and 2.2.7, we find that the continued frac- 
tion converges to a meromorphic function of a, 6, d as long as a # - kd, 
b# - kd, and ((a- b)‘-d2)/d2 is not negative and d -1; i.e., 
Re((a - b)/d) # 0. Hence the result follows by analytic continuation for 
a,b# -kdand Re((u-b)/d)<O. 
If d = 0 the continued fraction is periodic. From well-known convergence 
criteria for periodic continued fractions we find that it converges to a if 
161 > [a( or b=u. 
If u = -d. then we use the fact that 
f’“‘= -a-& for n= 1,2, 3, . . . . f”‘=u 
is a tail sequence for the continued fraction with 
u+b+(2m+1)d+f’“+“=b+md#0. 
The result then follows from Remark 2.1.1. 
Finally, if a = b # - kd then f CM) = -a - nd is still a sequence of tails. 
From [3] it follows that the continued fraction converges tof”‘= a if and 
only if 
,zo ji, 2u + (2fly+j;J)d+f’“’ = a. 
This equality is easy to establish since (2~ + (2n - 1) d + f’“‘)/( -f(“)) = 
(a+@-l)d)/(u+nd). I 
Entry 2.12.25 
r(x+~+l)r(xb~+l) 4 n2-12 n2-32 n2-52 
r(x+i+3)r(x-a+3)=i- 
- - - 
2x - 2x - 2x - . ..’ 
C. Either x > 0 and n* < 1, 
or XER, 1x1 > 1, and BIER. 
E. Eithern=2k+lforakeZandxcC, 
or ~EC and XEC. Rex>O. 
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Proof. The result follows directly from Theorem 2.3 if n # 2k + 1 for all 
k E Z and Re x > 0. (Remember that l/T(z) is an entire function.) 
For n = 2k + 1, ke Z, the continued fraction terminates, and the left 
hand side of the equality can be written 
r(x+,+l) 
If-;+3) 
The equality follows then for x > 0 from arguments similar to M4 in 
Section 3, and thus by analytic continuation for x E C. 1 
For Re x < 0 we observe that substituting x by -x in the continued 
fraction only means multiplying its value by - 1 since we have 
~(%l~,) = - a%/( -h,)). (Equivalence. ) 
The left hand side of Entry 2.12.25 is however no odd function of x. Hence, 
the identity does not hold in general for Re x < 0. 
This also means that the corollaries to this entry as stated in [Z] hold, 
not only for x > 0, but for all x E C with Re x > 0. Likewise also will 
Entry 2.12.28 
hold if x and n are complex numbers with positive real parts, since the 
proof in [2] of this entry is totally based on Entry 2.12.25. 
By exactly the same arguments as used here for the extension of the 
domain of validity of Entry 2.12.25, one can prove that 
Entry 2.12.30, Entry 2.12.32 (i), and Entry 2.12.33 
all hold either if the continued fraction terminates or if x E C with Re x > 0. 
Likewise 
Entry 2.12.18 
holds if either n E C and x E C\[ - 1, 1 ] or the continued fraction 
terminates. 
Entry 2.12.29 
,:, {,:;:‘f;‘1 +.xX l} 
1 1*-~2 22 3*-n* 42 5*-n2 
=------ 
x+ x +x+ x +x+ x + . . . . 
(There is a minor misprint in this formula in [2].) 
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C. x>O and n2< 1. 
E. Either n=2m+l for an rn~Z and XEC, 
or neC and Rex>O. 
ProoJ By Theorem 2.3 it follows that if n # 2m + 1 for all m E Z, then 
the continued fraction converges to a meromorphic function (or co) in 
each component of {x E C; x2 $ ( - co, 0] }. Since this function coincides 
with the left hand side of the equality for x > 0, this proves the equality in 
the non-terminating case. 
If n = 2m + 1 for an m E N, then the continued fraction terminates after 
2m + 1 terms, and the left hand side reduces to 
if (-l)k+m if meNu (0). 
k= --m x + 2k 
Hence we have a rational function on each side of the equality sign in 
Entry 2.12.29. If x > 0, then the (n + 1)st tail of the continued fraction is 
given by 
(n+ 1)2 (n+2)2--2 (n+3)2 (n+4)2--2 
x + X + x + X + . . 
=x.(n+l)‘jx2 [(n+2)2-12z]/X2 (n+3)2/X2 
1 + 1 + 1 + . ..’ 
where all the elements of the last continued fraction are positive. That is, 
its value is bounded away from x . (- 1). Hence, the two rational functions 
coincide for x > 0 (see Remark 2.2.6.) But then they must coincide for all 
x by analytic continuation. This proves the result for n = 2m + 1. That it 
also holds for n = - 2m + 1 then follows trivially. i 
Clearly, then, the corollary to this entry is also valid for all complex 
numbers x with Re x > 0. 
By exactly the same arguments one can also prove that 
Entry 2.12.31, Entry 2.12.34, Entry 2.12.36, Entry 2.12.37, and Entry 2.12.39 
hold either if the continued fraction terminates or if Rex > 0. For 
Entries 2.12.31, 2.12.36, 2.12.37, and 2.12.39, we have an inconsistency 
between this result and the domains of validity given in [a]. These entries 
cannot hold for all 1x1 > 1 (as stated in [2]) even if each of the other 
parameters are real. This follows since in each of these entries, the 
continued fraction converges to an even function of x, whereas the function 
giving its value is not an even function of x. If the necessity of having 
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uniform convergence is taken into consideration in the arguments of [2], 
then the results will be as stated here. 
Also 
Entry 2.12.26 
holds if the continued fraction terminates or if Re x > 0 (inconsistently with 
[2]) since it is a direct corollary of Entry 2.12.39. The same line of proof 
also shows that 
Entry 2.12.32 (ii) 
holds for all complex x with Re x > 0. 
Entry 2.12.32 (iii). 
$ L= 1 l3 1) 2’ 23 
k=l(~+k)3 2x(x+1)+~+6x(x+l)+ 1 +10x(x+1)+ ..’ 
1 l6 
=2x2+2x+1-3(2x2+2x+3) 
26 36 
-5(2x2+2x+7)-7(2x2+2x+13)- . ..’ 
where the partial denominators of the second continued fraction are given 
by +=(2k-1)(2x2+2x+k2-k+ 1). 
c. x>o. 
E. XGC with Rex> -l/2. 
Proof: It follows from Theorem 2.3 that the first continued fraction 
converges to a meromorphic function (or to co) in each component of 
{x E C; 4x2 + 4x + 14 [ - co, 0] }; i.e., for Re x # - l/2. Since the first 
equality holds for x > 0, it thus holds for Rex > - l/2 by analytic con- 
tinuation. The second equality holds since the second continued fraction is 
the even part of the first one. m 
By the same arguments it also follows that 
Entry 2.12.38 holds for all n, x 6 C with Re x > 0, 
or for n,xEC with neZ 
(inconsistency as above; the second continued fraction is the even part of 
the first one); 
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and that 
Entry 2.12.43 also holds for all x E C\( - co, 01, 
since it is a direct corollary of Entry 2.12.42. 
Entry 2.12.41 
*Fl(-p, l;y+l; -x)= 
q/l+ l)T(y+ l)(l +x)B+Y Y 
qp+y+ 1)x7 -(B+l)x+l-y 
l(l -YNx+ 1) 2(2 - YNX + 1) 
-(fi+2)~+3-y-(fl+3)~+5-y- .... 
C. /I,y,xeC with Rex< -2 or Rex>O. 
E. Either p, y,x~C with Ix+ 11 > 1, 
or y~Nu (0). 
Note that if y E ( - 1, -2, -3, . ..} then this identity only assigns the 
value co to the undefined hypergeometric function on the left side. 
ProoJ Denoting the continued fraction by K(a,/b,) we see that 
a, x+1 ~ locally uniformly w.r.t. x and y. 
-+ -(x+2)2 bnbn-, 
Since the Koebe function u/( 1 + u)’ maps the unit circle 1~1 = 1 onto the 
ray [$, co), it follows that -(x + 1)/(x + 2)2 E [ - co, -i] if and only if 
Ix + 11 = 1. Hence, the result follows again by analytic continuation if 
~4Nu (0). 
If y EN u {0}, then the continued fraction terminates after y + 1 terms. 
Let (temporarily) x < -2 and /? > 0. Then a, > 0 and b, < 0 for all n > y. 
Hence, by Remark 2.1.1, it follows that for this choice of parameters the 
terminating continued fraction also has the value 2F,( -/I, 1; y + 1; -x), 
which must be a rational function of x and /I. The result thus follows by 
analytic continuation. 1 
Entry 2.12.44 (iii) 
For x > 0 define d(x) = 1; e-‘/(x - t) dt. Then 
($(x)=L L L 1 1. 3 3 1 l2 22 32 - - - 
x+l+x+l+x+l+x+~~~ =x+1-x+3-x+5-x+7- .... 
c. x >o. 
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E. XE C\( - co, 0] (when d(x) is continued analytically to this 
domain, as it is done in Entry 2.12.44 (iv).) 
Proof: This follows from Theorem 2.3 and the fact that the second 
continued fraction is the even part of the first one. 1 
Entry 2.16.11 
!-a), (b), - (a), (-b), 
(-a), (b), + (a), (-b), 
u-b (a-bq)(uq-b) q(u-bq2)(uq2-b) =- 
l-q+ l-q3 + 1 -q5 + . . . 
C. q, a, beC with /q/c 1 and /q/ < 1. 
E. Eitherq,u,bcC with lq(<l, 
or q,u,bEC with u=bq” for an mEZ. 
Prooj: For 141 < 1 the continued fraction is equivalet to K(cJl), where 
ck + 0 locally uniformly with respect to either a, b, or q. Hence the result 
follows by virtue of Remark 2.2.4 if a # bq” for all m E Z. 
If a = bq”, then the continued fraction terminates. Indeed, both sides of 
the identity are rational functions of q and b. Let (temporarily) - 1 < q < 0 
and lb1 < lq( -“/4. Then the (m + I)st tail of the continued fraction has the 
form K(u,/b,) with lun/bnbn _, 1 < l/4 for all n (b, = 1). Hence, these two 
rational functions are identical for - 1 < q < 0 and lb1 < )ql-“/4, and the 
identity holds for all q and b by analytic continuation. 1 
By similar arguments it follows that 
Entry 2.16.39 (i) and (ii) 
hold for all OL, /? E C with QI = x2 and Re tl> 0, Re /? > 0. 
Finally let it be mentioned that Entry 2.12.27 can be improved too. But 
this will be done in a separate paper. 
5. SOME REMARKS ON ENTRY 2.12.40 
In this section we shall prove Theorem 1.1. The proof is based on the 
following lemma: 
LEMMA 5.1. Entry 2.12.40 holds for c( = 0 ifund only ifut least one of the 
parameters b, y, 6, or E is an integer. 
409:143:2-IO 
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Prooj: For a = 0 we get that the continued fraction terminates and has 
the value 0. Further, by the reflection principle for gamma functions, 
(T(z) r( 1 -z) = rc/sin nz), it follows that 
P=.rc4 
i[ ( 
sin a P+y+S+e+i 
2 > ( 
sin ap+y-6-&+l 
2 > 
= 47c4/[cos(x(6 +8)) + cos(n(fl + y))][cOs(n(s -E)) + cos(n(lj - y))], 
and likewise that 
Q = 4x4[cos(7@ -E)) + cos(@ + y))][cos(z(S + E)) + cos(@ - y))]. 
Straightforward computation using trigonometric identities therefore shows 
that (P - Q)/(P + Q) = 0 if and only if 
sin(nb) . sin(ne) . sin(7$). sin (ny) = 0. 1 
Proof of Theorem 1.1. Let D be a compact set in C’. Since the con- 
tinued fraction has the form K(a,/b,), where 
b,=(2k-I)[2(Zr4+*j-(~Zz-2k2+2k_1)2-~(k2k+1)2j, 
there exists an NE N such that 6, # 0 in SL for all k > N. The Nth tail of 
K(a,/b,) is therefore equivalent to bN.K(cN+Jl), where 
C 
ak+l 64n(a*-k*) 1 3k* + O(k6) 
k+‘=bkbk+l= b,b,+, = -i+ 16k1’+O(k8)’ 
Hence, there exists a KE N, K Z N such that ck + r E PO in Sz for all k Z K, 
where PO is given by (2.3) with 6=0. This means that the Kth tail of 
K(a,/b,) converges uniformly with reSpeCt to ~1, p, y, 6, and & to a 
holomorphic function FcK’(a, p, y, 6, E) in G? Therefore, the continued 
fraction converges to the meromorphic (or constant) function 
&!!! ‘T2 aK 
b,+bZ+ . . . + bK( 1 + FcK’) 
for all (a, /?, y, 6, E) E Sz for which a/- # 0 for 1 < j 6 K. 
We shall prove that the value F(a, b, y, 6, E) of the continued fraction is 
meromorphic at all points where the continued fraction terminates (i.e., in 
a neighborhood of such points), and so is meromorphic in C’. Without loss 
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of generality we assume that E =m E Z and that neither /I, y, nor 6 is an 
integer with absolute value less than Iml. Then the continued fraction 
terminates after (m( terms and has the value given in Entry 2.12.40. 
Temporarily we let a = 0 and /? = y = 6 = l/2. Then 
192k8-(192m2-48)k6+(32m6-184m4+230m2-237/2)k4 
where the numerator is positive for all k > Irn{ + 1 and approaches + a~ as 
k + co, and where 
for k>max{l, [ml}, lim,,, bk= -co. That is, ck+l> -d for all 
k > Irnl + 1 and all (a, j3, y, 6) in a neighborhood B of (0, $, 4, f). By virtue 
of Remark 2.2.6, F(a, p, y, 6, E) is therefore meromorphic in B x {m}. (The 
possibility F G cc is ruled out by Entry 2.12.40.) Hence, F is meromorphic 
in C4 x (m> by analytic continuation. 
To see that F # (P- Q)/(P + Q) it s&ices to prove that they differ at the 
point p = (0, 5, 1, i, f). This follows from Lemma 5.1. 1 
REFERENCES 
1. C. ADIGA, B. C. BERNDT, S. BHARGAVA AND G. N. WATSON, Chapter 16 of Ramanujan’s 
second notebook: Theta-functions and q-series, Mem. Amer. Mud Sot. 53 (1985), l-85. 
2. B. C. BERNDT, R. L LAMPHERE, AND B. M. WILSON. Chapter 12 of Ramanujan’s econd 
notebook: Coniinued fractions. Rocky Mountain 1. Marh. 15 (1985), 235-310. 
3. L. JACOBSEN, Composition of linear fractional transformations in terms of tail sequences, 
Proc. Amer. Math. Sot. 97 (1986), 97-104. 
4. L. JACOBSEN, “Some Periodic Sequences of Circular Convergence Regions,” pp. 87-98, 
Lecture Notes in Mathematics, Vol. 932, Springer-Verlag, Berlin/New York, t982. 
5. W. B. JONES AND W. J. THRON, Continued fractions. Analytic theory and applications, in 
“Encyclopedia of Mathematics and Its Applications,” Addison-Wesley, Reading, MA, 
1980. 
6. 0. PERRON, “Die Lehre von den Kettenbriichen,” Band II, Teubner, Stuttgart, 1957. 
7. S. RAMANUJAN, 2. Notebook, Tata Institute of Fundamental Research, Bombay, 1957. 
8. W. J. THRON, On parabolic convergence regions for continued fractions, Math. Z. 69 
(1958), 173-182. 
9. G. N. WATSON, Ramanujan’s continued fraction, Proc. Cambridge Philos. Sot. 31 (1935). 
7-17. 
