Abstract-Efficient acquisition and utilization of remotely sensed data require an extensive a priori evaluation of the performance of the basic data collection unit, the multispectral scanner. The objective of the research described in this paper is the development of a parametric model to analytically evaluate the response of a multispectral scanner in any operational environment and to provide the necessary information in selecting a set of optimum parameters.
I. INTRODUCTION
A N IMPORTANT class of remote sensing systems has as )is its primary goal the collection in selected spectral bands of reflected or emitted electromagnetic energy. These data are then used to identify and characterize the sources of the radiation. A widely used earth resources data gathering system of this type is the electrooptical scanning radiometer commonly referred to as a multispectral scanner (MSS) such as the one carried by the Landsat satellite. The signal degradations caused by various transformations within the scanner subsystem strongly affect system performance. The finite scanner aperture and the atmospheric and quantization noise are but some of the contributing factors. The optimization of the entire set of interactive parameters within the scanner can be quite involved. The classification accuracy obtained by processing the actual data is necessarily suboptimum due to the aforementioned degradation sources. A reference probability of misclassification (PMC) could be defined by analyzing the performance using the reflected signal at the scanner input, even though this signal is obviously inaccessible. By simulating a theoretical model for the MSS the classification error rate can be evaluated and compared at the scanner input and output, thereby establishing an upper bound on the system performance in the context of the defmed index of performance. Arbitrary spatial resolution can be specified and its Manuscript interactive relationship with the signal-to-noise ratio (SNR) and PMC studied. Recently a software capability has been developed to model on the computer the entire scanner process [1] . The elements of the model are shown in Fig. 1 . The upper channel enables the simulation of the spatial characteristics of the scene. The lower channel allows for the simulation of spectral characteristics. Changes in the SNR can be introduced in the portion labeled noise model. The effects of ancillary data and of the classes (i.e., the information) to be derived occur in the process of developing statistics to represent the classes of interest. The research reported here led to the creation of the spatial, noise, and Analytical Classification Accuracy-Predictor [2] (ACAP) evaluation portion of the system in Fig. 1 Fig. 2 is a block diagram of this spatial model. The twodimensional PSF to be specified for any desired system is h(x, y). In particular where the MSS is concerned, the assumption of a circularly symmetrical Gaussian shaped IFOV has been widespread. The justification for this is essentially satisfactory experimental results and perhaps equally important, the mathematical convenience of this model. Note that the results obtained hereafter are fundamentally independent of the functional form of the PSF. However, using this assumption, it is frequently possible to obtain closed-form expressions and to make comparisons with alternative methods.
In a two-dimensional plane a Gaussian PSF is specified by the following relationship:
h(x,y)=ci exp r-i exp ( 2j (1) ro/ ro/ The important parameter is ro, the PSF's characteristic length, which in effect determines the ultimate ground resolution and noise content of the collected data. Increasing ro results in a deterioration of the resolution but improvement in the SNR. An important property of h(x, y) is its separability in the cross and along-track directions resulting in some simplification of the analytical relationships governing the scanner operation. In practice, h(x, y) is truncated at some point, (e.g., 0.1 h(O, 0)) to keep the computation time down. The normalizing constant cl, provides a unity gain for this averaging operation.
MSS Statistical Model and Spatial Correlation
As the input random processes undergo a linear transformation, so do their statistical properties. In order to investigate the various interactive relationships outlined previously, an understanding and knowledge of the signal flow through the scanner is essential.
Relating the statistics of the multispectral signal at the scanner output to the corresponding part at the input can be accomplished in various ways. It has been pointed out that a two-dimensional convolution is equivalent to a matrix multi- ( 2 2 2 h(x,y) clexp r)(13)
where po = e-a is the adjacent pixel correlation assumed equal Note that since the input process f(x, y) has a unity variance Rgg (0, 0) is in effect a weighting by which any input variance will be multiplied to produce the corresponding output spectral variance. The right-hand side of (18), therefore, can be considered as a weighting function associated with any multiband scanner to relate input and output statistics. Denote this function by Ws (-r, 7, a, b,) Ws( 0, a,b)= 4ex ((a2 +b2) r2 Q(aro)Q(bro). (21) 2 / When the input random process is a two-spectral band data set, the output spectral correlation matrix, Sg is given in terms of Sf as follows:
Sf= [ illuminating. For a Gaussian scanner PSF, W, is plotted versus the sample-to-sample correlation for a fixed line-to-line correlation. The IFOV is used as a running parameter, Fig. 3 . The adjacent sample correlation coefficient ranges from a near white noise 0.1 to total correlation of 1 (constant signal amplitude). The selected line-to -line correlation is 0.8.
Examination of the variations of W, reveals several important features. Since 0 < W, < 1, the output channel variances are always smaller than the corresponding input quantity. This is a widely observed feature of any scanner system due to the averaging property of the system's PSF. Fig. 3 shows that for any combination of scene correlation W, is a decreasing function of IFOV size. Also, for a fixed IFOV, W. is an increasing function of scene correlation. The spatial properties of a scene play a significant role in the overall system performance which is not readily obvious. One of the well-known properties of linear systems with random inputs is the reduction of the output variance/input variance ratio (W.) as the PSF is widened. Specifically, with everything else fixed, a process having a moderate scene correlation will undergo a tighter clustering around its mean than an otherwise identical process with highly correlated spatial characteristics. On the extreme side of the correlation scale with small pixel-to-pixel correlation, the ratio of the output-to -input variance is negligible.
IV. CLASSIFICATION ACCURACIES AT THE MSS OUTPUT
A hypothetical three-population three-feature data set is used for test purposes. The set is completely specified by the following spectral correlation matrices corresponding to two visible and one infrared band: These statistics were selected after examination of the correlation matrices obtained for different cover types [6] . An attempt was made to choose correlation structures that would approximately represent some typical cases, albeit crudely. Whether this is true or not, however, has little bearing on the results of this simulation process. The data is processed through the scanner for two different adjacent sample correlations of 0.5, and 0.95. For each case, the IFOV is varied from 1 to 8 high-resolution pixels. The output spectral statistics are computed using the scanner characteristic function followed by the estimation of Bayes classification accuracies using the ACAP algorithm from the system of Fig. 1 and [1] . The results are shown in Figs. 4 
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