Nowadays, most fast, automatic algorithms estimate the magnitude and location of earthquakes assuming a point-source approximation that might produce large errors in the predicted shaking. In this study, using a kinematic approach, we modeled the fault plane as an elliptical patch with a Gaussian slip distribution to perform a rapid estimation of the finite fault, focal mechanism, and moment magnitude. We implemented this finite-fault kinematic inversion using data from the Centro Sismológico Nacional of the Universidad de Chile. We used near-field data, up to 600 km from the epicenter, mostly from accelerograms and a few nonsaturated broadband records. By considering data up to 5 min from the origin time, we are able to retrieve relevant source parameters within 10-15 min from the occurrence of the event. This elliptical patch method (EPM) successfully resolves the source parameters for 45 moderate-to-large events, from 2013 to 2017 (magnitudes ranging from 6.0 to 8.3). These results encourage the use of the EPM in the rapid response to moderate-to-large earthquakes in subduction zones. 
INTRODUCTION
The rapid characterization of large earthquakes can provide crucial information in the minutes following the event, enabling a preliminary assessment of where the strong ground motion occurred (Wald et al., 1999) . Currently, most algorithms attempt to estimate the magnitude and location of the earthquake assuming a point source, such as those used in earthquake early warning (e.g., UrEDAS, Nakamura, 1988 Nakamura, , 1989 On-Site, Kanamori, 2005 ; Earthquake Alarm Systems [ElarmS] , Allen and Kanamori, 2003; Virtual Seismologist, Cua and Heaton, 2007) . In the near field, the point-source approximation suffers from two it saturates with moderateto-large agnitudes (M w ≥ 6:0) and can overestimate the distance using epicentral distance rather than distance to the fault plane; these factors can severely underestimate the predicted values of the strong ground motions (Böse et al., 2012) . Moreover, rapid knowledge of the focal mechanism, fault plane, and the spatial distribution of the slip over the fault should improve the shaking estimation (Dreger et al., 2005) , as well as the tsunami forecast (Minson et al., 2014) .
After Dreger and Kaverina (2000) proposed a methodology to automatically determine the source process of moderate-magnitude events using a kinematic approach, several researchers attempted to retrieve the fault-plane geometry during the first few minutes after the earthquake using regional data (Ide, 2007 and references therein). Yamada et al. (2007) and Yamada and Heaton (2008) extended the methodology by Cua and Heaton (2004) to moderate-to-large earthquakes, where a point-source model can no longer be considered suitable. Recently, Convertito et al. (2012) modeled highfrequency data to estimate the surface projection of the rupture plane, along with the dominant rupture direction. Along the same line, the Finite-fault rupture Detector (FinDer) method (Böse et al., 2012 (Böse et al., , 2015 rapidly estimates a finite source using high-frequency near-source data. Other current methods to estimate fault dimensions focus on Global Navigation Satellite Systems data (GPSlip, Böse et al., 2013; G-larmS, Grapenthin et al., 2014; BEFORES, Minson et al., 2014; G-FAST, Crowell et al., 2016) . Many of these methods use a linear inversion approach by fixing the fault plane: either the focal mechanism is known (e.g., Dreger and Kaverina, 2000; Kuge, 2003; Delouis, 2014) , or the fault-plane geometry is fixed (Minson et al., 2014) .
Here, we use a kinematic approach that simplifies the traditional finite-fault inversion and reduces the computation time: we modeled the fault plane as an elliptical patch with the so-called elliptical patch method (EPM). This methodology uses the long-established discretization of the fault plane into rectangular subfaults (Trifunac, 1974) , and makes use of multiple time windows, as in the multi-time-window approach (Olson and Apsel, 1982; Hartzell and Heaton, 1983) . However, instead of inverting the source parameters for each subfault, we consider a Gaussian slip distribution over the fault plane, reducing the number of search parameters to less than 10 ( Vallée and Bouchon, 2004; Ruiz and Madariaga, 2013; Ulrich and Aochi, 2015; Herrera et al., 2017) . This simple source geometry and slip distribution enables us to add other parameters to the inversion, such as the focal mechanism and moment magnitude. We implemented this rapid finite-fault kinematic inversion using data from the Centro Sismológico Nacional (CSN) of the Universidad de Chile and studied the 45 moderate-to-large magnitude events (6:0 ≤ M w ≤ 8:3) that occurred between 2013 and 2017 in Chile. In the present work, we begin by describing the data processing, then we introduce the inversion methodology; because of the fact that this corresponds to a nonlinear inversion, we use a stochasticbased method. Afterward, we describe the methodology to automate the inversion, followed by the estimation of seismic moment. Finally, we present the results obtained by applying this methodology to Chilean data, provided by CSN.
METHODOLOGY
We used data recorded between January 2013 and April 2017 for 45 earthquakes recorded at 90 stations that have both strong-motion and broadband seismometers (see Fig. 1 ). For each event, we limited the analysis to stations less than 600 km from the epicenter. In general, northern and central Chile have denser seismic networks, so more than 10 stations usually record the earthquakes; on the other hand, in southern Chile, fewer stations record the events (Leyton et al., 2018) . Strongmotion data were predominantly used; however, broadband recordings were used when it was clear that the traces were not saturated.
Data Processing
In the present study, we considered the hypocenter-determined CSN, obtained from the inversion of body-wave travel times using all available local stations (distances less than 600 km). We fixed the epicentral location (as the point where the rupture starts), allowing changes to the hypocentral depth; locations by CSN sometimes might differ from those of the U.S. Geological Survey, as we will see for the 2016 Chiloé event. All data were processed in the same way:
• We considered 20 s before the theoretical P-wave arrival and 180 s after it, resulting in a 200 s time window for all traces, independent of the hypocentral distance.
• Each trace was band-pass filtered, between 0.02 and 0.2 Hz, using a causal two-pole Butterworth filter. The same filters were applied to observed and synthetic traces.
• We removed the instrument response and integrated each trace into displacement, in the time domain.
• Horizontal traces were rotated into radial and transverse components.
• Finally, the data used in the inversion were manually selected by visual inspection of all available records. For the CSN Seismic Network, most of the stations comprise a broadband sensor and an accelerometer, producing six traces for each station (three components from each , and the stations used in this study (triangles) . Note that the distribution of the stations is not homogenous; see Leyton et al. (2018) for details of the Centro Sismológico Nacional (CSN) strong-motion network. sensor). In every case, we considered only one trace per component (radial, transverse, or vertical) for each station, resulting in, at most, three traces per station. The selected traces could be a combination of these two sensors; for example, using the radial and transverse components from the broadband sensor and the vertical component from the accelerometer. In the future, we plan to use an automatic method, based on the signal-to-noise ratio, to select the traces to be used in the inversion.
Inversion Methodology
We implemented the inversion using the neighborhood algorithm (NA), proposed by Sambridge (1999) ; this method, based on a stochastic Monte-Carlo-based approach, is well suited for nonlinear inverse problems with a small number of parameters. Here, we invert for a set of 10 parameters that completely describe the ellipse's geometry, focal mechanism, and rupture propagation (described in detail in the following paragraph). Using these parameters, we follow the multi-timewindow method (Olson and Apsel, 1982; Hartzell and Heaton, 1983 ) and generate synthetic traces at each of the stations considered. These synthetics are compared with the observed data, defining a fit value that guides the NA's search (see equation 1; Herrmann, 2013) .
In the present study, we considered the following 10 parameters to characterize the focal mechanism, magnitude, finite fault, and slip distribution:
• two parameters (a and b) for the semiaxes length (long and short); • two parameters (Xa and Xb) for the position of the hypocenter inside the ellipse; • one parameter (α) for the rotation angle of the long semiaxis with respect to the north; • three parameters (strike, dip, and rake) to define the focal mechanism; • one parameter (V r ) for the rupture velocity; and • one parameter (dz) for possible errors in the given depth, ranging from 20 km (with respect to the hypocentral depth).
We modified the NA to avoid the previously observed drawback that, sometimes, it might get stuck at local minima. This is implemented by allowing the procedure to explore other solutions, outside the neighborhood of the selected model, by defining a probability of mutation, an approach taken from the genetic algorithm methods. In this case, if a random number exceeds this probability of mutation, the new generated model is not restricted to be inside the Voronoi cell of the selected model. This is repeated for each axis, increasing the region explored in the inversion method. An example is shown in Figure 2 and discussed in detail in the Discussion section.
The synthetic computation was done strictly in a kinematic sense, following the multi-time-window approach (Olson and Apsel, 1982; Hartzell and Heaton, 1983) ; the rupture starts at the hypocenter and spreads over the elliptical patch with a constant rupture velocity (a model parameter to invert: V r ). Once the rupture front reaches a point, the Green's functions are shifted by the corresponding time delay, combined given the focal mechanism (i.e., strike, dip, and rake), and summed up in the final synthetic; this is repeated for each trace from the data selected. The slip for each subfault is given by the distance to the center of the ellipse, following a Gaussian slip distribution over the ellipse. The ellipse is contained on the plane described by the focal mechanism (strike and dip). We computed the Green's function of each subfault using the Computer Programs in Seismology distribution (Herrmann, 2013) and the CSN 1D regional velocity models presented in Ⓔ Table S1 , available in the electronic supplement to this article.
The inversion is done in the time domain, maximizing the fit according to the following cross-correlation criterion E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 ; 3 2 3 ; 5 7 7 fit P Nt otpt P Nt o 2 tp 2 t p 1 (Herrmann, 2013) , in which ot and pt are the observed and predicted traces, respectively, and Nt is the total number of traces considered. Using a cross-correlation criterion, the fit is independent of the relative amplitudes; hence, we do not obtain the magnitude during this part of the inversion.
Magnitude Estimation
The magnitude is obtained once all the model parameters are found, defining the best-fitting solution; we performed this estimation in the time and frequency domain. In either domain, we compare the amplitudes of the synthetics and the data and defined the constant K that gives the best fit. In the time domain, we use the following expression to estimate K t : E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 2 ; 3 2 3 ; 3 7 1
This estimation is done in the previously defined time window (from 20 s before and 180 s after the theoretical P-wave arrival). Conversely, in the frequency domain, the constant K f is obtained from the average ratio between the observed and the synthetics' Fourier Spectra, in the defined frequency limits (from 0.02 to 0.2 Hz). These constants (K t and K f ) enable us to estimate the seismic moment, given the units considered in the computations of the Green's functions. From these estimations of the seismic moment, we compute the moment magnitude in the time (M w t ) and frequency (M w f ) domains; this is possible due to the fact that the displacements are linearly dependent with respect to the seismic moment. The resulting magnitudes for each event are presented in Table 1 ; the difference between these two estimates of M w is reasonable and similar to the difference with the Global Centroid Moment Tensor (CMT) M w .
Automatic Inversion Procedure
After several trial-and-errors attempts, we defined the following procedure to perform the inversion:
• we start with 50 initial models (from a random walk on the parameters);
• perform 10 iterations, generating 50 new models each cycle (creating 10 new models near the 5 best solutions); and • afterward, we added cycles of 5 new iterations (with 50 new models each iteration) whenever the fit is increased more than 5% from the previous results.
For the first 10 iterations (and the 50 initial models), we limited the possible ranges of strike, dip, and rake to approximate the usual thrust mechanism observed in the Chilean subduction (i.e., −10°≤ strike ≤ 10°; 0°≤ dip ≤ 30°; 0°≤ rake ≤ 90°). In the successive iterations, we relaxed this restriction, enabling the program to test all the possible focal mechanisms. However, as can be seen in the data, other focal mechanisms are also resolved by removing this restriction on further iterations. An example can be found in Ⓔ Figure S2 , in which an intraplate, intermediate depth, normal event is considered.
Application to CSN
We applied the EPM to all M w ≥ 6:0 events in Chile, from 2013 to 2017, a total of 45 events, as shown in Figure 1 and Table 1 . The full set of kinematic parameters of these events can be found in Ⓔ Table S2 . These events are mostly thrust earthquakes, including the 2014 Iquique (M w 8.2) and 2015 Illapel (M w 8.3) earthquakes (Ruiz et al., 2014 (Ruiz et al., , 2016 , and their corresponding aftershocks (see Fig. 1 and Table 1 ). In addition, this database also included some intraplate intermediate depth events. As mentioned before, we always first tested the possibility of having a thrust interplate event, setting the focal mechanism accordingly (strike, dip, and rake), releasing this restriction on further iterations. Our results are in agreement with the focal mechanism and magnitude proposed by other agencies: Table 1 shows the Kagan angle (Kagan, 1991) with respect to the best double couple (DC) reported by the Global CMT (Ekström et al., 2012) . In the same table are also shown the moment magnitudes reported by the Global CMT and those obtained here, in the time and frequency domain (M w t and M w f , respectively) and estimations of the half-duration (HD, in Table 1 ); our estimations of the HD present errors, on average, of less than of 20% with respect to those of the Global CMT.
An example is shown in Figure 2 , for a magnitude M w 6.1 event (4 April 2014, 01:37:52 UTC), an aftershock of the 2014 Iquique earthquake. This event corresponds to an interplate thrust earthquake (Ruiz et al., 2014) ; details can be found in the figure caption. Panel (d) shows that the fit does not systematically improve with each iteration; this is due to the random mutation added to NA, as discussed in the Inversion Methodology section. Events studied in this work are identified by their corresponding Global Centroid Moment Tensor (CMT) code and the different moment magnitudes considered in this study: reported by the Global CMT, obtained in this study, using the elliptical patch method (EPM) in the time domain (EPM M w t ) and the frequency domain (EPM M w f ), the half-duration (HD) reported by the Global CMT and this study (EPM), the Kagan angle with respect to the best double-couple (DC) focal mechanism reported by the Global CMT, and the percentage of DC from the Global CMT focal mechanism.
(Continued next page.) Figure 3 shows a comparison of the moment magnitude estimated in this study (M w EPM) with respect those published by CMT (M w Global CMT). From this figure, we see that, for most cases, there is a good agreement between our results and CMT, except for a megathrust event, 2015 Illapel (M w 8.3). Our method obtained a magnitude of M w 7.7; this could be due to the short time window considered (only 5 min after the origin time), the restricting frequency band (from 0.02 to 0.2 Hz), or the complex seismic rupture (Ruiz et al., 2016) . This aspect should be further explored in future works.
All the results presented in this study were computed using traces cut 5 min after the origin time, enabling the clear recording of the S waves up to 600 km. Nevertheless, we tested a time window of 2 min after the origin time and were able to successfully retrieve most of the parameters (see Ⓔ Figs. S1, S3, and S5); for these cases, the maximum hypocentral distance to the considered stations was reduced from 600 to 300 km. For this decrease in the time window to successfully work, the most important requirement is the availability of good-quality data. From Figure 1 and Ⓔ Figure S2 , we observe that northern and central Chile have a sufficiently dense network that enables the use of short time windows; these cases used a 5-min time window after the origin time. For these events, the results are comparable using only a 2-min time window after origin time, as shown in Ⓔ Figures S1 and S3 . On the other hand, regions with sparse networks, such as southern Chile, require longer time windows to get a reasonable amount of good-quality data. An example considering 5-and 2-min time windows is presented in Ⓔ Figures S4 and S5 , respectively. We found that, for the 2-min time window, only two stations were able to successfully record the event; whereas for the 5-min time window, a large number of stations became available, enabling a better estimation of the source parameters. Hence, the possibility of reducing the time window after origin time strongly depends on the geometry of the network; however, an automatic method considering different time windows after the origin time could be explored, as was done by Ulrich and Aochi (2015) .
We found that the focal mechanism, fault plane, and magnitude are robustly estimated, being able to constrain them in a few iterations. Figure 4 shows a comparison of the slip distribution obtained in this study with results available from Hayes (2017) , taken from the earthquake pages of the National Earthquake Information Center's (NEIC) Combined Catalog (see Data and Resources). In general, there is a good agreement between both results, except for the 2016 Chiloé earthquake (panel d). This difference is due to the shift between the epicenters determined by NEIC and CSN (shown in red and blue stars in Fig. 4, respectively) and the fact that both procedures constrain the fault-plane solution to contain the hypocenter. Some important differences are also shown for the 2017 Events studied in this work are identified by their corresponding Global Centroid Moment Tensor (CMT) code and the different moment magnitudes considered in this study: reported by the Global CMT, obtained in this study, using the elliptical patch method (EPM) in the time domain (EPM M w t ) and the frequency domain (EPM M w f ), the half-duration (HD) reported by the Global CMT and this study (EPM), the Kagan angle with respect to the best double-couple (DC) focal mechanism reported by the Global CMT, and the percentage of DC from the Global CMT focal mechanism. Valparaíso event (panel e), in which NEIC's solution places the main slip toward the east of the hypocenter, whereas our results locate the slip toward the West. The rupture velocity and dimensions of the fault plane are more difficult to resolve. To improve these estimations, we performed a second inversion fixing the focal mechanism, focusing the inversion in the parameters describing the geometry of the fault plane. We further restricted the inversion by limiting the space parameter to reasonable values, allowing for a 50% variation around the estimated parameters, using the empirical relations defined by Papazachos et al. (2004) . This secondary inversion shows a remarkable improvement of the estimations of the fault-plane geometry, as shown in Figure 5 , but no significant changes for the rupture velocity (V r ) were observed. We believe that the EPM lacks resolution of V r , as shown in Ⓔ Figure S6 , resulting only in broad ranges for this parameter, from 2.6 to 2:8 km=s for interplate thrust events and from 2.8 to 3:2 km=s for intraplate intermediate depth events, with a few exceptions (see figure captions for details). Hence, we propose that this parameter should be fixed in the inversion.
DISCUSSION
The present study presents a rapid methodology to obtain relevant source parameters such as focal mechanism, moment magnitude, and a first-order estimation of the finite-fault surface using the EPM. All the available near-filed data are used, mostly accelerograms and a few nonsaturated broadbands. This method has been successfully tested for moderate-to-large magnitude earthquakes (6:0 ≤ M w ≤ 8:3) recorded by the CSN seismic network, with the exception of the megathrust 2015 Illapel event (M w 8.3). This could be due to source complex- ities that do not allow for a single ellipse to be used, requiring more than one large slip patch. We proposed a modified NA to perform the nonlinear inversion. We took advantage of the fact that, for each iteration, the space parameter can be easily modified, focusing the search in models' subspaces that are in agreement with the tectonic environment. For example, the first iterations are restricted to plausible thrust focal mechanism, most commonly observed in the Chilean subduction environment. The restriction of the model parameters does not influence the cost function; hence, a second run done after enlarging this space parameter can be done given the previously computed models. In a similar way, the geometry of the fault plane can be better estimated by a second inversion, restricting the space parameter that defines the focal mechanism.
We found several cases in which the Kagan angle (Ka) of the obtained focal mechanism differed from the one reported by the Global CMT by as much as 30°. After a detailed examination, we found that these cases corresponds to large amplitude events (M w ≥ 7:8) or cases in which the network did not give a good azimuthal coverage, having most of the stations located either to the south or to the north of the epicenter. In only one case, we found that the large Ka 41:9°could be produced by a small DC percentage from the Global CMT's focal mechanism (event 201310312303A in Table 1 ). On the other hand, magnitude estimations by EPM seem to be underestimated for large events (M w ≥ 7:8); this could be due to the limitation of the use of a 5-min time window after the origin time.
The results presented here considered a time window of 5 min after the origin time, but a 2-min time window was also tested, with varying results, depending on the geometry of the network. We believe that an automatic procedure should consider different time windows, running in parallel, to better constraint the source parameters. To address this issue, we are currently exploring the possibility of parallelizing the code in a cluster, to reduce its computation time and enable a real-time implementation at the CSN. Nevertheless, we conclude that the actual EPM version enables a rapid and robust estimation of the source parameters for moderate-to-large earthquakes in Chile, using near-field data.
DATA AND RESOURCES
All records used here were provided by the Centro Sismológico Nacional (CSN) of the Universidad de Chile, most of them retrieved from the Strong-motion Data Base (evtdb.csn. uchile.cl, last accessed June 2017). Combined Catalog (ComCat) data were obtained from http://earthquake.usgs.gov/ earthquakes/map/ (last accessed December 2017).
