Abstract. This research effort deals with the application of Artificial Neural Networks (ANNs) in order to help the diagnosis of cases with an orthopaedic disease, namely osteoporosis. Probabilistic Neural Networks (PNNs) and Learning Vector Quantization (LVQ) ANNs, were developed for the estimation of osteoporosis risk. PNNs and LVQ ANNs are both feed-forward networks; however they are diversified in terms of their architecture, structure and optimization approach. The obtained results of successful prognosis over pathological cases lead to the conclusion that in this case the PNNs (96.58%) outperform LVQ (96.03%) networks, thus they provide an effective potential soft computing technique for the evaluation of osteoporosis risk. The ANN with the best performance was used for the contribution assessment of each risk feature towards the prediction of this medical disease. Moreover, the available data underwent statistical processing using the Receiver Operating Characteristic (ROC) analysis in order to determine the most significant factors for the estimation of osteoporosis risk. The results of the PNN model are in accordance with the ROC analysis and identify age as the most significant factor.
Introduction
Artificial Neural Networks, Genetic Algorithms and Fuzzy Logic are modern subfields of the emerging field of Computational Intelligence and are used in order to solve problems without prior knowledge and symbolic representation of their rules. Methods and algorithms derived from these subfields exhibit certain advantages and drawbacks when applied to real-life problems.
The huge mass of applications, in which ANNs can be used with promising results [1] is the essential element of their growth. ANNs have been widely implemented over the last years in many scientific areas, like the industry [2] , image processing [3] , communications [4] and medicine [5] [6] [7] .
Physicians use medical protocols in order to diagnose diseases. Medical diagnosis is the accurate decision of upon the nature of a patient's disease, the prediction of its likely evolution and the chances of recovery by a physician, based on a set of clinical and laboratorial criteria, applicable to a particular case.
ANNs are suitable for disease prognosis since there is no need to provide a diagnostic rule to identify the disease, but a set of examples that represent the variations of the disease. ANNs have been used in many medical areas successfully, such as cardiology [8] , oncology [9] , orthopaedics [5] , urology [9] , surgery [6] etc.
The determination of the suitable ANN architecture is a critical point in some applications. An ANN with a small number of neurons involves deficient training, whereas a large number of processing elements limits its generalization ability. A typical approach for the proper design of an ANN is trial and error.
This study employees best-performance Probabilistic Neural Networks (PNN) [5] and also Learning Vector Quantization (LVQ) ones, which do not implemented in similar research efforts for osteoporosis estimation in the past [5] , [10] [11] [12] [13] . Moreover, the implemented ANNs are based on a vast data set comprising of 3426 records corresponding to an equal number of patients, whereas previous studies [10] [11] [12] [13] were based on data sets with fewer cases.
The PNN with the best performance, as well as the Receiver Operating Characteristic (ROC) analysis were used for the investigation of the essential diagnostic factors of osteoporosis.
Osteoporosis and Data
Osteoporosis is a common bone disease that leads to an increased risk of fracture. In osteoporosis, the Bone Mineral Density (BMD) is reduced; the bone microarchitecture is disrupted whereas the concentration and the variety of proteins in bones are altered. Apart from the direct physical implications of a fracture, such as pain and inconvenience, osteoporotic fractures (involving the hip or the spine) are a major cause of morbidity and mortality.
Osteoporosis is a most frequent disease for women after menopause, when it is called postmenopausal osteoporosis, but it may also be developed in men. It may occur in anyone in the presence of particular hormonal disorders and other chronic diseases or as a result of medications, specifically glucocorticoids. In this case the disease is called steroid or glucocorticoid induced osteoporosis. It is a fact that a percentage as high as 75% of the women with osteoporosis disregards this disorder.
The diagnosis of osteoporosis is based on measuring the BMD of the patient. The most popular laboratorial method for doing this is the Dual Energy X-ray Absorptiometry (DEXA) scan. This examination, applied to specific bones, is costly and based on radiation absorption from the patient, so it is not recommended in all orthopedic cases.
The osteoporosis data, which were used for the design of the PNN and LVQ models, were obtained from the Orthopedic Clinical Information System of Alexandroupolis' University Hospital in Greece. This information system consists of a main database (MDB) where all medical records and statistical data is kept. For secure and real-time connection to the database, the information has been distributed, designing a replication scheme of the related database MDB. Although, the data belong to different instances, they seem to be included in a single database [14] .
The healthcare specialists access the medical data via a friendly and ergonomic web interface. The users of the Orthopedic Clinical Information System have remote access to the MDB either by their desktop personal computers or by Personal Digital Assistants (PDAs) wireless connected to database.
Data related to four diagnostic factors were stored for each patient, namely: age, sex, height and weight. The diagnostic factors for osteoporosis risk prediction as well as their values are presented in Table 1 and described in detail in [5] . The estimation of the osteoporosis risk factor was based on a T-score value, which is the patient's bone density compared to the normally expected in a healthy young adult of the specific sex. A T-score value less than or equal to -2.5 implies the development of osteoporosis, whereas a T-score greater than -2.5 is related to a normal person. These values of bone densitometry were divided into 2 classes, as presented in Table 2 .
As it has already been mentioned, the present study is based on a data set comprising of 3426 records. Actually, the vast majority 3346 cases (97.7%) are related to women and only 80 cases (2.3%) are related to men with osteoporosis symptoms. The 1083 persons are pathological cases, as their T-score was less than or equal to -2.5. This data set was divided into a set of 2426 records for the training of both PNNs and LVQ ANN and another set of 1000 records for the evaluation and testing of their classification efficiency.
PNNs and LVQ Models in Medical Diagnosis Prediction
In this study, two osteoporosis risk prediction models based on a non-symbolic learning approach are presented. These proposed models use ANNs, particularly Probabilistic Neural Networks (PNNs) and Learning Vector Quantization (LVQ) ones.
PNNs are a variant of Radial Basis Function Networks and approximate Bayesian statistical techniques. The modus operandi of PNNs is familiar to the human decision making approach [8] . The patterns' classification by PNNs is based on Parzen's Probabilistic Density Function (PDF) estimator [8] . A PNN is a feed-forward neural network, consisting of two layers. The first layer, which consists of radial basis function units, computes the distances between each input vector and the training input vectors [15] . The obtained vector's values indicate the propinquity of the input vector to a training input. The second layer, which is a competitive layer, sums these contributions for each class of inputs to produce a vector of probabilities as output. These probabilities indicate the likelihood of the input vector to be classified in each of the available classes. The transfer function of the second layer detects the maximum probability and classifies the input vector to the corresponding class.
More details about the specific implementation of the used PNNs can be found in [5] . The PNN learns with exposure to training patterns with a single pass without the necessity of extended training. This feature implies that the PNN may manage large quantities of data much faster that other ANN architectures. The maximum accuracy requires the determination of a "smoothing factor", which represents the width of the calculated Gaussian curve for each probability density function.
The LVQ neural networks were first proposed by Kohonen. A LVQ network is a two-layer feed-forward network, consisting of a competitive layer and a linear layer. The first layer learns to classify the input vectors in the same way as the competitive layer of PNNs. The second layer transforms the competitive layer's classes into desired classifications defined by the designer of LVQ network. The classes of the competitive layer are called subclasses while the classes of the linear layer are called target classes [16] . Both of the competitive and linear layers have one neuron per class. The number of neurons for the hidden layer is always larger than the number of output neurons.
The LVQ method is used in training ANNs for pattern classification, where each output represents a particular class. Each class is referred by a vector of weights that sequentially, represents the centers of the classes. The training data set is used several times during the training phase in a random order. The training of LVQ ANNs is terminated when classes remain stable or a specific number of iterations has been carried out. A trained LVQ neural network is a vector comparator. When a new vector is presented to the input layer of a LVQ ANN it will be classified to a class with the closest center.
Experimental Results
The MATLAB Neural Network Toolbox was used for the construction and the assessment of the classification efficiency of the developed PNN and LVQ neural networks. The effectiveness as well as the user-friendly interface conduced to the selection of the specific software for the purpose of this study.
The implemented PNN and LVQ architectures, the number of neurons in the input, hidden and output layers, as well as the transfer functions used in the hidden and the output layers for each network type, are summarized in Table 3 . The spread of the radial basis function, representing the width of the Gaussian curve, varied during the experimental design phase of the PNNs. The three level architecture of the optimal PNN is 4-2426-2, whereas the spread value offering the best performance was equal to 0.6.
The three level architecture of the optimal LVQ neural network was 4-4-2. A statistical analysis over osteoporosis data set indicated that the data is grouped into four subclasses. As it was mentioned, the number of hidden neurons of an LVQ neural network equals to the number of subclasses, so the implemented LVQ has four neurons for its hidden layer. The obtained results from the optimal PNNs and LVQ ANNs for the osteoporosis risk prediction are summarized in Table 4 . The performances of the proposed ANN models are depicted in columns two to seven. In this study, the classification efficiency of PNNs and LVQ ANNs was based on two criteria. The first criterion was the percentage (numbers in parenthesis correspond to real cases) of correct classified cases over testing (1000 cases), training (2426 cases) and overall data set (3426 cases). These percentages are recorded in columns two to four of Table 4 . An important criterion for the evaluation of the ANN's generalization ability is the proper classification of the pathological cases. The implemented ANNs have to recognize patients with increased osteoporosis risk factor, so the fields five to seven store the percentage of pathological cases that have been categorized correctly, for testing, training and overall data, respectively. It is shown clearly that PNN outperforms LVQ neural network, as the percentages of successful prognosis for overall and pathological cases for testing, training and for the entire data set are higher. Therefore, the PNN has been characterized as the optimal choice of ANN for being potentially used towards osteoporosis risk prediction.
The PNN was used for the significance estimation of the diagnostic risk factors and it was trained with 4 pruned data sets. Each of these sets used values related to 3 diagnostic factors instead of the total 4. In other words, one different diagnostic factor was omitted in each data set. The PNN was constructed and tested with the pruned data sets, and the obtained results are recorded in Table 5 . The first column presents the diagnostic factor which was not considered during the PNN's development. The 2nd to 7th columns depict the performance of PNN for each of pruned data sets. The results of the 2nd to 4th columns are the percentages of successful prognosis over testing (1000 cases), training (2426 cases) and overall pruned data sets (3426 cases). The 5th to 7th columns record the percentage of successful prognosis of pathological cases for testing, training and overall pruned data sets. The results of the pruned PNN were compared to the ones related to the full-sized PNN. The performance of PNN dropped dramatically in the case of the omission of the "age" feature. The PNN's effectiveness remained stable when the "sex" diagnostic factor was omitted, as the vast majority is women with osteoporosis symptoms. The absence of "height" improved the PNN's performance.
The omission of "weight" did not improve the classification efficiency of the pruned PNN according to the percentages of successful prognosis for testing, training and overall data set, however the percentages of successful prognosis over pathological situations are better than ones of the full-sized data set PNN. The results of Table 5 prove that the height and weight diagnostic factors reduce the generalization ability of PNN.
ROC ANALYSIS
The available data set of osteoporosis records underwent statistical processing using Receiver Operating Characteristic (ROC) analysis for the determination of the contribution of each diagnostic factor to osteoporosis risk prediction [17] .
The essential statistic from ROC is the Area Under Curve (AUC) for each diagnostic factor. The mathematical expressions for AUC, sensitivity and specificity are explained in [17] . The obtained results are summarized in Table 6 . The 1st line presents the osteoporosis' diagnostic factors, while the AUC of ROC for each factor is recorded in the 2nd line of the Table 6 .
As mentioned above, the AUC is the value of visual depiction of ROC. An AUC value greater that 0.5 indicates the importance of the contribution of a specific diagnostic factor. According to results of Table 6 , the most important diagnostic factor is Age. The Sex's AUC is equal to 0.5, so this diagnostic factor seems not to have important contribution for osteoporosis risk estimation. This result was expected as the used data set consists of 3346 women, while the number of men is negligible. The results of pruned PNN and ROC analysis are convergence in terms of proposed diagnostic factors for osteoporosis risk prediction. Consequently, the Age factor is strongly recommended to be recorded for each patient.
Conclusions
Despite the fact that osteoporosis is an enormous public health problem with huge recourses required to deal with the immediate and long-term effects of fractures, no investigation has been performed on the effectiveness and weightiness of the various diagnostic factors in the clinical evaluation of patients. This paper evaluates the performance of two ANN topologies for osteoporosis risk prediction. The PNN outperformed the LVQ neural network in terms of successful prognosis of osteoporosis.
The PNN, which had the best performance, was used for further processing of the osteoporosis prediction data set. The PNN was designed, implemented and tested with pruned versions of the data set, for the evaluation of the most significant diagnostic factor towards osteoporosis risk. It was concluded that "age" is the most significant factor towards osteoporosis prediction.
Moreover, the available data were processed using the ROC analysis approach. The results of the optimal PNN were in accordance with the output of the ROC analysis.
In future work, it would be preferable to make the same experiments in an extended data set consisting of more male patients and more factors (such as smoking), which affect the presence of osteoporosis. The limited number of male data records used was an obstacle in the effort to reach generalized conclusions related to the "sex" factor. The additional diagnostic factors would contribute to an extensive study in terms of the osteoporosis disease. Also the scoring of the T-code values can be implemented by the use of fuzzy logic, offering a more comprehensive approach.
