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Abstract
Molecular machines play vital roles in many cellular processes, including DNA replication and repair, gene
expression, protein degradation, protein secretion and maintenance of pH homeostasis. Despite intense
research efforts, the atomic-level mechanism transmitting other form of energy into mechanical force is still
unclear. Molecular dynamics simulations, though capable of providing atomic details, are limited in the
study of molecular machines owing to the challenge that these machine usually function on a millisecond
(or longer) time scale which, for a long time, could not be covered computationally. Employing advanced
sampling techniques and theoretical modeling, we investigate the mechanism of three exemplary molecular
machines in the following.
Transcription termination factor Rho is a key factor in bacterial gene expression and regulation. An
essential question is how RNA is translocated by Rho using energy from ATP hydrolysis. By combining MD
simulations with path sampling techniques and milestoning analysis, we find that the release of hydrolysis
product (ADP+Pi) triggers the force-generating process of Rho through a 0.1 millisecond-long conformational
transition. Our results not only reveal in new detail the mechanism employed by ring-shaped ATPase motors,
for example the use of loosely bound and tightly bound hydrolysis reactant and product states to coordinate
motor action, but also provide an effective approach to identify allosteric sites of multimeric enzymes in
general.
Following the footstep of the study on Rho, we investigate a DNA helicase UvrD, which plays key roles
in DNA replication and repair, by unwinding nucleic acid strands. Combining bioinformatics approaches
and free energy calculations, we characterize how the UvrD helicase changes its conformation at the fork
junction to switch its function from unwinding to rezipping DNA. The obtained transition pathway shows
that UvrD opens the interface between the 2B/1B domains, allowing the bound ssDNA strand to escape and
the other strand to bind to the ssDNA-binding domains. An interesting “tilted” conformation is revealed,
which serves as a key metastable state for the ssDNA strand exchange. The simulation results not only
match the single-molecule measurements from our collaborators, but also decipher key elements for the
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“hyper-helicase” behavior induced by a mutant (UvrD303).
The last project is a study of the growth of flagellum, which is an hours-long process. The building
blocks of flagella, flagellin monomers, are pumped by a type III secretion system, through the flagellar
interior channel to the growing tip. After a flagellin monomer binds to the tip of the filament, the growing
flagellum is extended. The flagellin translocation process, due to the flagellum maximum length of 20 µm, is
an extreme example of protein transport through channels. By deriving a theoretical model complemented by
molecular dynamics simulations, we explain why the growth rate of flagellar filaments decays exponentially
with filament length and why flagellum growth ceases at a certain maximum length.
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To my advisor Klaus Schulten.
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Chapter 1
Introduction
One of the most remarkable inventions of biological evolution are molecular machines driven by energy
released from ATP hydrolysis. They participate in many vital processes, such as DNA replication and
repair, transcription, chromosome segregation, protein degradation and maintenance of pH homeostasis [1, 2].
Emerging evidence shows that a number of molecular machines can be targets for cancer therapy [3, 4, 5, 6].
Characterizing the atomic level mechanism of their function on a biologically relevant time scale (millisecond
or longer) could aid the development of anticancer drug design [7].
The first two projects in this thesis study helicases, which are molecular motors driven by energy released
from ATP hydrolysis to unwind nucleic acid duplex substrates,. They participate in many key processes, such
as DNA replication and repair, transcription and translation; most of the helicases belong to the so-called
Additional Strand Catalytic glutamatE (ASCE) superfamily of proteins [1]. The ASCE superfamily has two
important subfamilies, namely RecA-like ATPases and AAA+ ATPases; the two helicase systems studied in
this paper, Rho and UvrD (see Fig. 1.1), all belong to RecA-like ATPases. Rho participates in transcription
termination by translocating along mRNA and stops transcription by destroying the transcription bubble.
UvrD is crucial in DNA replication and DNA repair by unwinding the double-stranded DNA helix.
It has been suggested that a number of helicases can be targets for cancer therapy [9]. Design of small-
molecule inhibitors may perturb unwinding and thus hinder the replication or division of cancer cells; on
the other hand, inhibitors may prevent misfolded states caused by cancer-promoting mutations and thus
preserve the normal function of these helicases. For drug design, it can be very helpful to characterize the
atomistic-level mechanism or intermediate structures during the functional cycles of these motors.
The function of these motors is carried out in a series of repeated steps, by generating usually linear force
on the substrate. Each step of the motors contains, according to single-molecule observation, a dwell phase
of relative long duration and a motor-action phase [2]. During the dwell phase, the motor is energetically
charged through the occurrence of three chemical processes, namely (1) ATP binding, (2) release of existing
(i.e. “old”) ATP hydrolysis product, and (3) hydrolysis of ATP into “new” product, before the next motor-
1
UvrD 
Rho 
Figure 1.1: Schematic illustrations for the functions of Rho and UvrD.
Left: Rho is a hexameric helicase which participates in transcription termination. Right: UvrD is a DNA
helicase which participates in gene replication and DNA repair.
action phase takes place. This scenario is illustrated schematically in Figure 1.2. Interestingly, none of the
three chemical processes during the dwell phase are directly involved in mechanical force generation since
these processes happen at subunit-subunit (domain-domain) interfaces, distant from the substrate binding
site where mechanical force is actually being applied. The question we would to address is how the free
energy stored in the motor during the dwell phase is transferred to power substrate motion in the motor-
action phase.
Crystal structures of helicase motors (Rho [10] and UvrD [11]) with substrates and ligands bound provide
evidence that large-scale conformational transitions are responsible for the substrate movement. However, the
static structures cannot reveal dynamic transitions nor intermediate states while the motors are generating
forces. We first summarize our recent report on Rho [8], which simulates the millisecond dynamics of six
subunits that collaboratively translocate RNA. The second project aims to study how a DNA repair helicase
UvrD changes its conformation and switches the bound ssDNA strand to control its unwinding activity.
Both projects have quantitative comparisons with experimental measurements.
The third project is about using a theoretical model to study how flagellin is pumped by a motor to
translocate inside the the bacterial flagellum. Our aim is to build a physical model of flagellin to determine
the flagellum growth rate, which could take hours. The bacterial flagellum, a self-assembling system, which
allows bacteria to propel themselves [12, 13, 14, 15], is a unique class of protein transport systems in that
the conducting channel is considerably longer than the translocated protein [16]. Our research explains how
structural biophysics, theoretical modeling and molecular dynamics simulation combine to explain how the
physical properties of the flagellin translocation system cause the flagellum growth rate to exponentially
2
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Figure 1.2: A simplified illustration of dwell and motor-action phases of molecular motors.
We use Rho helicase, whose motor-action is translocating substate, as an example, but similar concepts for
the two phases exist in other motor systems. During the dwell phase (τ1, colored in blue) a new ATP molecule
is bound to the empty interface, ADP and Pi are released and a bound ATP molecule becomes hydrolyzed.
The completion of all three dwell phase processes is supposed to trigger the substrate translocation phase
(colored in red) by the motor. The highlighted I→F transition (τ2), or the so-called power-stroke, has been
simulated in our study of Rho [8].
decay with length.
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Chapter 2
Pathway sampling techniques to study
protein conformational transtions
Today all-atom molecular dynamics (MD) simulations can achieve very large and very long simulations of
protein dynamics, as reported recently in the cases of HIV capsid assembly [17] and protein folding [18].
However due to the millisecond scale of the molecular motors’ conformational transition along with their large
size, straightforward MD simulations cannot reach the time scale of the transitions. Fortunately, transition
pathway techniques for sampling rare transition events in protein conformational dynamics [19, 20] can
be utilized to overcome the timescale challenge. Employing the string method [21, 7] and the milestoning
technique [22, 23, 24, 25], we are able to characterize the conformational transition pathway of the motor-
action phase along with associated free energy profile and kinetic rates. The computational protocol was
introduced in our work [8].
2.1 String method protocol
2.1.1 Choice of collective variables
Due to the high-dimensional conformational space of molecular motors (e.g. ∼ 40, 000 atoms for Rho
helicase), one needs to select a smaller, yet representative set of coordinates that is suitable to search for and
describe the most probable transition path (MPTP) [21]; this representative set of coordinates is referred to
in the present study as the collective variables z = {z1, z2, . . . , zn} [26]. How to choose collective variables
depends on the specific system. We have developed a systematic approach to define collective variables in the
case of Rho (see Chapter 3): by analyzing the difference of the structural features among different interface
states, we propose below that the collective variable space can be reduced to positions of key residues at the
six subunit-subunit interfaces, which contribute to relative motion of subunits, but not to internal motion
of the individual subunits.
An important treatment involved in the following string method calculation was that we discounted the
rigid-body translation and rotation of the entire system from the collective variables z. To simplify the
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procedure, e.g. in the case of Rho, we actually discounted overall translation and rotation of just the Cα
atoms in the beta-sheet core of subunit m1 by fixing the respective center of mass and orientation.
2.1.2 String method with swarms of trajectories
In the string method, a transition pathway is represented by a “string” in a space of “collective variables”
z(x), z being n-dimensional functions of Cartesian coordinates x of the system (x ∈ R3N ). The string is
discretized into M + 1 equally spaced images, which are conformational states along the transition and are
characterized by the set of collective variables z(0), z(1), ..., z(M). The initial and final states of the transition
pathway can be represented by state I and state F. As the path is iteratively refined, one needs to start
from an initial choice, often making the trivial choice of a linear path connecting I with F or using biased
simulations such as targeted molecular dynamics.
In the “string method with swarms-of-trajectories” [21] the images are refined at iterations j = 1, 2, . . .
following swarms of molecular dynamics trajectories. The trajectory swarms for each image starts from an
ensemble of initial conditions close to image point z(α)(j), but the trajectories quickly diverge due to random
initial thermalized positions and velocities. Each swarm involves S trajectories, each trajectory lasting time τ
(in the Rho case we chose S = 30 and τ = 4 ps). The image moves z(α)(j) to z˜(α)(j+1) = z(α)(j) + ∆α(j)
where ∆α(j) is the average displacement of the S trajectories. At this point one obtains M + 1 images
z˜(α)(j+ 1) that are, in general, not smoothed or equally spaced along the pathway. The pathway smoothing
and equal image spacing was achieved through an algorithm described next. In explaining this algorithm
acting on z˜(α)(j + 1) we replace the latter for the sake of simpler notation by z˜(α).
The large numbers of degrees of freedom according to well established principles of statistics brings about
stronger noise than do smaller numbers of degrees of freedom. To avoid problems due to the strong noise
and resulting kinks in the transition pathway we followed Refs. 27, 28 and smoothed the transition pathway
(string) by means of multidimensional curve fitting. For this purpose one introduces a low-pass filter through
a truncated Fourier series
z∗(t) = z˜(0) + (z˜(M) − z˜(0))t+
n∑
i=1
P∑
j=1
βijsin(jpit)ei . (2.1)
Here z∗(t) (t ∈ [0, 1] is the progress variable along the transition pathway I → F) is an analytical function
connecting the initial image z˜(0) to the final image z˜(M). n = N×3 is the dimension of the collective variable
space spanned by the basis vectors ei, whereas N is the total number of atoms selected. P is the number
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of Fourier components kept; e.g. for the study of Rho we use P = 8. {βij} and {tα} are optimized by
minimizing the error χ, where
χ2 =
M∑
α=0
|z∗(tα)− z˜(α)|2 . (2.2)
After the above multidimensional curve fitting one obtains z∗(tα) (α = 0, 1, ..., M) which are, however,
not separated by equal arc lengths along the new string. In order to make the arc lengths between each
two adjacent images the same one needs to enforce the following condition and determine thereby new curve
parameters t∗α (α = 0, 1, ..., M)
∫ t∗α
t∗0
||z˙∗(t)|| dt = α
M
L . (2.3)
Here t∗0 = 0, t∗M = 1, and L is the total arc length of the string, namely L =
∫ 1
0
||z˙∗(t)|| dt. The
corresponding redistributed images are z(α)(j + 1).
In the last part of the current iteration step one provides an opportunity to all degrees of freedom of
Rho to adjust themselves through relaxation to the new selected collective variables z(α)(j + 1). For this
purpose one carries out a restrained MD simulation in which all atomic coordinates are free to move except
the atomic coordinates belonging to the collective variable set which were restrained around z(α)(j+ 1) with
a harmonic potential. From the equilibrated trajectory, S snapshots can be selected to serve as an ensemble
of initial conditions for each swarm in the next iteration, namely j + 2. We also save the averaged protein
conformations y(j) of the selected S snapshots at every iteration for the analysis proposed below.
The procedure above is carried out iteratively until one reached convergence. During the iteration process,
the average RMSD for z(α)(j) of the M + 1 images in the string compared with the initial string z(α)(0) is
monitored and it should reach a plateau after convergence.
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2.2 Calculations of free energy and kinetics with milestoning
Based on the converged transition pathway (images z{i}, i = 0, 1, . . . ,M) obtained through the string
method one can explore the corresponding free energy and kinetics of the transition. In the following we
demonstrate how Voronoi tessellation [25, 29] along with sampling trajectories within the Voronoi cells allows
one to obtain the free energy profile along the transition pathway. The mean first passage times (MFPTs)
can be calculated through the milestoning analysis [23, 25, 29] by extracting statistical information of the
Voronoi cell surface hitting events.
2.2.1 Free energy calculation
To obtain the free energy profile that hexameric helicase encounters along the I → F transition pathway, we
employed the enhanced sampling method with Voronoi tessellation suggested in Ref. 25, 29. The tessellation
is obtained by making the images z{i} along the transition pathway the centroids of associated Voronoi cells
Bi, the latter defined through
Bi =
{
z ∈ Rn | ||z− z{i}|| < ||z− z{j}|| ∀j 6= i
}
(2.4)
where i, j = 0, 1, . . . ,M and n = N × 3 (N is the total number of atoms selected). The interfaces between
neighboring Voronoi cells Bi and Bi+1 (Bi∩Bi+1) approximate the isocommittor surfaces of the reaction [23];
however interfaces between non-neighboring cells may also be non-empty, allowing then transitions between
the corresponding non-adjacent cells.
In order to derive information on free energy and kinetics we launched multiple MD simulations restrained
in each Voronoi cell Bi with random initial velocities. The initial all-atom Cartesian coordinates x{i} were
taken from the snapshots near the end of the restrained simulations in the iteration after the string protocol
is converged. The restrained behavior was implemented by adding a harmonic potential to conformations
z which reached the outside of the Bi boundary, with force gradients normal to the planar surfaces and
directed to the inside of the cell [29]. The parts of trajectories outside Bi were dropped in the following
calculations.
During the stated MD simulation in cell Bi we monitored how often the trajectories hit a common
boundary with Voronoi cell Bj , i.e., one monitors how often a trajectory tried to move from cell i to cell
j, defining thereby the numbers N(i → j). From the numbers N(i → j) an escape rate constant can be
calculated through ki,j = N(i→ j)/Ti (here Ti is the total simulation time inside cell Bi). From ki,j a rate
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matrix K is obtained, namely
Kij =

kj,i if i 6= j
−
M∑
l=0
l 6=i
ki,l if i = j
 . (2.5)
One needs to check at this point if the resulting matrix K describes a random process of 1st order kinetics
along the transition pathway that is ergodic such that there is a finite positive probability to pass from any
cell Bi to any other cell Bj . If the system is not ergodic a free energy profile cannot be determined and one
needs to increase the simulation time Ti in each cell until one obtains indeed a rate matrix K corresponding
to an ergodic process. The calculation for the mean first passage times (MFPTs) of the transition in the
next step will be based on the same data set.
In case ergodicity has been reached the kernel of K is 1-dimensional and one can determine the single
equilibrium probability vector pi through
K · pi = 0 (2.6)
where the normalization
∑M
i=0 pii = 1 is enforced. The equilibrium probability vector will be used again
for the estimation of MFPTs. The free energy as a function of the reaction coordinate, i.e., for cells Bi,
i = 0, 1, . . .M , can be calculated by means of
Gi = −kBT log(pii) (2.7)
where kB is the Boltzmann constant and T is the temperature.
The 1-dimensional free energy profile can be then projected onto a 2-dimensional x-y space through
F (x, y) = −kBT log[
M∑
i=0
piipi(x, y)] . (2.8)
Here pi(x, y) is the normalized probability distribution for coordinates x and y projected from the trajectories
associated with Voronoi cell Bi.
2.2.2 Calculation of mean first passage times
Milestoning, introduced by Faradjian and Elber [22], estimates the long time kinetics of the transition
from split trajectories crossing the milestones along the transition pathway. Recent developments of the
milestoning technique introduced Markovian milestoning with Voronoi tessellations (MMVT) [25, 29] and
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directional milestoning (DiM) [24, 30]. Here we employed MMVT which uses the interfaces shared by
two Voronoi cells (non-empty Bm ∩ Bn, m 6= n and m,n = 0, 1, . . . ,M) as milestones labeled by indices
0, 1, . . . , NT . The analysis takes transitions between non-neighboring cells into account so that NT does not
necessarily equal M . One has to first determine rates qij from milestone i to milestone j from the above
mentioned trajectories inside the Voronoi cells. It has been proven that for the most likely rate matrix, given
the observed trajectories, qij satisfies the condition: [25, 29]
qij =

∑M
l=0 pil(N
l
ij/Tl)∑M
l=0 pil(R
l
i/Tl)
if i 6= j
−
NT∑
l=0
l 6=i
qil if i = j

. (2.9)
Here pil (l = 0, 1, . . . ,M) is the equilibrium probability for cell Bl determined by solving Eq. 2.6. N lij , Rli and
Tl are determined from the trajectory in cell Bl: N lij is the number of transitions from milestone i to milestone
j, Rli is the total time during which i has been the most recent milestone crossed by the system, and Tl is
the total time of the trajectory. The numerator
∑M
l=0 pil(N
l
ij/Tl) and denominator
∑M
l=0 pil(R
l
i/Tl) inside the
fraction represent averages of N lij/Tl and Rli/Tl with weight pil, respectively. After obtaining qij , one solves
the following system of linear equations to determine the mean first passage times (MFPTs) [31, 23, 25, 29]
from milestone m to a target milestone n (τm,n, m 6= n),
NT∑
m=0
m 6=n
qkmτm,n = −1, k 6= n. (2.10)
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Chapter 3
RNA translocation by hexameric
helicase Rho
Material in this chapter is reproduced in part with permission fromWen Ma and Klaus Schulten, "Mechanism
of Substrate Translocation by a Ring-Shaped ATPase Motor at Millisecond Resolution", J. Am. Chem. Soc.,
137 (8), pp 3031-3040 (2015).
3.1 Introduction
ATP is a molecule that is employed universally in all living cells for storage and release of chemical energy.
Hexameric motors are ring-shaped, multi-subunit enzymes that couple the chemical energy from ATP hy-
drolysis to the generation of force or torque, by which the motors perform mechanical work. Among these
hexameric motors, Rho is a key factor in bacterial gene expression and regulation [32]. It translocates along
the mRNA transcript in the 5’ → 3’ direction, towards the RNA polymerase (RNAP), and stops transcrip-
tion upon reaching the RNAP by disassociating the latter [33, 34, 35]. There are two RNA binding sites on
Rho: a primary binding site located in the N-terminal domain and a secondary binding site located in the
C-terminal domain, which is a RecA-like ATPase domain and homologous to the ATPase domain of F1-/V1
-ATPase [36, 37, 38]. During Rho translocation, the secondary binding site on the central pore is responsible
for pulling mRNA through the pore in an ATP-dependent manner, while the primary site holds the contact
with the rut site, as described by the “tethered tracking” model [39, 37, 40].
Crystal structures of hexameric helicases [41, 10, 42] and F1-/V1 -ATPase [43, 44] with substrates and
ligands (ATP-mimic molecules) bound provide evidence that large-scale conformational transitions are re-
sponsible for the substrate movement. Rho’s equilibrium structure in complex with its RNA substrate and
ligands (ATP analogue ADP·BeF3) has been solved [10]. The asymmetric structure of Rho [10] reveals that
the six interfaces between Rho’s six subunits exhibit a specific circular pattern of different conformational
states in the ATP hydrolysis cycle, the states being related to six sequential ligand binding states T∗, T∗, T,
T, E, D shown and defined in Figure 3.1a. According to the crystal structure, Rho translocation, driven by
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ATP binding, hydrolysis and product release processes, should involve rotary reaction steps (Figure 3.1b).
In each step the mentioned circular conformational pattern is shifted by one subunit or, rather, by 60◦
around the Rho ring. Such a rotary reaction mechanism, postulated originally by Boyer for F1-ATPase [45],
has also been suggested, based on crystal structures, for other hexameric helicases [41, 42] and F1-/V1
-ATPase [43, 44], the latter of which share considerable sequence and structural similarities with Rho [38].
Despite the valuable information provided by the crystal structure [10], various biochemistry experi-
ments [46, 47, 48] and a single-molecule study [40] on Rho, the following three questions remain unanswered:
(i) The rate limiting step in the Rho hydrolysis cycle, the latter combining dwell phase and motor-action
phase, seems to be release of “old” hydrolysis product as suggested by experiments [46, 47], but whether and
how this product release triggers the ring to exert force on the RNA substrate is unknown. (ii) A specific
direction (clockwise in the case of Rho) of the rotary reaction steps, along with an asymmetry pattern of
the ring subunits interacting with the substrate [49], is required for the substrate’s unidirectional translo-
cation [1]. How is the direction of the rotary reaction step selected and maintained, or in how far is the
transition involved in Rho’s motor-action phase (Figure 3.1b) energetically favorable? (iii) What conforma-
tional transition arises at the “new” product binding site such that “new” product turns into “old” product,
and can be released.
Previous computational studies on ring-shaped motors have shed light on the coupling between substrate
dynamics and coordinated subunit conformational transition during the ATP hydrolysis cycle; however the
studies included only coarse-grained simulations [50, 51, 52, 53] or enforced-rotation simulations of the central
stalk in the all-atomic F1-ATPase system [54, 55, 56]; furthermore, the studies could not answer the above
questions due to model resolution or time scale limitations. Here we carry out all-atom MD simulations
employing the pathway sampling techniques (introduced in Chapter 2) to characterize the conformational
transition pathway of Rho’s action phase along with associated free energy profile and kinetic rates in the
Rho-RNA complex.
The transition pathway determined at atomic resolution reveals the relative translation and rotation of
the six subunits that unidirectionally translocate RNA. The six-subunit-motion induces RNA translocation
mainly through six lysine residues arranged in the pore along a spiral staircase, one (K326) contributed
by each subunit. We find that, during one rotary reaction step, the force generation process is induced
by release of “old”, actually loosely bound, product and eventually leads to one K326 residue (belonging to
subunit m1 in Figure 3.1b), namely the one at the top of the staircase, being pulled away from the RNA
substrate, while the interactions between the second- and third-to-top K326 residues with RNA are firmly
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Figure 3.1: Structure and proposed rotary reaction mechanism of Rho hexameric helicase.
(a) Structure modeled based on the reported Rho crystal structure (pdb code: 3ICE [10]). Rho subunits
consist of a C-terminal domain (blue) and an N-terminal domain (grey). Active sites of the ATPase cycle are
located at the subunit-subunit interfaces and are labeled according to the state of ATP at the respective sites,
namely, hydrolysis-competent (T∗), ATP-bound (T), “old” product (D) and empty (E) state, respectively.
ATP, ADP and Pi are shown in orange. K326 residues (purple), contributed by each subunit and altogether
arranged in a roughly helical stair case fashion, are located in the central channel of the Rho hexamer where
RNA (pale red) is bound, likewise in a roughly helical conformation. (b) Proposed rotary reaction mecha-
nism [10]. Rho’s six identical subunits are labeled m1, m2, ..., m6; the different colors of the six subunits’
circular peripheries indicate schematically that the subunits assume different interface conformations in prior
state R. In binding ATP, releasing ADP+Pi and hydrolyzing ATP to ADP, the pattern of ligand binding
states corresponding to the surface conformations in the prior state R, T∗T∗TTED, shifts to DT∗T∗TTE in
the final state F. As one can easily recognize, the ligand binding states of R, after a 60◦ clockwise rotation
around the z-axis, are the same as those of F. In going from R to F, RNA is propelled as indicated by pale
(RNA further away from viewer) and intense red (RNA closer to viewer) coloration.
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Figure 3.2: Overview of the mechanism of RNA translocation by Rho helicase.
In binding ATP, releasing ADP + Pi and hydrolyzing ATP to ADP, Rho transitions from an initial state I to
a final state F (see the result part for how to obtain state I from the prior state R in the crystal structure).
In going from I to F, a molecule of RNA is propelled as Rho’s center. The schematic free energy landscape,
governing the transition, is shown in the middle.
held. The disengagement between the top K326 and RNA exhibits the slowest ∼0.1 ms transition between
two key intermediate states. The directionality of the rotary reaction in Rho’s action phase, which starts
upon completion of the three ligand state changes during the dwell phase, is induced by a 1.5 kcal/mol
drop in free energy between pre-translocation and post-translocation states, suggesting a population shift
mechanism for the force generation (see Figure 3.2). Furthermore, among functionally important residues
identified, a small subset of residues is found to form an allosteric pathway that couples unbinding of K326
from RNA with product release; this allosteric regulation changes a tight binding of the “new” hydrolysis
product into a loose binding, so that the product changes its characteristic to that of “old” product that can
be released in the subsequent dwell phase initiating the next motor-action phase.
3.2 Simulation protocol
Here we describe first the molecular modeling of the hexameric helicase Rho and the procedures used for the
MD simulations. Then, we introduce the string method [21] that we apply to calculate the most probable
transition path (MPTP) [21, 57]. Finally, we outline how the milestoning method [23, 25, 29] allowed us to
calculate free energy and kinetics along the Rho-RNA transition pathway. We note that the total simulation
time, including string method calculation and enhanced sampling for free energy and kinetics, adds up to
∼10 µs and involves ∼0.4 million atoms.
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3.2.1 Molecular modeling and simulation setup
Our molecular dynamics study is based on a crystal structure of Rho loaded with RNA (six uracil nucleobases)
from Escherichia coli (pdb code: 3ICE; see Figure 3.1). In our simulations we replaced the ATP-mimics
(ADP·BeF3) in the crystal structure by the equivalent ATP molecules in the T∗ and T states, introduced an
ADP and an inorganic phosphate (modeled as H2PO
–
4 ) [58] in case of the D state, and removed the loosely
bound ATP-mimic in the E state. Structural analyses [59, 60] have demonstrated that non-hydrolyzable
ADP·BeF3 can successfully mimic the ATP and ADP·Pi binding states in F1-ATPase; different ATP ana-
logues produce actually similar binding conformations. We also added to the six uracil nucleobases of the
RNA in the structure three uracil nucleobases to the 3’ end, such that the simulated system contained
RNA with nine uracil nucleobases. We denote by Pj the RNA backbone phosphate groups and by Uj the
nucleobase of the RNA residue for j = 1, . . . , 9.
The protein-ligand-RNA system was solvated in a 120 Å×170 Å×170 Å water box with 150 mM NaCl;
the simulated system involved altogether ∼0.36 million atoms. After a 4000-step energy minimization, the
system was heated in the NPT ensemble (1 atm) to 300 K in 50 ps, employing harmonic constraints with
1 kcal/(mol Å2) spring constant to the heavy atoms. Keeping the spring constant, a 1 ns equilibration in the
NPT ensemble (1 atm at 300 K) was carried out, followed by a 4 ns NVT-ensemble simulation, gradually
decreasing the spring constant to zero during the latter stage. In the following, we refer to the state of the
resulting protein-RNA system as the prior state R (see Figure 3.1b). All MD simulations in our study were
performed using NAMD 2.9 [61] with the CHARMM27 force field and CMAP corrections.
The aim of our study is to identify the mechanism of an elementary propagation step of Rho. The step
involves a prior state R and a final state F that are to be linked through a conformational transition. As
the actual propagation (R→ F) occurs typically on a millisecond time scale, straightforward MD simulation
cannot simulate this transition and enhanced conformational sampling based on a so-called string method
is employed instead. In the present case the hexameric symmetry of Rho dictates that F, in principle, is
identical to R with all subunits shifted by one. To construct F one needs to permute the geometries of S1(R),
S2(R), . . . S6(R), where Sj(R) [Sj(F)] denotes the geometry of subunit j in Rho state R [state F] as follows:
S1(F) = S6(R), S2(F) = S1(R), . . . S6(F) = S5(R).
We introduce an initial state I (see Figure 3.4a) between R and F. State I represents a state of Rho,
in which ATP hydrolysis and new ATP binding in the prior state R have just taken place such that Rho
is driven to a new geometry of its subunits, namely the one corresponding to state F. In other words, I
represents a state energized through changes in ligand binding states. I is constructed from the prior state
14
R as follows: at the m1/m2 interface one hydrolyzes one ATP molecule by superimposing an ADP and Pi
onto the ATP position (T∗ → D∗; D∗ denotes the state of “new” product that presumably is more tightly
bound than “old” product in state D); at the m5/m6 interface one docks one incoming ATP molecule into
the loosely bound ATP-mimic position (E → T−; T− represents a state with a loosely bound ATP); at the
m1/m6 interface, we actually adopt two alternatives for the ligand state, referring to either state as X: in
the first case, referred to as X = E, we removed ADP/Pi (D→ E) and in the second case, referred to as X =
D, we left ADP/Pi unchanged in the pocket; the other three ligand states remain unchanged at the m2/m3
interface (T∗), m3/m4 interface (T), and m4/m5 interface (T).
The resulting state I system was then equilibrated for 30 ns and the final snapshot was taken as the initial
state I. To compare the conformational changes between state I and the crystal structure, binding pocket Cα
RMSDs of subunits are computed and they are around 1 Å, indicating that the non-hydrolyzable ADP·BeF3
employed in the crystal structure has binding conformations that are very similar to those of ATP/ADP·Pi
molecules employed in our simulations and in functional Rho.
The modeling of I adopted in the present study is justified for the following reasons. First, the time scale
for ATP hydrolysis estimated from experiments to be 1 ms (Ref. 47) or 6.7 ms (Ref. 46) is shorter than
the rate-limiting time for ADP release (10 ms, Ref. 47) or Pi release (20 ms, Ref. 46). As R resembles the
catalytic dwell structure (the crystal structure [10] was obtained while binding to Rho a non-hydrolyzable
ATP analogue), ATP hydrolysis in R will necessarily precede the conformational transition towards F.
Second, for the metabolite concentration of ATP in E. coli (∼10 mM) [62] the time scale for ATP binding is
less than 0.5 ms (Ref. 47, 46), which is much shorter than the time scales of the other two processes (ATP
hydrolysis and product release). Thus one ATP molecule will very likely diffuse to the E (empty) site of R
and become weakly bound in I (E → T− at the m5/m6 interface) before the other two ligand processes take
place. In the simulation, we have four ATP bound in R. Since each Rho hexamer accommodates around 3.5
ATP on average under saturating conditions [46], one ATP hydrolysis reaction (T∗ → D∗), namely the one
at the m1/m2 interface in state I, will keep a suitable number of ATP molecules bound in Rho. Whether
product release process is important to trigger the conformational transition is explored by simulations
assigning for state X either state E or state D.
3.2.2 String method protocol
In the present study we opted for the so-called “string method with swarms-of-trajectories” to describe
the roughly millisecond-scale I → F transition pathway (see Chapter 2 for method details). The string is
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discretized into 51 equally spaced images, which are conformational states of Rho along the I→ F transition.
A swarm of short trajectories (4 ps) is launched for each image and the image evolves according to the average
drift of its trajectory swarm during one iteration. The pathway is then optimized iteratively until it converges
to the the most probable transition path.
Due to the high dimensionality of the movement in the I → F transition we needed to modify the
string method protocol introduced in Refs. 21. On the one hand, we had to select z through a systematic
computational procedure as the large number of collective variables needed could not be hand-picked (Rho
has altogether ∼ 40,000 atoms); on the other hand we had to employ multidimensional curve fitting, as used
previously in simulation studies [27, 28], in order to reduce the noise arising from a thermal multidimensional
system, appearing here in the form of noisy kinks in the transition pathway (string). The collective variables
suitable for the present case should describe the dominant changes that arise during the I → F transition.
These collective variables were identified to be the positions of key residues at the six subunit-subunit
interfaces of the hexamer. We determined the residue-based interaction energy contribution of Rho subunits
as shown in Figure 3.3, the energy serving as a collective variable selection criterion (see Results section).
From this procedure resulted eventually 660 × 3 = 1980 coordinate positions.
Our implementation of the string method benefitted from a scalable multiple copy algorithm [63] which
enables launching thousands of trajectories simultaneously on a petascale supercomputer. The total sim-
ulation time needed for the sum of all string method trajectories amounted to 8 µs for the two pathways
depicted in Figure 3.4.
3.2.3 Free energy and kinetics calculations
In order to compute the free energy profile along the two I→ F transition pathways for X = E and X = D we
employed the enhanced sampling method described in Refs. 25, 29. For this purpose we applied a Voronoi
tessellation [25] in the collective variable space with M = 51 cells, whose centroids are the images z{α} of
the converged transition path. The points z(x) assigned to a Voronoi cell Bi are characterized through the
Voronoi tessellation rule (Eq. 2.4). In order to enhance the sampling, twenty conventional 0.8 ns-long MD
simulations were carried out in each Voronoi cell with random seed employing reflective boundaries at the
cell interfaces. The equilibrium probability pii and free energy Gi for the system in cell Bi are calculated
with Eq. 2.5– 2.7.
Through the milestoning method developed in Refs. 23, 25, 29, the mean first passage times (MFPTs)
for traversing from state I to state F can be computed. The kinetic rates predicted by milestoning have
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been shown to be comparable to experimental values [64, 65]. In milestoning [22, 23], instead of performing
a long-time MD trajectory, the transition event is split into short trajectories crossing a set of “milestones”
(hypersurfaces) along the pathway between the initial and final states. Here the interfaces of Voronoi cells Bi
and Bj are chosen as milestones, labeled by indices 0, 1, . . . , NT (NT 6= M). Statistical properties of crossing
the set of milestones are utilized to reconstruct the information of the transition rates; the rate matrix qij of
instantaneous transition from milestone i to milestone j is obtained by Eq. 2.9 [25, 29] and is based on the
confined simulations within the Voronoi cells introduced above. The MFPTs from milestone m to milestone
n, τm,n, can be then obtained by solving the system of NT linear equations Eq. 2.10 [31, 23, 25, 29], The
sampling inside all Voronoi cells required a total simulation time of 1.6 µs for two free energy profiles and
associated MFPTs between states I and F along the reaction coordinate in Figures 3.4b, c (0.8 µs each).
3.3 Results
In the following the basic rotary reaction step from prior state R to final state F, as defined in Figure 3.1b,
is described in detail. We first characterize the millisecond-scale conformational transition of the Rho-RNA
complex along with the associated free energy profiles and kinetics. We then show in atomic level detail
the relative motion of the six subunits, in particular the motion of the six lysines K326, and demonstrate
how these motions unidirectionally translocate RNA. Finally, based on the transition pathway, we identify
residues involved in an essential allosteric control pathway that synchronizes RNA translocation and the
ATP hydrolysis cycle.
3.3.1 Analysis of key asymmetric structural features in Rho hexamer to
determine the collective variables
The I → F transition in one rotary reaction step is to be computationally accounted for through a set of
collective variables (see simulation protocol) that describe succinctly the reaction progress. Given the large
size of Rho with its six domains m1,m2, . . . ,m6 participating in the conformational transition the reaction
coordinate space (referred to in the following as the collective variable space) is necessarily highly dimensional.
By analyzing the difference of the structural features among different interface states, we propose below that
the collective variable space can be reduced to positions of key residues at the subunit-subunit interfaces
m1/m2,m2/m3, . . . ,m6/m1 which contribute to relative motions of subunits.
In order to identify the participation of domain degrees of freedom in the rotatory reaction we first
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compare the internal structural difference between the R and F states separately for Rho subunits mj , j =
1, 2, . . . 6. We found that the root mean square deviation for subunit mj , RMSDj(F,R), is only around 1 Å to
1.5 Å. The small RMSD values indicate that the participation of the subunits in the rotary reaction step
involves mainly relative motions of subunits, but not internal motion of individual subunits. This assumption
is supported by a hydrogen/deuterium exchange experiment [66] that showed little exchange signal in the
β-sheet core of the Rho C-terminal domain, indicating that Rho conformational transitions in response to
ligand binding mainly involve monolithic subunit movements. This interpretation is strongly supported also
by the results of the extensive string method calculations presented further below which showed that the
largest RMSD from the prior R state along the transition pathway is limited per subunit to 1.6 Å. Equivalent
limited internal motion per monomer and instead rigid body motion has been found in other ring-shaped
ATPase motors, such as the transcriptional activator NtrC1 [67, 68].
While there is little motion of residues in subunit interiors, the residues at the interfaces between neigh-
boring subunits exhibit a crucial involvement in the rotary reaction step as illustrated in Figure 3.3b. In
this figure the surface residues are colored according to the deviation of interaction energy among the six
m1/m2,m2/m3, . . . ,m6/m1 interfaces, ∆Esprior, experienced by residue s in the prior state R (counted are
for every residue s on a particular subunit the interaction with all residues of neighboring subunits, see also
Eq. 3.1 – 3.3). The ∆Esprior values provide a good criterium for the selection of collective variables involved
in the rotary reaction step as a larger interaction energy deviation of residue s in six interfaces indicates
a more important contribution of residue s to the transition between interface states. All residues s with
∆Es
prior > 1 kcal/mol are represented in the collective variable set through positions of their atoms (only
select atoms of a residue are included as specified below).
Here ∆Esprior has been calculated through the expressions
∆Es
prior =
1
6
6∑
j=1
(Es,j − E¯s)2
1/2 (3.1)
Es,j =
∑
s′∈S(j′)
∑
j′∈N(j)
Es,j(s
′, j′) (3.2)
E¯s =
1
6
6∑
j=1
Es,j . (3.3)
Here N(j) = {j mod 6 + 1, (j − 2) mod 6 + 1} is the set of two subunits that are neighbors of subunit j.
S(j′) is the set of residues of subunit j′. Es,j(s′, j′) is the interaction energy between residue s on subunit j
and residue s′ on subunit j′ in state R; Es,j is the interaction energy between residue s on subunit j and all
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the residues on its neighboring subunits in state R; E¯s is the average interaction energy among six subunits
between residue s and neighboring subunits in state R. Generalized Born/solvent-accessible surface area
implicit solvent (GB/SA) calculations [69, 70] were employed to determine the residue-residue interaction
energy Es,j(s′, j′) in state R.
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Figure 3.3: Key structural elements and surface interactions of the C-terminal domain in the initial state.
(a) Front view of Rho’s structural components in contact with RNA. For clarity, m2 and m3 are not shown.
m1, m4, m5 and m6 are shown in green, orange, light blue and red, respectively; ADP and Pi are shown
in van der Waals representation colored by atom name; Q loop and R loop are highlighted in blue and in
yellow, respectively. (b) Contributions of individual residues to the interaction energy deviation, ∆Epriors ,
among six interfaces (projected onto the surface of subunit m1 surface). (Right) m1 is in the same view as
in a. (Left) m1 is rotated 180◦ around the z-axis.
We selected for inclusion in the collective variables residues s with ∆Esprior > 1 kcal/mol. The collective
variables z include Cartesian coordinates of the Cα atoms of the identified residues; residues Lys (NZ),
Arg (CZ), Glu (CD), Gln (CD), Asp (CG), Asn (CG) and Tyr (CZ), which exhibit long side chains, were
represented in the collective variables through a second atom (atom names given in parentheses after the
respective amino acids). The list of the identified residues’ indices is: 140 173 180 181 184 210 211 212 214
215 217 218 221 233 265 269 272 275 283 284 286 287 290 298 299 305 308 323 326 333 334 336 337 339 340
342 347 351 352 353 361 362 364 366 367 368 384 385 388. These residues are located at the subunit-subunit
interfaces, spanning over loops and four helices namely the ones along the quadruple of segments (213 -
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222, 267 - 277, 326 - 337, 347 - 353). The Cα atoms of the four helices were also added to the collective
variable set, if not included yet in the original list. The total number of selected atoms is 660, constituting a
660×3-dimensional collective variable space. Later we will employ a similar criterion to identify key residues
involved in Rho’s conformational dynamics along the simulated transition pathway.
3.3.2 Thermodynamics and kinetics of a basic rotary reaction step
The rotary reaction R → F (Figures 3.1b and 3.4a) is driven by ligand state changes of the ATP hydrolysis
cycle. The state R represents a stable state corresponding to the crystal structure; in this state Rho does
not transition spontaneously to F. Three subprocesses occurring during Rho’s dwell phase (see Figure 1.2)
are required to bring about a motor-action phase transition towards F: (1) binding of ATP to the empty site,
namely E → T; (2) release of “old” hydrolysis product (ADP+Pi), namely D → E; (3) formation of “new”
hydrolysis product through the reaction ATP → ADP + Pi, namely T∗ → D∗. D represents here a state of
loosely bound (“old”) product and D∗ a state of tightly bound (“new”) product.
The subprocesses (1, 2, 3) take place somewhere along the transition R → F. Based on experimental
studies [46, 47], subprocess (2) is considered rate limiting. Accordingly, we assume in our study that sub-
processes (1, 3) take place at the very beginning of the R → F transition; to elucidate the rate limiting
nature of subprocess (2) we introduce at the m6/m1 interface a ligand state X = E or D that we choose to
have, respectively, product released right away or not released at all. The transition modeled by us is then
actually R → I → F, where I is introduced and shown in Figure 3.4a; I differs from R by the change in
ligand configuration T∗, T∗, T, T, E, D (state R) → D∗, T∗, T, T, T−, X (state I) (see simulation protocol
for details of R, I and F modeling based on the crystal structure and biochemical measurements).
We first describe the optimal I → F pathway for the choice of X = E. As shown in Figure 3.4b the
reaction starts in the first local minimum at state I and, eventually, the system reaches the final state
F, which is seen to lie energetically below I, namely by ∆GI,F = −1.5 kcal/mol; this energy drives the
rotary reaction forward. The I → F transition happens in three steps, namely by overcoming a barrier of
height 1 = 1.3 kcal/mol and reaching a first intermediate IM1, by overcoming a second barrier of height
2 = 5.0 kcal/mol at the main transition state (TS) and reaching a second intermediate IM2, and finally
by overcoming a third, small energy barrier of height 3 = 0.3 kcal/mol and reaching the final state F. The
conformations of the intermediates IM1 and IM2 arising in case of X = E will be discussed further below.
The calculated mean first passage time (MFPT) from I to F is evaluated to be about 0.11 ms, consistent with
the experimentally estimated value shown in Table 3.1. The forward rate constant for the I → F transition
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Figure 3.4: Free energy profiles and mean first passage times describing the rotatory reaction step of Rho.
(a) Rotary reaction scheme. Details of how states R, I and F have been constructed are described in Methods.
The ligand state X at the interface between subunits m6 and m1 is assumed to be in one case the empty
state E and in another case the (“old”) product bound state D. The free energy profiles during the transition
I → F for cases X = E and X = D are shown in (b) and (c), respectively. The standard error shown is
estimated by repeating the free energy calculations with half of the trajectories. Insets in (b) and (c) show
both the forward and backward mean first passage times. In case X = E the rotary reaction is exergonic
whereas in case X = D the rotary reaction is strongly endergonic.
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Table 3.1: Comparison between calculated and experimental mean first passage times (MFPTs ).
τI→IM1 τIM1→IM2 τIM2→F τI→F
calculateda 183 ns 107 µs 2.75 µs 0.11 ms
experimentalb – – – 10−1 ms to 1 ms (Ref. 46)
a Results from the simulation for X = E;
b Experimental MFPTs for the protein conformational transitions are order of magnitude estimates as
reported in the references.
is about 15 times larger than the reverse rate constant. As listed in Table 3.1, the rate limiting step for the
I → F transition, namely the step with the highest free energy barrier, is actually the IM1 → IM2 step.
We also find the I→F transition pathway for the case X = D (hydrolysis product is not released from the
m6/m1 interface binding pocket). The free energy and mean first passage times are presented in Figure 3.4c.
A comparison of Figure 3.4c and Figure 3.4b shows clearly that the rotary reaction proceeds much better
when the product release happens early on in state I. In fact, without product release the overall reaction is
strongly endergonic (∆GI,F = +7 kcal/mol) and the forward rate constant is 1000 times smaller than the
reverse rate constant. The results suggest that the conformations of states I and F exist in both X = E and
X = D situations; hydrolysis product release shifts the relative population of these conformations and makes
the state F more favorable.
3.3.3 Key features of Rho conformational transitions
Relative translation and rotation of six Rho subunits accompanied by the opening of the
empty interface. In the following we analyze the characteristics essential for Rho’s overall motion along
the transition pathway after product release. Figure 3.5a shows the overall translational motion of the six
Rho subunits along the z-axis. To simplify the description we introduced a moving coordinate system in
which the z-coordinates of subunits m3 and m4 remain constant. We achieved this by moving the coordinate
system during the rotary reaction step such that initial and final state subunits 2 and 3 remain optimally
aligned during the transition. The remaining subunits engage all into downward movement, subunits m1 and
m6 exhibiting the most significant movement. In state I, five of the subunits (m1,m2, . . . ,m5) are arranged
roughly like a downward staircase (Z(m1) > Z(m2) > Z(m3) > Z(m4) ∼ Z(m5)) where Z(mi) is the position
of subunit mi on the z-axis. m6 is the out-of-order subunit with Z(m2) > Z(m6) > Z(m3). In state F, the
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five subunits (m2,m3 . . . ,m6) form a downward staircase (Z(m2) > Z(m3) > Z(m4) > Z(m5) ∼ Z(m6)) with
m1 being now the out-of-order subunit with Z(m3) > Z(m1) > Z(m4). The vertical positions of the Rho
subunits in states I and F are roughly shifted counterclockwise by one subunit. Figure 3.5b shows the front
view of six subunits in states I and F, with m6 moving down by 7 Å and m1 by 5 Å.
The release of “old” hydrolysis product (the D → E subprocess) happens at the interface between m6
and m1 and exerts a big influence on the conformational dynamics of that interface. We monitored the
two-dimensional free energy map for the contact area between m6 and m1 and the crossing angle between
principal axes of m6 and m1 (Figure 3.5c). During the I → F transition, the m6/m1 interface (the empty
interface) turns into an open binding site via the four states I, IM1, IM2 and F as described previously
in Figure 3.4b. Interestingly, a main free energy barrier of height 4 kcal/mol is found between states IM1
and IM2 in the 2-D map, indicating the opening of the m6/m1 interface is a key transition event during
the I → F transition. Two insets in Figure 3.5c show that the crossing angle becomes larger as the two
subunits rotate relative to each other. After product release, the empty interface can adopt either a more
stable “open” conformation or a less stable “closed” conformation; ATP binding in the next rotary reaction
step would shift the population towards the closed conformation. Clearly, an empty interface is essential for
hexameric motor function as proposed for several systems. [41, 10, 68].
How unidirectional RNA translocation is coupled to Rho conformational transitions. The
coordinated motion of Rho’s subunits as seen in the simulations serves the purpose of translocating the
bound RNA along Rho’s central pore. The translocation results from a coupling between Rho subunits
and RNA, actually involving mainly interactions between six lysines K326 of subunits m1,m2, . . .m6 and
the RNA backbone. The Q loops of the subunits directed towards the central pore also contributes to
RNA translocation, however, the contribution of the K326 side chains in translocating RNA is larger (see
Figure 3.8a). We emphasize here that in our calculations of the I → F transition pathway we excluded the
translocation of RNA from the definition of F (see simulation protocol); the translocation of RNA and its
coupling to the subunit motion is not an ‘a priori’ characteristic built into the simulations, but rather an
outcome of the simulations.
In the I → F transition, the individual subunits m1,m2, . . .m6 play different roles. In regard to the
interaction between Rho and RNA, K326 of m1 disengages from an interaction with phosphate group P3 of
the RNA backbone; K326 of m4 engages into a new interaction with P6; K326 of m2 and m3 continue their
strong interaction with P4 and P5, respectively; K326 of m5 and m6 do not engage in significant interactions
with RNA. The placement of RNA in the Rho channel and the translocation step is illustrated in movie S1
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Figure 3.5: Relative translational and rotational motion of subunits during the I → F transition.
(a) Projection of subunit positions (center of mass of each subunit’s atoms in the collective variable set) on
the z-axis as a function of the progress along the discrete reaction coordinate (0, 1, . . . , 50), namely the
image numbering representing the progress of the transition pathway. (b) Front view of the six subunits in
the initial state I (left) and in the final state F (right). The motion of m6 along the z-axis is indicated by a
blue arrow. The subunit colors are consistent with (a). (c) Two-dimensional free energy landscape generated
using the contact area between m1 and m6 (σ61) and the crossing angle between the principal axes of m1
and m6 (θ61) as coordinates. The unit for the free energy is kcal/mol. States I, IM1, IM2 and F (as labeled
in Figure 3.4b) are shown as black dots. Insets demonstrate the relative orientations between m1 and m6 in
state I (bottom left inset) and in state F (top right inset).
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of Ref. [8].
The above important switching of interactions between K326 and RNA backbones can be illustrated
by measuring the distances between P3 - K326(m1) and P6 - K326(m4) along the transition pathway.
Figure 3.6a shows the two-dimensional free energy landscape generated using the distances P3 - K326(m1)
and P6 - K326(m4). The configurations of four local minima corresponding to states I, IM1, IM2 and F are
shown in Figure 3.6b - 3.6e. During the I→ IM1 stage, K326(m1) first breaks its contact with P3, after which
K326(m4) reduces its distance to P6 by 4 Å but not engage yet with P6. In the state IM1, K326(m1) forms
contact with RNA base U6 (Figure 3.6c), indicating a different RNA sequence could give a different free
energy profile. During the IM1→ IM2 transition, the distance between P3 - K326(m1) gradually increases at
which point K326(m1) loses all contact with RNA. During the last, IM2→ F, transition, K326(m4) eventually
coordinates with RNA phosphate P6. Since crossing of the transition state (TS) happens during the IM1 →
IM2 transition, the disassociation of RNA from K326(m1) rather than the association of RNA with K326(m4)
is the rate limiting processes for the overall rotary step characterized by the I → F transition. Interestingly,
discrete transitions of side chain conformations are also seen in the case of myosin whose recovery stroke
involves side chain motions activated between a few discrete states as reported by Elber et al. [64].
To inspect along the I → F transition overall RNA translocation and Rho conformational change, the
latter property was characterized for this purpose through ∆RMSD = RMSD(Y, I) − RMSD(Y,F) [71];
here RMSD(Y,Z) is the conformational RMSD difference between two conformations Y and Z (Z in state
I or F). The free energy landscape presented in Figure 3.7 reveals an RNA translocation distance of about
2.4 Å in going from state I to state F, which is commensurate with the helical rise per base pair seen in the
Rho-RNA complex; ∆RMSD varies from −4 Å to 4 Å in going from state I to state F, implying that the
full conformational change is necessary in realizing the RNA translocation.
Extension from a single rotary reaction step to multiple steps. The scenario described above
for one rotary reaction step can be readily extended to an arbitrary number of such steps [10]. As shown in
Table A.3 the step 1 hexatuples of ligand states (T∗T∗TTED→ DT∗T∗TTE) corresponding to the transition
R → F can be continued by shifting the step 1 ligand states by one Rho subunit. Table A.3 provides the
detailed ligand states for step 2, 3, . . . 7, where step 7 exhibits again the same ligand states as step 1; the
shifts complete in step 6 a full cycle (360◦) through all six Rho subunits. For example, step 2 involves
then ligand state changes DT∗T∗TTE → EDT∗T∗TT; step 7 involves ligand state changes T∗T∗TTED →
DT∗T∗TTE.
As the ligand state transformation proceeds from state R to state F, along with it proceed the interactions
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Figure 3.6: Key interactions between RNA and Rho during the I → F transition.
(a) Free energy landscape along distances P3-K326(m1) and P6-K326(m4). The position of the phosphorus
atoms of the phosphate group and NZ atoms of K326 define the corresponding distances. (b-e) Configurations
in states I, IM1, IM2 and F, accounting for the key steps of RNA binding and release that induce RNA
translocation. Red dashed arrows indicate large side chain movements before the next state is reached. m1
(green) and m4 (orange) are shown in transparent surfaces.
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Figure 3.7: Free energy landscape for RNA translocation distance and Rho conformation for X = E.
The energy values are defined by the color bar in units of kcal/mol. States I, IM1, IM2 and F are labeled
with black dots. The RNA translocation distance is defined as the center of mass distance between RNA
backbone (residues 3 - 8) and Rho backbone (C-terminal domain). The Rho conformational coordinate is
defined in the text.
of the K326 side chains with RNA phosphate groups: in step 1 K326(m1) disengages from phosphate P3,
while K326(m4) engages with phosphate P6; likewise in step 2 K326(m2) disengages from phosphate P4,
while K326(m5) engages with phosphate P7, etc. The numbering of the RNA backbone phosphates involved
in the disengagement and engagement increases during steps 1 to 7 from (P3, P6) to (P9, P12) = (P3+6,
P6+6), and accordingly the RNA experiences during the first six steps a translocation by a length of 6× 2.4 Å.
The RNA translocation in a full cycle (six steps) is illustrated in Movie S1 of Ref. [8]. Movie S2 of Ref. [8]
shows the relative motion of six Rho subunits in a full cycle. The reader is urged to view both videos for
better comprehension of the simulation results.
Allosteric pathway that couples RNA translocation to hydrolysis product release. RNA
translocation after step 1 requires at the beginning of step 2 the release of hydrolysis product ADP + Pi
at the m1/m2 interface. In fact, when we assumed for step 1 that the respective release of “old” product at
the m6/m1 interface does not take place, the rotatory reaction step is endergonic and cannot proceed (see
case X = D in Figure 3.4c). Likewise, for step 2, the hydrolysis product at the m1/m2 interface must be
released before the next step of RNA translocation can proceed. For this purpose the hydrolysis product at
the m1/m2 interface, which we termed “new” product, must experience a change from being tightly bound
(D∗ state, see Figure 3.4a) to being loosely bound (D state) and, therefore, ready for subsequent release.
One may hypothesize then that the initiation of step 2 in the form of a D → E transition at the m1/m2
interface during the next dwell phase should actually be prepared when state F is reached in step 1. It
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appears that such lockstep synchronization is indeed achieved by Rho through an allosteric pathway that
links disengagement of K326(m1) from RNA backbone phosphate P3 (see Figure 3.6) to a liberation of
inorganic phosphate Pi from a salt bridge with R269(m1). This liberation looses the binding of Pi; we show
below that the nearby ADP moiety becomes also more flexible.
We discovered the allosteric pathway by monitoring the interaction energy deviation along the simulated
pathway between residue s of Rho and all residues of neighboring subunits, ∆Essubunit−subunit (see Figure 3.8
for results and Appendix for formulas). The larger ∆Essubunit−subunit is, the more important contribution
residue s will make to the relative stability of different states along the pathway. Such residues s, namely
those with ∆Essubunit−subunit > 5 kcal/mol, are listed in Tables A.1 and A.2 in Appendix. Among the
residues listed R272(m1), E333(m2), E334(m2), and R269(m1) participate in the stated allosteric coupling
between RNA and Pi. The corresponding pathway is illustrated in Figure 3.9.
The suggested allosteric mechanism at them1/m2 interface (i.e., the interface involved in the T∗ → D∗ →
D transition) is seen clearly when one follows the conformations of residues R272(m1), E333(m2), E334(m2),
and R269(m1) during the I→ IM1→ IM2→ F transitions in Figure 3.9a-d. One can recognize that K326(m1)
disengages from P3 of RNA during the initial I → IM1 transition (Figures 3.9a,b and Figure 3.6b); the
disengagement triggers a downward motion ofm1 (Figure 3.5a). During the IM1→ IM2 transition, E333(m2)
forms a contact with R272(m1) during the sliding motion between subunits m1 and m2 (Figure 3.5a). In the
final transition IM2 → F, S325(m1), on the same R loop as K326(m1), engages R272(m1). Meanwhile the
salt bridge network at the m1/m2 interface further adjusts its configuration: R272(m1), which is coordinated
with E334(m2) in state IM2, establishes a firm contact with E333(m2) in state F; R269(m1) disengages from
Pi and forms a salt bridge with E334(m2), weakening its interactions with Pi considerably. As a result, Pi
becomes weakly bound at the very end of step 1.
Comparing trajectories (carried out in Voronoi cells as described in simulation protocol) at the beginning
(state I) and the end (state F) of the motor-action phase shows that along with the loosening of Pi binding
also the ADP moiety bound at the m1/m2 interface becomes more loosely bound as reflected in its position
deviation. The average deviation changes from 0.6 Å to 1.4 Å, illustrating that the ADP molecule upon the
I → F transition along with Pi becomes loosely bound and ready for release.
ATP binding transitions before Rho becomes competent to hydrolyze ATP During the I →
F transition the six domain-domain interfaces m1/m2, m2/m3, . . ., m6/m1 adjust themselves to the ligand
states changes of the R → I step, namely, in case of X = E, the changes T∗, T∗, T, T, E, D → D∗, T∗, T, T,
T−, E (see Figure 2a). The I → F transition involves two major ATP binding state changes, in particular,
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Figure 3.8: Residue-based contribution to the interaction energy deviation along the transition pathway of
Rho.
Residue-based ∆Essubunit−RNA and ∆Essubunit−subunit values are defined by Eqs. A.1 and Eq. A.4, respec-
tively; they show the amplitude of interaction energy deviation in kcal/mol. (a) ∆Essubunit−RNA shows
residue contributions to the interaction energy deviation between residue s of Rho and all residues of RNA.
The contribution from K326 and T286 are highlighted by arrows. The blue shadow region highlights the
contribution from residues in the Q loop (Figure 3.3a). Residues that contribute a value of more than 2
kcal/mol are listed in Table A.1. (b) ∆Essubunit−subunit shows residue contributions to the interaction energy
deviation between residue s of Rho and all residues of neigboring Rho subunits. Residues that contribute a
value of more than 5 kcal/mol are listed in Table A.2.
(i) the loosely bound state T− to the moderate ATP binding state T at the m5/m6 interface and (ii) the
moderate binding state T to the tight ATP binding state T∗ at the m3/m4 interface. Right between the
m5/m6 and m3/m4 interfaces, the m4/m5 interface also undergoes a major state change, which is required
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Figure 3.9: Allosteric coupling between RNA translocation and Pi of the hydrolysis product.
The coupling is established through a link between the disengagement of K326(m1) from RNA phosphate P3
and release of Pi from a salt bridge with R269(m1). The figure shows in (a, b, c, d corresponding to states I,
IM1, IM2, F, respectively) top-down views (same view of Rho as in Figure 3.1a) the conformational changes
of residues R272(m1), E333(m2), E334(m2), and R269(m1) at the m1/m2 interface during transitions I →
IM1 → IM2 → F. The three transitions are shown as black arrows; red arrows indicate large side chain
movements occurring before the next transition takes place. RNA is shown as a pink ribbon with phosphate
P3 highlighted as a tan sphere.
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before the T → T∗ transition could happen at the m4/m5 interface in the next rotary step.
The key changes involved in process (i) at the m5/m6 interface are depicted in Figure 3.10a, b, c. In state
I the ATP molecule is bound loosely near the binding site, whereas in the final state F a close interaction
between the ATP γ-phosphate and side chain of R366(m6), the ATP binding motif commonly referred to
as the arginine finger, develops. One can recognize in Figure 3.10b, which shows the distance R366(m6)-Pγ
along the reaction path, that R366(m6) approaches the γ phosphate in state IM1, but that the interaction
between R366(m6) and Pγ exhibits still some fluctuations reflecting the fact that the tight-binding ATP
state T∗, competent of actual hydrolysis, has not formed yet.
The key changes at the m4/m5 interface are illustrated in Figure 3.10d, e, f. The side chain of E211(m4)
is seen to disengage from the ATP-bound Mg2+ ion such that it can bind a water molecule and prepare a
nucleophilic attack on the γ-phosphate that initiates hydrolysis. This shift of E211(m4) arises during the
step IM2→ F as can be clearly seen in Figure 3.10e, which shows the distance between E211(m4) and Mg2+
along the reaction path; indeed the distance changes from a value of 2 Å to 4.5 Å in reaching F.
The key changes involved in process (ii) at the m3/m4 interface are illustrated in Figure 3.11a, b, c. The
fluctuation of the E211(m3) side chain is decreased so that it can stabilize nearby water molecules to form
water wires which facilitate proton transfer [72, 73]. Here the degree of fluctuation of E211(m3) is analyzed
in Figure 3.11a, by calculating distributions of its position deviation from average positions, demonstrated
for the four states I, IM1, IM2 and F. E211(m3) at states IM1 and IM2 already becomes less flexible than
state I; however, only at state F the distribution of deviation is centered at a small value 0.4 Å with a
width of ∼ 0.4 Å. The dynamics of E211(m3) is correlated with water distributions at the catalytic site.
Water distributions in states I and F are then visualized around the γ-phosphate by drawing their positions
which have ever been close to Pγ , presented in Figure 3.11b, c, respectively. The observed water occupancy
of multiple coordination sites located between E211(m3) and the γ-phosphate in state F is necessary for
ATP hydrolysis, which is supposed to take place via a multi-center proton pathway as reported in QM/MM
studies for F1-ATPase [74, 75] that is homologous to Rho. Several important water sites in Figure 3.11c
(state F) are not observed in Figure 3.11b (state I).
3.4 Discussion
The present study investigated through molecular dynamics simulations how the homohexamer Rho translo-
cates RNA during the ATP hydrolysis cycle. The modeling is based on the important crystallographic
structure [10] that showed the identical and circularly arranged Rho subunits m1,m2, . . .m6 with the hex-
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Figure 3.10: Participation of key residues in interface state changes during the I → F transition.
(a-c) Side chain of R366(m6), the so-called arginine finger, coordinates with the γ phosphate of ATP during
the T− → T transition at the m5/m6 interface. The juxtaposition of R366(m6) and Pγ of ATP in states I
and F is shown in (a) and (c), respectively. The distance between atom CZ of R366(m6) and Pγ of ATP along
the transition pathway is presented in (b). (d-f) Side chain of E211(m4), the so-called catalytic glutamate,
disengages from the magnesium ion at the m4/m5 interface, as required before the T → T∗ transition could
happen. The juxtaposition of E211(m4), R366(m5) and Mg2+ in states I and F is shown in (d) and (f),
respectively. The time evolution of the distance between atom OE2 of E211(m4) and Mg2+ in complex with
ATP is shown in (e). Two intermediates IM1 and IM2 are highlighted by light grey and dark grey areas,
respectively. Magnesium ions are shown as green spheres, protein residues and ATP molecules in licorice;
adjacent subunits are displayed in transparent cartoon representation.
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Figure 3.11: Key changes at the m3/m4 interface during the I → F transition.
(a) The distributions of E211(m3) position deviation (actually the distance between a snapshot and the
averaged position of atom OE2 of E211(m3)) for states I, IM1, IM2 and F are plotted as violet, red, cyan and
orange dots, respectively. The distributions for states I and F are fitted to normal distributions (solid lines).
(b, c) The water distributions at the catalytic site in states I and F are shown in (b) and (c), respectively.
A water molecule is displayed if one of its hydrogen atoms has ever been within 2.6 Å of Pγ . Only oxygen
atoms of water molecules are shown, namely as violet or orange spheres for state I or F, respectively. Black
arrows indicate the coordination sites occupied by catalytic water molecules in (c). Magnesium ions are
shown as green spheres, protein residues and ATP molecules in licorice; adjacent subunits are displayed in
transparent cartoon representation.
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americ symmetry broken through adoption of an asymmetric pattern of six ligand states. The result of
the molecular dynamics simulations going beyond the stated structure is the actual detailed conformational
transition pathway of the Rho-RNA complex via four key states (I, IM1, IM2, F), along with the associated
free energy, kinetic information and, in particular, the coupling and synchronization between Rho’s ligand
state changes and RNA translocation.
The all-atom millisecond dynamics of the Rho-RNA complex describes the force-generation mechanism
for Rho in unprecedented detail and applies likely to other hexameric ring-type ATPase motors. As shown
in Figure 1.2, Rho dynamics involves a dwell phase in which ATP binding, release of “old” product and
ATP hydrolysis into “new” product take place and a motor action phase (I → F). The rate-limiting release
of “old” product ends the dwell phase and triggers the motor-action phase, as demonstrated in Figure 3.4.
The dynamics underlying RNA translocation during the motor-action phase involves highly coordinated
translational and rotational movements of the six subunits in the Rho ring, but not internal motion of the
individual subunits. The force-generation process, linked to the crossing of the major free energy barrier
along the I → F transition, is actually associated with the disengagement of K326 of the leading subunit
(the top position of the six K326 residues arranged in a spiral staircase) from an RNA phosphate; the barrier
crossing corresponds to the 107 µs slow IM1 → IM2 transition. A non-native interaction between the side
chain of K326 and an RNA base appears at the state IM1, suggesting sequence dependent activity of Rho [76].
The directionality of RNA translocation is determined by the interaction pattern between RNA backbone
and the ring-shaped motor, as well as the direction of the rotary ATP hydrolysis cycle along the ring [1]. We
found that the forward R → F reaction is triggered by release of “old” hydrolysis product; the reverse rotary
reactions F → I and I → R are highly unfavorable, since the former step is endergonic (Figure 3.4b) and the
later step is extremely hard to happen due to irreversibility of ADP/Pi release and ATP hydrolysis [46, 47].
Upon completion of ligand state changes in a rotary reaction step, both conformational states (I and F) exist;
however only state F is ready for ligand state changes in the next step. For example, as the simulations
revealed, RNA translocation is allosterically coupled to loosening the binding of the “new” hydrolysis product,
initially in state D∗ and transitioning to state D, such that product is ready to be released in the subsequent
dwell phase.
Due to the large number of residues involved in the transition pathway, we had to apply in the present
study a statistical analysis to capture the residues that make significant contributions to the changes in the
subunit-subunit interaction energy along the transition pathway. These residues exert their influence on
the relative stability of different conformational states, as well as on the friction [77] at interfaces between
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subunits. For example, a salt bridge, R272-E333, stabilizes the state IM2; another salt bridge, R269-E334,
stabilizes the state F. Among the list of identified residues (listed in Tables A.1 and A.2) about half of the
residues are connected with mutations that have been demonstrated already in respective experiments to
lead to functional deficiencies, including residues K326, R272, E333, E334, R269 and other allosteric residues
as reported in Refs. 78, 79, 80, 81, 76; the remaining listed residues, not tested yet in mutagenesis studies,
are good candidates for future experiments that further explore the structure-function relationship of Rho.
The electrostatic nature of the allosteric pathway increases the friction at interfaces [77] and slows down the
motor dynamics to a millisecond time scale.
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Chapter 4
Conformational transitions enable
function switching of a DNA helicase at
the fork junction
4.1 Introduction
DNA helicases are ubiquitous motor proteins involved in all aspects of DNA metabolism. They move along
single-stranded DNA (ssDNA) and separate the upstream duplex DNA into its component strands, utilizing
the free energy from ATP hydrolysis. This role is critical for cell function and replication; defects in helicase
functioning in humans can lead to genomic instability and a predisposition to cancer [82, 9]. Characterizing
the atomistic mechanism for helicase function, though challenging, is crucial to link protein structure with
their function and help engineering helicases with novel activities [83].
An exemplary helicase E. coli UvrD, belonging to helicase superfamily I (SF1) [84], has various cellular
roles such as methyl-directed mismatch repair [85] and DNA excision repair [86]. Along with its homologous
proteins PcrA and Rep, UvrD has been demonstrated in experiment to translocate on ssDNA progressively
3’ to 5’ [87, 88, 89, 90]. Structures of UvrD-like SF1 helicase solved so far share a four-subdomain tertiary
arrangement (1A/2A/1B/2B) [91, 92], including two RecA-like domains (1A/2A) which are proposed to
function as the translocase [11], and a flexible domain (2B) which is believed to play a regulatory role in
helicase activity. In particular, 2B domain is known to adapt different conformations [11, 93] and has been
proposed to act as a “molecular switch” controlling UvrD unwinding [94]. Moreover, cross-linking the 2B
and 1B domains of the SF1 helicase Rep can change it into a superhelicase [83]. It yet remains unclear if
this is a general mechanism within SF1 helicases and what are the key regulatory factors.
A recent single-molecule study [94] demonstrates that UvrD can change its activity from unwinding to
rezipping, by switching its conformation from a “closed” state to an “open” state. Such direct observation
of structure-function relationship is based on the technique achievement that combines optical tweezers
with fluorescence microscopy, allowing both measurements in the same time [95, 94]. The transition from
unwinding to rezipping activities is proposed to occur through switching ssDNA strands, accompanied by
rotation of the 2B domain (see Figure 4.1). In this model, the GIG motif on 2B serves as an anchor point
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Figure 4.1: A schematic illustration of UvrD function switching at the fork junction.
a. 1A, 2A, 1B and 2B domains are labeled in green, blue, gray and cyan, respectively. The UvrD conformation
on the left shows the rezipping state whereas the conformation on the right shows the unwinding state. GIG
motif (residues 414 to 422), drawn as a black dot, is important for UvrD interacting with dsDNA. b. Crystal
structures for apo UvrD (3LFU) and UvrD-DNA complex (2IS2, the closed state).
37
on dsDNA above the fork junction, such that rotation of 2B can position the 1A/2A translocase domains
on either ssDNA strand, leading to 3’ to 5’ UvrD translocation either toward (unwinding) or away from
(rezipping) the DNA fork.
Two crystal structures seem to support this model (see Figure 4.1b): one structure of UvrD (pdb code:
2IS2) [11] bound with a dsDNA-ssDNA junction is expected to be the “unwinding” state (defined here as the
“closed” state) because its 1A/2A domains would translocate UvrD into the DNA fork; the other structure
(pdb code: 3LFU) [93] solved without DNA is expected to represent the “rezipping” state (defined here as the
apo state) because the 1A/2A domains presumably would be bound to the opposing strand, translocating
UvrD away from the DNA fork. The structural differences between closed and apo states mainly involve
a simple rotation of the 2B domain (Figure 4.1b). However, in order for the ssDNA strand-switching to
happen, the rezipping state must have a gap between 1B and 2B domain that is large enough for the bound
ssDNA to escape, whereas in both structures the four domains 1B-1A-2A-2B form a closed ring topologically.
To characterize the conformational states of UvrD at the fork function and the transitions between those
states, we use MD simulations, which are well-suited to study atomic-level mechanism in conjunction with
crystallography and single-molecule techniques [96, 97, 98]. However, due to the very long time-scale of
conformational changes, brute-force simulations are challenging in the case of large molecular motors such as
UvrD. Here we employed a novel computational approach which uses bioinformatic tools to survey structural
information from UvrD homologues for enhanced sampling simulations (totaling 12µs). We first surveyed the
swissport database using protein-protein BLAST and obtained the pdb files which have a sequence identity
over a threshold compared to UvrD. A subsequent principal component analysis (PCA) was carried out to
find out the most significant degrees of structural variations among UvrD and its homologues. Interestingly, a
“tilted” conformation was found and we determined the lowest free energy path between the closed state and
the “tilted” state. The results show that 2B and 1B domains are separated with enough distance from each
other to enable strand switching to happen. Furthermore we demonstrated that ssDNA can be disengaged
from the related binding domains of UvrD in the tilted state. We also highlighted the role of the GIG motif
in assisting the 2B domain diffusing along the dsDNA.
The properties obtained from the transition pathway are consistent with the single molecule data as well as
mutagenesis studies. First, we carried out equilibrium simulations with FRET dye pair AlexaF555/AlexaF647
for both the closed state and the tilted state. The calculated average FRET efficiencies for the two states
are in agreement with those for the unwinding and rezipping states measured by our experiments, respec-
tively. Second, we illustrated the molecular basis for hyper-helicase activity of a UvrD double mutant
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(D403A/D404A) for the first time. Finally, a physical model integrating the free energy profile from simu-
lations and the measured equilibrium constant from optical tweezer experiments is provided to explain the
helicase function-switching mechanism. The results have been summarized in Ref. 99.
4.2 Results
4.2.1 Bioinformatics analysis of conformational ensembles of UvrD-like
helicases.
We first analyzed the available crystal structures of UvrD. Unlike the “closed” (“unwinding”) state of UvrD
which is bound to the fork junction in the crystal structures, it is unclear whether the apo state of UvrD can
bind to the dsDNA-ssDNA junction (see Figure 4.1b). By aligning the apo state to the closed state, we find
there are geometrical clashes between the fork junction and the apo state. We thus forced UvrD at the fork
junction to rotate from the closed state to the apo state using targeted molecular dynamics (TMD) [100].
However, such an operation experiences large resistance, and the protein returns back to the vicinity of
the closed state after the external force is released. We need to find new states which can represent the
“rezipping” state.
In order to make UvrD change to the rezipping state while bound to the fork junction, UvrD must
reach some hidden metastable states which can be far away from the 2B-domain-rotation pathway around
the dsDNA axis. To identify such states, we developed an approach based on surveying the pdb data
base (details in Methods section). We use protein-protein BLAST (basic local alignment search tool) to
search the swissport database with the UvrD sequence as the query sequence. Then we download the pdb
files of these homologs with 40% or more sequence identity. A subsequent principal component analysis
(PCA) was carried out to find out the most significant degrees of structural variations among UvrD and its
homologs. The coordinates of the homolog structures are then projected onto the first two modes from PCA
(Figure 4.2). The projections on the modes are in units of Å. Three distinguishable clusters are shown in
Figure 4.2: one represents the canonical closed state, one represents the canonical apo state, and another
one represents an interesting structure in which the 2B domain is tilted from the dsDNA axis (pdb 1UAA,
chain B), here defined as the “tilted” state. All the structures (3LFU, 1QHG, 1PJR) belonging to the apo
state are crystalized without nucleic acids bound.
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Mode 1: 2B 
domain rotation 
z apo state 
“tilted” state 
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Figure 4.2: Projection of crystal structures onto the first two modes from PCA.
The structures were obtained through a pdb survey. A key conformation is discovered and labeled as the
“tilted” state (pdb: 1UAA, chain B). The structures in the middle of the panel show three states of the 2B
domain, labeled red (closed state), magenta (tilted state) and pink (apo state), respectively. The rest three
domains (1A/2A/2B), which are labeled in gray, only have very small structural variation. Right side panel:
the apo state shows a rotation motion of the 2B domain around z-axis, whereas the tilted state shows a
tilting motion away from z-axis.
Figure 4.3: Involvement coefficients of the first ten modes.
We next introduce the so-called involvement coefficients [101] (ICs), which are often used to show the
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contribution of individual modes to the overall structural displacement. For the displacement between
the closed structure and the tilted structure, the ICs of the first two modes are very high (see Figure 4.3),
indicating the first two modes are sufficient to describe the protein conformational changes based on available
UvrD homolog structures. We note that the mode 1 is in a similar direction as the rotation movement between
the closed and apo states. Mode 2 represents a tilting motion orthogonal to the rotation. Since the closed-
to-apo rotation of the 2B domain cannot bring UvrD to the rezipping state due to steric clashes, mode 2
might have a very important contribution to UvrD conformational switching when bound to the junction.
4.2.2 Free energy landscape of UvrD conformational ensembles when bound
to the fork junction
Our goal is to find the UvrD conformation responsible for the rezipping state when bound to the dsDNA-
ssDNA junction, based on the information revealed by the PCA analysis. For this purpose, we carried out
enhanced sampling simulations (12 µs in total) to characterize the free energy landscape and detect any
interesting metastable states in it. See Methods section for the setup and simulation details. The overall
free energy landscape projected along the 1D reaction coordinate is plotted in Figure 4.4. The free energy
for the metastable tilted state is about 2.5 kcal/mol higher than that of the closed state. The system has to
overcome a 4.2 kcal/mol energy barrier to reach the tilted state.
closed state 
tilted state 
Figure 4.4: Free energy projected along the scaled reaction coordinate.
The value of the coordinate ranges from 0 to 1.0 (the closed state being 0 whereas the tilted state being 1.0).
The standard error is calculated by the bootstrapping error analysis procedure [102].
We also seek to characterize the 2D potential of mean force (PMF) using the first two modes as coordinates
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(middle panel of Figure 4.5). With this PMF, we select two conformations that locate in the 2D local
minima around the closed state and tilted state, respectively (right and left panels of Figure 4.5). These two
conformations serve as the initial and final states for a transition path finding protocol, which is employed
to find the lowest free energy path between them (see Methods section for details). The most probably
transition happens in two step, during which the 2B domain undergoes coupled rotation and tilting motion,
and passes one key intermediate state (IM) in the middle. In the first step (closed→IM), 2B carries out a
large-scale tilting motion (20 Åalong mode 2) along with a concurrent moderate rotation motion, overcoming
a 4.4 kcal/mol barrier before reaching state IM. In the second step (IM→tilted), 2B performs mostly a
rotation motion (14 Åalong mode 1), overcoming a 1 kcal/mol barrier before reaching the tilted state. Thus
the rate-limiting step is the first step, which involves mostly a tilting motion. Movie S1 of Ref. 99 shows the
conformational changes of UvrD during the transition.
closed state 
tilted state 
apo state 
kcal/mol 
IM 
closed state  
gap size: 6 Å 
tilted state 
gap size: 13 Å 
Figure 4.5: free energy profile generated using the projections along the first 2 modes.
An intermediate state (IM) is located between the closed-to-tilted transition. Right and left panels: snapshots
for the closed and tilted states are shown along with the gap size, which is defined by the minimal Cα distance
between 2B and 1B domains.
One can notice that the region the apo structure represents has a high energy value, which is more than
8 kcal/mol higher than the initial state. This demonstrates that the apo state, which is connected to the
closed state by 2B domain rotation, is very unfavorable at the dsDNA-ssDNA junction.
We take the representative protein structure in the final and initial states and measure the gap size,
which is defined by the closest Cα atom distance between the 2B and 1B domain. The extended ssDNA has
a diameter around 10 Å [103]. The initial closed state has a very small gap size of 6 Å, through which the
ssDNA cannot pass. The final tilted state has a gap size of 13 Å, which is open enough for ssDNA to pass
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through.
4.2.3 Validation of the simulated tilted state
We first tested if the ssDNA can escape from the tilted structure. To accelerate the process, we used targeted
molecular dynamics by adding a harmonic potential to the coordination number between UvrD and ssDNA.
The targeted coordination number was forced to change from initially 18 to 0 in 40 ns. The ssDNA is seen
disengaged from the ssDNA binding domains of UvrD. The final interaction energy between ssDNA and the
1A/2A domains of UvrD drops to zeros. See the visualized trajectory in Movie S2 of Ref. 99.
To validate our simulation results against experimental data, we compared the FRET efficiency distri-
butions for both the closed and tilted states. To ensure quantitative comparison, we performed additional
analysis to obtain the 1D FRET efficiency distributions for the unwinding and rezipping state based on our
raw data [94] (see Methods section for details). The distributions, shown in Figure 4.6a, have peak positions
at 0.66 and 0.29 for unwinding and rezipping, respectively. By explicitly simulating UvrD in the two states
with fluorophore labels (AlexaFluor555/AlexaFluor647) as in the single-molecule experiments, we also deter-
mined FRET efficiencies for the closed and tilted states (Figure 4.6b). The simulations accumulated 400 ns
for each state and we have considered the orientation factor (see Methods section). For the simulations, the
FRET efficiency peak for the closed state is 0.61, whereas the peak for the tilted state is around 0.26. Such a
close agreement reaffirms that the tilted state should be the protein conformation responsible for rezipping.
4.2.4 UvrD diffusion along the dsDNA
In the UvrD function switching model, the 2B domain of UvrD has to maintain contact with dsDNA;
otherwise the protein might disassociate from the fork junction during the ssDNA strand exchanging. In the
mean time, 2B might change its position on the dsDNA during the switching. It is known that the GIG motif
(motif IVc) of UvrD plays key role in interacting with the dsDNA [87], and T422 (a representative residue of
GIG) is important for UvrD activity [11]. We thus monitor the changes of the interaction between GIG and
and dsDNA. We first plot a 2D free energy landscape with the DNA base ID in contact with GIG and the
distance between them (Figure 4.7). To obtain the values along the two axes of each simulation frame, we
first calculate the distances between every DNA residue’s O2P atom and the OG1 atom of T422. Then the
minimal distance and the corresponding DNA base ID are used as the two coordinates in Figure 4.7. Note
the two strands of dsDNA share same base ID here: for residue x in strand A, the complementary residue in
strand B then has the same ID x. In the present case, frames with base ID 18 only involve chain A - T422
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E=0.29 
(rezipping) 
E=0.66 
(unwinding) 
E=0.26 
(tilted) 
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(closed) 
Figure 4.6: Comparing experimental FRET efficiency distributions to those obtained from simulations.
a. experimental distributions for the unwinding and rezipping states. The doted lines show the peak positions
for the two states. b. simulated FRET efficiency distribution for the closed and tilted states.
interaction; whereas frames with base ID 14 only involve chain B - T422 interaction.
In the closed state, residue 18 of chain A is contacting the GIG motif, whereas in the tilted state,
residue 14 of chain B is contacting the GIG motif. There is a translational motion along the dsDNA (see
Figure 4.7). In such a way, UvrD is able to switch the binding dsDNA strand and finds an energetically
favorable configuration for the ssDNA strand switching that will happen in the next step. The diffusion
happens in a way that the DNA and T422 are disengaged first, and T422 then re-engages with another
DNA residue along the double strand. Also worth noting is that there is no base pair unwound during the
closed-to-tilted transition, probably due to such a change in the interaction between 2B and dsDNA.
4.2.5 Molecular mechanism for the UvrD303 mutant
Our simulations can provide molecular explanation for the hyper-activity induced by a mutant (UvrD303)
that involves two important aspartic acid residues at the 2B-1B interface. The impact of this mutation is
significant as for the different phenotype of cells harboring it [104, 105]. Previous experimental work [106]
discovered that UvrD303 with substitution of two residues 403 and 404 (both from Asp to Ala) in the 2B
domain (UvrD303) exhibits a “hyper-helicase” unwinding activity in vitro. The authors suggested that such
mutations will reduce the 1B-2B domain interactive contacts and thus yield an intermediate conformation
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Figure 4.7: Interaction changes between the GIG motif and dsDNA.
Here we use the DNA base ID to represent the closest DNA residue in contact with T422 (part of the GIG
motif) on chain A or its complimentary residue on chain B. T422 engages with the backbone phosphate of
residue 18 of chain A in the closed state whereas it engages with the phosphate of residue 14 of chain B in
the tilted state.
instead of a closed conformation. Such an intermediate state they argued will result in the hyper-activity.
However, such an explanation is not consistent with the single molecule measurement [94] showing that the
closed conformation is responsible for unwinding activity.
To reconcile the conflict, we estimate the ∆∆Gbind for the binding free energy between 1B and 2B
domains upon mutating D403 and D404 into alanine, based on our enhanced sampling trajectory in the
closed state. Here ∆∆Gbind = ∆Gmutantbind − ∆GWTbind, where ∆Gmutantbind is the binding free energy for the
mutant and ∆GWTbind is the one for the wild type. The ∆∆Gbind calculated for the closed state is around
−2.85 kcal/mol, showing a stabilization effect of the double alanine mutant. This shows that UvrD303 favors
the closed conformation and thus will lead to better unwinding activity. The so-called MM/PBSA method
(molecular mechanics Poisson-Bolzmann surface area) [107, 108] is used for calculating ∆Gbind.
The configuration of D403/D404 and key residues on 1B that contribute most significantly to binding
energy change upon the mutantion is shown in Figure 4.8a. The first five residues on 1B with largest
contribution to ∆∆G are listed in Figure 4.8b. We note there are not many positively charged residues
on 1B that are very close to D403/D404. The maximum number of the hydrogen bonds formed between
D403/D404 and 1B domain is around two pairs during the simulations. Considering there are also negatively
charged residues of 1B (E118/E117) near D403/D404, mutating the two aspartic acid residues into alanine
will not decrease but rather increase the interaction strength between 1B and 2B. We also find that there
are significant numbers of nonpolar residues that locate around residues 403 and 404 (L186, A184, L114,
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I113, L122). Thus, mutating the two charged residues into hydrophobic residues instead increases the
interaction strength between the nonpolar groups and the two alanine residues. Overall, the stabilization of
the closed state of UvrD 303 will lead to consistent unwinding of UvrD helicase, reconciling the biochemical
measurement [106] with the single-molecule experiment [94].
Residues of 1B ΔΔGbind  
(kcal/mol) 
All  -2.85 
R121 0.73 
R183 0.66 
E117 -0.72 
E118 -1.01 
Q112 -1.38 
Contribution to ΔΔGbind from 
different residues of 1B 
D404 
D403 
R121 
R183 Q112 
E117 
E118 
2B 
1B 
a b 
Figure 4.8: The configuration of key residues involved in the interaction between D403/D404 (belong to 2B)
and the 1B domain.
a. 2B is shown in cyan whereas 1B is shown in gray. b. A table showing the contribution of ∆∆Gbind from
key residues of 1B upon the mutation. Only residues with |∆∆Gbind, x| > 0.6 kcal/mol are chosen, where x
is the residue index. Positive values indicate destabilization effects of the mutation; negative values indicate
stabilization effects.
4.3 Methods
4.3.1 Bioinformatics analyses of UvrD homologues
Our computational study is based on analyzing the structural ensemble of UvrD homologues. There are two
representative structures for UvrD: one being the so-called “closed” state (e.g. 2IS2); the other one being the
apo state (e.g. 3LFU). As stated in Results, the apo state is likely not a functional structure of UvrD at the
DNA fork junction. To initially explore the conformational space of UvrD as much as we can, we performed
a structural survey for possible UvrD homologue conformations using bioinformatics tools. NCBI blastp
was used to perform blast searching of the Protein Data Bank database sequence, with UvrD as the query
sequence. 26 structures were obtained by selecting surveyed structures with sequence identity better than
40% and query sequence coverage larger than 60%. We then generated a “trajectory” with the coordinates
r(k) = (r1(k), r2(k), ..., r3N (k))
ᵀ, of which each frame k (k = 1, 2, ..., 26) contains 3N coordinates (from N
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Cα atoms) of the homologous structures that were mapped onto the original UvrD chain based on pairwise
sequence alignment [109, 110].
We then performed principal component analysis (PCA) [101, 111] to determine a number of modes for
reducing the phase space of UvrD motion. Only the Cα coordinates of the 2B domain were used for the
PCA calculations, after aligning the 1A/2A/1B domains of all the 26 structures to those of the closed state
structure (2IS2). The covariance matrix σ for PCA is determined via σ = 〈 (r(k) − 〈r(k)〉)(r(k) − 〈r(k)〉)ᵀ 〉,
where the angular brackets 〈〉 denote the average over k (all the frames). The eigenvectors vi (modes) of the
σ matrix are determined by λivi = σvi. These modes, which are ranked by their corresponding eigenvalues,
represent different directions of conformational motion away from the original closed state.
The “trajectory” of the homologous structures were then projected onto the first two modes with the
largest eigenvalues. As stated in Results, a “tilted” state was found as an outstanding cluster among the
homologous structures. To see the contributions of different modes to the displacement between the closed
state and titled state, we further calculated the involvement coefficiency ηi [112, 101] of the ith mode. ηi is
defined as |vi ·∆R|, where ∆R is the unit vector describing the displacement from the closed structure to
the tilted structure. It turns out that only the first two modes contribute significantly to the overall motion
(Fig. S3).
4.3.2 MD simulation setup
Our simulations was initiated from the closed state (pdb 2IS2) of UvrD (see Figure 4.1b). The protein-DNA
system was solvated in a 100 Å×100 Å×130 Å water box with 55 mM NaCl (the system had ∼140K atoms
in total). A 2×104-step energy minimization was carried out and the system was then heated to 310 K in
30 ps, employing harmonic constraints with 1 kcal/(molÅ2) spring constant to the Cα atoms. Keeping the
spring constant, a 1 ns equilibration in the NPT ensemble (1 atm at 310 K) was performed with a Langevin
thermostat for temperature coupling. This was followed by a 1 ns NVT-ensemble simulation, during which
the spring constant was gradually decreased to zero. The system was then equilibrated for 60 ns and the
resulting configuration is referred to as the closed state. All MD simulations in our study were performed
using NAMD 2.10 [61] with the CHARMM36 force field [113, 114].
4.3.3 Free energy simulation protocol
To determine the free energy profile along a reaction coordinate, we employed the Hamiltonian replica-
exchange (HREX) method [115, 116, 63]. HREX uses a series of replicas (j = 1, 2, ..., M) of the system,
47
which are simulated concurrently with slightly different Hamiltonians and are exchanged frequently among
themselves based on Metropolis exchange criterion [117]. HREX can be very powerful in reconstructing
rugged free energy landscapes by exchanging external biasing potentials, which, with different biasing param-
eters, are added to the replicas to enhance the sampling throughout the reaction coordinate (RC). The biasing
potential (or the window potential) for each replica j usually assumes the form of Um(ξj) = km(ξj − pm)2/2,
where ξj is the current value of the reaction coordinate for replica j, m (m = 1, 2, ..., M) is the index for
the biasing potentials (windows), pm is the preassigned parameter for the center of the harmonic potential,
and km is the spring constant. The centers of the biasing potentials (pm) are selected as an ordered list of
values (p1 < p2 < ... < pM) all over the RC to fully cover the reaction of interest. Exchanges between two
neighboring replicas (replicas with neighboring pm values) are attempted periodically during the simulations.
Without the replica-exchange strategy, this protocol reduces to the conventional umbrella sampling, which
often suffers from the inefficient sampling of degrees orthogonal to the reaction coordinate [116].
The present study chooses the projection on the first mode from PCA (v1) as the RC ξ and includes
M = 120 biasing windows between the closed state and the tilted state. The initial configurations for the
M windows were generated through a 5 ns targeted MD simulation [100], by driving UvrD from the closed
state to the tilted state. The distribution of the obtained initial snapshots was roughly uniform along the
first mode. An exchange between two neighboring replicas is attempted every 10 ps and the spring constant
of the harmonic potential was set to 100 kcal/(molÅ2). The production run of each replica lasted 100 ns,
and the total simulation time added up to 12 µs (100 ns× 120). Eventually the weighted histogram analysis
method (WHAM) [118] were applied to obtain the unbiased 1D and 2D free energy landscapes in Figure 4.4
and 4.5. Our simulations with HREX benefitted from a scalable multiple copy algorithm [63] which enables
simulating hundreds of replicas simultaneously on a petascale supercomputer.
As stated in Results, the tilted state structure is identified as one of the most important metastable
states. Based on the free energy landscape using the projections on the first two modes, the lowest free
energy path describing the most probable reaction mechanism was localized between closed state and the
tilted state using the optimization algorithm in Ref. 119. The path was then smoothed and 120 images was
chosen uniformly along the 2D pathway applying the curve-fitting protocol in Ref. 8.
4.3.4 FRET efficiency calculation based on simulations with dye molecules
To check if the simulated closed and tilted states correspond to the FRET signals of the respective unwinding
and rezipping states measured by the single molecule experiments, we carried out equilibrium simulations
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with the actual dye molecules for both states. AlexaFluor555 and AlexaFluor647 maleimides (Molecular
Probes, Eugene, OR) were modeled according to Refs. 120, 121. Then the two dyes were, respectively,
attached to UvrD residues 473 and 100, which were mutated to cysteine from alanine. Force field parameters
for dyes were first obtained from the CHARMM General Force Field (CGenFF) [122] using the ParamChem
server. Further optimization was carried out using the Force Field Toolkit (fftk) [123] module in VMD [124]
(see details in Ref. 99).
To efficiently sample dye dynamics, we launched 40 independent standard MD simulations with random
initial velocity seeds for both the closed and tilted states. Every single simulation lasted 10 ns and a total
400 ns simulation time was accumulated for each state.
The FRET efficiency can be determined by E = R60/(R6 + R60), where R is the distance between the
donor and acceptor, and R0 is the Föster radius (or the 50% energy transfer distance). R0 is given by the
relationship [125] R0 = (8.79 × 10−5 n−4φDJκ2)1/6, where n is the index of refraction, φD is the donor
quantum yield, J is the spectral overlap integral, and κ2 is the orientation factor. R0 is determined to
be 51 Å when κ2 equals 2/3, assuming that the dyes randomize their orientations by rapid diffusion prior
to energy transfer. Such an assumption can be problematic, and in the present study the instantaneous
orientation factor is calculated using κ2 = (cosθT − 3cosθDcosθA)2, where θT is the angle between the
donor and acceptor transition dipole moments and θD and θA are the angles between these two dipoles and
the vector connecting the donor and acceptor [126]. The transition dipole moments for AlexaFluor555/647
or very similar dyes have been determined in Refs. 126.
4.3.5 Analysis of single molecule data
To validate our simulation results, analysis based on the raw data from our early single molecule exper-
iments [94] was carried out. Ref. 94 combined optical tweezers (to measure UvrD unwinding activity)
and single-molecule FRET (to measure UvrD conformation) to detect the 2-dimensional signal. The time-
dependent FRET efficiency E(t) was calculated by E(t) = 1/(1 + γ(ID(t)/IA(t))) [127, 128], where ID(t)
and IA(t) are the measured donor and acceptor intensities, and γ is a correction factor measured from pho-
tobleaching events. γ = ∆IA/∆ID is determined to be 0.78 from 20 acceptor photobleaching events, where
∆IA and ∆ID are the acceptor and donor intensity changes upon acceptor photobleaching, respectively.
To measure the FRET efficiency distribution for the unwinding and rezipping states individually, we
used helicase unwinding velocity to define whether each time interval in the traces belongs to unwinding
or rezipping states [94]. Paused states (with an absolute unwinding velocity smaller than 20 bp/s) were
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not considered. The FRET efficiency data points were collected for the two states from 141 time intervals
(13 molecules in total). We then used the density kernel estimation method [129] to obtain the probability
distribution for the FRET efficiency (Figure 4.6a). In this case each data point is treated as a small Gaussian
and the final distribution is the summation of all these small Gaussians.
We also analyzed the dwell times of both the high FRET (around 0.65) or low FRET (around 0.3) states
of UvrD monomers. Figure 4.9c is the distribution for the dwell times. The rates of the transitions were
estimated by the inverse of the averaged dwell times.
4.4 Conclusion
We have characterized the conformational dynamics of UvrD at a fork junction with state-of-the-art simula-
tion techniques. The transition pathway as well as the free energy landscape for UvrD at the fork junction
was obtained and we found that the opening of the 2B domain involves a major tilting motion followed
by a major rotation motion. Diffusion of 2B along the dsDNA happens in the late stage of the transition,
during which the GIG motif which switches its contact from one strand of dsDNA to the other strand. The
transition leads to the gap open between 2B and 1B, which enables the ssDNA to escape.
A schematic model can be established based on the simulation results (Figure 4.9a, b). The UvrD function
switching happens in a two-step manner. A first step is the opening of the 2B domain, followed by a second
step of the ssDNA strand exchange, in which the original ssDNA disengages from the 1A/2A domain binding
site and the other strand fills in.
To obtain the free energy difference between the unwinding and rezipping states, we performed dwell time
analysis based on our single molecule measurement [94]. The dwell times of the unwinding and rezipping
of UvrD monomers are plotted in a histogram and the calculated averaged rates for both transitions are
almost equal (kunwind→rezip = 3.8 s−1 and krezip→unwind = 3.6 s−1) (see Figure 4.9c). Thus the equilibrium
constant is around 1 and the unwinding and the re-zipping conformations should have similar free energy.
This is consistent with the picture that the tilted state is a little bit less favorable than the initial state but
as soon as the ssDNA releases and the other ssDNA strand binds to the UvrD, the system returns to a lower
free energy (Figure 4.9a).
Our simulations, backed by the single molecule measurements, provides biological insights for UvrD
and related systems. For example, the conformational change for 2B opening could be utilized by UvrD
in nucleotide excision repair during which only a small number of basepairs are unwound [130]. On the
other hand, uvrD303 is associated with hyper-recombination phenotype [105], possibly due to the lacking of
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Figure 4.9: A physical model for UvrD function switching at the fork junction.
a. Illustration for the whole free energy landscape of ssDNA strand switching enabled by UvrD conforma-
tional transition. b. Schematic representation showing the 2-step process of how UvrD switches the ssDNA
strand along which the motor domain walks. c. Dwell time distribution for the unwinding and rezipping
states based on the experimentally measured FRET trajectories (see Methods section for details).
such a structural transition as the closed state is over-stabilized. It may be possible to engineer UvrD-like
helicases with tunable unwinding activities. Experiments have shown that cross-linking Rep and PcrA in
the closed form resulted in superhelicase activity [83]. We demonstrated that mutating the 2 aspartic acid
residues into alanine on 2B domain stabilizes the UvrD closed conformation. The contribution analysis
of the binding free energy change upon the mutation (Figure 4.8b) provides potential target residues to
guide future experimental design. For example, mutating some negatively charged residues on 1B might also
result in hyper-helicase behavior. Our findings for the conformational dynamics of UvrD and the related
computational strategy establish a foundation for future substantial studies to reveal principles employed by
other related helicase systems.
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Chapter 5
Theoretical study of flagellin
translocation with multiscale modeling
Material in this chapter is reproduced in part with permission from David Tanner, Wen Ma, Zhongzhou
Chen, Klaus Schulten. "Theoretical and computational investigation of flagellin translocation and bacterial
flagellum growth." Biophys. J. 100, 2548-2556. (2011)
5.1 Introduction
Molecular motors have been used to transport or translocate proteins by nature. For systems like ClpX
unfoldase, the moter exerts a strong powerstroke to unfold the protein and pull it through its central channel.
Another important class of motors, namely the type III secretion systems (T3SS), serve to translocate
bacterial proteins into eukaryotic host cells to manipulate them during infection. T3SSs are essential for
the pathogenicity (the ability to infect) of many pathogenic bacteria. Defects in the T3SS may render a
bacterium non-pathogenic.
In the present study, we aim to study protein transport inside the bacterial flagellum which is a several
micrometer long filament that bacteria use for swimming. The flagellum consists of a base, filament and
cap. In the base, which binds the flagellum to the bacterium, a proton gradient driven motor rotates the
filament helically for propulsion. At the base of the flagellum, a type III secretion system pumps unfolded
flagellin monomers into the flagellum’s central channel [131, 132, 133, 134, 135]. Each flagellin pushes its
distal neighbor toward the tip. When a flagellin reaches the tip, the cap protein helps it to properly fold
into place, thereby elongating the flagellum.
The flagellar filament is typically L = 10 − 20 µm long and is built from tens of thousands of flagellin
monomers stacked in a helical pattern leaving an interior space, the channel, as shown in Fig. 5.1 [136,
137]. Each repeat of the helix involves 11 monomers and a rise of 52 Å. The flagellin protein, PDB code
1UCU [137], consists of 494 amino acids. Fig. 5.1 shows the structure of the four flagellin domains, D0
(residues 1-55, 451-494), D1 (residues 56-176, 402-450), D2 (residues 177-189, 284-401), and D3 (residues
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Figure 5.1: Flagellum structure.
The flagellum is built from flagellin monomers stacked in a helical pattern (PDB code 1UCU). (a) The
folded flagellin consists of four domains: D0 (blue), D1 (brown), D2 (red) and D3 (gold). (b) View along
the filament axis shows how the domains are ordered by their distance from the channel’s center. D0 is the
inward most domain. CD0 is the α-helix at the C terminus of the D0 domain; it comprises the channel’s
inner surface. (c) Side view, with most of the filament monomers removed, shows how an unfolded flagellin
monomer (magenta) spreads through the filament channel at near maximal extension.
190-283) [138, 139, 137]. CD0 (residues 457-494) is an α-helix at the C-terminus, which comprises the inner
surface of the filament channel that has a radius of R = 10 Å [137].
Regarding flagellum growth, Iino demonstrated that the rate of filament elongation in vivo decays expo-
nentially with length, while the growth rate in vitro (allowing flagellin in bulk water to bind directly to the
flagellum tip without traversing the flagellum) is constant [136]. The in vivo decrease in rate was shown to
result from a decrease in translocation efficiency as the filament grows: not only does the flagellin have to
travel farther, but the local translocation rate also slows with filament length. Attempts have been made to
mathematically characterize the flagellum growth rate; Levy sought to describe the flagellum growth rate in
terms of a concentration gradient of a flagellar binding factor [140, 141]. This model, developed before the
channel structure had been solved [14], was based on the assumption that flagellin could freely diffuse from
the base to the tip. The model was not able to correctly reproduce the exponential decay in the growth rate
measured by Iino [136].
The aim of the present study is to explain the observed filament growth rate and its length-dependence
in terms of the molecular properties of unfolded, i.e., translocating, flagellin and of folded flagellin, helically
assembled into a flagellum, the inner cavity comprising the flagellar channel. The growth rate for a nascent
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flagellum, V0, was measured to be 0.55 µm/min or ∼ 0.1 Å/ms [136].
A straightforward approach to the intended study might be an all atom simulation of translocating
flagellin and the elongating filament; however, the large size of the flagellum and the long time scale of growth
render this approach intractable. The authors, rather, adopt a strategy, which starts from a mathematical
model of the translocation-elongation process, that describes all properties influencing the process rate,
including flagellin density, compressibility and friction, and that reproduces the observation reported in [136]
as well as overall filament length. The local physical properties underlying the model are then verified
through molecular dynamics simulations, the model thus furnishing a bridge between small molecule-short
time scale properties of the translocating flagellin accessible to molecular dynamics and the large size-long
time behavior of the growing flagellum accessible to experiment [136].
Below, we first derive a coarse-grained model for flagellin, which is used for the flagellin translocation
model introduced next. It is then shown that the tested assumptions underlying the model are correct ac-
cording to molecular dynamics simulations and what the qualitative physical characteristics of translocating
flagellin are.
5.2 A coarse-grained model to describe flagellin compression
In the following we seek to illustrate a pressure p - density ρ relationship p = γρβ for a flagellin (a polymer)
confined to a cylinder of radius a and length L (γ and β are constants). This confinement is crucial to study
the unfolded flagellin in the flagellar channel as studied in the present case. In our description we consider
the protein to be a linear polymer, i.e., we neglect the detailed structure of the amino acid side chains.
The polymer property is accounted for through a so-called Gaussian chain model [142, 143]. In this
model a polymer consists of N segments represented through vectors rj , j = 1, 2, . . . N , such that the
vector connecting the beginning with the end of the polymer is given by
∑N
j=1 rj . The rj are distributed
isotropically according to a Gaussian distribution
φ(rj) =
[
3/2pib2
] 3
2 exp
[−3r2j/2b2] . (5.1)
Since the distributions φ(rj) are independent of each other, the polymer can intersect with itself. The
Gaussian model, therefore, does not apply well to a description where each segment described through rj
is literally a polymer segment, but rather applies best, though still only very approximately, when the rj
represent large polymer units with a length |rj | = b; b is suggested to be two times of the so-called persistence
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length of the polymer [143]. The persistence length is the polymer correlation length characteristic of the
directional order; beyond the persistence length, the directional correlation of the chain is lost.
The Gaussian chain polymer behaves like an entropic spring governed by the Hamiltonian [143]
H0 =
3kBT
2b2
N∑
i=1
|Ri+1 − Ri|2 . (5.2)
This behavior follows from the fact that for a polymer with independent segments distributed according to
Eq. 5.1 any polymer piece involving segments j, j + 1, . . . i− 1 has an end-end distribution (see [142], Chap.
II)
φ(Ri − Rj , i − j) =
[
3/2pib2|i − j|]3/2 exp [− 3 (Ri −Rj)2/2|i − j|b2] . (5.3)
Here Ri denotes the starting point of segment i.
Our strategy to determine the pressure - density relationship for the present polymer model will be to
exploit the relationship
p = − 1
pia2
dF
dL
. (5.4)
Here F is the free energy of the system related to the partition function Z through F = −kBT lnZ. Z can
be expressed through the end-end distribution function ρ(R,R′, N) where R′ is the starting point of the
polymer, R is the end point of the polymer, and N denotes the number of polymer segments
Z =
∫ ∫
dR dR′ ρ(R,R′, N) . (5.5)
The polymer described in Eqs. (5.4,5.5) has to be confined to the cylinder of radius a and length L.
However, the polymer described through Eqs. (5.1, 5.2, 5.3) is not confined. In order to obtain ρ(R,R′, N)
for a confined polymer we apply, following [143], to the unconfined polymer a confining potential V (Rj), to
be specified further below. For this purpose we modify the Hamiltonian H0 to
H =
3kBT
2b2
N∑
i=1
|Ri+1 − Ri|2 +
N+1∑
j=0
V (Rj) . (5.6)
The sum over segments is extended from N to N + 1 to include in the potential the term V (RN+1) for
the end point of the polymer. The polymer subjected to the potential V (Rj) exhibits a distribution of its
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conformations {R1,R2, . . .RN+1}
Q(R1,R2, . . .RN+1) ∼ exp
− 3
2b2
N∑
i=1
|Ri+1 − Ri|2 −
N+1∑
j=0
1
kBT
V (Rj)
 (5.7)
The corresponding end-end distribution function ρ(R,R′, N), where R1 = R and RN+1 = R′, is obtained
by averaging over the intermediate polymer bead positions {R2,R3, . . .RN}, i.e.,
ρ(R,R′, N) =
∫
dR2
∫
dR3 · · ·
∫
dRN Q(R,R2, . . .RN ,R
′) . (5.8)
Using Eq. (5.7) this can be written symbolically
ρ(R = R1,R
′ = RN+1, N) ∼
∫
dR2
∫
dR3 · · ·
∫
dRN ×
× exp
− 3
2b2
N∑
i=1
|Ri+1 − Ri|2 −
N+1∑
j=0
1
kBT
V (Rj)
 (5.9)
Carrying out this calculation for V ≡ 0 yields
ρ0(R,R
′, N) =
[
3/2pib2N
]3/2
exp
[− 3 (R −R′)2/2Nb2] (5.10)
which agrees, as expected, with the unconfined polymer distribution function in Eq. (5.3).
In order to determine ρ(R,R′, N) for an arbitrary potential V (Rj) we do not carry out the integration
in Eq. (5.9), but rather follow a procedure suggested in [143] that determines ρ(R,R′, N) as a solution of
the partial differential equation
[
∂
∂N
− b
2
6
∇2 + 1
kBT
V (R)
]
ρ(R,R′, N) = 0 (5.11)
where ∇2 is the Laplacian with respect to R. This solution must obey the condition
ρ(R,R′, 0) = δ(R − R′) . (5.12)
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In the present case, the confining potential for a cylinder is defined through
V (R) =

0 R inside cylinder
∞ R outside cylinder
. (5.13)
One can conclude readily from this definition that ρ(R,R′, N) should obey then
[
∂
∂N
− b
2
6
∇2
]
ρ(R,R′, N) = 0 (5.14)
and vanish for R and R′ on the cylinder surface. It should also obey condition Eq. 5.12.
Equation (5.14) with N = t (time) and b2/6 = D (diffusion coefficient), is equivalent to the free diffusion
equation, solutions of which are well known. In fact, the solution of Eq. (5.14) for a cylindrical boundary
condition can be found in [144]. According to Eq. (5.5) we need to determine actually the quantity
σ(R, N) =
∫
dR′ ρ(R,R′, N) . (5.15)
In the case of axial symmetry, that applies in the present case, one obtains from [144] after some simple
algebra
σ(R, N) =
∑
µ
∞∑
m=1
Aµm J0(µr) sin[mpiz/L] exp[−D{µ2 + (m2pi2/L2)}N ] (5.16)
where we used the cylindrical coordinates R = (r, φ, z) (φ drops out due to axial symmetry). The expansion
coefficients Aµm are
Aµm =
8
a2L[J1(µa)]2
∫ a
0
r J0(µr) dr
∫ L
0
sin[mpiz/L]dz . (5.17)
In Eqs. (5.16, 5.17), J0 and J1 are the cylindrical Bessel functions of zeroth and first order; the summation
index µ denotes the zeroes of J0(µa). Using
∫ a
0
r J0(µr) dr =
a
µ
J1(µa) (5.18)
and ∫ L
0
sin[mpiz/L]dz =
L
mpi
[1 − (−1)m] (5.19)
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one obtains finally
Aµm =
8 [1− (−1)m]
aµmpi [J1(µa)]
. (5.20)
We need to determine now (c.f. Eqs.(5.15, 5.5)
Z =
∫
dR σ(R, N) . (5.21)
where σ(R, N) is given by Eq. (5.16). Using again the integral values (5.18, 5.19) we obtain
Z =
∑
µ
∑
m=1,3,5...
64L
m2µ2pi
exp[−D{µ2 + (m2pi2/L2)}N ] . (5.22)
According to Eq. (5.4) the pressure is
p =
kBT
pia2
∂ lnZ
∂L
. (5.23)
Factoring Z into an L-independent and an L-dependent term
Z = Z1 Z2(L) (5.24)
where
Z1 =
∑
µ
64
µ2pi
exp(−Dµ2N) (5.25)
and
Z2(L) = L
∑
m=1,3,5...
1
m2
exp(−DNm2pi2/L2) (5.26)
one can write
p =
kBT
pia2
1
Z2(L)
∂Z2(L)
∂L
. (5.27)
From this results
p =
kBT
pia2
{
1
L
+
Npi2b2
3L3
∑
m=1,3,5... exp(−b2pi2Nm2/6L2)∑
n=1,3,5... (1/n
2) exp(−b2pi2Nn2/6L2)
}
. (5.28)
One can recognize that the two series arising in this expression converge quickly for α = 3Npi2b2/2L2 >> 1.
In the case of the system simulated in the present case typical α values obey α > 15 and, hence, one may
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limit the two series after the first term, yielding
p =
kBT
pia2
[
1
L
+
Npi2b2
3L3
]
. (5.29)
In order to compare expression (5.29) to the simulation data in Figure 5.2 we employ the expression for
the atomic density
ρatom = Natom/pia
2L (5.30)
which permits one to express L
L = Natom/pia
2ρatom . (5.31)
One can also express the number of polymer segments N by L0, the length of the totally stretched polymer
main chain,
N = L0/b . (5.32)
Employing Eqs. (5.31, 5.32) in Eq. (5.29) results in
p = kBT
[
ρatom
Natom
+
pi4a4b L0
3
(
ρatom
Natom
)3]
. (5.33)
Introducing
ρ˜ = ρatom/Natom , (5.34)
which stands for the density of one polymer chain, one obtains finally the pressure - density relationship for
the Gaussian chain model polymer confined to a cylinder
p = kBT
[
ρ˜ +
1
3
pi4a4b L0 ρ˜
3
]
. (5.35)
5.3 Theoretical modeling of flagellin translocation and flagellum
growth
Our description of translocating unfolded flagellin is based on five position-dependent properties. These
properties depend on their distance from the channel tip, x, and on the length of the flagellum, L; we
emphasize that x denotes the distance from the tip, not from the base. The five characteristics are (1)
flagellin density, ρ(x, L), given in units [flagellin / volume]; (2) flagellin pressure, p(x, L), given in units [force
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/ area]; (3) friction density, g(x, L), given in units [force / area]; the friction is due to atomic interactions at
the contact surface between flagellin and channel; (4) flagellin flux, φ(x, L), given in units [flagellin / (time
area)]; (5) translocation velocity, v(x, L), given in units [length / time].
The theoretical description begins with a derivation of an expression for the flagellin pressure, p(x, L).
It then uses this expression to derive expressions for the remaining four flagellin properties, ρ(x, L), g(x, L),
φ(x, L) and v(x, L). Finally, the flagellum growth rate is calculated from these properties. The derivation
is based on several conditions, which the translocating flagellin system must meet in order for the model to
apply. These conditions are stated and are either argued to be self-evident or are verified through molecular
dynamics simulations.
We start by postulating
Condition 1 Flagellin pressure, p, is isotropic.
The radial pressure which unfolded flagellin exerts against the channel surface should be equal to the axial
pressure which it exerts on its proximal and distal neighbors,
paxial = pradial . (5.36)
Indeed we expect that a denatured protein, a self-avoiding but otherwise rather flexible polymer, possesses
this property typical for a fluid and does relay compression, exerted on it axially, also radially; this condition
will be tested in molecular dynamics simulations.
The next two postulates
Condition 2 Friction density, g, is proportional to flagellin pressure, p
and
Condition 3 Translocating flagellin is in mechanical equilibrium
are closely related and rely on the fact that the typical translocation velocity in the flagellar channel is on the
order of 1 nm/ms; this slow velocity is central to the behavior of friction between a flagellin and the channel.
It has been experimentally measured that for velocities below a critical velocity, vc ( typically ∼1 nm/ms),
friction is no longer characterized by the standard macroscopic velocity-dependent dynamic friction, but
rather by a velocity-independent static friction [145, 146], known as “creeping" static friction [147, 148].
Because of the small driving forces and slow translocation rates present in the flagellum, flagellar friction
is well described by creeping static friction [149] which supports Eq. 5.38. The flagellin-channel friction
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manifests itself through resistance to lateral (along channel axis) force which, over a segment [x + dx, x],
is due to the pressure difference at x + dx and x and measures flateral = piR2p(x + dx, L) − piR2p(x, L).
The resisting force is due to adhesion of flagellin to the segment surface area, 2piRdx, and is assumed to be
fresistance = 2piRg(x, L)dx where g(x, L) is the static friction per unit contact area. Both channel surface
and translocating flagellin are fluctuating conformationally, such that adhesion interactions are constantly
formed and broken; as a result flateral imposes a bias that the flagellin re-forms its contacts with the channel
further toward the distal tip; fresistance arises from the number of adhesion interaction averaged along the
channel and through time. This average is proportional to the number of flagellin surface atoms pressing
against the channel wall and, hence, is proportional to the isotropic pressure of flagellin; this will be verified by
simulation. Conditions 2, 3 are assumed self-evident given the slow translocation velocity; since translocation
is so slow, Condition 2 cannot be tested through simulation. However, we demonstrate below that in the
pressure and density ranges relevant for flagellin transport pressure and density of surface contacts (number
of contacts per unit surface area of contact), Ncontact/Acontact are linearly related, i.e.,
paxial ∼ Ncontact/Acontact . (5.37)
We express Condition 2 through
g = αp , (5.38)
where α is a dimensionless proportionality coefficient, and Condition 3 through
piR2p(x+ dx, L) − piR2p(x, L) − 2piR g(x, L)dx = 0 . (5.39)
For dx→ 0, this reads
∂x p(x, L) = (2/R)g(x, L) . (5.40)
Eq. 5.40 and Eq. 5.38 combine to the differential equation
∂x p(x, L) = (2α/R)p(x, L) , (5.41)
the solution of which is
p(x, L) = p0(L) exp[(2α/R)x] . (5.42)
In Eq. 5.42, p0(L) is the flagellin pressure at the tip of the flagellum that pushes flagellin against the cap
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protein [150]. We assume that the value of p0(L) is actually controlled through the force, ftip, with which
the cap protein resists flagellin to pass through, such that the condition
p0(L) = ftip/piR
2 , (5.43)
holds, that is, we assume
Condition 4 Flagellin pressure at the flagellar tip, ftip, is given by Eq. 5.43.
Accordingly we replace p(x, L) by L-independent
p(x) = (ftip/piR
2) exp[(2α/R)x] ; (5.44)
Eq. 5.44, combined with Eq. 5.38, now allows the description of friction density,
g(x) = (ftipα/piR
2) exp[(2α/R)x] . (5.45)
A crucial property controlling translocation in the flagellar channel is the isothermal compressibility,
κT, of the translocated flagellin. For a given relationship between exerted pressure and flagellin density
the compressibility is κT = −V −1(dV/dp)T where V = N ρ−1. If the flagellin atoms were disconnected,
non-interacting point particles, the ideal gas law would hold, namely, p = kB T ρ. This pressure-density
relationship is clearly an oversimplification. A more realistic description represents flagellin as a so-called
Gaussian chain [142, 143]. In the case of this simple polymer model holds approximately the relationship
p ≈ kBT
[
ρ˜ +
1
3
b pi4R4L0 ρ˜
3
]
(5.46)
As we demonstrated in the above section, here b is the so-called effective bond length for a Gaussian chain
(b equals two times the polymer persistence length lp [143]), L0 the length of the polymer chain when it
is totally stretched, and ρ˜ the density of one polymer chain, defined through the polymer atom density /
number of the atoms in a single polymer. One can see from Eq. 5.46 that for increasing ρ˜ holds p ≈ γ ρ˜β with
β = 3. In this case holds κT = 1/βp. In a more realistic description the actual exponent β should differ
from β = 3 due to atomic interactions that are neglected in the Gaussian chain model [142]. Accordingly,
we stipulate
Condition 5 Flagellin pressure is a power of flagellin density,
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namely,
p = γ (ρ/ρ0)
β (5.47)
where ρ0 = 1 atom/Å3 is a reference pressure.
According to Eq. 5.44 and Eq. 5.47, flagellin density can now be expressed
ρ(x) = (ftip/γpiR
2)1/β exp [2α x/Rβ] ρ0 ; (5.48)
The flagellin flux, φ, is the product of flagellin density, ρ, and translocation velocity, v,
φ(x, L) = ρ(x) v(x, L) . (5.49)
For the density of flagellin in the channel to be stationary, namely to be time-independent as expressed in
Eq. 5.48, protein flux must be the same at all x, i.e., be independent of x; Eq. 5.49, therefore, simplifies in
this stationary case to
φ(L) = ρ(x)v(x, L) , (5.50)
One can choose any arbitrary value of x to evaluate this expression. Eq. 5.50 is most readily evaluated at
x = L. For the evaluation we assume
Condition 6 Flagellin monomers are pumped into the channel at a constant power, P .
The pump power, P , is the product of force and velocity at x = L and has dimension energy / time; the
force which the pump exerts on flagellin is the product of flagellin pressure and cross sectional area at
x = L, and the velocity at which the pump squeezes flagellin into the channel is the translocation velocity
at x = L. Therefore, the pump’s power provides a relationship between pressure and velocity, namely
P = piR2p(x) v(x, L)
∣∣
x=L
, which can be written
v(x, L)|x=L = P/
[
piR2p(x)
]∣∣
x=L
. (5.51)
Equation 5.50, combined with v(x, L)|x=L from Eq. 5.51, ρ(x)|x=L from Eq. 5.48 and p(x)|x=L from Eq. 5.44,
becomes
φ(L) = φ0 exp [(2α/R) (1/β − 1)L] . (5.52)
where φ0 is the flagellin flux for L = 0 (initial length of growing flagellum). Defining the velocity v0 = P/ftip
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, the pressure p0 = ftippiR2 and, accordingly, the density ρ˜0 through p0 = γ(ρ˜0/ρ0)β , we assume φ0 = v0 ρ˜0
or
φ0 = ρ0 (P/ftip)
(
ftip/γpiR
2
)1/β
. (5.53)
Finally, one can substitute in Eq. 5.50 φ(L) from Eq. 5.52 and ρ(x) from Eq. 5.48 and obtain
v(x, L) = (P/ftip) exp {− (2α/R) [L − (L − x) /β]} ; (5.54)
Rate of flagellin translocation and flagellum growth. We can now calculate the growth rate of the
flagellum. To this end the constant λ = 5 Å/flagellin is introduced to represent the length which each flagellin
contributes to the overall length of the flagellum. The rate at which the filament grows, V , is related to the
frequency with which flagellin monomers reach the tip, piR2φ(L), according to
V (L) = λpi R2 φ(L) , (5.55)
which, by substituting φ(L) from Eq. 5.52, becomes
V (L) = V0 exp (−L/a) (5.56)
where,
a = (R/2α) / (1 − 1/β) , (5.57)
and, according to Eq. 5.53, holds
V0 = λ ρ0
(
PpiR2/ftip
) (
ftip/γpiR
2
)1/β
. (5.58)
For β → 1 the decay length becomes infinite and, therefore, the growth rate would be constant such that
V (L) = V0 holds in contrast to observation [136]; thus it is essential that β > 1 be established.
One can now integrate the growth rate over time to express the flagellum length as a function of time.
One starts from Eq. 5.56, defining the time dependence of the flagellum length, L = L(t), and expresses the
growth rate as the change in length with respect to time, i.e., V = dL(t)/dt. Equation 5.56 becomes then
dL(t)/dt = V0 exp [−L(t)/a] ; (5.59)
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the solution of which is
L(t) = a ln (1 + V0 t/a) ; (5.60)
This concludes the derivation of expressions for length, growth rate and the five flagellin translocation
properties in terms of λ and P as well as the flagellin translocation parameters α, γ, ftip and β. These
expressions offer a wealth of insight into flagellin translocation through the long, confining flagellar channel
and why the growth rate decays exponentially with length. Equation 5.48 states that, as the tail grows,
flagellin density at the base increases. As a result, friction at the base grows (c.f., Eq. 5.45). Increasing
friction causes pressure to increase at the base (c.f., Eq. 5.44). Because the secretion system operates at
a constant power, the increasing pressure required to pump in flagellin at the base means that the rate of
insertion must decrease proportionally, thereby slowing the rate of translocation and, consequently, filament
growth.
According to Eq. 5.60 the flagellum can grow infinitely long. What then, halts the flagellum’s growth
at Lmax = 20 µm [136]? The answer is that even though the pump at the base of the filament operates at
a constant power P , it’s force cannot increase indefinitely. In fact, when the pump reaches it’s stall force,
fstall, filament elongation ceases, namely (c.f. Eq. 5.44), for
fstall = ftip exp (2αLmax/R) . (5.61)
From this follows
Lmax = (R/2α) ln(fstall/ftip) . (5.62)
The result shows that the maximum length of a flagellum can be extended by either increasing the ratio
fstall/ftip, or by decreasing the coefficient of friction, α, defined in Eq. 5.38.
Conditions 1, and 5 are verified for the flagellum through molecular dynamics simulations (see details
in our paper [151]). It is demonstrated how compressing flagellin in a cylinder allows one to measure the
needed physical characteristics as a function of flagellin density. Conditions 2, 3 are assumed to hold true
for the flagellum since the translocation velocity is extremely slow compared to the relaxation processes
during translocation. Condition 2 relies on theoretical arguments given above, the key one being a linear
relationship between pressure and the average number of adhesion points as stated by Eq. 5.37. Certainly,
the linearity stated in Eq. 5.38 can hold only over a limited pressure interval, but should hold for the low
pressures as they arise in flagellar transport. Condition 4 relates to the flagellum cap protein, which helps
the flagellin fold into place at the filament tip. Condition 6 is evident for biological pumps, which operate
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by ATP hydrolysis at some fixed rate and have been shown to slow down under increasing load [152, 153].
5.4 Validation of our theory
5.4.1 Flagellin pressure - density relationship
Both compression and equilibrium simulations allow characterization of pressure and density for the confined
unfolded flagellin (see [151]). The pressure versus density data are shown in Fig. 5.2. To test Condition 5,
the data presented in Fig. 5.2 were fitted to Eq. 5.47. For the compression simulations the axial and radial
pressures (in units of kcal/mol Å3) relate to density by paxial = 36 (ρ/ρ0)3 and pradial = 26 (ρ/ρ0)3.6 while
the aggregate data are described by p = 29 (ρ/ρ0)3.1. Fig. 5.2 inset shows, for the equilibrium simulations,
flagellin pressure and density related by p = 15 (ρ/ρ0)3.2. While both types of simulation agree on β ≈ 3.2,
γ from the equilibrium simulations is half that of the compression simulations. The different γ values in
the equilibrium and non-equilibrium compression simulations arises from the flagellin in the compression
simulation having to dynamically compress through viscous water and squeeze explicit water out of the
shrinking cylinder, as it becomes increasingly occupied by compressed flagellin, which adds a compression
rate-dependent pressure; the pressure in the equilibrium simulations is lower because the flagellin has time
enough to completely equilibrate.
To illustrate in how far the Gaussian chain pressure - density relationship in Eq. 5.46 holds we compare
the prediction of this expression with the equilibrium simulation results (see data point in Fig. 5.2 denoted
through an arrow) for the low density of ρatom = 3.07 × 10−2 atoms / Å3 and for Natom = 2445 (i.e.,
ρ˜ = ρatom/Natom = 1.25 × 10−5 Å−3) as well as for R = 13 Å, L = 150 Å, L0 ≈ 164 × 5 Å, and
T = 300 K. For a choice b = 40.5 Å, one obtains from Eq. (5.46) agreement with the simulated pressure
p = 4.33 × 10−5 kcal/(mol Å3). The persistence length of the flexible polymer chain would be half of
the effective bond length [143], i.e., would be 20 Å, which falls into the persistence length range of 5-25 Å
expected for unfolded part of protein [154, 155, 156]; for example, the observed and theoretical persistence
length of poly-L-alanine is about 20 Å ([157], Chap. 18).
5.4.2 Agreement with experiment
For quantitative study of the flagellum, we first determine the physical system parameters employed by
the equations of translocation; Table 5.1 presents the necessary parameters. Lmax, V0, φ0, a and λ are
experimentally known for the flagellum, while β and γ are taken from the fit of Eq. 5.47 to the equilibrium
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Figure 5.2: Pressure versus density of unfolded flagellin.
Flagellin pressure (y-axis) versus flagellin density (x-axis) for nine compression simulations at cylinder radius
5 Å (green), 7 Å (red) and 9 Å (blue). The upper three curves show axial pressure while the lower three show
radial pressure. Each data point represents a 10 ps snapshot as the compression progresses (from bottom
left to top right). The two black curves represent the average fit of Eq. 5.47 to the axial (p = 36 (ρ/ρ0)3) and
radial (p = 26 (ρ/ρ0)3.6) pressures; the aggregate data is described by p = 29 (ρ/ρ0)3.1, where ρ0 = 1 atom /
Å3. Inset: Radial (red) and axial (blue) pressure (y-axis) versus flagellin density (x-axis) for 60 equilibrium
simulations (each data point marks the average pressure and density of a single simulation). The black curve
represents the average fit of Eq. 5.47 to the axial and radial pressures (p = 15 (ρ/ρ0)3.2). The arrow indicates
location of a R = 13 Å, L = 150 Å data point used to match the Gaussian chain model to simulation data,
using b (c.f. Eq. 5.46) as the fitting parameter. Purple highlight is added to illustrate the pressure and
density range relevant to the flagellum.
simulations as presented in Fig. 5.2. The power of the flagellar pump, P , (from which ftip and fstall can
be directly calculated) is not experimentally known; we therefore list in Table 5.1 reasonable values for P
and their respective values for fstall and ftip. For quantitative analysis we will assume P = 100 kcal/mol/s,
taken from the viral DNA packaging motor [152, 153]. Naturally, following our theory and simulations, the
system parameters listed in Table 5.1 can be determined for flagella of other species.
The parameter α is neither known experimentally nor can it be determined directly for our simulations;
α can, however, be computed by employing known parameters a, R, and β in Eq. 5.57. The very small
α = 2 × 10−4, pivotal to the relationship between pressure and friction (c.f. Eq. 5.38), suggests that very
little of the radial force is translated into axial static friction, consistent with the low forces of creeping static
friction. In contrast an α value of ∼1, would decrease the decay length from a = 3.6µm to a = 3.6Å, not
allowing the flagellum to lengths requisite for propulsion.
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From Eq. 5.60, it can be calculated that the flagellum grows to its maximal length in roughly 24 hrs; this
growth time is consistent with [136] which observed that flagella grow to ∼ 10µm in only a few hours, but
require more than 10 hrs to reach 15 µm. The model already showed (c.f. Eq. 5.62) how the pump’s stall
force prevents the flagellum from infinite growth. Employing the parameters of Table 5.1 in Eq. 5.62 returns
that a stall force of 7 kcal/mol/Å is required to reach a maximal length of 20µm; this stall force reasonably
agrees the viral DNA packaging motor’s stall force ∼1 kcal/mol/Å [152].
Table 5.1: Flagellin translocation parameters.
Param Value Source
(1) Lmax 20 µm Ref. [136]
(2) V0 91 Å/s Ref. [136]
(3) φ0 435 atoms/Å2/s Ref. [136]
(4) a 3.7 µm Ref. [136]
(5) λ 5 Å/7197 atoms Ref. [16]
(6) R 10 Å Ref. [137]
(7) β 3.2 Fig. 5.2
(8) γ 15 kcal/mol/3 Fig. 5.2
(9) α 2× 10−4 Eq. 5.57
P ftip fstall
(a) 1 3e-6 8e-3
(b) 10 9e-5 0.2
(c) 100 3e-3 7
Parameters 1-6 are taken from the listed references; parameters 7-8 are measured from the equilibrium
simulations; parameter 9 is calculated from the previously listed values and the listed equation. Regarding
parameter 5, each flagellin monomer consists of 7197 atoms and contributes roughly 5 Å to flagellum length.
Items a-c list three possible P (units kcal/mol/s) values along with the respective ftip and fstall (units
kcal/mol/Å) values that are consistent with Eq. 5.61, 5.62.
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Chapter 6
Conclusions
We have studied three different systems where molecular machines play crucial roles. The first two systems are
studied with enhanced sampling techniques whereas the third one is studied with theoretical coarse-grained
modeling combined with short time scale MD simulations. With the advent of large-memory, multi-processor
parallel computers it is possible to employ the most advanced theoretical methods to describe those long
time scale processes. Moreover, the knowledge we learned from these systems have further implications for
other molecular machines.
The rotary reaction step investigated in the case of Rho is also found in other hexameric motors. Crystal
structures of bovine papillomavirus E1 and Bacillus stearothermophilus DnaB hexameric helicase reveal
asymmetric functional states in the ATPase cycle (like the prior R state in Figure 3.1). E1 is proposed to
translocate one nucleotide of ssDNA every rotary reaction step [41]; the non-planar DnaB structure indicates
that DnaB can translocate two nucleotides of ssDNA per rotary reaction step, given that each subunit of
DnaB accommodates two nucleotides [42].
F1-/V1 -ATPases share an evolutionary link with, and are homologous to, Rho [36, 37, 38]. We note
that the sequences of the ATPase domain of F1-/V1 -ATPases are about 50-100 aa longer than the ATPase
domain of Rho; the additional 50-100 aa residues form a C-terminal domain that can swing relative to a
central domain of F1-/V1 -ATPases. Such a feature is important for rotating their central stalks instead of
moving substrate linearly. Though carrying out a very different function, F1-/V1 -ATPase and Rho share
similarities in their ATPase cycle. Single-molecule and biochemical studies [158, 159] show that V1-ATPase
pauses its central stalk every 120◦ without any submillisecond substeps, similar to the rotary step of 60◦ in
the case of Rho. Recently, a series of intermediate structures of E. hirae V1-ATPase were reported [44, 160],
suggesting a pathway of a rotary reaction step: after ATP hydrolysis, ADP/Pi release is the rate-limiting
process that would induce the 120◦ central stalk rotation (ATP binding is relatively fast); as a result of the
stalk rotation, the prior ATP bound interface will change from state T to state T∗. The Rho transition
pathway shows similarities with the rotary reaction step in V1-ATPase: ATP hydrolysis, ATP binding
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and ADP/Pi release take place during Rho’s dwell phase before they trigger RNA translocation. As the
main barrier crossing event for RNA translocation happens at the IM1 → IM2 stage (as demonstrated in
Figures 3.6a and 3.7), the T → T∗ transition (documented in Figures 3.11), which occurs during the IM2 →
F stage, is preceded by RNA translocation.
The coordination of catalytic processes at the subunit interfaces is important for hexameric motors’
function [2]. The central stalk rotation of E. coli F1-ATPase, repeated in 120◦ steps, involves two sub-
steps [161, 162]. In each of the 120◦ steps, ATP binding, ATP hydrolysis and product release processes are
separated into two dwell phases, namely a first binding dwell before a 80◦ sub-rotation and a second catalytic
dwell before a 40◦ sub-rotation. However for V1-ATPase and Rho, there are no sub-steps, and thus the three
catalytic processes all happen before the hexameric motors carry out work (see Figure 1.2). The timing
of when catalytic processes are ready to take place is controlled by the conformational transitions of the
motors. Once the corresponding interfaces are competent to carry out the respective reactions, the reactions
occur stochastically with first-order kinetics whose rates are determined by the local binding sites [55, 75].
Four key transitions were observed in our simulations: (1) the allosteric regulation at the m1/m2 interface
(D∗ → D) renders ADP+Pi competent to be released (Figure 3.9); (2) the m6/m1 interface opening renders
the interface capable of binding a new ATP molecule (Figure 3.5); (3) the ATP binding transition at the
m5/m6 interface (Figure 3.10) moves the ATP into the binding pocket; (4) the transition T→T∗ at the
m3/m4 interface (Figures 3.11) renders ATP competent to be hydrolyzed. In our simulations, we observed
the ordering of transitions, namely (3) → (2) → (1), (4).
Recent single-molecule fluorescence studies have provided unprecedented insight into the dynamic un-
winding processes of hexameric helicases. A recent single-molecule fluorescence study of T7 gp4 hexameric
helicase [163], together with a high resolution measurement on the chemical step size of T7 [164], suggests
that the ratio between number of nucleotides hydrolyzed and number of bp unwound is 1 : 1. However, for
G-C base-pairs, the unwinding signal shows stochastic pauses every 2-3 bp, implying 2-3 bp are unwound
after enough elastic energy is stored when 2-3 ATP got hydrolyzed. For A-T base-pairs, a sequential reac-
tion mechanism with 1 bp step size is proposed, similar to the case of Rho. Thus, the free energy landscape
of conformational transitions during rotary steps needs to be adapted to accommodate different types of
nucleotide substrates. Nevertheless, the free energy release of Rho during its I → F transition, GI −GF, is
1.5 kcal/mol, comparable to the ∼1 kcal/mol (A-T) or ∼2 kcal/mol (C-G) base-paring free energy [165]. The
molecular basis for unwinding by helicases, unfolding by proteasome and stalk rotation by F1-/V1 -ATPases
can be explored in future studies following the computational approach employed in the case of Rho.
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With the help of coarse-grained model and analytical modeling, second or even longer time scales can
be explored. The study of flagellin translocation was facilitated by guidance of a theoretical model, which
narrows the scope of properties which simulations need to address. For example, though the theoretical
model describes several flagellin properties as a function of x (denotes the distance of flagellin from the tip),
it also allows the properties to be expressed in terms of density independent of x; therefore, the simulations
could explore friction and pressure as a function of density instead of having to simulate along an extremely
long filament focusing on x-dependence. The theoretical model also furnished clear tests for validation as
well as a clear framework for interpreting the results in terms of actual flagellin properties. Our model of
flagellin translocation links local and short time properties to overall translocation, allowing the compression
simulations, which cover only nanometers in size and nanoseconds in time, to represent the growing flagellum,
which grows several micrometers in length over several hours.
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Appendix A
A.1 Calculations for residue-based interaction energy contribution
in the Rho transition
The conformational transition arising in the Rho-RNA complex involves switching of interactions at the
Rho-RNA binding interface and at the subunit-subunit interfaces. In order to capture the interaction energy
contribution from all residues, we follow into the footsteps of the definition of ∆Esprior stated in Eqs. (3.1
– 3.3). ∆Esprior accounts for the deviation of interaction energy of individual residues among the six in-
terfaces in the prior state R. In the following we seek to describe the root mean square deviation in the
subunit-RNA and in the subunit-subunit interaction energy, ∆Essubunit−RNA and ∆Essubunit−subunit, re-
spectively, along the transition pathway, the latter represented as a string of M + 1 = 51 discretized images.
∆Es
subunit−RNA describes the interaction energy deviation along the pathway between residue s of Rho and
all residues of RNA; ∆Essubunit−subunit describes the interaction energy deviation along the pathway between
residue s of Rho and all residues of neigboring Rho subunits. The larger the value of ∆Essubunit−RNA or
∆Es
subunit−subunit, the more significant is the residue s for the coupling to RNA translocation and in the
Rho conformational transitions. By s we denote again, as in case of ∆Esprior, the respective residue in any
of the six Rho subunits.
Before we specify the analysis in terms of ∆Essubunit−RNA and ∆Essubunit−subunit further, we summarize
the overall result. The analysis reveals that residues T286, K326, R269, R272, K283, K298, R299, E333,
E342 and R353 are significantly involved in the function of Rho. Indeed the key role of these residues had
been singled out in earlier mutagenesis studies [78, 79, 80, 81, 76]. However, our analysis identifies residues
D210, E215, D233, R305, E334, K367 and E368 to also be largely involved in Rho’s function and recommends
them for further investigation by means of mutagenesis studies. We note that the above mentioned residues
fully cover the identified residues.
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∆Es
subunit−RNA is defined through
∆Es
subunit−RNA =
1
6
6∑
j=1
[
1
(M + 1)
M∑
k=0
(Eks,j − E¯s,j)2
]1/2
(A.1)
Eks,j =
∑
r∈RNA
Eks,j(r) (A.2)
E¯s,j =
1
(M + 1)
M∑
k=0
Eks,j . (A.3)
Here M + 1 = 51 is the total number of images along the transition pathway. s, j, r and k are, respectively,
subunit residue index (1 – 415), subunit index (1 – 6), RNA residue index (1 – 9) and image index (0 – 50).
Eks,j(r) is the interaction energy between residue s on subunit j and residue r on RNA for image k; Eks,j(r) is
averaged over the pathways of the last 70 iterations in the string method calculation for image k. Eks,j is the
interaction energy between residue s on subunit j and all residues of RNA for image k. E¯s,j is the average
interaction energy among all the images between residue s on subunit j and RNA. The first summation
from j = 1 to 6 in Eq. A.1 reveals ∆Essubunit−RNA as an average root mean square deviation among the
six subunits m1,m2, . . . ,m6. ∆Essubunit−RNA as a function of residue index s is shown in Figure 3.8a.
Table A.1 lists the important residues that exhibit a ∆Essubunit−RNA value of more than 2 kcal/mol along
with information of related mutagenesis studies.
∆Es
subunit−subunit is defined through
∆Es
subunit−subunit =
1
6
6∑
j=1
[
1
(M + 1)
M∑
k=0
(Eks,j − E¯s,j)2
]1/2
(A.4)
Eks,j =
∑
s′∈S(j′)
∑
j′∈N(j)
Eks,j(s
′, j′) (A.5)
E¯s,j =
1
(M + 1)
M∑
k=0
Eks,j . (A.6)
Here M + 1, s, j and k are same as introduced above for Eqs. (A.1 – A.3). N(j) and S(j′) are the set of
neighbors of subunit j and the set of residues of subunit j′ used in Eqs. (3.1 – 3.3), respectively. Eks,j(s′, j′)
is the interaction energy between residue s on subunit j and residue s′ on subunit j′ for image k; Eks,j(s′, j′)
is averaged over the pathways of the last 70 iterations in the string method calculation for image k. Eks,j and
E¯s,j are defined in similar ways as in Eqs. (A.2 and A.3). ∆Essubunit−subunit as a function of residue index
s is shown in Figure 3.8b. Table A.2 lists the important residues that exhibit a ∆Essubunit−subunit value of
more than 5 kcal/mol along with information of related mutagenesis studies.
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Table A.1: Important residues contributing to subunit-RNA interaction predicted by the transition pathway
residue ∆Essubunit−RNA a mutation b activity c
T286 2.3 T286A [78] – –
K326 9.1 K326A [79] – –
a The unit is kcal/mol;
b Citation of the corresponding report is given after the mutation;
c The in-vitro transcription termination activity of the mutant is indicated by the following symbols: – –,
strong defects.
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Table A.2: Important residues contributing to subunit-subunit interaction predicted by the transition path-
way
residue ∆Essubunit−subunit a mutation b activity c
D210 6.0 NT
E215 6.5 NT
D233 6.6 NT
R269 5.6 R269A [80] see note d
R272 5.9 R272A [80] see note e
K283 5.0 K283A [79] – –
K298 6.8 K298A [81] –
R299 6.6 R299A [81] –
R305 6.8 NT
E333 9.2 E333D [76] – –
E334 6.5 NT
E342 5.7 E342G [76] – –
R353 5.9 R353A [79] – –
K367 8.0 NT
E368 6.5 NT
a The unit is kcal/mol;
b Citation of the corresponding report is given after the mutation;
c The in-vitro transcription termination activity of the mutant is indicated by the following symbols: – –,
strong defects; –, moderate loss of activity; NT, not tested.
d The transcription termination activity of this mutant was not tested before, however it resulted in strong
defects in the ATPase activity.
e This mutant resulted in forming insoluble inclusion bodies.
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A.2 Table for multiple steps extension from a single Rho step
RNA translocation during six sequential Rho rotary reaction steps, namely steps 1-6, are defined in Table A.3.
Table A.3: Continuation of RNA translocation processes in Rho.
step R F m(off) P(off) m(on) P(on)
1 T∗, T∗, T, T, E, D D, T∗, T∗, T, T, E m1 P3 m4 P6
2 D, T∗, T∗, T, T, E E, D, T∗, T∗, T, T m2 P4 m5 P7
3 E, D, T∗, T∗, T, T T, E, D, T∗, T∗, T m3 P5 m6 P8
4 T, E, D, T∗, T∗, T T, T, E, D, T∗, T∗ m4 P6 m1 P9
5 T, T, E, D, T∗, T∗ T∗, T, T, E, D, T∗ m5 P7 m2 P10
6 T∗, T, T, E, D, T∗ T∗, T∗, T, T, E, D m6 P8 m3 P11
7 T∗, T∗, T, T, E, D D, T∗, T∗, T, T, E m1 P9 m4 P12
...
...
...
...
...
...
...
Columns m(off) and m(on) state the subunits to which subunits K326 belong that disengage from or
engage with, respectively, an RNA phosphate group in a particular step; columns P(off) and P(on) state
the respective phosphate groups.
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