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Im Verlauf der letzten Jahrzehnte ist die Anzahl der Schwerfahrzeuge im Bundesfern-
straßennetz signifikant gestiegen. Im Vergleich zu Ergebnissen der 1980er Jahre hat 
sich die Fahrzeuganzahl etwa auf den doppelten Wert erhöht [BuSL07]. Hinsichtlich 
der Anzahl an Zulassungsanträgen für genehmigungspflichtige Schwertransporte sind 
zugleich überproportionale Zuwächse zu verzeichnen [Naum02, NaFH05, SaBS06]. 
Zusätzlich zum generell gestiegenen Verkehrsaufkommen werden Überladungen von 
Schwerfahrzeugen häufig beobachtet [Naum02, VaHe05]. Unlängst standen die Einfüh-
rung von neuen Fahrzeugkonzepten und die Anhebung der zulässigen Gesamtgewichte 
auf 50 t und mehr in der öffentlichen Diskussion [GKLR06, Naum06, GrHL07]. 
Prognosen über die Verkehrsentwicklung bis zum Jahr 2015 weisen einen Anstieg des 
Schwerverkehrs von bis zu 60 % gegenüber dem Jahr 2000 aus [Naum07, VDA06]. Da 
ein weiterer Ausbau des Straßennetzes nur noch eingeschränkt möglich ist, wird der zu 
erwartende Schwerverkehr vornehmlich durch eine intensivere Nutzung der bestehen-
den Infrastrukturobjekte bewältigt werden [Naum02]. Der Schwerpunkt der öffentlichen 
Investitionen wird sich dementsprechend von der Planung neuer auf die Erhaltung be-
stehender Bauwerke verlagern. 
Ein erhöhter Erhaltungsaufwand wird insbesondere für die Brückenbauwerke im Zuge 
der Bundesfernstraßen erforderlich werden. Da der überwiegende Teil der Bauwerke 
aus der Phase des Wiederaufbaus in der Nachkriegszeit stammt, weisen die Objekte ein 
durchschnittliches Alter von 30-50 Jahren auf [NaFH05]. Der Brückenbestand ist von 
sehr hohem Anlagevermögen und von übergeordneter volkswirtschaftlicher Bedeutung. 
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Zur Gewährleistung der Stand- und Verkehrssicherheit sowie der Dauerhaftigkeit wird 
der Zustand der Bauwerke periodisch im Rahmen von normativ geregelten Prüfungen 
festgestellt, wobei die Bewertungen subjektiv geprägt sein können [BoBe03, SaBe05]. 
Offensichtlich geschädigte Bauwerke, über die unzureichende Informationen vorliegen 
oder deren Schäden nur schwierig zu quantifizieren sind, werden häufig konservativ 
bewertet und ggf. kostenintensiven Ertüchtigungsmaßnahmen unterzogen [BoBe03]. 
Objektive Aussagen über den Bauwerkszustand können mit Hilfe von Methoden des 
Structural Health Monitoring gewonnen werden [Peet00, SaBe05]. Im Rahmen von 
adäquaten Analyseverfahren werden hierbei Messungen, die am überwachten Bauwerk 
durchgeführt werden, zur Ermittlung des wirklichkeitsnahen Tragwerkszustandes aus-
gewertet. 
Die objektive Zustandsbewertung erfordert stets die Kenntnis der vorhandenen Bean-
spruchung sowie der effektiv einwirkenden Lasten [RSRS05]. Eigen- und Ausbaulasten 
können ohne besondere Maßnahmen hinreichend genau abgeschätzt werden. Die Be-
stimmung der tatsächlichen Verkehrslasten geht jedoch mit einem bedeutend höheren 
Aufwand einher [MeSe95, FFKM96, CuLP05, RSRS05, HaGr06, MeHi06, NBBP07]. 
Zu deren Ermittlung können Methoden der Lastidentifikation eingesetzt werden. 
Die Kenntnis der tatsächlichen Verkehrssituation hinsichtlich der einwirkenden Lasten 
hat neben der sachgemäßen Bauwerksbeurteilung unter anderem folgenden Nutzen: 
 
 Planung zukünftiger Infrastrukturobjekte: Anpassung der relevanten technischen 
Regelwerke an geänderte Verhältnisse 
 Erfassung von Achslasten: Überhöhte Achslasten schädigen den Straßenbelag  
übermäßig und verursachen hohe wirtschaftliche Folgeschäden 
 Strafverfolgung überladener Fahrzeuge: Gewährleistung der Verkehrssicherheit 
bei Durchsetzung gesetzlicher Vorschriften, zudem Sicherstellung der Wettbe-
werbsgleichheit der Spediteure 
 Zielgerichtete Zuweisung von budgetierten und begrenzten Haushaltsmitteln, ggf. 
im Rahmen eines generellen Verkehrsmanagements 
 
Eine geschlossene Lösung zur automatisierten Verkehrslastermittlung, die in Kombina-
tion mit einem Überwachungssystem zur frühzeitigen Schadensfeststellung eingesetzt 
werden kann, verspricht die Unterstützung der objektiven Zustandsbewertung, die Sen-
kung von Erhaltungskosten und folglich die Verlängerung der Nutzungsdauern. Die 
Entwicklung eines derartigen Ansatzes, dessen Implementierung und Validierung an-
hand eines praxisrelevanten Beispiels sind die Intentionen der vorliegenden Arbeit. 
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1.2 Stand der Forschung 
1.2.1 Verkehrslastermittlung 
Methoden der Lastermittlung können allgemein in zwei Kategorien unterteilt werden: 
Die direkten und die indirekten Methoden. Direkte Methoden bestimmen eine gesuchte 
Lastgröße mit Hilfe geeigneter Messinstrumente, die am Lastangriffspunkt eingesetzt 
werden. Indirekte Methoden analysieren eine Strukturantwort hinsichtlich der verursa-
chenden Lasten und ermitteln sowohl deren Größen als auch die Angriffspunkte. 
Zum Erhalt von statischen Fahrzeuglasten und -varianten unter regulären Verkehrsbe-
dingungen wurden Weigh-in-Motion (WIM) Systeme entwickelt und angewendet  
[WAVE01a]. Ohne Störung des Verkehrsflusses wird das gesamte Verkehrsaufkommen 
erfasst. Die direkte Messung wird mit Hilfe von Systemen in oder auf dem Fahrbahnbe-
lag vorgenommen, wohingegen die indirekte Messung mit Systemen an bestehenden 
Brückentragwerken erfolgt [Gonz01]. 
 
Direkte Messung: Systeme in oder auf dem Fahrbahnbelag 
WIM-Systeme in oder auf dem Fahrbahnbelag verwenden Platten- oder Streifensenso-
ren zur Bestimmung der Verkehrslasten. Grundsätzlich befinden sich die Sensoren in 
direktem Kontakt mit den darüber verkehrenden Rad- bzw. Achslasten. Die physikali-
schen Messprinzipien des Platten- und Streifensensors unterscheiden sich wie folgt: 
Während der Plattensensor bei einer Fahrzeugüberfahrt jeweils über die ganze Radauf-
standsfläche belastet wird, erfährt der Streifensensor je Achse eine Belastung durch ein 
schmales Reifensegment. Beim Plattensensor werden die Lasten durch Messung direkt 
erhalten. Die Lastermittlung beim Streifensensor erfordert die Integration der aufge-
zeichneten Messsignale über die Zeit. Die erzielbare Genauigkeit ist hierbei in starkem 
Maße von der genauen vorherigen Abschätzung der Fahrzeuggeschwindigkeit abhängig. 
Aufgrund der Aufzeichnung und Auswertung von zeitlich sehr kurzen Signalen sind die 
Systeme sensitiv bezüglich Signalrauschens und Messungenauigkeiten. Streifensenso-
ren weisen eine geringere Genauigkeit als Plattensensoren auf [IRD01]. Die Sensorkos-
ten liegen jedoch deutlich unter denen eines Plattensensors [IRD01]. Durch die Nutzung 
mehrerer Streifensensoren, die in Fahrtrichtung hintereinander angeordnet werden, 
wurde die Genauigkeit deutlich verbessert [JaOB05]. Bei diesen Systemen werden die 
statischen Lasten üblicherweise durch Mitteln der einzelnen Sensorsignale bestimmt. 
Grundsätzlich müssen eingesetzte Sensoren eine extreme Robustheit und Dauerhaftig-
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keit aufweisen, da sie sämtlichen Umwelteinflüssen (insbesondere Temperatur und 
Feuchte) sowie hohen mechanischen Ansprüchen (bspw. Schneepflüge und -ketten) 
direkt ausgesetzt sind [OpKu05]. 
Die unbekannte Fahrzeugdynamik (Art der Fahrzeugfederung und -dämpfung, tatsäch-
licher Reifendruck, etc.) stellt eine wesentliche Beeinträchtigung der Fahrbahn-Systeme 
dar. Dynamische Effekte infolge der Fahrzeug-Fahrbahn-Interaktion können beachtliche 
Abweichungen in den ermittelten statischen Lasten zur Folge haben [WAVE01a]. Der 
Einfluss und die Größenordnung dynamischer Effekte wurde in [LuBa99] untersucht: 
Auf Grund einer Bodenwelle vor einer Brücke wurden an einem instrumentierten Fahr-
zeug dynamische Radlasten gemessen, die das Zweifache der statischen Lasten betru-
gen. Zur Minimierung derartiger Effekte und ihres Einflusses auf die Genauigkeit der 
Systeme ist ein ebener Fahrbahnbelag vor der Messstelle von hoher Bedeutung. 
 
Indirekte Messung: Systeme an bestehenden Brückentragwerken 
WIM-Systeme an bestehenden Brücken (B-WIM) nutzen das gesamte Bauwerk als 
Messinstrument. Im Rahmen einer Lastidentifikation werden erfasste Tragwerksreak-
tionen hinsichtlich der verursachenden Lasten analysiert. Zur Messdatenanalyse sind 
komplexe Algorithmen erforderlich, da die Überlagerung der Tragwerksreaktionen in-
folge mehrerer Fahrzeuge auf dem Bauwerk zu berücksichtigen ist [ŽnLK05]. 
In einzelnen Anwendungen haben B-WIM-Systeme eine hohe Genauigkeit erreicht. 
Aufgrund der Verkehrslastermittlung auf der Basis kontinuierlicher Tragwerksmes-
sungen sind die Systeme wenig sensitiv bezüglich der unbekannten Fahrzeugdynamik 
bzw. dynamischer Effekte der Fahrzeug-Fahrbahn-Interaktion [WAVE01a]. Zur Mes-
sung werden im Allgemeinen handelsübliche Dehnungsmessstreifen und Wegaufneh-
mer eingesetzt. Herkömmliche Systeme verfügen über Achsdetektoren in der Fahrbahn. 
Der Einsatz von zwei Detektoren je Fahrspur ermöglicht hierbei die Bestimmung der 
Fahrzeuggeschwindigkeit, der Achslagen und in der Folge des Fahrzeugtyps. Systeme 
ohne jegliche Detektoren in oder auf der Fahrbahn (Free-of-Axle-Detector, FAD oder 
Nothing-On-the-Road, NOR) stellen eine Weiterentwicklung der traditionellen B-WIM-
Systeme dar [ŽnLK05]: Die Dauerhaftigkeit der Systeme wird maßgeblich gesteigert, 
da keine Sensoren vorhanden sind, die der direkten Verkehrsbelastung ausgesetzt sind. 
Darüber hinaus werden Installations- und Wartungskosten gesenkt. Sowohl für FAD- 
als auch für NOR-Systeme werden die Fahrzeuggeschwindigkeit und die Achskonfigu-
rationen durch die Analyse der Aufzeichnung von Sensoren, die an zweckmäßig ausge-
wählten Stellen am Bauwerk angebracht wurden, ermittelt. 
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Diese Form der Verkehrslastermittlung erfordert kontinuierliche Bauwerksmessungen. 
Brücken-WIM und -monitoring können daher gut kombiniert werden. 
 
Mit dem Ziel der Entwicklung einer Methodik zur Ermittlung statischer Verkehrslasten, 
welche in einem Monitoringsystem zur Zustandsüberwachung von Brückenbauwerken 
integriert werden könnte, werden nachfolgend Methoden der Lastidentifikation betrach-
tet. Zunächst werden grundsätzliche Ansätze zur Lösung inverser Probleme des Inge-
nieurwesens dargestellt und die Lastidentifikation allgemein eingeordnet. Wesentliche 
Ansätze werden anschließend im Einzelnen erläutert. 
1.2.2 Lösungsansätze für inverse Probleme des Ingenieurwesens 
Eine reale Tragstruktur wird durch das theoretische Rechenmodell M abgebildet, das 
eine Last- (L), System- (S) und Reaktionskomponente (R) gemäß des Tupels der nach-
folgenden Gleichung berücksichtigt: 
 
M = [L, S, R] (1.1) 
 
Die Systemkomponente beinhaltet hierbei Angaben bezüglich der geometrischen Re-
präsentation der Tragstruktur, der Lagerungsbedingungen, der Materialeigenschaften 
und systembezogener Parameter. Für ein mechanisch nichtlineares Problem sind die 
einzelnen Kenngrößen des Systems S von den einwirkenden Lasten L abhängig. Für ein 
lineares Problem ist S unabhängig von L. 
Hinsichtlich der gesuchten Information werden direkte und inverse Aufgabenstellungen 
unterschieden [LiXW01, Uhl07]. Die direkten Probleme (auch: Vorwärtsprobleme) be-
schäftigen sich mit der Ermittlung der Tragwerksreaktion R bei bekanntem L und S. Für 
die inversen Probleme werden zwei Aufgabengebiete betrachtet: Die Lastidentifikation 
setzt sich mit Mechanismen zur Bestimmung von L bei gegebenem S und R auseinan-
der, wohingegen die Systemidentifikation Methoden zum Erhalt von S bei Vorgabe von 
L und R untersucht. 
Inverse Probleme gelten als schlecht-gestellt und besitzen in der Regel keine eindeutige 
Lösung. Für praxisrelevante Aufgaben kann meist keine analytisch geschlossene Lö-
sung angegeben werden [Groe93, Uhl07]. 
Für einen Großteil der inversen Probleme des Ingenieurwesens sind die zugehörigen 
Vorwärtslöser verfügbar. In solchen Fällen kann das inverse Problem als direktes Pro-
blem mit unvollständiger Eingabeinformation aufgefasst werden [LiXW01]. Mit Hilfe 
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parametrisierter Rechenmodelle können derartige Probleme im Rahmen einer iterativen 
Anpassung der relevanten Kennwerte gelöst werden: Die Interpretation adaptierter Mo-
delle ermöglicht den Rückschluss bezüglich der gesuchten Größen. Da der Vorwärtslö-
ser üblicherweise isoliert eingesetzt wird, können nichtlineare Probleme direkt behan-
delt werden. Darüber hinaus ist die strikte Unterscheidung der Komponenten nach Glei-
chung 1.1 nicht mehr erforderlich. Dies ermöglicht die Lösung gemischter Aufgaben 
der Last- und Systemidentifikation. Die Modelladaption basiert in aller Regel auf einer 
Finite Elemente Struktur [Link00]. 
Alternativ zur Modelladaption lassen sich inverse Aufgaben des Ingenieurwesens auch 
durch die Abbildung der unbekannten Zusammenhänge in nachgeordneten Modellen 
lösen. Hierzu können Methoden der Statistik (bspw. Regressionsanalyse) oder der 
künstlichen Intelligenz (bspw. künstliche Neuronale Netze) eingesetzt werden. Als 
Black-Box-Systeme beschreiben die Modelle Beziehungen, die zwischen den Kompo-
nenten gemäß Gleichung 1.1 bestehen. Die Feststellung der maßgebenden System- oder 
Lastkenngrößen ist nur eingeschränkt möglich. Derartige Ansätze sind zur ingenieur-
mäßigen Lösung realer Praxisprobleme wenig geeignet. 
1.2.3 Lastidentifikation 
Zur Lastidentifikation können im Grundsatz zwei Herangehensweisen unterschieden 
werden: (1) Das Vorgehen über dynamische Bauwerksmessungen und eine Interpreta-
tion der dynamischen Charakteristik der Struktur und (2) die Aufzeichnung von Ver-
formungen und Dehnungen und die anschließende statische Analyse. 
Dynamische Ansätze nutzen insbesondere modale Systemeigenschaften (Eigenfrequen-
zen und -formen) und die Verläufe gewonnener Übertragungsfunktionen zur Lastidenti-
fikation. Das Vorgehen über stark kondensierte Daten bringt den Vorteil der Daten-
kompression mit sich, geht jedoch mit Verlusten an Informationen über das Tragsystem 
einher [Muel03, HWSR07]. Niederfrequente Strukturschwingungen, die normalerweise 
verwendet werden, regen das System zur globalen Schwingung an. Auf Grund großer 
Wellenlänge verringert sich jedoch die Sensitivität bezüglich lokaler Effekte [Muel03, 
FaSR04, Frit05]. Die Abschätzung des Temperatureinflusses auf die Tragwerkssteifig-
keiten ist nur mit Schwierigkeiten möglich [PeMD01, Felt02, FaSR04, Frit05]. Derarti-
ge Umwelteinflüsse können bei instationären Systemen die dynamischen Systemeigen-
schaften deutlich beeinträchtigen [Muel03]. Im Vorgehen verbleiben grundsätzlich Un-
sicherheiten in der Bewertung der Dämpfungsbeiwerte der Struktur [CaMo05, GeFl05]. 
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Statische Ansätze werden in [Muel03] als zielführende Alternative zur Nutzung kon-
densierter Daten (bspw. der experimentellen Modalanalyse) benannt. Nach [GeFl05] 
stellen Dehnungen Tragwerksparameter „erster Ordnung“ dar, die unmittelbar den vor-
liegenden Beanspruchungszustand repräsentieren und direkt auf das Tragverhalten 
schließen lassen. In Untersuchungen an realen Massivbrücken zeigten statische System-
kenngrößen im Vergleich zu Änderungen in der dynamischen Systemcharakteristik die 
deutlich höhere Sensitivität [GeFl05, HCHF06]. 
 
Zur Lastidentifikation wurden in den vergangenen Jahren verschiedene Verfahren ent-
wickelt. Nachfolgend werden die wichtigsten Ansätze vorgestellt und hinsichtlich ihres 
Bezugs zur vorliegenden Arbeit kritisch bewertet. 
Moses präsentiert in [Mose79] den vermutlich ersten Ansatz zur Identifikation von Ver-
kehrslasten durch die Analyse von Brückenmessungen. Zur Ermittlung der Fahrzeuglas-
ten müssen die Fahrgeschwindigkeiten und Achsabstände bekannt sein. Das entwickelte 
teilautomatisierte Verfahren berücksichtigt nicht den Einfluss der lateralen Position der 
Fahrzeuge und gilt ausschließlich für lineare Systeme. Aus heutiger Sicht ist das Vorge-
hen als ungenügend zu bezeichnen. 
D’Cruz und Crisp entwickeln in [DCCr90] einen analytischen Ansatz zur Bestimmung 
von Ort und Größe einer einzelnen Punktlast, die auf eine allseits gelenkig gelagerte 
Rechteckplatte einwirkt. Im numerischen Beispiel werden zur Lastidentifikation vier 
diskrete Messpunkte an der Platte simuliert. Ungenauigkeiten realer Messungen werden 
durch das Hinzufügen eines künstlichen Rauschens berücksichtigt. Das Beispiel ist sehr 
einfach und die Anwendung des entwickelten Ansatzes sehr stark begrenzt. Zur Über-
tragung auf allgemeine Strukturen, welche mehreren Lasten ausgesetzt sind, wird die 
Minimierung des quadrierten Fehlers aus gemessenen und berechneten Verformungs-
größen vorgeschlagen. Methoden der kleinsten Fehlerquadrate werden als sehr robust 
gegenüber verrauschten Messsignalen bezeichnet. Beispielhaft wird zur Lösung des 
Optimierungsproblems die Verwendung des Gauß-Newton-Verfahrens aufgezeigt. Der 
Algorithmus kann in lokalen Minima der Zielfunktion enden und ist daher für komplexe 
Aufgabenstellungen der Lastidentifikation wenig geeignet. 
Uhl et al. schlagen in [UhPi01] und [UhPi03] die Verwendung eines einfachen Geneti-
schen Algorithmus (GA) zur Lösung von Problemstellungen der Lastidentifikation vor. 
Die Zielfunktion stellt die Minimierung der Fehlerquadratsumme aus gemessenen und 
berechneten Tragwerksreaktionen dar. Die erforderlichen numerischen Berechnungen 
werden in einem separaten Finite Elemente Programmsystem durchgeführt. Es wird 
8 KAPITEL 1: EINLEITUNG 
festgestellt, dass ein derartiges Vorgehen zur globalen Lösung sowohl linearer als auch 
nichtlinearer mechanischer Probleme äußerst geeignet ist. Die gewählte numerische 
Repräsentation der Lösungskandidaten in Vektoren von konstanter Länge beschränkt 
jedoch den Ansatz in starkem Maße: Die Anzahl der Lasten und deren mögliche An-
griffsorte müssen fix in den Vektoren definiert werden. Im sehr simplen numerischen 
Beispiel wird dies beispielhaft für eine Last mit zwei möglichen Angriffsorten darge-
stellt, im praktischen Beispiel sind die Anzahl der Lasten und deren Einwirkungspunkte 
bereits bekannt. Die Analyse kontinuierlich erfasster Messgrößen ist nicht möglich. 
Rojas Flores et al. setzen in [RoCh04] ein hybrides Verfahren auf der Basis der Partikel 
Schwarm Optimierung (PSO) und der Sequentiellen Quadratischen Programmierung 
(SQP) zur Lastidentifikation ein. Die Zielfunktion wird durch die Differenz aus moda-
len Kennwerten und den zugehörigen Ergebnissen einer Finite Elemente Berechnung 
beschrieben. Die Anwendung wird anhand von zwei einfachen numerischen Beispielen 
demonstriert. Aufgrund der Verwendung der dynamischen Charakteristik ist das Vorge-
hen zur Übertragung auf reale Massivbrücken ungeeignet. Nichtsdestotrotz wird auch 
hier festgestellt, dass die Lastidentifikation geeignete Optimierungsmethoden erfordert, 
welche die Suche der globalen Extrema der Zielfunktion ermöglichen. PSO wird gezielt 
zu diesem Zweck eingesetzt. SQP dient im hybriden Ansatz zur Verfeinerung von ge-
wonnenen Lösungen im Rahmen einer lokalen Suche. 
Yang et al. verwenden in [YaWS05] ein auf Genetischer Programmierung (GP) basie-
rendes Optimierungsverfahren zur Ermittlung der Anregungslasten dynamischer Syste-
me. Die GP wird gewählt, da diese als stochastisches Suchverfahren globale Extrema 
ermittelt. Im Vergleich zum GA ermöglicht die GP die „flexible Repräsentation der 
Lösungskandidaten“, die hinsichtlich ihrer Abbildungsgröße keinen Einschränkungen 
unterliegen. Die GP wird daher als zielführend zur Lösung komplexer Aufgaben der 
Lastidentifikation beschrieben. Die entwickelte Methodik ist aufgrund der Betrachtung 
dynamischer Systemeigenschaften für die Anwendung auf Massivbrücken ungeeignet. 
Žnidarič et al. beschreiben in [WAVE01b] und [ŽnLK05] das entwickelte SiWIM-
System. Aufbauend auf dem in [Mose79] vorgeschlagenen Algorithmus werden Fahr-
zeuglasten durch die Auswertung von Dehnungen, die an instrumentierten Brücken-
überbauten gewonnen werden, ermittelt. SiWIM erfordert keine Installationen auf dem 
Bauwerk. Die Fahrzeuggeschwindigkeit und die Achsabstände werden zusätzlich zu 
den gesuchten Fahrzeuglasten im Rahmen eines Optimierungsverfahrens bestimmt. Das 
Optimierungsverfahren basiert auf der Powell-Methode und berücksichtigt die Minimie-
rung einer Zielfunktion, welche die quadrierte Differenz aus berechneten und gemesse-
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nen Tragwerksreaktionen betrachtet. Vergleichende Untersuchungen belegen [FeTe01], 
dass die Powell-Methode dazu neigt, in lokalen Extrema einer Fehlerfunktion zu enden. 
Um das Auffinden der globalen Minima zu unterstützen, werden im Rahmen umfang-
reicher Sensitivitätsstudien [WAVE01b] scharfe Zwangsbedingungen für die zu opti-
mierenden Parameter definiert. Die dargelegten Grundlagen gelten ausschließlich für 
linear elastische Systeme. Ohne Rücksicht hierauf soll SiWIM zur Anwendung an ver-
schiedensten Brückenbauwerken geeignet sein [ŽnLK05]. Die Methodik wurde bisher 
insbesondere bei Bauwerken mit geringen Spannweiten eingesetzt. 
Wenzel et al. präsentieren in [WeFV05] und [WeVe08] das entwickelte System DyGeS 
(„Dynamisches Gewichtserfassungs-System“). Zur Ermittlung von Verkehrslasten auf 
Brücken wird das Schwingungsverhalten der Tragwerke unter Umgebungseinflüssen 
(ambient) analysiert. Das Vorgehen erfordert die separate Ermittlung von Fahrzeugge-
schwindigkeiten und beruht auf der Auswertung von aufgezeichneten Bauwerksbe-
schleunigungen infolge der Fahrzeuglasten. Da die Beschleunigungen stark von den 
Fahrzeuggeschwindigkeiten abhängen, ist die genaue Geschwindigkeitsermittlung von 
sehr hoher Bedeutung. Im Analyseverfahren werden die Beschleunigungssignale zwei-
mal integriert und die erhaltenen dynamischen Verformungen (Schwingwege um die 
Nulllinie) im Rahmen eines eigens entwickelten Verfahrens in absolute Verformungen 
überführt. Die Ermittlung der absoluten Verformungen ist bauwerksspezifisch und un-
terliegt gewissen Ungenauigkeiten. Der Ansatz ist auf lineare Systeme beschränkt, da 
der Gewichtserfassung die Ergebnisse von Belastungsversuchen (vertikale Bauteilver-
formungen in Abhängigkeit von der Fahrzeuggeschwindigkeit und dem -gewicht) linear 
zu Grunde gelegt werden. Darüber hinaus liefert das entwickelte System lediglich eine 
Näherung der wirklichen Lasten: DyGeS bestimmt „Ereignisse“, welche ein oder  
mehrere Fahrzeuge umfassen, ein Gewicht und eine Geschwindigkeit aufweisen. Die 
Identifikation der einzelnen Fahrzeuge sowie die genaue Ermittlung von Gesamtgewicht 
und Achslasten sind nicht möglich. 
 
Die nachfolgenden Ansätze nehmen eine Lastidentifikation mit Hilfe von künstlichen 
Neuronalen Netzen (NN) vor: 
Gagarin et al. setzen in [GaFA94] Neuronale Netze zur Bestimmung von Fahrzeugattri-
buten aus Brückenmessungen ein. In einem zweigegliederten Analyseverfahren wird ein 
erstes NN verwendet, um den Fahrzeugtyp zu erhalten. Im Anschluss dient ein zweites, 
fahrzeugtypspezifisches NN dazu, die Geschwindigkeit, Achslasten und -abstände zu 
ermitteln. Einen wesentlichen Schwachpunkt des Systems stellt die Einschränkung auf 
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einzelne Fahrzeugereignisse dar – zur Lastidentifikation darf sich ausschließlich ein 
Fahrzeug auf dem Brückenbauwerk aufhalten, was die praktische Anwendung des An-
satzes sehr stark begrenzt. Darüber hinaus ist eine extrem hohe Anzahl an Neuronalen 
Netzen erforderlich, um sämtliche Fahrzeugtypen abzudecken. Das Vorgehen ist sehr 
starr und ausgesprochen bauwerksspezifisch. Im Vergleich verschiedener Netzstruktu-
ren konnten mit Hilfe von mehrschichtigen feedforward Architekturen akzeptable Er-
gebnisse erreicht werden. 
Uhl verwendet in [Uhl02] Neuronale Netze zur Ermittlung von Kräften, die am Dämp-
fer des Hauptrotors eines Helikopters auftreten. In einem zweistufigen Vorgehen wird 
mit Hilfe von fünf gemessenen Größen (Flughöhe, horizontale Geschwindigkeit, Gier-, 
Nick- und Rollwinkel) die Lastidentifikation durchgeführt. Ein erstes NN dient zur Be-
stimmung eines Flugstatus. Insgesamt können 44 fix definierte Flugstadien festgestellt 
werden. Nachgeschaltete NNs werden zur Ermittlung der am Dämpfer wirkenden Kräf-
te verwendet. Entsprechend der Flugstadien sind hierzu 44 verschiedene NNs erforder-
lich. Die Herangehensweise unterliegt ausgesprochen starren Strukturen und ist sehr 
problemspezifisch. Die eingesetzten mehrschichtigen feedforward Netze mit sigmoider 
Aktivierungsfunktion und Backpropagation-Training zeigten jedoch eine vielverspre-
chende Leistungscharakteristik in der Verarbeitung realer Messgrößen, dies insbesonde-
re im Rahmen der „ersten“ Mustererkennung zur Feststellung des Flugstatus. 
1.3 Zielsetzung und Aufbau der Arbeit 
In der vorliegenden Arbeit soll unter Berücksichtigung der aufgeführten Schwächen 
bisheriger Methoden ein durchgängiger Ansatz zur Identifikation statischer Verkehrs-
lasten auf der Basis gemessener Querschnittsdehnungen von Brückenüberbauten entwi-
ckelt werden. Vor dem Hintergrund stetig steigender Beanspruchungen der bestehenden 
Brücken soll die zu entwickelnde Methodik in Monitoringsysteme der kontinuierlichen 
Zustandsüberwachung integrierbar sein. Dieser Anforderung entsprechend werden die 
Verkehrslasten indirekt im Rahmen einer Lastidentifikation ermittelt: Mit Hilfe von 
adäquaten Optimierungsverfahren werden numerische Rechenmodelle auf am Bauwerk 
gemessene Größen adaptiert. Die Lastkomponente der Modelle beschreibt die zum 
Messzeitpunkt jeweils vorliegende Belastungssituation. Um globale Lösungen zu erhal-
ten, werden Evolutionäre Algorithmen zur Optimierung eingesetzt. Künstliche Neuro-
nale Netze werden hybrid eingebunden und sollen einen effizienten Optimierungspro-
zess unterstützen. Im Vorgehen wird die Robustheit gegenüber teilweise verrauschten 
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und ungenauen Messgrößen sowie die Gültigkeit des Ansatzes für lineare und nicht-
lineare Systeme gewährleistet. Zur Auswertung von kontinuierlich erfassten Messgrö-
ßen werden geeignete Verfahren untersucht. Durch die gezielte Beschränkung auf die 
Tragwerksreaktionen, welche maßgeblich auf die einwirkenden Lasten schließen lassen, 
sollen der Einsatz einer minimalen Anzahl an Sensoren und eine effiziente Lastidentifi-
kation ermöglicht werden. Die Messung soll mit Hilfe von handelsüblichen Dehnungs-
messstreifen und wieder verwendbaren Wegaufnehmern, ohne Installationen in oder auf 
der Fahrbahn, erfolgen. 
Der Aufbau der Arbeit orientiert sich an den beschriebenen Zielen. Im folgenden Kapi-
tel 2 werden die erforderlichen Grundlagen der evolutionären Optimierungsverfahren 
und künstlichen Neuronalen Netze dargelegt. Im Kapitel 3 wird der entwickelte IIM 
(Identification-in-Motion) Algorithmus vorgestellt und erläutert. Kapitel 4 zeigt dessen 
prototypische Implementierung und weitere entstandene Softwareapplikationen, die zur 
Vorhaltung und Aufbereitung von erfassten Messdaten bzw. zur Nachbereitung von 
gewonnenen Ergebnissen erforderlich sind. Im Kapitel 5 werden die entwickelten An-
sätze der Messdatenanalyse evaluiert. Im Rahmen von umfangreichen Parameterstudien 
werden die Einflussgrößen festgestellt, welche maßgeblich den Prozess der Lösungsfin-
dung sowie die erzielbare Lösungsqualität der eingesetzten evolutionären Optimie-
rungsverfahren und künstlichen Neuronalen Netze bestimmen. Kapitel 6 stellt das Po-
tential der entwickelten Methodik anhand der Anwendung an einer realen Spannbeton-




Kapitel 2  
 
Methoden des Soft Computing 
 
2.1 Soft Computing 
Soft Computing (SC) vereinigt biologisch motivierte Methoden der Informationsverar-
beitung zur Verwirklichung robuster und kostengünstiger Lösungsverfahren für kom-
plexe Problemstellungen der Realität [Zade94, Zade01]. Im Unterschied zum Hard 
Computing erfordern die Problemlöser keine exakten analytischen Modelle – vielmehr 
berücksichtigen die SC-Methoden bewusst die Verarbeitung ungenauer, unvollständiger 
und teilweise fehlerhafter Information, um hierdurch eine Verringerung der Granularität 
der Aufgabenstellung oder eine Aufweichung definierter Optimierungsziele zu ermögli-
chen [LiRW98]. Einbußen in der Lösungsgenauigkeit gehen mit immensen Zugewinnen 
an Flexibilität und Variabilität zur Bearbeitung gegebener Probleme, die mit konventio-
nellen exakten Methoden bisher nicht oder nicht zufrieden stellend lösbar waren, einher.  
Vorbilder der SC-Methoden sind leistungsstarke Problemlöser der belebten Natur. Die-
se umfassen insbesondere [Zade94, EiSm03, Lipp05]: 
 
 Das menschliche Gehirn und 
 den evolutionären Prozess, der letztlich das menschliche Gehirn hervorbrachte. 
 
Die Übertragung auf rechnergestützte Lösungsstrategien führt unter anderem auf künst-
liche Neuronale Netze und Evolutionäre Algorithmen. Mit Hilfe künstlicher Neuronaler 
Netze werden die vernetzte Struktur natürlicher Gehirne imitiert, das Lernvermögen 
nachempfunden und nichtlineare Schlussfolgerungsmechanismen abgebildet [NaKK96, 
Zell03]. Evolutionäre Algorithmen verbessern Lösungskandidaten hinsichtlich einer 
definierten Problemstellung durch die Simulation der biologischen Evolution. Sie zäh-
len zur Gruppe der stochastischen Suchverfahren und haben sich im Rahmen zahlrei-
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cher Optimierungsaufgaben zur Ermittlung der globalen Extrema in komplexen Such-
räumen als sehr geeignet erwiesen [Koza92, Koza94]. 
Im Soft Computing besteht nicht der Anspruch, die Ursprungssysteme physikalisch 
„korrekt“ zu modellieren. Zur Konstruktion von effizienten Problemlösern werden ein-
zelne Techniken in Kombination und keineswegs in Konkurrenz eingesetzt [Zade01]. 
2.2 Evolutionäre Algorithmen 
2.2.1 Allgemeines 
Evolutionäre Algorithmen (EA) sind Optimierungs- und Verbesserungsalgorithmen, die 
Elemente der Darwinschen Evolutionstheorie für mathematische und ingenieur-
technische Fragestellungen nutzbar machen. 
Gemäß Darwin [Da1859] streben in der biologischen Evolution die Individuen der Po-
pulationen nach Überleben und Reproduktion. Über Generationen erfolgt eine Anpas-
sung und Verbesserung der Individuen hinsichtlich vorhandener Umgebungsbedingun-
gen. Die Individuen werden hierzu Variation und Selektion unterzogen. Dem Paradigma 
„Survival of the Fittest“ folgend überleben und reproduzieren sich vornehmlich Indivi-
duen, die einen hohen Adaptionsgrad, eine hohe Fitness, aufweisen. Im Sinne stochasti-
scher Suchverfahren werden in einem Evolutionären Algorithmus die Lösungskandida-
ten (= Individuen der Population) bezüglich eines festgelegten Gütekriteriums (= Fit-
ness) im Rahmen eines iterativen Prozesses (= Generationen) im Hinblick auf eine defi-
nierte Problemstellung (= Umgebungsbedingungen) in geeigneter Weise verbessert 
(= Variation und Selektion) [Geye95, Gold89, BBJP03, EiSm03]. 
Das grundsätzliche Ablaufschema der Evolutionären Algorithmen kann der Abbil-
dung 2.1 entnommen werden. Üblicherweise wird die erste Population von μ Individuen 
zufällig generiert. Mit Hilfe einer Zielfunktion, der Fitnessfunktion, werden die Indivi-
duen bewertet und die Fitness ermittelt. Basierend auf den Ergebnissen wird die Selek-
tion der Eltern durchgeführt. Individuen mit relativ besseren Fitnesswerten werden mit 
relativ höherer Wahrscheinlichkeit als Eltern gewählt. Die λ ≥ μ Nachkommen werden 
auf Grundlage der selektierten Individuen durch die Anwendung der evolutionären Va-
riationsoperatoren der Rekombination und Mutation erstellt. Nach der Fitnesswerter-
mittlung werden die fittesten μ Individuen in die Population der Folge-Generation über-
tragen. Der Gesamtprozess wird über mehrere Generationen ausgeführt, bis schließlich 
ein definiertes Abbruchkriterium erfüllt wird. 
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Abbildung 2.1: Prinzipielles Ablaufschema Evolutionärer Algorithmen 
 
Erste Untersuchungen zur Überführung des evolutionären Prozesses auf technische Sys-
teme wurden Anfang der 1960er Jahren von Bremermann durchgeführt [Adam03, 
EiSm03]. Unabhängig voneinander wurden in den folgenden Jahren drei Implementie-
rungen des grundsätzlichen Ansatzes verfolgt. Fogel et al. [FoOW66] entwickelten die 
Evolutionäre Programmierung, Holland [Holl75] die Genetischen Algorithmen und Re-
chenberg und Schwefel [Rech73, Schw81] die Evolutionsstrategien. In den 1990er Jah-
ren wurden die drei Bereiche aufgrund ihrer Gemeinsamkeiten als eigenständige Dia-
lekte unter dem Begriff der Evolutionären Algorithmen zusammengefasst [SDBF93, 
Whit01, EiSm03]. Zugleich wurde von Koza [Koza92] die Genetische Programmierung 
als weiteres Teilgebiet eingeführt. 
 
Nachfolgend werden in Ergänzung zur Abbildung 2.1 die wesentlichen Komponenten, 
welche für die Dialekte der Evolutionären Algorithmen gleichermaßen gelten, erläutert. 
 
Repräsentation 
In Evolutionären Algorithmen werden codierte Versionen der Lösungskandidaten be-
handelt. Die codierte Lösung wird als Genotyp bezeichnet, wohingegen die decodierte 
Lösung den Phänotyp beschreibt. Zur Erzielung eines effizienten Optimierungsprozes-
ses ist die Wahl einer adäquaten Repräsentationsform von extrem hoher Bedeutung 
[Banz01, ZWSM06]. Mit der Festlegung der Repräsentationsform sind die Transforma-
tionsmechanismen zur Überführung der Genotypen in die Phänotypen und umgekehrt 
zu spezifizieren (Codierung und Decodierung). 
Die verschiedenen EA-Dialekte werden üblicherweise anhand der jeweils gewählten 
Repräsentationsart charakterisiert. Die Tabelle 2.1 enthält eine Übersicht zu den wesent-
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lichen Dialekten. Die Evolutionäre Programmierung wird nicht gesondert betrachtet, da 
deren heutige Form „annähernd identisch“ [Whit01] mit den Evolutionsstrategien ist. 
Historisch bedingt nutzen Genetische Algorithmen hauptsächlich eine binäre und Evo-
lutionsstrategien eine reelle Repräsentation der Genotypen in Vektoren von meist kons-
tanter Länge. Die Genetische Programmierung verwendet komplexere Strukturen, wie 
Ableitungsbäume, ohne Beschränkungen hinsichtlich der Abbildungslänge. Die Tabelle 
2.1 zeigt unter anderem Besonderheiten der Selektion, Rekombination und Mutation der 
Dialekte. Diese EA-Komponenten werden nachfolgend erläutert. 
 
Tabelle 2.1: Übersicht zu den wesentlichen Evolutionären Algorithmen 
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Fitnessfunktion und -wert 
Die Fitnessfunktion repräsentiert das wesentliche Element zur Definition der Anforde-
rungen zur Lösung der Problemstellung. Mit ihrer Hilfe wird die Güte, der Fitnesswert 
efit (i), des i-ten Lösungskandidaten ermittelt. Üblicherweise nimmt die Auswertung 
mehr als 99 % des gesamten EA-Rechenaufwands ein [EiSc02]. Im Sinne der biologi-
schen Evolution werden Individuen von höherer Fitness bevorzugt. Die Übertragung auf 
rechnergestützte Problemlösungsstrategien führt somit auf Maximierungsprobleme. Die 
Überführung eines Maximierungs- in ein Minimierungsproblem stellt eine mathema-
tisch triviale Aufgabe dar. 
 
Population 
In der Population werden mögliche Lösungen vorgehalten. Die Populationsgröße kenn-
zeichnet die Anzahl der Individuen und wird üblicherweise mit μ beziffert. Die Lö-
sungsvielfalt, welche eine Population umfasst, wird als Diversität bezeichnet. 
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Initialisierung 
Zur Initialisierung wird eine erste Population von Individuen erzeugt. Üblicherweise 
werden die Individuen stochastisch über den Suchraum verteilt. Der Initial-Population 
können bereits bekannte – gute – Lösungen „eingeimpft“ werden. In dieser Weise wird 
Vorwissen bezüglich der Problemstellung mit der Initialisierung berücksichtigt. 
 
Abbruchkriterium 
Der Optimierungsprozess wird bei Erreichen definierter Abbruchbedingungen termi-
niert. Übliche Kriterien sind: (i) Eine gegebene Anzahl von Generationen wurde durch-
laufen, (ii) eine Anzahl von Fitnesswertermittlungen wurde durchgeführt, (iii) die Di-
versität der Population stagniert oder/und (iv) über einen festgelegten Zeitraum fand 
keine nennenswerte Fitnessverbesserung statt. 
 
Selektion 
Die Selektion fokussiert die Suche auf Bereiche von hoher Fitness und forciert hier-
durch maßgeblich die Qualitätsverbesserung der Lösungskandidaten. Basierend auf den 
Fitnesswerten der Individuen werden Eltern zur Erzeugung der Nachkommen der Fol-
ge-Generation gewählt. Im Rahmen eines probabilistischen Vorgehens werden die Indi-
viduen von hoher Fitness mit erhöhter Wahrscheinlichkeit berücksichtigt. Um Diversität 
zu bewahren und nicht in lokalen Extrema festzufahren, wird auch den Individuen mit 
schlechterer Fitness eine geringe Selektionswahrscheinlichkeit zugewiesen. 
Zur Lösung eines Maximierungsproblems können die Fitnesswerte der Individuen ge-
mäß Gleichung 2.1 (i, j: Indizes einzelner Individuen) auf Werte efit,norm normiert wer-
den. Die Größe nsel beschreibt die Selektionspotenz. Mit nsel ≥ 1,0 wird die Wahrschein-
lichkeit erhöht, „gute“ Individuen zur Generierung der Nachkommen heranzuziehen. 
 
 
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  (2.1) 
 
Die fitness-proportionale Selektion (Rouletterad-Selektion) repräsentiert einen sehr häu-
fig eingesetzten Operator [EiSc02]. Die Selektionswahrscheinlichkeit psel (i) eines Indi-
viduums wird ermittelt, indem der jeweilige Fitnesswert ins Verhältnis zur Fitness der 
restlichen Population gesetzt wird (siehe Gleichung 2.2). Da der Wert psel (i) propor-
tional zur Fitness des Individuums ist, bestimmen herausragende Individuen unter Um-
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ständen nach Durchlauf einiger Generationen die Population – die Individuen gleichen 
sich einander an. Da sich in diesem Fall die Fitnesswerte der Individuen kaum unter-
scheiden, verringert sich der Selektionsdruck. Die zugewiesenen Anteile auf dem Rou-
letterad würden für die Individuen eine jeweils ähnliche Größe aufweisen. Der Algo-
rithmus konvergiert gegebenenfalls vorzeitig gegen nichtoptimale Lösungen. 
 
      sel fit,norm fit,normj=1
(i) (i) ( j) p e e  (2.2) 
 
Um die aufgeführten Nachteile im Selektionsdruck zu vermindern, wurden die Rang- 
und die Turnierselektion entwickelt. Die Rangselektion berücksichtigt einen konstanten 
Selektionsdruck. Die Individuen werden entsprechend der Fitness sortiert, in einer ge-
ordneten Rangliste vermerkt und erhalten eine Selektionswahrscheinlichkeit auf Basis 
des Rangplatzes. Die Turnierselektion wählt zur Bestimmung eines Elters k Individuen 
rein zufällig und selektiert das beste Individuum der Gruppe. Über die Turniergröße k 
kann hierbei der Selektionsdruck indirekt beeinflusst werden. 
 
Variation 
Der Rekombinationsoperator (auch: Kreuzungsoperator) tauscht Informationen der ge-
wählten Eltern zur Generierung eines Nachkommens. Ziel ist es, vorteilhafte Eigen-
schaften der Eltern im Nachkommen zusammenzuführen. Insbesondere die Vererbung 
zusammenhängender genetischer Bausteine (engl.: Building Blocks), die Teillösungen 
(Substrukturen) darstellen, kann zu günstigen Kombinationen der Substrukturen führen 
und eine Annäherung an das Gesamtoptimum erwirken. Der Operator kann zur Explora-
tion von bisher nicht betrachteten Regionen des Suchraums beitragen. 
Der Mutationsoperator modifiziert einzelne Gene der genotypischen Repräsentation im 
Nachkommen. Die Mutation gewährleistet maßgeblich die Diversität der Population 
und stellt zugleich sicher, dass die Suche nicht in lokalen Extrema endet. Der Operator 
soll vornehmlich geringe Veränderungen an den Nachkommen vornehmen. Zu große 
Veränderungen würden vorhandene, gute Lösungen in zu starkem Maße abändern 
[EiSc02]. Der Operator unterstützt die Exploitation von Nachbarschaftsbereichen be-
reits bekannter guter Lösungen. 
Domänenwissen kann mit der Durchführung zielgerichteter Operationen im Rahmen der 
Rekombination und Mutation berücksichtigt werden. 
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Bildung der Population der Folge-Generation 
Zur Bildung der Population der Folge-Generation stehen μ Individuen der aktuellen 
Generation und deren λ Nachkommen zur Verfügung. Die Übertragung einer gegebenen 
Anzahl bester Individuen, an welchen keinerlei Veränderungen vorgenommen werden, 
wird als elitäre Selektion (Elitismus) bezeichnet. 
 
Parameteranpassung 
Der Suchprozess Evolutionärer Algorithmen durchläuft verschiedene Phasen [EiSc98]: 
Zu Beginn der EA-Suche findet vornehmlich Exploration statt – die Population weist 
hohe Diversität auf; es gilt, die viel versprechenden Regionen des Suchraums zu erfor-
schen. Große Variationsweiten sind hierzu geeignet. Nach Erkundung des Suchraums 
gewinnt die Exploitation an Bedeutung – die Population konzentriert sich um Spitzen 
der Fitnesslandschaft. In dieser Phase sind kleine Variationen von Vorteil. 
Evolutionäre Algorithmen weisen eine Vielzahl an Parametern auf (insbesondere Popu-
lationsgröße und Rekombinations- sowie Mutationswahrscheinlichkeiten). Die Modifi-
zierung der Parameter während des Ablaufs kann die Anforderungen der EA-Phasen 
sowie der Exploration und Exploitation geeigneter erfüllen als die Verwendung fixer 
Parametereinstellungen. Die Angleichung der Individuen und die Abminderung des 
Selektionsdrucks bei Verwendung der fitness-proportionalen Selektion können hier-
durch gesteuert werden. Anspruchsvolle EA regeln daher die Parameter adaptiv in Ab-
hängigkeit von der Anzahl durchgeführter Generationen bzw. Fitnesswertermittlungen 
oder abhängig von definierten Konvergenzkriterien [HiME97]. 
 
Bezüglich der EA-Komponenten kann eine Unterscheidung nach repräsentationsabhän-
gigen und -unabhängigen Elementen getroffen werden. Repräsentationsabhängig sind 
die Mechanismen zur Genotyp/Phänotyp-Transformation und die Variationsoperatoren 
(Rekombination und Mutation). Repräsentationsunabhängig sind die Fitnesswertermitt-
lung, die Selektion, die Bildung der Population der Folge-Generation und die Abbruch-
kriterien. 
Zusammenfassend kann festgehalten werden, dass Domänenwissen insbesondere zur 
Erstellung der Initial-Population und mit der Anwendung der evolutionären Variations-
operatoren berücksichtigt werden kann. 
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2.2.2 Genetische Algorithmen 
Genetische Algorithmen operieren in Analogie zum biologischen DNA-Alphabet auf 
Zeichenketten, insbesondere Binärketten von konstanter Länge [Gold89]. Ihr Ablauf 
folgt dem allgemeinen Schema der Abbildung 2.1, wobei üblicherweise λ = μ Individu-
en behandelt werden. Bezüglich der Operatoren der Selektion und der Variation sind die 
Besonderheiten der Tabelle 2.1 zu entnehmen. 
Für die Binärcodierung wird die prinzipielle Vorgehensweise der Rekombination und 
der Mutation anhand der Abbildung 2.2 demonstriert. Die Zwei-Punkt-Rekombination 
zweier Eltern A und B nach der dritten und sechsten Codestelle erzeugt im Beispiel den 
Nachkommen N. In der Mutation werden für N zufällig einzelne Codeelemente negiert. 
 
 
Abbildung 2.2: Binärcodierter GA: Evolutionäre Variationsoperatoren 
 
Die Rekombinationspunkte werden in Genetischen Algorithmen rein zufällig gewählt. 
Hierdurch ist kaum vorhersehbar, ob gute Teillösungen (Building Blocks) erhalten blei-
ben oder zerstört werden. Obwohl die Rekombination den Haupt-Variationsoperator 
darstellt, kann sie zu einer bedeutenden Lösungsverschlechterung führen. 
2.2.3 Evolutionsstrategien 
Evolutionsstrategien verwenden im Allgemeinen reellwertige Repräsentationen der Lö-
sungskandidaten, teilweise in der direkten Problemformulierung, welche die Unter-
scheidung der geno- und phänotypischen Abbildung nicht erfordert. 
Die ES-Grundformen werden durch die (μ/ρ # λ) Nomenklatur charakterisiert [ScHF96]. 
Hierbei beschreibt μ die Anzahl an Eltern und λ die Anzahl der Nachkommen. Es gilt 
λ ≥ μ ≥ 1. Das Element ρ kennzeichnet die Anzahl der Eltern, welche einen Nachkom-
men generieren. Klassische Ansätze sehen die Erzeugung eines Nachkommens im 
Rahmen der Selbstverdoppelung der Individuen vor (ρ = 1). Das „#“-Symbol steht stell-
vertretend für „+“ oder „ , “. Für ρ = 1 wird verkürzt (μ + λ) bzw. (μ , λ) notiert. 
Mutation Rekombination 
  
N 0 1 1 0 1 1 0 0 0 1 1 0 1 0 0 0
 
 
N 0 0 1 0 1 1 0 0 
A 
 
1 0 0 0 1 1 0 1B 
 
N 0 1 1 0 1 1 0 0
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Die Plus-Notation (μ/ρ + λ) berücksichtigt die Bildung der Population der folgenden 
Generation aus den μ Individuen der aktuellen Generation und deren λ Nachkommen. 
Da die besten Individuen aus Eltern und Nachkommen gewählt werden, kann sich keine 
Lösungsverschlechterung von Generation zu Generation einstellen (elitäre Selektion). 
Überragende Individuen, die über viele Generationen bestehen, können jedoch zur vor-
zeitigen Konvergenz gegen lokale Extrema führen. Evolutionsstrategien der Komma-
Notation (μ/ρ , λ) erstellen daher die Population der Folge-Generation ausschließlich aus 
den λ Nachkommen. Beim Übergang in die nächste Generation können jedoch Lö-
sungsverschlechterungen nicht ausgeschlossen werden. 
Die Elter-Selektion erfolgt rein zufällig – die Individuen werden unabhängig von ihrer 
Fitness mit jeweils gleicher Wahrscheinlichkeit gewählt. Der Selektionsdruck wird über 
den Quotienten μ / λ gesteuert. Ein erhöhter Druck ergibt sich für einen geringen Wert 
des Quotienten (Fall λ >> μ). 
Die Rekombination ist von untergeordneter Bedeutung und wird, sofern berücksichtigt, 
für ρ ≥ 2 angewandt. Für das reellwertige Codeelement eines Nachkommens werden 
üblicherweise der zugehörige Wert eines Elters (diskrete Rekombination) oder ein ge-
mittelter Wert aller Eltern (intermediäre Rekombination) übernommen [Adam03]. 
Die Mutation repräsentiert den primären evolutionären Operator. Der Operator basiert 
auf einer Gauß-Verteilung mit Mittelwert 0 und Standardabweichung . Die reellwerti-
ge Komponente xi eines Vektors x
 wird zu xi’ mutiert, indem eine normalverteilte Zu-
fallszahl N(0,) addiert wird: xi’ = xi + N(0,). Die Gauß-Verteilung erfüllt die folgen-
den Anforderungen [Adam03]: (i) Verkleinerungen und Vergrößerungen von xi erfolgen 
mit gleicher Wahrscheinlichkeit, (ii) der Erwartungswert, die mittlere Veränderung ist 
bekannt und (iii) die Mutationsweiten können über den Wert  kontrolliert werden. Ins-
besondere die (μ/ρ , λ)-Strategien setzen geringe Mutationsweiten ein, um sprunghafte 
Veränderungen möglichst zu vermeiden und Kontinuität im Übergang zur Folge-
Generation zu gewährleisten. Die Mutation auf der Basis von definierten Wahrschein-
lichkeitsverteilungen stellt ein leistungsstarkes Hilfsmittel zur kontrollierten Exploration 
und Exploitation des Suchraums dar [EiSc98]. 
2.2.4 Genetische Programmierung 
Die Genetische Programmierung ist ein verhältnismäßig junges Teilgebiet der EA. Es 
entstand aus der Fragestellung heraus, ob es möglich sei, Computer Probleme lösen zu 
lassen, ohne diese explizit dafür zu programmieren [Koza92]. In der GP werden zur 
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automatisierten Programminduktion Genetische Algorithmen adaptiert. Der Einsatz der 
GP erfordert (i) eine Problemstellung, deren Lösung (Programm) computergestützt aus-
gewertet werden kann, (ii) eine adäquate Sprachdefinition und (iii) die Spezifikation 
einer hinreichend hohen Anzahl repräsentativer Test-Datensätze (zusammengehörige 
Eingabe-Ausgabe Paare) („The Genetic Programming Paradigm“, [Koza92]). 
Im Unterschied zu GA und ES werden die GP-Genotypen nicht in binär- oder reellco-
dierten Vektoren von konstanter Länge abgebildet – vielmehr dienen zur Repräsentation 
interpretierbare Strukturen von variabler Länge ohne Einschränkungen hinsichtlich der 
Erscheinungsform. Die Genetische Programmierung bietet hierdurch extrem hohe  
Flexibilität und ein enormes Potential zur Lösung vielschichtiger Optimierungsproble-
me [Banz01, EiSc02, ZWSM06]. Eine sehr häufige Herangehensweise stellt die Reprä-
sentation der Individuen in Baumstrukturen dar [Bode04]. 
In der nachfolgenden Darstellung der Grundlagen zur Genetischen Programmierung 
werden auch die in [PuSL07] eingeführten wahrscheinlichkeitsorientierten (p-) Operato-
ren berücksichtigt. Die p-Operatoren lehnen sich an den Mutationsoperator der Evolu-
tionsstrategien an und basieren auf definierten Wahrscheinlichkeits- oder Häufigkeits-
verteilungen. In der Genetischen Programmierung wird hiermit die zielgerichtete Initia-
lisierung und Mutation ermöglicht. Die vorgenommenen Erweiterungen verallgemei-
nern den klassischen Ansatz und erhöhen erheblich das Potential zur Berücksichtigung 
von Domänenwissen im GP-Optimierungsprozess. 
Zur Lösungsfindung nutzen Evolutionäre Algorithmen Zufallszahlen, die üblicherweise 
Werte zwischen 0 und 1 beschreiben. Zur Verwendung der p-Operatoren werden die 
Wahrscheinlichkeits- und Häufigkeitsverteilungen dementsprechend nicht auf einen 
Flächeninhalt der Größe 1, sondern auf Werte zwischen 0 und 1 normiert. 
 
Sprachdefinition, Bildungsvorschrift 
Auf Grundlage der Sprachdefinition werden die Genotypen im GP-Optimierungs-
prozess generiert und variiert. Die Phänotypen (Programme) werden unter Berücksich-
tigung des festgelegten Regelsystems, der Programmsyntax, evaluiert. Eine derartige 
Bildungsvorschrift muss zur Repräsentation von komplexen Strukturen die Eigenschaf-
ten hoher Flexibilität und Variabilität aufweisen. Die Bildungsvorschrift muss darüber 
hinaus gewährleisten, dass die Ausprägungen der Genotypen stets korrekte Abbildun-
gen der Aufgabe repräsentieren. 
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Die Backus-Naur Form (BNF) stellt eine Metasprachdefinition dar, welche die gefor-
derten Eigenschaften erfüllt. Metasprachen sind künstliche Sprachen, die auf einer Syn-
tax beruhen und Regeln zur Definition einer formalen Grammatik beinhalten [Broc03]. 
Die Genetische Programmierung unter Verwendung von BNF-basierten Bildungsvor-
schriften (kurz: BNF-Definitionen) wurde erstmals von Geyer-Schulz propagiert 
[Geye95]. Bei maximaler Flexibilität ermöglichen BNF-Definitionen die präzise Be-
schreibung der problemspezifischen Anforderungen, die Erzeugung unbegrenzt langer 
Ausdrücke sowie die Gewährleistung der syntaktischen Richtigkeit der generierten 
Ausdrücke [Bode04]. Die Genotypen können in Bäumen veranschaulicht werden. 
Die Backus-Naur Form unterscheidet nicht-terminierte und terminierte Symbole. Die 
nicht-terminierten Symbole werden in Klammern < > notiert und sind im Unterschied 
zu den terminierten weiter aufzulösen. In der Baumrepräsentation beschreiben sie die 
Baumknoten. Die terminierten Symbole werden mit Hilfe von Anführungszeichen ' ' 
spezifiziert. Sie enthalten Konstanten und die Optimierungsparameter. Diese Symbole 
bilden die Blätter der Baumdarstellung. 
Grundsätzlich wird eine BNF-Regel entsprechend der allgemeinen Darstellung der 
Gleichung 2.3 angegeben. Nicht-terminierte Symbole werden links vom „:=“-Zeichen 
vermerkt und durch die Alternativen rechts des Zeichens definiert. Die Alternativen 
werden mit Hilfe von vertikalen Teilern | unterschieden. 
 
<nicht-terminiert> := <der1> | <der2> | 'var1' | 'var2' (2.3) 
 
Ingenieurprobleme erfordern stets reellwertige Optimierungsparameter. Bei der her-
kömmlichen BNF werden reellwertige Größen durch die rekursive Verknüpfung termi-
nierter mit nicht-terminierten Symbolen abgebildet. Diese Modellierung hat unüber-
sichtliche und unnötig umfangreiche BNF-Definitionen zur Folge. Zur Repräsentation 
reeller Werte wurde in [PuSL07] das nicht-terminierte Symbol „Wertebereich“ einge-
führt. Ein Wertebereich-Symbol wird durch die drei reellen Werte Minimum, Maximum 
und Inkrement beschrieben. 
Die Abbildung 2.3 zeigt eine beispielhafte BNF-Definition, die im Rahmen einer sym-
bolischen Regression zur Polynom Gewinnung verwendet werden könnte. Individuen 
werden durch die rekursive Anwendung der definierten nicht-terminierten Symbole 
erstellt. Die jeweils zugehörige Baumrepräsentation geht bausteinartig aus der BNF-
Definition hervor. Die Erzeugung eines Individuums beginnt am nicht-terminierten 
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Startsymbol S. Das Symbol Func referenziert in einer der beiden Alternativen auf sich 
selbst. Die rekursive Anwendung kann dementsprechend lange Ausdrücke zur Folge 
haben. Die Symbole Fac und Pow repräsentieren Wertebereich-Symbole, gekennzeich-
net durch minimalen und maximalen Wert sowie ein Inkrement. Drei mögliche Lösun-
gen, welche der dargestellten BNF-Definition entsprechen, sind dargestellt. Zur Lösung 




Abbildung 2.3: Exemplarische BNF-Definition, mögliche Individuen, Baumstruktur 
 
Code Aufblähung (Bloat) 
Die hohe Flexibilität und Variabilität der Genetischen Programmierung kann ein Auf-
blähen der genotypischen Repräsentanten zur Folge haben (engl. Code Bloating). Es 
kann sich ein unkontrolliertes Wachsen der im Optimierungsprozess behandelten Aus-
drücke einstellen [BBJP03].  
In der beispielhaften Darstellung der Abbildung 2.3 kann das Symbol Func aufgrund 
der Selbstreferenz extrem ausgedehnte Baumstrukturen ergeben. Zudem können Lösun-
gen mehrfach Terme von gleicher Potenz enthalten – die zugehörigen Ausdrücke wären 
übermäßig lang und könnten kondensiert werden. 
Unabhängig von Mechanismen, die Lösungskandidaten gezielt hinsichtlich dieses Phä-
nomens korrigieren, kann mit Hilfe einer adäquaten Sprachdefinition die Art der entste-
henden Baumstrukturen sowie deren Hierarchietiefen gesteuert werden. Die Bildungs-
vorschrift ist auf die erforderlichen Konstrukte zu beschränken und Überflüssiges ist zu 
vermeiden [Bode04]. Darüber hinaus kann mit Hilfe der zielgerichteten Anwendung der 
evolutionären Operatoren dem Aufblähen der Genotypen entgegnet werden. Die in 
[PuSL07] eingeführten wahrscheinlichkeitsorientierten p-Operatoren wirken dem Phä-
nomen des Code Bloatings entgegen. 
 
<S> := 'y=' <Func> 
<Func> := <Expr> | <Func> <Opr> <Expr> 
<Expr> := <Fac> '*x^' <Pow> 
<Opr> := '+' | '-' 
<Fac> := [0.0;5.0;0.1] 




3) y=1.4*x^1+4.9*x^2+3.9*x^4 2 
<Expr> 
<Fac> *x^ <Pow> 
2.9
Baumrepräsentation
des 1. Individuums 
<Func> y=
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Initialisierung 
Zur Erzeugung von Initial-Individuen wird die BNF-Definition ausgehend vom Start-
symbol S hierarchisch durchlaufen. Die verschiedenen Alternativen der nicht-
terminierten Symbole ermöglichen die Generierung unterschiedlichster Individuen. Die 
Diversität der Initial-Population wird hierdurch gewährleistet. 
Im herkömmlichen GP-Ansatz werden verschiedene Alternativen eines nicht-
terminierten Symbols gleichermaßen zur Erstellung der Individuen herangezogen. Mit 
Hilfe der in [PuSL07] eingeführten p-Initialisierung können in der BNF-Definition ein-
zelne Alternativen von nicht-terminierten Symbolen gegeneinander gewichtet werden. 
Den Alternativen werden hierzu angestrebte Wahrscheinlichkeiten zugeordnet. Die Zu-
ordnung der Wahrscheinlichkeiten kann durch die Vorgabe von Wahrscheinlichkeits- 
oder Häufigkeitsverteilungen erfolgen. Zur Verwendung der Normalverteilung würde 
der Erwartungswert auf die bevorzugte Alternative (terminiertes oder nicht-terminiertes 
Symbol gleichermaßen) gelegt werden. Nach Vorgabe einer Abweichung σ ergäben sich 
die angestrebten Auftretenswahrscheinlichkeiten mit Hilfe der Gauß’schen Glockenkur-
ve. Zur Erzeugung eines Initialindividuums werden die Alternativen eines Symbols ent-
sprechend der zugewiesenen Wahrscheinlichkeiten herangezogen. 
Die Abbildung 2.4 zeigt für das nicht-terminierte Wertebereich-Symbol Fac des Bei-
spiels der Abbildung 2.3 eine mögliche p-Initialisierung. Der Ausgangswert einer be-
reits bekannten Lösung für Fac (Domänenwissen) betrage 2,0. Unter Zuhilfenahme 
einer ersten Zufallszahl (bool) wird über eine Verkleinerung oder Vergrößerung des 
ursprünglichen Werts entschieden. Im vorliegenden Fall wird 2,0 verkleinert. Für eine 
zweite Zufallszahl (reell, ≥ 0 und ≤ 1) wird der Schnittpunkt mit der Gauß’schen Glo-
ckenkurve ermittelt. Die Projektion auf die Fac-Achse ergibt den neuen Wert. Die Zu-
fallszahl wurde im Beispiel zu 0,6 und Fac schließlich zu 1,5 bestimmt. Es ist zudem zu 
erkennen, dass für die Wahrscheinlichkeitsverteilung nicht der Flächeninhalt auf 1 son-
dern vielmehr die Wahrscheinlichkeiten auf Werte zwischen 0 und 1 normiert wurden. 
 
 












µ = 2,0    2 22   Facp ( Fac ) = eσ = 0,5 
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Selektion 
Die Selektion ist unabhängig von der zu Grunde liegenden Datenstruktur. Das Vorge-
hen zur Auswahl von Individuen zur Bildung der Nachkommen einer neuen Population 
kann von herkömmlichen Evolutionären Algorithmen übernommen werden. 
 
Rekombination 
Der Rekombinationsoperator repräsentiert den wesentlichen evolutionären Operator der 
GP. Im Vergleich zum herkömmlichen GA weist die GP in der Rekombination eine 
überragende Performanz auf. GAs nehmen eine Kreuzung an zufällig gewählten Kreu-
zungspunkten vor. Die Vererbung zusammenhängender genetischer Bausteine (Sub-
strukturen) kann hierbei nicht berücksichtigt werden. Die Teillösungen der Substruktu-
ren gehen unter Umständen verloren. 
In der GP werden zur Rekombination Teilbäume der Elter-Baumstrukturen zur Erzeu-
gung eines Nachkommens getauscht. Zum Tausch werden Teilbäume herangezogen, die 
das gleiche Ursprungssymbol in der BNF-Definition aufweisen. Die Nachkommen sind 
hiermit zwangsläufig BNF-konform und repräsentieren stets syntaktisch korrekte Aus-
drücke. Die Vererbung vollständiger Substrukturen kann zu günstigen Kombinationen 
der Teillösungen führen, die einen effizienten Optimierungsprozess erheblich unterstüt-
zen und eine frühzeitige Annäherung an das Gesamtoptimum erwirken. 
Die Wahl der Teilbäume der beiden Eltern erfolgt zufällig und ist somit von der Häu-
figkeit der nicht-terminierten Symbole in den Elter-Baumstrukturen abhängig. Die Er-
weiterungen in [PuSL07] sehen zur zielgerichteten Rekombination der Individuen in der 
Erstellung der BNF-Definition die Angabe von individuellen Rekombinationswahr-
scheinlichkeiten für die einzelnen nicht-terminierten Symbole vor. Hierdurch können 
Symbole definiert werden, die in der Ermittlung der Elter-Teilbäume verstärkt als Wur-
zel-Symbole zur Rekombination herangezogen werden. Dies ermöglicht die Berück-
sichtigung von Vorwissen über die Problemstellung mit der Anwendung des Rekombi-
nationsoperators. Darüber hinaus können mit Hilfe derartiger Vorgaben die entstehen-
den Baumstrukturen hinsichtlich ihrer Abbildungslängen günstig beeinflusst werden. 
Die Abbildung 2.5 zeigt für das Beispiel der Abbildung 2.3 exemplarisch die Generie-
rung eines Nachkommens aus zwei Eltern. Die Eltern repräsentieren die Lösungen 
y=2.9*x^2 und y=2.0*x^3-4.1*x^4. Als gemeinsames Wurzelsymbol wurde Expr 
gewählt. Zur Generierung des Nachkommens N wird ein an Expr beginnender Teil-
baum des Elters B gegen einen entsprechenden des Elters A getauscht. 
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Abbildung 2.5: Genetische Programmierung: Rekombination 
 
Mutation 
Die Mutation ist im konventionellen GP-Ansatz von untergeordneter Bedeutung. Koza, 
der Begründer der Genetischen Programmierung, verwendete beispielsweise überhaupt 
keine Mutation [EiSm03]. 
Zur Mutation eines Individuums wird ein nicht-terminiertes Symbol im Genotyp zufäl-
lig gewählt. Der am Symbol anschließende Teilbaum wird gegen einen neu erstellten 
Baum getauscht. Der neue Teilbaum wird ausgehend vom gewählten nicht-terminierten 
Symbol basierend auf der BNF-Definition initialisiert. Die Initialisierung des Teilbaums 
erfolgt in Anlehnung an die Initial-Erzeugung vollständiger Individuen: Statt am Start-
symbol S zu beginnen, wird das vorgegebene Wurzel-Symbol der rekursiven Erstellung 
der neuen Substruktur zu Grunde gelegt. In Abhängigkeit von der Lage eines gewählten 
Symbols im zugehörigen Ableitungsbaum können die GP-Individuen im Rahmen der 
Mutation ggf. in starkem Maße abgeändert werden. 
Die Abbildung 2.6 zeigt für den generierten Nachkommen der Abbildung 2.5 eine mög-
liche Mutation ausgehend vom Symbol Expr. Der Nachkomme wird von y=2.0*x^3 
























y= <Func> Elter B y=2.0*x^3-4.1*x^4 
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Abbildung 2.6: Genetische Programmierung: Mutation 
 
Zur Beeinflussung der zunächst zufälligen Wahl des Wurzel-Symbols berücksichtigen 
die Erweiterungen in [PuSL07] die Möglichkeit der Vorgabe von Mutationswahrschein-
lichkeiten für die einzelnen Symbole der BNF-Definition. Hierdurch können die Sym-
bole gekennzeichnet werden, welche in besonderem Maße als Wurzel-Symbole in der 
Mutation herangezogen werden sollen. Ähnlich dem Vorgehen der Rekombination kann 
hiermit Domänenwissen in den Optimierungsprozess einfließen und die Hierarchietie-
fen der entstehenden Baumstrukturen können gesteuert werden. 
Neben den bereits beschriebenen Verallgemeinerungen der GP in [PuSL07] liegt jedoch 
die bedeutendste Neuerung in der Einführung des Operators der p-Mutation. Mit der  
p-Mutation erhält die GP einen evolutionären Operator, welcher bezüglich der Perfor-
manz dem Rekombinationsoperator in keiner Weise nachsteht. Statt des Tauschs eines 
Teilbaums gegen einen vollständig neu erstellten Baum wird zur p-Mutation die ur-
sprüngliche Teillösung in die Erstellung des neuen Teilbaums miteinbezogen und ge-
ringfügig modifiziert. Zur Erstellung des neuen Teilbaums werden ausgehend vom ge-
wählten Wurzel-Symbol die jeweiligen Alternativen der nicht-terminierten Symbole in 
der BNF-Definition mit angepassten Wahrscheinlichkeits- oder Häufigkeitsverteilungen 
belegt. Als Wahrscheinlichkeitsverteilung kann beispielsweise die Normalverteilung 
verwendet werden: Die für ein Symbol ursprünglich verwendete Alternative wird als 
Erwartungswert definiert. Mit Hilfe einer vorgegebenen Abweichung wird nun für ein 
nicht-terminiertes Symbol eine Alternative gewählt, die vornehmlich aus dem Nachbar-
bereich der ursprünglichen Alternative stammt. Erwartungswert und Abweichung be-
ziehen sich hierbei allgemein auf die Anzahl der vorhandenen Alternativen. Die rein 
zufällige Auswahl der Alternativen des herkömmlichen Mutations-Operators wird im 
Operator der p-Mutation durch die zielgerichtete Bestimmung der Alternativen ersetzt. 
Das grundlegende Vorgehen stimmt mit der p-Initialisierung überein und wurde anhand 
Nachkomme N




<Fac> *x^ <Pow> 
2.0 





<Fac> *x^ <Pow> 
1.5
y= <Func>
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eines Wertebereich-Symbols und der Abbildung 2.4 dargelegt. Ein weiteres ausführlich 
dargestelltes Beispiel kann dem Kapitel 3.5.3 und den Erläuterungen zur Abbildung 
3.15 entnommen werden. 
 
Der Rekombinationsoperator gewährleistet wesentlich die Diversität der Populationen 
und unterstützt die Suche der globalen Extrema (Exploration). Die p-Mutation erlaubt 
die zielgerichtete Verbesserung von Lösungskandidaten. In Anlehnung an die Mutation 
der Evolutionsstrategien können kleine Veränderungen eingestellt und Nachbarschafts-
bereiche von bereits bekannten guten Lösungen untersucht werden (Exploitation). 
Die Kombination der beiden Operatoren im Rahmen eines adaptiv gesteuerten Evolu-
tionären Algorithmus verspricht eine effiziente Lösungssuche und erhebliche Steige-
rungen der Performanz des gesamten Optimierungsprozesses. Die dargestellten  
p-Operatoren verallgemeinern die Genetische Programmierung deutlich und ergänzen 
diese um extrem leistungsstarke Hilfsmittel zur detaillierten Berücksichtigung von Do-
mänenwissen im Optimierungsprozess [PuSL07]. 
2.3 Künstliche Neuronale Netze 
2.3.1 Allgemeines 
Künstliche Neuronale Netze (NN) sind mathematische Modelle biologischer Nerven-
zellvernetzungen. Die Informationsverarbeitung des natürlichen Vorbilds wird abstra-
hiert und dessen Struktur nachgebildet. Mit ihrer Hilfe können komplexe nichtlineare 
Zusammenhänge abgebildet und Probleme gelöst werden, deren explizite Modellierung 
nicht oder nur mit Schwierigkeiten möglich ist. Das Haupteinsatzgebiet ist die Muster-
erkennung. Der Inferenzprozess ist nicht einsehbar (Black-Box-System), was bei Mus-
tererkennungsproblemen im Allgemeinen auch nicht gefordert wird [Adam03]. 
Die wesentliche Eigenschaft der Neuronalen Netze liegt in ihrer Lernfähigkeit. Ihr Ver-
halten ergibt sich als Folge eines Einlernens (auch: Training) unter Verwendung eines 
Lernverfahrens. Mit der Lernfähigkeit geht der Aspekt der Generalisierung einher: 
Trainierte Netze sind in der Lage, Probleme zu lösen, die nicht explizit im Lernprozess 
berücksichtigt wurden. Die Generalisierung ermöglicht eine enorme Fehlertoleranz ge-
genüber gestörten und unvollständigen Eingabedaten [NaKK96]. 
Eine Nervenzelle des menschlichen Gehirns besteht aus einem Zellkörper (Soma), ver-
zweigten Auswüchsen (Dendriten) und einer langen Nervenfaser (Axon) mit Verbin-
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dungsstellen (Synapsen), wie schematisch in der Abbildung 2.7 gezeigt. Über die Den-
driten werden Signale anderer Zellen aufgenommen und das Neuron erregt (aktiviert). 
Erreicht die Erregung einen gewissen Schwellenwert, erfolgt eine Reizweiterleitung 
über das Axon, den Signalausgang der Zelle. Die am Axon angeschlossenen Synapsen 
übergeben den Reiz an die Dendriten nachgeschalteter Zellen und können signalverstär-
kend (excitatorisch) oder -hemmend (inhibitorisch) wirken. Die menschliche Großhirn-
rinde besteht aus etwa 1010 bis 1012 Nervenzellen, die durchschnittlich 104 Verbindun-
gen aufweisen und somit hochgradig vernetzt vorliegen [NaKK96, MaHS03]. 
Aus systemtheoretischer Sicht stellt ein einzelnes Neuron eine relativ simple Verarbei-
tungseinheit dar, welche einen oder mehrere Eingänge aufnimmt und einen Ausgang 
aufweist. Dem biologischen Vorbild nachempfunden erfolgt die Datenverarbeitung im 
Neuron dreistufig im Rahmen der Neuronenfunktionen: Propagierungs-, Aktivierungs- 
und Ausgabefunktion. Die Propagierungsfunktion führt gewichtete Eingaben zur Netz-
eingabe zusammen. Die Aktivierungsfunktion verarbeitet die Netzeingabe unter Be-






























Abbildung 2.7: Vergleich: Natürliches und künstliches Neuron 
 
Als konnektionistisches Modell wird eine hohe Anzahl künstlicher Neuronen in einem 
dichten Netzwerk, dem künstlichen Neuronalen Netz, zusammengefasst. Die Neuronen 
arbeiten hierbei lokal und kommunizieren über die Verbindungen. In Abhängigkeit von 
der Ausbildung der Verbindungen sowie von Parametern der Verarbeitungseinheiten 
kann ein komplexes globales Verhalten realisiert werden. Die eigentlichen Berechnun-
gen erfolgen jedoch in den Neuronen, den Elementarbausteinen der Netzwerke. Die 
Abbildung 2.8 zeigt ein einzelnes Neuron sowie eine beispielhafte Vernetzung. Im Neu-
ron wurde die dreistufige Datenverarbeitung nach Abbildung 2.7 zusammengefasst. In 
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der Netz-Darstellung als Graph repräsentieren die Neuronen die Knoten und deren Ver-
bindungen die Kanten. 
 
 
Abbildung 2.8: Exemplarische Darstellung eines künstlichen Neuronalen Netzes 
 
Gemäß der Abbildung 2.8 bestehen die hier betrachteten künstlichen Neuronalen Netze 
aus insgesamt p Eingängen i und q Ausgängen o. Im Aufbau werden die Ein- und Aus-
gangsschicht von den verdeckten Schichten unterschieden. Bei einer Anzahl von  
r Schichten liegen r – 2 verdeckte Schichten vor. Die Elemente der Eingangsschicht 
führen keine Informationsverarbeitung aus und stellen daher keine Neuronen im eigent-
lichen Sinne dar. Sämtliche Einheiten einschließlich der Eingangselemente werden von 
der Ein- zur Ausgangsschicht durchnummeriert. Das Neuron j weist n Eingänge und den 
Ausgang oj auf. An der Verbindung von Element k zur Einheit j liegt das Gewicht wkj 
an. Interne Ein- und Ausgänge der einzelnen Verarbeitungseinheiten sind von den ex-
ternen des gesamten Netzes zu unterscheiden. 
McCulloch und Pitts entwickelten Anfang der 1940er Jahre ein erstes mathematisches 
Modell eines Neurons [McPi43]. 1949 postulierte Hebb eine erste Lernregel [Hebb49]. 
Hierauf aufbauend stellte 1958 Rosenblatt das erste lernfähige künstliche Neuronale 
Netz, das Perceptron, vor [Rose58]. Minsky und Papert zeigten Ende der 1960er Jahre, 
dass das damals bevorzugt untersuchte Perceptron Probleme eines speziellen Aufgaben-
gebiets nicht lösen konnte [MiPa69]. Die gezeigte Grenze führte zu einem abnehmen-
den Interesse an der Erforschung von künstlichen Neuronalen Netzen und einer massi-
ven Einschränkung der Forschungsgelder. Sowohl die Vertiefung der Theorie der künst-
lichen Neuronalen Netze als auch die Entdeckung von neuen mächtigen Lernverfahren, 
insbesondere des Backpropagation-Verfahrens, führte ab Mitte der 1980er Jahre zu ei-
nem erneuten Aufleben des Forschungsgebiets. 
Nachfolgend werden die NN-Komponenten erläutert, welche für verschiedene künstli-
che Neuronale Netze gleichermaßen gelten. 
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Propagierungsfunktion 
Die Propagierungsfunktion fpro nimmt für das Neuron j (vgl. Abbildung 2.8) die internen 
Eingaben i entgegen und ermittelt unter Berücksichtigung der Gewichte w der Verbin-
dungen die Netzeingabe netj (Gleichung 2.4). Üblicherweise wird netj als gewichtete 
Summe gemäß Gleichung 2.5 bestimmt. Um hierbei eine Unterscheidung zwischen ex-
citatorischen und inhibitorischen Einflüssen treffen zu können, werden häufig Gewichte 
eines zu 0 symmetrischen Wertebereichs (bspw. [-1;+1]) eingesetzt. 
 
j pro 1j nj 1 nnet ,..., , ,..., f w w i i  (2.4) 
nj kjk=1net  w i k   Gewichtete Summe (häufige Umsetzung) (2.5) 
 
Aktivierungsfunktion 
Die Aktivierungsfunktion fact bestimmt für das Neuron j aus der Netzeingabe netj, dem 
Schwellenwert Θj und dem vorherigen Aktivierungszustand ajold dessen Aktivität aj 
(Gleichung 2.6). Dem biologischen Vorbild entsprechend beschreibt der Schwellenwert 
den Grenzwert, ab welchem ein Neuron feuert. Übliche Aktivierungsfunktionen, die 
ajold nicht berücksichtigen, sind der Abbildung 2.9 zu entnehmen. Die Fermi-Funktion 
zählt zur Gruppe der sigmoiden (s-förmigen) Funktionen. Diese Funktionen sind nach 
unten und oben beschränkt, stetig differenzierbar und streng monoton steigend. 
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Abbildung 2.9: Verschiedene Aktivierungsfunktionen 
 
Die Fermi-Funktion ist aufgrund ihrer Leistungsfähigkeit und der guten mathematischen 
Handhabbarkeit die am häufigsten eingesetzte Aktivierungsfunktion [Adam03]. Für den 
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Parameter c = 1,0 ohne Berücksichtigung von ajold wird ihre Definition mit der Glei-
chung 2.7 gegeben. 
 
 oldj act j j jnet , , a f a   (2.6) 
 j j 1(net )j 1   a e   Fermi-Funktion (häufige Umsetzung) (2.7) 
 
Ausgabefunktion 
Die Ausgabefunktion fout berechnet auf Basis der Aktivierung aj den Ausgabewert oj 
(Gleichung 2.8). Sehr häufig wird die Identität gemäß Gleichung 2.9 verwendet. 
 
 j out jo f a  (2.8) 
j jo a   Identität (häufige Umsetzung) (2.9) 
 
Topologien 
Künstliche Neuronen können auf beliebige Weise miteinander vernetzt werden. Häufig 
werden sie in Schichten angeordnet, wie bereits anhand der Abbildung 2.8 erläutert. 
Abhängig von der Anzahl der Schichten, welche Verarbeitungseinheiten enthalten, wird 
von einem (r – 1)-schichtigen Neuronalen Netz gesprochen. 
Typische Netzstrukturen stellen die vorwärtsbetriebenen (feedforward) und rekurrenten 
Netze dar. Bei feedforward Netzen bestehen Verbindungen in Richtung der Ausgabe-
schicht ausschließlich zwischen den Elementen der direkt aufeinander folgenden 
Schichten. Netze, deren einzelne Elemente mit jeder Einheit der nachfolgenden Schicht 
verbunden sind, werden als vollverknüpft bezeichnet. Rekurrente Netze erweitern die 
feedforward Struktur und gestatten Verbindungen einzelner Neuronen zu sich selbst 
(direkte Rückkopplung oder auch Selbstrekurrenz), Verbindungen in Richtung der Ein-
gabeschicht (indirekte Rückkopplung) sowie Verbindungen zwischen Neuronen einer 
Schicht (laterale Verbindungen). In rekurrenten Netzen können die Neuronen aufgrund 
der vorhandenen Rückkopplungen sich selbst beeinflussen. 
 
Lernverfahren 
Im Lernprozess (auch: Training) wird ein Neuronales Netz derart angepasst, dass es zu 
einer vorgegebenen Eingabe eine gewünschte Ausgabe produziert. Insbesondere die 
Verbindungsgewichte w sowie die Schwellenwerte Θ der Neuronen werden ermittelt. 
Darüber hinaus kann der Lernalgorithmus das Entwickeln zusätzlicher und Entfernen 
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bestehender Verbindungen oder Neuronen vorsehen. Das Hinzufügen bzw. Löschen von 
Verbindungen kann gleichermaßen mit Gewichten realisiert werden, welche auch den 
Wert 0 annehmen können. Das Abändern der Neuronen ist biologisch nur eingeschränkt 
motiviert, verändert die Topologie und erfordert daher komplexe Optimierungsverfah-
ren. Die Neuronenfunktionen (Propagierungs-, Aktivierungs- und Ausgabefunktion) 
können ebenfalls für einzelne Neuronen adaptiert werden – in der Praxis werden diese 
üblicherweise einheitlich für die Neuronen eines Netzes definiert [Adam03]. 
Grundsätzlich werden die Paradigmen des Überwachten und des Unüberwachten Ler-
nens unterschieden [NaKK96]. Beim Überwachten Lernen liegen zusammengehörige 
Ein- und Ausgabepaare vor, die zur Netzkonfiguration den Ist-Soll-Vergleich ermögli-
chen. Derartige Netze werden zur Regression und zur Approximation eingesetzt. Beim 
Unüberwachten Lernen liegen ausschließlich Eingabemuster vor, die durch Klassifizie-
rung erlernt werden. Entsprechend trainierte Netze können zur Feststellung von gemein-
samen Charakteristika der Eingabedaten (vgl. Self-Organizing Maps, [Vesa02]) oder 
zur Datenreduktion (bspw. Autoencoder-Netzwerke, [HiSa06]) verwendet werden. 
2.3.2 Singlelayer-Perceptrons 
Singlelayer-Perceptrons (SLP) sind einschichtige vorwärtsbetriebene Neuronale Netze 
ohne innere Schichten. Die Eingabedaten werden somit direkt an die Neuronen der Aus-
gabeschicht weitergeleitet. 
Das Perceptron (engl. Perception = Wahrnehmung) wurde 1958 von Rosenblatt vorge-
stellt [Rose58] und weist ein einziges Ausgabeneuron auf. Zur Propagierung wird die 
gewichtete Summe, zur Aktivierung die Heavyside-Funktion und die Identität als Aus-
gabefunktion verwendet. Dem Perceptron liegt die Idee zu Grunde, auf einer imaginären 
Retina eine Mustererkennung vorzunehmen. Entsprechend der gewählten Aktivierungs-
funktion, die ausschließlich Werte von 0 oder 1 produziert, entscheidet das Perceptron, 
ob ein Muster (bspw. ein Buchstabe) auf der Retina erscheint. 
Als Verallgemeinerung des Perceptrons wurden lineare Modelle entwickelt. Die Model-
le beschränken die Ausgabeschicht nicht auf ein einzelnes Element und berechnen die 
Aktivität des Neurons j über den linearen Zusammenhang aj = netj + Θj. Die Lernregel 
entspricht der Delta-Regel (auch: Widrow-Hoff-Regel, [WiHo60]) oder der Hebbschen 
Regel [Hebb49]. Das Anwendungsgebiet stellt, wie beim Perceptron auch, die Muster-
erkennung dar. Aufgrund der höheren Netzkapazität repräsentieren sie die bedeutend 
fehlertoleranteren Assoziativspeicher [NaKK96]. 
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Es zeigte sich, dass SLP und ihre Lernregeln nicht in der Lage sind, nicht linear sepa-
rierbare Probleme zu lösen [MiPa69]. Die Abbildung 2.10 zeigt im Vergleich die OR- 
und XOR-Funktion. Die Ausgabewerte der OR-Funktion lassen sich im zweidimensio-
nalen Raum durch eine Gerade in zwei Mengen aufteilen. Die Teilung der Ergebniswer-
te der XOR-Funktion ist mit einer Geraden nicht möglich, die Funktion gilt als nicht 
linear separierbar. Zur Lösung derartiger Aufgaben mit künstlichen Neuronalen Netzen 
müssen innere Verarbeitungseinheiten eingeführt werden. Seinerzeit war kein Lernver-




Abbildung 2.10: Lineare Separabilität: a) OR-Funktion und b) XOR-Funktion 
 
Die Leistungsfähigkeit der SLP wird durch das Kriterium der linearen Separabilität 
stark eingeschränkt. Sie sind jedoch aufgrund ihrer Einfachheit für verschiedene Aufga-
ben prädestiniert [NaKK96]. 
2.3.3 Multilayer-Perceptrons 
Multilayer-Perceptrons (MLP) stellen mehrschichtige feedforward Systeme dar, die 
keinerlei Beschränkungen hinsichtlich der Neuronenanzahl in der Ausgabeschicht vor-
sehen (vgl. auch Abbildung 2.8). Die Aktivierungsfunktionen müssen nichtlinear sein, 
da mehrschichtige lineare Systeme analytisch in gleichwertige einschichtige Netzwerke 
überführt werden können [NaKK96]. Aufgrund der Berücksichtigung von inneren 
Schichten können auch nicht linear separierbare Probleme gelöst werden. 
Mehrschichtige Netzwerke sind universelle Approximatoren: Unter Annahmen bezüg-
lich des zu Grunde liegenden Eingaberaums und der Art der Aktivierungsfunktionen 
können Aussagen über die Fähigkeit der Neuronalen Netze getroffen werden, eine ge-
gebene stetige Funktion beliebig genau zu approximieren. Die Netzwerke erfordern 
hierzu ausschließlich eine einzelne innere Schicht. Zell erläutert in [Zell03] ausführlich 
unterschiedliche Herangehensweisen der Beweisführung und die jeweils getroffenen 
Annahmen. Die theoretischen Resultate verdeutlichen das enorme MLP-Potential zur 
Abbildung von komplexen nichtlinearen Zusammenhängen. Die Ergebnisse sind jedoch 









 b) XOR-Funktion: 
Die Gesamtaussage 
ist wahr, wenn eine 
der beiden Aussagen 
wahr ist, andernfalls 
falsch. 
Die Gesamtaussage 
ist wahr, wenn entwe-
der die erste oder die 
zweite Aussage wahr 
ist, andernfalls falsch.
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lich der erforderlichen Anzahl an inneren Neuronen, der Art der Aktivierungsfunk-
tionen, des Lernverfahrens und der Parameter des Lernverfahrens getroffen werden 
[NaKK96, Zell03]. Insbesondere im Rahmen von praktischen Anwendungen können 
Netze mit mehreren verdeckten Schichten geeignet sein, weil diese zur gegebenen Pro-
blemstellung „schneller trainieren oder generalisieren“ [Zell03]. 
Die wichtigste MLP-Eigenschaft ist deren überragende Generalisierungsfähigkeit 
[NaKK96]: Im Lernprozess gewinnt ein MLP eine allgemeingültige Abbildungsvor-
schrift, die es ihm ermöglicht, Eingabedaten, die nicht im NN-Training berücksichtigt 
wurden, auf die zugehörige Ausgabe abzubilden. Die Wahl der notwendigen Anzahl 
verdeckter Neuronen ist hierbei von hoher Bedeutung. Bei zu geringer Anzahl vermag 
das MLP die Lernaufgabe nicht zu lösen. Bei zu hoher Anzahl kann sich der Effekt der 
Übergeneralisierung einstellen: Das Netz lernt erfolgreich, erzeugt jedoch für unbe-
kannte Eingaben unerwartete Ausgaben. Gleichermaßen kann die einseitige Wahl der 
Trainingsmuster eine – einseitige – MLP-Überanpassung zur Folge haben. 
Das MLP-Training erfolgt üblicherweise mit Hilfe des Backpropagation-Algorithmus 
[RuHW86]. Der Algorithmus basiert auf der Minimierung einer Fehlerfunktion, welche 
zu Trainingsdatensätzen die Ausgabewerte eines MLP mit den Zielwerten vergleicht. 
Zur Anpassung der Verbindungsgewichte und Schwellenwerte werden ermittelte Fehler 
rückwärts, in Richtung der Eingabeschicht propagiert. Da das Lernverfahren die Delta-
Regel [WiHo60] für mehrschichtige Systeme erweitert, wird es auch als verallgemeiner-
te Delta-Regel bezeichnet. Der Lernalgorithmus erfordert die Verwendung von kontinu-
ierlichen und differenzierbaren Aktivierungsfunktionen. 
Backpropagation ist ein Gradientenabstiegsverfahren und kann in lokalen Minima der 
Fehlerfunktion stecken bleiben. In steilen „Schluchten“ der Fehlerfunktion neigt das 
Verfahren zum Oszillieren, in flachen Abschnitten zum „Kriechen“. Verschiedene Mo-
difikationen verbessern das Verfahren und sollten im Training von mehrschichtigen 
Netzen berücksichtigt werden. Ausführliche Beschreibungen der Erweiterungen können  
[Adam03] und [Zell03] entnommen werden. 
 
Aufgrund der inhärenten enormen Generalisierungsfähigkeit und der vorhandenen leis-
tungsstarken Lernverfahren versprechen Multilayer-Perceptrons, geeignete Mittel zur 
Mustererkennung in einer realen Anwendung zu sein. Die Fehlertoleranz gegenüber 
störbehafteten Eingabedaten sowie Aspekte der Übergeneralisierung sind im Rahmen 
einer Evaluierung von unterschiedlichen Netztopologien zu überprüfen. 
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Kapitel 3  
 
Identifikation von Verkehrslasten – IIM 
 
3.1 Allgemeines 
Die Identifikation von Verkehrslasten auf der Basis von gemessenen statischen Trag-
werksreaktionen erfordert die Lösung einer inversen Problemstellung. Geschlossene 
analytische Lösungen bestehen ausschließlich für lineare mechanische Systeme. Für 
nichtlineare Systeme des Brückenbaus und Brücken beliebiger Spannweiten existieren 
bisher keine zufrieden stellenden Ansätze. Mit dem IIM (Identification-in-Motion) Al-
gorithmus wird in diesem Kapitel ein Verfahren der Identifikation von Verkehrslasten 
für Brückenüberbauten vorgestellt, welches gleichermaßen auf lineare und nichtlineare 
mechanische Systeme angewendet werden kann. Die Übertragbarkeit auf Brücken grö-
ßerer Spannweiten wird durch die Berücksichtigung von verschiedenen Tragwerksreak-
tionen in der Messdatenanalyse gewährleistet. Der Ansatz erfüllt die Anforderung, dass 
zur Auswertung realer Messungen eine minimale Anzahl an Messsensoren eingesetzt 
wird. Die Messungen können mit Hilfe von konventioneller Messtechnik durchgeführt 
werden. Der IIM-Algorithmus ist geeignet, Verkehrslasten an Brückenkonstruktionen 
der Beton-, Stahl- und Stahlverbundbauweise zu identifizieren. 
In IIM werden verschiedene Methoden des Soft Computing zur Messdatenanalyse in 
sinnvoller Weise zusammengeführt. Angewandte Soft Computing Techniken sind stets 
im Umfeld der zu Grunde liegenden Problemstellung zu betrachten. Zur Identifikation 
von Verkehrslasten auf der Basis von gemessenen Dehnungen werden daher nachfol-
gend die geeigneten Tragwerksreaktionen anhand eines Berechnungsbeispiels analy-
siert. In den darauf folgenden Abschnitten wird auf die entwickelten evolutionären Op-
timierungsverfahren einschließlich der hybriden Einbindung von künstlichen Neurona-
len Netzen und die Zusammenführung der Methoden im IIM-Algorithmus eingegangen. 
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3.2 Tragwerksreaktionen der Lastidentifikation 
Die Lastidentifikation auf der Basis von stochastischen Suchverfahren ist recheninten-
siv. Der Rechenaufwand wird maßgeblich durch die Anzahl der Sensorsignale be-
stimmt, welche zur Analyse der erfassten Tragwerksreaktionen herangezogen werden. 
Der Entwurf eines effizienten Verfahrens der Lastidentifikation erfordert daher die Be-
schränkung auf die Tragwerksreaktionen, welche in besonderem Maße auf die einwir-
kenden Lasten schließen lassen. Die Verwendung der minimal erforderlichen Anzahl an 
Messelementen erfüllt zudem praxisrelevante Anforderungen: Eine unnötig hohe An-
zahl an Sensoren verringert die Wirtschaftlichkeit und erhöht den Installations- und 
Wartungsaufwand der Messeinrichtung. 
Das Verständnis der Tragwerksreaktionen von Brückenüberbauten infolge von Ver-
kehrslasten bildet die Grundlage zur Feststellung der minimal erforderlichen Anzahl an 
Messelementen bei zweckmäßiger Wahl der Messstellen am Überbau. Nachfolgend 
werden anhand eines Berechnungsbeispiels die Tragwerksreaktionen erläutert, welche 
zur Identifikation von Verkehrslasten geeignet sind. Die Untersuchungen finden an ei-
ner zweistegigen Plattenbalkenbrücke statt. Der Fahrbahnquerschnitt sei der einer ein-
bahnigen Kreisstraße mit einem Fahrstreifen je Richtung (siehe Abbildung 3.1). Zur 
Darstellung von qualitativen Dehnungsentwicklungen infolge einer vorgegebenen Ver-
kehrsbelastung wurden linear elastische Berechnungen durchgeführt. 
Es wird eine Unterscheidung nach globalen und lokalen Reaktionen vorgenommen 
[LuBa00]. Globale Reaktionen werden durch die Messung an Haupttragelementen eines 
Überbaus erfasst. Ein entsprechend installierter Sensor liefert ein signifikantes Signal 
während der gesamten Überfahrt eines Fahrzeugs. Die Reaktionen sind von zeitlich 
ausgedehnter Dauer. Lokale Reaktionen werden in direkter Nähe zu den einwirkenden 
Radlasten aufgezeichnet. Im Vergleich zu den globalen Reaktionen sind diese Reak-
tionen von zeitlich kurzer Dauer. Grundsätzlich enthalten Tragwerksreaktionen beide 
Komponenten. Je nach Messstelle wird ein Sensorsignal jedoch durch globale oder lo-
kale Reaktionen dominiert. 
Für das Bauwerk der Abbildung 3.1 (siehe auch Anhang A) wurden die Überfahrten des 
5-achsigen Sattelzugs und des 3-achsigen Lastkraftwagens im Fahrstreifen 1 simuliert. 
Für beide Fahrzeuge wurde eine Geschwindigkeit v von 72 km/h angesetzt. Der Sattel-
zug weist ein Gesamtgewicht von 40,6 t und der Lastkraftwagen ein Gewicht von 32,6 t 
auf. Die Berechnungen wurden in einem Finite Elemente Programmsystem durchge-
führt. Dehnungen, die im Rechenmodell für eine betrachtete Tragwerksstelle zur An-
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ordnung einer Last am Ort x (x: Ort der Fahrzeug-Schwerlage auf dem Überbau) ermit-
telt wurden, wurden mit Hilfe der Beziehung t = x/v auf einen Zeitwert bezogen. Zur 
realitätsnahen Berücksichtigung der Querverteilung der Lasten sowie der Lagerungsbe-
dingungen der Fahrbahnplatte auf den Stegen wurde das Bauwerk dreidimensional mit 
Hilfe von Schalenelementen modelliert (vgl. Abbildung A.1). Die größten Querschnitts-
dehnungen treten an den Orten der maximalen und minimalen Momentenbeanspru-
chungen auf. Im Beispiel werden die Dehnungen im Feld- und Stützquerschnitt unter-
sucht. Die Ergebnisse lassen sich direkt auf Fahrzeuge des Begegnungs- oder Überhol-
verkehrs (Fahrstreifen 2) übertragen, da sowohl der Querschnitt als auch die untersuch-
ten Stellen (Δεc,1, Δεc,2, Δεc,3, Δεc,4, und Δεc,5) symmetrisch zu y = 5,40 m sind. 
 
 
Abbildung 3.1: Berechnungsbeispiel: Statisches System und Belastung, untersuchte 
Stellen des Feld- und Stützquerschnitts 
Statisches System:
 
Zur Überfahrt des Sattelzugs werden in der Abbildung 3.2 für den Feld- und den Stütz-
querschnitt die berechneten Dehnungen Δεc,1 und Δεc,2 gezeigt. Die Dehnungen Δεc,1 
 
Kräfte in kN 
Maße in m bzw. cm 
Querschnitt: 
(Feld und Stütze) 
Belastung: 
3-achsiger Lastkraftwagen 
Gesamtgewicht: 326 kN 
5-achsiger Sattelzug 
Gesamtgewicht: 406 kN 
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wurden am Steg, welcher dem Fahrzeug zugewandt, die Dehnungen Δεc,2 am Steg, der 
dem Fahrzeug abgewandt war, ermittelt. Sowohl Δεc,1 als auch Δεc,2 beschreiben Quer-
schnittsdehnungen in Überbau-Längsrichtung. Die Ergebnisse sind auf das Tragverhal-
ten des Überbaus als Durchlaufträger über zwei Felder zurückzuführen. Die gezeigten 
Verläufe werden maßgeblich durch die Fahrzeugattribute Gesamtgewicht und Ge-
schwindigkeit bestimmt. Die einzelnen Achslasten des Fahrzeugs stellen sich in den 
Dehnungsverläufen nicht dar. Für die gesamte Dauer der Fahrzeugüberfahrt sind Werte 
Δεc,1 und Δεc,2 festzustellen. Es liegen globale Tragwerksreaktionen vor. Die Abtastung 
eines derart zeitlich ausgedehnten Signals, welches die Folge von übergeordneten Fahr-
zeugattributen darstellt, könnte mit einer Frequenz fs ≥ 10 Hz erfolgen. Bei fs = 10 Hz 
würde für ein Fahrzeug, welches mit 20 m/s (72 km/h) das Bauwerk überfährt, alle 2 m 
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Abbildung 3.2: Globale Reaktionen: Dehnungen Δεc,1 und Δεc,2 im a) Feld- und  
b) Stützquerschnitt zur Überfahrt des Sattelzugs 
 
Die Querverteilung der Fahrzeuglasten schlägt sich in den Dehnungsverläufen der Ab-
bildung 3.2 deutlich nieder: Nach 0,6 s befindet sich der Sattelzug direkt am untersuch-
ten Feldquerschnitt. Bei dieser Laststellung beteiligt sich der Steg, welcher der Last 
zugewandt ist, zu 62 % am Lastabtrag. Steht der Sattelzug im nachfolgenden Feld, wer-
den die Stege des betrachteten Feldquerschnitts gleichermaßen beansprucht. Die Erläu-
terungen gelten sinngemäß für den Stützquerschnitt. Die Kenntnis der Querverteilung 
der Lasten ermöglicht die Zuordnung des Fahrstreifens, auf welchem ein Fahrzeug fuhr. 
Unter Berücksichtigung der Querverteilung der Lasten können für das betrachtete Bei-
spiel die Querschnittsdehnungen infolge einer Fahrzeugüberfahrt auch durch die Aus-
wertung der Einflusslinien für das jeweilige Biegemoment bestimmt werden. 
Die Dehnungsentwicklungen Δεc,1 für den Feld- und den Stützquerschnitt zur Überfahrt 















-0,5 0 0,5 1 1,5 2 2,5 3 3,5
b Δεc [µ]
t [s] 
3.2 TRAGWERKSREAKTIONEN DER LASTIDENTIFIKATION 41 
werksreaktionen infolge der Belastung durch beide Fahrzeuge ergeben sich aus der 
Kombination der Reaktionen für die einzelnen Fahrzeuge. 
 
 
Abbildung 3.3: Globale Reaktionen: Dehnungen Δεc,1 im a) Feld- und b) Stützquer-
schnitt zur Überfahrt von Sattelzug und Lastkraftwagen 
 
 
Abbildung 3.4: Lokale Reaktionen: Dehnungen Δεc,3 im a) Feld- und b) Stützquer-
schnitt zur Überfahrt des Sattelzugs 
 
Für den Feld- und den Stützquerschnitt werden in der Abbildung 3.4 die Längsdehnun-
gen Δεc,3 zur Überfahrt des Sattelzugs dargestellt. Die gezeigten Tragwerksreaktionen 
umfassen sowohl globale als auch lokale Anteile. Die globalen Anteile sind, ähnlich zu 
Δεc,1 und Δεc,2, auf ein Tragverhalten des gesamten Überbaus zurückzuführen. Im Ver-
gleich zu Δεc,1 und Δεc,2 fallen die globalen Anteile der Dehnungen Δεc,3 dem Betrag 
nach signifikant geringer aus. Lokale Reaktionen sind für den Zeitpunkt der Überfahrt 
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einachsig in Überbau-Querrichtung abträgt, stellt sich unter konzentrierten Einzellasten 
eine lokal begrenzte Längstragwirkung ein. Insbesondere in den vergrößerten Ansichten 
sind deutlich Tragwerksreaktionen infolge der einzelnen Radlasten zu erkennen. Die 
Reaktionen sind von zeitlich kurzer Dauer und können dem verursachenden Fahrzeug 
direkt zugeordnet werden. Zur Erfassung der lokalen Tragwerksreaktionen ist eine Ab-
tastfrequenz fs ≥ 100 Hz erforderlich. Für ein Fahrzeug mit der Geschwindigkeit 20 m/s 
würde alle 20 cm der Überfahrtsstrecke ein Messwert aufgezeichnet werden. 
Zur Erläuterung der lokalen Reaktionen wurden an der Stelle x/y = 12,00/6,65 m (vgl. 
Abbildung 3.1) der Fahrbahnplatte die Einflussflächen der Schnittgrößen mx, nx, my und 
ny (siehe Abbildungen A.3 bis A.6) für eine Wanderlast von 100 kN ausgewertet und in 
Dehnungen Δεc,3 überführt. Für verschiedene Koordinaten a wurden Werte Δεc,3 unter 
Berücksichtigung der Querkontraktion entsprechend der mechanischen Beziehung 
εx = 1/E · (σx – ν · σy) mit ν = 0,2 ermittelt. Die erhaltenen Ergebnisse werden in der 
Abbildung 3.5 gezeigt. Die lokalen Anteile der dargestellten Reaktionen Δεc,3 werden 
vornehmlich durch die Schnittgrößen mx und my bestimmt. Die Normalkräfte ny sind 
vernachlässigbar klein. Die Größe nx stellt die Folge einer globalen Überbau-
Tragwirkung dar. Die Einflussflächen für mx und my konzentrieren sich stark um die 
Stelle x/y = 12,00/6,65 m und fallen vergleichsweise schnell auf geringe Werte ab. 
Dementsprechend ist aus der Abbildung 3.5 zu entnehmen, dass sich die lokalen Trag-
werksreaktionen in Längsrichtung ausschließlich über einen sehr kurzen Bereich ausbil-
den. Aus der Darstellung der Dehnungsentwicklungen für positive und negative Werte a 
geht hervor, dass zur Untersuchung von Dehnungen Δεc,3 beide Radreihen des Fahr-
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Abbildung 3.5: Lokale Reaktionen: Dehnungen Δεc,3 für eine Wanderlast der Größe 
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Für überholende Fahrzeuge oder Fahrzeuge im Gegenverkehr (Fahrstreifen 2) ergeben 
sich Dehnungen Δεc,4, die aufgrund der Querschnittssymmetrie Ähnlichkeit zu den be-
reits gezeigten Dehnungen Δεc,3 aufweisen. Lokale Reaktionen der Dehnungen Δεc,4 
stellen die Folge von Fahrzeugen im Fahrstreifen 2 dar. Der Einfluss von Fahrzeugen 
im Fahrstreifen 1 auf die lokalen Anteile ist vergleichsweise gering (vlg. hierzu Abbil-
dung 3.5). Diese Feststellungen gelten sinngemäß für die Stelle Δεc,3. 
Die Dehnungsentwicklungen in Fahrbahnplatten-Querrichtung Δεc,5 während der Über-
fahrt des 5-achsigen Sattelzugs werden für den Feld- und den Stützquerschnitt in der 
Abbildung 3.6 angegeben. Da die Fahrbahnplatte einachsig Lasten abträgt, stellen sich 
Werte lediglich bei Anwesenheit des Fahrzeugs in unmittelbarer Nähe zum jeweils be-
trachteten Querschnitt ein. Das Erscheinungsbild der Dehnungsverläufe Δεc,5 wird durch 
das Fahrzeuggesamtgewicht sowie die einzelnen Achslasten bestimmt. Im Vergleich zu 
den Dehnungen Δεc,3 sind einzelne Achsen jedoch nicht zweifelsfrei zu erkennen. Im 
Unterschied zu Δεc,1 und Δεc,2 ist das Signal von zeitlich kurzer Dauer und muss mit 
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Abbildung 3.6: Dehnungen Δεc,5 im a) Feld- und b) Stützquerschnitt zur Überfahrt des 
Sattelzugs 
 
Die Ergebnisse der Untersuchungen lassen folgende Schlussfolgerungen zu: 
Die zweckmäßige Wahl von Messstellen am Überbau ermöglicht den Erhalt von Sen-
sorsignalen, welche eindeutig durch globale oder lokale Reaktionen dominiert werden. 
Insbesondere die Tragwerksreaktionen der Überbau-Längsrichtung zeigten deutlich 
globale (Δεc,1, Δεc,2) oder lokale Reaktionen (Δεc,3, Δεc,4) bei jeweils signifikanten Am-
plituden der entsprechenden Dehnungen. Die Dehnungen der Fahrbahnplattenmitte in 
Überbau-Querrichtung (Δεc,5) ließen weder globale noch lokale Reaktionen klar erken-
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Tabelle 3.1: Geeignete Messstellen 
 Lage im Querschnitt, vgl. Abbildung 3.1 
 Δεc,1 Δεc,2 Δεc,3 Δεc,4 Δεc,5 
Globale Reaktionen + + – – – 
Lokale Reaktionen – – + + – 
   Legende: `+´ hohe Bedeutung der Reaktion, `–´ geringe Bedeutung der Reaktion 
 
Die Ergebnisse verdeutlichen, dass globale und lokale Tragwerksreaktionen jeweils sehr 
klar definierte Eigenschaften aufweisen. Globale Reaktionen werden vornehmlich durch 
übergeordnete Fahrzeugattribute, wie das Gesamtgewicht und die Geschwindigkeit, 
beschrieben. Die Reaktionen sind von zeitlich ausgedehnter Dauer und eine Aufzeich-
nung kann bei vergleichsweise geringer Abtastfrequenz erfolgen. Lokale Reaktionen 
stellen die Folge der Achslasten und -abstände der Fahrzeuge dar. Diese Reaktionen 
sind von kurzer Zeitdauer und erfordern eine hohe Abtastfrequenz. Eine Übersicht der 
Merkmale kann der Tabelle 3.2 entnommen werden. 
 
Tabelle 3.2: Merkmale globaler und lokaler Tragwerksreaktionen 









Abtastfrequenz / zu verar-
beitendes Datenvolumen gering (≥ 10 Hz) hoch (≥ 100 Hz) 
 
Die sinnvolle Zusammenführung unterschiedlicher Tragwerksreaktionen in einem adä-
quaten Messdatenanalyse-Verfahren verspricht, einzelne Fahrzeuge, die den instrumen-
tierten Überbau einer Brücke überfahren, und deren zugehörige Attribute zu identifizie-
ren. Der Entwurf eines effizienten Verfahrens muss hierbei insbesondere unterschiedli-
chen Abtastfrequenzen der globalen und lokalen Messsignale und den hiermit einherge-
henden Anforderungen an die Messdatendatenauswertung gerecht werden. 
3.3 Vorgehensweise der Lastidentifikation 
Der IIM-Algorithmus dient zur Analyse von statischen Tragwerksreaktionen, welche an 
entsprechend instrumentierten Brückenüberbauten erfasst werden. Im Vorgehen wird 
unterschieden nach globalen und lokalen Tragwerksreaktionen. Einzelne Fahrzeuge und 
deren zugehörige Attribute werden aus Messdaten identifiziert, welche die Folge eines 
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einzelnen oder mehrerer Fahrzeuge auf dem Bauwerk darstellen. Die Messungen wer-
den mit der minimal erforderlichen Anzahl an Sensoren durchgeführt. Bei der Messung 
kommen konventionelle Dehnungsmessstreifen und induktive Wegaufnehmer zum Ein-
satz. Die Anordnung der Sensoren erfolgt in einem begrenzten Bereich – gegebenenfalls 
in einem Querschnitt – des Überbaus. Die Sensoren können daher direkt mit Hilfe von 
Kabeln an die Messanlage angeschlossen werden. Hierdurch wird eine Dauermessung 
ermöglicht. Messinstallationen auf der Fahrbahnoberfläche, welche traditionelle Ansät-
ze zur Ermittlung der Fahrzeuggeschwindigkeit und Auftretenszeitpunkte der Fahrzeug-
achsen voraussetzen, sind nicht erforderlich. 
Die Identifikation von Verkehrslasten wird im Algorithmus durch die Adaption der 
Lastkomponente von numerischen Rechenmodellen auf Grund des Vergleichs von de-
ren Vorhersage mit Beobachtungen der Realität durchgeführt. Die Kenntnis der Sys-
temkomponente der Rechenmodelle wird vorausgesetzt (vgl. auch Gleichung 1.1). Zur 
Lastidentifikation werden die Ergebnisse von kontinuierlichen Messungen betrachtet. 
Im Unterschied zur Analyse von Messwerten mehrerer Sensoren, die zu definierten 
Zeitpunkten aufgenommen werden, unterstützt ein Ansatz auf der Basis von kontinuier-
lichen Messgrößen die Verwendung einer geringen Sensoranzahl und ermöglicht die 
Aufnahme des gesamten Verkehrsflusses. Das prinzipielle Vorgehen der Lastidentifika-
tion wird schematisch anhand des zweifeldrigen Brückenbauwerks der Abbildung 3.7 
gezeigt: Unbekannte Parameter, wie das Fahrzeuggesamtgewicht und die -geschwin-
digkeit, Achslasten und -abstände werden im Rahmen von Optimierungsprozessen so-
lange variiert, bis numerisch ermittelte Dehnungen Δεc die am Bauwerk gemessenen 
Dehnungen Δεm mit gewissen definierten Toleranzen wiedergeben. 
 
Beobachtung 
– gemessene Dehnungen Δεm
 









– berechnete Dehnungen Δεc 
Qtot Fahrzeuggesamtgewicht 
v Fahrzeuggeschwindigkeit 
Qi Achslasten Δεc,1 Δεc,2
xi,i+1 Achsabstände 
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Da Messungen kaum in allen Freiheitsgraden der Rechenmodelle vorgenommen werden 
können, wird die jeweils vorliegende Belastungssituation auf der Basis unvollständiger 
und begrenzter Informationen ermittelt. In der Regel existiert keine eindeutige Lösung. 
Die Probleme gelten als schlecht-gestellt („ill-posed“). Für die Verwendung von Opti-
mierungsverfahren zur Lösungsfindung bedeutet dies, dass mehrere lokale Extrema be-
stehen und traditionelle lokale Suchalgorithmen möglicherweise zu Lösungen führen, 
die nicht die tatsächliche Belastungssituation repräsentieren. Zur Lösung der Problem-
stellung wird im IIM-Algorithmus aus dem Gebiet der Evolutionären Algorithmen (EA) 
die Genetische Programmierung (GP) eingesetzt. Die Verwendung von Genetischer 
Programmierung erfüllt die Anforderung, dass dynamische, flexible Repräsentations-
formen für komplexe Optimierungsaufgaben der Modelladaption besser geeignet sind 
als die fixe, einschränkende Repräsentation von Lösungskandidaten in binär- oder reell-
codierten Vektoren fest vorgegebener Länge [ChGh01, LiRa05, YaWS05]. Als Bil-
dungsvorschrift, auf deren Basis Lösungskandidaten im evolutionären Optimierungs-
prozess generiert und variiert werden, wird die Backus-Naur Form verwendet. 
Die Identifikation von Verkehrslasten wird im Rahmen zweier gekapselter evolutionärer 
Optimierungskerne durchgeführt. Ein Optimierungskern dient zur Auswertung von er-
fassten globalen Tragwerksreaktionen, wohingegen der zweite Kern lokale Reaktionen 
analysiert (siehe Abbildung 3.8). Die Analyse der beiden Tragwerksreaktionen führt je 
Reaktionsart auf die Feststellung definierter Fahrzeugattribute: Globale Überbaureak-
tionen dienen zur Bestimmung von übergeordneten Fahrzeugkennwerten, lokale Plat-
tenreaktionen werden zur Ermittlung von Achseigenschaften der Fahrzeuge herangezo-
gen. In der direkten Unterscheidung nach globalen und lokalen Tragwerksreaktionen 
tragen die beiden Reaktionsarten jeweils bestmöglich zur Feststellung einzelner Attribu-
te der Fahrzeuge bei (vgl. auch Tabelle 3.2). Die Berücksichtigung von zwei getrennten 
Optimierungskernen zur Ermittlung der Fahrzeugattribute minimiert den Suchraum der 
Problemstellung und steigert die Gesamteffizienz des Algorithmus. 
Die Abbildung 3.8 zeigt die Parameter, welche im Rahmen der beiden Optimierungs-
verfahren zur Analyse der globalen (EA-Kern 1) und der lokalen Reaktionen (EA-
Kern 2) behandelt werden. Attribute, welche aus den evolutionär optimierten Größen 
abgeleitet werden, sind in der Abbildung nicht enthalten. Beispielsweise werden die 
Auftretenszeitpunkte und Geschwindigkeiten der Fahrzeuge in den Optimierungspro-
zessen berücksichtigt. Der Abstand zweier Fahrzeuge wird hingegen aus deren Auftre-
tenszeitpunkten und Geschwindigkeiten ermittelt. Der Fahrzeugabstand stellt keine Op-
timierungsgröße dar und ist daher nicht dargestellt. 
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EA-Kern 1 
Sensorsignal enthält globale Überbau-Reaktionen 
 Analyse zur Identifikation von Fahrzeugeigenschaften 
 Zeitpunkt des Auftretens t0 eines Fahrzeugs [s] 1) 
 Gesamtgewicht Qtot [kN] 
 Geschwindigkeit v [m/s] 
 Fahrtrichtung b bei einteiligen Überbauten [0 oder 1] 
 Querabstand y [m] 2) 
EA-Kern 2 
Sensorsignal enthält lokale Platten-Reaktionen 
 Analyse zur Identifikation von Fahrzeugachseigenschaften 
 Zeitpunkt des Auftretens t i der i-ten Achse eines Fahrzeugs [s] 
 Achslasten Q i [kN]
1) t0: Zeit, zu welcher ein Fahrzeug mit seiner Schwerlage über die Messstelle fährt
2) y: Koordinate entsprechend Abbildung 3.1, bezogen auf die Fahrzeugmitte  
Abbildung 3.8: Evolutionäre Optimierungskerne und zugehörige Fahrzeugattribute 
 
Im jeweiligen Optimierungsprozess werden Lastkomponenten der Rechenmodelle hin-
sichtlich ihrer Repräsentation der wirklichen Messwerte bewertet. Als das wesentliche 
Optimierungsziel wird die Minimierung der Fehlerquadratsumme (FQS) aus gemesse-
nen Δεm und numerisch berechneten Dehnungen Δεc definiert. Die Werte Δεc beschrei-
ben zur Fahrzeugüberfahrt die Dehnungsentwicklungen, die sich im Rechenmodell am 
Ort der eingesetzten Sensoren ergeben. Aufgrund der Berücksichtigung der FQS als 
maßgebendes Kriterium der Zielfunktionen ist der Ansatz wenig sensitiv bezüglich Sig-
nalrauschen. Die entwickelten Methoden werden nachfolgend anhand des vorherigen 
Berechnungsbeispiels (vgl. Kapitel 3.2) erläutert, sind jedoch von allgemeiner Natur 
und können zur Analyse von realen Messungen verwendet werden (vgl. Kapitel 5, 6). 
3.4 Analyse globaler Tragwerksreaktionen 
3.4.1 Voraussetzungen 
Globale Reaktionen von Brückentragwerken sind von zeitlich ausgedehnter Dauer. Die 
Reaktionen eines Überbaus zu einer Belastungssituation können die Folge eines oder 
mehrerer Fahrzeuge auf dem Bauwerk darstellen. Gemessene Werte können ein Fahr-
zeug oder die Kombination mehrerer Fahrzeuge repräsentieren. Fahrzeuge, die in zeit-
lich kurzem Abstand ein Brückenbauwerk überfahren, können globale Tragwerksreak-
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tionen bewirken, die keine ausgeprägte Amplitudenausbildung des einzelnen Fahrzeugs 
erkennen lassen. Insbesondere Fahrzeuge auf verschiedenen Fahrstreifen oder mit stark 
unterschiedlichen Gewichten stellen sich in der globalen Messaufzeichnung nicht 
zwangsläufig mit deutlich zu erkennenden Amplituden dar. 
Zur Verdeutlichung zeigt die Abbildung 3.9 exemplarisch für das zuvor betrachtete nu-
merische Beispiel (vgl. Kapitel 3.2) berechnete Dehnungen Δεc,1 und Δεc,2. Die darge-
stellten Verläufe geben die Dehnungsentwicklung im Feldquerschnitt infolge der Über-
fahrten von vier aufeinander folgenden Fahrzeugen wieder. Die Abbildung enthält so-
wohl die Dehnungen infolge der einzelnen Fahrzeuge (Fz) als auch deren Kombination. 
Die wesentlichen Fahrzeugattribute sind der Abbildung zu entnehmen. Im Fahrstreifen 
1 fuhren ein 5-achsiger Sattelzug (Fz 1, vgl. Abbildung 3.1) und zwei fiktive Fahrzeuge 
(Fz 3: 5 Achsen und Fz 4: 3 Achsen). Im Fahrstreifen 2 befand sich zur Simulation ein 












Abbildung 3.9: Analyse globaler Reaktionen: Zeitintervalle t , Zeitschritte Δt, Ge-
samtereignis (GE) und Einzelereignisse (EE) 
 
Zur Erfassung des gesamten Verkehrsflusses berücksichtigt der Ansatz die Analyse von 
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t0 15,0 Fz 1 
Qtot 300 t0 10,0 v 25 
b 0 
y 7,00 
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Zeitschritten Δt unter Auswertung von zugehörigen Zeitintervallen der Länge t  durch-
geführt. Ein aktuell betrachtetes Zeitintervall beginnt bei dem Zeitwert tmin und endet 
bei tmax = tmin + t . Es gilt Δt << t ; aufeinander folgende Zeitintervalle überschneiden 
sich somit. 
Die Messdaten eines Zeitintervalls werden im Rahmen eines auf Genetischer Program-
mierung (GP) basierenden Optimierungsverfahrens analysiert. Die zu identifizierende 
Belastungssituation wird objektorientiert abgebildet: Ein Gesamtereignis (GE) repräsen-
tiert die Kombination einzelner Fahrzeuge und setzt sich hierzu aus Einzelereignissen 
(EE) zusammen, welche die wirklichen Fahrzeuge beschreiben. Im EA wird eine Popu-
lation codierter GE-Lösungskandidaten den evolutionären Operatoren unterzogen und 
zur Lösung der Problemstellung verbessert. Nach Durchlauf des EA wird die jeweils 
beste Lösung, der Gewinner GEbest, im statischen Gesamtereignis GEstat vorgehalten. 
Das GEstat existiert über alle Zeitschritte und die Gesamtdauer der Messdatenanalyse. 
Im Rahmen der Analyse der globalen Reaktionen werden einzelne Fahrzeuge identifi-
ziert und deren Attribute Auftretenszeitpunkt t0, Gesamtgewicht Qtot, Geschwindig- 
keit v, Fahrtrichtung b und Querabstand y (vgl. auch Tabelle 3.2 und Abbildung 3.8) 
ermittelt. Im Verfahren werden mehrere Sensorsignale berücksichtigt. 
3.4.2 Initialisierung 
Da Zeitschritte Δt << t  ausgeführt werden, ändert sich mit der Durchführung eines 
Zeitschritts die Umgebung vom vorherigen zum aktuellen Zeitintervall nur geringfügig. 
Die Ergebnisse der GP-Analyse des vorherigen Zeitintervalls stellen infolgedessen eine 
erste Lösung zur Untersuchung des aktuellen Zeitintervalls dar. Die Population der In-
dividuen zur Auswertung des aktuellen Zeitintervalls wird zweckmäßigerweise basie-
rend auf den bereits erhaltenen Ergebnissen initialisiert. Eine derartige Einbeziehung 
von Vorwissen in die Generierung der Population zur Analyse des aktuellen Zeitinter-
valls führt zu einer dynamischen Anpassung des EA an die Optimierungsaufgabe. In 
dieser Weise kann eine deutlich erhöhte Optimierungseffizienz erzielt werden. 
Im gewählten GP-basierten Ansatz erfolgt die Initial-Erzeugung der Individuen auf Ba-
sis der Backus-Naur Form (BNF)-Definition. Zur zielgerichteten Generierung der Ini-
tial-Population muss das vorhandene Vorwissen in die Erstellung der BNF-Definition 
einfließen. Die BNF-Definition wird daher auf Basis des GEstat und der zugeordneten 
Einzelereignisse angelegt. Zugleich müssen mögliche Folgefahrzeuge, also zusätzliche 
Einzelereignisse, berücksichtigt werden. 
50 KAPITEL 3: IDENTIFIKATION VON VERKEHRSLASTEN – IIM 
Zur Erstellung der BNF-Definition werden die Einzelereignisse des GEstat entsprechend 
ihrer Ergebnisse für die einzelnen Fahrzeugattribute aufgenommen. Folgefahrzeuge 
werden durch die Feststellung maßgeblicher Dehnungswerte im Bereich des Zeitwerts 
tmax des aktuellen Zeitintervalls detektiert. Der Auftretenszeitpunkt eines Folgefahr-
zeugs wird zunächst mit t0 = tmax – 0,5 · Δt angenommen. Die sonstigen Fahrzeugattri-
bute werden zufällig gewählt. Hiernach kann das Fahrzeug einschließlich seiner Attri-
bute in der Erstellung der BNF-Definition berücksichtigt werden. 
Die numerischen Werte der Fahrzeugattribute werden in der BNF-Definition mit Hilfe 
des nicht-terminierten Wertebereich-Symbols [PuSL07] abgebildet. Für die Attribute 
wird hierdurch ein zu untersuchender Optimierungsbereich definiert. Die zielgerichtete 
Initialisierung erfolgt mit Hilfe der Vorgabe einer angepassten Normalverteilung als 
Wahrscheinlichkeitsverteilung für die einzelnen Attribute. Der Erwartungswert μ wird 
auf den bereits bekannten Ergebniswert des Fahrzeugattributs gelegt. Die Abweichun-
gen σ werden für die Attribute eines Fahrzeugs in Abhängigkeit vom Auftretenszeit-
punkt t0 gemäß Gleichung 3.1 bestimmt. Die Größen σmin und σmax beschreiben hierbei 
Werte, die für die einzelnen Fahrzeugattribute vorzugeben sind. 
 










  (3.1) 
 
Mit dem Fortschreiten der Messdatenanalyse über Zeitschritte wird die Gauß’sche Glo-
ckenkurve zur Initialisierung der Attribute stetig verengt. Die Wahrscheinlichkeit, dass 
mit der Initial-Erzeugung der Individuen die Ergebnisse der Analyse des vorherigen 
Zeitintervalls maßgeblich abgeändert werden, wird über die Zeitschritte verringert. 
Zur Erläuterung werden in der Abbildung 3.10 die Dehnungen Δεc,1, welche sich infolge 
der vier Fahrzeuge der Abbildung 3.9 ergaben, gezeigt. Das aktuelle Zeitintervall be-
ginnt bei tmin = 7,25 s und endet bei tmax = 11,25 s. Die Länge t  des Zeitintervalls be-
trägt somit 4,0 s, der Zeitschritt Δt sei 0,75 s. Mit der Durchführung des Zeitschritts 
stellt Fz 2 ein Folgefahrzeug dar, Fz 1 wäre in Form eines Einzelereignisses bereits im 
GEstat enthalten. Stellvertretend für die sonstigen Fahrzeugattribute werden im oberen 
Teil der Abbildung die Wahrscheinlichkeitsverteilungen zur Initialisierung der Auftre-
tenszeitpunkte gezeigt. Für σmin = 0,1 und σmax = 0,6 ergibt sich gemäß Gleichung 3.1 
für Fz 2 bei einem angenommenen Auftretenszeitpunkt t0 = tmax – 0,5 · Δt = 10,875 s 
eine Breite σ = 0,6 und für das bereits festgestellte Fz 1 mit t0 = 10,0 s ein verminderter 
Wert σ = 0,48. Die stetige Verengung der Glockenkurven ist deutlich zu erkennen. 
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Abbildung 3.10: Erstellung der BNF-Definition, Berücksichtigung von Vorwissen 
 
Die Initialisierung der numerischen Werte der Fahrzeugattribute auf der Grundlage von 
vordefinierten Wahrscheinlichkeitsverteilungen ist ein extrem leistungsstarkes Hilfsmit-
tel der GP. Neben der Berücksichtigung der Ergebnisse der Analyse des vorherigen 
Zeitintervalls kann mit Hilfe von adaptierten Wahrscheinlichkeitsverteilungen auch 
Domänenwissen bezüglich der Auftretenshäufigkeiten der Gesamtgewichte, der Ge-
schwindigkeiten, der Fahrtrichtung und/oder des Querabstands modelliert werden. Hier-
zu können Häufigkeitsverteilungen, welche für die einzelnen Fahrzeugattribute im 
Rahmen früherer oder begleitender Untersuchungen gewonnen wurden, herangezogen 
werden. Insbesondere mit Hilfe von Silhouettenerhebungen kann vor Ort das Fahrtver-
halten hinsichtlich der Fahrtrichtung und des Querabstands abgeschätzt werden. Zur 
Identifikation von einzelnen Fahrzeugen auf mehreren Fahrstreifen können mit dieser 
Kenntnis verschiedene Auftretenswahrscheinlichkeiten für Folgefahrzeuge in den jewei-
ligen Fahrstreifen in der BNF-Definition abgebildet werden. 
Für das betrachtete Zeitintervall der Abbildung 3.10 enthält die Abbildung 3.11 bei-
spielhaft eine mögliche BNF-Definition. Die Bildungsvorschrift umfasst zwei Einzeler-
eignisse (0_EE und 1_EE), welchen je eines der beiden Fahrzeuge zugeordnet ist. Für 
jedes Einzelereignis werden die Fahrzeugattribute (T, Q, V, B und Y) vollständig defi-






























1    2 22   tp ( t ) = e  
 ( t0 ) gem. Gleichung 3.1 1
mit min = 0,1 und max = 0,6 
µ = t0 = tmax – 0,5 · Δt 
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Alternativen während der Initial-Erzeugung von Individuen. Einzelereignisse, die im 
Optimierungsprozess das Schlüsselwort 'entfaellt' aufweisen, werden zur Fitness-
wertermittlung nicht berücksichtigt. Nach Durchlauf des EA werden derartige Einzeler-
eignisse nicht in das statische Gesamtereignis GEstat übertragen und somit verworfen. 
 
<S> := <0_EE> <1_EE> 
<0_EE> := <0_T0> <0_Q> <0_V> <0_B> <0_Y> | 'entfaellt' 
<0_T> := [9.5;10.5;0.1] 
<0_Q> := [355;463;1] 
<0_V> := [15.0;30.0;1.0/3.6] 
<0_B> := '0' | '1' 
<0_Y> := [3.25;4.25;0.05] | [6.50;7.50;0.05] 
<1_EE> := <1_T0> <1_Q> <1_V> <1_B> <1_Y> | 'entfaellt' 
<1_T> := [10.4;11.4;0.1] 
<1_Q> := [270;374;1] 
<1_V> := [15.0;30.0;1.0/3.6] 
<1_B> := '0' | '1' 
<1_Y> := [3.25;4.25;0.05] | [6.50;7.50;0.05]  
Abbildung 3.11: Globale Reaktionen: Exemplarische BNF-Definition der GP-Analyse 
 
Die Genotypen der GP-basierten Optimierungsverfahren können in Baumstrukturen 
repräsentiert werden. Ein möglicher Baum, basierend auf der BNF-Definition der Ab-
bildung 3.11, wird in der Abbildung 3.12 gezeigt. Die beiden Einzelereignisse ein-




Abbildung 3.12: Globale Reaktionen: Exemplarischer Ableitungsbaum 
3.4.3 Evolutionäre Operatoren 
Der Rekombinations- und der Mutationsoperator werden gemäß den Erläuterungen des 
Kapitels 2.2 verwendet. Im Ablauf des Evolutionären Algorithmus werden die Popula-
tionsgröße sowie die Wahrscheinlichkeiten der Rekombination und Mutation determi-
nistisch angepasst. Es wird mit vergleichsweise großer Population, hoher Rekombinati-
on und geringer Mutation begonnen. Nach einer vorgegebenen Anzahl an Fitnesswert-
ermittlungen wird die Populationsgröße gesenkt, die Rekombinationswahrscheinlichkeit 
406 20.0 0 7.00 10.9 326 20.0 0 3.80 
<1_B> <1_T> <1_Q> <1_V> <1_Y> <0_Q> <0_V> <0_B> <0_Y><0_T> 
10.0 
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vermindert und zugleich die Mutationswahrscheinlichkeit erhöht (vgl. Kapitel 5). Die 
Wahrscheinlichkeitsverteilungen der p-Mutation werden für die nicht-terminierten 
Symbole der BNF-Definition entsprechend der Verteilungen zur Initial-Erzeugung von 
Individuen gewählt. 
3.4.4 Lokale Reparaturen, Fitnesswertermittlung und Selektion 
In der Messdatenanalyse globaler Reaktionen kann ein Gesamtereignis (GE) die Auf-
zeichnung mehrerer Sensoren umfassen. Der Einsatz einer höheren Anzahl an Sensoren 
kann zur Erfüllung gegebener Genauigkeitsanforderungen oder zur Identifikation von 
Fahrzeugen auf mehreren Fahrstreifen erforderlich sein. Bezug nehmend auf das Bei-
spielszenario der Abbildung 3.9 würde die Identifikation der Fahrzeuge auf beiden 
Fahrstreifen die Berücksichtigung beider Dehnungen Δεc,1 und Δεc,2 erfordern. 
Die Fitnesswertermittlung sieht als maßgebliches Optimierungsziel die Minimierung 








           
 e a   mit adef << 1 (3.2) 
 
Mit: efit Fitnesswert 
 L Anzahl zu berücksichtigender Sensorsignale 
 l Zähler der Sensorsignale 
 K Anzahl diskreter Messwerte, die im betrachteten Zeitintervall enthalten sind 
 k Zähler der Messwerte 
 adef Konstante des Nenners zur Erzielung von interpretierbaren Werten efit 
 Δεm,k Gemessener Dehnungswert 
 Δεc,k Berechneter Dehnungswert 
 
Das Vorgehen der Fitnesswertermittlung gliedert sich in die drei aufeinander folgenden 
Schritte: 
 
1) Erstellen des Phänotyps aus seinem Genotyp, 
2) Durchführen lokaler Reparaturen, bei vorgenommenen Änderungen den Genotyp 
aus dem abgeänderten Phänotyp erzeugen und 
3) Berechnung des Fitnesswertes auf Grundlage des Phänotyps. 
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Zur GP-Analyse von globalen Reaktionen beinhalten die lokalen Reparaturen die Über-
prüfung und Korrektur des Attributs der Fahrzeuggeschwindigkeit. Für Gesamtereignis-
se, die mehrere Einzelereignisse umfassen, werden hierzu die Fahrzeuge hinsichtlich 
der Fahrzeugabstände und möglicher Fahrzeugkolonnen geprüft. Da dicht aufeinander 
folgende Fahrzeuge keine wesentlichen Unterschiede in den Geschwindigkeiten aufwei-
sen können, werden die einzelnen Geschwindigkeiten unter Zulassung einer definierten 
Toleranz auf den Mittelwert der Geschwindigkeiten der Fahrzeuge korrigiert. Im sich 
anschließenden Optimierungsprozess kann der EA die Geschwindigkeiten erneut variie-
ren. Die lokalen Reparaturen ermöglichen hiermit die Berücksichtigung von Domänen-
wissen im Optimierungsprozess. Sie tragen zusätzlich zur BNF-Definition zur Gewähr-
leistung der Realitätstreue der Lösungskandidaten bei. 
Die Selektion der Eltern zur Erzeugung der Population der Nachfolgegeneration erfolgt 
auf Grundlage der Fitnesswerte der Individuen. Individuen mit besseren Zielfunktions-
werten werden mit höherer Wahrscheinlichkeit gewählt (vgl. Gleichungen 2.1 und 2.2). 
Die neli besten Individuen werden per Elitismus in die Nachfolgegeneration übertragen. 
3.5 Analyse lokaler Tragwerksreaktionen 
3.5.1 Voraussetzungen 
Lokale Tragwerksreaktionen sind von zeitlich kurzer Dauer und können den verursa-
chenden Fahrzeugen direkt zugeordnet werden. Aufgrund dieser Eigenschaften wird die 
Ermittlung der Achsattribute Auftretenszeitpunkte ti und Lasten Qi (i: Index der Achse, 
vgl. auch Tabelle 3.2 und Abbildung 3.8) für einzelne Fahrzeuge vorgenommen. 
Im Unterschied zur Analyse von gemessenen globalen Reaktionen sind ein Vorgehen in 
Zeitschritten und die Betrachtung von Zeitintervallen nicht erforderlich. Vielmehr wer-
den die Messwerte eines festgelegten Zeitbereichs der Länge t  untersucht. Ein Zeitbe-
reich beginnt bei dem Zeitwert tmin und endet bei tmax = tmin + t . Das entwickelte Ver-
fahren sieht die Analyse der Aufzeichnung eines einzelnen Sensors vor. 
Zur Veranschaulichung zeigt die Abbildung 3.13 in Ergänzung zur Abbildung 3.9 die 
Dehnungen Δεc,3 zur Überfahrt des 5-achsigen Sattelzugs im Fahrsteifen 1 und des 3-
achsigen Lastkraftwagens im Überholverkehr. Die Dehnungen Δεc,3 stellen Reaktionen 
der Überbau-Längsrichtung dar und enthalten sowohl globale als auch lokale Anteile. 
Die globalen Anteile ergeben sich aus der Kombination von Reaktionen infolge der bei-
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den Fahrzeuge. Die lokalen Anteile stellen die Folge einzelner Achslasten dar und sind 
für den Sattelzug deutlich zu erkennen. Der markierte Zeitbereich weist eine Länge t  
von 1 s auf, beginnt bei dem Zeitwert tmin = 9,5 s und endet bei tmax = 10,5 s. 
 
 
Abbildung 3.13: Analyse lokaler Reaktionen: Zeitbereich der Breite t  
 
Die Ermittlung der Achseigenschaften eines Fahrzeugs erfordert die Kenntnis der Fahr-
zeugeigenschaften Auftretenszeitpunkt t0 und Geschwindigkeit v. Der Auftretenszeit-
punkt wird benötigt, da der zu analysierende Zeitbereich, beschrieben durch tmin und 
tmax, in Abhängigkeit vom Wert t0 festgelegt wird. Die Geschwindigkeit wird zur Um-
rechnung der Dehnungen, welche im Rechenmodell für Lasten am Ort x ermittelt wer-
den, auf die Zeit t verwendet. 
Da die globalen Anteile der zu analysierenden Reaktionen gegebenenfalls die Kombina-
tion mehrerer Fahrzeuge darstellen, müssen zur Bestimmung der Achsattribute zusätz-
lich die Fahrzeuge berücksichtigt werden, welche sich zeitgleich mit dem betrachteten 
Fahrzeug auf dem Bauwerk aufhielten. Die Lasten weiterer Fahrzeuge, welche am Ort 
des untersuchten Sensors Reaktionen hervorriefen, müssen zur Dehnungsberechnung im 
Rechenmodell abgebildet werden. 
Die Bestimmung der Achsattribute eines Fahrzeugs erfolgt daher nach Auswertung der 
globalen Reaktionen. Mit Kenntnis der Eigenschaften t0 und v für ein betrachtetes Fahr-
zeug sowie der Lasten weiterer auf dem Bauwerk vorhandener Fahrzeuge werden die 
Messwerte eines Zeitbereichs mit Hilfe eines auf Genetischer Programmierung basie-














Achse i 1 2 3 4 5 
Qi [kN] 63 109 78 78 78 
ti [s] 9,724 9,908 10,052 10,118 10,184
3-achsiger Lastkraft-
wagen auf der Über-
holspur, Auswertung 
erfolgt über das Sig-
nal Δεc,4 
tmin  t0 tmax
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rungsprozesses wird ein künstliches Neuronales Netz hybrid eingebunden. Die Kom-
plexität der Optimierungsaufgabe wird hierdurch verringert. 
3.5.2 Achsdetektion mit Hilfe künstlicher Neuronaler Netze 
Die Zusammenhänge zwischen erfassten, diskreten Messwerten und den verursachen-
den Einwirkungen können nicht direkt funktional modelliert werden. Eingeschränkte 
Genauigkeiten sowie vorhandene Toleranzen der eingesetzten Messelemente und ver-
schmierte Messsignale infolge der Überlagerung unterschiedlicher Einwirkungen erfor-
dern Methoden, welche tolerant gegenüber Ungenauigkeiten und Unsicherheiten sind. 
Künstliche Neuronale Netze (NN) weisen im Umgang mit komplexen und vage formu-
lierten Daten ein hohes Potential auf. Für deren Einsatz ist die Kenntnis der funktiona-
len Zusammenhänge nicht erforderlich. Dennoch sind sie in der Lage, hochgradig nicht-
lineare Zusammenhänge abzubilden. 
Aufgrund ihrer hohen Lern- und Generalisierungsfähigkeit werden mehrschichtige feed-
forward Systeme (Multilayer-Perceptrons) zur Analyse von erfassten lokalen Trag-
werksreaktionen adaptiert. Die Systeme versprechen bei ausreichender Netzkapazität 
eine adäquate Fehlertoleranz gegenüber teilweise verrauschten realen Messwerten. Mul-
tilayer-Perceptrons haben sich bereits zur Lösung artverwandter praxisnaher Problem-
stellungen als probate Mittel erwiesen [GaFA94, Uhl02]. 
Mit ihrer Hilfe werden in einer Mustererkennung die Auftretenszeitpunkte ti der Achsen  
(i: Index der Achse) einzelner Fahrzeuge abgeschätzt. Transparenz und Interpretierbar-
keit des Inferenzprozesses sind hierbei nicht erforderlich. 
In umfangreichen Parameterstudien (vgl. Kapitel 5) haben sich die mehrschichtigen 
Netzwerke als äußerst geeignet erwiesen, reale Messwerte zu analysieren. Im Rahmen 
der Untersuchungen wurden auch verschmierte Messsignale sehr geringer Amplituden 
betrachtet: Leichte Einzelachsen sowie einzelne Achsen von Achsgruppen (z.B. Dop-
pel- oder Tripelachsen) unbeladener Anhänger oder Auflieger wurden hierbei sehr zu-
verlässig detektiert. 
Das Vorgehen der NN-Analyse wird anhand der Abbildung 3.14 dargelegt. Der Abbil-
dung sind die Dehnungen Δεc,3 zur Überfahrt des 5-achsigen Sattelzugs zu entnehmen, 
welche bereits in der Abbildung 3.13 gezeigt wurden. Zur Erläuterung enthält die Ab-
bildung die beispielhafte Darstellung eines Neuronalen Netzes, welches 9 Eingänge i 
und 1 Ausgang o umfasst. Zur Messdatenanalyse werden der Struktur des Neuronalen 
3.5 ANALYSE LOKALER TRAGWERKSREAKTIONEN 57 
Netzes entsprechend 9 diskrete Werte angelegt. Der Ausgang o gibt für einen Satz Ein-
gänge jeweils die Anwesenheit einer Achse an. Die Auswertung eines vollständigen 
Zeitbereichs erfolgt durch ein Fortschreiten in der Taktung. Ein derartiges Vorgehen ist 
erforderlich, da die Zeitbereiche zu unterschiedlichen Fahrzeugen verschiedene Längen 
t  aufweisen und somit in ihrer Gesamtanzahl an diskreten Messwerten variieren. Die 
Zeitbereiche können nicht als Ganzes der NN-Analyse unterzogen werden, da Neurona-
le Netze stets eine fixe Anzahl an Eingängen besitzen. Die aktuell untersuchten Mess-
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Abbildung 3.14: Neuronales Netz: Grundsätzliches Vorgehen der Messdatenanalyse 
 
Der k-te diskrete Messpunkt wird durch einen Messzeitpunkt tin,k und -wert Δεm,in,k be-
schrieben. Da NN eine fixe Struktur mit einer zu definierenden Anzahl an Eingängen 
aufweisen, ist bei einer konstanten Abtastfrequenz die Berücksichtigung des Zeitwerts 
tin,k der einzelnen Messpunkte zur NN-Analyse unerheblich. Der Eingang ik wird durch 
den jeweils normierten Dehnungswert ║ Δεm,in,k ║ dargestellt. Die Normierung der Mess-
werte Δεm,in,k erfolgt gemäß Gleichung 3.3 mit zu definierenden Grenzwerten der Mes-
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sung Δεm,min,def und Δεm,max,def auf Eingänge 0,0 ≤ ik ≤ 1,0. Die Normierung erfüllt die 
Anforderung der Allgemeingültigkeit und Übertragbarkeit des Ansatzes. Ein entwickel-
tes NN kann hiermit – unabhängig von der betragsmäßigen Größenordnung erfasster 
Reaktionen – zur Analyse der Messdaten verschiedener Überbauten verwendet werden. 
 
   k m,in,k m,in,k m,min,def m,max,def m,min,def            i  (3.3) 
 
Der Ausgang o eines Neuronalen Netzes beschreibt die Existenz einer Achse für einen 
Datensatz. Eine Achse gilt als detektiert, wenn der reellwertige Ausgang o zu einem 
Satz Eingänge den Grenzwert oident übertrifft: 
 
Achsdetektion: o ≥ oident (3.4) 
 
Für eine detektierte Achse bestimmt sich der Auftretenszeitpunkt ti (i: Index der Achse) 
gemäß Gleichung 3.5: 
 
i in,mid in,min in,max in,min0,5    t t t t t 




tin,min minimaler Zeitwert der diskreten Messwerte, die an ein NN angelegt werden 
tin,max maximaler Zeitwert der diskreten Messwerte, die an ein NN angelegt werden 
(vgl. auch Abbildung 3.14) 
 
Das NN-Lösungsverhalten wird in besonderem Maße durch die gewählte Anzahl der 
Eingänge, die Topologie und das Training bestimmt. Die drei Kriterien und deren je-
weilige Bedeutung werden nachfolgend dargelegt. 
 
Anzahl der Eingänge 
Ein eingesetztes Neuronales Netz soll für einen gegebenen Satz von Eingängen bestim-
men, ob die Messung des Zeitraums tin,min bis tin,max die Folge genau einer oder keiner 
Achse mit dem Auftretenszeitpunkt tin,mid gemäß Gleichung 3.5 darstellt. Zur Achsde-
tektion sind die extremalen Messpunkte infolge der einzelnen Achslasten von hoher 
Bedeutung. Wird der Bereich tin,min bis tin,max zu gering gewählt, so werden zur  
NN-Analyse gegebenenfalls wenige Nachbarbereiche der extremalen Messpunkte be-
rücksichtigt. Die eindeutige Abbildung eines Messergebnisses infolge einer Achslast 
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che dürfen wiederum nicht zu groß gewählt werden, da hierdurch ggf. ein Messergebnis 
untersucht wird, welches sich infolge von mehreren Achslasten ergab. 
Da in die NN-Analyse ausschließlich die erfassten Dehnungswerte Δεm,in,k nicht jedoch 
opologie 
tige Neuronale Netze erfordern die Verwendung nichtlinearer Aktivierungs-
, insbesondere die gewählte Aktivierungsfunktion, 
raining 
propagation-Algorithmus repräsentiert das Lernverfahren der Multilayer-
Tübingen bezogen werden kann, durchgeführt. 
die Zeitwerte tin,k der diskreten Messpunkte eingehen, wird die Größe der Nachbarberei-
che durch die Anzahl der NN-Eingänge bestimmt. Überlegungen zur erforderlichen 
Anzahl an Eingängen müssen demnach die Abtastfrequenz eines zu analysierenden 
Messsignals, die minimal möglichen Achsabstände und maximale Fahrzeuggeschwin-
digkeiten berücksichtigen. Die Anzahl der Eingänge bestimmt somit maßgeblich, wie 
viel Information über ein Messergebnis der NN-Auswertung zur Verfügung gestellt 




funktionen. Aufgrund der guten mathematischen Handhabbarkeit [Adam03] wird die 
Fermi-Funktion gemäß Gleichung 2.7 eingesetzt. Propagierungs- und Ausgabefunktion 
sind die Standardfunktionen der gewichteten Summe (Gleichung 2.5) und der Identität 
(Gleichung 2.9). Der sinnvolle Aufbau der verdeckten Schichten und die notwendige 
Anzahl an inneren Neuronen werden im Rahmen von umfangreichen Parameterstudien 
(vgl. Kapitel 5) untersucht. Grundsätzlich werden vollverknüpfte feedforward Netze 
verwendet, da sich diese zur Lösung von artverwandten Problemen bereits als geeignet 
erwiesen haben [GaFA94, Uhl02]. 
Die angewandten NN-Topologien
ergeben reellwertige Ausgänge 0,0 ≤ o ≤ 1,0. Das Erfordernis der Definition einer Be-




Perceptrons. Um bekannte Nachteile des konventionellen Ansatzes zu überwinden, wird 
das modifizierte Verfahren Rprop (Resilient Backpropagation) verwendet. Im Vergleich 
mit weiteren Lernverfahren zeigte Rprop hinsichtlich der erforderlichen Trainingszeit 
die beste Performanz [Zell03]. Das Training der Netzwerke wird mit Hilfe des Simula-
tors „JavaNNS“, der unter Leitung von Zell an der Universität Stuttgart entwickelt wur-
de und über die Internetseiten des Lehrstuhls für Rechnerarchitektur der Universität 
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Das Training erfolgt mit aufbereiteten Datensätzen, die aus den am Brückenbauwerk 
erfassten Messdaten erstellt werden. Zweckmäßigerweise wird die Messung durch eine 
Videoaufzeichnung begleitet. Hiernach ist es möglich, den gewonnen Messdaten direkt 
die Fahrzeuge zuzuweisen, welche die Aufzeichnung hervorriefen. Die Trainingsdaten-
sätze setzen sich jeweils aus den Eingängen i und dem Ausgang o zusammen. Es wer-
den positive und negative Datensätze unterschieden. Ein positiver Datensatz weist für 
tin,mid den extremalen Messwert infolge einer Achslast auf, der Ausgang wird daher mit 
1 belegt. Ein negativer Datensatz enthält keine Achse, der Ausgang wird zu 0 gesetzt. 
Das NN-Training erfolgt demnach mit Datensätzen, die entweder einen Ausgang von 
genau 1 (Achse) oder genau 0 (keine Achse) aufweisen, in Abhängigkeit davon, ob für 
tin,mid der extremale Messwert infolge einer Achslast vorliegt. 
Die Neuronalen Netze werden zwangsläufig auf eine limitierte Anzahl an Datensätzen 
trainiert. Ein Neuronales Netz kann daher kaum sämtliche möglichen Eventualitäten ab-
g der Erkenntnisse hinsichtlich der NN-Messdatenanalyse auf die Aus-
ertung der globalen Reaktionen ist nicht zweckmäßig. Globale Reaktionen sind ge-
n erfassten lokalen Reaktionen wird ein trainiertes Neurona-
 des betrachteten Zeitbereichs angewandt. Für ein untersuch-
 durch die Attribute ti und Qi der Achsen eines Fahrzeugs 
decken. Folglich kann ein eingesetztes Neuronales Netz in der Anwendung auf Daten-
sätze, welche nicht zum Training verwendet wurden, auch Achsen für Eingänge detek-
tieren, die für tin,mid nicht den extremalen Messwert infolge einer Achslast aufweisen. 
Diese Achsen können falsch detektiert sein oder im unmittelbaren Umfeld einer tatsäch-





prägt durch die starke Überlagerung der Reaktionen infolge einzelner Fahrzeuge. Auf-
grund der stark variierenden Fahrzeugabstände, -gesamtgewichte und -geschwindig-
keiten ist die NN-Analyse dieser Reaktionen wenig sinnvoll. 
3.5.3 Initialisierung 
Zu Beginn der Analyse vo
les Netz auf die Messwerte
tes Fahrzeug werden Auftretenszeitpunkte ti der Achsen (i: Index der Achse) detektiert. 
Auf Grundlage der zu den Zeitwerten ti zugehörigen Messwerte werden Achslasten Qi 
deterministisch abgeschätzt. 
Im GP-basierten Optimierungsverfahren zur Analyse der lokalen Reaktionen werden die 
Phänotypen im Wesentlichen
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beschrieben (vgl. auch Abbildung 3.8). Die mit Hilfe des Neuronalen Netzes für ti und 
Qi erhaltenen Ergebnisse repräsentieren somit eine erste Lösung der Optimierungsauf-
gabe. Dieses Domänenwissen soll im Rahmen des GP-Optimierungsverfahrens berück-
sichtigt werden. Zweckmäßigerweise erfolgt daher die Generierung der Initial-
Population basierend auf den bereits gewonnenen Ergebnissen. 
Entsprechend der Ausführungen zur Initial-Erzeugung der Individuen des GP-Ver-
fahrens zur Analyse der globalen Reaktionen wird die BNF-Definition auf der Grundla-
ale Netze 
Abbildung 3.15: BNF-Definition der Achsen und Angaben zur p-Initialisierung 
ge des vorhandenen Vorwissens erstellt. Die numerischen Größen ti und Qi werden mit 
Hilfe des nicht-terminierten Wertebereich-Symbols in der BNF-Definition abgebildet. 
Die zielgerichtete Initialisierung der Attribute wird durch die Definition von Wahr-
scheinlichkeitsverteilungen für die Wertebereich-Symbole bewirkt. Unter Verwendung 
der Gauß-Verteilung wird der Erwartungswert µ gleich dem Ergebniswert des jeweili-
gen Attributs gesetzt. Die Abweichungen σ werden für die Achsattribute fix vorgege-
ben. Die Initialisierung eines numerischen Werts erfolgt schließlich unter Beachtung der 
durch die Gauß-Verteilungen definierten, angestrebten Wahrscheinlichkeiten. 
Die umfangreiche Evaluierung unterschiedlicher Neuronaler Netze an einer hohen An-
zahl von Testdatensätzen (vgl. Kapitel 5) hat gezeigt, dass trainierte Neuron
entweder die richtige oder eine höhere Anzahl an Achsen für die Fahrzeuge detektieren. 
Eine geringere als die tatsächlich vorhandene Anzahl von Achsen wurde nicht angege-
ben. Diese Ergebnisse bezüglich des NN-Verhaltens werden in der Erstellung der BNF-
Definition berücksichtigt und anhand der Abbildung 3.15 erläutert. 
 
<As> := Definition des Symbols As: Nr. j 
<A> | 1 (insgesamt 7 Alternativen) 
<A> <A> | 2 
<A> <A> <A> | 3 
<A> <A> <A> <A> | 4 
<A> <A> <A> <A> <A> | 5 












p[-]  p ( j, σl )
 p ( j, σ  





p: Angestrebte Initialisierungswahrscheinlichkeit; j: Nummer der Alternative 
<A> <A> <A> <A> <A> <A> <A> 7 
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Gem  n ierte Symbol Achsen As durch eine bis sie-
ben Achsen A Sym -terminiert) enthält hierbei die Attribute 
Auftretenszeitpunkt und Last der nativen des Symbols As iegen ge-
ordnet vor. Mit Hilfe der Variable ternativen bezeichnet. Das 
Ergebnis der NN-Auswertung sei die Detektion von insgesamt 4 Achsen. Zur  
p-Initialisierung wird der Erwart uf die lternative 
j = 4 gelegt. Zugleich werden Abweichungen links σl und rechts σr derart de ass 
die Anzahl der Achsen mit erhöhter rschein it vermindert und m erer 
Wahrscheinlichkeit vergrößert wird. In der Abbildung wurde der Wert σl zu 2 und σr zu 




der Tripelachse des Aufliegers modelliert. 
 
äß Abbildung 3.15 sei das icht-termin
 definiert. Das bol A (nicht
 Achse. Die Alter  l
n j wird die Nummer der Al
ungswert µ der Normalverteilung a A
finiert, d
 Wah lichke it gering
er angestrebten „Optimierungsrichtung“ ermöglicht wird. 
Zur realitätsnahen Abbildung der Fahrzeuge mit Hilfe einer BNF-Definition werd
zu optimierenden Achseigenschaften Achsregionen zugewiesen. Eine Achsregion er-
streckt sich über einen gegebenen Zeitraum und beinhaltet eine oder mehrere Achsen. 
Die Feststellung der Achsregionen erfolgt auf Basis der Ergebnisse bezüglich der Auf-
tretenszeitpunkte der Achsen aus der vorherigen NN-Analyse. Mit Hilfe der Achsregio-
nen ist es möglich, reale Einzelachsen und Achsgruppen zu unterscheiden. 
Darüber hinaus wird in der BNF-Definition zusätzlich zum Attribut y der Analyse er-
fasster globaler Reaktionen (vgl. Abbildung 3.8) ein Korrekturwert Δy berücksichtigt. 
Der Wert ist erforderlich, da lokale Reaktionen in besonderem Maße sensitiv bezüglich 
des Querabstands der Fahrzeuge sind. 
Für den 5-achsigen Sattelzug des Zeitbereichs der Abbildung 3.13 enthält die Abbil-
dung 3.16 eine exemplarische BNF-Definition. 
Ausgehend vom Startsymbol S werden Lösungskandidaten zunächst durch den Korrek-
turwert DtY (Δy) und Achsregionen ARg beschrieben. Die Achsregionen werden jeweils 
durch eine Last Q und Achsen As definiert. Die Last Q kennzeichnet die mittlere Last 
der zugewiesenen Achsen. Die Achsen As enthalten zur Modellierung von Einzelachsen 
und Achsgruppen eine oder mehrere Achsen A. Eine Achse A wird durch eine Abwei-
chung Dev und einen Auftretenszeitpunkt T beschrieben. Mit Hilfe des S
werden Abweichungen einzelner Achslasten einer Gruppe zum Wert Q abgebildet. Ins-
gesamt sind 3 Achsregionen zu erkennen. Hierbei werden mit Hilfe von ARg1 die erste 
Einzelachse (die Lenkachse) des Sattelzugs, mit ARg2 die zweite Achse (die angetrie-
bene Achse) und mit ARg3 die Achsen 
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Abbildung 3.16: Lokale Reaktionen: Exemplarische BNF-Definition der GP-Anal
<DtY> := [-0.30;+0.30;0.01] 
<ARg> := <ARg1> <ARg2> <ARg3> 
<ARg1> := <Q> <As1> 
<ARg2> := <Q> <As2> 
<ARg3> := <Q> <As3> 
<As1> := <A1> | <A1> <A1> 
<As2> := <A2> | <A2> <A2> 
<As3> := <A3> | <A3> <A3> | <A3> <A3> <A3> | <A3> <A3> <A3> <A3> 
<A1> := <Dev> <T1> 
<A2> := <Dev> <T2> 
<A3> := <Dev> <T3> 
<T1> := [9.692;9.752;0.002] 
<T2> := [9.880;9.940;0.002] 
<T3> := [10.024;10.216;0.002] 
<S> := <DtY> <ARg> 
<Q> := [49;134;1] 
<Dev> := [-0.20;+0.20;0.01] 
yse 
D ist eine klare Struktur von mehreren aufeinander 
f en der NN-Analyse ermittelte Anzahl von 
Achsregione ildungsvorschrift. Die BNF-Definition ist 
daher geeign von kontinuierlich erfassten Messgrößen automatisiert er-
stellt zu werden. Die generische Struktur geht jedoch mit Einschränkungen in der wirk-
li etr zeuge einher. Für Einzelachsen und Achsen von 
Achsgruppe
 
fgru  Definition des Symbols A wird auch Einzelachsen eine 
Achslast Q zugewiesen. Zur eindeutigen 
n wäre die Berücksichtigung der Ab-
-
schriften sowie zur Modellierung der Achslasten von Achsgruppen ist die Größe 
jedoch unentbehrlich. 
 
ie dargestellte BNF-Definition we
olgenden Textbausteinen auf. Die im Rahm
Bn bestimmt den Umfang der 
et, zur Analyse 
chkeitsg euen Abbildung der Fahr
n kann das Folgende festgestellt werden: 
 Au nd der gewählten
Abweichung Dev zum Mittelwert ihrer 
Beschreibung der Lasten von Einzelachse
weichung nicht erforderlich. Zur automatisierten Generierung der Bildungsvor
 Das Symbol A enthält den Auftretenszeitpunkt T der Achse. Hierdurch erhalten 
die einzelnen Achsen von Achsgruppen in einem Genotyp jeweils eigene Auftre-
tenszeitpunkte. Der gleichmäßige Abstand der Achsen einer Gruppe kann nicht 
sichergestellt werden. Im Phänotyp wird daher eine Korrektur der Achsabstände 
im Rahmen von lokalen Reparaturen vorgenommen. Die gewählte Repräsentation 
gewährleistet jedoch, dass sämtliche Achsen stets im zulässigen Zeitraum der je-
weiligen Achsregion angelegt und behandelt werden. 
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Die Abbildung 3.17 zeigt eine alternative BNF-Definition, welche die zuvor benannten 
Einschränkungen teilweise nicht aufweist. Die Bildungsvorschrift enthält ebenfalls de-
finierte Textbausteine und erfüllt die Anforderung, automatisiert generierbar zu sein. 
 
<S> := <DtY> <ARg> 
<Q> := [49;134;1] 
<Dev> := [-0.20;+0.2
 
ative BNF-Definition Abbildung 3.17: Lokale Reaktionen: Altern
n
ie vorheri
erden Einz  min-
 zw ssen, direkt unterschieden. Die Achsgruppen werden in ob-
ntie bildet (siehe Abbildung 3.18): Das Symbol AGp beinhaltet 
e ) deren Eigenschaften. Die Achsgruppe AGp wird 
 d niert. Mit Hilfe des Symbols DtT wird der gleich-
ei  einer Gruppe beschrieben. 
 
telwert der Achslasten; zur Definition der 




In der BNF-Definition werden die Achse , wie auch zuvor, Achsregionen ARg zuge-
gen Erläuterungen. Im Gordnet. Für die Symbole gelten d egensatz zur BNF-
elachsen A und Achsgruppen AGp, dieDefinition der Abbildung 3.16 w
destens ei Achsen umfa
jektorie rter Weise abge
eine Achs   und übernimmt („erbt“A
zusätzlich urch die Größe DtT defi
mäßige Z tabstand der Achsen
Für eine Einzelachse A kennzeichnet Q die Last und T den Auftretenszeitpunkt. Im Falle
einer Achsgruppe AGp bezeichnet Q den Mit
Größe T bestehen mehrere Möglichkeiten: T k
oder den Auftretenszeitpunkt der ersten Achse darstellen. Die Achsanzahl einer Gru
folgt aus der Anzahl der Abweichungen Dev, welche ein Symbol As aufweist. Die ge-
wählte Repräsentation kann für die Achsgruppen nicht gewährleisten, dass Auftretens-







tY> := [-0.30;+0.30;0.01] 
<DtT> := [0.036;0.114;0.002] 
<ARg> := <ARg1> <ARg2> <ARg3> 
<ARg1> := <A1> | <AGp1> 
<ARg2> := <A2> | <AGp2> 
<ARg3> := <A3> | <AGp3> 
<A1> := <T1> <Q> 
<A2> := <T2> <Q> 
<A3> := <T3> <Q> 
<AGp1> := <A1> <DtT> <As1> 
Definition des Symbols DtT (Zeitabstand der 
Achsen einer Gruppe): 
Minimaler Abstand der Achsen einer Gruppe: 
1,10 m / 30 m/s = 0,037 s 
Maximaler Abstand der Achsen einer Gruppe: 
1,70 m / 15 m/s = 0,113 s 
Die Werte werden ab- bzw. aufgerundet und 
der Schrittweite (hier: 0,002) angepasst. 
<AGp2> := <A2> <DtT> <As2> 
<AGp3> := <A3> <DtT> <As3> 
<As1> := <Dev> <Dev> 
<As2> := <Dev> <Dev> 




3.5 ANALYSE LOKALER TRAGWERKSREAKTIONEN 65 
gigkeit vom Zeitwert T, der Anzahl an Achsen einer Gruppe und des Abstands DtT 
können einzelne Achsen einer Gruppe unzulässige Auftretenszeitpunkte annehmen. Die 






Abbildung 3.18: Objektorientierte Abbildung der Symbole A und AGp 
 
Die generische Struktur führt somit auch bei dieser BNF-Definition zu Beeinträch-
tigungen. Da im Optimierungsprozess Genotypen ggf. ungültig und verworfen werden, 
sind trotz realitätsnäherer Repräsentation der Einzelachsen und Achsgruppen die Ein-
schränkungen im Vergleich zur Bildungsvorschrift der Abbildung 3.16 gravierender.
DtT : Zeitabstand der Achsen
As : Instanz der Klasse As
"Klasse Achsgruppe" AGp
1
1 Dev : Liste der Lastabweichungen
"Klasse Achsen" As
 
achfolgend werden daher BNF-Definitionen vom Typ der Abbildung 3.16 betrachtet. 
Die Abbildung 3.19 zeigt einen möglichen Genotyp, der auf Basis der BNF-Definition 
der Abbildung 3.16 generiert wurde. 
 






<As1> <Q> <As2><Q> <As3><Q>





<Dev> <T1> <Dev> <T3> <Dev> <T3>
0.00 +0.06 +0.04 
9.9089.724 10.052 10.118 10.184
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3.5.4 ti  Operatoren 
Die evolutionären Oper er pr
angewendet. Die Param Ev re thmus (Größe der Population, Re-
kombinations iten) werden rministisch adaptiert 
(vgl. E er und Unte u  Kapite D tation erfolgt mit Hilfe 
der Wahrscheinlichkeitsverteilungen der Initialisierung. 
3.5.5 Lokale Reparaturen, Fitnesswertermittlung und Selektion 
Im Unterschied zur Analyse von gemessenen globalen Reaktionen werden die Mess-
w es einzelne ors untersuc  Anwend  entwicke rfahrens 
werden zweckmäßigerweis re Sensor rfassung alen R  
installiert (vgl. auch Δε  und Δε  der Abbildung 3.1). Der Analyse wird das Mess
sten ist und die 
Lasten am deutlichsten erkennen lässt. Da die Auswertung der lokalen Reaktionen an 
t, kann zur Bestimmung des nächstgelegenen 
bten minimalen Achsabstands 
und fpen,2 die Unterschreitung einer angestrebten Anzahl an Achsen. Die Faktoren wer-
m aktu-













ie p-Murläut rsuch l 5). 
 
erte ein n Sens ht. Zur ung des lten Ve
e mehre en zur E  der lok eaktionen
-c,3 c,4
signal unterzogen, dessen Sensor den einwirkenden Radlasten am näch
die der globalen Reaktionen anschließ
Sensors das Attribut des Fahrzeug-Querabstands y herangezogen werden. 
Das Optimierungsziel besteht im Wesentlichen in der Minimierung der Fehlerquadrat-
summe aus aufgezeichneten und berechneten Dehnungen (Gleichung 3.6). Darüber hin-
aus gehen in die Fitnesswertermittlung zwei Straffaktoren fpen,1 und fpen,2 ein. Der Faktor 
fpen,1 berücksichtigt die Unterschreitung eines angestre
den jeweils ermittelt, indem der angestrebte Wert (Index „int“) ins Verhältnis zu
ellen W
grenzung auf Werte, welche größer als die angestrebten sind, vornimmt, wird hierdurch 
eine Lösungsannäherung von zwei statt von einer Seite unterstützt. Mit Hilfe des Fak-
tors fpen,2 wird zudem das Lösungsverhalten berücksichtigt, wonach ein trainiertes NN 
die richtige oder eine höhere Anzahl von Achsen detektiert. In die Gütebeurteilung der 
Lösungskandidaten fließt hiermit Domänenwissen ein. Das GP-Optimierungsverfahren 
gewinnt mit Hilfe der Straffaktoren deutlich an Flexibilität und Leistungsstärke. 
 
2K
m,k c,k1     
fit pen,1 pen,2
k=1 defK
  a def
   e f f  mit a  << 1 (3.6) 
pen,1 min,int min,pre 1,0 f x x  und pen,2 int pre 1,0 f n n  
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Δεc,k Berechneter Dehnungswert 
 
Wie auch im GP-Verfahren zur Analyse d agwerksreaktionen umfas
Fitnesswertermittlung die drei Schritte: 
 




 vor. BNF-Definitionen, welche dem 
ner 
r aufweisen. Enthält eine Achsregion drei 
te der 
ss sich gleiche Abstände ergeben. Hierdurch 
ird irklichkeitsgetreue Modellierung der Fahrzeu-
e sichergestellt. 
us wird eine definierte Anzahl bester 
n übernommen. 
Mit: efit Fitnesswert 
 fpen,1 Straffaktor zur Berücksichtigung der Unterschreitung des Werts xint,min 
 fpen,2 Straffaktor zur Berücksichtigung der Unterschreitung des Werts nint 
 K Anzahl diskreter Messwerte, die im untersuchten Zeitbereich enthalten sind 
 k Zähler der Messwerte 
 xmin,int Angestrebter minimaler Achsabstand (zu definierende Konstante) 
 xmin,pre Vorhandener minimaler Achsabstand 
 nint Angestrebte Anzahl an Achsen (basierend auf den Ergebnissen des NN) 
 npre Vorhandene Anzahl an Achsen 
 adef Konstante des Nenners zur Erzielung von interpretierbaren Werten efit 
 Δεm,k Gemessener Dehnungswert 
 
er globalen Tr st die 
1) Erzeugung des Phän
2) Ausführen von lokalen Reparaturen, bei vorgenommenen Änderungen den Gen
erneut generieren und 
3 ung des Fitnesswerts für den Phänotyp gemäß Gleichung 3.6. 
 
Die lokalen Reparaturen sehen die Überprüfung und – sofern erforderlich – di
turen der Abstände der Achsen von Achsgruppen
Typ der Abbildung 3.16 entsprechen, können nicht gewährleisten, dass die Achsen ei
Gruppe einen gleichen Abstand zueinande
Achsen oder mehr, so werden deren Abstände geprüft und die Auftretenszeitpunk
einzelnen Achsen derart abgeändert, da
w  Vorwissen berücksichtigt und die w
g
Die Selektion wird auf Grundlage der berechneten Fitnesswerte durchgeführt (vgl. Glei-
hungen 2.1 und 2.2). Im Rahmen eines Elitismc
Individuen unverändert in die Nachfolgegeneratio
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3.6 Zusammenführung der entwickelten Methoden 
 dem Begriff „Element“ ist im objektorientierten Sinne eine Klasse zu 
heidung der Analyse 
on globalen und lokalen Tragwerksreaktionen sowie die Aufrufe der jeweiligen Opti-
mierungskerne werden verdeutlicht. Anhand eines Ablaufdiagramms wird unter ande-
rem veranschaulicht, aufgrund welcher Bedingungen Fahrzeuge im Optimierungspro-
zess verworfen bzw. identifiziert werden. 
In der Beschreibung der wesentlichen Elemente werden ausschließlich die Funktionali-
täten behandelt, die im unmittelbaren Zusammenhang mit den Optimierungsverfahren 
zur Analyse der globalen und der lokalen Reaktionen stehen. Die Methoden und Attri-
bute, die zur weiteren Verarbeitung von evolutionär optimierten Größen dienen, sind 
nicht Gegenstand der Erläuterungen. Um den eindeutigen Bezug zu den globalen bzw. 
den lokalen Reaktionen zu gewährleisten, werden für die Variablen die Indizes „glo“ 
und „lok“ gesetzt. In diesem Abschnitt werden Bezeichnungen gewählt, die in diesem 
Kapitel bereits Anwendung fanden. Mögliche Klassenbezeichnungen werden im Text in 
gesonderter Schriftart angezeigt. 
3.6.2 Wesentliche Elemente: Funktionalitäten und Eigenschaften 
Sensor 
Ein am Bauwerk installierter Sensor wird mit Hilfe des Elements Sensor abgebildet. 
Das Element besitzt einen Zugriff auf die Messdaten des realen Sensors. Über eine 
Schnittstelle ist die Berechnungskomponente, im Allgemeinen ein Finite Elemente (FE) 
Kern, angeschlossen. Der FE-Kern ermittelt für eine gegebene Belastungssituation im 
Rechenmodell die Dehnungen am Ort des Sensors. Die Klasse Sensor muss über Me-
thoden verfügen, welche die erfassten bzw. die berechneten Dehnungen zurückgeben. 
3.6.1 Allgemeines 
Die entwickelten Methoden werden im IIM-Algorithmus integriert. Nachfolgend wer-
den die Anforderungen definiert, welche eine Implementierung des Algorithmus erfül-
len soll. Die wichtigsten Elemente einschließlich deren Eigenschaften und Operationen 
werden erläutert und in einem UML (Unified Modeling Language) Diagramm zusam-
mengeführt. Unter
verstehen, die „Eigenschaften“ beschreiben deren Attribute und die „Operationen“ 
kennzeichnen die Methoden bzw. Funktionen der Klasse. Der grundlegende Ablauf der 
Messdatenanalyse in Zeitschritten wird dargestellt. Die Untersc
v
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Fahrzeug 
Fahrzeug beinhaltet als Objekt ein Fahrzeug einschließlich sämtlicher erforderlicher 
hsen eines Fahrzeugs werden durch das Element Achse reprä-
sentiert. Das Element enthält die Attribute Achslast und Auftretenszeitpunkt der Achse. 
 Klasse GesamtEreignis muss Mechanis-
en“ dessen Funktionalitäten und Eigenschaften. 
PhaenotypGlobal repräsentiert die Phänotypen des EA-Kerns der globalen Reak-
 Fest-
stellung der Auftretenszeitpunkte einzelner Fahrzeugachsen erfordert die Klasse Phae-
okal einen Zugriff auf die Neuronale Netz Komponente. Beide Phänotyp-
Attribute. Die Einzelac
Achsgruppen werden mit Hilfe der Klasse Achsgruppe abgebildet. Achsgruppe er-
weitert das Element Achse und übernimmt dessen Eigenschaften. In Übereinstimmung 
mit der grundsätzlichen BNF-Definition der Abbildung 3.16 ist in Achsgruppe das 
Attribut der Achslast als die mittlere Last der Achsen zu definieren. Die Abweichungen 
von einzelnen Achslasten zum Mittelwert sind in geeigneter Weise vorzuhalten. Identi-
fizierte Fahrzeuge werden im Element Fahrzeuge abgelegt. 
 
Gesamtereignis, Einzelereignis 
Ein EinzelEreignis enthält genau ein Fahrzeug und zusätzliche Attribute, welche 
die Optimierungsprozesse erfordern. Die untersuchten Einzelereignisse werden im Ele-
ment GesamtEreignis vorgehalten. Die
men bereitstellen, die es ermöglichen, Einzelereignisse zum Gesamtereignis hinzuzufü-
gen bzw. zu entfernen. Zur Fitnesswertermittlung muss die Klasse Methoden berück-
sichtigen, die zu einer gegebenen Belastungssituation (Fahrzeuge der Einzelereignisse) 
und zu dem Ort eines realen Sensors berechnete Dehnungen zurückgeben. 
 
Abbildung der Phänotypen 
Die Phänotypen der evolutionären Optimierungsprozesse werden mit Hilfe der Ele-
mente PhaenotypGlobal und PhaenotypLokal beschrieben. Diese erweitern das 
Element GesamtEreignis und „erb
tionen, wohingegen PhaenotypLokal die der lokalen Reaktionen darstellt. Zur
notypL
Klassen müssen Methoden aufweisen, welche die Transformation vom Phänotyp in den 
zugehörigen Genotyp und umgekehrt gestatten. Derartige Transformationen sind zur 
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Einstellungen, Sprachdefinitionen 
 
eugachsen zu entwickeln. 
etupGlobal und SetupLokal beinhalten zudem die jeweils zugeordneten Sensoren 
mit auf die auszuwertenden Messdaten. Die Elemente 
esitzt zudem 
en Zugriff auf die GP-Optimierungskomponente. 
Allgemeine Einstellungen zum jeweiligen Analyseverfahren werden in SetupGlobal 
und SetupLokal vorgehalten. Zweckmäßigerweise erfolgt die Initialisierung der 
Backus-Naur Form (BNF)-Definitionen mit Hilfe dieser Elemente. Die entsprechenden 
Methoden der zugehörigen Klassen müssen den besonderen Belangen zur Berücksichti-
gung von Domänenwissen in der Erstellung der BNF-Definitionen gerecht werden: Die 
BNF-Definition zur Analyse der globalen Reaktionen ist basierend auf den Einzelereig-
nissen des vorherigen Zeitschritts und möglicher Folgefahrzeuge anzulegen; die 
Sprachdefinition der lokalen Reaktionen ist unter Beachtung der Ergebnisse des Neuro-
nalen Netzes bezüglich der Auftretenszeitpunkte der Fahrz
S
(Typ Sensor) und verweisen so
PhaenotypGlobal und PhaenotypLokal erhalten einen Zugriff auf das jeweils zu-
gehörige Element SetupGlobal bzw. SetupLokal. 
 
Steuerung und Verknüpfung der Prozesse 
Die Steuerung und Verknüpfung der einzelnen Prozesse wird mit Hilfe des Elements 
Steuerung vorgenommen. Das Element enthält das statische Gesamtereignis GEstat 
und die im Rahmen der Messdatenanalyse identifizierten Fahrzeuge. Es b
d
 
Aufgrund der aufgeführten Anforderungen und Überlegungen ergibt sich das in der Ab-
bildung 3.20 auszugsweise dargestellte Klassendiagramm. 
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Abbildung 3.20: UML-Klassendiagramm der Verkehrslastidentifikation 
3.6.3 Prinzipieller Ablauf der Messdatenanalyse 
Funktionalitäten der Klasse Steuerung und hiermit wesentliche Aspekte des Ablaufs 
Die Messdatenanalyse erfolgt innerhalb einer Schleife über Zeitschritte Δtglo, bis das 
Ende der Messdaten erreicht wird. Zur Erzielung eines effizienten Analyseverfahrens 
werden Zeitabschnitte ohne Verkehr in den Messungen detektiert und vom Optimie-
rungsprozess ausgeschlossen. Das statische Gesamtereignis GEstat enthält somit sowohl 
zu Beginn als auch zu einem späteren Zeitpunkt der Messdatenanalyse mindestens ein 
Einzelereignis EE mit zugeordnetem Fahrzeug, welches in den Optimierungsprozessen 
untersucht wird. 
Nach der Initialisierung sowie nach der Durchführung eines Zeitschritts wird für die 
Fahrzeuge aller EE des GEstat geprüft, ob sie das Zeitintervall, welches zur Analyse von 
erfassten globalen Reaktionen betrachtet wird, bereits verlassen haben (Gleichung 3.7). 
Einzelereignisse, deren Fahrzeuge die Bedingung der Gleichung 3.7 erfüllen, gelten als 
der Messdatenanalyse werden nachfolgend anhand der Struktogramme der Abbil- 
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identifiziert und werden abgelegt. Die Einzelereignisse werden in den Optimierungs-
prozessen nicht weitergehend behandelt. Da die Fahrzeuge der Einzelereignisse mögli-
cherweise die Ursache von Tragwerksreaktionen darstellen, die unter anderem die 
Messwerte eines aktuell betrachteten Zeitintervalls hervorriefen, werden die Einzeler-
eignisse jedoch zunächst im statischen Gesamtereignis beibehalten. 
 
n  (3.7) 
 
In einer anschließenden Prüfung werden die EE des GEstat festgestellt, welche nicht 
mehr in den Optimierungsprozessen betrachtet werden und deren Fahrzeuge das Bau-
werk verlassen haben. Diese Einzelereignisse üben keinen weiteren Einfluss auf die 
Fitnesswertermittlungen der evolutionären Optimierungsverfahren aus. Derartige EE 
sind für das GEstat ohne Bedeutung und werden aus diesem entfernt. 
Einzelereignisse, die weiterhin Bestandteil der Optimierungsprozesse sind, werden be-
züglich des Erfordernisses der Ermittlung der Fahrzeugachseigenschaften überprüft. Die 
Attribute Auftretenszeitpunkt ti und Last Qi der i-ten Achse werden im Rahmen der  
Analyse von erfassten lokalen Tragwerksreaktionen bestimmt. Es werden hierzu die EE 
festgest er Pa-
rameter a bezeichnet hierin eine Größe, welche die Anzahl der Zeitschritte bis zur erst-
t. 
0 glo,mit t
ellt, deren Fahrzeuge der Bedingung der Gleichung 3.8 nachkommen. D
maligen Optimierung der Fahrzeugachseigenschaften bestimm
 
0 glo,min glo  t t a t  mit 0,0 1,0 a  (3.8) 
 
Bei Erfüllung der Bedingung gemäß Gleichung 3.8 und zugleich noch nicht erfolgter 
prozesse sind, übergeordnete Fahrzeugeigenschaften, wie der Auftre-
tenszeitpunkt des Fahrzeugs t , das Gesamtgewicht Q  und die Geschwindigkeit v, er-
Ermittlung der Achsattribute oder maßgeblich geänderter Fahrzeuggeschwindigkeit 
gegenüber den Ergebnissen des vorherigen Zeitschritts werden die erfassten lokalen 
Tragwerksreaktionen analysiert. 
Basierend auf dem GEstat und den zugeordneten EE werden schließlich die globalen 
Reaktionen untersucht. Im Rahmen dieser Analyse werden für alle EE, die Gegenstand 
der Optimierungs
0 tot
mittelt. Zudem werden mit Hilfe dieser Analyse mögliche Folgefahrzeuge identifiziert. 
Sofern keine weiteren Messdaten vorhanden sind, endet die Messdatenanalyse. Andern-
falls wird ein Zeitschritt ausgeführt und das nachfolgende Zeitintervall untersucht. 
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Abbildung 3.21: Struktogramme der Messdatenanalyse
Schleife über die EE des GEstat
     EE wird nicht mehr im Optimierungsprozess 
                          betrachtet
Schleife über die EE des GEstat
Fahrzeugattribut t0 < tglo,min des Zeitintervalls
Das Fahrzeug des Einzelereignisses EE gilt als identifiziert 
und wird abgelegt. Im Optimierungsprozess wird das EE nicht 
ferner behandelt. Speicher
ja
EE für GEstat ohne 
Bedeutung (zugeh. 
Fahrzeug hat das 
Bauwerk verlassen)
ja




(Fahrzeugattribut t0 < tglo,min + a · tglo mit 0,0 < a < 1,0) &&




 Erhalt der Fahrzeugachseigenschaften
Optimierung: Globale Tragwerksreaktionen


























Start: Messdaten einlesen, Objekte 








4.1 Übersicht, Voraussetzungen 
Die Wissensentdeckung in Datenbanken (englisch: Knowledge Discovery in Databases, 
KDD) beschäftigt sich mit Methoden und Techniken zum Erhalt verwendbarer hoch-
wertiger Informationen aus „voluminösen“, „rohen“ Datenbeständen. Der KDD-Prozess 
sieht in der Hauptsache drei konsekutive Schritte vor: (i) Daten-Aufbereitung, (ii) Data-
Mining und (iii) Daten-Nachbereitung [FrPM92, FaPS96, Mitr02] (Abbildung 4.1). Im 
Vorgehen stellt Data-Mining den wesentlichen Analyseschritt dar – es ist der eigent-
liche Kern, welcher zur Erkennung und Extraktion von Mustern und Regelmäßigkeiten 
dient. Um größtmöglichen Erfolg im Data-Mining zu haben, wird dieser Vorgang im 

















Abbildung 4.1: Prozess der Wissensentdeckung in Datenbanken (KDD) 
 
Die dargestellten drei Schritte des KDD-Prozesses gelten gleichermaßen im Rahmen 
der Lastidentifikation auf der Basis von kontinuierlich erfassten Tragwerksreaktionen. 
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Die Messdatenanalyse zur Feststellung einzelner Fahrzeuge einschließlich der beschrei-
benden Attribute kann bezogen auf die Abbildung 4.1 als der Data-Mining Schritt be-
trachtet werden. Die Daten-Aufbereitung beinhaltet die erforderlichen Methoden und 
Techniken, um die anschließende Analyse zu ermöglichen bzw. deren effizienten Ab-
lauf zu unterstützen. Die Nachbereitung umfasst sämtliche Aspekte, welche die Inter-
pretation und Verwendung der gewonnenen Informationen betreffen. 
Um die Eignung des im vorangegangenen Kapitel vorgestellten Ansatzes zu demons-
trieren, wurde dieser prototypisch implementiert. Mit Hilfe des umgesetzten IIM-
Algorithmus wird im 5. Kapitel eine Evaluierung der angewandten Soft Computing 
Methoden durchgeführt. Im 6. Kapitel wird die entstandene Softwareapplikation zur 
Auswertung von Messdaten, die im Rahmen einer Dauermessung über 4 Monate an 
einem repräsentativen Brückenbauwerk gewonnen wurden, eingesetzt. Zur Vorhaltung 
und Aufbereitung der Messdaten wurde eine Softwareapplikation mit der Bezeichnung 
PreProc entwickelt und implementiert. Die Nachbereitung der erhaltenen Ergebnisse 
wird mit Hilfe einer entwickelten Anwendung namens PostProc und handelsüblichen 
Tabellenkalkulationsprogrammen durchgeführt. Die eigenen Entwicklungen wurden 
objektorientiert in der Programmiersprache C++ umgesetzt. 
4.2 Daten-Vorhaltung und -Aufbereitung 
Die entwickelte Softwareapplikation PreProc ermöglicht das Vorhalten von kontinuier-
lich erfassten Messdaten und bietet zugleich die erforderlichen Funktionalitäten zu  
deren Aufbereitung. 
Die Abbildung 4.2 zeigt das Hauptfenster der entstandenen Anwendung. In der Ansicht 
sind 8 s Messaufzeichnung für 4 Messelemente vom 26.04.2006 von 11:12:42,6 Uhr bis 
11:12:50,6 Uhr zu erkennen. Prinzipiell kann eine beliebige Anzahl an Messsignalen 
visualisiert werden. 
Das Vorhalten der Messdaten erfolgt für einzelne Sensoren. Die Speicherung der Daten 
wird binär in einem eigens entwickelten Datenformat vorgenommen. Die Anwendung 
verfügt über Import-Funktionen, um digital erfasste Messgrößen einzulesen. Das entwi-
ckelte Datenformat berücksichtigt die speziellen Anforderungen hoher Datenvolumina, 
die im Rahmen von Dauermessungen anfallen. Ein einzelnes Messelement, welches mit 
250 Hz abgetastet wird, hat in einer Woche 2,3 GByte Messdaten zur Folge (= 604800 s 
{1 Woche} · 250 Hz · 16 Byte {2 double: Zeit- & Messwert} / 1024^3). Da derartige 
Volumina nicht als Ganzes im Hauptspeicher bearbeitet werden können, werden die 
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Messdaten in „Päckchen“ begrenzter Umfänge in einzelnen serialisierten Datendateien 
abgelegt (Datei-Erweiterung: dat) und verarbeitet. Der Datenstruktur der doppelt ver-
knüpften Listen (englisch: doubly linked-lists) entsprechend verweisen die dat-Dateien 
auf die jeweils vorherige und folgende Datei. In der Listenstruktur referenzieren die 
erste Datendatei als vorherige Datei und die letzte als folgende auf Null. Zur Bearbei-
tung der Messdaten wird zu einem Zeitpunkt maximal eine Datendatei in den Haupt-
speicher geladen. Mit Hilfe von geeigneten Methoden können einzelne Messwerte di-
rekt angesprochen, Messzeiträume erhalten, bearbeitet und visualisiert werden. Um den 
gezielten Zugriff auf Messdaten eines Sensors zu ermöglichen, werden relative Datei-
pfade und Messzeiträume der Datendateien in einer separaten Verwaltungsdatei (Datei-
Erweiterung: ver) vorgehalten. Zum Erhalt von Messdaten eines definierten Zeitpunkts 
oder Zeitraums muss hiermit nicht die gesamte Listenstruktur durchlaufen werden. Die 
Abbildung 4.3 verdeutlicht die entworfene Datenstruktur beispielhaft für Datendateien, 
welche jeweils 10 min Messungen enthalten. Für eine Abtastfrequenz von 250 Hz wür-
de eine derartige dat-Datei eine Größe von etwa 2,3 MByte annehmen. Diese kann 






Abbildung 4.2: Entstandene Softwareapplikation PreProc 





 enthalten die Messdaten 
Verwaltungsdatei (ver-Datei) 
 enthält Zeiger auf die Messdaten 
Bezeichnung: epsXX.ver 
Datei 1: epsXX0001.dat 
Daten von 26.04.06 11:00:00 Uhr 
 bis 26.04.06 11:10:00 Uhr 
Datei 2: epsXX0002.dat 
Daten von 26.04.06 11:10:00 Uhr 
































Abbildung 4.3: Datenformat: Verwaltungsdatei und Datendateien eines Messsignals 
 
Zur Aufbereitung von Messdaten enthält PreProc die folgenden Funktionalitäten, die 











Zur Unterstützung einer effizienten Messdatenanalyse im Rahmen des IIM-Algorithmus 
wird für die zu untersuchenden Messaufzeichnungen die Nulllinienlage ermittelt. Sen-
sorsignale, welche in der kontinuierlichen Messdatenerfassung aus ihrem ursprüngli-
chen Messniveau „abwandern“, erhalten hiermit ein definiertes Bezugsniveau. Der rech-
nerische Aufwand des Optimierungsprozesses wird erheblich reduziert, da das Messni-
veau nicht als Unbekannte behandelt werden muss. 
Das Nullniveau wird berechnet durch die Feststellung von Zeitabschnitten ohne Fahr-
zeugverkehr auf dem Bauwerk. Gemäß Abbildung 4.4 werden im Zeitabstand m Ab-
schnitte, deren Messwerte über die Dauer s Abweichungen kleiner oder gleich a zum 
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Mittelwert der Messwerte aufweisen, detektiert. Die Abschnitte werden als Stützpunkte 
zur Berechnung der Nulllinie herangezogen. 
 
 
Abbildung 4.4: Nullniveau 
 
Die Abbildung 4.5 zeigt den Dialog zur Berechnung der Nulllinienlage. Gemäß den 
vorherigen Erläuterungen sind Angaben bezüglich m, s und a zu treffen. 
 
Erforderliche Vorgaben 
gemäß Abbildung 4.4 
 
Abbildung 4.5: Dialog: Nullniveau 
 
Synchronisation 
Diese Funktionalität ermöglicht das Verschieben einer Messaufzeichnung um einen zu 
definierenden Zeitwert. Die Aufzeichnungen verschiedener Messsensoren können hier-
mit synchronisiert werden. 
 
Skalierung 
Unter Anwendung der Skalierung werden die Messwerte eines Sensorsignals mit einem 
fest vorzugebenden Faktor multipliziert. Mit Hilfe dieser Funktion können Längenän-
derungen Δlm, die mit Wegaufnehmern über die Basislänge l gemessen wurden, in Deh-
nungen Δm = Δlm/l umgerechnet werden. Die Aufzeichnung von Dehnungsmessstrei-
fen, die falsch gepolt wurden, kann durch Multiplikation mit –1 hinsichtlich des Vorzei-
chens korrigiert werden. 
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Sampling 
Das Messsignal wird an eine zu definierende Abtastfrequenz angepasst. Die Wahl einer 
geringeren als die ursprüngliche Abtastfrequenz reduziert den Datenumfang bei Verlus-
ten hinsichtlich der Auflösung des Messsignals. 
 
Differenz 
Zwei Messsignale werden voneinander subtrahiert. Zur Subtraktion können für die Sig-
nale jeweils Angaben bezüglich Synchronisation und Skalierung getroffen werden. 
 
Löschen 
Diese Funktionalität erlaubt das Entfernen zu definierender Messabschnitte. Zu lö-




Zur Reduzierung von Signalrauschen und dynamischen Effekten wurde ein digitales 
Filter gemäß [Smit99] implementiert. Das Filter beruht auf einer Fast Fourier-
Transformation und ermöglicht das Entfernen gegebener Frequenzbereiche. Die Abbil-
dung 4.6 zeigt den Dialog des Filters. Für die verwendeten Messdaten eines realen 
Bauwerks sind die Eigenfrequenzen, die auch im Rahmen von verifizierenden Finite 





Abbildung 4.6: Dialog: Digitales Filter 
 
Zur Weiterverarbeitung von Messdaten bietet PreProc verschiedenste Export-
Funktionen. Diese umfassen unter anderem den Export der Daten im csv-Format (zur 
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Verwendung in Tabellenkalkulationsprogrammen) und im Textformat mit Leerzeichen- 
oder Tabulatortrennung wahlweise mit Punkt oder Komma als Dezimaltrenner. 
4.3 Messdatenanalyse 
Der IIM-Algorithmus wurde prototypisch implementiert. Die entwickelte Softwareap-
plikation kann zur Analyse von Tragwerksreaktionen, die an einem Überbau mit einer 
Richtungsfahrbahn und zwei Fahrstreifen erfasst werden, eingesetzt werden. Zur Auf-
zeichnung von Tragwerksreaktionen, die vornehmlich durch globale oder lokale Anteile 
dominiert werden, sollte der Überbau einen Plattenbalken- oder Hohlkastenquerschnitt 
aufweisen. Der Schwerverkehr eines Fahrstreifens wird durch die Auswertung von zwei 
Sensorsignalen identifiziert. Die globalen Reaktionen werden hierzu mit Hilfe eines 
Sensors am Steg und die lokalen Reaktionen mit einem Sensor an der Unterseite der 
Fahrbahnplatte erfasst. Die Dehnungsberechnung erfolgt im implementierten Algorith-
mus durch die Auswertung von berechneten Einflusslinien (globale Stegreaktionen) und  







Abbildung 4.7: Screenshot der Softwareapplikation IIM 
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In den beiden Ansichten der IIM-Applikation gemäß Abbildung 4.7 sind sowohl die 
erfassten als auch die berechneten Tragwerksreaktionen dargestellt. Der unteren Ansicht 
können die globalen Reaktionen einschließlich der ermittelten Fahrzeuggesamtgewichte 
und -geschwindigkeiten entnommen werden. Für das mit einem Kreuz markierte Fahr-
zeug werden in der oberen Ansicht die lokalen Reaktionen mit den ermittelten Achslas-
ten gezeigt. Für dieses 5-achsige Fahrzeug wurden das Gesamtgewicht zu 43,0 t, die 
Geschwindigkeit zu 82,8 km/h und die Achslasten zu 6,5 t, 11,3 t, 8,8 t, 8,3 t und 8,1 t 
bestimmt. Die Ergebnisse stammen aus der Anwendung der Applikation im Rahmen 
einer Langzeitmessung an einem repräsentativen Brückenbauwerk (vgl. Kapitel 6). 
Die Messdatenanalyse greift auf das entwickelte und in der PreProc-Applikation ver-
wendete binäre Datenformat der Messdaten zurück. Die bereits vorhandenen Methoden 
zur Verarbeitung der Daten wurden somit direkt verwendet. Identifizierte Fahrzeugda-
ten werden binär abgespeichert. 
4.4 Daten-Nachbereitung 
Die entwickelte Softwareapplikation PostProc unterstützt die Evaluation und Interpreta-
tion der gewonnenen Ergebnisse. Die mit Hilfe der IIM-Applikation identifizierten und 
binär gespeicherten Fahrzeugdaten können eingelesen und die Ergebnisse zur weiteren 
Nachbereitung in Tabellenkalkulationsprogramme exportiert werden. Die Abbil- 
dung 4.8 zeigt den wesentlichen Dialog, der die Definition von Sortier- und Filterkrite-
rien gestattet. Gemäß den getroffenen Vorgaben werden die Fahrzeuge nach Auswahl 
eines gesonderten Menüpunkts exportiert. Mögliche Ergebnisse der Nachbereitung in 
Tabellenkalkulationsprogrammen können dem Kapitel 6 entnommen werden. 
 
Definition der Filter-/Sortierkriterien 
 
Abbildung 4.8: Dialog: Einstellungen zur Nachbereitung gewonnener Ergebnisse 
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Zusätzlich zu einem adäquaten Entwurf sind der Prozess der Lösungsfindung sowie die 
erzielbare Lösungsqualität bei angewandten Methoden des Soft Computing von einer 
Vielzahl an Parametern abhängig. Ein günstiges Lösungsverhalten wird maßgeblich 
durch die zweckmäßige Wahl der wesentlichen Größen beeinflusst. Zur effizienten 
Lastidentifikation auf der Basis von Evolutionären Algorithmen und Neuronalen Netzen 
ist daher die detaillierte Untersuchung der entwickelten Verfahren erforderlich. 
Im Rahmen von umfangreichen Studien werden die wichtigsten Parameter hinsichtlich 
ihres Einflusses auf das Lösungsverhalten evaluiert. Da angewandte Soft Computing 
Methoden stets im Umfeld der zu Grunde liegenden Problemstellung zu betrachten sind, 
wird die Evaluierung der eigenen Entwicklungen anhand eines Anwendungsproblems 
durchgeführt. Den Studien werden reale Messungen eines repräsentativen Brückenbau-
werks zu Grunde gelegt (vgl. auch Kapitel 6). 
Die Untersuchungen erfolgen losgelöst vom Gesamtansatz für die eingesetzten Neuro-
nalen Netze und die entwickelten evolutionären Optimierungskerne zur Auswertung 
von erfassten globalen und lokalen Tragwerksreaktionen. Im Folgenden werden die 
prinzipiellen Vorgehensweisen der Evaluierung erläutert und im Anschluss die Ergeb-
nisse der durchgeführten Studien gezeigt. 
 
Achsdetektion mit Hilfe künstlicher Neuronaler Netze 
Die Messdatenanalyse von erfassten lokalen Tragwerksreaktionen erfolgt statisch für 
vorgegebene Zeitbereiche (vgl. Kapitel 3.5). Zur Unterstützung eines effizienten Vor-
gehens wird im Rahmen des umgesetzten Optimierungsalgorithmus ein mehrschichtiges 
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vollverknüpftes vorwärtsbetriebenes Neuronales Netz (NN) eingesetzt. Mit Hilfe des 
Neuronalen Netzes werden die Auftretenszeitpunkte ti der Achsen (i: Index der Achse) 
eines Fahrzeugs vor Ablauf der Optimierungsroutine abgeschätzt. 
Im Unterschied zu evolutionären Optimierungsverfahren existieren bei Neuronalen  
Netzen keine manuell, vorab zu definierenden Parameter, welche den Ablauf der  
NN-Auswertung direkt beeinflussen. Das NN-Lösungsverhalten wird im Wesentlichen 
durch Netzstruktur und Trainingsumfang bestimmt. Die Evaluierung erfolgt daher für: 
 
 Netze unterschiedlicher Anzahl von Eingängen, 
 Netze unterschiedlicher Topologien und 
 Netze unterschiedlichen Trainingsumfangs. 
 
Die minimal erforderliche Anzahl der Eingänge p folgt aus der Überlegung, wie viele 
aufgezeichnete, diskrete Messpunkte zur eindeutigen Darstellung des extremalen Mess-
ergebnisses infolge von mindestens einer Achslast erforderlich sind. Der k-te diskrete 
Messpunkt wird beschrieben durch einen Messzeitpunkt tin,k und -wert Δεm,in,k. Zur  
NN-Auswertung werden ohne Berücksichtigung von tin,k normierte Werte ║ Δεm,in,k ║ an 
das NN angelegt (vgl. auch Gleichung 3.3). Bei einer konstanten Abtastfrequenz ist der 
Bezug auf tin,k zur NN-Analyse nicht notwendig. Die Anzahl der erforderlichen Ein-
gänge ist daher von der Abtastfrequenz fs des Messsignals abhängig. Die im Rahmen 
der Evaluierung betrachteten lokalen Tragwerksreaktionen des Anwendungsproblems 
wurden mit 250 Hz abgetastet. Für fs = 250 Hz, einen minimalen Achsabstand von 
xmin = 1,31 m (üblicher Achsabstand der Tripelachse von Sattelaufliegern) und eine an-
genommene maximale Fahrzeuggeschwindigkeit von vmax = 30 m/s sind mindestens  
11 Eingänge (= 250 · 1,31 / 30) erforderlich, um eine Achse in der Messung abzubilden. 
In der Evaluierung werden Netze mit 20, 40 und 50 Eingängen betrachtet. 
Der NN-Inferenzmechanismus wird in besonderem Maße durch die gewählte Netzstruk-
tur bestimmt. Aufgrund des Black-Box-Charakters von Neuronalen Netzen kann der 
Ablauf der Auswertung nur mit Schwierigkeiten direkt interpretiert werden. Aus diesem 
Grund werden in den Studien die 4 Topologie-Typen gemäß den Festlegungen der Ab-
bildung 5.1 gegeneinander bewertet. Hierbei kennzeichnet der Typ 1 Netze mit einer 
inneren Schicht, wohingegen Typ 2 insgesamt zwei verdeckte Schichten berücksichtigt. 
Es wird eine Anzahl innerer Neuronen von 1,0-mal der Anzahl Eingänge p bis 3,0 · p 
betrachtet. Die Varianten 1.2 und 2.1 weisen mit 2,0 · p eine identische Anzahl innerer 
Neuronen bei unterschiedlicher Anzahl von verdeckten Schichten auf. 
5.1 GRUNDLAGEN  85 
 
Abbildung 5.1: Untersuchte Topologien 
o 
 i1 i2 ip  i1 i2 ip 
o 
Typ 1 Typ 2
Typ Innere Innere Neuronen 
[-] Schichten je Schicht in Summe
1.1 1 1,0 · p 1,0 · p 
1.2 1 2,0 · p 2,0 · p 
Typ Innere Innere Neuronen 
[-] Schichten je Schicht in Summe
2.1 2 1,0 · p 2,0 · p 
2.2 2 1,5 · p 3,0 · p 
 
Der Trainingsumfang der betrachteten Neuronalen Netze wird in der Evaluierung vari-
iert. Insbesondere der Anteil der positiven zu den negativen Datensätzen wird bei  
konstanter Anzahl an Durchläufen und gleichen Genauigkeitsanforderungen verändert. 
Ein positiver Trainingsdatensatz beschreibt im Unterschied zu einem negativen für tin,mid 
(vgl. Gleichung 3.5) die Anwesenheit einer Achse. Der Ausgabewert eines positiven 
Datensatzes wird zu 1 gesetzt, der eines negativen zu 0. Die Berücksichtigung unter-
schiedlicher Verhältnisse der positiven zu den negativen Datensätzen dient zur Bewer-
tung eines möglichen Übertrainings bzw. der Übergeneralisierung der Netzwerke hin-
sichtlich eines speziellen Typs der Trainingsdatensätze. Es werden Kombinationen aus 
2000 positiven zu 1000, 2000 und 4000 negativen Datensätzen untersucht. 
Zur NN-Evaluierung werden Testdatensätze verwendet, die nicht zum Training heran-
gezogen wurden. Grundsätzlich wird die Verifizierung eines entwickelten Verfahrens 
anhand von Daten durchgeführt, die nicht zur Kalibrierung dienten. Sowohl die Trai-
nings- als auch die Testdatensätze wurden auf der Basis von je einer Stunde Messdaten-
aufzeichnung erstellt. Die Trainingsdatensätze basieren auf Bauwerksmessungen vom 
26.04.2006 (regulärer Werktag) in der Zeit von 10:55:13 Uhr bis 12:02:24 Uhr und wei-
sen insgesamt 626 Zeitbereiche mit 2737 markierten Achsen auf. Die Testdatensätze 
beruhen auf Messungen des gleichen Tags in der Zeit von 13:00:26 Uhr bis 
13:59:58 Uhr und enthalten insgesamt 500 Zeitbereiche bei 2107 markierten Achsen. 
Die Anzahl der Testdatensätze ist von der Anzahl der NN-Eingänge abhängig: Der Eva-
luierung der Netze mit 20 Eingängen liegen 134650, jenen mit 40 Eingängen 124650 
und den Systemen mit 50 Eingängen 119651 Testdatensätze zu Grunde. Die Messungen 
wurden jeweils mit Videoaufzeichnung begleitet, so dass den gewonnenen Messdaten 
sämtliche die Brücke überfahrenden Fahrzeuge zugeordnet werden konnten. 
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Evolutionäre Optimierungskerne zur Analyse erfasster Tragwerksreaktionen 
Den Kern der Messdatenanalyse zur Lastidentifikation bilden zwei evolutionäre Opti-
mierungsverfahren zur Auswertung von erfassten globalen und lokalen Tragwerksreak-
tionen. Die beiden entwickelten Verfahren unterscheiden sich im Detail und werden 
getrennt untersucht. Der effiziente Ablauf bei minimiertem Rechenaufwand sowie die 
erzielbare Lösungsqualität der entwickelten Optimierungsalgorithmen werden durch 
eine Vielzahl an Größen bestimmt. Von hoher Bedeutung sind die Parameter: 
 
 Populationsgröße über Generationen, 
 Rekombinations- und 
 Mutationswahrscheinlichkeiten. 
 
Voruntersuchungen anhand verschiedener Problemstellungen [PSFA03, SFAP04, 
LSFB06, PuSL07] haben gezeigt, dass ein effizienter Optimierungsprozess maßgeblich 
durch die folgende Parameterwahl unterstützt wird: 
 
 Initialisierung und Durchlauf erster Generationen – Exploration: Zur umfassenden 
Suche im Lösungsraum bei hoher Diversität hat sich die Verwendung einer ver-
gleichsweise großen Population, deren Individuen einer erhöhten Rekombination 
und geringer Mutation ausgesetzt werden, als sinnvoll erwiesen. 
 Durchlauf späterer Generationen – Exploitation: Die Betrachtung einer deutlich 
verringerten Anzahl von Individuen, die bereits sehr gute Lösungen repräsentie-
ren, bei verminderter Rekombination und erhöhter Mutation ermöglicht die ab-
schließende Feinabstimmung der Lösungskandidaten. 
 
Zur Berücksichtigung des beobachteten günstigen Lösungsverhaltens wird im Rahmen 
der beiden umgesetzten evolutionären Optimierungsverfahren eine deterministische 
Parameteradaption entsprechend der allgemeinen Darstellung der Abbildung 5.2 durch-
geführt. Zur Anpassung der evolutionären Parameter wird eine Unterscheidung nach 
Abschnitt 1, Übergangsbereich und Abschnitt 2 vorgenommen. In der Tabelle 5.1 wer-
den die wesentlichen Notationen angegeben.  
Im Vergleich zu herkömmlichen Verfahren erfordern Evolutionäre Algorithmen, deren 
Parameter im Optimierungsprozess deterministisch angepasst werden, die Angabe zu-
sätzlicher Kennwerte. Die Anzahl zu definierender Größen erhöht sich hierdurch maß-
geblich bei einem deutlichen Gewinn an Flexibilität des Algorithmus [EiHM99]. 
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0 ffit  nfit,eva 
prec 
 
Abbildung 5.2: Parameteradaption 
 
Tabelle 5.1: Notationen 
i Index des Abschnitts im Optimierungsprozess: 1, t (Übergang) oder 2 
eva Index des Evaluierungspunktes 
tot Index der Gesamtanzahl 
nfit Anzahl der Fitnesswertermittlungen 
ngen Anzahl der Generationen 
nind Anzahl der Individuen der Population 
nsel Selektionspotenz 
neli Anzahl der Individuen, die per Elitismus übertragen werden 
nrec Anzahl der Rekombinationen zur Bildung eines Nachkommens aus zwei Eltern
nmut Anzahl der Mutationen eines Nachkommens 
prec Wahrscheinlichkeit der Rekombination 
pmut Wahrscheinlichkeit der Mutation, allgemein 
pmutnt Wahrscheinlichkeit der Mutation nicht-terminierter Symbole 
pmutt Wahrscheinlichkeit der Mutation terminierter Symbole 
find Faktor der Anzahl an Individuen 
ffit Faktor der Anzahl an Fitnesswertberechnungen 
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Die Untersuchungen zu den evolutionären Optimierungsverfahren werden anhand von 
definierten Parametersätzen vorgenommen. Die Parametersätze berücksichtigen Kom-
binationen der Einflussgrößen gemäß Abbildung 5.2, die kennzeichnend das Lösungs-
verhalten, die erzielbare Lösungsgüte und den Rechenaufwand der jeweiligen Optimie-
rungsaufgabe bestimmen. Aufgrund der stochastischen Lösungssuche von Evolutionä-
ren Algorithmen werden in Anlehnung an [HeLV98] je Parametersatz 50 Experimente 
durchgeführt. 
Die Evaluierung erfolgt auf Basis der erhaltenen Fitnesswertentwicklungen (vgl. hierzu 
auch die Gleichungen 3.2 und 3.6) der Experimente. Die Abbildung 5.3 zeigt schema-
tisch eine Fitnesswertentwicklung einschließlich der Bewertungskriterien der Evaluie-
rung, welche nachfolgend detailliert eingeführt werden. Da Minimierungsprobleme vor-
liegen, wird zunächst die Entwicklung der minimalen Fitness efit,min betrachtet. Der 
Fortschritt der Fitness der schlechtesten Individuen efit,max und der durchschnittlichen 
Fitness der Population efit,avg werden in Detailuntersuchungen berücksichtigt. Sofern die 
Verwendung der Bezeichnung efit,min nicht aus Gründen der Eindeutigkeit erforderlich 
ist, wird nachfolgend efit notiert. 
Zur Bewertung von unterschiedlichen Parametersätzen werden die Ergebnisse zu einer 
fixen Anzahl an Fitnesswertberechnungen nfit,eva betrachtet. Die Berücksichtigung einer 
Anzahl durchgeführter Fitnesswertberechnungen – statt einer Anzahl durchlaufener Ge-
nerationen – gewährleistet, dass den Untersuchungen ein jeweils identischer Rechen-
aufwand zu Grunde liegt. Die Ergebnisse einer evolutionären Optimierung können hier-
durch direkt miteinander verglichen werden. Die Anzahl an Berechnungen nfit,eva wird je 
Optimierungskern derart gewählt, dass für einzelne Parametersätze gute – wenn nicht 
sogar die globalen – Problemlösungen gefunden werden. 
 
 
zur Initialisierung gilt: 
 ngen  0 
 nfit  nind,1 
efit 
0,0 
nfit,2 nfit,t nfit,1 
Schematische Fitnesswertentwicklung 
nfit 0 nind,1 ffit  nfit,eva nfit,eva nfit,tot 
Fläche Afit,eva 
efit,eva 
Abbildung 5.3: Kriterien zur Beurteilung der Fitnesswertentwicklung 
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Die Anzahl der Fitnesswertberechnungen nfit in Abhängigkeit von der Anzahl durchlau-
fener Generationen ngen ergibt sich gemäß den Gleichungen 5.1 und 5.2. In die Bestim-
mung der Größe nfit gehen zusätzlich zum Wert ngen die Anzahl betrachteter Individuen 
(nind,1 und nind,2) und die Anzahl der Individuen, welche per Elitismus (neli,1 und neli,2) in 
die Nachfolgegeneration übertragen werden, ein. Eine Fallunterscheidung ist erforder-
lich, da die Verläufe der Parameteradaption abschnittsweise definiert vorliegen. 
 
für : gen gen,1 gen,t n n n
 fit ind,1 eli,1 gen ind,1   n n n n n  (additiver Term aus der Initialisierung) (5.1) 
sonst: 
        fit ind,1 eli,1 gen,1 gen,t ind,2 eli,2 gen gen,1 gen,t ind,1         n n n n n n n n n n n  (5.2) 
 
Zur Initialisierung (ngen = 0) findet eine Fitnesswertermittlung für alle Individuen statt. 
Dementsprechend beginnt der Verlauf einer Fitnesswertentwicklung nicht bei nfit = 0, 
sondern bei nfit = nind,1 (vgl. auch Abbildung 5.3 und Gleichung 5.1). 
 
Untersuchungen zum Einfluss der Populationsgrößenentwicklung über die Generationen 
und der zweckmäßigen Wahl der Lage des Übergangsbereichs werden mit Hilfe der 
Beziehungen der Gleichungen 5.3 und 5.4 vorgenommen. 
 
ind ind,2 ind,1f n n  (5.3) 
fit fit,1 fit,t fit,evaf n n n     (5.4) 
 
Der Wert find stellt den Quotienten aus der Anzahl der Individuen nind,2 und nind,1 dar. 
Aufgrund der Unterscheidung von Abschnitten in der Parameteradaption kennzeichnet 
dieser Wert indirekt die Entwicklung der Populationsgröße über die Generationen. 
Der Wert ffit beschreibt mit Bezug auf nfit,eva die Summe der Anzahl an Fitnesswertbe-
rechnungen des Abschnitts 1 und des Übergangsbereichs. Diese Größe lässt demnach 
erkennen, nach welchem Anteil von nfit,eva Fitnesswertberechnungen die Parameterein-
stellungen des Abschnitts 2 erreicht werden. 
Für find werden Werte kleiner 1,0 definiert, da dies den geschilderten Beobachtungen 
zum Lösungsverhalten der bereits umgesetzten Evolutionären Algorithmen entspricht. 
Der Ausdruck ffit wird variiert, da hierfür keine Erfahrungen vorliegen. 
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mbinations- bei 
ierzu wird der Fitnesswert efit,eva nach 
fit,eva Fitnesswertberechnungen herangezogen. Geringe Fitnesswerte kennzeichnen gute 
imierungsprozesses beurteilt. Ein geringer Wert deutet 
Die Evaluierung der entwickelten Neuronalen Netze hinsichtlich ihres Lösungsverhal-
bei 
jeweils gleichem Topologie-Typ (vgl. Abbildung 5.1) für die Testdatensätze über die 
leichung 3.4) übertrifft. Zur Evalu-
Die Untersuchungen zu den Rekombinations- und Mutationswahrscheinlichkeiten der 
Algorithmen erfolgen ebenfalls in Anlehnung an die dargelegten Erkenntnisse der Vor-
untersuchungen. Im Abschnitt 1 wird eine vergleichsweise hohe Reko
geringer Mutationswahrscheinlichkeit getestet. Für den Abschnitt 2 werden dement-
sprechend gegenläufige Einstellungen geprüft. 
 
Die Bewertung der Optimierungsverfahren erfolgt primär für die erzielte Lösungsgüte 
der Parametersätze bzw. deren Experimente. H
n
Lösungen der Problemstellung. 
Als sekundäres Bewertungskriterium wird der Flächeninhalt Afit,eva der Fitnesswertent-
wicklung bis nfit,eva Berechnungen verwendet. Mit Hilfe dieses Werts wird der effiziente 
Ablauf eines evolutionären Opt
auf eine hohe Konvergenzgeschwindigkeit hin. 
Zur Evaluierung werden die folgenden evolutionären Parameter als Konstanten behan-
delt: neli  2, nsel  2, nrec  1 und nmut  1. 
5.2 Achsdetektion mit Hilfe künstlicher Neuronaler Netze 
tens wird zweistufig durchgeführt. Im ersten Schritt werden unterschiedliche Netze 
Anteile der richtig bzw. falsch detektierten Achsen bewertet. Im Anschluss werden Un-
tersuchungen zur Bedeutung der NN-Topologie an Netzen mit einer fixen Anzahl von 
Eingängen und identischem Training durchgeführt. 
Die Anwendung der entwickelten NN auf reale Messdaten führt auf Ausgänge o zwi-
schen 0,0 und 1,0. Eine Achse gilt in den Messdaten als detektiert, wenn für einen Satz 
Eingänge der Ausgang o den Grenzwert oident (vgl. G
ierung der NN-Ausgänge sowie zur Definition des Werts oident wird der zeitliche Ab-
stand tdis der Messung des Zeitpunkts tin,mid (vgl. Gleichung 3.5) zum Auftretenszeit-
punkt der nächstgelegenen, markierten Achse der Testdatensätze herangezogen. Die 
Abbildung 5.4 zeigt die Definition von tdis beispielhaft anhand der Messung zur Über-
fahrt eines 3-achsigen Lastkraftwagens vom 26.04.2006 um 14:46:02 Uhr. Durch die 
Zuordnung von Abschnitten der Messaufzeichnung zu den einzelnen Achsen können 
die Ergebniswerte o der NN-Analyse direkt den Achsen zugewiesen werden. 







Abbildung 5.4: tdis 
, welche evaluiert werden, wird nach
e-Typs 2.1 (2 verdeckte Schichten mit jeweils 
 Neuronen) mit 50 Eingängen, das auf 2000 positive und 2000 negative Datensätze 
ymmetrie unterliegen. Das zu 
älschlicherweise detektiert be-
 Definition der Größe 
 
Das Vorgehen zur Bestimmung von NN-Kriterien -
folgend mit Hilfe eines NN des Topologi
p
trainiert wurde, dargelegt. Dieses Netz hat in den Untersuchungen sehr gute Ergebnisse 
erzielt und weist Charakteristika auf, die für sämtliche untersuchten Netze gelten. Zur 
Erläuterung eignet sich dieses Neuronale Netz daher gut. 
Die Abbildung 5.5 gibt für die vorliegenden 119651 Testdatensätze die Häufigkeit der 
Ausgänge o in Abhängigkeit vom zeitlichen Abstand tdis wieder. Es ist zu erkennen, 
dass die Häufigkeiten für negative und positive tdis einer S
tdis = 0 symmetrische Auftreten der Ausgänge o wurde für alle untersuchten Neuronalen 
Netze beobachtet. Im Zusammenhang mit Ausgängen o können daher zur Evaluierung 
Beträge von tdis betrachtet werden. Darüber hinaus ist festzustellen, dass das NN für 
Messpunkte in der Nähe einer tatsächlich vorhandenen Achse häufig Werte zwischen 
0,95 und 1,0 ausgibt, wohingegen für größere Abstände zur markierten Achse vorwie-
gend Ausgänge zwischen 0,0 und 0,05 erhalten werden. 
Zur Evaluierung der unterschiedlichen Neuronalen Netze wird eine Achsdetektion bis 
zu einer Distanz | tdis | ≤ 0,016 s als korrekt akzeptiert. Achsen, welche mit einem Ab-
stand | tdis | > 0,016 s festgestellt werden, werden als f
trachtet. Bei Annahme einer maximalen Fahrzeuggeschwindigkeit von 30 m/s entspricht 
















Messwerte, die zur Achsdetektion an 
das NN angelegt werden, vgl. auch 
Abbildung 3.14 
21 3 (Indizes i der Achsen) 
Zur Evaluierung 
der Achse i zuge-
wiesener Bereich:
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der Messdatenanalyse von erfassten lokalen Reaktionen wird eine derartige Toleranz für 
den Optimierungsparameter Auftretenszeitpunkt ti berücksichtigt. 
 













Abbildung 5.5: Häufigkeiten über tdis und o 
 (119651 Testdatensätze; Klassenbreiten: tdis: 0,008 s, o: 0,05) 
 
 Maximalwerte der NN-Ausgänge o, die je 
llten Er-
ebnisse beruhen auf 2107 Datensätzen – der Anzahl markierter Achsen. Bei einer 
Abbildung 5.6: Histogramm für max[o] bei | tdis | ≤ 0,016 s; Ergebnisse je markierter 
Achse der Testdatensätze (2107 Datensätze; Klassenbreite o: 0,025) 
Die Abbildung 5.6 zeigt die Häufigkeiten der
markierter Achse im Abschnitt | tdis | ≤ 0,016 s erhalten wurden. Die dargeste
g
Klassenbreite von 0,025 wurden in 99,3 % der Fälle Werte o ≥ 0,975 erhalten, Werte 
o ≥ 0,70 wurden sogar mit einer Häufigkeit von 99,9 % festgestellt. Für einen mögli-
chen Grenzwert oident von 0,70 erfolgte hiernach im Bereich | tdis | ≤ 0,016 s für 99,9 % 
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Die Abbildung 5.7 enthält die Häufigkeiten der Ausgänge o für die Testdatensätze, wel-
che die Bedingung | tdis | > 0,016 s erfüllen. Die Ergebnisse basieren auf insgesamt 
102378 Datensätzen. Mit einer Häufigkeit von 2,3 % wurden Werte o ≥ 0,025 erhalten. 
Ausgänge größer als 0,70 wurden für 1,45 % der Testdatensätze angegeben. Für einen 
möglichen Grenzwert oident von 0,70 wurden folglich mit einer Häufigkeit von 1,45 % 
der Fälle Achsen fälschlicherweise bestimmt. Dementsprechend wurde von den unter-
suchten Testdatensätzen für 1484 Datensätze keine richtige Detektion durchgeführt. 
 
(102378 Datensätze; Klassenbreite o: 0,025) 
 
Zur Evaluierung der unterschiedlichen Neuronalen Netze werden der Grenzwert oident 
der Achsdetektion zu 0,70 gesetzt und die nachfolgenden Definitionen vorgenommen: 
 
Richtige Achsdetektion: o ≥ 0,70  | tdis | ≤ 0,016 s (5.5) 
Falsche Achsdetektion: o ≥ 0,70  | tdis | > 0,016 s (5.6) 
 
Die Tabelle 5.2 zeigt die Ergebnisse der Evaluierung für 9 Neuronale Netze unter-
schiedlicher Anzahl an Eingängen und unterschiedlichen Trainings. Den Netzen lag 
er 8 
 der Bewertungskriterien 
erangezogen. Die Ergebnisse der weiteren NN wurden analog gewonnen. 
 




































































































































jeweils der Topologie-Typ 2.1 (vgl. Abbildung 5.1) zu Grunde. Das NN der Numm
wurde zuvor zur Erläuterung des Vorgehens zur Bestimmung
h
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T
Training Test 
abelle 5.2: Evaluierung: Anzahl der Eingänge und Anzahl der Trainingsdatensätze 





des NN positive DS negative DS richtig falsch 
Anzahl 
1 20 2000 1000 85,7 % 5,28 % 
2 20 2000 2000 86,1 % 4,93 % 
3 20 2000 4000 85,8 % 3,54 % 
4 40 2000 1000 98,8 % 1,65 % 
5 40 2000 2000 98,9 % 1,54 % 
6 40 2000 4000 98,7 % 1,45 % 
7 50 2000 1000 99,7 % 1,51 % 
8 50 2000 2000 99,9 % 1,45 % 
9 50 2000 4000 99,5 % 1,34 % 
 
Die Ergebnisse der Tabelle 5.2 lassen hinsichtlich der Einflussgrößen „Anzahl der Ein-
gänge“ und „Anzahl der Trainingsdatensätze“ die folgenden Schlussfolgerungen zu: 
 
Anzahl der Eingänge: Im Vergleich der Ergebnisse für Netze von gleicher Anzahl an 
Eingängen ist festzustellen, dass NN mit 20 Eingängen das schlechteste Lösungsverhal-
ten zeigten. Die Anteile richtiger Achsdetektionen waren für diese Netze vergleichswei-
se gering, wohingegen die Anteile falscher Achsdetektionen vergleichsweise hoch aus-
fielen. Die wesentliche Ursache der festgestellten Performanz ist auf die Verwendung 
einer offensichtlich zu geringen Anzahl an Eingängen zurückzuführen. Bei einer Abtast-
frequenz von 250 Hz und einer angenommenen Fahrzeuggeschwindigkeit von 23 m/s 
ergibt sich die durch einen Datensatz mit 20 Eingängen repräsentierte Strecke zu 
s = 23 m/s · 20 Eingänge / 250 Hz = 1,8 m. Der Abstand zweier Achsen einer Tripelach-
se des Aufliegers von Sattelzügen beträgt üblicherweise ~1,3 m. Eine erfasste Wegstre-
cke von 1,8 m kann daher keine oder genau eine Achse beinhalten. Datensätze, welche 
aufgrund von Messtoleranz oder -ungenauigkeiten einen oder zwei geringe Ausschläge 
aufwiesen, wurden wegen der geringen Länge von s ≈ 1,8 m durch ein NN mit 20 Ein-
gängen ggf. falsch bewertet. Bei einer Anzahl an Eingängen p > 20 vergrößert sich s. Im 
Training eines solchen Netzes enthielten positive Datensätze auch breite Bereiche, wel-
che nicht die Aufzeichnung infolge der direkten Achsbelastung darstellten. In der An-
wendung eines NN mit erhöhter Anzahl an Eingängen wurden der NN-Inferenz ver-
gleichsweise mehr Informationen übergeben. Das beste Lösungsverhalten wurde in der 
Studie für die NN mit 50 Eingängen beobachtet. 
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Anzahl der Trainingsdatensätze: Hinsichtlich des Anteils der richtig erkannten Achsen 
zeigten bei gleicher Anzahl a n die NN, welche auf 200 tive und 2000 
n ive D sätze rgeb 0 
n iv gs ührt h a l-
sc  Ac tektion rück on 400 iven Datensätzen im  
N rain eduzierte die Anteile falsch ektionen, ch zugle iner 
Verminde  der An er richtige
kö te au  einseitig rtraining d auf negati sätze zur hren 
sein. Zur Erzielung guter Performanz sind 2000 positive  negativ ätze 
für das NN-Training geeignet. 
A rund sehr gute bnisse für d tz der Num vgl. Tabe ur-
en im Rahmen einer weiteren Studie Neuronale Netze unterschiedlicher Topologien 
n Eingänge 0 posi
egat aten
en Trainin
trainiert wurden, die besten E nisse. Die Verwendung von 100





hen hsde . Die tigung 0 negat
N-T ing r er Det ging jedo ich mit e
rung teile d n Achsdetektionen einher. Dieses Verhalten 
nn f ein es Übe er NN ve Daten ückzufü
und 2000 e Datens
ufg der n Erge as Ne mer 8 ( lle 5.2) w
d
mit 50 Eingängen betrachtet, welche auf 2000 positive und 2000 negative Datensätze 
trainiert wurden. Die Tabelle 5.3 zeigt die erhaltenen Ergebnisse. 
 
Tabelle 5.3: Evaluierung: Topologie 
Test 
Anteil der Achsdetektionen gemäß Gleichungen 5.5 und 5.6 
Topologie- 
Typ 
(vgl. Abbildung 5.1) richtig falsch 
1.1 89,1 % 7,03 % 
1.2 96,3 % 1,54 % 
2.1 99,9 % 1,45 % 
2.2 99,4 % 1,28 % 
 
Zum Einfluss der Topologie auf das Lösungsverhalten der untersuchten Neuronalen 
Netze kann folgendes festgehalten werden: 
 
 Netze der Typen 1.2 und 2.1 enthielten die gleiche Anzahl an inneren Neuronen 
bei unterschiedlicher Anzahl an verdeckten Schichten. Mit Netzen des Typs 1.2, 
die eine innere Schicht aufwiesen, wurden geringfügig schlechtere Ergebnisse als 
mit Systemen des Typs 2.1, die 2 innere Schichten umfassten, erhalten. 
 Die Verwendung einer einzelnen inneren Schicht im Multilayer-Perceptron ist 
theoretisch ausreichend, in praktischen Anwendungen jedoch nicht immer sinn-
voll [Zell03]. Im Vergleich der Ergebnisse für Netze mit einer inneren Schicht 
(Typ 1) mit den Ergebnissen der Netze mit zwei Schichten (Typ 2) kann festge-
stellt werden, dass zur Lösung des gegebenen praktischen Problems die Systeme 
des Typs 2 die deutlich besseren Ergebnisse erzielten. 
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n Achsen der Testdatensätze wurden richtig detek-
Abbildung 5.8: Exemplarische Ach n 
 Insbesondere die Verarbeitung realer Messwerte erfordert eine ausreichende Feh-
lertoleranz der Systeme gegenüber ungenauen und teilweise verrauschten Einga-
bedaten. Die Netzwerke, welche zwei verdeckte Schichten (Typ 2) enthielten, 
wiesen offensichtlich die hierzu notwendige Netzkapazität auf. 
 
Die Evaluierung von unterschiedlichen Neuronalen Netzen lässt auf Grundlage der in 
den Tabellen 5.2 und 5.3 dargelegten Ergebnisse erkennen, dass mit Hilfe des Netzes 
mit 50 Eingängen und zwei verdeckten Schichten, die jeweils 50 Neuronen enthielten, 
bei einem Training auf 2000 positive und 2000 negative Datensätze die besten Ergeb-
nisse erreicht wurden. Alle markierte
tiert (99,9 %). Ein äußerst geringer Anteil falscher Achsdetektionen wurde beobachtet 
(1,45 %). Die Anwendung des Neuronalen Netzes wird beispielhaft in der Abbil-
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5.3 Analyse globaler Tragwerksreaktionen 
5.3.1 Messdaten 
Die Untersuchungen des Optimierungskerns zur Analyse von erfassten globalen Trag-
 
 
Abbildung 5.9: Erfasste globale Reaktionen: 4 dicht aufeinander folgende Sattelzüge 
5.3.2 Untersuchte Parameter 
Zur Evaluierung des Optimierungsverfahrens der Analyse von erfassten globalen Reak-
tionen wurden für find und ffit die Werte der Gleichungen 5.7 und 5.8 betrachtet. 
 
werksreaktionen finden anhand der Aufzeichnung vom 26.04.2006 von 12:49:32 Uhr 
bis 12:49:56 Uhr statt. In dieser Zeit fuhren 4 Fahrzeuge in kurzen Abständen über das 
Bauwerk. In der Auswertung von Messdaten, welche über insgesamt 4 Monate erfasst 
wurden (siehe Kapitel 6), wurden über einen derart kurzen Zeitraum selten mehr als 
4 Fahrzeuge mit einem Gesamtgewicht größer 5 t angetroffen. Die Betrachtung von 
4 Fahrzeugen stellt daher eine realitätsnahe Problemstellung dar. Die Messungen ein-
schließlich der Ergebnisse der Auswertung sind in der Abbildung 5.9 dargestellt. Zu 
Kontrollzwecken wurde die Messung durch eine Videoerfassung begleitet. 
 
 
 ind  0,3 ;  0,4 ;  0,5 f  (5.7) 
 fit  0,3 ;  0,4 ;  0,5 f  (5.8) 
 
Die untersuchten Parameterkombinationen zur Bewertung des Einflusses der Popula-
tionsgröße über Generationen gehen aus der Tabelle 5.4 hervor. Die Anzahl der Indivi-










Qtot  415,5 kN
Sattelzug, 5 Achsen
Δεm/Δεc [-] 
BerechnungQtot  218 kN 
Sattelzug, 4 Achsen Fahrzeug
Qtot  157 kN 
Sattelzug, 5 Achsen Qtot  390 kN 
Sattelzug, 5 Achsen 
t [s]
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wurde mit einer konstanten Anzahl an Individuen nind,2 = 15 behandelt. Die Anzahl der 
Generationen ngen,1 und ngen,2 wurde verändert und ngen,t = 5 konstant gehalten. Die zu-
n Fitnesswertberechnungen ergeben sich gemäß den Gleichungen 
nfit,eva = 3000 Fitnesswertberechnungen. Die 
gehörigen Anzahlen a
5.1 und 5.2. Die Evaluierung erfolgte nach 
gewählten Parameter hatten sich im Rahmen von Voruntersuchungen als zweckmäßig 
zur Lösung der Problemstellung erwiesen. 
 
Tabelle 5.4: Untersuchte Parameter; Generationen und Fitnesswertberechnungen 
    Generationen Fitnesswertberechnungen 
find ffit nind,1 nind,2 ngen,eva ngen,tot ngen,1 ngen,t ngen,2 nfit,eva nfit,tot nfit,1 nfit,t nfit,2 
0,3 0,3 50 15 178,5 183 13 5 165 3000 3059 674 240 2145 
0,3 0,4 50 15 162,3 169 19 5 145 3000 3087 962 240 1885 
0,3 0,5 50 15 146,2 150 25 5 120 3000 3050 1250 240 1560 
0,4 0,3 37 15 185,6 190 20 5 165 3000 3057 737 175 2145 
0,4 0,4 37 15 172,1 178 28 5 145 3000 3077 1017 175 1885 
0,4 0,5 37 15 156,8 162 37 5 120 3000 3067 1332 175 1560 
0,5 0,3 30 15 192,7 196 26 5 165 3000 3043 758 140 2145 
0,5 0,4 180,0 187 37 5 145 3000 3091 1066 140 1885 30 15 
0,5 0,5 30 1 48 5 120 3000 3074 1374 140 1560 5 167,3 173 
 
Tabelle 5.5: P mbinations- und Mutations hkeiten 
PS find ffit nind,1 nind,2 ngen,tot prec,1 prec,2 pmu pmutt,2 
ara ekometersätze, R wahrscheinlic
tnt,1 pmutnt,2 pmutt,1 
1 0,3 0,3 50 15 183 0,7 0,15 0,1 0,6 0,1 ,6 0
2 0,3 0,3 50 15 183 0,7 0,15 0,1 0,6 0,05 ,4 0
3 0,3 0,3 50 15 183 0,7 0,15 0,05 0,4 0,1 0,6 
4 0,3 0,3 50 15 183 0,7 0,15 0,05 0,4 0,05 0,4 
5 0,3 0,3 50 15 183 0,5 0,1 0,1 0,6 0,1 0,6 
6 0,3 0,3 50 15 183 0,5 0,1 0,1 0,6 0,05 0,4 
7 0,3 0,3 50 15 183 0,5 0,1 0,05 0,4 0,1 0,6 
8 0,3 0,3 50 15 183 0,5 0,1 0,05 0,4 0,05 0,4 
9 bis 16 0,3 0,4 50 15 169 – obiger Parameterblock – 
17 bis 24 0,3 0,5 50 15 150 – obiger Parameterblock – 
25 bis 32 0,4 0,3 37 15 190 – obiger Parameterblock – 
33 bis 40 0,4 0,4 37 15 178 – obiger Parameterblock – 
41 bis 48 0,4 0,5 37 15 162 – obiger Parameterblock – 
49 bis 56 0,5 0,3 30 15 196 – obiger Parameterblock – 
57 bis 64 0,5 0,4 30 15 187 – obiger Parameterblock – 
65 bis 72 0,5 0,5 30 15 173 – obiger Parameterblock – 
 
Die Tabelle 5.5 stellt die berechneten Parametersätze zusammen. Ergänzend zu der Ta-
belle 5.4 umfasst diese Tabelle auch die untersuchten Rekombinations- und Mutations-
wahrscheinlichkeiten. Die Bedeutung dieser evolutionären Wahrscheinlichkeiten für das 
Lösungsverhalten des Algorithmus wurde anhand von Parameterpaaren betrachtet. Mit 
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Hilfe von je zwei Wertepaaren wurde der Einfluss von erhöhten im Vergleich zu ver-
minderten Wahrscheinlichkeiten bewertet. Da je zwei Möglichkeiten für die drei Para-
meter prec, pmutnt und pmutt untersucht wurden, ergibt sich für die einzelnen Kombinatio-
nen aus find mit ffit ein Block von 23 = 8 Parametersätzen. Insgesamt wurden 8 · 9 = 72 
Parametersätze betrachtet. Je Parametersatz wurden 50 Experimente durchgeführt, was 
eine Gesamtsumme von 50 · 72 = 3600 realisierten Experimenten bedeutet. 
D b u . t n r  z n al E i  F i -
te h 72 ra er wu  d rg ni e r e a   
als Mittelwerte im zugehörigen Parametersatz zusa n t x
 
Abbildung 5.10: E ni de ra rsä fit, ean a etra  übe
 
Entsprechend der dargestellten Mitte e wurden die be rg sse  Pa -
tersätze gewonnen, in welchen 0,3 berücksichtigt wurde. Es ist zu erkennen, dass 
m d Pa eterkomb io d/ffit = 0,5/0,3 sowohl geringe Fitnesswerte  
e ls h ng Af ean erzielt w rkombina-
tion erscheint daher vielversprechend für den Erhalt e  bei hoher 
Konvergenzgeschwindigkeit. 
Hinsichtlich s ma  Fi sw s efit,eva,mean rsatz (PS) 
0 das beste Ergebnis erzielt. Für diesen Parametersatz ergab sich darüber hinaus die 
5.3.3 Ergebnisse 
ie A bild ng 5 10 en hält ei e Übe sicht u de  erh tenen rgebn ssen. ür d e un
rsuc ten  Pa met sätze rden ie E eb sse d r Expe iment  efit,ev  und Afit,eva





rgeb sse r Pa mete tze: A eva,m ufg gen r efit,eva,mean 
lwert sten E ebni  für rame
find > 
it Hilfe er ram inat n fin
fit,eva,mean a  auc geri e Flächen it,eva,m urden. Diese Paramete
iner hohen Lösungsgüte
eine mini len tnes erte wurde für den Paramete
5
geringste Fitness über alle Experimente mit efit,eva,best = 6,242 · 10-3. Das schlechteste 
Ergebnis efit,eva,mean wurde für den Parametersatz 21 festgestellt. Dieser Parametersatz 
enthält mit efit,eva,worst = 21,898 · 10-3 die höchste Fitness aller Experimente. PS5 reprä-





















pmutt,2  0,4 
pmutt,1  0,1
pmutt,2  0  ,6
find/ffit  Afit,e mean [-] va,
 
efit,eva,mea 0-3]n [· 1  
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Die Teilung der Ergebnisse in zwei Gruppen ist auf die untersuchten Parameterpaare 
der Mutationswahrscheinlichkeiten der terminierten Symbole zurückzuführen. Die Ver-
wendung des Paares pmutt,1/pmutt,2 = 0,05/0,4 führte auf offensichtlich bessere Ergebnisse 
als pmutt,1/pmutt,2 = 0,1/0,6. Auf diesen Sachverhalt wird im Nachfolgenden nochmals 
eingegangen. 
Die Abbildung 5.11 zeigt je Parameterkombination find/ffit der Tabelle 5.4 die jeweils 
beste Lösung der Parametersätze für efit,eva,mean und Afit,eva,mean. Den Diagrammen ist eine 
n, wonach die betrachteten Parametersätze mit größerem find und 
fit,eva,mean ind fit




mutnt,1 mutnt,2 mutt,1 mutt,2
r Populationsgröße über die Generationen 
d der 
Tendenz zu entnehme
kleinerem ffit geringere Fitnesswerte und höhere Konvergenzgeschwindigkeiten erga-
ben. Entsprechend der Feststellungen anhand der Abbildung 5.10 wurden für die Para-
meterkombination find/ffit = 0,5/0,3 sowohl der geringste Fitnesswert efit,eva,mean als auch 
A  erzielt, wohingegen die Kombination f /f  = 0,3/0,5 die geringste Fläche 
 
Abbildung 5.11: Jeweils beste Lösungen e  und A  für Parameterkombi-
nationen von find mit ffit 
 
Die Abbildung 5.12 zeigt als Boxplots (siehe auch Anhang C) die erhaltenen Fitness-
werte e ,eva aller Experimente der Parameterkombinationen zur Bewertung des Einflus-
ses der Populationsgrößenentwicklung über Generationen (find/ffit), der Rekombinations- 
(prec,1/prec,2) und der Mutationswahrscheinlichkeiten (p /p  und p /p ). 
Bezüglich des Einflusses der Entwicklung de
ist festzustellen, dass bei geringerer Streuung und niedrigerem Maximalwert mit Hilfe 
der Kombination find/ffit = 0,5/0,3 im Vergleich zu find/ffit = 0,3/0,5 die besseren Ergeb-
nisse erhalten wurden. Ähnlich eindeutige Schlussfolgerungen können für die betrachte-
ten Mutationswahrscheinlichkeiten der terminierten Symbole gezogen werden: Die 
verminderten Wahrscheinlichkeiten (pmutt,1/pmutt,2 = 0,05/0,4) ergaben deutlich zuverläs-
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Übersicht der Abbildung 5.10 festgestellt. Die Ergebnisse zu den betrachteten Parame-
terkombinationen prec,1/prec,2 und pmutnt,1/pmutnt,2 unterscheiden sich nur geringfügig. Für 
das Paar prec,1/prec,2 = 0,7/0,15 bzw. pmutnt,1/pmutnt,2 = 0,1/0,6 wurden in Detailbetrach-
tungen mit etwas höherer Häufigkeit die jeweils geringeren Werte efit,eva erzielt. 
Die Schiefe, welche grundsätzlich den im Boxplot dargestellten Ergebnissen zu Grunde 
en und -ungenauigkeiten nähern sich die Werte im Opti-
ierungsprozess asymptotisch einem inhärenten Fehler e . 
 
liegt, ist auf das Lösungsverhalten der Evolutionären Algorithmen zurückzuführen: 
Nach nfit,eva Fitnesswertberechnungen umfasst die Population der Individuen mehrere 
Lösungskandidaten, die sich in weiten Teilen angeglichen haben – die Kandidaten  
repräsentieren ähnliche, sehr gute Lösungen der Problemstellung. Da Minimierungs-
probleme untersucht werden, konzentrieren sich die Fitnesswerte efit,eva im Bereich von 
sehr kleinen Werten. 




Abbildung 5.12: Boxplots der Fitnesswerte efit,eva der untersuchten Parameterkombina-
tionen (Basis je Plot: find/ffit: 400 Datensätze; Rest: 1800 Datensätze) 
 
Die Abbildung 5.13 enthält die Ergebnisse efit,eva und Afit,eva der 50 Experimente zu den 
Parametersätzen (PS) 50, 5 und 21 (vgl. Abbildung 5.10). Die Schiefe der Ergebnisse 
für efit,eva wurde zuvor erläutert. Die Werte Afit,eva zeigen kaum Schiefe, da der Flächen-
inhalt der Fitnesswertentwicklung dem stochastischen Gesamtablauf der Evolutionären 
Algorithmen unterliegt. Die Abbildung lässt erkennen, dass mit Hilfe von PS50 im Ver-
gleich zu PS5 und PS21 äußerst geringe Fitnesswerte efit,eva bei sehr kleiner Streuung 
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sowie geringen Ausreißern erzielt wurden. Der Parametersatz 50 ergab sowohl eine ho-
he Lösungsgüte als auch eine sehr gute Konvergenzgeschwindigkeit. 
 
 
Abbildung 5.13: Boxplots der Experimente zu den Parametersätzen 50, 5 und 21: 
a) Lösungen efit,eva, b) Lösungen Afit,eva ( asis jB e Plot: 50 Datensätze) 
ie Abbildung 5.14 zeigt die Fitnesswertentwicklung für den Parametersatz 50. Die 
Fitne  der 50 Experimente des Parametersatzes wurden hierzu gemittelt x 
„mean“). Der Abbildung können die Entwicklung der maximalen Fitness efit,max, r 
durchschnittlichen Fitness efit,avg,mean und der minimalen Fitness efit,min,mean entnommen 
werden. Darüber hinaus enthält die Abbildung den Fortschritt der Standardabweichung 
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besserung des Fit-
essergebnisses mehr statt. Die Werte efit,min,stdv betragen für nfit,eva ≥ 2500 annährend 0. 
Im Ra der Analyse von kontinuierlich ten Messdaten könnte der A h-
mus g nfalls vorzeitig beendet werden
5.4 Analyse lokaler Tragwerksreaktionen 
5.4.1 Messdaten 
Das Optimierungsverfahren zur Analyse der lokalen Reaktionen wird mit Hilfe der Auf-
zeichnung zur Überfahrt eines Fahrzeugs evaluiert. Das Fahrzeug – ein 5-achsiger Sat-
5 Achsen wurden -
igkeit von 98 % angetroffen (siehe Kapitel 6). Die Aufzeichnung inklusive der Ergeb-
Abbildung 5.15: Erfasste lokale Reaktionen: Sattelzug mit Qtot = 415,5 kN 
5.4.2 Untersuchte Parameter 
Der Einfluss der Populationsgröße über Generationen wurde anhand der Ergebnisse für 
die Kombinationen aus find mit ffit gemäß den Gleichungen 5.9 und 5.10 evaluiert. 
 
Im Verlauf der Fitnesswertentwicklung ist der Übergangsbereich der Parameteradaption 




telzug – wurde am 26.04.2006 um 12:59:36 Uhr beobachtet. Fahrzeuge mit bis zu  
 im Rahmen der Analyse einer 4-monatigen Messung mit einer Häu
f
nisse der Auswertung sind der Abbildung 5.15 zu entnehmen. Die seinerzeitige Mes-





1,2E-05 Δεm/Δεc [-] Aufzeichnung
Berechnung
 ind  0,5 7 f  ;  0,6 ;  0,  (5.9) 
 fit  0,3 ;  0,4 ;  0,5 f  (5.10) 
4,0E-06
0,00 0,25 0,50 0,75 1,00 1,25 1,50
einzelne AchseQ1  65,5 kN
Q2  103 kN
Q3-5  82,33 kN
 415,5 kN Qtot 
t [s]
104 KAPITEL 5: EVALUIERUNG 
Die Tabelle 5.6 stellt die sich ergebenden Kombinationen der beiden Werte einschließ-
lich der zu Grunde liegenden evolutionären Parameter zusammen. Die Tabelle 5.7 zeigt 
die Parametersätze, welche in den Untersuchungen betrachtet wurden. 
Die Evaluierung erfolgte für Ergebnisse nach nfit,eva = 3000 Fitnesswertberechnungen. 
Die gewählten Parameter wurden im Rahmen von Voruntersuchungen als aussichtsreich 
zur Lösung der Problemstellung festgestellt. 
Tabelle 5.6: Untersuchte Parameter; Generationen und Fitnesswertberechnungen 
Generationen Fitnesswertberechnungen 
 
    
find ffit nind,1 nind,2 ngen,eva ngen,tot ngen,1 ngen,t ngen,2 nfit,eva nfit,tot nfit,1 nfit,t nfit,2 
0,5 0,3 40 20 138,9 143 18 5 120 3000 3074 724 190 2160 
0,5 0,4 40 20 130,0 136 26 5 105 3000 3108 1028 190 1890 
0,5 0,5 40 20 120,0 130 35 5 90 3000 3180 1370 190 1620 
0,6 0,3 33 20 144,6 148 23 5 120 3000 3061 746 155 2160 
0,6 0,4 33 20 137,4 143 33 5 105 3000 3101 1056 155 1890 
0,6 0,5 33 20 130,9 137 42 5 90 3000 3110 1335 155 1620 
0,7 0,3 28 20 150,4 153 28 5 120 3000 3046 756 130 2160 
0,7 0,4 28 20 145,1 150 40 5 105 3000 3088 1068 130 1890 
0,7 0,5 28 20 139,8 147 52 5 90 3000 3130 1380 130 1620 
 
Tabelle 5.7: Parametersätze, Rekombinations- und Mutationswahrscheinlichkeiten 
PS nind,1 ,tot prec,1 prec,2 pmutnt,1 pmutnt,2 pmutt,1 pmutt,2 find ffit  nind,2 ngen
1 0,5 0,3 40 20 143 5 0,15 0,6 0,15 0,6 0,  0,15 
2 0,5 0,3 4 3 0,15 0,6 0,1 0,4 0 20 14 0,5 0,15 
3 0,5 0,3 40 20 143 0,5 0,15 0,1 0,4 0,15 0,6 
4 0,5 0,3 40 20 143 0,5 0,15 0,1 0,4 0,1 0,4 
5  20 143 0,4 0,1 0,15 0,6 0,15 6 0,5 0,3 40 0,
6 0,5 0,3 40 20 143 0,4 0,1 0,15 0,6 0,1 ,4 0
7 0,5 0,3 40 20 143 0,4 0,1 0,1 0,4 0,15 0,6 
8 0,5 0,3 40 20 143 0,4 0,1 0,1 0,4 0,1 0,4 
9 bis 16 0,5 0,4 40 20 136 – obiger Parameterblock – 
17 bis 24 0,5 0,5 40 20 130 – obiger Parameterblock – 
25 bis 32 0,6 0,3 33 20 148 – obiger Parameterblock – 
33 bis 40 0,6 0,4 33 20 143 – obiger Parameterblock – 
41 bis 48 0,6 0,5 33 20 137 – obiger Parameterblock – 
49 bis 56 0,7 0,3 28 20 153 – obiger Parameterblock – 
57 bis 64 0,7 0,4 28 20 150 – obiger Parameterblock – 
65 bis 72 0,7 0,5 28 0 147 – obiger Parameterblock – 2
 
In Anlehnung an die Evaluierung des Optimierungsverfahrens zur Auswertung der glo-
balen Tragwerksreaktione
wahrscheinlichkeiten auf 
n wurde der Einfluss der Rekombinations- und Mutations-
das Lösungsverhalten mit Hilfe von Parameterpaaren bewer-
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tet. Für die Wahrscheinlichkeiten prec, pmutnt und pmutt folgt ein Parameterblock, der sich 
nach jeweils 8 Parametersätzen wiederholt. Insgesamt wurden – wie auch zur Evaluie-
rung des Verfahrens zur Analyse der globalen Reaktionen – 72 Parametersätze betrach-
.4.3 Ergebnisse 
me efit,e  und Afit,eva
( x e at sa en s
 
Abbildung 5.16: E ni de ra rsä fi  a etra  üb ,eva
 
Hinsichtlich im  W  ef ,me d A a,me urd e b n E nis r 
Para tersät it  = ge ne ie ame om tion /ffit /0 -
ga hl  h Lö gsg  b rin  Fit
h e zg w gk be ringen Fläc arameter-
k n he dem ch te für den Erhalt von guten Ergebnissen. 
D ale gem te ess v  wurde für  72 erhal-
ten. Der max le gemitt  Fi sw rgab sich fü swert aller 
E te rd it va,b  6 · 10-3 für ei 4 erreicht. 
hte  Fitness über alle Experimente stellte s atz 6 mit 
tet, je Parametersatz 50 Experimente durchgeführt und somit eine Gesamtsumme von 
50 · 72 = 3600 Experimenten realisiert. 
5
Die Abbildung 5.16 zeigt eine Übersicht der Ergebnisse für die untersuchten 72 Para-
tersätze. Die Ergebnisse der Experimente va  wurden als Mittelwerte 




rgeb sse r Pa mete tze: A t,eva,mean ufg gen er efit ,mean 
 min aler erte it,eva an un fit,ev an w en di este rgeb se fü
me ze m  find 0,7 won n. D  Par terk bina  find  = 0,7 ,5 er
b osow eine ohe sun üte ei ge gen nesswe efit,eva,mean als auch eine rten 
ohe Konv rgen esch indi eit i ge hen Afit,eva,mean. Diese P
ombinatio  ersc int na  vor ilhaft 
ie minim ittel Fitn  efit,e a,mean den Parametersatz (PS)
ima elte tnes ert e r PS1. Der beste Fitnes
xperimen  wu e m efit,e est = ,365 n Experiment des PS5
Die schlec ste ich für den Parameters
efit,eva,worst = 33,409 · 10-3 ein. 
Die Zweiteilung der Ergebnisse steht im Zusammenhang mit den gewählten Muta-
tionswahrscheinlichkeiten pmutt der terminierten Symbole. Im Vergleich zu der Wahl 
95
100


























pmutt,1  0,15 





p ,2  0,4 
Afit,e mean [-] va,
106 KAPITEL 5: EVALUIERUNG 
pmutt,1/pmutt,2 = 0,15/0,6 führte das Parameterpaar der verminderten Wahrscheinlichkeiten 
pmutt,1/pmutt,2 = 0,1/0,4 auf augenscheinlich bessere Ergebnisse. Ein ähnlicher Zusam-
menhang wurde für die entsprechenden Ergebnisse der Evaluierung des Verfahrens zur 
Analyse der globalen Reaktionen anhand der Abbildung 5.10 festgestellt. 
Die Abbildung 5.17 enthält je Parameterkombination find/ffit der Tabelle 5.6 die jeweils 
beste Lösung der Parametersätze für efit,eva,mean und Afit,eva,mean. Gemäß den Ergebnissen 
z mit größerem find und größerem ffit höhere Lösungsgüten sowie 
a,me
ind ind fit ei-
S1 und PS6 berücksichtigen diese Parameterwahl. 
 
nationen von find mit ffit 
 Eva-
hen Mittel unterliegen die Ergebnisse von find/ffit = 0,7/0,5 
einer geringeren Streuung. Die Ergebnisse der Paare p /p  und p /p  zur 
wurden in der Tenden
höhere Konvergenzgeschwindigkeiten erzielt. Mit Hilfe der Parameterkombination 
find/ffit = 0,7/0,5 wurden sowohl die geringste Fitness efit,ev an als auch die geringste 
Fläche Afit,eva,mean erhalten. PS72 basiert auf dieser Parameterwahl; PS54 berücksichtigt 
eter f  = 0,7. Die Kombination f /f  = 0,5/0,3 führte auf ein vergleichswden Param
se schlechteres Lösungsverhalten. P
 
Abbildung 5.17: Jeweils beste Lösungen efit,eva,mean und Afit,eva,mean für Parameterkombi-
 
Die Abbildung 5.18 zeigt die berechneten Fitnesswerte efit,eva zu den Experimenten der 
untersuchten Parameterkombinationen find/ffit, prec,1/prec,2, pmutnt,1/pmutnt,2 und pmutt,1/pmutt,2. 
Die Schiefe der Ergebnisse wird durch das allgemeine Lösungsverhalten der Evolu-
tionären Algorithmen begründet und wurde für die entsprechenden Ergebnisse der
luierung des Analyseverfahrens der globalen Reaktionen bereits erläutert (vgl. Abbil-
dung 5.12). Hinsichtlich des Einflusses der Populationsgrößenentwicklung über die Ge-
nerationen ist festzustellen, dass die Berücksichtigung von find/ffit = 0,7/0,5 im Vergleich 
zu find/ffit = 0,5/0,3 den Erhalt besserer Ergebnisse unterstützte. Zusätzlich zu einem er-
heblich geringeren arithmetisc
rec,1 rec,2 mutnt,1 mutnt,2
Bewertung des Einflusses der Rekombination und der Mutation von nicht-terminierten 
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pmutnt,1/pmutnt,2 = 0,1/0,4 wurden in Nebenuntersuchungen mit etwas höherer Häufigkeit 
die jeweils kleineren Fitnesswerte efit,eva erhalten. Zur Mutation der terminierten Symbo-
le ergab das Wertepaar pmutt,1/pmutt,2 = 0,1/0,4 zuverlässiger geringere Werte efit,eva. 
 
 
Abbildung 5.18: Boxplots der Fitnesswerte efit,eva der untersuchten Parameterkombina-
tionen (Basis je Plot: find/ffit: 400 Datensätze; Rest: 1800 Datensätze) 
 
Die Abbildung 5.19 zeigt vergleichend die Ergebnisse efit,eva und Afit,eva der 50 Experi-
mente der Parametersätze (PS) 72, 54 und 1 (vgl. auch Abbildung 5.16). Im Vergleich 
zu PS54 und PS1 weisen die Ergebnisse für PS72 die geringeren Ausreißer sowie die 
kleineren Interquartilabstände auf. F r PS72 konzentrieren sich die Werte fit,eva und 
hohe Lösungsgüte und eine hohe Konvergenzgeschwindigkeit. 
ü e
Afit,eva im Bereich von sehr kleinen Werten. Der Parametersatz ermöglichte somit eine 
 
 
Abbildung 5.19: Boxplots der Experimente zu den Parametersätzen 72, 54 und 1: 
a) Lösungen efit,eva, b) Lösungen Afit,eva (Basis je Plot: 50 Datensätze) 
efit,eva 
[· 10-3] 
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 ist 
nhand der Fitnesswertentwicklung klar zu erkennen. Da ein Minimierungsproblem 
vorliegt, ist der Abbildung ebenfalls die Entwicklung der Standardabweichung (Index 
„stdv“) der minimalen Fitness efit,min der Experimente zu entnehmen. 
Ab nfit = 2800 findet keine nennenswerte Verbesserung von efit,min,mean statt. D
dardabweichung efit,min,stdv beträgt ≈ 0. Zur Anwendung des entwickelten Verfahrens in 
der Analyse von realen Messungen könnte der Optimierungsprozess ggf. vorzeitig be-
endet werden. 
 
bbildung 5.20: Fitnesswertentwicklung Parametersatz 72 
 
Die Abbildung 5.20 enthält die Fitnesswertentwicklung für den Parametersatz 72. Die 
gezeigten Verläufe stellen die gemittelten (Index „mean“) Ergebnisse efit der 50 Ex-





















 efit,avg,me  
EMinMean efit,min,mea  
EMinStdv efit,min,std  
nfit,2  1620
nfit,t  130
nfit,1  1380 
nfit [-] 
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5.5 Diskussion der Ergebnisse 
Die Evaluierung der entwickelten mehrschichtigen vollverknüpften feedforward Netz-
werke und der evolutionären Optimierungsverfahren erfolgte auf der Basis eines kon-
kreten Anwendungsproblems. Die zu Grunde gelegten Messungen wurden an einem 
Brückenbauwerk, welches als repräsentativ angesehen werden kann, gewonnen. Die 
uronale
Optimi
chsdetektion mit Hilfe künstlicher Neuronaler Netze 
Zur Evaluierung der Neuronalen Netze wurden Trainings- und Testdatensätze verwen-
det, die je aus einer Stunde Messdatenaufzeichnung erstellt wurden. Trainings-  
und Testdatensätze waren nicht identisch. 
Für das Multilayer-Perceptron mit 50 Eingängen und zwei verdeckten Schichten, die 
jeweils 50 innere Neuronen enthielten, trainiert auf 2000 positive und 2000 negative 
Datensätze, wurden in der Studie die besten Ergebnisse erreicht. Sämtliche markierten 
Achsen der Testdatensätze wurden erkannt (99,9 %). Der Anteil falscher Achsdetektion 
fiel vergleichsweise gering aus (1,45 %). 
Das Neuronale Netz eignet sich aufgrund der vollständig korrekten Achsdetektion sehr 
gut zur Verwendung im Rahmen des Optimierungsverfahrens der Messdatenanalyse 
erfasster lokaler Reaktionen. Im Entw ptimierungsalgorithmus werden die für 
dieses Neuronale Netz gewonnenen Erkenntnisse berücksichtigt: Im Optimierungspro-
 das Entfernen von mögli-
herweise falsch detektierten Achsen ist jedoch aufzunehmen. Sowohl die Anzahl zu 
untersuchender Optimierungsparameter als auch der Umfang der Optimierungsaufgabe 
können durch das klar deutbare NN-Verhalten erheblich verringert werden. 
 
Evolutionäre Optimierungskerne zur Analyse erfasster Tragwerksreaktionen 
Die beiden evolutionären Optimierungsverfahren zur Analyse von erfassten globalen 
und lokalen Tragwerksreaktionen wurden jeweils anhand von 72 definierten Parameter-
sätzen evaluiert. Zur Absicherung der Ergebnisse wurden je Parametersatz 50 Experi-
mente durchgeführt. Je Verfahren wurden insgesamt 72 · 50 = 3600 Berechnungen vor-
genommen. 
erhaltenen Ergebnisse lassen schlussfolgern, dass sowohl die Ne n Netze als auch 
die evolutionären erungsverfahren probate Mittel zur Lösung von Problemstel-




zess ist die Aufnahme weiterer Achsen nicht erforderlich,
c
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Obwohl beide Optimierungsverfahren auf der Basis von Ergebnissen nach nfit,eva = 3000 
Fitnesswertberechnungen beurteilt wurden, können die jeweils erhaltenen Ergebnisse 
sarten wurden verschiedene Sensoren einge-
setzt. Globale Tragwerksreaktionen wurden mit Hilfe von Dehnungsmessstreifen 
n Wegaufnehmern aufgenom-
 Die Fitnessfunktion des Optimierungsverfahrens zur Analyse der lokalen Reak-
efit,eva und Afit,eva nicht direkt miteinander verglichen werden. Trotz ähnlicher Fitness-
funktionen (vgl. Gleichungen 3.2 und 3.6), die im Wesentlichen die normierte und 
quadrierte Abweichung der berechneten zu den gemessenen Werten berücksichtigen, 
existieren bedeutsame Unterschiede, die sich auf die Größenordnung der Ergebniswerte 
efit,eva und Afit,eva auswirken: 
 
 Zur Messung der beiden Reaktion
erfasst. Lokale Reaktionen wurden mit induktive
men. Die Wegaufnehmer wiesen einen höheren Toleranzbereich auf. Infolge der 
höheren Messungenauigkeiten ergaben sich größere quadrierte Fehler in der Fit-
nesswertbestimmung. 
tionen enthält Straffunktionen. Die Unterschreitung eines vordefinierten minima-
len Achsabstands sowie die Unterschreitung einer angestrebten Achsanzahl wer-
den im Optimierungsprozess zugelassen, jedoch in der Fitnesswertermittlung be-
straft. Derartige Straffunktionen sind in der Fitnessfunktion der globalen Reaktio-
nen nicht enthalten. 
 
Ein Ergebnis-Vergleich kann daher nur über das beobachtete, grundsätzliche Lösungs-
verhalten für die gewählten Parameter erfolgen: 
Populationsgröße über Generationen: Die Verwendung eines erhöhten Werts find wirkte 
sich positiv auf das Lösungsverhalten beider Optimierungsverfahren aus. Die Ergebnis-
se bezüglich der Wahl des Werts ffit sind für die beiden Verfahren gegenläufig: Zur Aus-
wertung globaler Reaktionen hat sich ein geringerer Wert und zur Auswertung lokaler 
Reaktionen ein erhöhter Wert als geeignet dargestellt. 
Rekombinations- und Mutationswahrscheinlichkeiten: Im Vergleich des Lösungsverhal-
tens für die Parameterpaare p  und p  ist festzustellen, dass sich die erzielten Ergeb-
globaler Reaktionen einen günstigen Einfluss auf das Lösungsverhalten. 
rec mutnt
nisse nicht maßgeblich unterscheiden. Mit Hilfe erhöhter Werte prec wurden in der Aus-
wertung globaler Reaktionen geringfügig bessere Ergebnisse erzielt. Verminderte Werte 
prec führten für die lokalen Reaktionen zu etwas geringeren Werten efit,eva und Afit,eva. 
Gleichermaßen zeigte die Verwendung erhöhter Wahrscheinlichkeiten pmutnt in der 
Auswertung 
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ur Anwendung der entwickelten Ansätze im Rahmen der Analyse von realen Messda-
Mit Hilfe verminderter Werte pmutnt wurden in der Analyse lokaler Reaktionen etwas 
bessere Ergebnisse erreicht. Lediglich die Ergebnisse der Untersuchungen zur Wahl der 
Wahrscheinlichkeiten pmutt erlauben eindeutige Schlussfolgerungen: Das Lösungsver-
halten beider Optimierungsverfahren wurde durch die Verwendung verminderter Werte 
für pmutt verbessert. Sowohl deutlich geringere Werte efit,eva und Afit,eva als auch geringere 
Streubreiten der Ergebnisse wurden hiermit erreicht. 
 
Z
ten stellt die Tabelle 5.8 die Parameterwerte zusammen, welche die besten Resultate 
ergaben. 
 
Tabelle 5.8: Geeignete Parameter zur Analyse von globalen und lokalen Reaktionen 
 Globale Reaktionen (PS50) Lokale Reaktionen (PS72) 
Para- Abschnitt 1 Überg
meter (i  1) (i  t) (i  2) (i  1) (i  t) (i  2) 
ang Abschnitt 2 Abschnitt 1 Übergang Abschnitt 2
nfit,i 758 140 2145 1380 130 1620 
ngen,i 26 5 165 52 5 90 
nind,i 30 30 15 28 28 20 
nsel,i 2 2 2 2 2 2 
neli,i 2 2 2 2 2 2 
nrec,i 1 1 1 1 1 1 
nmut,i 1 1 1 1 1 1 
prec,i 0,7 0,7-0,15 0,15 0,4 0,4-0,1 0,1 
pmutnt,i 0,1 0,1-0,6 0,6 0,1 0,1-0,4 0,4 
pmutt,i 0,05 0,05-0,4 0,4 0,1 0,1-0,4 0,4 
 
In Ergänzung zur umgesetzten Parameteradaption könnte ggf. eine Anpassung der Pa-
rameter in Abhängigkeit von der Anzahl an Optimierungsgrößen berücksichtigt werden. 
Die Komplexität der Optimierungsaufgabe der Analyse erfasster globaler Reaktionen 
steigt mit der Anzahl zu untersuchender Fahrzeuge. Gleichermaßen erhöht sich der Um-
fang der Optimierungsaufgabe der lokalen Reaktionen mit der Anzahl der Achsen eines 
betrachteten Fahrzeugs. Entsprechend der vorhandenen Anzahl an Optimierungsgrößen 
könnten die evolutionären Parameter im Optimierungsprozess adaptiert werden. 
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6.1 Bauwerk, durchgeführte Messungen 
6.1.1 Systemdaten 
Die entwickelten und implementierten Methoden wurden zur Auswertung von Messda-
ten, die im Rahmen der Dauerüberwachung des Überbaus einer Betonbrücke gewonnen 
wurden, eingesetzt. 
Das Bauwerk befindet sich im Zuge einer stark befahrenen Bundesautobahn und wurde 
in den 1970er Jahren errichtet. Es bestehen zwei getrennte Überbauten zur Aufnahme 
der Richtungsfahrbahnen. Der Querschnitt der Überbauten ist ein einzelliger Hohlkasten 
mit einer Höhe von 4,20 m und einer Gesamtbreite von ca. 15 m. Die Überbauten sind 
durchlaufende Systeme über 12 Felder mit Spannweiten zwischen 34,35 m und 70 m. 
Die Gesamtlänge beträgt 600 m. Die Herstellung erfolgte im Taktschiebeverfahren. In 
Längsrichtung weisen die Überbauten in der Fahrbahn- und Bodenplatte einen geraden 
und in den Stegen einen gekrümmten Spanngliedverlauf auf. Zur Vorspannung von 
Fahrbahn- und Bodenplatte wurden Spannstäbe Ø 32 und Ø 36 des Typs Dywidag 
St. 85/105 verwendet. Die Vorspannung in den Stegen wurde mit Litzen Suspa IV 
St. 150/170 aufgebracht. Die Fahrbahnplatte ist quervorgespannt mit Stäben Ø 32 Dy-
widag St. 85/105. Die Betonfestigkeitsklasse ist in der Bestandsstatik nach der seiner-
zeit gültigen DIN 1045 mit B 450 angegeben. Das Bauwerk ist in die Brückenklasse 60 
gemäß DIN 1072 eingestuft. 
Zur Bauwerksüberwachung wurde ein Feldquerschnitt gemäß Abbildung 6.1 instrumen-
tiert. Im Bereich der Bodenplatte in direkter Nähe zu den Stegen wurden mit Hilfe von 
Dehnungsmessstreifen Spannstahldehnungsänderungen Δm,1 und Δm,2 aufgezeichnet. 
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Die Doppelpunktmessung an beiden Stegen ermöglichte die messtechnische Erfassung 
der Querverteilung der Lasten. Zum Erhalt von lokalen Plattenreaktionen wurden mit 
induktiven Wegaufnehmern auf dem Beton an der Unterseite der Fahrbahnplatte Ver-
formungen erfasst. Vorausgegangene Vergleichsrechnungen sowie Zustandsuntersu-
chungen vor Ort zeigten, dass sich die Platte am Ort der Sensoren im Zustand I befindet. 
Innerhalb der Messlänge der Sensoren befanden sich somit keine Risse, die das Messer-
gebnis verfälscht hätten. Die Umrechnung der Verformungen in Dehnungen wurde über 
die Basislänge der Wegaufnehmer durchgeführt. Die Messung Δm,3 erfolgte in Längs- 
und Δm,4 in Querrichtung. 
Zur genauen Bewertung der Querschnittsbeanspruchung wurden zusätzlich Tempera-
turmessungen vorgenommen. Umgebungslufttemperaturen innen (Tm,i) und außen (Tm,a) 
sowie Betontemperaturen (Tm,1u, Tm,1o, Tm,2u und Tm,2o) wurden mit konventionellen 
Thermoelementen aufgenommen. Die Messdatenerfassung erfolgte kontinuierlich und 




alle Maße in m 
Instrumentierter Messquerschnitt: 
Abbildung 6.1: Anwendungsbeispiel: Statisches System und Messquerschnitt 
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Zur Gewährleistung von Langzeitstabilität und Signalsicherheit wurden hochwertige 
Sensoren eingesetzt und die Aufzeichnung einzelner Größen durch die Verwendung 
mehrerer Sensoren abgesichert. Zum Schutz vor Witterungsbedingungen wurden die 
Messelemente mit Kunststoffabdeckungen und Silikonabdichtungen versehen. 
Die Sensoren Δm,1 und Δm,2 zeichneten vornehmlich globale Überbaureaktionen auf, 
wohingegen die Messsignale der Sensoren Δm,3 und Δm,4 durch lokale Plattenreak-
tionen geprägt waren. Entsprechend der Erläuterungen des Kapitels 3.2 (vgl. auch Ta-
belle 3.2) wurden Δm,1 und Δm,2 mit 10 Hz, Δm,4 mit 100 Hz und Δm,3 mit 250 Hz 
abgetastet. Die Temperaturmessung erfolgte alle 15 min. 
Nachfolgend werden Erkenntnisse sowie ausgewählte Ergebnisse aus der Anwendung 
des entwickelten Ansatzes dargelegt. Die Messungen vom 01.02.2006 00:00 Uhr bis 
31.05.2006 24:00 Uhr (4 Monate bzw. 2880 Stunden) wurden mit Hilfe der IIM-
Softwareapplikation hinsichtlich der verursachenden Verkehrslasten analysiert. Auf-
grund der hohen Abtastraten wurden insgesamt 157 GByte Messdaten erfasst, wovon 
etwa 56 GByte im Messdatenanalyseverfahren behandelt wurden. 775401 Fahrzeuge 
mit einem Gesamtgewicht größer 5 t wurden identifiziert. 
6.1.2 Voraussetzungen 
Zu Kontroll- und Vergleichszwecken wurden am Bauwerk wiederholt Silhouettenzäh-
lungen vorgenommen. Die Erhebungen wurden in den Jahren 2005 und 2006 an ausge-
wählten Werktagen in der Zeit zwischen 11:00 Uhr und 16:30 Uhr durchgeführt und 
umfassten insgesamt 12 Stunden mit 5540 festgestellten Fahrzeugen. Im genannten Ta-
geszeitraum war die Brücke in besonderem Maße stark befahren. 
Aufgrund der verkehrlichen Gegebenheiten (99,6 % der Schwerfahrzeuge wurden auf 
der rechten Fahrspur beobachtet) erfolgte die automatisierte Analyse der kontinuierlich 
erfassten Tragwerksreaktionen ausschließlich für den Verkehr der rechten Spur. 
6.2 Numerisches Rechenmodell 
6.2.1 Voruntersuchungen, Belastungsversuche 
Zur Ermittlung des tatsächlich vorhandenen Beanspruchungsniveaus des Messquer-
schnitts wurden vorab im Rahmen einer Stabwerksbetrachtung linear elastisch die 
Schnittgrößen infolge von ständigen Lasten und Temperatur berechnet. Grundlage der 
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Berechnungen waren die Angaben der Bestandsstatik und der Ausführungsunterlagen. 
Die Temperatureinwirkungen wurden gemäß DIN-Fachbericht (FB) 101:2003-03 ange-
setzt. Infolge von Eigen- und Ausbaulasten (59468 kNm), des statisch unbestimmten 
Anteils der Vorspannung (14011 kNm) sowie eines positiven Temperaturgradienten von 
10 K (27083 kNm) wurde unter Annahme des ungerissenen Zustands ein Grundmoment 
M0 des Querschnitts von 100,6 MNm ermittelt. 
Die Abbildung 6.2 stellt für den instrumentierten Querschnitt den Zusammenhang zwi-
schen Momententragfähigkeit M und Spannstahldehnungen εp der Stellen Δm,1 bzw. 
Δm,2 dar. Im Rahmen der Querschnittsbetrachtung wurde das Dekompressionsmoment 
zu 128 MNm bestimmt. Die rechnerische Steigung im ungerissenen Zustand beträgt 
mI = 3,049 · 108 kNm, wohingegen der ausgeprägt gerissene Zustand eine Steigung von 
mII = 0,496 · 108 kNm aufweist. Zur Verdeutlichung der Auswirkungen einer realis-
tischen Verkehrsbelastung auf die Spannstahldehnungsänderungen wurden ausgehend 
von M0 das maximale (max M44t = 5525 kNm) und minimale (min M44t = –990 kNm) 
Moment infolge der 44 t-Fahrzeugkombination gemäß Allgemeinen Rundschreiben 
Straßenbau 13/2004 vom 18. Mai 2004 angetragen. Die Schnittgröße max M44t wurde 
hierbei unter Berücksichtigung einer Querverteilung der Lasten nach [MeHi06] ermit-
telt. Es ist zu erkennen, dass der Querschnitt auch bei Ansatz einer ausgesprochen ho-
hen Temperaturbeanspruchung unter realistischen Verkehrslasten im Zustand I ver-
bleibt. Ursache hierfür ist die hohe zentrische Vorspannung des Bauwerks. 
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Zur zweifelsfreien Feststellung der vorliegenden Grundbeanspruchung sowie zur Kali-
brierung der Anlage wurden am Bauwerk Probebelastungen mit Hilfe von Belastungs-
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nisse der Versuche zu minimieren, wurde die rechte Spur („Lkw-Spur“) gesperrt. Ent-
sprechend Abbildung 6.1 fuhren die Fahrzeuge von x = 0 m bis 189,88 m. In den Vier-
telspunkten der drei Felder wurden die Fahrzeuge jeweils angehalten und verweilten 
eine ausreichende Dauer (3 bis 5 min), so dass zu einem Messzeitpunkt am instrumen-
tierten Querschnitt Dehnungen erfasst wurden, die frei von Verkehrslasten der linken 
Spur waren. Über dem Messquerschnitt hielten die Fahrzeuge mit jeder Achse an. 
Insgesamt wurden 2 Versuche vorgenommen. Zum ersten Versuch wurden bei mäßigem 
Temperaturgradienten ein 3-achsiger Lastkraftwagen (Lkw) mit einem Gesamtgewicht 
G von 32,45 t und ein 5-achsiger Sattelzug (G = 40,55 t) eingesetzt. Der zweite Versuch 
fand etwa ein halbes Jahr später bei hohem Temperaturgradienten mit einem 3-achsigen 
Lkw (G = 28,95 t) statt. Die Fahrzeuge überfuhren das Bauwerk jeweils zweimal. Die 
Tabelle 6.1 enthält eine Übersicht zu den Belastungsversuchen. Die Lastbilder der Fahr-
zeuge sind dem Anhang B, Abbildung B.10 zu entnehmen. 
 
Tabelle 6.1: Belastungsversuche zur Kalibrierung 
Datum Uhrzeit Fahrzeug Tm,1o Tm,1u Tm,2o Tm,2u
[-] [Uhr] [-] [°C] [°C] [°C] [°C] 
10:00 - 11:00 3-achsiger Lkw (32,45 t) 22.10.2004 11:00 - 12:15 5-achsiger Sattelzug (40,55 t) 12,0 11,1 12,2 11,3 





Abbildung 6.3: Dehnungen Δεm,1 und Δεm,2: a) 3-achsiger Lkw, 22.10.2004 ab 
10:00 Uhr und b) 3-achsiger Lkw, 20.06.2005 ab 17:45 Uhr 
 
Die Abbildung 6.3 zeigt Dehnungsaufzeichnungen zur Überfahrt der 3-achsigen Last-
kraftwagen. Da ausschließlich die Messergebnisse der einzelnen Laststellungen ver-
wendet wurden, sind die Verläufe „kantig“. Es ist zu erkennen, dass die beiden Fahr-
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spruchung des Querschnitts dem Betrag nach nahezu gleiche Dehnungen Δm,1 und 
Δm,2 hervorriefen. Die Querverteilung der Lasten stellt sich deutlich anhand der Ver-
läufe für Δm,1 und Δm,2 dar: Befand sich das Fahrzeug bezogen auf den Messquer-
schnitt im vorherigen bzw. im nachfolgenden Feld, so wurden die beiden Stege glei-
chermaßen beansprucht (Δm,1 = Δm,2); hier hingegen beteiligte sich bei Anordnung des 
Fahrzeugs über dem Messquerschnitt der Steg, welcher der Last zugewandt war (Δm,1), 
etwa zu 61 % am Lastabtrag. 
In der Abbildung 6.4 sind die zur jeweiligen Laststellung zugehörigen Momente ΔMBF 
infolge der Belastungsfahrzeuge über die gemessenen Dehnungen Δm,1 aufgetragen. 
Die Momente ΔMBF wurden am Stabwerk für den Ort des instrumentierten Querschnitts 
ermittelt. Die messtechnisch erfasste Querverteilung der Lasten wurde in der Berech-
nung der Werte ΔMBF berücksichtigt. Die Abbildung beruht auf den durchgeführten 
6 Belastungsfahrten, welche zu zwei unterschiedlichen Messterminen bei geringer und 
bei hoher Temperaturbeanspruchung vorgenommen wurden. Die rechnerisch ermittelte 
Steigung im ungerissenen Zustand wird durch die Messungen bestätigt und kann der 
Abbildung entnommen werden. Der Zusammenhang zwischen Schnittgrößen bzw. 
Spannungen und Dehnungen lässt sich demnach linear beschreiben. 
 
 



































ΔMBF  m · Δεm,1 
mit m  3,206 · 108 kNm Δεm,1 [-] 
6.2.2 Detailbetrachtungen, wirklichkeitsnahe Modellbildung 
Aufbauend auf den erhaltenen Ergebnissen wurde das Tragsystem wirklichkeitsnah in 
einem Finite Elemente (FE) Programmsystem abgebildet. Zur Minimierung der Re-
chenzeiten wurden das Feld des instrumentierten Querschnitts sowie die beiden benach-
barten Felder dreidimensional mit Hilfe von schwerachsenbezogenen Schalenelementen 
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modelliert. Die restlichen Felder wurden mit Balkenelementen abgebildet und an die 
dreidimensionale Modellierung gekoppelt. Im Bereich der Sensororte wurde eine Netz-
verdichtung vorgenommen. Anhand der Messergebnisse der Belastungsversuche (vgl. 
Tabelle 6.1) wurde das System kalibriert. Im Rahmen von verifizierenden Berechnun-
gen auf Grundlage von DIN-FB 101:2003-03 und DIN-FB 102:2003-03 konnte der un-
gerissene Zustand auch für Feld- und Stützquerschnitte der zum Messquerschnitt be-
nachbarten Felder nachgewiesen werden. Die Abbildungen B.1 bis B.5 des Anhangs B 
zeigen das FE-Modell. 
Im Rahmen einer dynamischen Systemanalyse wurden die ersten beiden Eigenfrequen-
zen der vertikalen Biegeschwingung zu 2,14 Hz und 2,97 Hz bestimmt. Messtechnisch 
wurden diese zu 2,26 Hz und 3,02 Hz ermittelt. Aufgenommene Frequenzbänder der 
einzelnen Sensoren sind den Abbildungen B.6 bis B.9 des Anhangs B zu entnehmen. Im 
Rahmen der Datenvorbereitung wurden mit Hilfe der Softwareapplikation PreProc der-
artige Einflüsse digital gefiltert und entfernt. 
Da der ungerissene Zustand vorliegt, erfolgte die Messdatenanalyse durch die Auswer-
tung von berechneten Einflusslinien und -flächen. Die Abbildung 6.5 zeigt exempla-
risch die zum Sensorort Δm,3 berechneten Dehnungen (Index „c“) Δc,3 für eine Achs-
last von 1 t in Abhängigkeit von der Laststellung x und dem Querabstand a der rechten 
Radreihe zum Sensor. Die Koordinaten x und a sind der Abbildung 6.1 zu entnehmen. 
Die Auswertung der Einflussflächen erfolgte für die Achsbreite von 2,00 m und eine 
Radaufstandsfläche von 25x25 cm. 
 
 

























x = x’ + 87,29 [m] x’ [m]
(vgl. Abbildung 6.1) 
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Bezüglich des Ansatzes eines realistischen statischen Radaufstands wurden verglei-
chende Berechnungen unter Variation zu erwartender Achslasten und Reifeninnendrü-
cke der Schwerfahrzeuge angestellt. Die Fläche von 25x25 cm wurde als das geeignete 
Maß festgestellt, um den Radaufstand realer Schwerfahrzeuge abzubilden. Der DIN-
FB 101 sieht eine Aufstandsfläche von 40x40 cm vor. Die Achslasten der theoretischen 
Lastmodelle betragen jedoch ohne Berücksichtigung der Anpassungsfaktoren bis zu 
30 t, was in der Realität nicht zu erwarten ist. Zudem gilt der DIN-FB 101 für den Neu-
bau und nicht für die Nachrechnung von bestehenden Bauwerken. 
Zur Abschätzung des Fehlers eines unzutreffenden Radaufstands zeigt die Abbil-
dung 6.6 berechnete lokale Plattenreaktionen Δc,3 für die Flächen 10x10 cm, 25x25 cm 
und 40x40 cm für Werte a = -0,50 m und a = 0,00 m. Bezogen auf Abbildung 6.5 ent-
hält Abbildung 6.6 demnach Schnitte für zwei gegebene Werte des Querabstands a der 
rechten Radreihe. Losgelöst von den bisherigen Erläuterungen ist zu erkennen, dass die 
Radaufstandsfläche die lokalen Tragwerksreaktionen lediglich für Lasten in der unmit-
telbaren Nähe zum Sensor beeinflusst. In Längsrichtung besteht ab einem Abstand 
| x’ | ≥ 0,30 m kein signifikanter Unterschied zwischen den drei betrachteten Radauf-
ständen. In Querrichtung sind die Dehnungsverläufe ab | a | ≥ 0,50 m annähernd de-
ckungsgleich. Da zur Analyse der erfassten lokalen Reaktionen Zeitbereiche betrachtet 
werden, die die Messung zur Überfahrt eines Fahrzeugs beinhalten, konzentriert sich die 
Messdatenanalyse keinesfalls auf die Maximalwerte infolge der Achslasten. Die Bedeu-
tung des Radaufstands wird hierdurch nochmals deutlich abgemindert. 
 
 
Abbildung 6.6: Dehnungen Δεc,3 für Radaufstandsflächen 10x10 cm, 25x25 cm und 






















Bild b: Querabstand a = 0,00 m 
x = x’ + 87,29 [m] 
(vgl. Abbildung 6.1) 
x’ [m] 
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6.3 Genauigkeitsklassifikation 
Die Genauigkeit einer Anlage zur Ermittlung von Verkehrslasten unter regulären Ver-
kehrsbedingungen ist von mehreren Faktoren abhängig. Insbesondere Messungenauig-
keiten und -toleranzen sowie dynamische Effekte der Fahrzeug-Fahrbahn-Interaktion 
schlagen sich als Fehler auf die Lastmessung nieder und beeinflussen die erzielbare Ge-
nauigkeit der gesuchten statischen Gewichte. Zur einheitlichen Genauigkeitsbewertung 
der Systeme wurden auf Initiative von FEHRL (Forum of European National Highway 
Research Laboratories) im Rahmen der COST (Cooperation in Science and Technolo-
gy) Aktion 323 [COST99] entsprechende Spezifikationen erarbeitet. Diese sehen den 
Vergleich von automatisiert ermittelten mit den jeweils statisch gewogenen Gewichten 
vor. Im Rahmen eines statistischen Prüfverfahrens werden die relativen Messfehler der 
ermittelten zu den bekannten Gewichten bewertet. Zur Kenntnis der statischen Gewich-
te werden üblicherweise an der Messeinrichtung Prüffahrten mit Belastungsfahrzeugen, 
die am regulären Verkehrsfluss teilnehmen, durchgeführt. Die Wiegegenauigkeit einer 
Anlage wird durch die Angabe von Genauigkeitsklassen für die Messgrößen „Gesamt-
gewichte“ und „Achslasten“ beschrieben. Für die Achslasten wird nochmals eine Diffe-
renzierung nach Lasten der Einzelachsen, der Achsgruppen und Achsen der Achsgrup-
pen vorgenommen. Im Grundsatz unterscheiden die COST 323-Spezifikationen 6 Klas-
sen von A(5) bis D(25). Hierbei repräsentiert die Klasse A(5) die höchsten Genauig-
keitsanforderungen. 
Die Genauigkeitsklassifikation der Anlage wurde entsprechend der COST 323-Spezifi-
kationen durchgeführt. Gemäß Tabelle 6.2 wurden zwei Belastungsfahrzeuge einge-
setzt. Die Fahrzeuge überfuhren die Messeinrichtung jeweils 10-mal bei gleicher Ge-
schwindigkeit, unverändertem Gewicht und gleicher seitlicher Position. Die Lastbilder 
der Fahrzeuge können der Abbildung B.10 des Anhangs B entnommen werden. 
 
Tabelle 6.2: Belastungsversuche zur Genauigkeitsbewertung 
Datum Uhrzeit Fahrzeug Anzahl der Fahrten 
[-] [Uhr] [-] [-] 
11:00 - 14:15 5-achsiger Sattelzug (41,55 t) 10 26.04.2006 13:45 - 16:00 3-achsiger Lastkraftwagen (30,11 t) 10 
 
Für das Kriterium Gesamtgewicht wurde die Klasse A(5) erhalten. Entsprechend der 
COST 323-Empfehlungen weist diese Klasse eine derart hohe Genauigkeit auf, dass 
unmittelbar die Strafverfolgung von überladenen Fahrzeugen durchgesetzt werden 
könnte. Die entwickelte Anlage hätte somit zur Überwachung der Einhaltung von ge-
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setzlich zulässigen Fahrzeuggesamtgewichten verwendet werden können. Für die Ein-
zelachsen wurde die Klasse C(15) erreicht. Gewichte dieser Klasse sind ausreichend 
genau, um statistischen Untersuchungen und Ermüdungsbetrachtungen zu Grunde ge-
legt zu werden. Für die Gewichte der Achsgruppen und Achsen der Achsgruppen wur-
den jeweils die Genauigkeiten B(10) erzielt. Gewichte der Klasse B(10) weisen eine 
hohe Genauigkeit auf. Zur Strafverfolgung von überladenen Fahrzeugen kann ein derar-
tiges System zur effizienten Vorauswahl von überladenen Fahrzeugen dienen. 
Entsprechend der COST 323-Spezifikationen wurden mit Hilfe der eigenen Entwick-
lungen in den betrachteten Gewichtskriterien hohe bis sehr hohe Genauigkeiten erzielt. 
6.4 Ergebnisse der Verkehrslastermittlung 
Nachfolgend werden beispielhaft ausgewählte Ergebnisse der Messdatenanalyse darge-
stellt. Die Ergebnisse dienen der Illustration und sollen das Potential des vorgeschla-
genen Ansatzes aufzeigen. 
Im Rahmen von Silhouettenerhebungen in der Zeit zwischen 11:00 Uhr und 16:30 Uhr 
über 12 Stunden an verschiedenen Werktagen wurde der 5-achsige Sattelzug mit 2 Ach-
sen im Bereich der Zugmaschine und 3 Achsen im Bereich des Aufliegers am Bauwerk 
mit einer Häufigkeit p von 60 % angetroffen. Bei 10 % der Sattelzüge wurde mindes-
tens eine geliftete Achse beobachtet (siehe Abbildung 6.7). Die Liftachsen werden bei 








60 Anteil Fahrzeuge mit hochgezogenen Achsen
Anteil Fahrzeuge mit allen Achsen auf der Fahrbahn
p [%] 60 %
12 %
10 % 7 %
 
Abbildung 6.7: Ergebnisse der Silhouettenerhebungen (12 Stunden, 5540 Fahrzeuge) 
 
Bei Verkehrszählungen in Hamburg [NBBP07] bzw. in Essen [BuSL07] beschrieben 
Sattelzüge über 80 % bzw. über 50 % des Schwerverkehrsaufkommens. 






LKW Sattelzüge Hängerzüge Busse 
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In der automatisierten Messdatenauswertung werden die Fahrzeuge nach der Anzahl der 
Achsen auf der Fahrbahn festgestellt. Den Ergebnissen der Silhouettenerhebungen ent-
sprechend wurde der 5-achsige Sattelzug in der Analyse der Messdaten, die über 4 Mo-
nate kontinuierlich aufgenommen wurden, mit einer Häufigkeit von 44 % erfasst. Insge-
samt wurden im betrachteten Zeitraum 775401 Fahrzeuge mit einem Gesamtgewicht 
von mehr als 5 t identifiziert, wovon 336926 Fahrzeuge 5-achsige Sattelzüge darstellten. 
Hiernach kommt dem 5-achsigen Sattelzug eine ausgesprochen hohe Bedeutung zu; er 
kann als in besonderem Maße repräsentativ für das Verkehrsaufkommen bezeichnet 
werden. Im Folgenden werden Detailergebnisse für diesen Fahrzeugtyp präsentiert. 
Die Abbildung 6.8 zeigt die Häufigkeitsverteilung der Fahrzeuggesamtgewichte Qtot. 
Gemäß Straßenverkehrszulassungsordnung beträgt das zulässige Gesamtgewicht für die 
Fahrzeuge 40 t. Ein Anteil von 18 % der Sattelzüge wurde als „überladen“ identifiziert. 
Hierbei ist zu beachten, dass Leerfahrten aufgrund von angehobenen Achsen teilweise 
als 4- bzw. 3-achsige Fahrzeuge aufgenommen wurden und in der gezeigten Häufig-
keitsverteilung nicht enthalten sind. Unter Berücksichtigung der Leerfahrten für die 
Silhouette des 5-achsigen Sattelzugs würde sich der prozentuale Anteil der überladenen 

































































































Qtot [· 10 kN]
 
Abbildung 6.8: 5-achsige Sattelzüge: Häufigkeitsverteilung der Gesamtgewichte 
 
Die Abbildungen 6.9 bis 6.11 zeigen die aufgenommen Achslasten über dem jeweils 
zugehörigen Fahrzeuggesamtgewicht. In der Tendenz wurden ähnliche Ergebnisse an-
lässlich der Messungen „Achslastdaten 1998“ [BASt98] festgestellt. Aufgrund der vor-
handenen Korrelation zwischen den beiden Größen wurde eine lineare Regression vor-
genommen. Die höchste beobachtete Achslast betrug Q2 = 17,3 t. 
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Abbildung 6.9: 5-achsige Sattelzüge: Achslast der 1. Achse 
 
 
Abbildung 6.10: 5-achsige Sattelzüge: Achslast der 2. Achse 
 
 
Abbildung 6.11: 5-achsige Sattelzüge: Mittlere Achslast der Tripelachse 
 
Ausführliche Ergebnisse der Messdatenanalyse können dem Forschungsbericht 
[BuSL07], der im Rahmen des durch das Bundesministerium für Verkehr, Bau und 
Stadtentwicklung (BMVBS) beauftragten und durch die Bundesanstalt für Straßenwe-
sen (BASt) betreuten Forschungs- und Entwicklungsvorhabens 15.0388/2003/GRB ent-
stand, entnommen werden. 
 































Qtot [· 10 kN]
Q3-5 [· 10 kN] 
Q3-5 = -15,407 + 0,207 · Qtot





















Qtot [· 10 kN]
Q2 [· 10 kN] 
Q2 = 4,842 + 0,303 · Qtot






















6500Q1 [· 10 kN] 
Q1 = 41,335 + 0,077 · Qtot
Qtot [· 10 kN]
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Kapitel 7  
 
Zusammenfassung und Ausblick 
 
7.1 Zusammenfassung 
In der vorliegenden Arbeit wurde der IIM (Identification-in-Motion) Algorithmus zur 
Identifikation von Verkehrslasten entwickelt und prototypisch implementiert. Der An-
satz berücksichtigt die Analyse von statischen Tragwerksreaktionen, die kontinuierlich 
an entsprechend instrumentierten Brückenüberbauten erfasst werden. Einzelne Fahrzeu-
ge werden hierbei aus Messdaten identifiziert, die während der Anwesenheit eines ein-
zelnen oder mehrerer Fahrzeuge auf der Brücke aufgezeichnet wurden. Für die Fahr-
zeuge werden die Attribute Auftretenszeitpunkt, Gesamtgewicht, Geschwindigkeit, 
Achslasten und -abstände ermittelt. Zur Messung können konventionelle Dehnungs-
messstreifen oder wieder verwendbare Wegaufnehmer eingesetzt werden. Aufgrund der 
Analyse von Bauwerksmessungen kann die Methodik in Kombination mit Monitoring-
systemen, die gleichermaßen Messungen erfordern, eingesetzt werden. 
Anhand von numerischen Untersuchungen wurden die Tragwerksreaktionen festgestellt, 
welche maßgeblich auf die einwirkenden Lasten schließen lassen. Durch die Unter-
scheidung von globalen und lokalen Reaktionen wird die Anzahl der erforderlichen 
Messelemente minimiert. Sowohl praxisrelevante Anforderungen hinsichtlich der Wirt-
schaftlichkeit des Verfahrens sowie des Installations- und Wartungsaufwands als auch 
Anforderungen bezüglich der Effizienz der Messdatenanalyse werden hierdurch erfüllt. 
Die Problemstellung wird im Rahmen einer modellbasierten Lastidentifikation gelöst: 
Unter Verwendung des zum inversen Problem zugehörigen Vorwärtslösers, in aller Re-
gel ein Finite Elemente Berechnungskern, werden parametrisierte Rechenmodelle itera-
tiv auf am Bauwerk erfasste Messgrößen angepasst. Die Lastkomponente der Modelle 
beschreibt die zum jeweiligen Messzeitpunkt vorliegende Belastungssituation und er-
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möglicht die Feststellung der einzelnen Fahrzeuge. Die Analyse von kontinuierlich er-
fassten Tragwerksreaktionen erfolgt in Zeitschritten durch die Betrachtung eines jeweils 
zugehörigen Zeitintervalls. Der Unterscheidung nach globalen und lokalen Reaktionen 
entsprechend wird die Lastidentifikation im Rahmen von zwei gekapselten Optimie-
rungskernen durchgeführt. Je Reaktionsart werden definierte Fahrzeugattribute festge-
stellt: Globale Reaktionen dienen zur Bestimmung von übergeordneten Fahrzeugkenn-
werten, lokale Reaktionen werden zur Ermittlung der Achseigenschaften der Fahrzeuge 
herangezogen. In dieser direkten Unterscheidung tragen die beiden Reaktionstypen je-
weils bestmöglich zur Feststellung der Fahrzeugattribute bei, der Suchraum der Pro-
blemstellung wird minimiert und die Gesamteffizienz des Algorithmus wird gesteigert. 
Im jeweiligen Optimierungsprozess wird im Wesentlichen die Minimierung der Fehler-
quadratsumme aus gemessenen und berechneten Tragwerksreaktionen behandelt. Die 
Zielfunktionen der kleinsten Fehlerquadrate gewährleisten die Robustheit gegenüber 
teilweise verrauschten und ungenauen Messwerten. Der Ansatz berücksichtigt die iso-
lierte Verwendung des Vorwärtslösers. Hierdurch wird die Gültigkeit sowohl für lineare 
als auch für nichtlineare Systeme sichergestellt. Die Lastidentifikation im Rahmen einer 
Modelladaption hat sich zur Problemlösung als überaus gut geeignet erwiesen. 
Zur Lösung der Optimierungsprobleme wurden Verfahren auf Basis der Genetischen 
Programmierung (GP) untersucht und entwickelt. Die GP zählt zur Gruppe der Evolu-
tionären Algorithmen (EA), die sich in zahlreichen Anwendungen zur Ermittlung der 
globalen Extrema von Zielfunktionen als sehr günstig erwiesen haben. Im Vergleich zu 
anderen EA-Dialekten besitzt die GP eine ausgesprochen hohe Flexibilität und Variabi-
lität in der Repräsentation der Lösungskandidaten. Die GP ist daher zur Lösung von 
komplexen Optimierungsaufgaben prädestiniert. Zur Analyse von kontinuierlich erfass-
ten Tragwerksreaktionen werden die in [PuSL07] eingeführten wahrscheinlichkeits-
orientierten Operatoren im Vorgehen berücksichtigt. Die Operatoren ermöglichen für 
die GP eine zielgerichtete Initialisierung und Mutation. Sie haben sich als extrem leis-
tungsstarke Hilfsmittel zur Aufnahme von Domänenwissen im Optimierungsprozess 
erwiesen. Zur Erzielung eines günstigen Lösungsverhaltens werden evolutionäre Para-
meter, wie die Populationsgröße, Rekombinations- und Mutationswahrscheinlichkeiten, 
in den GP-Optimierungsprozessen deterministisch angepasst. Geeignete Werte für die 
Parameter wurden im Rahmen einer umfangreichen Evaluierung ermittelt. Zur Reduzie-
rung des Optimierungsaufwands werden künstliche Neuronale Netze hybrid in das  
GP-Analyseverfahren der lokalen Reaktionen eingebunden. Aufgrund ihrer hohen Lern- 
und Generalisierungsfähigkeit wurden mehrschichtige feedforward Systeme (Multi-
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layer-Perceptrons) gewählt. Mit ihrer Hilfe werden in einer vergleichsweise einfachen 
Mustererkennung die Auftretenszeitpunkte der Achsen abgeschätzt und als Initialwerte 
der GP-Optimierung gesetzt. In umfangreichen Parameterstudien haben die mehrschich-
tigen Netzwerke eine sehr gute Performanz in der Analyse von realen Messwerten ge-
zeigt. Im Rahmen der Untersuchungen wurden auch verschmierte Messsignale sehr ge-
ringer Amplituden betrachtet und zuverlässig analysiert. Die Genetische Programmie-
rung und die hybrid integrierten Neuronalen Netze haben sich als probate Mittel zur 
Lösung der gegebenen komplexen Problemstellung gezeigt. 
Um die entwickelten Methoden zu verifizieren und deren Eignung zu demonstrieren, 
wurde der IIM-Algorithmus prototypisch implementiert. Zur Vorhaltung und Aufberei-
tung von kontinuierlich erfassten Messdaten entstand zudem die Softwareapplikation 
PreProc. Zur Nachbereitung und Interpretation von gewonnenen Ergebnissen wurde die 
Applikation PostProc entwickelt. Die eigenen Entwicklungen wurden objektorientiert in 
der Programmiersprache C++ umgesetzt. 
Das entstandene Softwarepaket wurde zur Analyse von Messdaten, die im Rahmen ei-
ner Dauermessung über 4 Monate an einem repräsentativen Brückenbauwerk gewonnen 
wurden, eingesetzt. Insgesamt wurden 775401 einzelne Fahrzeuge zuverlässig identifi-
ziert. Das hohe Potential des vorgeschlagenen Ansatzes wurde aufgezeigt und dessen 
Eignung anhand einer realen Anwendung bestätigt. Die Bewertung gemäß den 
COST 323-Empfehlungen ließ erkennen, dass mit der Anwendung des Verfahrens  
außerordentlich genaue Ergebnisse erhalten werden können. 
7.2 Ausblick 
In der automatisierten Messdatenauswertung werden die Schwerfahrzeuge nach der 
Anzahl der Achsen auf der Fahrbahn festgestellt. Aufgrund von Liftachsen, die zu Leer-
fahrten angehoben werden (vgl. Kapitel 6.5), kann der tatsächliche Fahrzeugtyp nur 
eingeschränkt bestimmt werden. Sowohl zur Angabe der wirklichen Auftretenshäufig-
keiten der einzelnen Fahrzeugtypen als auch zur gezielten Zuweisung der ermittelten 
Gewichte ist die Kenntnis der Fahrzeugsilhouetten von hoher Bedeutung. In zukünfti-
gen Arbeiten sollte zum Erhalt der Silhouetten die Ergänzung des Ansatzes um eine 
automatisierte Videoanalyse untersucht werden (siehe beispielsweise [AcTr04] und  
[AlAb06]). Die Kenntnis der Fahrzeuggewichte und der -silhouetten könnte unter  
anderem zur genauen Definition von realitätsnahen Ermüdungslastmodellen verwendet 
werden. 
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Die entstandenen Softwareapplikationen wurden zur Analyse von Querschnittsdehnun-
gen, die am Überbau einer Betonbrücke aufgezeichnet wurden, eingesetzt. Im Rahmen 
weiterer Arbeiten könnten die entwickelten Methoden auf Bauwerke mit anderen Quer-
schnittsformen und statischen Systemen, die ggf. auch eine andere Konstruktion (bei-
spielsweise Bauwerke der Stahl- oder Stahlverbundbauweise) aufweisen, angewandt 
werden. Von Interesse wäre auch die Verifizierung des Ansatzes anhand eines Bau-
werks mit ausgeprägt physikalisch nichtlinearem Verhalten. Es wäre zu untersuchen, ob 
die erreichten hohen Genauigkeitsklassen auch hier erzielt werden können und ob der 
sich einstellende Rechenaufwand in der realen Anwendung praktikabel ist. 
In weiterführenden Arbeiten könnte zudem die Verallgemeinerung bzw. die Übertra-
gung der Entwicklungen auf das Gebiet der Nutzlastermittlung bei Tragwerken des all-
gemeinen Hochbaus betrachtet werden. Denkbar wäre der Erhalt von realistischen 
Wind- und Schneelasten im Rahmen einer kontinuierlichen Bauwerksmessung. 
Die Erweiterung der entwickelten Methoden auf das Gebiet des Bauwerksmonitorings 
stellt einen zusätzlichen vielversprechenden Ansatz dar. Die Zusammenführung der 
Lastidentifikation des IIM-Algorithmus mit Methoden der Systemidentifikation könnte 
in einer kontinuierlichen Bauwerksüberwachung zusätzlich zum Erhalt der effektiv ein-
wirkenden Lasten die automatisierte und frühzeitige Schadensdetektion ermöglichen. 
Im Rahmen einer Modelladaption wären hierzu Kennwerte der Last- und Systemkom-
ponente von parametrisierten Rechenmodellen auf am Bauwerk erfasste Tragwerksreak-
tionen anzupassen (vgl. Gleichung 1.1). Zur realitätsnahen Adaption der Modelle sollten 
physikalisch nichtlineare Finite Elemente Berechnungen unter Betrachtung von diskre-
ten, direkt interpretierbaren Schadenskenngrößen durchgeführt werden. Adaptierte Mo-
delle würden den Tragwerkszustand zum jeweiligen Messzeitpunkt repräsentieren. Die 
Schadensdiagnose könnte durch den Vergleich identifizierter Systemkomponenten ver-
schiedener Messzeitpunkte erfolgen: Änderungen in den diskreten Schadenskenngrößen 
würden die Feststellung von Schadensort, -art und -ausmaß ermöglichen. Aufgrund der 
höheren Sensitivität sollten statische Tragwerksreaktionen den Untersuchungen zu 
Grunde gelegt werden (vgl. Kapitel 1.2.3). Zur Modelladaption könnte ein auf Geneti-
scher Programmierung basierendes Optimierungsverfahren unter Berücksichtigung der 
Ausführungen hinsichtlich der Verwendung von wahrscheinlichkeitsorientierten Opera-
toren (vgl. Kapitel 2.2.4) sowie der Adaption von evolutionären Parametern (vgl. Kapi-
tel 5.1) verwendet werden. 
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Abbildung A.1: Finite Elemente (FE) Modell 
 
 
Abbildung A.2: Überbau-Querschnitt einschließlich der betrachteten Stellen 
 
Tabelle A.1: Belastung 
Nr. Bezeichnung Geometrie und Achslasten 
1 5-achsiger Sattelzug  
2 3-achsiger Lastkraftwagen  Belastungsfahrzeuge vom 22.10.2004, Anhang B 
Zur Berechnung wurde die Radaufstandfläche mit 40x40 cm gemäß DIN-Fach-
bericht 101:2003-03, IV-4.3 angesetzt. Bei einer Fahrbahnbelagsdicke von 8 cm folgt 
die rechnerische Lastverteilungsbreite zu t = 0,40 + 2 · (0,08 + 0,5 · 0,25) = 0,81 m. 






x  12,00 m





Abbildung A.3: Einflussfläche des Biegemoments mx der Fahrbahnplatte bei  






x  12,00 m





Abbildung A.4: Einflussfläche der Normalkraft nx der Fahrbahnplatte bei  
x/y = 12,00/6,65 m für eine in z-Richtung wirkende Wanderlast 
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Abbildung A.5: Einflussfläche des Biegemoments my der Fahrbahnplatte bei  
x/y = 12,00/6,65 m für eine in z-Richtung wirkende Wanderlast 
 
 
Abbildung A.6: Einflussfläche der Normalkraft ny der Fahrbahnplatte bei  
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Abbildung B.1: Finite Elemente (FE) Modell 
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Abbildung B.3: Ausschnitt aus dem FE-Modell: 3D-Modellierung – Netzverdichtung 
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Abbildung B.4: Ausschnitt aus dem FE-Modell, transparent gerenderte Draufsicht: 
Übergang der 2D- zur 3D-Modellierung, Spanngliedführung 
 
 
Abbildung B.5: Ausschnitt aus dem FE-Modell, transparent gerenderte Ansicht: Über-
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Abbildung B.6: Frequenzband zur Aufzeichnung Δm,1 
 
 
Abbildung B.7: Frequenzband zur Aufzeichnung Δm,2 
 
 
Abbildung B.8: Frequenzband zur Aufzeichnung Δm,3 
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Abbildung B.10: Belastungsfahrzeuge: Kalibrierung und Genauigkeitsklassifikation 
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Boxplot 
Der Boxplot ist ein Diagramm zur Darstellung der Häufigkeitsverteilung einer Reihe 
von numerischen Daten. In einer Grafik werden Zentrum, Streuung, Schiefe, Spannwei-
te und Ausreißer der Datenwerte zusammenfasst. 
Die „Box“ umfasst die mittleren 50 % der Daten und erstreckt sich vom unteren zum 
oberen Quartil (25 %- und 75 %-Quantile). Durch die Länge der Box ergibt sich der 
Interquartilabstand, welcher Aussagen über die Streuung der Daten ermöglicht. Das 
50 %-Quantil, der Median, vermittelt durch seine Lage innerhalb der Box einen Ein-
druck über die den Daten zugrunde liegende Schiefe. Des Weiteren werden die 1%-, 
5 %-, 95 %- und 99%-Quantile im Diagramm eingetragen. Zur Bewertung von Ausrei-
ßern werden die extremalen Datenwerte kenntlich gemacht. Als weitere Information 
enthält der Boxplot das arithmetische Mittel der Daten. 
In der Abbildung C.1 sind beispielhaft für Daten mit Werten von 17 bis 43 (ohne Ein-
heit) die Häufigkeits- und Normalverteilung sowie der Boxplot gezeigt. 
 
Klassen- Häufigkeiten Summen 
grenzen n [-] p [%] n [-] p [%] 
≥ 43 0 
 
Abbildung C.1: Beispiel: Häufigkeitsverteilung, Normalverteilung und Boxplot 
95 %-Quantil
75 %-Quantil (oberes Quartil) 
50 %-Quantil (Median)
25 %-Quantil (unteres Quartil)
5 %-Quantil
Arithmetisches Mittel 





41-43 1 0,1 1001 100,0
39-41 4 0,4 1000 99,9
37-39 18 1,8 996 99,5
35-37 55 5,5 978 97,7
33-35 119 11,9 923 92,2
31-33 191 19,1 804 80,3
29-31 225 22,5 613 61,2
27-29 191 19,1 388 38,8
25-27 119 11,9 197 19,7
23-25 55 5,5 78 7,8
21-23 18 1,8 23 2,3
19-21 4 0,4 5 0,5
17-19 1 0,1 1 0,1
< 17 0 0,0 0 0,0
Tabelle (Datenwerte und Ergebnisse) Diagramm 



















Legende zum Boxplot: 
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