This supplement provides extra detail on methodology, extra (and larger) examples of the visual stimuli, and extra results graphs and analysis. The order of presentation is the same as in the main paper, though the subheadings may be different.
We did not compensate for any differences in the spectral properties of the cameras" sensors and the display CRT"s phosphors, so that the color appearance on the experimental display may have deviated slightly and systematically from the original scene. The mean luminance of the stimulus images was not constrained (and was generally less than the surrounding grey screen at 88 cd.m -2 ), and the darkest pixel was not forced to be zero; the brightest white pixel across a set of related stimuli derived from a single parent was, however, forced to have a luminance of 176 cd.m -2 .
To get from full-sized camera images to the 256 by 256 pixel stimuli, the originals were cropped, or were sub-sampled by an integral factor, by taking every nth column and row, and then cropped. The 576-line resolution of the camcorder was for a pair of interleaved frames and, when there was considerable movement in the scenes, only alternate lines could be used in any one image so that the effective resolution was only 360 by 288. The images from all cameras were manipulated on computer with the nonlinear gamma given us by the cameras (i.e. while viewed on the computer screen, the working images appeared to have the normal range of luminances and colors seen in regular digitized photographs). However, before display on the linearized CRT as stimulus images, the nonlinearities between pixel value and luminance in each of the color planes for each camera were corrected for.
By keeping the camera and linearization settings fixed at "cloudy" despite changes in illuminant, we could use time-lapse photography to make images which showed the changes in the color of the illuminant associated with cloud cover or shadowing (e.g. Barnard, Finlayson & Funt, 1997; Fine, MacLeod & Boynton, 2003; Lovell, Tolhurst, Párraga, Baddeley, Leonards, Troscianko & Troscianko, 2005) . The color of the illuminant also depends on the time of day; e.g. the "face" images of Auxiliary Figure 5 are red because they were taken as the subject faced a western sunset, and not because of hypertension!).
Auxiliary Figure 1A -F now gives more examples of the various kinds of image change, and more examples can be found throughout this supplement. They do not show the fuzzy border that blended the images into the grey background.
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Making inverted, pseudo-negative stimuli
In the main paper we describe experiments with inverted pixel-reversed images, made as follows (To et al, 2008) . The R, G and B planes were processed separately.
In each plane, the pixel values were ranked in order of magnitude, and then the locations of the pixels within the image were reversed so that the brightest pixel in a plane in the normal image became the darkest in the pixel-reversed image, and viceversa. The three reversed planes were combined again to form the pixel-reversed image, which resembled the negative of the original but had higher color contrast.
Some examples are shown in Figure 1 of the main paper. This process did not quite fulfil our desire to maintain the spatial geometry of the image features, since the spatial shuffling of pixel values sometimes caused the image changes to be more or less spatially-localized than in the original, or for a localized change to shift from image center towards the edge. When the original images consisted primarily of one color, the process simply exchanged bright and dark parts of the image without much change of hue.
In order to prevent the small changes in spatial organization, we tried another way to make "negatives". We selected 450 image pairs from the main experiment and inverted them. After correction for the camera"s nonlinear gamma, we subtracted each pixel value in each color plane from 255; but this produced bright and desaturated images. In order to try to bring the first-order pixel value distributions in the negatives into the same range as the originals, we performed the following pragmatic transformation on the R, G and B values in each pixel:-
The pixel distribution of the initial negatives had a mode at high values, and this transforms the distribution to have a mode at darker values, more like the original The pseudo-negative images were identical to normal ones, except they had been inverted and the pixel colors distorted (see text). Six different types of change are displayed: "Appear", "Blur", "Color", "Shape", "Texture" and "Shadows". The standard pair used is shown at the bottom; the difference between these two images was defined as having a magnitude of 20.
Instructions given to observers about their rating scale
Observers were instructed that, if they perceived the difference between the test pairs to be less, equal or greater than the standard pair, their ratings should obviously be less, equal or greater than 20, respectively. They were to use a ratio scale so that, if for instance a given image pair seemed to have a difference twice as great as that of the standard pair, they would assign a value twice as large to that image pair (i.e. 40).
No upper limit was set, so that observers could rate the differences as highly as they saw fit. Observers were also told that sometimes image pairs might be identical, in which case, they should set the rating to zero. In the training phase, we explicitly ensured that observers felt confident to use the single dimension of image change in the standard pair (e.g. a color saturation change) as a basis for ranking changes along all other single or multiple dimensions. It may be worth noting that, in order to complete the many observations, the observers had no time to agonize about their strategy or to weigh up the relative strengths of different cueseach trial was complete within about 10 sec.
The standard pair served as a common anchor and its purpose was to facilitate observers using a same reference point. Its role would be especially important at the beginning of the experiments when observers generated an internal rating scale. This would prevent a situation where, e.g., an observer might rate some pairs using some maximum allowed value, only to come across subsequent pairs that they perceive as being even more different. This standard pair was made from a different parent image than the test stimuli and was repeatedly presented to the observer throughout the experiments in the demonstration, training and testing phases. While our choice of the particular standard image and the particular standard difference (i.e. color saturation) may have affected the magnitudes of the observers' difference ratings to all other stimuli, it is difficult to imagine how a different choice might have modified the rank order across experiments.
Observers
All three experiments described in this paper tested 11 observers: the Natural Scene and Pixel-reversed experiments each tested 7 females and 4 males, and the Pseudo-negative experiment tested 9 females and 2 males, 
Supplemental Experimental Results
Reliability of the ratings measurements
If ratings are subjective, do they provide reliable and consistent measurements, which are similar between observers? Auxiliary Table 1 lists our experiments (and their variants), giving measures of within-observer and between-observer consistency Auxiliary To assess within-observer consistency, we might have asked observers to perform the same experiment repeatedly and then compared their several ratings for the same image pairs. However, observers rarely repeated experiments because we feared that they would recognize the image pairs and rely on memory of their previous ratings instead of estimating the image differences independently and anew. In one pilot experiment, 2 observers (including author MPST) rated 450 of the normal image pairs of Experiment 1 on 5 separate occasions with average correlation between runs of about 0.83 (Auxiliary Table 1A ). The correlation between the ratings given by any one observer and those given by every other observer in an experiment was generally not very highthe average correlations were mostly in the range 0.48-0.61 (Auxiliary Table 1B ). Overall, the estimated within-observer correlations were higher than the between-observer correlations (about 0.55), suggesting that different observers rate according to slightly different schemes. When averaging the ratings of different observers together, the standard errors tended to be higher for higher average ratings, implying that some observers use more exuberant scales than others for the few very large perceived differences in an experimental set. However, different observers might also differently weigh changes in, say, color against blur against object movement. Most of our experiments have used 8 or more observers, and we have scaled and averaged their ratings to each image pair (see Methods). While this is intended to average out within-observer variability, it will also obscure any between-observer differences in strategy, if such exist. Averaging the results of observers produces useful datasets for modeling: these correlation coefficients are all substantially higher than the correlations between the experimental results and the predictions of our models. In addition, the Cronbach"s alpha, a measure of internal reliability, was typically greater than 0.90.
Combination groups
Figure 3 of the main paper gives an analysis of the ratings given to image pairs that changed in two ways, asking how the rating to the cue combination could be predicted from the ratings given when the images changed in only one way at a time.
Auxiliary Figure 3 gives 4 Auxiliary Figure 3 . Some examples (on the right) that have changed from the normal parent images (on the left) in two ways. The red face in row 2 is "normal"it was photographed during a red sunset!
Phase-invariant, "complex cell" model
We had wondered whether making the model phase-invariant would improve the prediction of observers" low ratings to "texture and small movement" changes. Figure
Supplemental Discussion
Changes in "texture" or "small movement"
In some image pairs, there were widespread rearrangements of small items or there were small movements of more obvious larger objects. Generally, the observers gave low ratings to such changes, implying that they were difficult to discern.
However, the V1-based model detected quite big differences in these image pairs.
Page 17 of this document (entitled "Texture Differences: Different") shows three image pairs of this kind. If the reader inspects these image pairs, repeatedly looking from one image to the other, it will eventually become apparent that there are differences. In our experiments, these images were presented for only 833 ms at a time, and any subtle differences were almost unnoticeable. In fact, the images are much more different than most readers will have noticed. Page 18 of this document (entitled "Texture Differences: Same") shows the same images on the left but with the right-hand column now actually the same as the left-hand column. If you flip repeatedly between pages 17 and 18, it will be clear from the apparent movement on the right-hand side that substantial parts of the image pairs are much more different than first thought. Indeed, there are small shifts in image alignment in the middle and pair that resulted from movement of the camera or inexact image alignment during synthesis of the stimuli, which have only now become apparent to DJT who made these stimuli! The intended (and unintended) changes in textures and object location are invisible in an 833 ms presentation, but are obvious to a literal V1-based model that exactly codes the location of each feature in an image. In our experiments, there was an 83 ms interval between stimulus presentations (when the screen was uniform gray), which was sufficiently long to prevent this apparent movement being visible.
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