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Questa tesi nasce dallo sviluppo di un progetto del dipartimento di Fisica dell’Uni-
versit` a di Padova che ha realizzato un prototipo funzionante [14] che realizza una
tomograﬁa muonica. Il software realizzato all’interno del progetto serviva per effet-
tuare la ricostruzione dei contenuti analizzati con la tomograﬁa in immagini facil-
mente consultabili. Il programma in questione per` o presenta tempi di esecuzione
molto lunghi tempi e richiede una grande quantit` a di risorse hardware rendendo
quindi l’effettiva applicazione della tomograﬁa difﬁcoltosa. Lo scopo di questo
progetto ` e quindi quello di migliorare la qualit` a del software cercando di ridurre
sensibilmente i tempi di ricostruzione senza aumentare la richiesta di risorse ne
peggiorare il risultato al ﬁne di rendere utilizzabile dal punto di vista pratico questa
promettente tecnica di analisi.
Per ottenere i risultati proposti ci si ` e quindi concentrati sul codice gi` a esistente
al ﬁne di individuarne tutte le inefﬁcienze attraverso il supporto di tool di proﬁl-
ing per l’analisi precisa delle prestazioni e delle risorse utilizzate. Una volta indi-
viduate, grazie ai risultati precedenti, le situazioni pi` u problematiche si sono pro-
posteeimplementatesoluzionichepermettevanodiottenereunmiglioramentodelle
prestazioni. I risultati ottenuti sono stati analizzati in dettaglio e confrontati con le
prestazioni originali.
L’intero sviluppo ha portato ad un aumento delle prestazioni consistente ﬁno
quasi al dimezzamento dei tempi di esecuzione senza aumentare le risorse utilizzate
n` epeggiorareirisultati, inoltresisonoindividuatialtripuntidisviluppoperottenere
un possibile ulteriore miglioramento delle prestazioni.
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La tomograﬁa muonica nasce in seguito alla necessit` a di analizzare in modo non
invasivo, in quanto il controllo manuale richiederebbe troppo tempo, insiemi di ma-
teriali etereogeni con lo scopo di individuare determinati tipi di materiali. In parti-
colare nel nostro caso ci si pone l’obiettivo di realizzare una tomograﬁa di container
per la ricerca di materiale pericoloso (ad alto Z) come per esempio il piombo utiliz-
zato per schermare materiale radioattivo per cercare di effettuarne uno smaltimento
in modo illegale.
La tomograﬁa muonica utilizza la particolarit` a dei raggi cosmici, infatti la mag-
gior parte di essi che arrivano sulla Terra vengono fermati dall’atmosfera con inter-
azioni che tipicamente producono una cascata di particelle secondarie, tra le quali
sono presenti i muoni oggetto del nostro lavoro. A partire da una singola particel-
la energetica, tali particelle possono arrivare ﬁno alla superﬁcie terrestre ed essere
osservate con speciali apparecchiature. Quindi la loro alta penetrabilit` a all’interno
dei materiali consente di poter analizzare ci` o che le particelle attraversano nel loro
percorso.
Laprimaapplicazionechesfruttavaimuonicomeispettoridimaterialierabasata
sulla misura dell’assorbimento dei raggi cosmici per sondare l’interno di volumi al-
trimenti inaccessibili, il pi` u famoso esempio di questa tecnica ` e senza dubbio quello
effettuato nel 1971 dal premio Nobel Luis W. Alvarez [1], che esamin` o la piramide
di Chefren alla ricerca di sale nascoste. Un progetto basato sulla stessa tecnica ` e
attivo ora all’Universit` a di Napoli [2] con l’obiettivo di ottenere una radiograﬁa del
vulcano Vesuvio al ﬁne di poter determinare lo sviluppo di un’eruzione qualora si
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veriﬁcasse.
La tomograﬁa muonica per` o si basa su un’altra particolarit` a di questa particella:
la deviazione angolare che essi subiscono attraversando un materiale [3][4]. Quindi
effettuando una misura della deviazione ` e possibile ottenere una ricostruzione del-
la distribuzione del materiale in tre dimensioni, ottenendo un risultato che si pu` o
assimilare dal punto di vista abituale ad una TAC medica che sfrutta altri principi
scientiﬁci. Questo recente approccio richiede un numero inferiore di muoni e, di
conseguenza, un tempo di attesa inferiore rispetto alla misura dell’assorbimento,
ma richiede una strumentazione pi` u complessa, dovendo misurare la direzione, e
non solo la posizione, di ciascuna particella.
Il dipartimento di Fisica dell’Universit` a di Padova ha realizzato un prototipo
funzionante [14] che realizza una tomograﬁa muonica e la tesi in questione va ad
inserirsi in questo contesto. Il software realizzato per la ricostruzione ha ancora
lunghi tempi di esecuzione e richiede una grande quantit` a di risorse hardware ren-
dendo quindi l’analisi di grandi quantit` a di materiale estremamente lenta. Lo scopo
` e quindi quello di migliorare la qualit` a del software cercando di ridurre sensibil-
mente i tempi di ricorstruzione senza aumentare la richiesta di risorse al ﬁne di
rendere utiliazzabile dal punto di vista pratico questa promettente tecnica di analisi.
La tesi si svilupper` a in questo modo:
 Presentazione dal punto di vista teorico della tomograﬁa muonica.
 Esposizione di quanto gi` a sviluppato da parte del dipartimento di ﬁsica del-
l’Universit` a di Padova.
 Analisi dettagliata dello scopo della tesi.
 Pianiﬁcazione del lavoro riguardante la tesi.
 Illustrazione del processo di ottimizzazione.
 Presentazione dei risultati ottenuti dal lavoro.
 Eventuali sviluppi successivi della tesi.
2Capitolo2
Tomograﬁa muonica
2.1 Concetti di base
La tomograﬁa muonica ` e un nuovo tipo di tomograﬁa basata sullo scattering dei
raggi cosmici dei muoni. Questi provengono dalla spazio profondo, sono particelle
stabili, per la maggior parte protoni, che bombardano continuamente la Terra. I
muoni interagiscono con la materia per lo pi` u attraverso la forza di Coulomb, non
hanno interazioni nucleari e irradiano con molta meno facilit` a degli elettroni, in-
oltre perdono energia lentamente e solo attraverso interazioni elettromagnetiche. La
deviazione dei muoni attraverso la materia dipende da diverse propriet` a dei materi-
ali ma il parametro dominante ` e il numero atomico del materiale attraversato. Ogni
muone porta con se informazioni sugli oggetti che ha penetrato e misurando la devi-
azione di diversi muoni si possono individuare le propriet` a degli oggetti attraversati.
In particolare si possono individuare con facilit` a oggetti con numeri atomici elevati
rispetto agli oggetti con numeri atomici bassi o medi[5][6][7].
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Il concetto della tomograﬁa ` e illustrato nella ﬁgura 2.1.
Figura 2.1: Concetto di tomograﬁa muonica
Due o pi` u piani sensibili ai muoni sono posizionati attorno al volume da anal-
izzare, questi rilevatori misurano la posizione dei muoni in due coordinate ortogo-
nali. I muoni che attraversano il volume da analizzare sono deviati a seconda del
materiale di cui ` e composto il volume.
La ricostruzione discreta del volume ` e effettuata a partire dai dati che vengono
forniti da diversi muoni. Viene usato l’algoritmo iterativo di massimizzazione del-
l’aspettazione (EM) per trovare la verosimiglianza massima per la densit` a degli
oggetti in analisi.
La misura dell’angolo di deviazione dei muoni ` e stocastica, con media uguale a
zero e deviazione standard che ` e deﬁnita dalle propriet` a del materiale attraversato.
I muoni non provengono da un deﬁnito numero discreto di direzioni ma la loro
direzione ` e variamente distribuita attorno allo zenith. Inﬁne le traiettorie dei muoni




Un raggio cosmico di muoni che attraversa un materiale effettua diverse deviazioni
di traiettorie dovute alla forza di Coulomb. La traiettoria di uscita del muone ` e
caratterizzata dalla variazione dell’angolo () e di posizione (x). La deviazione
dell’angolo generalmente ` e di poche decine di mrads (1 mrad0.06).
La distribuzione del 98% degli angoli pu` o essere approssimata con una Gaus-













La deviazione standard della distribuzione pu` o essere espressa approssimativa-









dove p ` e il momento di particella misurato in MeV/c, H ` e la profondit` a del mate-
riale e Lrad ` e la lunghezza di radiazione del materiale. c ` e la velocit` a e assumiamo
che  sia uguale ad 1. La lunghezza di radiazione decresce con il numero atomico
e la densit` a del materiale.
Stabiliamo un momento di muone nominale e deﬁniamo la scattering density del








La scattering density  di un materiale rappresenta lo scarto quadratico medio del-
l’angolo dei muoni con momento nominale che attraversano un’unit` a di tale mate-
riale.
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Figura 2.2: Proiezione in due dimensioni che mostra la variazione del percorso di
un muone.

























Lo spostamento x ` e correlato con l’angolo di scattering , la distribizione
dell’angolo di scatterting e della distanza ` e caratterizzata da una Gaussiana con-















































In tre dimensioni dobbiamo considerare lo scattering anche della coordinata y
ortogonale a x e riferirci agli angoli di scattering x e y e spostamenti x
e y. Inoltre dobbiamo considerare la lunghezza del percorso tridimensionale e
disporre di misure in un piano ortogonale al percorso del muone, come si pu` o vedere
in ﬁgura 2.3.
Figura 2.3: Parametri usati per la correzione al modello tridimensionale.
L’estensione della retta della traiettoria non deviata attraverso il primo piano e




1 + tan2 x;0 + tan2 y;0  HLx;y: (2.12)
Deﬁniamo la posizione x di uscita del muone e l’angolo come (x1;x;1) e quindi:
x = x;1   x;0: (2.13)
La misura dello spostamento pu` o essere calcolata come xm = x1   xp ma la
misuravaruotatanelpianoortogonaleallatraiettoriainizialedelmuoneeaggiustata
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per la lunghezza del percorso nelle tre dimensioni, quindi:















Il procedimento di lavoro sulla coordinata y ` e uguale a quello della coordinata x
e le misure sono fatte in modo indipendente nelle due coordinate.
2.2.2 Volumi non omogenei
Se il volume non ` e omogeneo la situazione si modiﬁca e rappresentiamo il proﬁlo
di densit` a in termini di una combinazione lineare di funzioni base tridimensionali





Useremo j per denotare il coefﬁciente della j-esima funzione.
Figura 2.4: Lo scattering attraverso diversi tipi di materiale
Dividiamo l’area di lavoro in voxel, come per esempio in ﬁgura 2.4, ognuno con
la propria informazione di  e x. Gli scattering nascosti nel j-esimo voxel sono
denotati come j e come xj.
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(xj + Tjj) (2.18)
dove Tj ` e deﬁnito come il percorso tridimensionale dal punto di uscita dal j-esimo
voxel al punto di uscita del volume totale di ricostruzione.
Ora possiamo esprimere la covarianza aggregata dell’angolo di scattering e dis-



















e Lij ` e la lunghezza del percorso dell’i-esimo muone attraverso il j-esimo voxel, ed
` e deﬁnito pari a zero per i voxel non attraversati dal raggio.

































e denoteremo con D tutte le misure da M muoni.
























2.2.3 Gli errori di misurazione
La posizione e l’angolo di ingresso di ingresso, cos` ı come quelli di uscita, misurati
possono presentare degli errori di misurazione dovuti alle apparecchiature di rile-
vazione. Quindi questi si propagano lungo tutti gli angoli e distanze di scattering
calcolate successivamente. Per evitare di inﬂuenzare i dati da questi errori di mis-
urazione siamo costretti ad inserire una matrice di errore nei nostri calcoli al ﬁne di









Nel nostro caso questa matrice si somma direttamente alla matrice di covarianza:







Nell’applicazione in esame i dati osservati D = fDi : 1  i  Mg sono lo scatter-
ing misurato.
I dati nascosti H = fHij : 1  i  M;1  j  Ng sono lo scattering, sia di
angolo che di posizione, dell’i-esimo muone nel j-esimo voxel:
QDLR = EHjD;(n) [log(P (D;Hj))]: (2.28)
Questa funzione ` e il valore atteso del logaritmo del likelihood sia dei dati osser-
vati che di quelli nascosti, dati il vettore dei parametri  che rispetta le distribuzioni
condizionali di H dato D e il vettore di parametri (n).
Ogni iterazione dell’algoritmo consiste dei seguenti due passi:
 Primo passo: stima della distribuzione condizionale dei dati nascosti.
 Secondo passo: massimizzazione della funzione ausiliaria Q che ` e il valore
atteso della distribuzione caratterizzata al passo precedente.
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= EHjD;(n) [log(P (D;Hj))]: (2.29)
A partire dal parametro stimato (n) un’iterazione dell’algoritmo produce il nuo-









Formuliamo la distribuzione di probabilit` a dello scattering di un singolo muone



















La probabilit` a di un set di dati nascosti ` e il prodotto della probabilit` a di ogni
















dove C rappresenta i termini che non contengono . Possiamo scrivere la funzione




























In questa relazione Mj sono il numero di raggi per i quali Lij 6= 0, ossia il
numero di raggi che colpiscono il j-esimo voxel e S
(n)














Posta a zero la derivata rispetto a j dell’equazione (2.34), individuiamo la












La forma quadratica di Sij garantisce la positivit` a di (n+1).
Rimane da calcolare il valore atteso condizionato di Sij. Sia X la variabile










dove X ` e la media e X ` e la varianza di X.
Considerando che Di dipende linearmente da Hij, esse risultano congiuntamente
Gaussiane. La distribuzione condizionata di Hij dato Di ` e anch’essa Gaussiana,
(applicando la teoria della distribuzioni multivariate) e considerando che Hij e Di











Ricavando Di dall’equazione (2.27) e Hij dalla (2.19), possiamo scrivere la
covarianza congiunta dei dati osservati Di e di quelli nascosti Hij attraverso una



















































































Degli studi effettuati precedentemente si ` e occupato anche il dipartimento di ﬁsica
dell’universit` adiPadovachehadecisodirenderelostudiooperativo, conunsistema
di tomograﬁa effettivamente funzionante.
3.1 Laboratorio dell’universit` a di Padova
Il prototipo ` e stato messo in opera nel laboratorio di Legnaro (Padova, Italia) [14],
questo sistema permette di analizzare un volume di circa 11 m3, tale scelta ` e stata
fatta per poter confrontarsi con una taglia di tomograﬁa che possa avere anche una
qualche applicazione reale.
Il sistema ` e costituito da due piani che misurano la presenza dei muoni, uno posto
sopra ed uno sotto il volume da analizzare. I due misuratori hanno dimensioni di
300x200 cm e un’altezza di 29 cm.
3.2 Ricostruzione dei percorsi
Il primo passo della ricostruzione dei percorsi ` e l’analisi dei pattern che identiﬁcano
i luoghi che lo stesso muone colpisce lungo la propria traiettoria.
Data la scarsa quantit` a di muoni che giungono al rilevatore, per la maggior parte dei
casi si ha un solo raggio per volta all’interno del volume, quindi la ricostruzione




La ricostruzione del materiale che si trova nel volume tra i due rilevatori ` e basato
sulla misurazione dello scattering dell’angolo che viene inﬂuenzato dalle propriet` a
del materiale attraversato, come spiegato nel capitolo precedente.
Nel processo di ricostruzione il volume contenuto tra i due rilevatori ` e suddiviso
in N voxel cubici, l’obiettivo ` e stimare la media dello scattering di ogni voxel.
Questi voxel sono numerati con un singolo indice j, quindi il set di ricostruzione
restituir` a un set di  che inizialmente sono sconosciuti fj;j = 1;:::;Ng.
La procedura di ricostruzione utilizzata consiste nell’algoritmo iterativo Maxi-
mum Log-Likelihood ottimizzato. L’intera procedura di ricostruzione usata nello
studio ` e basata sulla strategia List-Mode che consiste essenzialmente nell’elaborare
le hits una alla volta anzich´ e sistemarle in gruppi di eventi simili in un istogram-
ma e analizzare la distribuzione dell’istogramma. La casualit` a dei raggi cosmici
che attraversano il volume di ricostruzione genera misure sparse e non uniformi e
quindi se analizzati con degli istogrammi molti campi di questi rimarrebbero vuoti,
mostrando il vantaggio della procedura List-Mode.
UnM-esimoelementodidatis, consisteneidatifsi;i = 1;:::;Mgdoveognisi
` e dato dalla deviazione dell’angolo i generato dal muone lungo l’i-esima traccia.
La distribuzione statistica di si ` e data dalla probabilit` a Gaussiana con funzione di
densit` a:









con la varianza 2










L’integrale va calcolato lungo l’i-esimo percorso dato dalla rappresentazione
parametrica ri(l).
Se i dati raccolti consistono in M tracce, ci sono M integrali, che dopo una
discretizzazione permettono di scrivere il proiettore L come una matrice MxN che




i() = (L  )i =
N X
j=1
Lijj (i = 1;:::;M): (3.3)
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Gli errori sperimentali sono aggiunti in forma quadratica alla misura della vari-
azione d’angolo come mostrato nella seguente equazione:

2





i (i = 1;:::;M): (3.4)
Ogni Lij ` e valutato come il prodotto di C=p2
i volte il percorso dell’i-esimo per-
corso attraverso il j-esimo voxel. Per i voxel non attraversati dalla traiettoria questo
valore ` e posto a zero.
Il problema di individuare per un data set s il valore pi` u probabile di  pu` o
essere risolto con una strategia del Maximum Likelihood Expetectation Maximiza-
tion (MLEM)[9][10]. Nel nostro caso si riduce ad un problema di ottimizzazione


































(L  )i + "2
i   s2
i
[(L  )i + "2
i]
2 : (3.6)














e l’iterazione successiva ` e calcolata cercando il nuovo gradiente r	 e il nuovo .
3.4 Risultati
Dai risultati degli esperimenti effettuati per convalidare la teoria si possono trarre
diverse conclusioni.
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3.4.1 Capacit` a di ricostruzione delle immagini
Per veriﬁcare la capacit` a di ricostruzione tridimensionale posizioniamo una coppia
di 2 blocchi, uno di piombo e uno di acciaio e grazie ad una struttura una coppia del
tutto identica sopra la precedente di altri 65 centimetri come in ﬁgura 3.1.
Figura 3.1: Disposizione di test.
Dai test effettuati si pu` o subito notare che il sistema presenta le seguenti carat-
teristiche:
1. ´ E in grado di riprodurre esattamente la posizione dei blocchi nello spazio del
volume ispezionato.
2. L’effetto della ricostruzione con una risoluzione ﬁnita dei materiali ` e evidente
soprattutto in verticale.
3. La densit` a di scattering ricostruita per i blocchi di piombo ` e pi` u larga che per
i blocchi di acciaio.
3.4.2 Identiﬁcazione dei materiali
Per veriﬁcare questo tipo di riconoscimento si ` e allestito un esperimento con sei
blocchi di materiali e dimensioni diversi, per la precisione: rame, piombo, ferro, al-
luminio, tungsteno, zinco. Laricostruzioneeffettuatadalsistema(ﬁgura3.2)mostra
che c’` e solo una lieve differenza di densit` a di scattering tra piombo e tungsteno.
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Vista la differenza di dimensione dei blocchi i valori vanno normalizzati per avere
una diretta possibilit` a di confronto con gli altri materiali.
Figura 3.2: Risultato del test.
L’errore rilevato sulla misurazione della densit` a di scattering ` e del 2,8%. Prati-
camente si nota un errore in difetto che aumenta con l’aumentare della densit` a dei
materiali, ma l’errore cresce in modo non lineare. Questo complica il riconoscimen-
to e la discriminazioni tra i materiali ad alta densit` a. Per controllare aumentiamo la
dimensione dei blocchi dei materiali e dai risultati si possono vedere che l’errore
diminuisce nei materiali pi` u densi e che quindi si riprende un comportamento pi` u
lineare, comunque la non linearit` a rimane troppo elevata per essere un semplice
errore sperimentale e la spiegazione ` e dovuta all’assorbimento di muoni a bassa
energia. Infatti un muone con poca energia ha la possibilit` a di essere assorbito e
l’eventualit` a di tale evento dipende dalla natura del materiale e dalla sua dimen-
sione. Quindi lo spettro di energia dei muoni utile per la misurazione dei materiali
con densit` a pi` u alte deve essere pi` u alto. Comunque va tenuta anche in consid-
erazione la posizione geograﬁca di dove si tiene l’esperimento, in quanto i muoni
possono venire inﬂuenzati anche dall’altezza sul livello del mare e dalla latitudine
geomagnetica[11].
3.5 Conclusioni
Si pu` o quindi concludere che uno dei pi` u grandi vantaggi di questo tipo di tomo-
graﬁa ` e la capacit` a di analizzare materiali di elevato spessore grazie alla forza di
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penetrazione dei muoni. Inoltre questo sistema permette di avere un’immagine
tridimensionale e di classiﬁcare velocemente i tipi di materiale coinvolti nella to-
mograﬁa. Si ha anche la possibilit` a di ricostruire volumi dalle dimensioni elevate.
Inﬁne questo tipo di tomograﬁa non genera alcun tipo di radiazione nociva non uti-
lizzando nessun generatore attivo di particelle ma sfruttando passivamente quelle
generate dai raggi cosmici.
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Obiettivi della tesi
Lo scopo della tesi in questione ` e quello di occuparsi del codice che effettua la
ricostruzione a partire dai dati raccolti dal prototipo costruito, infatti al ﬁne di ri-
costruire le immagini tridimensionali ` e stato sviluppato del codice C++. Questo
codice nonostante sia funzionante ed ottenga i risultati corretti ` e da considerare an-
cora in fase di sviluppo in quanto impiega un tempo considerato eccessivamente
lungo per completare le operazioni afﬁnch` e sia utilizzabile per un’applicazione
reale.
L’obiettivo in questo caso ` e quindi di rendere il codice di ricostruzione delle
immagini pi` u efﬁciente senza compromettere il risultato ottenuto. Le possibilit` a di
arrivare ad un miglioramento ` e ottenibile concettualmente seguendo quattro percor-
si:
 Mantenimento dello stesso algoritmo ma ottimizzazione delle istruzioni effet-
tuate;
 Variazione delle strutture dati utilizzate;
 Variazioni di esecuzione dell’algoritmo;
 Creazione di un nuovo algoritmo per la ricostruzione.
Per la tesi in questione si ` e deciso di prendere in considerazione soltanto le prime tre
possibilit` a, questo perch` e l’algoritmo sviluppato non ` e ancora arrivato al suo limite
e ci sono tutte le potenzialit` a per migliorare la sua implementazione. Inoltre la pro-
gettazione di un nuovo algoritmo comporterebbe un diverso approccio al problema
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dal punto di vista scientiﬁco quindi potrebbero non esserci tutte le competenze sulle
quali lavorare ed esulerebbe dal percorso di studi.
Passiamo ad esaminare gli altri tre percorsi. Nel primo, lo scopo ` e quello di in-
dividuare istruzioni che vengono svolte in modo poco efﬁciente, per esempio ripe-
tendo pi` u volte gli stessi calcoli quando non necessari, quindi questo tipo di approc-
cio non va a modiﬁcare in nessun modo nessun concetto o sviluppo dell’algoritmo.
Inoltre questo tipo di ottimizzazione non va ad intaccare il risultato che rimarrebbe
il medesimo.
Nel secondo tipo di approccio vengono analizzate le strutture che sono utilizzate
per l’esecuzione del programma, come per esempio i tipi di dati e le strutture pi` u o
meno complesse nelle quali sono immagazzinati. Il tipo di modiﬁche che vengono
effettuate con questo approccio hanno lo scopo di migliorare le inefﬁcienze nell’uso
delle risorse, per esempio con strutture dati dalle dimensioni pi` u contenute o strut-
ture poco efﬁcienti dal punto di vista del calcolo e reperimento dei dati. Anche
questa tipologia di modiﬁche non va a modiﬁcare lo sviluppo dell’algoritmo, che
seguirebbe lo stesso percorso, n´ e va a modiﬁcare i risultati ottenuti.
L’ultimo percorso preso in esame ` e il pi` u complesso e consiste nell’analisi del-
l’algoritmo ed individuazioni di alcune inefﬁcienze dovute all’ordine di esecuzione
delle operazioni o effettuare delle approssimazioni nei calcoli, questa modiﬁca va
ad altereare leggermente l’algoritmo dal punto di vista pratico ma non lo modiﬁca
dal punto di vista concettuale. I risultati che si ottengono sono simili ai preceden-
ti e se cambiano questi sono dovute all’approssimazione del calcolo da parte della
macchina o scelte effettuate a priori nell’implementazione.




Per un buon approccio il lavoro si divider` a in fasi successive con lo scopo di au-
mentare progressivamente le competenze ﬁno a padroneggiare completamente la
situazione e poter svolgere il lavoro di ottimizzazione in modo adeguato. Andiamo
quindi ad analizzare il lavoro delle singole fasi.
5.1 Studio del codice presente
Acquisite le necessarie competenze dell’argomento e del linguaggio di program-
mazione utilizzato, si ` e passato ad uno studio del codice presente al ﬁne di capire il
funzionamento, veriﬁcare come ` e stato implementato l’algoritmo pensato a livello
pratico ed individuarne limiti.
5.2 Creazione di una documentazione del codice
Una volta studiato il codice originario si ` e stesa una documentazione ad utilizzo per-
sonale con lo scopo di aiutare la memorizzazione di quanto appreso e di capirne al
meglio il suo funzionamento, inoltre questo ha facilitato la messa in opera delle
modiﬁche in quanto permetteva durante il lavoro di individuare rapidamente le
funzioni coinvolte nel processo.
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5.3 Analisi del codice originario
Completatalafaseprecedentesi ` efattoeseguireilcodiceoriginariosuunpcperson-
ale e su un una macchina multiprocessore del dipartimento di ﬁsica dell’Universit` a
di Padova. L’operativit` a su una macchina personale ha lo scopo di slegare lo svilup-
podallamacchinadeldipartimentoalﬁnedinonappesantirlaedivelocizzarequindi
il lavoro. Il funzionamento sulla macchina del dipartimento ha lo scopo di poter ef-
fettuare delle esecuzioni che costituiscano dei riferimenti prestazionali precisi, dai
quali partire per misurare le prestazioni ottenute con la successiva ottimizzazione
del codice, visto che la macchina dove operer` a la versione deﬁnitiva sfrutta la stessa
architettura.
5.4 Scelta delle modiﬁche da effettuare
Con l’analisi delle prestazioni precedenti si individuano i punti pi` u critici del codice
con i quali si spera di ottenere la maggior quantit` a di speedup, per esempio in-
dividuando dove viene speso pi` u tempo dal processore, infatti non presenta alcun
vantaggio concentrarsi su parti di codice che occupano una frazione limitata del
tempo totale. Anche ottenendo un grande miglioramento il suo impatto sul tempo
totale sarebbe minimo, mentre ottimizzando anche di poco una parte di codice o
funzione che occupa gran parte del tempo di esecuzione si ha un grande impatto
globale. Quindi la scelta delle modiﬁche ` e un processo da non sottovalutare per non
disperdere tempo e risorse.
5.5 Processo di modiﬁca
Il processo di introduzione delle modiﬁche ` e la parte che va a produrre i risultati
tangibili che si sono preventivati precedentemente, ` e un processo che si ripete in
modociclicoperognunadellemodiﬁchechesivaadintrodurre, infattiappenaviene
completata una modiﬁca si deve analizzare il suo impatto sul codice e veriﬁcare che
non introduca variazioni del risultato o se le introduce che siano modiﬁche non
rilevanti ai ﬁni della sua bont` a. Una volta introdotta e validata una modiﬁca si passa
alla successiva modiﬁca. Questo processo si pu` o suddividere in due sottofasi.
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5.5.1 Modiﬁca del codice
Viene modiﬁcato materialmente il codice scritto in precedenza con lo scopo di
ottimizzarlo, una volta modiﬁcato il codice deve essere funzionante.
5.5.2 Analisi prestazionale del codice modiﬁcato
Una volta ottenuto un codice funzionante si veriﬁca attraverso dei test prestazion-
ali il miglioramento rispetto al passo precedente dell’ottimizzazione. Ovviamente
vanno veriﬁcati con appositi strumenti anche l’integrit` a del risultato ottenuto.
5.6 Commento al lavoro
Finito il processo ciclico di modiﬁche vanno analizzati i risultati ottenuti nel loro
complesso e valutati nel contesto di introduzione e del lavoro fatto.
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Presentazione del codice attuale
6.1 Struttura del codice
Il codice presente all’inizio della tesi era composto da un main, cinque interfacce e
cinque classi C++.
La struttura del codice era la seguente:
Figura 6.1: Schema delle classi.
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6.2 Funzionamento del software
Descriviamo ora in modo discorsivo il ruolo delle classi presenti nel programma al
ﬁne di renderne chiaro il funzionamento.
La classe main svolge la funzione di interfaccia utente, controlla i parametri di
ingresso che vengono dati al programma per poi creare l’oggetto ImgAnalyzer che
effettua effettivamente la ricostruzione tomograﬁca.
All’interno di ImgAnalyzer si sviluppa il cuore del software, infatti al suo in-
terno dopo essere stato richiamato dal main vengono inizializzati tutti i parametri
necessari, presi i dati in ingresso e successivamente effettuata la vera ricostruzione.
Nell’inizializzazione si creano le strutture dati di appoggio come la collezione
dei muoni, quella dei voxel, attraverso rispettivamente MuonCollection e VoxCol-
lection, e tutti i parametri ﬁsici necessari. Le strutture dati di MuonCollection e
VoxCollection sono create con al loro interno gi` a tutta la memoria allocata per gli
oggetti necessari all’elaborazione, che nel primo caso ` e costituito da un vettore di
oggetti della classe Muon mentre nel secondo da un vettore di oggetti Voxel. Le
classi che operano come struttura dati offrono tutte le funzionalit` a necessarie ad op-
erare nella collezione. Le classi che invece costituiscono i singoli oggetti forniscono
le funzioni per accedere a tutti i parametri al loro interno e anche le funzioni di
calcolo per aggiornare i parametri al loro interno.
Nella lettura si legge dal ﬁle d’ingresso i dati dei muoni che vanno a popolare la
MuonCollection andando cos` ı a riempire con dati consistenti i singoli oggetti Muon
creati in precedenza.
Nella fase di ricostruzione si vanno ad analizzare i dati dei muoni, memorizzati
all’interno della MuonCollection, al ﬁne di determinare la traiettoria di ognuno di
essi e quindi ricavare di conseguenza la densit` a media di ogni Voxel presente in
VoxCollection che rappresenta il volume analizzato. Sempre in questa fase una
volta determinata la densit` a di ogni Voxel si salva il tutto in ﬁle che rappresentano
aree tridimensionali.
6.3 Tipologia di misure
Questo codice essendo la base di partenza del lavoro di tesi costituir` a il riferimento
per tutte le misurazioni dei miglioramenti al codice che andremo a introdurre in
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seguito.
Ogni esecuzione del programma necessita in input un ﬁle che contiene le po-
sizioni di ingresso e di uscita dei muoni all’interno della struttura di misurazione,
nel nostro caso verranno utilizzati tre ﬁle di input, tutti contenenti le posizioni di in-
gresso ed uscita di venti milioni di muoni. I ﬁle in questione hanno un codice iden-
tiﬁcativo della misurazione che utilizzeremo come riferimento ai singoli campioni,
i codici sono 828, 829 e 833.
6.3.1 Primo tipo di campione
Le misure di riferimento avranno come campione principale i seguenti parametri di
Test:
 1 milione di muoni utilizzati per la ricostruzione;
 Una struttura di Voxel con le seguenti dimensioni: 44 nell’asse X, 34 in Y e
22 in Z, tutti di forma cubica di 7 cm di lato al ﬁne di avere un giusto trade-off
tra il numero di muoni incidenti per ogni voxel e la possibilit` a di identiﬁcare
anche oggetti sufﬁcientemente piccoli.
Per ogni ﬁle di input verranno prese le misure dei tempi di dieci esecuzioni del
programma per ottenere una valutazione media in modo da evitare che lo stato mo-
mentaneo della macchina dove avviene l’esecuzione inﬂuenzi la misura. La media
poi verr` a considerata il tempo di riferimento per misurare il miglioramento delle
singole modiﬁche che il codice ottiene.
Presentiamo ora in forma tabulare i risultati ottenuti e il calcolo delle relative medie,
che costituiranno il riferimento per valutare gli speed up, dei tre ﬁle di ingresso.
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Tabella 6.1: File di input 828 - Tempi in secondi
Esecuzione Initialization time Reading time Reconstruction time Total time
1 0,01 39,9 2948,6 2988,5
2 0,01 33,8 2837,8 2871,6
3 0 33,6 2786,2 2819,8
4 0 34,6 2772,1 2806,7
5 0 33,5 2865,7 2899,2
6 0,01 33,5 2854,5 2888,0
7 0 33,5 2839,5 2873,0
8 0,01 40,3 2939,5 2979,9
9 0 34,1 3167,9 3201,9
10 0 33,0 2755,1 2788,0
media 0,004 35,0 2876,7 2911,7
Tabella 6.2: File di input 829 - Tempi in secondi
Esecuzione Initialization time Reading time Reconstruction time Total time
1 0,01 39,5 2767,5 2807,0
2 0 33,6 2777,6 2811,1
3 0 33,6 2756,8 2790,4
4 0 33,5 2812,6 2846,1
5 0 33,5 2783,8 2817,3
6 0 33,5 2786,1 2819,6
7 0,01 33,5 2766,3 2799,9
8 0 34,4 2884,9 2919,2
9 0,02 35,9 2937,5 2973,4
10 0 33,1 2793,9 2826,9
media 0,004 34,4 2806,7 2841,1
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Tabella 6.3: File di input 833 - Tempi in secondi
Esecuzione Initialization time Reading time Reconstruction time Total time
1 0,01 38,8 2932,5 2971,3
2 0 39,4 2763,2 2802,6
3 0 33,1 2799,4 2832,5
4 0 33,1 2832,5 2865,7
5 0,01 33,8 2770,2 2803,9
6 0 32,9 2844,1 2877,0
7 0 32,9 2819,0 2851,9
8 0 32,9 2740,1 2773,0
9 0,01 32,9 2857,6 2890,5
10 0 33,0 2755,1 2788,0
media 0,003 34,3 2811,4 2845,6
Dai risultati esposti si pu` o notare che il programma nei tre casi impiega un tem-
po che va dai 47 minuti ad un massimo di 53 e la media si aggira sui 48 minuti. La
maggior parte del tempo di esecuzione ` e occupato dal tempo di ricostruzione, men-
tre il tempo di inizializzazione ` e trascurabile ai ﬁni delle prestazioni, spesso risulta
praticamente non rilevabile, e quello di lettura dei dati incide per poco pi` u del 10%.
Si pu` o quindi considerare come riferimento il solo tempo di ricostruzione.
6.3.2 Secondo tipo di campione
Per una misura pi` u completa calcoleremo il tempo di esecuzione anche con cinque
milioni di muoni per il ﬁle di input 828 al ﬁne di considerare lo speedup ottenuto
anche con un grande quantitativo di muoni, situazione che si avvicina molto alla
applicazione reale del codice.
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Mostriamo ora i risultati ottenuti dal codice base in forma tabulare.
Tabella 6.4: File di input 828 - Tempi in secondi
Esecuzione Initialization time Reading time Reconstruction time Total time
1 0 191,8 14661,1 14852,9
2 0 185,1 13636,0 13821,1
3 0 198,8 13703,5 13902,3
4 0 194,8 13747,0 13941,8
media 0 192,6 13936,9 14129,5
Il tempo di esecuzione in questo caso varia dai 230 minuti (3,8 ore) ad un mas-
simo di 247 minuti (4,1 ore). Anche qui si confermano come nel caso precedente la
trascurabilit` a del tempo di inizializzazione e la poca rilevanza globale del tempo di
lettura dei dati in ingresso.
6.4 Utilizzo della memoria RAM
Al ﬁne di valutare la qualit` a delle ottimizzazioni dobbiamo anche monitorare l’uti-
lizzo della memoria di sistema, infatti ottenere un’ottimizzazione del sofwtare che
va ad occupare una maggiore quantit` a di memoria potrebbe essere controprodu-
cente. Analizzando un grande quantitativo di dati, maggiore alle misure standard,
potremmo occupare l’intera memoria di sistema e costringere il programma ad ef-
fettuare lo swap della memoria RAM su disco andando a rallentare in modo drastico
le prestazioni totali e quindi non ottenere una vera ottimizzazione. Qualora si otte-
nesse un miglioramento che crea questo problema andr` a analizzato con la dovuta
cautela se l’utilizzo maggiore di risorse possa essere accettabile o meno. Vediamo
ora quanta memoria occupa un’esecuzione che prevede come parametri di ingresso
un milione di muoni.
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Figura 6.2: Utilizzo della Ram nel tempo.
Il tempo di esecuzione ` e estremamente sproporzionato rispetto alla sua durata
normale, in quanto per il monitoraggio della memoria e la generazione del graﬁco
l’uso delle risorse non ` e ottimale, quindi non ha alcuna rilevanza, infatti, il proﬁler
nelle sue speciﬁche dichiara un tempo d’esecuzione di almeno venti volte superi-
ore [17]. L’occupazione di memoria possiamo vedere che cresce rapidamente per
poi rimanere stabile ﬁno alla ﬁne dell’esecuzione del programma, questo ` e dovuto
all’inizializzazione, prima della ricostruzione, di tutte le strutture dati che verranno
utilizzate come ` e stato spiegato precedentemente. Vediamo che la sua occupazione
` e mediamente attorno ad un GigaByte di memoria, per la precisione abbiamo un’oc-
cupazione media di 919,6 MegaByte. Per le successive ottimizzazioni che verranno
implementate questo costituir` a il parametro di riferimento.
6.5 Utilizzo del processore
Analizzare come il programma utilizza il processore e quali sono le funzioni soft-
ware che lo utilizzano maggiormente permette di sapere su quali aspetti concentrar-
si per ottenere miglioramenti tangibili senza sprecare tempo in ottimizzazioni che
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potrebbero avere risultati marginali. Andiamo quindi a vedere in percentuale quali
sono le funzioni che occupano la maggior parte del tempo di esecuzione (Figura
6.3).
Figura 6.3: Utilizzo del processore in percentuale.
Il proﬁler rappresenta l’uso del processore in rettangoli. A partire dal main, il
quadrato pi` u grande, alle varie funzioni racchiuse all’interno dei rettangoli della
funzione che le richiama. Si pu` o subito notare che le funzioni che occupano la
maggior parte del tempo di esecuzione ` e dovuto alla funzione di ricostruzione al cui
interno le funzioni che hanno il maggiore peso sono ComputeSij e Si. Quindi nel
prossimo capitolo saranno fatte le opportune considerazioni a proposito.
Il graﬁco potrebbe essere poco chiaro in quanto i rettangoli pi` u esterni sono
molto piccoli ma con un albero delle chiamate con riferimento solo alle principali
funzioni risulter` a pi` u chiaro (Figura 6.4).
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Figura 6.4: Albero delle chiamate con percentuali di utilizzo.
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Una volta individuati i punti critici del codice con l’analisi del codice originario si
sono messe in piano di lavoro le seguenti modiﬁche:
 Sostituzione della classe Voxel con VoxelData che viene istanziata una sola
volta e contenente i 5 array per i dati della vecchia classe Voxel.
 Utilizzare un puntatore di VoxelData che effettua la chiamata gi` a all’indice
corretto.
 Mettere il puntatore direttamente in VoxelCollection.
 Ottimizzazione della funzione computeSij().
Questo tipo di modiﬁche potrebbero portare sicuramente ad una minore leggi-
bilit` a del codice da parte di chi vorrebbe modiﬁcarlo in seguito, ma in questo caso
la priorit` a pi` u alta spetta all’efﬁcienza che ` e un punto cruciale di questo tipo di ap-
plicazione. Inoltre alcune modiﬁche sono molto legate tra loro, come per esempio i
primi tre punti della lista, per cui verranno introdotte insieme, quindi complessiva-
mente andranno a costituire due livelli di ottimizzazione che andremo ad analizzare
nel dettaglio.
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7.1 Primo livello di ottimizzazione
Sostituzione della classe Voxel con VoxelData che viene istanziata una sola volta e
contenente i 5 array per i dati della vecchia classe Voxel.
Utilizzare un puntatore di VoxelData che effettua la chiamata gi` a all’indice corret-
to.
Mettere il puntatore direttamente in VoxelCollection.
Il primo livello di ottimizzazione consiste nella sostituzione della classe Vox-
el che rappresenta un singolo voxel del sistema con una classe VoxelData che ha
il compito di gestire tutti i voxel. Questo con lo scopo di elimiare il vettore che
contiene tutti i Voxel all’interno della classe VoxCollection, che in realt` a non sono
altro che puntatori ai dati del singolo voxel, perch` e implica poca localit` a nei dati
in quanto il processore deve gestire un vettore di puntatori che vanno in altre aree
di memoria. Con l’eliminazione di questo vengono caricati nella cache del proces-
sore direttamente i vettori che contengono i dati, quindi ` e molto pi` u probabile che
si sfrutti la localit` a del processore per l’accesso ai dati. Da questa modiﬁca ci at-
tendiamo di ridurre i tempi di esecuzione della parte di ricostruzione grazie appunto
allo sfruttamento della localit` a. Le altre due modiﬁche sono strettamente legate a
questa introduzione in quanto ora ogni Voxel prima era identiﬁcato da un codice di
Voxel che ora va ad identiﬁcare la sua posizione dei suoi parametri nei vettori rela-
tivi, mentre il puntatore all’oggetto VoxelData ` e creato all’inizio dell’esecuzione di
VoxCollection e quindi sono disponibili velocemente i 5 vettori con i parametri.
7.2 Secondo livello di ottimizzazione
Ottimizzazione della funzione computeSij().
Il secondo livello di ottimizzazione consiste nell’ottimizzazione della funzione
ComputeSij, situata all’interno della classe Muon. Essa infatti ` e la funzione pi` u
chiamata dal programma occupando circa il 68 % del tempo di esecuzione totale
ma al suo interno viene chiamata pi` u volte anche la funzione Si, sempre della classe
Muon, che a sua volta occupa circa l’85 % del tempo di esecuzione di ComputeSij,
pari al 58 % totale. Quindi per la maggior parte del tempo occupato dalla funzione
367. Tipologia di modiﬁche da effettuare
ComputeSij ` e dovuto alla funzione Si e quindi in realt` a inﬂuisce nel totale solo
10 % del tempo complessivo. Si presenta quindi evidente che un miglioramento
dell’efﬁcienza di queste due funzioni porterebbe ad un grosso impatto sul tempo di
esecuzione totale del programma.
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Risultati ottenuti
Le modiﬁche che dovremmo effettuare alla struttura del codice vengono introdotte
in modo graduale e misurato il miglioramento ottenuto con la singola modiﬁca. Per
ogni livello di ottimizzazione che introdurremo, presenteremo le modiﬁche effet-
tuate, il motivo per cui vengono effettuate e utilizzeremo la stessa metrica presa in
esame per il codice iniziale per valutare il miglioramento ottenuto.
8.1 Primo livello di ottimizzazione
8.1.1 Modiﬁche introdotte
Il primo livello di ottimizzazione consiste nella sostituzione della classe Voxel che
rappresenta un singolo voxel del sistema con una classe VoxelData che ha il compito
digestiretuttiivoxel. Questamodiﬁcahaloscopodielimiareilvettorechecontiene
tutti i Voxel che in realt` a non sono altro che puntatori ai dati del singolo voxel,
ci` o implica poca localit` a nei dati in quanto il processore deve gestire un vettore di
puntatori che vanno in altre aree di memoria. Con l’eliminazione di questo vengono
caricati direttamente i vettori che contengono i dati quindi ` e molto pi` u probabile
che si sfrutti la localit` a del processore per l’accesso ai dati. Da questa modiﬁca
ci attendiamo di ridurre i tempi di esecuzione della parte di ricostruzione grazie




Presentiamo ora in forma tabellare i risultati delle singole esecuzioni e la loro
variazione a seconda del tempo di riferimento.
Tabella 8.1: File di input 828 - Tempi in secondi
Esecuzione Initialization time Reading time Var % Reconstruction time Var % Total time Var %
1 0 29,6 15,40% 2113,6 26,53% 2143,1 26,39%
2 0,01 31,0 11,40% 2224,8 22,66% 2255,8 22,53%
3 0 31,2 10,74% 2187,8 23,95% 2219,0 23,79%
4 0 30,8 11,94% 2196,4 23,65% 2227,2 23,51%
5 0 30,5 12,74% 2200,3 23,51% 2230,8 23,38%
6 0 29,1 16,77% 2247,7 21,86% 2276,8 21,80%
7 0 30,5 12,74% 2196,0 23,66% 2226,5 23,53%
8 0 36,7 -4,82% 2208,8 23,22% 2239,5 23,09%
9 0 30,1 14,06% 2186,6 23,99% 2216,7 23,87%
10 0,01 30,3 13,23% 2185,8 24,02% 2216,1 23,89%
Tabella 8.2: File di input 829 - Tempi in secondi
Esecuzione Initialization time Reading time Var % Reconstruction time Var % Total time Var %
1 0 28,1 18,41% 2120,6 24,44% 2148,7 24,37%
2 0 29,5 14,29% 2204,5 21,45% 2234,0 21,37%
3 0 30,6 11,09% 2214,8 21,09% 2245,4 20,97%
4 0 30,7 10,68% 2188,5 22,03% 2219,2 21,89%
5 0 29,9 13,12% 2195,3 21,78% 2225,2 21,68%
6 0 31,4 8,88% 2204,1 21,47% 2235,5 21,32%
7 0 29,8 13,41% 2167,0 22,79% 2196,8 22,68%
8 0 34,3 0,40% 2106,7 24,94% 2141,0 24,64%
9 0 33,7 1,97% 2187,5 22,06% 2221,3 21,82%
10 0,01 29,3 14,98% 2152,6 23,30% 2181,9 23,20%
408. Risultati ottenuti
Tabella 8.3: File di input 833 - Tempi in secondi
Esecuzione Initialization time Reading time Var % Reconstruction time Var % Total time Var %
1 0 32,6 4,85% 2253,2 19,85% 2285,8 19,67%
2 0,01 31,3 8,67% 2211,5 21,34% 2242,8 21,18%
3 0 31,2 8,84% 2230,1 20,68% 2261,3 20,53%
4 0 28,9 15,56% 2172,3 22,73% 2201,2 22,65%
5 0 29,0 15,47% 2165,6 22,97% 2194,6 22,88%
6 0 30,7 10,48% 2072,7 26,27% 2103,4 26,08%
7 0,01 32,6 4,85% 2160,0 23,17% 2192,7 22,95%
8 0 28,4 17,13% 2143,5 23,75% 2171,9 23,68%
9 0,01 29,7 13,28% 2145,8 23,67% 2175,6 23,55%
10 0 28,4 17,28% 2142,4 23,80% 2170,7 23,72%
Si pu` o osservare che il miglioramento ottenuto nel tempo di ricostruzione varia
da poco meno del 20% ad un massimo di poco superiore al 26%.
Di seguito mettiamo in risalto qual’` e stato il guadagno e lo speedup medio
ottenuto:
Tabella 8.4: Resoconto sul File di input 828 - Tempi in secondi
Initialization time Reading time Reconstruction time Total time
media 0,002 31,0 2194,8 2225,1
reference 0,004 35,0 2876,7 2911,7
speedup 1,13 1,31 1,31
miglioramento 11,42% 23,71% 23,58%
Tabella 8.5: Resoconto File di input 829 - Tempi in secondi
Initialization time Reading time Reconstruction time Total time
media 0,001 30,7 2174,2 2204,9
reference 0,004 34,4 2806,7 2841,1
speedup 1,12 1,29 1,29
miglioramento 10,72% 22,54% 22,39%
418. Risultati ottenuti
Tabella 8.6: Resoconto sul File di input 833 - Tempi in secondi
Initialization time Reading time Reconstruction time Total time
media 0,003 30,3 2169,7 2200,0
reference 0,003 34,3 2811,4 2845,6
speedup 1,13 1,30 1,29
miglioramento 11,64% 22,82% 22,69%
Vediamo che in tutti e tre i casi esaminati si ha un miglioramento del tempo di
ricostruzione medio del 23% ed uno speedup di circa 1,3.
Mostriamo ora graﬁcamente qual’` e il risparmio di tempo ottenuto nella fase di
ricostruzione rispetto al passo precendete
Figura 8.1: File di input 828.
428. Risultati ottenuti
Figura 8.2: File di input 829.
Figura 8.3: File di input 833.
Si pu` o notare in modo evidente l’abbassamento dei tempi di esecuzione ottenuto
rispetto alla versione precedente del software.
438. Risultati ottenuti
Secondo campione
Analizziamo ora le prestazioni ottenute con il secondo tipo di campione di valu-
tazione, al ﬁne di veriﬁcare se mantiene i risultati ottenuti precedentemente. Pre-
sentiamo di seguito le tabelle dei risultati.
Tabella 8.7: File di input 828 - Tempi in secondi
Esecuzione initialization reading % reconstruction % total %
1 0 176,2 8,54% 10895,0 21,83% 11072,0 21,64%
2 0,01 175,9 8,69% 10783,0 22,63% 10959,0 22,44%
3 0 171,0 11,22% 10811,8 22,42% 10982,8 22,27%
4 0 169,8 11,86% 10934,2 21,54% 11104,0 21,41%
media 0,0025 173,2 10856,0 11029,5
reference 0 192,6 13936,9 14129,5
speedup 1,11 1,28 1,28
miglioramento 10,08% 22,11% 21,94%
Si pu` o notare che si ottiene un miglioramento medio del 22% che conferma
il risultato del primo campione e andiamo a mostrare graﬁcamente i risultati con-
frontadoli con il tempo di esecuzione di riferimento.
Figura 8.4: File di input 828.
448. Risultati ottenuti
Si vede anche in questo caso che l’abbassamento consistente rispetto al caso
precedente.
8.1.3 Utilizzo della RAM
Controlliamo ora l’utilizzo della memoria RAM da parte del software dopo l’intro-
duzione di questa ottimizzazione.
Figura 8.5: Utilizzo della Ram nel tempo.
La quantit` a media di RAM utilizzata ` e di 922 MegaByte, quindi ` e leggermente
aumentata rispetto alla soluzione originale. Un aumento dello 0,3 % pu` o essere
considerato comunque trascurabile e dovuto alla particolare situazione della mis-
urazione. Comunque si ottiene un aumento prestazionale mantenendo praticamente
costante utilizzo delle risorse.
8.1.4 Commento
Questa modiﬁca introduce un miglioramento delle prestazioni nell’ordine del 22%.
Visto che questo non va ad inﬂuire sulla qualit` a del risultato, che ` e esattamente lo
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stesso, possiamo considerarla una modiﬁca ottimale e il risultato prestazionale ` e
dovuto alla struttura di salvataggio temporanea pi` u efﬁciente dal punto di vista dei
tempi di accesso.
468. Risultati ottenuti
8.2 Secondo livello di ottimizzazione
8.2.1 Modiﬁche introdotte
Ilsecondolivellodiottimizzazioneconsistenell’ottimizzazionedellafunzioneCom-
puteSij, situata all’interno della classe Muon. Essa infatti ` e la funzione pi` u chiamata
dal programma occupando circa il 68% del tempo di esecuzione totale ma al suo in-
terno viene chiamata pi` u volte la funzione Si, sempre della classe Muon, che a sua
volta occupa circa l’85 % del tempo di esecuzione di ComputeSij, pari al 58 % to-
tale. Quindi per la maggior parte del tempo occupato dalla funzione ComputeSij ` e
dovuto alla funzione Si e quindi in realt` a inﬂuisce nel totale solo 10 % del tempo
complessivo. Si presenta quindi evidente che un miglioramento dell’efﬁcienza di




Presentiamo ora in forma tabellare i risultati delle singole esecuzioni e la loro vari-
azione a seconda del tempo di riferimento per quello che riguarda il secondo livello
di ottimizzazione del software.
Tabella 8.8: File di input 828 - Tempi in secondi
Esecuzione Initialization time Reading Time Var % Reconstruction time Var % Total time %
1 0 33,7 3,73% 1557,6 45,86% 1591,2 45,35%
2 0 27,6 21,09% 1619,9 43,69% 1647,5 43,42%
3 0 29,9 14,60% 1662,9 42,19% 1692,8 41,86%
4 0 27,7 20,81% 1580,2 45,07% 1607,9 44,78%
5 0 27,5 21,32% 1580,8 45,05% 1608,3 44,76%
6 0 27,5 21,26% 1568,2 45,48% 1595,8 45,19%
7 0 27,6 21,06% 1591,1 44,69% 1618,7 44,41%
8 0 27,5 21,24% 1564,4 45,62% 1591,9 45,33%
9 0 27,5 21,24% 1575,6 45,23% 1603,2 44,94%
10 0 27,7 20,78% 1564,4 45,62% 1592,1 45,32%
478. Risultati ottenuti
Tabella 8.9: File di input 829 - Tempi in secondi
Esecuzione Initialization time Reading Time Var % Reconstruction time Var % Total time %
1 0 33,7 2,23% 1697,3 39,53% 1731,0 39,07%
2 0 27,7 19,66% 1559,2 44,45% 1586,8 44,15%
3 0,01 27,5 20,04% 1554,2 44,63% 1581,7 44,33%
4 0 27,6 19,81% 1550,8 44,75% 1578,4 44,45%
5 0 27,5 20,10% 1559,1 44,45% 1586,6 44,16%
6 0 27,7 19,55% 1552,1 44,70% 1579,8 44,40%
7 0 27,8 19,20% 1560,2 44,41% 1588,0 44,11%
8 0,01 17,6 48,95% 1556,3 44,55% 1583,9 44,25%
9 0 27,8 19,28% 1559,8 44,43% 1587,6 44,12%
10 0 27,7 19,66% 1556,7 44,54% 1584,4 44,23%
Tabella 8.10: File di input 833 - Tempi in secondi
Esecuzione Initialization time Reading Time Var % Reconstruction time Var % Total time %
1 0 30,3 11,56% 1564,2 44,36% 1594,2 43,98%
2 0 27,7 19,17% 1575,3 43,97% 1603,0 43,67%
3 0 27,8 18,79% 1578,0 43,87% 1605,8 43,57%
4 0 27,7 19,32% 1571,8 44,09% 1599,4 43,79%
5 0 27,6 19,44% 1579,6 43,81% 1607,2 43,52%
6 0 27,7 19,26% 1579,7 43,81% 1607,3 43,52%
7 0 27,6 19,41% 1586,7 43,56% 1614,3 43,27%
8 0 27,7 19,17% 1579,0 43,83% 1606,7 43,54%
9 0 27,6 19,55% 1574,1 44,01% 1601,6 43,72%
10 0 27,6 19,44% 1573,9 44,02% 1601,5 43,72%
Si pu` o osservare che il miglioramento ottenuto nel tempo di ricostruzione varia
da poco meno del 40% ad un massimo di poco inferiore al 46%.
Di seguito mettiamo in risalto qual’` e stato il guadagno e lo speedup medio
ottenuto:
Tabella 8.11: Resoconto sul File di input 828 - Tempi in secondi
Initialization time Reading time Reconstruction time Total time
media 0 28,4 1586,5 1614,9
reference 0,004 35,0 2876,7 2911,7
speedup 1,23 1,81 1,80
miglioramento 18,71% 44,85% 44,54%
488. Risultati ottenuti
Tabella 8.12: Resoconto sul File di input 829 - Tempi in secondi
Initialization time Reading time Reconstruction time Total time
media 0,002 27,2 1570,6 1598,8
reference 0,004 34,4 2806,7 2841,1
speedup 1,26 1,79 1,78
miglioramento 20,85% 44,04% 43,73%
Tabella 8.13: Resoconto File di input 833 - Tempi in secondi
Initialization time Reading time Reconstruction time Total time
media 0 27,9 1576,2 1604,1
reference 0,003 34,3 2811,4 2845,6
speedup 1,23 1,78 1,77
miglioramento 18,51% 43,93% 43,63%
Vediamo che in tutti e tre i casi esaminati si ha un miglioramento del tempo di
ricostruzione medio del 44% ed uno speedup di circa 1,8 rispetto al tempo originale.
Mostriamo ora graﬁcamente qual’` e il risparmio di tempo ottenuto nella fase di
ricostruzione rispetto al passo precendete e al tempo di riferimento.
Figura 8.6: File di input 828.
498. Risultati ottenuti
Figura 8.7: File di input 829.
Figura 8.8: File di input 833.
Si pu` o notare in modo evidente l’abbassamento dei tempi di esecuzione rispetto
al caso precedente e quasi il dimezzamento rispetto al tempo originario.
508. Risultati ottenuti
Secondo campione
Analizziamo ora le prestazioni ottenute con il secondo tipo di campione di valu-
tazione, al ﬁne di veriﬁcare se mantiene i risultati ottenuti precedentemente. Pre-
sentiamo di seguito le tabelle dei risultati.
Tabella 8.14: File di input 828 - Tempi in secondi
Esecuzione initialization reading % reconstruction % total %
1 0 176,9 8,18% 8376,9 39,89% 8553,8 39,46%
2 0 166,7 13,44% 8079,9 42,03% 8246,6 41,64%
3 0,01 174,7 9,32% 8481,9 39,14% 8656,6 38,73%
4 0 169,5 12,03% 8419,7 39,59% 8589,2 39,21%
media 0,0025 171,9 8339,6 8511,6
reference 0 192,6 13936,9 14129,5
speedup 1,12 1,67 1,66
miglioramento 10,74% 40,16% 39,76%
Si pu` o notare che si ottiene un miglioramento medio del 40% che conferma il
risultato del primo campione e andiamo a mostrare graﬁcamente i risultati con-
frontadoli con il tempo di esecuzione dello step di ottimizzazione precedente e
quello di riferimento.
Figura 8.9: File di input 828.
518. Risultati ottenuti
Sivedeimmediatamentechesiottieneunsensibilemiglioramentodelleprestazioni
soprattutto se raffrontato con il tempo di riferimento.
8.2.3 Utilizzo della RAM
Controlliamo ora l’utilizzo della memoria RAM da parte del software dopo l’intro-
duzione di questa ottimizzazione per veriﬁcarne la bont` a.
Figura 8.10: Utilizzo della Ram nel tempo.
La quantit` a media di RAM utilizzata ` e di 909,5 MegaByte, quindi ` e legger-
mente calata rispetto alla soluzione originale. Una diminuzione dell’1 % pu` o essere
considerata comunque trascurabile e dovuta alla particolare situazione della mis-
urazione. Comunque si ottiene un aumento prestazionale mantenendo praticamente
costante utilizzo delle risorse.
8.2.4 Commento
Questa modiﬁca introduce un miglioramento delle prestazioni totale nell’ordine del
40% quindi circa del 20% presa singolarmente. Inoltre, come la precedente, non va
528. Risultati ottenuti
ad inﬂuire sulla qualit` a del risultato che ` e esattamente lo stesso e non utilizza una




Le ottimizzazioni presentate in questa tesi sono tutte indipendenti dall’architettura
utilizzata dal sistema, queste avrebbero portato ad un incremento prestazionale in-
dipendentemente dalla macchina sulla quale venivano utilizzate. Il percorso com-
pleto di ottimizzazione comporta anche lo studio dell’architettura dell’elaboratore
dove il programma deve essere eseguito, infatti a seconda della conﬁgurazione us-
ata ci sono delle operazioni che risultano pi` u efﬁcienti di altre. Ci` o ` e dovuto es-
clusivamente all’hardware utilizzato, e queste istruzioni se utilizzate su dispositivi
diversi potrebbero addirittura portare a dei peggioramenti prestazionali. Un suc-
cessivo sviluppo quindi, se l’ottimizzazione ottenuta dal lavoro fosse ritenuta non
sufﬁciente, comporterebbe il passaggio all’introduzione a questo tipo di modiﬁche.
Sarebbe un lavoro che richiederebbe la ricerca della documentazione tecnica del
processore, afﬁdarsi a compilatori ottimizzati esclusivamente per l’architettura in
questione ed una forte e lunga sperimentazione sulla macchina. Al contempo questo
lavoro porterebbe a legare l’applicazione esclusivamente al tipo di architettura scel-
to quindi si pu` o optare per questa scelta solo se si ` e certi di non abbandonarne
l’architettura per diverso tempo.
Un ulteriore miglioramento delle prestazioni si potrebbe ottenere decidendo di
approssimare il risultato effettuando moltiplicazioni e divisioni in aritmetica a vir-
gola ﬁssa. Questo tipo di scelta porta ad una perdita di precisione ma al contempo
un aumento di prestazioni, in quanto le operazioni di questo tipo sono pi` u veloci di
quelle in virgola mobile. Questo gap prestazionale, con l’afﬁnamento delle architet-
ture dei processori moderni, ` e progressivamente diminuito ma nel nostro speciﬁco
559. Sviluppi futuri
caso anche un minimo incremento prestazionale nel singolo ciclo potrebbe avere
un impatto rilevante visto l’elevato numero di iterazioni. Questo tipo di modiﬁca
richiede uno studio molto dettagliato sui valori coinvolti al ﬁne di non compromet-
tere il risultato con un eccessiva perdita di precisione. Questo lavoro ` e studio nella
tesi in questione era arrivato allo studio dei valori coinvolti nei calcoli e ovviamente
costituisce un buon punto di partenza per i successivi miglioramenti.
Un’altro settore di sviluppo sarebbe la riduzione di impatto sulla memoria RAM
al ﬁne di ridurre le richieste hardware utilizzando tipi di dato meno precisi ma dal
pi` u ridotto impatto sulla memoria andando quindi a scegliere un corretto trade-off
tra precisione e utilizzo delle risorse.
56Capitolo10
Conclusioni
Lo scopo di questa tesi e del suo lavoro era quello di migliorare le prestazioni del
prototipo di tomograﬁa muonica funzionante del dipartimento di ﬁsica dell’univer-
sit` a di Padova senza compromettere la qualit` a dei risultati.
Questo obiettivo ha implicato uno studio del problema della tomograﬁa muonica
dal punto divista ﬁsico, questo al ﬁne di poter comprendere dal codice originario
tutti i dettagli del suo funzionamento. Poi ` e necessitato un’analisi dal punto di
vista prestazionale del software con il supporto di strumenti evoluti di proﬁling.
Questo lavoro ha permesso di ottenere informazioni molto dettagliate su quali erano
le lacune prestazionali del programma con la possibilit` a di indirizzare il lavoro in
modo molto preciso.
Successivamente sono state pianiﬁcate, a partire dai dati ottenuti nel precedente
studio, tutte le modiﬁche necessarie per ottenere un miglioramento prestazionale
signiﬁcativo.
Le ottimizzazioni che si sono implementate hanno portato risultati tangibili ar-
rivando quasi al dimezzamento del tempo d’esecuzione senza utilizzare un maggior
numero di risorse n´ e compromettere in nessun modo il risultato che non ` e stato
approssimato.
Inoltre nell’ultimo periodo di tesi si ` e lavorato sugli sviluppi futuri fornendo
un buon punto di partenza per quel che riguarda un ulteriore speed up del codice
utilizzando un’approssimazione utilizzando aritmetica ﬁxed point.
Si pu` o quindi considerare l’intero sviluppo decisamente positivo in quanto si ` e
fatto un consistente passo avanti nelle prestazioni del codice rendendo quindi pi` u
5710. Conclusioni
vicina un’applicazione pratica e reale del progetto. Inoltre si sono individuati i
successivi percorsi di sviluppo sui quali si pu` o sviluppare ulteriormente l’ottimiz-
zazione del progetto.
Inoltre si sono acquisite competenze molto utili come per esempio l’utilizzo di
tool di proﬁling e ottimizzazione di codice C++.
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