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Gravitational waves travel at the speed of thought.
Sir Arthur Eddington
I have no idea who first calculated the emission of gravitational radiation from
a collapsing star with rotation. Ruffini and Wheeler may have been the first.
It was certainly obvious to everyone who thought about it that a collapsing
star with rotation would give rise to a strong pulse of gravitational waves.
I make no claim to have thought of this first.
Freeman Dyson,
personal communication,
October 2006
I don’t consider myself a pessimist. I think of a pessimist as someone who is
waiting for it to rain. And I feel soaked to the skin.
Leonard Cohen

Abstract
Core-Collapse Supernovae are nature’s grandest explosions, liberating ∼ 1053 erg, the colossal grav-
itational binding energy of a neutron star. Most of this energy, 99%, is emitted in neutrinos, 1% goes
into the asymptotic explosion energy and becomes visible in the electromagnetic spectrum, and a
tiny fraction, perhaps less than a millionth, is radiated in gravitational waves.
The work presented in this dissertation is concerned with the gravitational wave signature of core-
collapse supernovae. Previous studies have identified rotating iron core collapse, core bounce and
protoneutron star (PNS) ring-down pulsations, postbounce convection, anisotropic neutrino emis-
sion and postbounce nonaxisymmetric rotational instabilities as the primary processes and phases
for the radiation of gravitational waves.
I perform the first ever calculations of rotating stellar iron core collapse in {3+1} general relativ-
ity (GR) that start out with presupernova models from stellar evolutionary calculations and include
a microphysical finite-temperature nuclear equation of state, an approximate scheme for electron
captures during collapse and neutrino pressure effects. Based on the results of theses calculations, I
obtain the to-datemost realistic estimates for the gravitational wave signal from collapse, bounce and
early postbounce phases of core-collapse supernovae. My results show that (1) the collapse, bounce
and early postbounce gravitational wave signal morphology is much more generic than previously
estimated, (2) that the relevance of rotational effects is much smaller than thought and that rotational
“multiple” core bounce does not occur in the range of physically plausible initial rotation rates and
degrees of differential rotation, and (3) that all considered iron core rotational configurations undergo
collapse, bounce and PNS ring-down in axisymmetry and none of these models reach ratios of rota-
tional kinetic to gravitational potential energy (β = T/|W|) sufficiently high to experience a classical
MacLaurin-type bar-mode instability at high-T/|W|. However, I find and analyze the development
of nonaxisymmetric structures with a dominant m = 1 component that grow in a number of mod-
els due to a low-T/|W| dynamical rotational instability and whose quadrupole components lead to
prolonged narrow-band gravitational wave emission, significantly enhancing the gravitational wave
signature of rapidly rotating iron core collapse.
I supplement my {3+1} GR simulations of rotating iron core collapse with 2D Newtonian neutrino
radiation-hydrodynamic supernova calculations focussing on: (1) The late-postbounce gravitational
wave emission in models of core-collapse supernovae with slowly or nonrotating progenitor cores. I
find that the dominant emission process in such models may be the oscillations of the PNS core that
are of predominantly g-mode character and that are excited hundreds of milliseconds after bounce
and typically last for several hundred milliseconds while emitting strong gravitational waves in a
narrow frequency band. (2) The gravitational wave emission in accretion induced collapse (AIC) of
massive O/Ne/Mg white dwarfs to neutron stars, based on the first AIC calculations starting with
rapidly rotating 2D equilibrium models. I find that efficient electron capture leads to rapid collapse
largely unaffected by rotational effects, but owing to very small inner cores, to only modest gravita-
tional wave emission from core bounce and PNS ring-down despite strong rotational flattening. At
postbounce times the gravitational wave emission is dominated in amplitude by the low-frequency
emission associated with rotation-induced anisotropies in the neutrino radiation fields.
Based on my results I surmise that the gravitational wave emission from rapidly rotating iron core
collapse and AIC events should be detectable already by initial LIGO-class observatories throughout
the Milky Way and with advanced LIGO-class observatories throughout the Milky Way and the
Magellanic Clouds. If persistent nonaxisymmetric deformations occur, detection to distances out to
the Virgo Cluster may be marginally possible. Nonrotating or slowly rotating core collapse does
not lead to a detectable gravitational wave signal from core bounce, but gravitational waves from
postbounce convection and shock deformationsmay be detectable by advancedLIGOs. Initial LIGOs
would detect strong PNS core oscillations throughout the Milky Way and beyond.

Erratum
as of April 2, 2007
• Section 2.4.1, page 15. Discussion of equation (2.13). The terms dtˆ and dxˆ are imprecisely
described as “physical time” and “physical distance”. The more precise description of dxˆ =√
(dxˆ2) =
√
γijdxˆidxˆ
j is the “proper distance on the spacelike 3-hypersurface Σt” (when dt =
0) while dtˆ =
√
dtˆ2 =
√
α2dt2 is the “advance in proper time along the vector αn dt”.
• Section 3.6.4, page 81. Equations (3.133) and (3.134) are incorrect. The corrected equations (as
implemented in the code) read:
smomentumi = −α
√
γ(pν), i (3.133)
and
senergy = vismomentumi = −viα
√
γ(pν), i . (3.134)
• Section 5.2.5, page 141. Index error in equation (5.9). Correction:
Yij ≡ ǫilm(R jm − 14 δjmR); l = −12ǫilmγjnBnlm . (5.9)
• Section 7.3.2, page 248. The quoted numbers for the energies emitted in gravitational waves are
incorrect owing to an error in the postprocessing analysis subroutine. The corrected numbers
are 2.17×10−10M⊙c2 and 1.32×10−9M⊙c2 for the 1.46-M⊙ and 1.92-M⊙ model, respectively.
• Section 7.3.3, pages 249. In figure 7.19, the hchar graphs must be rescaled by factors of 0.62 (1.46-
M⊙ model) and 0.14 (1.92-M⊙ model) to account for the corrected total emitted energies. This
significantly reduces the prospects for detecting AIC events with current and future gravita-
tional wave observatories. In addition, the quoted maximum values of hchar are incorrect. The
corrected values are 1.45×10−21 (1.46-M⊙model) and 2.80×10−21 (1.92-M⊙model).
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Chapter 1
Overview
1.1 Preface and Motivation
Supernovae are nature’s most powerful explosions. When marking the death of a massive star, a
supernova in its first seconds emits the gravitational binding energy released in stellar collapse with
1053 erg s−1, rivaling in power the rest of the observable universe combined. 99% percent of the
total supernova energy is emitted in neutrinos, which are barely detectable, unless the core-collapse
supernova occurs in our galaxy. About 1%, ∼1051 erg, goes into the kinetic and internal energy of the
supernova ejecta, a fraction of which is converted into electromagnetic radiation [1].
The general picture of stellar evolution and of the nuclear fusion history of massive stars is relatively
well established. We understand that the electron-degenerate iron cores of massive stars become
unstable to electron capture and endothermic photo-dissociation of heavy nuclei. Collapse ensues
and continues once the inner core has reached densities comparable to those in an atomic nucleus.
At this point, nuclear repulsive forces lead to a stiffening of the nuclear equation of state and the
collapse is dramatically reversed within a fraction of a millisecond. The core rebounds, “bounces”.
A shock wave is launched into the infalling outer core that quickly loses energy to dissociation of
outer core material and to neutrinos that stream away. The shock stalls.
At this point a supernova theorist’s problems set in. How is the stalled shock revived to finally ex-
plode the star? From first principles it is obvious that a fraction of the gigantic gravitational binding
energy of the collapsed inner core that is now the protoneutron star and that slowly cools and delep-
tonizes to become a cold ultra-dense neutron star must be converted into the kinetic and internal
energy of the exploding mantle.
The detailed mechanism of core-collapse supernova explosions is one of outstanding problems in
astrophysics and it has resisted more than forty years of speculation, concerted theoretical work, and
numerical exploration. But even more difficult questions are on the horizon: Recently, observers
have found evidence that a special kind of core-collapse supernova might go along with the long-soft
variety of gamma-ray bursts [2]. What is the core-collapse supernova–gamma-ray burst connection?
Could it be that in core-collapse events, which do not produce a regular supernova, a black hole
with an accretion disk forms and via accretion power, rotation, magnetic fields and/or neutrinos, a
gamma-ray burst jet is launched that plows through the stellar envelope?
Virtually all we know about the universe and core-collapse supernovae is based on observations in
the electromagnetic spectrum. From supernova 1987A that went off in the Large Magellanic Cloud,
neutrino detectors on Earth detected about 20 neutrinos [3]. Modern day detectors are projected to
detect thousands of neutrinos from a galactic supernova [1].
However, besides via electromagnetic waves and neutrinos there is a third way in which physi-
cal information from a core-collapse supernova can reach observers on Earth: Gravitational waves,
predicted by Einstein’s theory of gravity, General Relativity (GR) [4–7]. Gravitational waves are prop-
agating vibratory disturbances, ripples, in spacetime, travelling through the universe at the speed
of light. They are generated by time-changing mass quadrupole moments related to coherent, bulk
motions of huge amounts of mass-energy at frequencies related to the dynamical timescale of their
emitters. In contrast to electromagnetic waves, gravitational waves cannot be used to form an im-
age of the radiating system since their wavelengths are comparable to or larger than their coherent,
bulk-moving sources. Instead, gravitational waves are akin to sound and carry a stereophonic de-
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scription of their source’s dynamics in two independent polarizations. Gravitational waves interact
very weakly with matter, thus can travel nearly unscathed from their source through intervening
matter to distant observers. This makes them ideal carriers of information, but also means that grav-
itational waves interact very weakly with detectors on Earth.
To date, gravitational waves have never been observed directly, but there is strong evidence support-
ing their existence from the observed orbital shrinking of the Hulse-Taylor binary system [8]. The
international array of first-generation large-scale light-interferometric gravitational wave observato-
ries (LIGOs) is in the process of reaching fully operational state and design sensitivities. Current
estimates (e.g., [9–14]) suggest that a galactic supernova would likely be visible to first-generation
LIGOs.
The dawn of gravitational wave astronomy may be near and there is great potential that the physical
information carried by gravitational waves emitted in a core-collapse supernova could be an impor-
tant, possibly crucial piece in the supernova puzzle and may also boost our understanding of the
core-collapse supernova–gamma-ray burst connection. However, detailed and accurate theoretical
predictions of the gravitational wave signature of core-collapse supernovae / explosion mechanisms
and a good theoretical understanding of the various possible gravitational wave emission processes
in a core-collapse supernova will be indispensable for the extraction of physical information from an
observed supernova gravitational wave signal.
It is my interest in both core-collapse supernova theory and general relativity that has led to the work
culminating in this dissertation.
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1.2 New Results obtained in this Work
This work is concerned with the gravitational wave signature of stellar iron core collapse and the
subsequent core-collapse supernova evolution.
The new results presented in this dissertation and in part reported in [10, 15, 16] are my genuine con-
tribution and have been obtained via general relativistic and Newtonian multi-dimensional numeri-
cal simulations of rotating and nonrotating stellar iron core collapse and core-collapse supernovae.
I acknowledge close collaboration with A. Burrows1, L. Dessart1, H. Dimmelmeier2, I. Hawke3,
E. Livne4, E. Schnetter5, and B. Zink6.
1.2.1 {3+1} GR Hydrodynamic Simulations of Stellar Iron Core Collapse
The major technical problem solved is the numerical simulation of stellar iron core collapse in 3D
on mesh-refined Cartesian computational grids with GR hydrodynamics fully coupled with {3+1}
spacetime evolution. I have accomplished this by combining and improving existing GR hydrody-
namics, spacetime evolution and mesh refinement codes. In a first step, this was implemented and
tested for simple polytropic iron core models. In a second step, I have extended the hydrodynamics
treatment to include a microphysical finite-temperature nuclear equation of state (EOS), an approxi-
mate treatment of electron captures during collapse and state-of-the art presupernova stellar models
from stellar evolutionary calculations. The approximations employed yield GR hydrodynamic and
thermodynamic immediate postbounce protoneutron star (PNS) configurations that rival in realism
those obtained with full neutrino radiation-hydrodynamics codes in axisymmetry and Newtonian
gravity or approximate GR. Since postbounce deleptonization and neutrino radiation transport are
neglected, the physical quality of the simulation results degrades with progressing postbounce time,
but is still much more realistic than what can be achieved with polytropic models.
With the numerical codes andmethods presented in this work (the CACTUS/CARPET/WHISKY code
package; CCW) I have accomplished a first step towards connecting numerical relativity with core-
collapse supernova theory in a multi-dimensional context.
1.2.2 Verification of the Conformally-Flat Approximation in the
Core-Collapse Supernova Context
In the conformally-flat approximation (conformal-flatness condition; CFC) to general relativity the
spatial 3-metric is replaced by the flat 3-metric multiplied by a position-dependent factor. Inmaximal
slicing, the CFC ADM equations reduce to a set of elliptic equations. The CFC approximation is exact
in spherical symmetry.
In a first application of the CCW code I have performed an extensive set of rotating collapse cal-
culations with polytropic initial iron core models identical to those used in the 2D CFC study of
Dimmelmeier et al. [12, 17, 18]. Via direct comparison of my results with data made available by
H. Dimmelmeier, I find that CFC is an excellent approximation to full GR for tracking the collapse,
bounce and early postbounce phases of axisymmetric stellar iron core collapse to a neutron star.
1Department of Astronomy and Steward Observatory, The University of Arizona, Tucson.
2Max-Planck-Institut fu¨r Astrophysik, Garching.
3School of Mathematics, University of Southampton; former member of the Albert-Einstein-Institut numerical relativity
group.
4Racah Institute of Physics, Hebrew University, Jerusalem.
5Center for Computation & Technology, Louisiana State University, Baton Rouge; former member of the Albert-Einstein-
Institut numerical relativity group.
6Center for Computation & Technology, Louisiana State University, Baton Rouge; former member of the Max-Planck-
Institut fu¨r Astrophysik, Garching.
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1.2.3 Gravitational Wave Signature of Rotating Iron Core Collapse
Using the newly developed technology and microphysics capability in the CCW code, I have per-
formed a series of {3+1} GR collapse calculations with presupernova models from stellar evolution-
ary calculations, investigating the gravitational wave signature of rotating iron core collapse and its
dependence on the initial rotation rate, on the initial degree of differential rotation, on the degree of
deleptonization during collapse and on progenitor structure.
My results show that the deleptonization of the collapsing core is of central importance for the
gravitational wave signature of fast rotating iron core collapse. Deleptonization leads to a density-
dependent reduction of the effective adiabatic index of the collapsing core and reduces the size of
the homologously collapsing and rebounding inner core. The combined effects of deleptonization
and GR reduce the importance of centrifugal support and lead to a much more generic gravitational
wave signal from core bounce and PNS ring-down pulsations than previously estimated.
1.2.4 Nonaxisymmetric Rotational Instabilities in Protoneutron Stars
The results of the above parameter study manifest that the rotation rates attainable during stellar
core collapse with physically well-motivated initial rotation rates and degrees of differential rotation
are generically too low to permit the growth of nonaxisymmetric structures via the classical dynam-
ical nonaxisymmetric rotational instability that requires ratios of rotational kinetic to gravitational
potential energy (β = T/|W|) above ∼27%.
Although all models stay axisymmetric throughout their infall, plunge, bounce and early postbounce
phases, I observe the development of significant nonaxisymmetric structures and dynamics at post-
bounce times in a subset of models. The nonaxisymmetric rotational instability in these models is of
dominant m = 1 character. It originates inside the PNS core and propagates through the postshock
region, blending in withm = {2, 3} spatial components and generating a spiral-density wave pattern
in the region between PNS core and stalled supernova shock. I follow two models with postbounce
β∼9–13% that experience this instability out to late postbounce times of 70–90 ms. My analysis of
the instability indicates a possible relationship with the recently proposed low-T/|W| instabilities in
differentially rotating compact stars that operate via resonant amplification of azimuthal modes at
corotation points where their pattern speed equals the local fluid angular velocity [19–25]. The non-
axisymmetric instability leads to prolonged narrow-band gravitational wave emission at frequencies
of∼900–1000Hz from the quadrupole components of the nonaxisymmetric structures. The emission
is lower in amplitude, but owing to its high-frequency, narrow-band nature and long-term emission,
significantly more energetic than the gravitational wave signal from axisymmetric core bounce.
1.2.5 Gravitational Wave Emission by Convection,
Anisotropic Neutrino Radiation and PNS Core g-Modes
To supplement the aforementioned general relativistic calculations of the rotating collapse, bounce
and early postbounce phases of core-collapse supernovae, I have performed, in collaboration with
the Arizona supernova group, long-term postbounce supernova calculations in Newtonian gravity,
using the axisymmetric neutrino radiation-hydrodynamics code VULCAN/2D [15, 26, 27]. These
calculations extend to more than a second after core bounce and indicate the excitation of PNS core
g-mode oscillations by accretion downstreams and turbulence at several hundred milliseconds after
core bounce. The oscillations damp by the emission of strong sound waves. These deposit energy in
the postshock region which may be sufficient to drive the explosion [26–29].
I find that the narrow-band gravitational wave emission from the quadrupole components of the
PNS core oscillations may be the dominant gravitational wave emission process in slowly rotating
core-collapse supernovae. It could easily rival in amplitude and energy the emission from the core
bounce of quickly spinning iron cores.
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1.2.6 Gravitational Wave Signature of Accretion-Induced Collapse
I have analyzed the gravitational wave emission in the accretion-induced collapse (AIC) of mas-
sive and high central-density O/Ne/Mg white dwarfs. The analysis considers gravitational wave
signals of aspherical mass motions and of anisotropic neutrino emission and is based on the calcu-
lations of the Arizona supernova group (Dessart et al. [16]) who for the first time employed two
genuinely 2D rapidly rotating precollapse white dwarf models and followed the collapse and post-
bounce evolution with the axisymmetric Newtonian radiation-hydrodynamics code VULCAN/2D.
The simulation and analysis results show that the extremely efficient deleptonization in the AIC
models allows collapse to nuclear densities largely unimpeded by rotational effects and leads to ex-
ceptionally small inner core masses at core bounce. They result in a matter gravitational wave signal
qualitatively resembling that observed for large initial pressure depletion in previous studies with
polytropic models [12, 30]. The model with the initially largest rotation rate reaches a postbounce β
of ∼26% and might experience the rare case of a high-T/|W| rotational instability if liberated on a
3D grid.
The AIC models show strong anisotropies in their neutrino radiation fields throughout their post-
bounce evolution and the gravitational wave signal at postbounce times >∼ 50 ms is dominated in
amplitude by low-frequency emission from anisotropic neutrino radiation. Due to its low-frequency,
almost “DC” character, the neutrino component does not lead to significant energy emission.
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1.3 Structure of this Dissertation
In chapter 2, I present a general introduction to supernova physics, numerical relativity, GR hydro-
dynamics, and gravitational wave theory and observation. In addition, I give an extensive overview
on previous work concerning the gravitational wave signature of core-collapse supernovae.
Chapter 3 is devoted to a comprehensive and detailed description of the various components of the
CACTUS/CARPET/WHISKY simulation code employed for the {3+1} GR hydrodynamics calcula-
tions that lie at the heart of the work presented here. Code tests of the CCW code are presented in
chapter 4.
In chapter 5, I report on results from {3+1}GR core-collapse calculations that employ polytropic iron
core models in rotational equilibrium and compare them in detail with previous results obtained by
Dimmelmeier et al. [12, 17, 18] in conformally-flat GR in order to assess the qualitity of the conformal-
flatness approximation in the core-collapse supernova context.
Chapter 6 contains an extensive discussion of the results obtained via today’s most realistic calcu-
lations of rotating stellar iron core collapse in GR. These calculations employ a finite-temperature
equation of state, an approximate scheme for deleptonization during collapse and incorporate state-
of-the-art presupernova stellar models from stellar evolutionary calculations. I discuss new estimates
for the gravitational wave signature of axisymmetric stellar iron core collapse and the development
of nonaxisymmetric structure at post core-bounce times. The detectability of rotating core collapse
events by current and future light-interferometric gravitational wave observatories is assessed.
In chapter 7, I present results on the gravitational wave emission from late postbounce PNS core
oscillations and on the gravitational wave signature of the accretion induced collapse of massive
O/Ne/Mg white dwarfs.
In chapter 8, I critically review the work presented in this dissertation and outline possible fu-
ture lines of research directed towards a greater understanding of the core-collapse supernova phe-
nomenon, black hole formation and the supernova–gamma-ray burst connection.
1.4 Conventions and Units
The unit system used in sections that discuss numerical relativity and GR hydrodynamics is fixed
by assuming c = G = M⊙ = 1. For convenience, I list conversion factors to cgs and geometric
units (c = G = 1) and values of physical constants in appendix A. All sections discussing numerical
results and all sections related to astrophysics and supernova theory are kept in standard cgs units.
I chose Greek indices running from 0 to 3 to indicate 4-vectors and 4-tensors. Latin indices i, j, k, l,m
running from 1 to 3 indicate spatial components. I abbreviate, where convenient, the partial deriva-
tive ∂/∂xi with , i and the covariant derivative ∇i with ; i. I adopt the abstract index notation with
sum convention. Unless noted otherwise, I assume spacelike signature (-,+,+,+) throughout this dis-
sertation. 4-vectors and 4-tensors in abstract notation are printed in bold letters. Abstract 3-vectors
have the standard vector symbol placed on top. gµν is the 4-metric, while I use γij for the spatial
3-metric.
Chapter 2
Introduction
2.1 Supernovae
The term supernova was coined by the two astronomers Walter Baade and Fritz Zwicky [31], when
they realized that there is a class of objects showing a sudden burst in luminosity that slowly decays,
similar to novae (“new star”), but much more luminous and rare. The high luminosities of super-
novae (SNe), comparable to the integrated light of their host galaxies, and the broad lines in their
spectra, led them to the correct conclusion that supernovae were very energetic explosions. Fritz
Zwicky, famous for his prophetic vision (among other things, he postulated the existence of dark
matter and extragalactic gravitational lensing), hypothesized [32, 33] that a supernova resulted from
the “transformation of an ordinary star into a collapsed neutron star”. This ground-breaking hypoth-
esis lies at the heart of modern theoretical models of supernovae related to the gravitational collapse
of the cores of evolved massive stars.
Core-collapse supernovae occur predominantly near star forming regions and have never been ob-
served in elliptical galaxies [34]. This leads to the assumption that their progenitors are stars with
masses larger than ∼ 8 M⊙which are relatively short-lived (∼ 107 years). Such stars go through all
nuclear burning stages up to iron beyond which nuclear fusion would be endothermic. At the end of
a massive star’s thermonuclear life, it has an onion-skin structure where an electron-degenerate mas-
sive iron core is nested within layers comprised of elements of progressively lower atomic weight at
progressively lower densities and temperatures [1, 35]. These massive stars undergo core collapse
after the final stages of nuclear burning, leaving a neutron star (or a black hole) remnant. The grav-
itational binding energy of the remnant is liberated in neutrinos and in the kinetic energy of the
explosion of the stellar envelope.
However, there is another type of supernovae, driven by a quite different physical mechanism: Ther-
monuclear explosion. Small carbon-oxygen white dwarfs, end products of low-mass stellar evolu-
tion, may be situated in tight binaries with a normal stellar or white dwarf companion. In a small
subset of these systems, sufficient matter is accreted from the companion star onto the white dwarf to
push it over the Chandrasekhar limit for relativistic electron degeneracy (∼ 1.4M⊙ ; see, e.g., [35, 36]).
Contraction ensues as in the core of a dying massive star. However, since these white dwarfs con-
sist predominantly of carbon and oxygen which are far from the peak of the nuclear binding energy
curve, compression and heating soon lead, not to continued implosion, but to the thermonuclear in-
cineration of the white dwarf. Thermonuclear supernovae (type Ia supernovae, as shall be discussed
below) are about ten times less prevalent than core-collapse supernovae, but are often more than ten
times as luminous [34].
Alternatively to thermonuclear explosion, massive white dwarfs with O/Ne/Mg cores and high
central densities that are accreting mass from a companion star could collapse to neutron stars. Such
an accretion-induced collapse (AIC) event could produce a supernova in a similar fashion as iron
core collapse in massive stars, but may have an observable signature more similar to type Ia events.
The cosmological relevance of supernovae as donors of heavy elements is indisputable: Both kinds
of supernovae enrich the universe with freshly synthesized elements such as magnesium, silicon,
calcium, sulphur, neon, and iron-peak elements. While most of the carbon and oxygen of an explod-
ing white dwarf is burned to heavier elements, core-collapse supernovae eject their outer carbon and
oxygen envelopes with little nuclear burning and thus are the major source of oxygen in the universe.
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Figure 2.1: General classification scheme for Supernovae [1, 34, 37, 38]. Supernovae of type II, Ib, Ic, and of
accretion-induced collapse (AIC) type are powered by the release of gravitational binding energy in stellar
collapse. Type Ia supernova explosions are powered by exothermic thermonuclear reactions. The classification
scheme is based on spectral characteristics.
Traditionally, SNe are not classified by theoretical considerations, but by their observed spectral char-
acteristics (figure 2.1). By the time Baade & Zwicky introduced supernovae as an independent class
of objects, spectra had already been obtained and Minkowski [39] observed two main supernova
spectroscopic types: Type I SNe characterized by the absence of hydrogen in their spectra and type II
SNe showing prominent hydrogen lines. As more spectra and better photometry became available,
sub-types were introduced:
• Type Ia: Type Ia SN spectra show strong absorption lines attributed to Si II and no hydrogen
lines. It has been determined observationally that the light curves (luminosity versus time) of
all type Ia supernovae are quite similar, and, more importantly, can be made into cosmological
standard candles for measuring distances (e.g., [40]). This type comprises all supernovae that
are believed to be driven by thermonuclear incineration of a white dwarf. Thermonuclear
supernovae produce ∼ 0.6 M⊙ of 56Ni. This element powers their optical light curves by its
radioactive decay to 56Co (τ = 8.8 days) and then to stable 56Fe (τ = 111.3 days). Were it not
for the radioactivity, the expansion of the exploding white dwarf would cool it adiabatically
and its optical appearance would be much less spectacular. Type Ia SNe can be ∼10 times as
luminous as type Ib, Ic, and II SNe and yield about ten times as much iron.
• Type II: Core-collapse supernovae. These objects have prominent hydrogen Balmer lines in
their spectra. Their light curves are predominantly powered by the shock ionization (and sub-
sequent recombination) of outer envelope material. Since this material is already at large radii,
the adiabatic expansion effect does not cool it off much before the optical depths get sufficiently
small to allow optical/IR photons to diffuse out (in contrast to the type Ia scenario). Hence, the
shock energy is still available to power the light curve; how much depends on the initial ra-
dius of the progenitor. Core-collapse supernovae yield only∼ 0.07M⊙ of 56Ni. The radioactive
decay of its daughter nucleus 56Co powers the late-time light curve [34, 38]. Various subtypes
have been introduced. The most frequently occurring type II-P (“plateau”) is characterized by a
long plateau in the lightcurve at high luminosities phase powered by hydrogen recombination.
Type II-L (“linear”) supernovae have a short plateau phase that merges into a 56Co linear light
curve tail. Type II-dw (“dense wind”) supernovae are interacting with circumstellar material
expelled by the progenitor before explosion. These SNe have strong radio emission caused by
the interaction with that material and show strong hydrogen emission (Hα) and no absorption
in the Balmer lines.
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Neutron stars have been associated with remnants of core-collapse supernovae via pulsar radio
emission and direct optical observation (e.g., the Crab pulsar associated with the supernova of
1054 AD in the Milky Way) [41].
• Type Ib: The spectra of type Ib SNe show no evident hydrogen Balmer lines, weak or absent Si
II lines and strong He I lines. They are much less luminous than type Ia supernovae and are,
in fact, core-collapse supernovae with massive single-star Wolf-Rayet progenitors or stripped
stars in a binary system that have lost their hydrogen envelopes. Like type II-dw SNe they emit
strongly at radio wavelength [34, 38].
• Type Ic: Type Ic SNe are core-collapse SNe whose spectra are similar to type Ib SNe, but, in
addition, show weak or absent helium lines, indicating that their progenitor stars have lost
their hydrogen and helium rich envelopes. Recently, signatures of exceptionally energetic type
Ic supernovae (hypernovae) have been found in afterglows of the “long-soft” variety of gamma-
ray bursts (GRBs) (see, e.g., [2] and references therein).
• AIC: The observational signature of supernova explosions resulting from the accretion-induced
collapse of massive white dwarfs in binary systems is unknown, but could be similar to that of
strongly subluminous type Ia SNe [42].
2.2 Supernova Rates
Within the last millennium, humans have witnessed and recorded 6 supernovae in our galaxy and
one in the Large Magellanic Cloud (LMC, one of Milky Way’s nearby satellite galaxies) [1]. Among
them are the recent SN1987A in the LMC, 1987, type II), the supernova of the Crab Nebula (1054,
type II) and the supernovae recorded by Tycho Brahe (1572, probably type Ia) and Johannes Kepler
(1604, type Ia). Observers estimate that the six recorded supernovaemake up only 20% of the galactic
supernovae that exploded since AD 1000, because the majority were probably shrouded from view
by the dust that pervades our galaxy, or were only observable from the southern hemisphere at times
when there was no recording of astronomical events in that part of Earth. Examples are RX J0852-
4642, a supernova remnant whose very nearby (∼ 0.2 kpc) birth in historical times (∼ 1300 AD) went
unrecorded [43] and CasA, a supernova remnant of a 17th-century explosion that was not recognized
as a supernova.
Type Ia supernovae are not associated with star forming regions/galaxies. They are about 10 times
less prevalent than core-collapse supernovae, primarily owing to their relation to close binary sys-
tems with mass transfer. Since this work is concerned with stellar core collapse, I focus in the follow-
ing on core-collapse supernova rates.
Estimates of supernova rates can either be made based on galactic observations, star formation rates
and the initial mass function (e. g., [44, 54, 55]) or on extragalactic supernova observations, statistics,
galaxy morphology and mass (e. g., [45, 56, 57]).
Table 2.1: Summary of core-collapse supernova rate estimates for galaxies of the Local Group.
Galaxy Distance Core-Collapse SN Rate Reference
(kpc) (100 yr)−1
Milky Way 0–∼15 0.50–2.50 [44–46]
LMC ∼50 0.10 – 0.50 [44, 46–48]
SMC ∼60 0.06 – 0.12 [44, 46, 48]
M31 ∼770 0.20 – 1.20 [44, 46, 49]
M33 ∼840 0.16 – 0.68 [44, 46, 50]
IC 10 ∼750 0.05 –0.11 [51]
IC 1613 ∼770 ∼0.04 [52, 53]
NGC 6822 ∼520 ∼0.04 [46, 52]
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Of the∼35 galaxies in theMilkyWay neighborhood that form the Local Group of Galaxies (e.g., [58]),
only the Milky Way, its satellites the Large and Small Magellanic Clouds (LMC/SMC), Andromeda
(M31), Triangulum (M33), the starburst dwarf IC 10 and the dwarf irregular galaxies IC 1613 and
NGC 6822 have significant core-collapse supernova rates. Table 2.1 summarizes the rate estimates
found in the literature. Based on these estimates, even when being optimistic, one may expect not
more than one core-collapse supernova within in ∼40 years in the Milky Way and (optimistically)
within ∼17 years in the entire Local Group.
The nearest cluster of galaxies to the Local Group in the Local Supercluster is the Virgo Cluster
at a distance of 10–20 Mpc. The Virgo Cluster contains a significant number of starburst galaxies
with high star formation rates. Arnaud et al. [59], based on the Tully catalog [60] and the rates of
Cappellaro et al. [45], estimated a rate of ∼5 core-collapse supernovae per year for the Virgo Cluster.
2.3 Core-Collapse Supernovae
Since this work is primarily concerned with the gravitational wave signature of core-collapse super-
novae, it is expedient to review massive star evolution and the current state of core-collapse super-
nova physics.
2.3.1 Stellar Evolution and Progenitor Structure
Stars undergo a sequence of thermonuclear burning stages in their evolution, starting on the main
sequence with core hydrogen ignition at temperatures above ∼2×107 K. With the exhaustion of core
hydrogen, most stars proceed to shell hydrogen and successive core-helium ignition. The ashes of
helium burning are predominantly carbon and oxygen. Stars with zero-age main-sequence (ZAMS)
masses below∼6–8M⊙ are not massive enough to contract to sufficiently high densities and temper-
atures for carbon burning. They develop electron-degenerate carbon-oxygen cores and eject their en-
velopes, losing enough mass to end their lives as quiescently cooling and contracting white dwarfs.
More massive stars ignite carbon burning which leaves mostly oxygen, neon and magnesium as
ashes [38]. In an intermediate mass range of ∼8–10 M⊙ core temperatures are too low to ignite sub-
sequent nuclear burning. Stars in that mass range either lose their envelopes and become O/Ne/Mg
white dwarfs (that could become the progenitors of accretion-induced collapse SNe; e.g.,[16, 42, 61])
or experience collapse of their low-mass O/Ne/Mg cores [62].
Stars with ZAMS masses from ∼10 to ∼60–100 M⊙ (depending, among other things, on ZAMS
metallicity [38]) are able to ignite the ashes of carbon burning, most importantly oxygen and neon,
fusing predominantly into silicon, sulphur, calcium, and argon. Silicon, in a final stage of exother-
mic nuclear reactions, is converted to iron-group nuclei in quasi-equilibrium via a series of photo-
disintegration reactions into neutrons, protons and α-particles, and nucleon rearrangement. The final
core is electron degenerate and consists of ∼1.5 M⊙ in iron-group nuclei near the peak of the nuclear
binding energy curve and in nuclear-statistical equilibrium (NSE) [1, 3, 38]. It is embedded in an
onion-skin structure of shells comprised of elements of progressively lower atomic weight at progres-
sively lower densities and temperatures. A typical nesting is Fe→Si→O/C→He→H. Despite their
high central temperatures, massive stars have, owing to their high central densities (>∼5×109 g cm−3)
and ordered arrangement of their constituent nucleons into nuclei, low entropy [1, 3].
2.3.2 The Supernova Story from Collapse to Explosion (?)
The ultimate energy source of core collapse supernovae is the gravitational binding energy released
when the iron core of a dying massive star contracts from an outer radius of ∼1500 km and central
densities below∼1010 g cm−3 to a radius of 10–30 km and densities above that in atomic nuclei (∼2–
3×1014g cm−3). To first-order, the gravitational binding energy of the remnant neutron star is given
by
|W| ∼ GM
2
NS
R
= 3× 1053
(
MNS
M⊙
)2(
10 km
RNS
)−1
erg , (2.1)
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where MNS is the neutron star mass (typically∼1.4 M⊙ ) and RNS is its radius (on the order of 10 km).
99% of this energy is liberated in the form of neutrinos throughout the supernova evolution and
the late-time cooling of the protoneutron star (PNS). The kinetic energy of the material expelled in a
supernova explosion accounts for about 1% (∼1051 erg) of the binding energy and the energy emitted
in optical wavelength is a fraction of this [1, 3, 37].
The precollapse iron core is stabilized against gravitational collapse by the pressure of relativisticly
degenerate electrons,
p ∝ Y4/3e ρ
Γ , (2.2)
where Ye is the number of electrons per baryon and Γ is the adiabatic exponent which assumes the
value 4/3 for relativistic degeneracy [36]. Precollapse iron cores have Ye ∼ 0.42 at their center and
Ye ∼ 0.48–0.5 at their outer edge. The contribution of the degenerate electrons to the total iron core
pressure amounts to ∼90% in cores of intermediate mass in stars with ZAMS masses in the range of
∼12–20 M⊙ , in low-mass cores up to 99%, and less in the lower-density cores of higher-ZAMS-mass
stars. Thermal and photon radiation pressure play only a minor role [3].
The Chandrasekhar mass
MCh = 1.457 (2Ye)
2M⊙ (2.3)
is the maximum mass of a nonrotating fluid body that can be held in hydrostatic equilibrium by
electron-degeneracy pressure in Newtonian gravity. MCh is increased by rotation and thermal pres-
sure components and decreased by general relativity [36, 63]. Since the conversion of silicon-shell
nuclei into iron-group nuclei continues after the iron core has formed, it is eventually pushed over its
effective Chandrasekhar limit and becomes unstable to collapse when the additional thermal pres-
sure support is lost by endothermic photo-dissociation of iron-group nuclei into α-particles, e.g.,
γ+5626Fe⇋ 13α+ 4n , (2.4)
with an energy requirement of∼125MeV per reaction [36]. A second process involved in the onset of
core collapse and prominent in low-mass cores is electron capture by heavy nuclei and free protons,
e−capture by nuclei nuclei: e− + (Z, A)
(W)→ νe + (Z− 1, A) ,
e−capture by free protons: e− + p
(W)→ νe + n .
(2.5)
Electron captures reduce Ye and consequently the pressure. The electron-type neutrinos created in
the captures are able to stream freely out of the collapsing core until densities of ∼2×1012 g cm−3 are
reached at which point the neutrino scattering opacities become so large that the mean free path of
neutrinos is quickly reduced to values much smaller than the core’s size. Consequently, the diffusion
timescale of the neutrinos becomes large compared to the dynamical timescale of collapse. The neu-
trinos are trapped and equilibrium of weak interactions (β-equilibrium, Bethe-equilibrium) prevails,
keeping the lepton number Yl = Ye +Yνe fixed [3, 35, 36, 64].
During the collapse of spherically symmetric iron cores1, a subsonically and homologously (v ∝ r;
self-similar) collapsing inner core forms that interfaces with the supersonically collapsing outer core at
the sonic point, where the local speed of sound equals the radial collapse velocity [3, 64–69]. At the
onset of collapse and throughout the initial part of the infall phase during which the core contracts
only slowly, the inner core encompasses >∼ 1 M⊙ of material. The mass of the inner core is well
approximated by
Mic = Mic ≃ (K/K0)3/2M0 . (2.6)
Here K is the coefficient in the polytropic equation of state (EOS), approximately describing the
electron-degenerate iron core, p = KρΓ with Γ ≈ 4/3. The subscript 0 denotes the values of the
corresponding quantities when collapse sets in [65, 66]. Considering the polytropic coefficient for
the relativistically degenerate electron Fermi gas [36],
K =
h¯c
4
(3π2)1/3
(
Ye
mB
)4/3
, (2.7)
1Rotating, hence axisymmetric, iron cores collapse quasi-homologously with v ≃ α(t, θ)r, where the magnitude of α de-
creases with increasing polar angle θ [30].
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it is straightforward to realize the strong Y2e dependence of the inner core mass while keeping in
mind that both (2.6) and (2.7) are simple estimates and only hold precisely if the EOS is polytropic.
Without sufficient angular momentum whose conservation may yield strong centrifugal support to
halt collapse at lower densities, the iron core collapses until densities comparable to those in atomic
nuclei are reached and nuclear repulsive forces lead to a stiffening of the EOS. This happens on a
timescale of a few 100 ms after the onset of collapse. Within fractions of a millisecond, the homol-
ogously collapsing inner core’s collapse is halted and reversed. Due to its extremely large inertia,
the inner core overshoots its equilibrium configuration and rebounds (“bounces”) into the outer core
which is still collapsing with velocities exceeding a tenth of the speed of light. At the surface of the
rebounding inner core, a strong hydrodynamic shock wave forms and starts to propagate outward
through the outer core material. The shock wave, initially having a multiple of the final observed
kinetic supernova explosion energy, quickly loses strength to the dissociation of outer-core mate-
rial into nucleons (at a cost of ∼8.8 MeV per nucleon [3]). Additional energy is lost when the shock
breaks out of the neutrino-optically-thick regions which is accompanied by a prompt, ultra-luminous
(∼1054 erg s−1) burst of neutrinos that decouple from the matter and begin to free-stream [70].
The size of the inner core at bounce does not only determine the mass of the infalling material that
remains to be dissociated by the shock, but additionally, it determines (in a rotating core) the amount
of angular momentum that may become dynamically relevant during the final phases of collapse
and, perhapsmost importantly, it determines the initial kinetic energy imparted to the bounce shock.
Modern-day numerical calculations predict an inner core mass at core bounce below ∼0.5–0.6 M⊙
for spherically symmetric collapse (see, e.g., [64]) which is too small to allow a prompt explosion as
favored by early core-collapse supernova models [3]. Instead, losing energy to nuclear breakup and
emitted neutrinos, the bounce shock stalls within only 10–20 ms of its birth and turns into a quasi-
stationary accretion shock at radii of 100–200 km [1, 3, 37, 71].
At the time of shock stall, a hot and dense PNS has formed interior to the shock with an average
lepton number Yl <∼ 0.3. It slowly contracts while deleptonizing and cooling as neutrinos of all fla-
vors (µ and τ neutrinos are created by thermal processes) diffuse through the optically-thick regime
to less dense, more transparent regions on a timescale of several hundred ms. Convective processes
may enhance neutrino cooling and boost the PNS neutrino luminosity (e.g., [72, 73] and references
therein). Furthermore, there is accretion-driven neutrino emission from the outer layers of the PNS
onto which material accreted through the stalled shock at a rate of 0.5–1.0 M⊙ s−1 settles.
In the so-called delayed explosion mechanism or neutrino-driven mechanism, first proposed byHans Bethe
and Jim Wilson [74, 75], the neutrinos emitted from the hot PNS star play a crucial role. Owing to
a subtle imbalance between neutrino cooling of the postshock material and neutrino heating by the
neutrinos that leak out of the PNS, net energy deposition in the gain region just below the stalled
shock could lead to shock revival2, resulting in a successful supernova explosion.
Although the existence of a neutrino heating region has been confirmed in many simulations (see,
e.g., [77–80]), recent state-of-the-art one-dimensional calculations have not been able to demonstrate a
robust shock revival and subsequent explosion [70, 81–85] (but see [62], who obtain neutrino-driven
explosions in 1D for low-mass O/Ne/Mg stars). Two-dimensional axisymmetric simulations suggest
that convection in the PNS star may play an important role by boosting its neutrino luminosity and
thus leading to a higher heating rate in the gain region which may also be convectively unstable
([26, 27, 73, 77, 79, 80, 86–89] and references therein).
New multi-dimensional calculations [27, 73, 86, 87, 90–96] and analytic models [97–101] indicate the
presence of a large-scale low-ℓ hydrodynamic/advective-acoustic instability of the standing accretion-
shock (SASI) that leads to time-varying large-scale typically dipolar shock deformations and accre-
tion downstreams that boost the neutrino luminosity. Buras et al. [73, 86] found that the neutrino-
driven mechanism combined with the SASI can lead to explosions in low-mass progenitors with
ZAMS masses <∼12 M⊙ , but fails for more massive stars. Bruenn et al. [93] found neutrino-driven
SASI-related explosions in 15 and 11 M⊙ progenitors.
Burrows et al. [26–29], on the other hand, found explosions not directly driven by neutrino energy
depositions, but rather by acoustic power. In their simulations, these authors have observed that
PNS core g-modes are excited by turbulence and by accretion downstreams through the unstable
2Note that the idea that the energy transfer to the ejecta is mediated by neutrinos goes back to Colgate & White [76].
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and highly SASI-deformed stalled supernova shock at postbounce times of many hundreds of mil-
liseconds. The oscillations continuously lose energy by the emission of strong sound waves, but do
not ebb until accretion subsides. In this way the core g-modes act as transducers for the conversion
of accretion gravitational energy into acoustic power that is deposited in the supernova mantle and
may be sufficient to drive an explosion.
Up to the present, there is no agreement among supernova theorists on the core-collapse supernova
mechanism. In fact, it may well be that there are multiple mechanisms that have varying relevance,
depending on progenitor structure, rotational configuration, and magnetic field. Future 3D simula-
tions including full Boltzmann neutrino radiation transport, magneto-hydrodynamics, general rela-
tivity, and multi-dimensional progenitor star models that consistently include rotation and magnetic
fields will be needed to ultimately solve the supernova problem.
2.3.3 Black Hole Formation, Collapsars, and the SN–GRB Connection
The iron core of a dying massive star cannot directly collapse to a black hole3 and always forms a
PNS. This fact, although overlooked by many studies that focussed on the GR side of black hole
formation (e.g., [103–105]), is a simple consequence of nuclear astrophysics and the basics of iron
core collapse theory. Stars with masses from ∼10 to ∼60–100 M⊙ form iron cores in the range of
∼1 to ∼ 2M⊙. During collapse, the precollapse iron core is separated into a subsonically collapsing
and quickly deleptonizing inner core and a supersonically collapsing out core. Inner core mass of a
nonrotating iron core4 that is stabilized at nuclear densities by the stiff nuclear EOS is ∼0.5–0.6 M⊙
[64, 106], spread out over a radial interval of not less than ∼5 km at greatest compression. These
numbers correspond to G
c2
M
R
<∼ 0.18 which is too small for the inner core to be unstable to further
collapse to a black hole. The inner core mass of ∼0.5–0.6 M⊙ is determined by nuclear physics and
weak interactions and does not have a significant dependence on the progenitor star mass.
Although direct collapse5 to a black hole can be ruled out, black hole formation can occur in core
collapse supernovae either when the supernova explosion is not successful and the PNS gains so
much mass that it becomes unstable to GR collapse (type I collapsar, [108, 109]) or after a weak
explosion and long-term fallback accretion (type II collapsar, e.g., [109, 110]). Type I collapsars may
be the central engines of the long-soft variety of GRBs.
GRBs (see, e.g., [111] for a review) are intense beamed flashes of γ-rays. They are of cosmological
origin and last between 0.5–200 s, with a bimodal distribution of durations, peaking at <∼ 1 s and at
∼ 50 s and indicating two distinct mechanism and/or central engines. The short-hard (hard, because
their γ-ray spectra peak at shorter wavelength) GRBs are believed to be produced by the mergers
of compact binaries. Long-soft GRBs appear to occur predominantly in star-forming galaxies, and
recent observations [111] have found type Ic supernova characteristics in at least some of the after-
glows of long-soft GRBs. This and the GRB energetics that – for highly-beamed emission by a jet
with Lorentz factors Γ >∼ 200 and ∼ 5◦ opening angle – come out to be on the order of a supernova
explosion energy, suggest a direct relation between core-collapse supernovae and GRBs [2].
In the collapsar-GRB scenario [2, 108, 109] a black-hole with a stellar-mass accretion in combination
with magnetorotational effects and/or neutrino–antineutrino pair creation and annihilation drive
the baryon-poor ultra-relativistic GRB jet. However, it is not yet clear how exactly (collapsar-type)
GRBs work, what decides between a more normal core-collapse supernova and a GRB, what fraction
of long-soft GRBs have supernova characteristics in their afterglows, and what the structure and
evolutionary track of GRB progenitor stars is [2, 38, 112–114].
3This is true for Population I/Population II stars and probably not for metal-less Population III stars that could form very
massive iron cores. See, e.g., [102].
4Rotation – at least in all plausible/physically sensible cases – stabilizes against collapse and leads to decreased compact-
ness at increased inner core mass.
5Unfortunately, Woosley and collaborators (e.g., [38, 107]) tend to use the term “direct black hole formation” incorrectly to
denote collapse to a black hole after PNS formation, but before a successful supernova explosion. This has lead to significant
confusion in the general astrophysics community.
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2.4 Numerical Relativity
Einstein’s Theory of General Relativity (GR) [4, 5] describes gravity in terms of the curvature of four-
dimensional spacetime (one temporal, three spatial dimensions). GR is non-linear, since curvature
is created by mass-energy and changed by variations in energy-momentum (including rest-mass
energy, kinetic energy, electro-magnetic field energy etc.), but at the same time curvature governs the
motion of mass-energy at least partly (completely in the case of vanishing other forces: strong, weak,
electromagnetic). Unlike Newtonian theory where gravitational action is instantaneous, changes in
the “gravitational field” described by curvature propagate at the finite speed of light.
The mathematical framework needed to describe GR is differential geometry which mathematically
describes spacetime as a four-dimensional manifold M on which a metric gµν and its inverse gµν
are defined. The invariant differential line element measuring the physical distance between two
infinitesimally separated spacetime events is given by
ds2 = gµνdx
µdxν , (2.8)
where dx with components dxα describes the separation vector between the two events. In the
following, I shall assume that the reader is familiar with the basics of differential geometry. An
easy-to-read introduction geared towards the physical aspects can, for example, be found in Schutz’s
book [115].
The Einstein equations describe the non-linear relation between spacetime curvature and the energy-
matter fields and are given (here in dimensionfull units; in the following I assume c = G = M⊙ = 1
unless noted otherwise) by
Gµν ≡ Rµν − 1
2
gµνR =
8πG
c4
Tµν , (2.9)
where all tensors are symmetric. Gµν is the Einstein tensor, Tµν is the stress-energy tensor describing
the matter and electro-magnetic components of spacetime. R ≡ Rρρ is the Ricci (or curvature) scalar
and Rµν is the Ricci tensor obtained via the contraction Rµν ≡ Rρµρν of the Riemann curvature tensor
which itself is constructed as
Rσµρν ≡ Γσµν , ρ − Γσµρ , ν + ΓστρΓτµν − ΓστνΓτµρ (2.10)
from the connection coefficients, the Christoffel symbols, which are defined in terms of the metric
Γσµρ ≡
1
2
gστ
(
gρτ,µ + gµτ,ρ − gµρ,τ
)
. (2.11)
Note that, even though I have chosen to write them in index notation and not in abstract tensor nota-
tion, equations (2.9) – (2.11) are covariant, that is, they are independent of the choice of coordinates.
In GR, all coordinate systems, and more tersely, all frames of reference, are treated on an equal foot-
ing. There is no such thing as global inertial frames of reference known in Special Relativity and
Newtonian theory.
Despite their superficial simplicity (2.9), the Einstein equations form a complicated set of 10 coupled
non-linear partial differential equations that have closed analytic solutions only for the most ideal-
ized physical settings (e.g. static spherically- or stationary axi-symmetric situations: Schwarzschild
and Kerr solutions. A much more detailed discussion can be found in, e.g., [116]). In any astrophys-
ically interesting scenario it is necessary to solve the Einstein equations numerically.
2.4.1 The Arnowitt-Desner-Misner {3+1} formalism
The Arnowitt-Desner-Misner formalism (ADM) [117, 118], based on the {3+1} splitting of spacetime
first introduced by Lichnerowicz [119], is the basis of most modern formulations of the Einstein
equations for numerical evolutions. In the following, I will only outline the most salient aspects of
ADM. A much more thorough modern derivation and discussion may be found, for example, in
York’s seminal article from 1979 [118] and in the 1998 review article by Baumgarte and Shapiro [120].
Parts of the following discussion have already appeared in similar fashion in the dissertations of
Thornburg [121], Dimmelmeier [18], Herrmann [122], and Baiotti [123].
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Figure 2.2: Schematic geometric interpretation of the {3+1} foliation of spacetime. Individual spacelike slices Σ
are connected by (local) unit normal vectors nµ along which time is evolved at rate α. In addition, the coordinate
labels may change. This is expressed by the coordinate shift vector βi. This figure is adapted from Thornburg’s
dissertation [121].
In its non-discretized form, the ADM {3+1} formalism decomposes (or foliates / slices) the four-
dimensional spacetimemanifoldM into a continuous sequence of three-dimensional t-parametrized
spacelike hypersurfaces (slices) Σt encompassing an entire three-dimensional space. Such a decom-
position singles out “space” from “time”, taking a step backwards from Einstein’s elegant original
formulation that treats time and space on an equal footing, but enabling GR to be viewed as a more
conventional dynamical field theory. In this context, ADM defines a Cauchy problem, that is, if the
appropriate initial data on some slice Σt and boundary conditions for all other Σt′>t are specified,
then the time evolution of the initial data is determined.
I define a future-pointing timelike vector n orthonormal to the slices Σt: n = −α∇t, where α is
the lapse function determining the local evolution of time along the unit normal through the latter’s
normalization constraint n · n = −1. Furthermore, I introduce a coordinate basis for the entire
spacetime manifoldM:
{e(µ)} = {e(0), e(i)} , (2.12)
with ei being purely spatial and tangent to the slices Σt at any point (orthogonal to the unit-normal
n of Σt). In these coordinates, an event x has components x
µ = (t, xi). The invariant differential line
element connecting two events xµ and x′µ on infinitesimally separated slices Σt and Σt+dt is then
given by
ds2 = −(dtˆ)2 + (dxˆ)2 , (2.13)
with dtˆ and dxˆ being the changes in physical time and physical distance, respectively. From the above
definition of the lapse, one already knows
dtˆ = αdt . (2.14)
In general, for an observer momentarily at rest in Σt at coordinates labeled xi, the same physical
3-location may be relabeled to x′i on Σt+dt via x′i = xi − βidt, where βi is an arbitrary spatial vector,
tangent to Σt. Hence, it is necessary to recover the original coordinate labeling when considering the
coordinate distances needed to measure physical distances from Σt to Σt+dt:
dxˆi = dxi + βidt , (2.15)
where dxi is the coordinate distance and βi represents the coordinate shift.
With the above choice of {e(µ)} and the definitions of α and βi, the coordinate representation of the
timelike contravariant unit vector nµ normal to Σt is
nµ =
(
1
α
,− β
i
α
)
. (2.16)
Since arbitrary shifts βi are allowed, the world line of a general coordinate observer need not be
normal to Σt. Instead, its tangent is given by the timelike unit vector
tµ = αnµ + βµ . (2.17)
Figure 2.2 schematically depicts the geometrical interpretation of foliation, lapse and shift.
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The general line element introduced in equation (2.8) can now be decomposed in {3+1} fashion:
ds2 = gµνdx
µdxν = −α2dt2 + γij(dxi + βidt)(dx j + βjdt) . (2.18)
Here, γij is the 3-metric which is just the spatial part of the 4-metric: γij ≡ gij. The 4-metric now
assumes the following form:
gµν =


−α2 + βiβi βi
β j γij

 , (2.19)
where βi = γijβ
j and the inverse metric reads
gµν =


−α−2 α−2βi
α−2βj γij − α−2βiβj

 . (2.20)
For projecting general four-dimensional vectors and tensors that live on M onto Σt, one must use
the projector
⊥µν= gµν + nµnν , (2.21)
which is naturally orthogonal to n: ⊥ ·n = 0.
2.4.2 Eulerian Observers, Eulerian 3-Velocities, Physical 3-Velocities
It is now convenient to introduce the concept of Eulerian observers (see, e.g., [124]). Eulerian ob-
servers have world lines that are normal to the spacelike hypersurfaces. Thus they are at rest with
respect to the slicing of spacetime along the unit normal n and have n as 4-velocity. For example,
the pathAB in figure 2.2 is a portion of the world line of an Eulerian observer and the shift vector βi
represents the 3-velocity of the spatial coordinates with respect to the Eulerian observer. For future
reference in the section on GR hydrodynamics (§2.5), I define the 3-velocity of an object (a fluid, for
example) as measured by an Eulerian observer:
vi =
⊥iρ uρ
−n · u =
ui
αu0
− ni = u
i
W
+
βi
α
, (2.22)
where the object/fluid-intrinsic 4-velocity u is defined as uµ = dxµ/dtˆ where tˆ is the physical (or
proper) time. I have used (2.16) and the fact that nµn
µ = −1 to write −n ·u = αu0. αu0 which is the
Lorentz factorW satisfying
W =
1√
1− vivi
. (2.23)
For completeness, the covariant components of the Eulerian coordinate 3-velocity read
vi =
⊥ρi uρ
−n ·u =
ui
W
. (2.24)
In general relativity with a general coordinate basis that is not necessarily orthonormal, the magni-
tude of the Eulerian 3-velocity vector is bounded by the speed of light, but its components, in general,
are not. A trivial example that demonstrates this is Minkowski spacetime in spherical coordinates
where ds2 = −dt2 + dr2 + r2(dθ2 + sin2 θdϕ2) and ~v = [vr, vθ, vφ]T. In these coordinates, the angular
velocity components may become arbitrarily large for r → 0. It is now useful to define a physical
velocity as the 3-velocity vˆi measured by an Eulerian observer in a local orthonormal coordinate sys-
tem which can be introduced at any point on the spacelike hypersurface Σ [116]. The components of
2.4. NUMERICAL RELATIVITY 17
this vˆi are individually bounded by the speed of light and, clearly,
√
vˆivˆi < c as well. To obtain vˆ
i
at a given coordinate location, one calculates a transformation tensor Aij to diagonalize the 3-metric
γij (which is equivalent to transforming to an orthogonal coordinate basis). The physical velocity
components are then
vˆi = vˆi =
√
γˆiiA
ijvj , (2.25)
where γˆij is the diagonalized 3-metric and no summation over index i is carried out. In this work
I approximate the physical velocity components by vˆi ≈ √γiivi in situations in which the diagonal
metric components dominate.
2.4.3 Extrinsic Curvature and the ADM Equations
Before discussing the actual time evolution of the Einstein equations in the ADM formalism, one
must introduce the symmetric extrinsic curvature tensor which describes how the spacelike hypersur-
faces are embedded in spacetime6,
Kij ≡ −12Lnγij = −γ
l
iγ
k
j n(l ; k) , (2.26)
where Ln is the Lie derivative along the unit-normal vector n on Σt, where the semicolon denotes
covariant differentiation ∇µxi = x; i with respect to the 3-metric γij and where the round brackets
around (l;k) denote symmetrization in l and k. Along a general vector w, the Lie derivative of a
general tensor Ta1,...,anb1,...,bm
is defined (in component notation) as [125]
LwTa1,...,anb1,...,bm = w
rT
a1,...,an
b1,...,bm ; r
−
n
∑
i=1
T
a1,...,r,...,an
b1,...,bm
w
ai
; r +
m
∑
i=1
T
a1,...,an
b1,...,r,...,bm
wr; bi . (2.27)
This definition of the Lie derivative is derived from the properties of parallel transport on general
curved manifolds. An introduction to the Lie derivative and its geometric meaning can be found, for
example, in Schutz’s book [115].
The York form of ADM [118] recasts the Einstein equations (2.9) into a first-order in time and second-
order in space system of partial differential hyperbolic evolution equations and a set of four elliptic
constraint equations. The evolved dependent variables are the 3-metric γij and the extrinsic curvature
Kij:
(
∂
∂t
−Lβ
)
γij = −2αKij , (2.28)(
∂
∂t
−Lβ
)
Kij = −α;ij + α
[
Rij + K Kij − 2KimKmj − 8π
(
Sij − 12γijS
)
− 4πρADMγij
]
. (2.29)
Here, I have introduced the 3-Ricci tensor Rij, the trace of the extrinsic curvature, K ≡ γijKij, the
total energy density as measured by an Eulerian observer, ρADM ≡ nµnνTµν, and the projection of
the stress-energy tensor onto Σt, Sij ≡ γiµγjνTµν and S ≡ γijSij. In this dissertation, I use exclusively
the perfect-fluid stress-energy tensor, which I will introduce in Section 2.5.
Equation (2.28) illustrates the above interpretation of the extrinsic curvature as the “time derivative”
of the 3-metric. From slice Σt to Σt+dt it may, however, still differ by an arbitrary coordinate shift.
This is expressed by the Lie derivative along β. Intuitively, equation (2.29) then represents the “ac-
celeration”, that is, the time variation of the time variation of the 3-metric.
In addition to the above evolution equations for the 3-metric and the extrinsic curvature, the ADM
decomposition yields four elliptic constraint equations (the constraints) that must be satisfied on each
spacelike hypersurface. The constraints are (intuitively) related to the conservation of energy and
6More precisely, the extrinsic curvature contains the information on time-derivatives of the four-dimensional metric (and,
of course, also of the 3-metric) which is lost in the projection of the 4-Riemann tensor onto the three-dimensional hypersurfaces.
See, e.g., Baumgarte & Shapiro [120] and York [118].
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momentum7. The Hamiltonian constraint equation reads
R+ K2 − KijKij − 16πρADM = 0 , (2.30)
where R is the 3-Ricci scalar and the three momentum constraints are given by
K
ij
;j − γijK ;j − 8πSi = 0 , (2.31)
with Si ≡ −γiµnνTµν being the momentum density as seen by an Eulerian observer.
In the so-called ADM free-evolution scheme, initial data that satisfy the constraints are specified on the
initial slice (that is, they are a solution to Einstein’s equations; see, e.g., Cook [127] for a discussion of
initial data) and then time-evolved by the evolution equations. In an ideal situation (continuum case,
boundaries at infinity), the time-evolved data will satisfy the constraint equations on any future (or
past) slice [118, 128–130]. In a discretized setting, numerical round-off errors, imperfect boundary
conditions, and stability issues of the evolution system itself will lead to a deviation away from the
constraint hypersurface, defined as the set of all field variables {γij,Kij, Sij} satisfying the constraints.
The magnitude of the constraint deviation is frequently used to gauge the “quality” of a numerical
evolution of Einstein’s equations. The temporal behavior of the constraints is commonly monitored
as well. A sudden exponential growth indicates an instability in the numerical evolution.
The observant reader may have noticed that I have so far not given a functional form of either the
lapse function α or the shift vector βi. In fact, since lapse and shift describe the time evolution of
the coordinates (temporal and spatial, respectively), they must be provided as inputs to the time evo-
lution. Einstein’s equations are equally valid in any coordinate system. Hence, they cannot specify
lapse and shift. In this sense, lapse and shift are pure gauge quantities that do not enter the physical
solution. However, once the equations are discretized for numerical evolution on a computer, the
choice of spatial and temporal gauge typically has, depending on the discretization chosen, a strong
influence on the numerical stability of the evolution equations. As an example, special care must be
taken not to “overuse” a numerical technique by trying to resolve very large coordinate gradients
during the radial collapse of a neutron star to a black hole: even though the evolution equations
will give the correct solution in the continuum limit, their ability to provide the physical solution
will break down when the discretization scheme is not anymore able to capture the dynamics in a
particular choice of coordinates. A better choice of coordinates may stabilize the evolution.
Ever since the first attempts to numerically evolve Einstein’s equations, the stability of the free-
evolution scheme has been a major concern. The ADM formalism has been in use for more than
four decades now and detailed analysis of the ADM equations (see, e.g., [131, 132]) has shown them
to have intrinsic stability issues related to their weakly-hyperbolic [133] nature8.
One possible and straightforward approach to stabilize numerical evolutions is to make use of the
constraint equations to “project” the evolution back onto the constraint hypersurface when the devi-
ation of the constraints becomes too large [137, 138]. This, however, is on one hand computationally
very expensive since a set of elliptic equations must be solved at each timestep. On the other hand
and more importantly, it is impossible to do so straightforwardly if the evolved spacetime contains
singularities. More practical approaches have been formulated by rewriting the ADM equations
and introducing new variables that are combinations of the standard ADM variables and by adding
constraint equations into the evolution equations. The latter is consistent, since in the continuum
equations, the constraints are equal to zero and adding a zero does not - on an analytic level - change
the evolution equations. On the numerical level, however, rearrangement of terms and addition of
constraint equations at various places may well improve the numerical properties of the system and
in this way, the stability of the numerical evolution. Examples of such modified evolution equations
and their analysis can be found in [104, 135, 136, 139–143] and in references therein.
7Energy and momentum, in general, can only be measured locally by observers and hence cannot be defined unam-
biguously and globally in GR unless special conditions are met; see, e.g., the extensive discussion in Misner, Thorne &
Wheeler [116]. In an asymptotically flat spacetime – a spacetime in which the curvature vanishes at large distances from
some region so that at large distances the geometry becomes essentially that of a Minkowski spacetime – it is possible to
define a total energy and a total angular momentum [116, 126].
8Also note that the traditional classification of hyperbolicity depends on the equation system to be first order in time and
space (e.g. [133]). The ADM equations are first order in time, but second order in space. Only recently has the discussion of
hyperbolicity been extended to mixed systems [134–136].
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In the work presented here, I have used the spacetime evolution code [144] developed at the Albert-
Einstein-Institut (in the following, I will refer to it as the BSSN MOL code). It implements a conformal-
traceless reformulation of the ADM equations first proposed byNakamura, Oohara and Kojima [104]
that subsequent studies [140, 141, 143–146] evaluated as robust enough to accomplish long-term sta-
ble evolutions of vacuum and matter spacetimes. This formulation of the {3+1} Einstein equations
is frequently referred to as the BSSN evolution system. I chose to refer to it as the NOK-BSSN sys-
tem, honoring the original authors that proposed the conformal-traceless recast. I will discuss the
NOK-BSSN system and the BSSN MOL code in Section 3.3.
2.4.4 Initial Data: The York-Lichnerowicz Procedure
Initial data for the ADM Cauchy free-evolution system must represent a physical solution9 of the
Einstein equations and, hence, must satisfy the momentum and Hamiltonian constraint equations.
The minimal set of initial data that must be specified are the 3-metric γij and the extrinsic curvature
Kij. Being symmetric tensors, they contain 6 degrees of freedom each. The Hamiltonian constraint
constrains the 3-metric. The extrinsic curvature is constrained by the momentum constraints, leaving
a total of 8 degrees of freedom [127], 5 for γij and 3 for Kij. Lapse and shift do not completely specify
the coordinate gauge. Rather, they specify the time change of the coordinate gauge and, hence, there
are 3 gauge degrees of freedom connected with the full 3-invariance of the 3-metric and 1 gauge
degree of freedom which is usually associated with the trace of the extrinsic curvature [127]. There
are 4 degrees of freedom left: 2 in γij and 2 in Kij. These correspond to the two physical dynamical
degrees of freedom of gravitational waves when spelled out in first-order form.
As Cook has pointed out [127], the four constraint equations represent conditions which the 3-metric
and extrinsic curvature must satisfy, yet they do not specify which components (or combination of
components) are constrained and which are freely specifiable and there is no unique decomposition
determining that. For general initial-data configurations, a widely used class of constraint decompo-
sition are the York-Lichnerowicz conformal decompositions [119, 147, 148]. Their main features are
a conformal decomposition of the 3-metric and of certain components of the extrinsic curvature plus
a transverse-traceless conformal decomposition of the extrinsic curvature.
The 3-metric is rewritten in terms of a conformal factor Ψ and a conformally-related (also: conformal)
3-metric γ¯ij:
γij ≡ Ψ4γ¯ij . (2.32)
γ¯ij carries five degrees of freedom and is typically chosen as
γ¯ij = γ
−1/3γij , (2.33)
leaving γ¯ = 1, but any normalization of γ¯ is possible. A 3-metric that is conformally related to the flat
spatial metric, γij = Ψ
4ηij, is called conformally flat. Using (2.32), the Hamiltonian constraint (2.30) is
rewritten as
∇¯2Ψ− 1
8
ΨR¯− 1
8
Ψ5K2 +
1
8
Ψ5KijK
ij = −2πΨ5ρADM , (2.34)
where ∇¯2 ≡ ∇¯i∇¯i, and ∇¯i is the covariant derivative with respect to xi. All bar-ed variables are
associated with the conformal metric γ¯ij. The extrinsic curvature is split into its trace and tracefree
parts:
Kij ≡ Aij + 13γijK . (2.35)
In addition, any symmetric tracefree tensor S ij can be covariantly split [127] into a longitudinal and a
transverse-traceless part according to
S ij ≡ (LX)ij + Bij , (2.36)
where Bij is a symmetric, transverse-traceless (B
ij
; j = 0, B
i
i = 0) tensor, and
(LX)ij ≡ X j;i + Xi;j − 23γijXℓ; ℓ. (2.37)
9Solutions to the Einstein equations that are unphysical, that is, describing an unphysical situation, are certainly possible.
Their evolution, though, does not make much sense.
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This transverse-traceless decomposition is now applied to the tracefree part of the extrinsic curvature
Aij which eventually leads to a reduction of the momentum constraints to a set of elliptic equations
based on differential operators with respect to the conformal 3-metric. This can be done in at least
two ways, since it is natural to consider definitions of (LX)ij and hence decompositions of Aij with
respect to both the physical and the conformal 3-metric, and there is no known advantage of one over
the other [127]. In the following, I will only outline the conformal transverse-traceless decomposition.
A more comprehensive discussion of both approaches is presented in [127].
The conformal tracefree extrinsic curvature A¯ij is defined by
Aij ≡ Ψ−10A¯ij or Aij ≡ Ψ−2A¯ij , (2.38)
and it can be decomposed into
A¯ij ≡ (L¯X)ij + Q¯ij , (2.39)
where the longitudinal operator L¯ and the symmetric, transverse-traceless tensor Q¯ij are both de-
fined with respect to γ¯ij.
Applying (2.32, 2.35, 2.37 – 2.39) to the momentum constraints (2.31) and exploiting the fact that we
demand Q¯ij to be transverse and using the identity
∇¯jS ij = Ψ−10∇¯j(Ψ10S ij) (2.40)
for any symmetric tracefree tensor S ij, yields [127] the momentum constraints with respect to γ¯ij:
∆¯LX
i = 23Ψ
6∇¯iK + 8πΨ10Si , (2.41)
where
∆¯LX
i ≡ ∇¯j(LX)ij = ∇¯2Xi + 13∇¯i(∇¯jX j) + R¯ijX j . (2.42)
In general, one will not know if a given symmetric tracefree tensor M¯ij is transverse. Its transverse-
traceless part Q¯ij must be obtained via
Q¯ij ≡ M¯ij − (L¯Y)ij . (2.43)
Since Q¯ij is transverse, one also finds
∇¯jQ¯ij = 0 = ∇¯jM¯ij − ∇¯j(L¯X)ij . (2.44)
Defining Vi ≡ Xi −Yi and exploiting the linearity of L¯, (2.39) can be written as
A¯ij = (L¯V)ij + M¯ij . (2.45)
In the same way using the linearity of ∆¯L, (2.41) can be rewritten as
∆¯LV
i = 23Ψ
6∇¯iK− ∇¯jM¯ij + 8πΨ10Si. (2.46)
Using (2.45) and (2.46) it is possible to solve directly for Vi. Including the Hamiltonian constraint,
the full decomposition reads
γij = Ψ
4γ¯ij , (2.47)
Kij = Ψ−10A¯ij + 13Ψ
−4γ¯ijK , (2.48)
A¯ij = (L¯V)ij + M¯ij , (2.49)
∆¯LV
i − 23Ψ6∇¯iK = −∇¯jM¯ij + 8πΨ10Si , (2.50)
∇¯2Ψ− 18ΨR¯− 112Ψ5K2 + 18Ψ−7A¯ij A¯ij = −2πΨ5ρADM , (2.51)
where one is free to specify a symmetric tensor γ¯ij as the conformal 3-metric, a symmetric tracefree
tensor M¯ij and a scalar K. With appropriate boundary conditions and given matter energy ρADM and
momentum densities Si, the coupled set of constraint equations are solved for Ψ and Vi, from which
the physical initial data γij and K
ij are easily constructed.
In the particularly simple case of conformally-flat time-symmetric initial data, where γ¯ij = ηij and
Kij = 0, (2.47 – 2.51) reduce to a single equation for the Hamiltonian constraint:
∇¯2Ψ = −2πΨ5ρADM . (2.52)
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2.5 General-Relativistic Hydrodynamics
In this section I describe the general-relativistic equations governing the dynamics of a single com-
pressible fluid. The fluid is considered on a macroscopic scale as the set of many discrete fluid
volumes, each being much smaller than the total size of the system, but at the same time larger than
the collision mean free path of the physical fluid particles. I neglect fluid bulk and shear viscosi-
ties, microscopic heat transfer and magnetic fields, hence am only considering a single perfect fluid
with zero magnetic field strength. The Newtonian dynamics of such a perfect fluid is governed by
the Euler equations (see, e.g., [149]), a non-linear system of hyperbolic equations10 derived from the
Newtonian conservation laws of particle, momentum and energy conservation. By their very na-
ture the Euler equations allow for discontinuities of arbitrary magnitude (that generically develop
even from smooth initial data) in their solution and special care must be taken in their numerical
treatment.
In the discussion of the general-relativistic Euler equations, I focus on the flux-conservative formal-
ism (also referred to as the Valencia formulation) in the ADM {3+1} split of general relativity which
was developed primarily at the Universitat de Valencia by Jose´ M. Iba`n˜ez’s group [153–156]. The
frame of reference is that of an Eulerian observer at rest in a space-like 3-hypersurface Σt. For a his-
torical overview on GR hydrodynamics and an introduction to different formulations I refer the in-
terested reader to the extensive review by Jose´ A. Font [157] and to the discussions in Font et. al. [158]
and Baiotti [123].
As I shall lay out, the flux-conservative formalism takes advantage of the hyperbolic and conserva-
tive character of the GR Euler equations and in this way allows for numerical schemes based on the
characteristic information of the hyperbolic system. Such high-resolution shock-capturing (HRSC; also
called Godunov-type methods [159]) are widely used in classical fluid dynamics (see, e. g., [152]) and
their incorporation into general-relativistic hydrodynamics provides superior resolution of physical
discontinuities (i.e. shocks) in the fluid flow than possible with the artificial-viscosity (AV) schemes
traditionally used [158]. The Valencia formulation has been implemented in a number of modern
general-relativistic codes, (among others) including MAHC/GRASTRO [146, 158], COCONUT [160–
162], WHISKY [123, 163], and M. Shibata’s code [164].
I begin with the definition of a few key quantities. The baryonic rest-mass density is given by
ρ = munB , (2.53)
where mu is the atomic mass unit (see Appendix A) and nB is the baryonic particle number density.
ǫ is the energy per unit mass, the specific internal energy of the fluid, including baryonic, leptonic
and photonic contributions. The relativistic specific enthalpy is defined by
h = 1+ ǫ+
p
ρ
, (2.54)
where p is the fluid pressure (again including baryonic, leptonic and photonic contributions) as given
by the general equation of state (EOS)
p = p(ρ, ǫ, {Xi}) . (2.55)
Here {Xi} represents a set of mass fractions / compositional variables. I point out that the chosen set
of independent variables for the EOS is not unique and that most realistic finite-temperature nuclear
equations of state (see the discussion in §3.5.5 and §3.6.2) are given in terms of the fluid temperature
rather than on its internal energy.
For completeness, I recall the definition (§2.4.2, equation 2.22) of the contravariant 3-velocity as seen
by an Eulerian observer at rest in the spacelike hypersurface Σt:
vi =
ui
W
+
βi
α
, (2.56)
10For an introduction to hyperbolic systems of conservation laws, I refer the reader to LeFloch [150], Toro [151] and
LeVeque [152].
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where ui are the spatial components of the 4-velocity uµ, α is the lapse function, βi the shift vector
and W = αu0 = 1/
√
1− γijvivj is the Lorentz factor. Note that in the fluid rest frame u0 = 1 and
ui = 0, and generally uµuµ = −1.
The GR hydrodynamic equations in the standard covariant form under the assumption of an arbi-
trary coordinate basis {e(0), e(i)} and spacelike signature (−1, 1, 1, 1) consist of the local conservation
laws of the stress-energy tensor, Tµν, and the matter-current density, Jµ:
J
µ
; µ = 0 , (2.57)
T
µν
; µ = 0 , (2.58)
where Jµ = ρuµ and ;µ = ∇µ represents the standard covariant derivative with respect to the 4-metric
gµν. The perfect-fluid stress-energy tensor is given by
Tµν = ρhuµuν + pgµν . (2.59)
In the following, I make use of the covariant divergence formula [115],
∇αaα = aα; α =
1√−g (
√−gaα) , α , (2.60)
where aα is a contravariant vector, ∇α is the covariant derivative with respect to the 4-metric gµν
and
√−g = α√γ, while g = det(gµν) and γ = det(γik). The semicolon is used to denote covariant
derivatives in short notation. I now rewrite equations (2.57) and (2.58) as
1√−g (
√−g Jµ) , µ = 0 , (2.61)
1√−g (
√−g Tµν) , µ = −Γνµλ Tµλ . (2.62)
To recast equations (2.61) and (2.62) in flux-conservative form, I follow Banyuls et al. [156] and the
extensive discussion in Baiotti [123] and define a set of conserved variables in terms of the classical
(now: primitive) variables ρ, ǫ, and vi:
D = Jµnµ = αρu
0 = ρW , (baryonic rest-mass density), (2.63)
Si = ⊥iν Tµνnµ = ρhW2vi , (momentum density), (2.64)
τ = Tµνnµnν − Jµnµ = ρhW2 − P− D , (total energy density – rest-mass density), (2.65)
where I have made use of the time-like unit-normal vector nµ and the projection operator ⊥µν onto
the spatial 3-hypersurfaces of {3+1} defined in §2.4. The equations of GR hydrodynamics can now
be written as a first-order hyperbolic system of conservation laws:
1√−g
((√
γU
)
, 0
+
(√
γ Fi
)
, i
)
= s , (2.66)
with the state vector
U = (D, Si, τ)
T , (2.67)
the flux vector
Fi =


(αvi − βi) D
(αvi − βi) Sj + αpδij
(αvi − βi) τ + αpvi

 , (2.68)
and the source vector
s =


0
Tµν(gνj , µ + Γ
δ
µνgδj)
α(Tµ0 1α α, µ − TµνΓ0µν)

 . (2.69)
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Figure 2.3: Finite-volume approximation to the continuous function u(x) at cell centers xi via cell averages ui.
Note that u(xi) is not necessary equal to ui. The numerical data are piecewise constant and discontinuous at cell
interfaces i + 12 and i− 12 . This sketch was inspired by a similar figure in [157].
The explicit form of s in Cartesian {3+1} coordinates is given in the discussion of the WHISKY code
in §3.5.4. Note that while the state vector U of the conserved variables is updated in time, the knowl-
edge of the primitive variables (ρ, ǫ, vi) is required for the calculation of the flux term Fi and for the
computation of the characteristic fields and speeds discussed below. Hence, it is necessary to recover
the primitive variables (ρ,ǫ,vi) from the conserved ones after each time integration step. These vari-
ables cannot be obtained in closed functional form and must be recovered through a root-finding
procedure as discussed in §3.5.3.
Equations (2.66) form a system of hyperbolic balance laws [152] that reduce to conservation laws
if s = 0 (i.e., in Cartesian special relativity!). For this reason, equations (2.66) are said to be flux-
conservative. Since the right-hand side source vector s does not contain derivatives of the conserved
variables in U, it is generally numerically stable to first solve the homogeneous equations and apply
the source term operator-split [152] or through the Method of Lines (MoL), as discussed in §3.2.
It is now straightforward to apply standard HRSC techniques that rely on hyperbolic and conserva-
tive properties to the homogeneous hyperbolic system.
2.5.1 HRSC Methods, the Riemann Problem, and the Characteristic Structure of
the GR Hydrodynamic Equations
As mentioned in the introduction to this section, the non-linear hyperbolic character of the (New-
tonian/GR) Euler equations may lead to so-called weak solutions containing discontinuities even for
smooth initial data. An example at hand for this is the stellar collapse scenario in which the evolution
of initially smooth density, velocity and internal energy distributions11 leads to the formation of the
supernova shock wave at core bounce.
However, in a numerical approximation based on finite volumes, smooth physical data are repre-
sented as discrete data that are interpreted as piecewise constant on the computational grid and that
exhibit jumps of finite size at computational-cell interfaces in any non-trivial case. Figure 2.3 depicts
a one-dimensional example for a finite-difference based approximation to a smooth solution u(x).
In each grid cell i the solution u(x) is approximated at the cell center by the cell average ui. This
discretization leads to an approximation to the physical solution u(x) with piecewise-constant data
and finite discontinuous steps at cell interfaceswhich I denote by i+ 12 and i− 12 . In his seminal work
from 1959 [159], Godunov realized that each individual cell-interface discontinuity may be viewed
as a local Riemann problem whose solution is well known (see, e.g., [152, 165]). The series of the
solutions to interface-local Riemann problems then constitutes a global solution of the conservation
equations for the locally discrete initial data.
11Note, however, that the chemical abundances in an evolved stellar core exhibit an onion-shell structure with rather strong
discontinuities (see § 3.7.3).
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Figure 2.4: Schematic view of the possible waves resulting from a Riemann problem of the Euler equations at
t = 0, x = 0.
The Riemann problem for the Euler equations (and, more general, for any hyperbolic system) is an
initial-value problem with initial conditions (in one spatial dimension)
U(x, t = 0)
{
UL if x < a ,
UR if x > a ,
(2.70)
where UL and UR are constant state vectors representing left (L) and right (R) states with respect
to an interface at point a, respectively. The exact solution to the above Riemann problem in ideal
hydrodynamics is typically formulated in terms of three elementary waves: a forward propagating
non-linear shock wave, a contact discontinuity, and a non-linear backward propagating rarefaction
wave. In the shock wave all state variables are discontinuous, in the rarefaction wave all variables
are continuous, but change with time in self-similar fashion and the contact discontinuity carries a
jump in density, while the other variables are continuous. Figure 2.4 depicts a schematic view of the
three waves.
The three waves correspond to the characteristic fields, the eigenvectors of the three 5 x 5 Jacobi matri-
ces of the GR Euler equations (2.66)
Bi =
∂(
√
γFi)
∂(
√
γU)
=
∂(Fi)
∂(U)
, (2.71)
where the index i stands for the spatial direction considered. Each of the three Jacobi matrices Bi has
5 eigenvalues of which three are unique [156]:
λi0 = αv
i − βi (3-fold degenerate) , (2.72)
λi± =
α
1− v2cs2
{
vi(1− cs2)±
√
cs2(1− v2)
[
γii(1− v2cs2)− vivi(1− cs2)
]}− βi , (2.73)
where cs is the local speed of sound.
The physical information of the system is carried by the three characteristic waves (characteristics) at
their characteristic speeds, corresponding to the three unique eigenvalues of the Jacobi matrices. In
fact, in the case of an exact Riemann solver, only the knowledge of the characteristic speeds and the
initial left and right states is required to solve for the new left and right states U∗L and U∗R (see,
e.g., [151, 152, 159, 165]). However, in practice and in particular in multi-dimensional approaches,
the exact solution of the Riemann problem becomes too computationally demanding. One resorts to
approximate Riemann solvers, some of which make use of the characteristic fields in addition to the
characteristic speeds and are highly competitive when compared with exact solvers. At this point, I
postpone the discussion of numerical Riemann solvers to §3.5.2 and give the analytical expressions
for the eigenvectors of the Jacobi matrices (2.71) in appendix C.
Godunov’s original scheme uses piecewise-constant physical states as initial data for the Riemann
problems at cell interfaces and hence is only first-order accurate in space. More modern HRSC
schemes use interpolation procedures to reconstruct a higher-order approximation to the physical
data at cell interfaces. Special care must be taken to ensure monotonicity and to avoid spurious
oscillations introduced by the reconstruction method. I shall discuss details of this in §3.5.1.
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2.5.2 Special Relativistic and Newtonian Limits
In special relativity where gravity cannot be included consistently, the general metric gµν reduces to
the Minkowski case gµν = ηµν = diag(−1, 1, 1, 1) and the source vector s in (2.66) vanishes in Carte-
sian coordinates, while the state vector U remains unaltered. For an extensive review of numerical
methods for special relativistic hydrodynamics I refer the interested reader to Martı´ andMu¨ller [165].
I take the Newtonian limit (Newtonian gravity, v≪ 1) of the GR state vector (2.67) by expanding the
Lorentz factorW to first order in v2:
W = 1+
1
2
v2 +O(v4) . (2.74)
Following Landau & Lifshitz [166],
D = ρW
Newt.−→ ρ , (2.75)
since ρ≫ 12ρv2. Analogously,
Si = ρhW2vi = ρ(1+ ǫ+
p
ρ
)W2vi
Newt.−→ ρvi , (2.76)
and
τ = ρhW2 − p− D Newt.−→ ρǫ+ 1
2
ρv2 (2.77)
with the safe assumption [166] in the non-relativistic limit, 12ρv
2 ≫ v2(ρǫ+ p). Note that the energy
equation (2.77) requires expansion to second order in v2 to capture the Newtonian limit.
The Newtonian Euler equations in a Cartesian Eulerian frame now read:
ρ,t + (ρv
i), i = 0 (2.78)
(ρvi), t + (ρvjv
i + pδij), i = ρgj (2.79)(
ρǫ+
1
2
ρv2
)
, t
+
(
[ρǫ+
1
2
v2 + p]vi
)
, i
= ρgiv
i , (2.80)
where gi = −φ, i is the Newtonian gravitational force and φ is the Newtonian gravitational potential.
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2.6 Gravitational Waves
Gravitational waves are propagating vibratory disturbances, ripples in spacetime. They are a conse-
quence of causality in general relativity: physical information cannot travel faster than by the speed
of light, hence, any change in the curvature near a gravitating object must be communicated to dis-
tant observers no faster than the speed of light. This leads immediately to the idea that there must
exist some notion of “gravitational radiation”. In the non-linear strong-field regime near a compact
source, it is extremely difficult to analyze the emission and propagation of gravitational waves (see,
e.g. [116]). However, far away from the strongly gravitating source (in a weak-field region), GR can be
linearized and Einstein’s equations become a set of linear wave equations [5–7].
In the following, I will review linearizedGR, linearwave solutions and gravitational wave generation
in the weak-field, slow-motion limit by essentially-Newtonian matter sources. In addition, I will
briefly touch on the detection of gravitational waves. For much more detailed discussions, I refer
the reader to the standard text book by Misner, Thorne & Wheeler [116], to the recent review article
by Flanagan and Hughes [167] and to the numerous scientific and semi-popular articles by Thorne
(e.g., [168, 169]).
The discussion below is based on the lecture notes of Iring Bender’s course on GR at the Ruprecht-
Karls-Unversita¨t Heidelberg which I attended as an undergraduate. A similar text appeared in my
Diploma thesis [170]. In addition, I have used Schutz’s book [115] and Flanagan and Hughes’ review
article [167]. In this section I work in standard cgs units, carrying along all factors of c and G for
direct applicability of the expressions to astrophysical problems.
2.6.1 Linearized Theory
In regions of spacetime where curvature is small, gµν may be treated as deviating only slightly from
the flat Minkowski metric ηµν = diag(−1, 1, 1, 1):
gµν = ηµν + hµν , ||hµν|| ≪ 1 . (2.81)
Here, hµν is the metric perturbation. Note that the condition ||hµν|| ≪ 1 requires both the gravita-
tional field to be weak and the coordinate system to be approximately Cartesian. In linearized theory
one only keeps terms linear in hµν, hence indices are raised and lowered by the flat metric ηµν. hµν
does not transform as a tensor under general coordinate transformations, but does so under Lorentz
transformations.
In order to find the Einstein equations in the linear limit, one first rewrites the Riemann curvature
tensor (2.10), using hµν (ηµν drops out due to its additive-constant nature) and dropping all non-linear
terms:
Rµναβ =
1
2
(hµβ,να + hµα,νβ− hµα,νβ− hνβ,µα) . (2.82)
One defines h ≡ hαα and the trace reverse tensor of hµν:
h µν = hµν − 1
2
ηµνh , (2.83)
for which h αα = −h holds. In addition, one assumes the Lorentz gauge (analogously to electromag-
netic theory) to exploit the remaining gauge freedom (see, e.g., [116, 167])
h
µν
, ν = 0 . (2.84)
Contracting the linearized Riemann tensor and inserting it into equations (2.9) and applying (2.83)
and (2.84) then yields the linearized Einstein equations
Gµν =  h
µν = −16πG
c4
Tµν , (2.85)
where
 :=
∂
∂xσ
∂
∂xσ
(2.86)
is the d’Alembert operator.
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2.6.2 Wave Solutions - Vacuum
The linearized field equations are wave equations much like those known from electromagnetic the-
ory. In the homogeneous case (Tµν = 0) (2.85), reduces to
 h µν = 0 (2.87)
and has the well-known plane wave solutions
h µν = Aµν exp(ikλx
λ) . (2.88)
Inserting these solutions into (2.87) yields kλk
λ = 0 which means that gravitational waves travel
along null geodesics, i.e. at the speed of light. Due to the symmetry of hµν, the polarization tensor
Aµν initially has ten independent components. Enforcing Lorentz gauge and the choice of a special
generator for the gauge transformation (ξµ, see, e.g. [167]) with  ξµ = 0 reduces the wave fields to
two independent physical degrees of freedom, identified as polarizations:
Aµνkλ = 0, A
λ
λ = 0, and AµλU
λ = 0 (2.89)
with an arbitrary, light-like (UνUν = 0) unit 4-vector Uµ. This choice of gauge is called transverse-
traceless. I will use it in the following and denote it by superscript TT. From the above gauge condi-
tions follows:
hTTµ 0 = 0, h
TT
ij,j = 0, and h
TT
jj = 0, (2.90)
where latin characters indicate spatial indices. One directly sees that h
TT
µν = h
TT
µν . Furthermore, all
non-spatial components of hTTµν are zero. Hence, I will use h
TT
ij in the following.
2.6.3 Polarization of Gravitational Waves
The dimensionless gravitational wave field tensor hTTjk of a gravitational wave propagating in the
positive z-direction can be written as a linear combination of two independent, transverse-traceless
unit tensors that correspond to the two possible polarization modes of gravitational waves:
hTTjk = h+e+ + h×e× with e+ = (~ex ⊗~ex −~ey ⊗~ey) ,
e× = (~ex ⊗~ey +~ey ⊗~ex) , (2.91)
where~ex and~ey are Cartesian unit vectors and⊗ is the outer product. For a given hTTjk , the two scalar
dimensionless gravitational wave amplitudes or strains, h+ (“plus”) and h× (“cross”), are obtained
by evaluating the scalar product of hTTjk with the appropriate unit tensor.
Gravitational waves act tidally, stretching and squeezing space and thus any object that they pass
through. Figure 2.5 shows the two polarizations of a gravitational wave and the lines of force associ-
ated with them.
Figure 2.5: The lines of force associated with the two polarizations of a gravitational wave. Figure taken from
[169].
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2.6.4 Generation of Gravitational Radiation in the Weak-Field Slow-Motion Limit
Quadrupole Nature of Gravitational Radiation
Before I discuss wave solutions to the inhomogeneous linearized Einstein equations (2.85), let me
first consider a basic fact about gravitational radiation: Its quadrupole nature. For my quite intuitive
discussion I follow the text of Misner, Thorne andWheeler [116]. Note that the arguments presented
below must be regarded with due caution. They rely on global conservation of linear and angular
momentum, both of which are not generally guaranteed in non-linear GR [116]. The arguments do,
however, apply in the here considered weak-field limit.
The simplest and strongest radiating configuration in electromagnetic theory is an electric dipole
with a dipole moment that experiences acceleration. Its luminosity is given by
L el.dipole =
2
3
d2
dt2
~d 2 , (2.92)
where ~d is the dipole moment. Thus, electromagnetic radiation is of leading order dipole radiation.
The gravitational analog of the electric dipole moment is the mass-dipole moment
~d = ∑
particles i
mi~xi . (2.93)
Its first time derivative
d
dt
~d = ∑
particles i
mi
d
dt
~xi = ~P , (2.94)
is just the total momentum of the system. The second time derivative of the mass dipole moment
must vanish because of momentum conservation: d
2
dt2
~d = ddt
~P = 0.
In electromagnetic theory the next strongest types of radiation are magnetic-dipole and electric-
quadrupole. Magnetic-dipole radiation is proportional to the second time derivative of the magnetic
moment, ~µ. The gravitational analog, the mass-current dipole moment, is defined as
~µ = ∑
i
(position of mass i)× (current due to mass i) = ∑
i
~xi × (mi~vi) = ~J . (2.95)
This is the total angular momentum, a constant of motion of an isolated system. Its time derivative
is zero. Thus, according to these simplistic arguments, there can be no gravitational dipole radiation
of any kind. Gravitational radiation of leading order must be (at least) quadrupole radiation.
Solution to the Inhomogeneous Wave Equation - Quadrupole Radiation
The time-retarded solution of the inhomogeneous wave equation (2.85) is found analogously to elec-
tromagnetic theory via the convolution of the inhomogeneity in equation (2.85) with a time-retarded
Green function which yields
hTTjk (t,~x) =
[
4G
c4
∫
Tik(t− |~x−~x
′|
c ,~x
′)
|~x−~x′| d
3x′
]TT
. (2.96)
I now consider a finite source stress-energy tensor Tik whose center is located at the origin of the
coordinate system. |~x| is the distance from the observer to the source. The source shall conform to
the weak-field limit ( G
c2
M
R ≪ 1, R be the extent of the source) and to the slow-motion approximation
(|~v| ≪ c). In these limits, an expansion in powers of ~x′/|~x| yields in lowest order the so-called
quadrupole formula
hTTjk (t,~x) =
[
2
c4
G
|~x| I¨jk(t−
|~x|
c
)
]TT
, (2.97)
with I¨jk being the second time derivative of the mass quadrupole moment
Ijk :=
∫
ρ xjxk d
3x . (2.98)
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To make the right hand side of equation (2.97) match the gauge conditions of the transverse-traceless
gauge, I define the reduced mass quadrupole moment
I−jk ≡ Ijk −
1
3
δjk I
l
l (2.99)
and the projector
Pjklm ≡ PjlPkm −
1
2
PjkPlm with Pij ≡ δij −
xi xj
|~x|2 . (2.100)
Finally, I can write out what is called the standard quadrupole formula (SQF):
hTTjk (t,~x) =
2
c4
G
|~x|Pjklm I¨−lm(t−
|~x|
c
) . (2.101)
Higher-order radiation is strongly suppressed by powers of 1/c (see, e.g., [116, 171]) and shall not be
considered here. Importantly, note the source-independent 1/|~x| fall-off behavior of the quadrupole
wave strain. The quadrupole part of the total energy radiated in gravitational waves is given by [116]
EGW =
1
5
G
c5
∫ ∞
−∞
...
I−ij
...
I−ijdt . (2.102)
The definition of the reduced mass quadrupole moment reveals that spherically symmetric config-
urations cannot emit gravitational radiation: their mass quadrupole moment is a scalar multiplied
with the unit tensor. Hence, I−ij will be zero, and, if spherical symmetry is maintained, will remain
so. According to Birkhoff’s theorem [172], this fact is independent of the quadrupole approximation:
“A spherically symmetric gravitational field is always static exterior to the stress-energy distribution
causing it and given by the external Schwarzschild solution.”
There are a number of issues associate with the SQF (2.101) and its use:
1. The SQF describes the gravitational wave generation by an essentially Newtonian, slowly mov-
ing object as seen by an asymptotic (= far away) observer. SQF waves live in the distant wave
zone, that is, they are fully formed and linear. From electrodynamic theory one knows that
electromagnetic waves that are still very close to their source do not yet have their asymptotic
wave shape. The same is true for gravitational waves – with the complication that not only
their shape is not linear-wave like, but that they non-linearly interact with the strong curvature
near their source, because GR, in contrast to electrodynamics, is a non-linear theory.
2. Using the SQF to extract gravitational wave information from a general relativistic simulation
must be done with great care; the result must be regarded as questionable. It relies on coor-
dinate quantities that are not covariant/gauge invariant. A change of coordinates (different
choice of lapse and/or shift vector) will affect the results and there is no unique definition
for the mass quadrupole tensor in fully non-linear general relativity. However, for pulsating
neutron star models, Balbinski et al. [173] have shown that the Newtonian quadrupole approxi-
mation yields good results for neutron stars with moderate compactness ((GM)/(c2R) <∼ 0.04).
Recently, Shibata and Sekiguchi [174] have compared their implementation of the SQF to the
gauge-invariant Zerilli-Moncrief method (see [175–177] and below discussion) for extracting
gravitational waves from oscillating neutron stars. Interestingly, they found very good qual-
itative agreement between the two methods. In addition, they found very good agreement
of the wave phase and amplitude modulation while the SQF appeared to underestimate the
magnitude of the wave amplitude consistently by ∼20%.
3. The SQF contains second time derivatives of the mass quadrupole tensor components. Sec-
ond time derivatives are numerically cumbersome. Finn & Evans [178] and, independently,
Blanchet and collaborators [171] have derived quadrupole radiation formulae in which one or
even both time derivatives are eliminated by means of the (Newtonian) Euler equations.
Despite these issues and problems, I resort to a variant of the SQF for extracting gravitational waves
from the matter motions in my general relativistic simulations12. The reasons for this will be ex-
plained in the following.
12Note that I use an SQF-like prescription also in the Newtonian simulations described in § 7 for which there is clearly no
argument about SQF’s applicability
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2.6.5 Gravitational Waves from not-so Weak-Field not-so Slow-Motion Sources
and Gravitational Wave Extraction in Numerical Relativity
In situations where the weak-field slow-motion approximation breaks down, one possibility is to
use post-Newtonian extensions to the quadrupole formalism [168, 171]. This approach however
fails ultimately for spacetimes in which the gravitational wave emission is dominated not by matter
stresses, but by the non-linear dynamics of curvature itself. This is for example the case in the collapse
of a supermassive neutron star to a black hole or in the plunge and merger phases of a binary-black
hole (or neutron star) coalescence event13.
In simulations numerically evolving the full {3+1} Einstein equations, the gravitational wave infor-
mation is present in the curvature variables. Instead of trying to estimate the gravitational wave
emission from matter stresses (or via point-mass assumptions) based on approximate formulae, it is
more natural and – in principle – much more accurate to extract the gravitational waves directly from the
spacetime14. Ideally, such a treatmentwould also be gauge invariant. Over the past decades, a number
of approaches have been proposed in the literature [175–177, 180–187]. In the following, I will out-
line only three of them. For more details I refer the reader to the extensive review in F. Herrmann’s
dissertation [122].
Radiation Gauge Approach
The most straightforward way of extracting gravitational wave content from a numerical spacetime
is to choose a special coordinate system which allows one to directly “read” the waves off the metric.
This is only possible far away from the source where the waves have their asymptotic shape (i.e., in
the wave zone) and where the rest-mass density is practically zero. This method is not gauge invariant
and is realized by choosing theminimal-distortion shift condition by Smarr andYork [132, 188] which
leads to a conformal 3-metric γ˜ij = γ
1
3γij that is approximately transverse and traceless (TT) in the
wave zone [132]. The disadvantages of this method include the computational expensiveness of
the elliptic minimal-distortion shift condition and the gauge and boundary-condition dependence of
the extracted waves. The former problem could be alleviated by using an approximate hyperbolic
version of minimal distortion (see the discussion in section 3.3). This would, however, spoil the
approximation to TT and make the extracted waveforms even more unreliable.
Newman-Penrose Formalism
TheWeyl tensor (see, e.g., [189]) is defined by
Cαβγδ = Rαβγδ − 12 (gα[γRδ]β − gβ[γRδ]α) +
1
3
R gα[γgδ]β , (2.103)
where [ ] denotes anti-symmetrization in the bracketed indices. The Weyl tensor is the traceless com-
ponent of the Riemann curvature tensor. It obeys the same symmetries as the former, but all its
contractions vanish. Importantly, Cαβγδ = Rαβγδ in vacuum. The Weyl tensor can furthermore be
interpreted as that part of curvature which is not determined locally by the matter distribution, or,
in other words, it represents the curvature at a point that may depend on the matter distribution
at other points or on gravitational radiation independent of matter sources [189]. Newman and
Penrose exploited this feature of the Weyl tensor to analyze the gravitational wave content of space-
times [186]. They introduced a reformulation of Einstein’s equations using a vierbein (tetrad) and
complex scalars describing the Weyl tensor. The tetrad frame is composed of a set of null (light-like)
vectors {l,n,m,m} which obey
lαnα = −mαmα = −1 . (2.104)
13For large separations, the two black holes / neutron stars can be treated as point masses in post-Newtonian theory.
After merger, perturbation theory can be applied to predict the ring-down wave emission of the resultant black hole. See,
e.g., [122, 179].
14In the following I will gloss over the details and call wave estimation via the above SQF and the extraction of wave
information from the numerical {3+1} spacetime wave extraction.
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Using those one can construct the 5 complex Weyl scalars, denoted by Ψ0 through Ψ4. They contain
the same physical information as the 10 real independent components of the Weyl tensor [186, 190]
and are particularly useful for gravitational wave studies since one of the five, namely
Ψ4 = −Cµντδnµmνnτmδ (2.105)
represents outgoing gravitational waves [186] and has the correct asymptotic 1/r fall-off behavior if
the tetrad is chosen appropriately. A decomposition of Ψ4 into spherical harmonics yields the usual
radiation multipoles (see, e.g., [168, 191]). The Ψi are gauge invariant, but depend on the tetrad
choice [190]. Only if the chosen tetrad is appropriate (i.e., leads to the correct fall-off behavior of the
Ψi – the peeling property [186]) for the spacetime considered, will the full outgoing gravitational wave
content be contained in Ψ4. Otherwise, it will live in linear combinations of the Ψi [122, 186, 192].
Performing an accurate analysis of the emitted gravitational waves will then be nearly impossible.
Unfortunately, finding an appropriate tetrad is not easy and testing the peeling property is only
possible very far from the source and thus difficult in numerical simulations encompassing a finite
volume of spacetime. Nevertheless, there are a number of recent studies of binary black-hole space-
times [122, 191, 192] that have quite successfully used the Newman-Penrose formalism. However,
note that these studies have relied on either a simplified “radial” tetrad [192] or used the Kinnersley
tetrad [191, 193] appropriate for Kerr-like rotating black-hole spacetimes.
To my knowledge there is no published result on gravitational waves extracted with this method
from matter spacetimes. This is most likely owing to the fact that gravitational waves emitted by
matter sources (neutron stars, stellar core collapse etc.) are orders of magnitude smaller in amplitude
and total emitted energy (see, e.g., [169]) than those from black holes (binary black hole coalescence,
black hole formation in neutron star collapse events etc.). A slightly wrong choice of tetrad and
numerical errors associated with the computation of the Weyl scalars easily bury weak signals. In
addition, wave extraction has to be performed in the wave zone at coordinate locations of many
times the radius of the source. Only there do the waves have their asymptotic shape and the Weyl
scalars their asymptotic meaning. Even with mesh refinement this is still very difficult in today’s
simulations of extended matter sources.
Zerilli-Moncrief Formalism
The Zerilli-Moncrief approach [175, 176], which is based on gauge-invariant perturbation theory
of Schwarzschild black holes originally developed by Regge and Wheeler [194], has so far been
the most successful approach to radiation extraction in non-vacuum numerical relativity. In the
first-order gauge-invariant formulation15 [176] it was first implemented and applied in 1988 by A.
Abrahams [180, 181] and has subsequently been used in a multitude of studies dealing with vac-
uum spacetimes with wave content (e.g. [122, 177, 192, 195–201]) and recently also in matter space-
times with particularly strong gravitational wave content such as neutron star collapse to a black
hole [202, 203], neutron star oscillations (e.g. [146, 174]), dynamical rotational instabilities of neutron
stars (e.g. [204]), and neutron star binary coalescence (e.g. [205–207]). In the following, I will out-
line the most salient features and formulae of Zerilli-Moncrief extraction as presented in the recent
reviews by Nagar & Rezzolla [208] and Herrmann [122].
In the Zerilli-Moncrief formalism the physical metric is split into a spherically symmetric background
gsµν metric (typically: Schwarzschild) and non-spherical perturbations hµν:
gµν = g
s
µν + hµν , (2.106)
where |hµν|/|gµν| ≪ 1. Assuming a background Schwarzschild metric of the form
gsµν =


−S(r) 0 0 0
0 S(r) 0 0
0 0 r2 0
0 0 0 r2 sin2 θ

 , (2.107)
15First-order gauge invariant means that the results do not change under (small and) linear gauge changes (coordinate
transformations). First-order gauge invariant quantities are not necessarily invariant under more general gauge changes
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where S(r) = 1− 2Mr , the metric perturbation is expanded into odd-parity and even-parity Regge-
Wheeler tensor spherical harmonics [194, 208]
hµν = ∑
ℓ,m
[(
h
(ℓm)
µν
)(o)
+
(
h
(ℓm)
µν
)(e)]
, (2.108)
where ℓ ≥ 0 and m = −ℓ, ..., ℓ and (o) and (e) denote odd and even parity, respectively. There are
seven even-parity components (H(ℓm)0 , H(ℓm)1 , h
(ℓm)
0 , H(ℓm)2 , h(ℓm)1 , K(ℓm), G(ℓm)) and three odd-parity
components (c
(ℓm)
0 , c
(ℓm)
2 , c
(ℓm)
3 ). A complete list and the definition of the individual components in
terms of metric components in spherical coordinates are given by Allen in [209]. The even-parity
perturbations are given by [194]
h
(e)
µν =


SH0Yℓm H1Yℓm h0Yℓm,θ h0Yℓm,φ
. S−1H2Yℓm h1Yℓm,θ h1Yℓm,φ
. . r2(KYℓm + GYℓm,θθ) r2(Yℓm,θφ − cot θYℓm,φ)
. . . r2(K sin2 θYℓm + G(Yℓm,φφ + sin θ cos θYℓm,θ))

 .
(2.109)
And the odd-parity perturbations read [194]:
h
(o)
µν =


0 0 −c0 1sin θYℓm,φ c0 sin θYℓm,θ
. 0 −c1 1sin θYℓm,φ c1 sin θYℓm,θ
. . c2
1
sin θ (Yℓm,θφ − cot θYℓm,φ) c2 12
(
1
sin θYℓm,φφ + cos θYℓm,θ − sin θYℓm,θθ
)
. . . c2(− sin θYℓm,θφ + cos θYℓm,φ)

 . (2.110)
Here “.” denotes a symmetry entry and the superscripts of the odd-parity and even-parity compo-
nents have been dropped. Following Moncrief [176], one can now construct from the above two in-
dependent and first-order gauge invariant quantities Q× and Q+, the so-called scalar wave indicators.
The odd-parity part Q× = Q×(c1, c2) depends only on odd-parity components and the even-parity
part Q+ = Q+(K,G,H2, h1) depends only on even-parity components:
Q+ =
√
2(ℓ− 1)(ℓ+ 2)
ℓ(ℓ+ 1)
4rS2k2 + ℓ(ℓ+ 1)rk1
Λ
(2.111)
Q× =
√
2(ℓ+ 2)!
(ℓ− 2)!
[
c1 +
1
2
(c2 ,r − 2
r
c2 ,r)
]S
r
, (2.112)
where
k1 = K+ SrG, r − 2Srh 1 (2.113)
k2 =
H2
2S −
1
2
√S (rS
−1/2K),r (2.114)
Λ = ℓ(ℓ+ 1)− 2+ 5M
r
. (2.115)
Re-introducing the dropped (ℓm) superscripts, the gravitational-wave amplitudes in the two polar-
izations h+ and h× are then given [202, 208] by
h+ − ih× = 1
2D ∑
l,m
[
Q+(ℓm)− i
∫ t
−∞
Q×(ℓm)dt′
]
−2Yℓm , (2.116)
where −2Yℓm is the s = −2 spin-weighted spherical harmonic (see, e.g., [168]) and D is the distance
to the observer.
In principle, theQsmay be extracted at any distance from the source at which the gravitational waves
can be viewed as perturbations on a Schwarzschild background. For an isolated perturbed black
hole this could be as close in as right on the horizon. However, note that for the interpretation of the
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extractedQ+ and Q× as indicators for gravitational wave information as seen by an observer at large
distances, the wave extraction has to be performed at a distance as large as possible from the source
on the computational grid. In addition, in matter spacetimes without singularities, the assumption
of a Schwarzschild background generally does not hold. Shibata and collaborators thus frequently
use the flat-space Minkowski metric in spherical coordinates [174, 204] as the static background.
Gauge-Invariant Extraction vs.
Quadrupole Formula-Based Approaches for Matter-Dominated Spacetimes
Historically, the (quasi)16 gauge-invariant wave extraction techniques highlighted above have been
formulated in the context of vacuum black-hole spacetimes. The Newman-Penrose formalism relies
on the asymptotic nature of the Weyl scalars, requiring an extraction far from an ultra-compact (=
black hole) source. An extended matter source – such as a collapsing stellar core or an oscillating
neutron star – will most likely requiremuch larger extraction radii, and since even those are not in the
ideal sense close to “asymptotic”, the radiation tetrad choice will be ambiguous. The Zerilli-Moncrief
formalism relies on the fact that the gravitational waves can be treated as small perturbations on
a static background spacetime. In addition, Zerilli-Moncrief is only invariant under linear gauge-
induced coordinate transformations, hence, e.g. coordinate shifts with |βi| > |γij| (for any ij) may
spoil the extracted quantities. The Zerilli-Moncrief assumptions will hold only at very large distances
from an extended matter source.
In contrast to the gauge-invariant extraction formalisms, wave extraction via the Newtonian quad-
rupole formula does not and cannot aim at a direct and local representation of the gravitational wave
content of a considered spacetime. Instead, it is a working approximation to the gravitational waves
emitted by an extended (yet compact; not ultra-compact) matter source as seen by an asymptotic ob-
server, directly based on matter dynamics and not requiring extraction at large physical distances
from the source. In this way the quadrupole formalism evades the problems associated with the
above quasi gauge-invariant methods. It does not have the potential of giving the accurate description
of the gravitational wave content of a given spacetime. It provides, however, a first-order approxi-
mation to the waves emitted by amatter source as observed at asymptotic distances [174] andmay—
for matter-dominated spacetimes — be regarded as superior to the above described gauge-invariant
methods. These have the potential of being highly-accurate, but only under certain very special con-
ditions that cannot generally be met in numerical simulations with grid boundaries at finite (and
close) radii from the extended matter source.
I have experimented with both Zerilli-Moncrief and Weyl extraction, but have not been able to
extract numerically convergent gravitational-wave information from the weakly-relativistic stellar
core-collapse spacetimes considered here in which the gravitational-wave energy content is on the
order of 10−10 to 10−8 M⊙ c2. This satisfies the weak-perturbation constraint for Zerilli-Moncrief,
but is ∼1 to 3 orders-of-magnitude smaller than the (relative) weakest waves Abrahams et al. [177]
were able to extract from their black-hole spacetimes. Furthermore, Shibata & Sekiguchi report [174],
that gravitational waves from core-collapse supernovae cannot be extracted reliably with the present
Zerilli-Moncrief technique: Systematic offsets, non-linear gauge effects and numerical errors domi-
nate over the weak gravitational waves emitted from stellar core-collapse to neutron star densities.
This confirms my finding. Shibata & Sekiguchi [174] also point out that, while underestimating the
physical amplitudes, the Newtonian quadrupole formalism adequately captures the phase and fre-
quency information of the gravitational-wave emission.
All gravitational waveform estimates published in this dissertation are obtained with the Newtonian
quadrupole formula in the way described in § 3.8. It may be possible – in future work beyond this
dissertation – to extract gravitational waves from stellar core-collapse spacetimes via the Observers
approach proposed by Erik Schnetter [210] in which a second coordinate frame with trivial lapse
(α = 1) and shift (βi = 0) is evolved via appropriate transformation from the dynamically evolved
spacetime in parallel to the latter. Gravitational waves can then be extracted from the Observer
frame which only has trivial gauge content. Another alternative would be the technique proposed
and tested by Abrahams & Evans [181] which matches the gravitational-radiation field around a
compact source to linear analytic solutions that allow the determination of asymptotic waveforms.
16linearly and/or under special conditions
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2.6.6 Gravitational Wave Astronomy
Although this dissertation is a theoretical work, I find it important to give at least an overview on the
ongoing experimental efforts to observe gravitational waves with detectors on Earth and in space.
Detectability: General Considerations
In contrast to electromagnetic radiationwhose observables are inmost cases energy fluxes, and hence
fall off ∝ 1/r2, the gravitational wave strain hTT is directly observable, and, being an amplitude, falls
off only ∝ 1/r.
The measurement of gravitational radiation is based on the fact that the physical distance ∆L =√
(ηµν + hµν) dxµ dxν between two free point masses will undergo changes when a gravitational
wave passes them. The relative change in distance ∆L/L is, in an optimal setting, directly given by
the gravitational wave strain |hTT|.
With the help of the quadrupole formula (2.97 and 2.101), I can make a first order-of-magnitude
estimate of the relative displacement:
|hTT| ∼ 2
D
G
c4
MR2
τ2dyn
, (2.117)
where r is the distance to the source and the dynamical time τdyn is given [116] by
τdyn :=
characteristic size R
mean velocity
∼ R√
(GM/R)
=
√
R3
GM
. (2.118)
For stellar core collapse of a star with core mass M = 2 M⊙ and radius R = 2000 km, taking place at
r = 10 kpc a first estimate of the gravitational wave strain with equation (2.117) is |hTTcore collapse| ≃ 3.2
× 10−21. The results presented in this work verify this as the right order of magnitude.
Resonant-Mass Detectors
The first-ever gravitational-wave detector was conceived and built by Joseph Weber at the Univer-
sity of Maryland in the 1960’s [211], when still very little was known theoretically about astrophysical
gravitational wave sources. Weber used a massive aluminum cylinder (bar) and aimed at exploiting
the fact that the fundamental longitudinal frequency of such a bar is very sharply defined, allowing
for resonant driving of mechanical oscillations by incident gravitational waves at the bar’s resonant
frequency and in a very narrow bandwidth around it (usually one to a few Hertz). After a decade
of effort constructing and improving his detector technology, Weber announced [212] in 1969 to the
world tentative evidence that two of his detectors, one based at the University of Maryland, one near
Chicago, had detected gravitational waves in coincidence. In the years following 15 other research
groups around the world tried to confirm Weber’s results, but even with markedly improved detec-
tor sensitivities, these efforts gave no convincing evidence that gravitational waves were seen [169].
Nevertheless, the search for gravitational waves continued and over the past decades resonant-bar
detectors have been developed further. State of the art detectors (for a review see, e.g., [213] and
[214] and references therein) use new improved bar materials and cryogenic technology and are
sensitive in a relatively broad bandwidth of ∼50 to 100 Hz around their resonance frequencies (typ-
ically around ∼1 kHz). As of 2004 [213], there are five large resonant-bar detectors in operation:
ALLEGRO at Louisiana State University (LSU), AURIGA at the Italian INFN Legarno Laborato-
ries, EXPLORER at CERN, NAUTILUS at the Italian INFN Frascati Laboratories, and NIOBE at the
University of Western Australia in Perth.
A prototypical bar detector (for a more detailed discussion see, e.g., [214] or [169]) consists of a
cylinder of very high-Qmaterial17 and length L ∼1 m and mass M ∼ 1000 kg. A short gravitational-
17The Q or quality factor is a measure of the rate at which a vibrating system dissipates its energy. It is defined as the number
of oscillations per e-folding time of the system’s energy. For a driven oscillation, it is given by Q = f0/∆ f , where f0 is the
resonant frequency and ∆ f is the spectral bandwidth the resonant frequency that is excited by the driving force.
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wave burst of h ∼ 10−21 cm will excite the bar to vibrate with an amplitude (to zeroth order)
∆L ∼ hL ∼ 10−21m . (2.119)
To measure such a minute amplitude, the observers must fight against three main sources of noise:
• Thermal noise: Thermal noise is due to Brownian motion of the detector atoms. The rms
amplitude of Brownian vibration is on the order of∼ 10−16 m at room temperature [214]. State-
of-the-art bar detectors are cooled down to ∼0.1K and use very high Qmaterial (Q ∼ 107). For
a 1-ms signal at their resonance frequency such detectors have a thermal-noise limited strain
sensitivity of ∼5×10−21 m [214].
• Sensor noise: A transducer is used to convert the bar’s mechanical energy into electrical en-
ergy, and an amplifier increases the signal level to record it. Both components introduce addi-
tional noise, limiting the sensitivity to frequencies near the resonance frequency, and, in fact, the
transducers are the largest limiting factor on the bandwidth of present-day bars [213]. State-of-
the-art transducer-amplifier units have a bandwidth of some tens of Hz, but there is potential
to increase this to 100 Hz or more [213, 214].
• Quantum noise: The zero-point vibrations of a bar with a resonance frequency of 1 KHz is
given by Heisenberg’s uncertainty principle [214, 215]:
〈∆L2〉1/2quant =
(
h¯
2πMf0
)1/2
∼ 5× 10−21m . (2.120)
This number is comparable to the thermal limits and it will be very difficult, though not impos-
sible [215], to push bars to higher sensitivities than 10−21.
Light-Interferometric Detectors
Interferometric gravitational wave detectors measure the gravitational wave field by observing its
action upon a widely separated set of test masses. The experimental setup is very much like that
of a two-armed Michelson-Interferometer as shown in figure 2.6 and has first been proposed in the
1970’s [216–218]. Detailed reviews of interferometric detector design can be found in [169, 219, 220].
At the end of each arm a test mass with a mirror is suspended as freely as possible with a sophis-
ticated pendular isolation system to minimize the effects of local ground vibrations. A second test
mass with a semi-transparent mirror is suspended close to the beam splitter in each arm, thus creat-
ing two Fabry-Perot cavities (one in each arm) that allow for laser beam recycling (see, e.g., [214]).
A gravitational wave incident perpendicular to the detector plane with + polarization aligned with
the detector arms increases the length of one arm while reducing that of the other. Each arm oscil-
lates between being stretched and squeezed as the wave itself oscillates. The gravitational wave is
thus detectable by measuring the separation between the test masses in each arm and searching for
this oscillation by means of monitoring changes in the interference pattern of the recombined laser
beams in the photo detector. In general, both polarizations, + and×, of incident gravitational waves
influence the test masses. The general detector output h(t) is written as
∆L(t)
L
= F+h+(t) + F×h×(t) ≡ h(t) , (2.121)
where L is the detector arm length and the response functions F+ and F× weigh the two polarizations
in a quadrupolar manner on the direction of the source and the orientation of the detector [169].
In practice [214], the phase difference of the two laser beams is monitored by a nulling method
in which one keeps the light returning from the two arms always π out of phase so that the out-
put is dark. The error signals of the servo-loop control applied to the mirrors to maintain the dark
fringe are directly proportional to the action of an incident gravitational wave. The sensitivity of a
light-interferometric gravitational wave antenna depends on the arm length and the amount of light
energy stored in the arms [214]. To exclude acoustic disturbances and fluctuations in the local index
of refraction, the interferometers operate in ultra-high vacuum at pressures below ∼10−13 bar.
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Figure 2.6: Sketch of a light-interferometric gravitational wave detector. Adopted from [221].
The main sources of noise competing with physical signals are [214, 215]:
• Seismic Noise: External mechanical vibrations lead to displacements of the mirrors and are
typically many orders of magnitude larger than an astrophysical signal. Seismic noise is the
limiting noise below ∼10 Hz and a combination of active filters (piezo-electric actuators), pas-
sive filters (alternate layers of steel and rubber) and a multi-stage pendulum suspension of the
optical components allow effective filtering above ∼10 Hz.
• Thermal Noise: Brownian motion of the mirrors and excitation of violin modes of the suspen-
sion can mask gravitational waves. The pendulum suspensions have thermal noise at a few
Hz and internal vibrations of the mirrors have natural frequencies of several khz. To ensure
that most of the vibration energy of both kinds of oscillations is confined to a small bandwidth
around their natural frequencies, extremely high Q material and low temperatures around 1 K
are desirable. However, present-day detectors operate at room temperature. Thermal noise is
the limiting noise between 50–250 Hz.
• Photon shot noise: Photons arrive at random and make random fluctuations in the light in-
tensity that could be misinterpreted as gravitational wave information. As a random process,
the measurement error improves with
√
n, where n is the number of photons. The shot noise
related error displacement is given by [214]
δl˜Shot =
(
h¯c
2π
λ
ηP
)1/2
, (2.122)
where η is the efficiency of the photo detector, λ the laser wavelength and P the circulating
light power. In order to obtain l˜Shot < 10
−22, ηP ∼ 1 kW is necessary. Photon shot noise is the
principal limitation to sensitivity for frequencies above∼250Hz. Present-day detectors operate
with lasers with output on the order of 10 W and the necessary high light power is obtained
via resonant cavities and beam recycling [214].
• Quantum effects: Besides photon shot noise, additional quantum effects like zero-point vibra-
tions of mirror surfaces affect the detector sensitivity. For present-day detectors these quantum
noise effects are small and limit the sensitivity to h∼10−25 [214].
• Gravity gradient noise: Changes in the local gravitational field on the timescale of the mea-
surements lead to tidal forces on a gravitational wave detector that cannot be screened out. The
environmental noise comes from human activities (e.g., lumbermen cutting trees near a detec-
tor) and seismic waves, surf of the sea and changes in air pressure/density. Gravity gradient
noise is the dominant noise component in the frequency band below ∼1 Hz and is the primary
2.6. GRAVITATIONALWAVES 37
reason why the detection of gravitational waves in that frequency band must be carried out in
space [214, 215].
At this point, six large laser-interferometric gravitational wave detectors are in operation.
• LIGO: The MIT/Caltech Laser Interferometer Gravitational Wave Observatory [221, 222] oper-
ates since 2001 with two 4 km interferometers located at Hanford, Washington and Livingston,
Louisiana and one 2 km interferometer located at Hanford, Washington. In 2006, LIGO has
reached its design sensitivity18 of h˜ ∼ 10−21–10−22 Hz−1/2 within a frequency band of ∼60–
∼1000 Hz.
• GEO600: GEO600 is a joint British-German detector with 600 m arm length that operates since
2001 near Hannover, Germany under the auspices of the Albert-Einstein-Institut’s section at
Hannover University. GEO600 incorporates more modern and improved detector design to
make up for its short arm length [214, 223]. By June 2006 GEO600 had not yet reached its
design sensitivity [224].
• TAMA300: TAMA300 operates since 1999 at Tokyo, Japan. The 300 m arm length interferome-
ter’s sensitivity is ∼10−20 Hz−1/2 within a frequency band 300 Hz–8 Khz [225].
• VIRGO: VIRGO is French-Italian 3 km interferometer that has started taking data in 2006. It
incorporates advanced interferometer design features, including improved test mass suspen-
sions, allowing for sensitivities similar to the LIGO detectors down to frequencies of ∼10 Hz
[226].
Planned detectors that have already received (partial) funding include advanced LIGO [214, 227, 228]
that is designed to be ten times as sensitive as the initial LIGO detectors and the space-based LISA
detector for low-frequency sources (e.g., [215, 220, 229] that is currently scheduled to be launched
around 2015.
18Often the performance of a detector is given by the frequency-dependent noise that limits its sensitivity. For stochastic
noise, the amplitude spectral density h˜ is used. It is the the square root of the power spectrum: h˜ =
√
S( f ) in units of 1/
√
Hz.
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2.7 Historical Overview on Previous Work:
Gravitational Wave Emission in Core-Collapse Supernovae
The core-collapse supernova – neutron star connection was first drawn by Baade & Zwicky in the
mid to late 1930s [31–33]. Nevertheless it took more than 20 years until core-collapse supernovae
became popular as potential emission sites for gravitational radiation. The reason for this delay is
most likely linked to the doubts that many theoretical physicists had in the time from∼1925 to∼1960
about the nature of gravitational waves and their capability to carry energy. Once these issues were
finally resolved (see, e.g., [116, 230–236]), relativists began to speculate on potential astrophysical
gravitational wave sources.
The first refereed publication to mention gravitational wave emission from core-collapse supernovae
is a 1966 Physical Review Letter by Joseph Weber [237]. In this article Weber referred to work by
Freeman Dyson [235, 238, 239] on astrophysical sources of gravitational waves, including binary
neutron star systems and non-spherical stellar core collapse19.
Extensive review articles on the gravitational wave emission processes in core-collapse supernovae
have been published by Fryer & New [240] and by Kotake [241]. For a more concise review, see
Kokkotas & Stergioulas [242].
2.7.1 Rotating/Aspherical Collapse and Core Bounce
The earliest published work on the gravitational wave emission of nonspherical stellar collapse was
carried out by Ruffini & Wheeler [243] in 1971. They provided the first order-of-magnitude esti-
mates. Thuan and Ostriker [244] performed semi-analytic calculations of the pressureless aspherical
(dust) collapse of cold, uniformly rotating Newtonian spheroids in 1974 and estimated the frequency
spectrum of the emitted gravitational waves and the total radiated energies. Novikov [245] and
Shapiro [246] improved upon their calculations by including internal pressure, and Epstein [247] in
addition included post-Newtonian effects. In an extensive study spanning three articles published
in 1978, 1979, and 1981, Saenz & Shapiro [248–250] carried the work on collapsing and bouncing el-
lipsoids to full blossom by including more realistic initial conditions, equations of state, and even to
limited extent weak interaction physics. They were the first who published gravitational waveforms
(the time evolution of the dimensionless strain amplitudes h+ and/or h×) from stellar iron core col-
lapse. In 1979,Moncrief [251] employed the ellipsoid model to study the gravitational wave emission
from oscillating axisymmetric and nonaxisymmetric spinning ellipsoids in the core collapse context.
Detweiler & Lindblom [252] in 1981 also followed the ellipsoidal approach and computed the gravi-
tational wave emission from axisymmetrically and nonaxisymmetrically collapsing ellipsoids.
In 1979, Turner & Wagoner [253] employed a perturbative approach to calculate the gravitational
wave emission produced by rotationally-induced perturbations of spherically symmetric iron core
collapse models of Van Riper [254] and Wilson [255]. Seidel and collaborators followed along those
lines and pertubatively analyzed detailed spherically symmetric GR core collapse calculations with
a hot nuclear EOS and presupernova models from stellar evolutionary calculations in the late 1980s
[256–259]. Their approach, though only valid for small deviations from sphericity (and, hence, slow
rotation), is remarkably competitive with multi-dimensional hydrodynamic calculations. This is ap-
parent from figure 2.7 that compares examples of gravitational waveforms from rotating collapse
and bounce obtained in the last three decades.
In 1982, Mu¨ller published [260] the first (Newtonian quadrupole) waveform estimates that were
extracted from the fluid motions in non-linear 2D (axisymmetric) hydrodynamic calculations of ro-
tating iron core collapse that included a realistic EOS and an approximate treatment of electron cap-
ture [261]. Almost 8 years later, Finn [262] and Finn & Evans [178] derived improved variants of
the Newtonian quadrupole formula tailored for numerical calculations20 and applied them to the
19Note that F. Dyson himself does not claim to have been the first to propose gravitational wave emission from core-collapse
supernovae: “I have no idea who first calculated the emission of gravitational radiation from a collapsing star with rotation.
Ruffini and Wheeler may have been the first. It was certainly obvious to everyone who thought about it that a collapsing star
with rotation would give rise to a strong pulse of gravitational waves. I make no claim to have thought of this first.” [239]
20Note that Blanchet et al. [171] independently derived similar variants of the Newtonian quadrupole formula.
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Figure 2.7: Example gravitational waveforms of moderately fast rotating collapse and core bounce obtained over
a period of almost 30 years and computed with various methods. Top left: Gravitational waveform estimate
computed with a Newtonian ellipsoidal model by Saenz & Shapiro in 1978 (figure 4b of [248]). Top right:
Waveform estimate by Seidel &Moore [256] obtained via the perturbative approach from spherically symmetric
detailed GR core collapse calculations in 1987. Bottom left: Waveform extracted by Mu¨ller [260] from the fully
non-linear 2D Newtonian hydrodynamic calculations by Mu¨ller & Hillebrandt [261] carried out in 1981. Bottom
right: Example waveform extracted from a {3+1} GR hydrodynamics model calculation presented in §6 of this
work.
extraction of gravitational wave information from adiabatic axisymmetric hydrodynamic collapse
calculations starting with rotating n = 3 polytropic progenitor models, a simple Γ-law EOS, and no
weak interaction physics.
In 1991, Mo¨nchmeyer & Mu¨ller published [11] collapse, bounce, and early postbounce waveforms
that they extracted from their 2D Newtonian core collapse calculations [263] that started out with
progenitors from stellar evolutionary calculations, employed a finite-temperature nuclear EOS, and
a neutrino trapping / leakage scheme. They performed only four model calculations with varying
rotation laws, degree of differential rotation, and initial rotation parameter β, defined as
β =
T
|W| , (2.123)
where T is the rotational kinetic and |W| is the gravitational potential energy. They identified the
waveform characteristics of rotation dominated core bounce and introduced the nomenclature to
distinguish between “type I” (not rotation dominated) and “type II” (rotation dominated) dynamics
and waveforms.
In 1993, Bonazzola & Marck [264] attempted the first Newtonian hydrodynamic iron core collapse
calculations in 3D. They were limited to n = 3 polytropes, a simple EOS, no neutrino physics, and
were only able to capture the infall phase of collapse for which they computed gravitational wave-
form estimates.
Burrows and Hayes [265] considered nonrotating, but asymmetrical collapse in 1996 by artificially
increasing the density in a 40◦ wedge around one of the poles. Their simulations were 2D Newto-
nian, but included a flux-limited diffusion (along radial rays) treatment of the neutrinos, a finite-
temperature EOS, and started out with a presupernovamodel from stellar evolutionary calculations.
They extracted the gravitational wave signals of aspherical matter motions and anisotropic neutrino
emissions (see §2.7.2 below).
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Yamada & Sato [266] (1995) and Zwerger & Mu¨ller [30] (1997) performed extensive 2D Newto-
nian parameter studies of the collapse of n = 3 polytropes in rotational equilibrium with a hybrid
polytropic/ideal-fluid EOS (see §3.5.5) and investigated the dependence of the gravitational wave
signal on the value of the initial rotation parameter β, the degree of differential rotation, and on the
adiabatic coefficient Γ ≤ 4/3 used during the collapse phase. They found that the considerably sim-
pler physical model qualitatively reproduced the results obtained by Mo¨nchmeyer & Mu¨ller [11],
including type I and type II waveforms. In addition, Zwerger & Mu¨ller [30] identified a third kind
of dynamics / waveform (type III) that obtains only for large initial pressure reductions (Γ <∼ 1.28).
In 1998, Rampp, Mu¨ller & Ruffert [267] performed the first 3D Newtonian calculations of the bounce
and early postbounce phase and investigated nonaxisymmetric instabilities in extremely differen-
tially rotating polytropic initial models of Zwerger & Mu¨ller [30]. Their results were (in part) con-
firmed by Brown [268] in 2001 and showed no enhancement of the collapse and immediate bounce
wave signature by nonaxisymmetric dynamics.
In 2001 and 2002, Dimmelmeier et al. [12, 17, 18, 160] followed up on the work by Zwerger &
Mu¨ller [30] and included a conformally-flat treatment of GR and relativistic hydrodynamics. Their
results, which have since been confirmed by Shibata & Sekiguchi [13] in full GR in 2004 and by
Cerda´-Dura´n et al. [162] with a second-order post-Newtonian extension of the conformal-flatness
approximation in 2005, indicate that in GR higher initial values of β and degrees of differential ro-
tation are required for a given model to yield type II dynamics and waveform. Before Shibata &
Sekiguchi, Siebel et al. [269] performed the first multi-dimensional full GR core collapse simulation
in 2003. They employed a characteristic formulation of GR which is optimized for the propagation
of gravitational waves, but is suboptimal in strong-field regions.
In 2002, Fryer, Holz, and Hughes published an overview article [270] on gravitational wave emission
from core-collapse supernovae and accretion-induced collapse with analytic estimates and a small
set of quantitative estimates based on detailed Newtonian numerical simulations [42, 88]. In 2004,
the same authors extended their analysis [271] to the 3D Newtonian calculations of [89]. In 2003,
Kotake, Yamada, and Sato performed [14, 272] 2D Newtonian calculations with a finite-temperature
EOS, progenitor models from stellar evolutionary studies, and a neutrino treatment similar to that of
the more than ten years earlier work by Mo¨nchmeyer & Mu¨ller [11]. Their (larger) set of models did
not show significant qualitative differences to the Mo¨nchmeyer &Mu¨ller models. Also in 2003/2004,
Ott et al. [9, 170] performed an extensive parameter study of rotating core collapse in 2D Newtonian
context. They employed a finite-temperature nuclear EOS and progenitor models from stellar evo-
lutionary calculations, but neglected electron capture during collapse. They investigated the effects
of variations in progenitor structure and the degree of differential rotation on the collapse/bounce
gravitational wave signal. In addition, they studied the gravitational wave emission from slowly
rotating presupernova models that have been found to yield neutron stars consistent with pulsar
birth spin estimates [273] and determined that the core bounce gravitational wave signal of such
progenitors would be too weak to be detected even from a galactic supernova. These results were
confirmed by the more microphysically detailed 2D calculations of Mu¨ller et al. [95] that included an
approximate GR description of gravity.
In 2005, Shibata & Sekiguchi extended their hybrid-EOS GR calculations to a 3D treatment of the
postbounce phase with an emphasis on nonaxisymmetric rotational instabilities [204] and, in a sepa-
rate study [105] again using idealized initial models and EOS, investigated black hole formation with
and without prior formation of a PNS.
The effects of magnetic fields on the collapse dynamics and gravitational wave emission have been
considered in Newtonian gravity by Kotake et al. [274] (2004), Yamada & Sawai [275] (2004), and
Obergaulinger et al. [276, 277] (2006, with an approximate GR potential in [277]). The latter authors
identified a newmagnetic-field induced type of collapse / bounce dynamics and gravitational wave-
form that they refer to as type IV. In 2006, Shibata et al. [278] performed the first GRMHD calculations
of the collapse of polytropic iron core models and computed gravitational waveforms for a subset of
their models. Of the aforementioned studies, only Kotake et al. went beyond the hybrid EOS and
employed a finite-temperature EOS and an approximate treatment of deleptonization.
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2.7.2 Convective Overturn, Shock Instability, Anisotropic Neutrino Emission
It is theoretically well established that convective overturn in the PNS and in the postshock region of
core-collapse supernovae is likely to occur and may play an important role in the explosion mecha-
nism (e.g., [26, 72, 73, 77, 79, 86, 86, 88, 89, 96, 279, 280]. Recent simulations [26, 27, 73, 87, 90, 92–95]
and analytic models [97–101] indicate the presence of a large-scale low-ℓ instability of the stand-
ing accretion-shock (SASI21). Time-varying quadrupole and higher-order multipole components of
postshock flow lead to gravitational wave emission. In addition and as pointed out by Epstein in
1978 [281], anisotropic neutrino emission may also lead to gravitational wave emission at significant
strain amplitudes.
Burrows & Hayes [265] carried out the pioneering study on gravitational wave emission from flow
asphericities not induced by rotation and anisotropic neutrino radiation fields. They perturbed the
precollapse density distribution of an iron core model by 15% in a 20◦ wedge around one pole and
studied its collapse and postbounce evolution in 2D Newtonian gravity with gray flux-limited neu-
trino diffusion along radial rays. Their results indicate that a 15% initial l = 1 density perturbation
would be sufficient to obtain neutron star kick velocities ∼500 km s−1. They computed the gravi-
tational wave signal emitted by the time-varying quadrupole components of the fluid motion and
by anisotropic neutrino emission. In accordance with analytic estimates [282], they found that the
gravitational wave emission from the neutrino radiation anisotropies leaves behind a zero-frequency
offset (memory effect, [283]) in the gravitational wave strain.
In 1997, Janka & Mu¨ller [284] performed 2D and the first 3D Newtonian calculations of the post-
bounce (pre-explosion) phase of nonrotating core-collapse supernovae. Their calculations started
out with profiles from detailed 1D collapse calculations and included a realistic EOS and a simpli-
fied scheme for neutrino transport and neutrino energy deposition. They computed the gravitational
wave signal of convective overturn inside the PNS and in the convectively unstable outer postshock
layers and estimated the gravitational wave emission from neutrino radiation anisotropies.
In 2004, Mu¨ller et al. [95] performed 2D calculations with ray-by-ray spectral Boltzmann transport,
approximate GR gravity and an approximate treatment of general relativistic effects in neutrino
transport, but treated the hydrodynamics in Newtonian fashion. Mu¨ller et al. considered one nonro-
tating and one very slowly rotating precollapse model and found that the gravitational wave emis-
sion from postbounce convective mass motions affected by the SASI22 is significantly more energetic
than that from slowly rotating core bounce. In addition, they computed the gravitational wave emis-
sion from convection-induced anisotropic neutrino emission.
Based on 3D Newtonian smoothed-particle hydrodynamics and gray multi-species flux-limited dif-
fusion neutrino transport calculations by Fryer & Warren [89], Fryer, Holz, and Hughes [271] (2004)
studied the gravitational wave emission in asymmetric rotating and nonrotating core-collapse super-
novae. Besides the gravitational wave emission from rotating core bounce, they also considered the
postbounce gravitational wave signal owing to convective mass motions and anisotropic neutrino
emission, but did not consider the possibility of postbounce rotational instabilities in their models.
In 2005/2006, Kotake and collaborators performed a series of 2D Newtonian gray flux-limited diffu-
sion neutrino radiation-hydrodynamics calculations in which they considered the gravitational wave
signal of rotationally-induced neutrino anisotropies in the collapse of iron cores spinning much faster
than those considered by Mu¨ller et al. [95]. Their results, which indicate that the degree of precol-
lapse iron core differential rotation is central in determining the gravitational waveform, have so far
been published only in a review article [241]. In another study [94], Kotake et al. focussed on the
gravitational wave emission from mass motions and neutrino radiation field anisotropies induced
by the SASI.
The gravitational wave emission from anisotropic neutrino radiation and mass motions in the SASI
phase of core-collapse supernovae was also captured by the calculations of Ott et al. [15] in 2006 that
I discuss below in the context of PNS oscillations and in §7.2 of this dissertation.
21SASI: Standing Accretion Shock Instability
22Note that although their models exhibit SASI-like feature, they did not identify them as being related to the SASI at the
time the paper was written.
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2.7.3 Nonaxisymmetric Rotational Instabilities
From the classical theory (see, e.g., [285, 286]) of Newtonian axisymmetric incompressible, uniform
density fluid bodies in rigid rotation, so-called MacLaurin spheroids, it is known that for sufficiently
high rotation rates (described by the rotation parameter β), lower-energy nonaxisymmetric config-
urations exist. At the threshold values of β beyond which such configurations become favorable,
MacLaurin spheroids become unstable to nonaxisymmetric deformations, and one speaks of a non-
axisymmetric rotational instability which arises in MacLaurin spheroids from non-radial azimuthal
modes/perturbations ∝ exp(imϕ) in the ℓ = m Kelvin f-mode23, the fundamental pressure mode
of the spheroid.
For MacLaurin spheroids a purely dynamical rotational instability sets in at βdyn ≈ 27.38%, leading
to a transformation of a MacLaurin spheroid into a Riemann ellipsoid with bar-like m = 2 shape.
At lower rotation rates that are still above βsec ≈ 13.75%, MacLaurin spheroids can experience a
secular rotational instability [287–290] under the influence of dissipation-driven angular momentum
redistribution. A MacLaurin spheroid subject to normal fluid viscosity will deform into a rigidly
rotating Jacobi ellipsoid while gravitational radiation reaction (via the Chandrasekhar-Friedman-
Schutz [CFS] instability [289, 290]) can drive the MacLaurin spheroid to assume a differentially-
rotating Dedekind ellipsoid shape [286, 291].
Axisymmetric MacLaurin spheroids do not emit gravitational waves, yet their nonaxisymmetric bar-
deformed counterpart ellipsoids are strong emitters: A top-over spinning massive solid rod (or bar)
emits gravitational waves with dimensionless strain amplitudes h ∝ MR2Ω2/D, where D is the
distance to the observer, M is the mass, R the length, and Ω the angular velocity of the spinning
rod. Note that owing to the π-symmetry of the rod its gravitational wave emission occurs at 2 f , with
f = 2π/Ω [115, 116]. For a bar-deformed cold neutron star, one can make the estimate [242, 270]
h ≈ 3.6× 10−22
(
ǫ
0.2
)(
f
3 kHz
)2(
D
15Mpc
)−1(
M
1.4M⊙
)(
R
10 km
)2
, (2.124)
where ǫ is the ellipticity parameter of the bar and f its rotation frequency. For a 1 M⊙ PNS that
extends out to 30 km and spins with a 2 ms period with ǫ∼0.1, one finds h∼5×10−21 if the PNS is
located at 10 kpc distance from Earth.
Collapsing iron cores (e.g., [204, 267, 268]), accretion-induced collapse (e.g., [292, 293]), centrifugally-
hung iron cores (so-called fizzlers) (e.g., [294–296]), hot early and late postbounce PNS (e.g., [204,
267, 268, 291, 297]), as well as old neutron stars and neutron star remnants of binary neutron star
mergers (e.g., [20, 21, 23–25, 291, 298–311] and references therein) have been proposed as objects that
might be subject to dynamical and/or secular rotational instabilities.
The literature on rotational instabilities in fluid bodies is extensive and cannot be reviewed here in
the necessary detail. I refer the reader to recent reviews on rotational instabilities in compact stars
in [242, 286, 312]. In the following I list only a number of key studies that are dealing directly with
rotational nonaxisymmetric instabilities in stellar iron core collapse and core-collapse supernovae.
Most but not all of the following studies (numerically) considered the gravitational wave emission
by nonaxisymmetric structures and dynamics.
Nonaxisymmetric deformations of collapsing iron cores were first considered quantitatively in the
late 1970s using an ellipsoidal model for nonspherical stellar collapse by Shapiro and collabora-
tors [248–250] and by Detweiler & Lindblom in the early 1980s [252]. In 1984, Ipser & Mangan [298]
employed an ellipsoid model to investigate the gravitational wave emission by nonaxisymmetrically
deformed rotating ellipsoids along the Jacobi sequence [285, 290]. They provided estimates of the
gravitational wave energy emission from such configurations. These early studies were primarily
concerned with the gravitational wave emission of initially present nonaxisymmetric deformations
and did not track the development of nonaxisymmetric rotational instabilities.
In 1995, Lai & Shapiro [297] investigated viscosity and gravitational radiation driven rotational insta-
bilities in nascent neutron stars by means of a compressible ellipsoid model and linear perturbation
theory, and estimated the gravitational wave emission from bar-like deformations.
23The fundamental pressure mode of a self-gravitating fluid body was first studied by Lord Kelvin in 1863.
HISTORICAL OVERVIEW: GW EMISSION IN CORE-COLLAPSE SUPERNOVAE 43
In the context of rapidly rotating iron cores that become rotationally supported at subnuclear den-
sities and whose collapse “fizzles” [11, 313–317], Imamura and collaborators [294–296] considered
dynamical and secular nonaxisymmetric rotational instabilities and found that such fizzlers24 may
become nonaxisymmetrically unstable only at late times and not immediately during or immediately
after rotationally-induced core bounce. In addition, they found that secular instability could occur in
fizzlers at β much lower than the classical threshold value.
The first full 3D Newtonian non-linear hydrodynamics calculations of the bounce and early post-
bounce phase of a rotating iron core were carried out by Rampp, Mu¨ller and Ruffert [267] with a
hybrid polytropic/ideal-fluid EOS. They investigated the growth of nonaxisymmetric structures and
dynamics in the most extreme differentially-rotating polytropic model of Zwerger &Mu¨ller [30] with
a quasi-toroidal density distribution25 and β ∼ 35% at core bounce. They found the growth of nonax-
isymmetric modes with m = {1, 2, 3} character and, depending on the spatial structure of the initial
perturbations, dominant m = 3 or late-time dominant m = 2 structures. Rampp et al. did not find a
significant enhancement of the gravitational wave emission by the nonaxisymmetric structures.
In 2001, Brown [268] carried out 2D collapse and 3D bounce and postbounce calculations in Newto-
nian gravity in many ways similar to those of Rampp et al. [267]. He numerically evolved the same
initial model as Rampp et al. and in addition considered a variety of less differentially rotating initial
models. Brown’s results showed dominant m = 2 bar-mode growth and no substantial growth in
the m = {1, 3, 4}modes. Like Rampp et al., Brown did not find strong gravitational wave emission
associated with the nonaxisymmetric structures and dynamics in his models.
In 2002, Liu [293], in part based on the work of Liu & Lindblom [292], investigated the possibility
of nonaxisymmetric rotational instability in postbounce accretion-induced collapse (AIC) models by
means of differentially rotating equilibrium model sequences and linearized Newtonian hydrody-
namics. Liu found that dynamical bar-mode instability in differentially-rotating AIC remnants may
set in at β ∼25% which accords with estimates for moderately differentially rotating cold neutron
stars (e.g., [300, 302, 304] and references therein).
In 2005, Shibata & Sekiguchi [204] performed 2D GR collapse calculations of differentially rotating
polytropeswith the hybrid polytropic/ideal-fluid EOS andmapped to 3D shortly before core bounce.
They followed core bounce and the early postbounce phase in 3D for models with β near the classical
threshold for dynamical instability. In their models that developed non-negligible nonaxisymmetric
dynamics, the authors found a dominant and fastest growing m = 2 bar-mode component and at
late times a subdominant m = 1 contribution.
In the years between 2000 and 2005, strong evidence for a dynamical rotational instability in differ-
entially rotating neutron stars at β significantly below the classical threshold value was found by
studies of strongly differentially rotating equilibrium compact star models [20, 21, 308, 309, 311]. In
contrast to the classical high-T/|W| instability, this new kind of dynamical instability at low-T/|W|
appears to be related with resonant amplification of azimuthal modes at corotation points where the
pattern speed of the mode coincides with the local angular velocity [19, 23–25].
In 2004, Villain et al. [318] considered the axisymmetric early postbounce evolution of rigidly and
differentially rotating PNS bymeans of sequences of GR stationary equilibrium configurations based
on the postbounce rotational configurations of Dimmelmeier et al. [12]. They employed a realistic
finite-temperature EOS and found that early-postbounce PNS rotation rate is too low for PNSs to be
subject to a classical bar-type dynamical instability, but sufficiently fast (and differentially) rotating
for a secular or low-T/|W| instability. They did, however, not track the 3D evolution and made no
estimates of the gravitational wave emission.
Motivated by the results on low-T/|W| instabilities, Ott et al. [22] performed 3D Newtonian calcu-
lations of the postbounce phase of a moderately-fast stellar core collapse model with postbounce
β∼9% that was adiabatically collapsed in 2D with a finite-temperature nuclear EOS. The 3D calcu-
lations were carried out with a hybrid polytropic/ideal-fluid EOS. They found the unstable growth
of an m = 1 one-armed spiral deformation accompanied by quadrupole components that leads to
copious emission of gravitational waves.
24Note that fizzlers may represent extreme cases of type II dynamics [30]
25I denote stellar models with the maximum rest-mass density located in a ring about the origin as quasi-toroidal.
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2.7.4 PNS Pulsations
PNS/NS can pulsate in a multitude of ways. In relativistic theory, PNS normal26 modes, owing to the
emission of gravitational waves, generally have complex frequencies with the real part specifying the
actual frequency of oscillation and the imaginary part representing the damping (or driving) [179].
Thus, they are called quasi-normal modes and are categorized (e.g., [179, 286, 312]) as follows:
• Polar fluid modes (i.e., modes having even parity) encompass the classical f(undamental)-
modes, p(ressure)-modes and g(ravity)-modes. The unstable nonaxisymmetric rotationalmodes
discussed in the previous section are polar modes.
• Axial/hybrid fluid modes (i.e., modes having odd or mixed parity) including inertial modes
whose restoring force is the Coriolis force [312, 320]. They are degenerate at zero frequency in
nonrotating stars. r(rotation)-modes are a special group of inertial modes that are purely axial
(at least in Newtonian theory) and generically unstable to the CFS instability [286]. Work on
r-modes and their gravitational wave emission in the core-collapse supernova context is briefly
discussed in the next section.
• Polar and axial spacetime modes arew(ave)-modes of curvature analogous to the quasi-normal
modes of black holes (e.g., [179, 286, 321]) that are weakly coupled to matter.
Non-radial pulsations of nonrotating and rotating PNSs or cold neutron stars could be excited in
a number of astrophysical scenarios, including iron core collapse, AIC, hypermassive neutron star
formation in merger events, accretion from binary companion stars, and in neutron star core quakes
owing to phase-transitions in the nuclear EOS (see, e.g., [312, 322, 323]). The observation and analysis
of gravitational waves from neutron star pulsations would lead to an entirely new field of research—
gravitational wave asteroseismology — which, similar to what helioseismology does for solar physics,
would allow (nuclear) astrophysicists to observationally validate models for neutron star internal
structure, EOS, magnetic fields etc. [324].
The early and ground-breaking work on non-radial pulsations of relativistic stars and their grav-
itational wave emission was carried out by Thorne and collaborators in the late 1960s and early
1970s [325–330] and by Detweiler and collaborators [331–333] in the early to mid 1970s. Since these
early contributions an extensive literature on quasi-normal modes of compact stars has developed
and has been thoroughly reviewed by Andersson et al. [324] (1995), Kokkotas & Schmidt [179] (1999)
and with an emphasis on rotating stars, by Stergioulas [312] (2003). In the following, I list key studies
concerned with the polar pulsations of rotating and nonrotating PNSs.
In 1983 Lindblom&Detweiler [334] computed the eigenfrequencies and gravitational wave damping
timescales of quadrupole oscillations of neutron stars with a variety of microphysical, though cold
nuclear EOSs. McDermott et al. [335–337] considered general non-radial pulsations of young finite-
temperature neutron stars / PNSs, including buoyancy-related g-modes.
Beginning in the mid 1990s, Andersson, Kokkotas, and collaborators [324, 338–341] improved upon
the results of Lindblom & Detweiler [334] with more modern techniques and EOSs. Their results
were again updated by Benhar et al. [342] in 2004.
In a series of papers, Ferrari, Pons, and collaborators [343–348] investigated the pulsational spectrum
of hot newborn neutron stars, in part based on perturbative analyses of PNS profiles from detailed,
spherically-symmetric radiation-hydrodynamics calculations.
In 2001, Font et al. [349] performed GR hydrodynamics calculations in the Cowling approximation27
and computed axisymmetric quasi-radial and non-radial modes of rigidly rotating polytropic neu-
tron stars. In 2004, Stergioulas et al. [322] extended this work to differentially rotating stars and con-
sidered the mode spectrum of neutron stars near the mass-shedding limit. Shibata & Sekiguchi [174]
performed fully coupled GR hydrodynamics calculations of the gravitational wave emission from
axisymmetric non-radial pulsations in rotating and nonrotating neutron stars with a polytropic EOS.
26A normal mode in an oscillating system is the frequency at which a deformable structure will oscillate when disturbed.
Normal modes are also known as natural frequencies or resonant frequencies [319].
27In the Cowling approximation the GR field equations are not evolved.
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In 2005, Passamonti et al. [350], based on previous suggestions by Eardley [351], investigated the
excitation of non-radial pulsations via non-linear mode coupling with radial pulsations (e.g., [352–
354]) that could be active in the ring-down phase of nonrotating or slowly rotating PNSs.
In 2006, Dimmelmeier et al. [323] performed an extensive study of axisymmetric pulsations, their
gravitational wave emission, and non-linear mode couplings in rotating compact polytropic stars
via non-linear 2D hydrodynamics calculations in the conformal-flatness approximation of GR.
Recently, evidence for the potential importance of non-radial pulsations of PNSs for the core-collapse
supernova explosion mechanism was found in the 2D Newtonian radiation-hydrodynamics super-
nova simulations of Burrows et al. [26–29]. The calculations show that at late times and when the
SASI has reached its non-linear phase, PNS core g-mode oscillations are excited by accretion down-
streams and postshock turbulence. Burrows et al. furthermore found that the PNS core oscillations
damp via the emission of strong sound waves that are absorbed in the postshock region and by the
stalled shock, and eventually drive the supernova explosion. The gravitational wave emission from
ℓ = 2 components of the core oscillations is discussed in §7.2 of this dissertation.
2.7.5 r-Modes
A nonrotating star has no non-trivial axial modes28. As briefly mentioned above, this situation is
changed by rotation, which leads to the presence of axial inertial modes whose restoring force is the
Coriolis force [286].
In 1998, Andersson [355] found that l = m = 2 r-modes, a subclass of axial modes, are in GR unstable
to growth for all rotation rates via the CFS [289, 290] instability. Friedman & Morsink [356] soon
after confirmed Andersson’s results. This discovery sparked the interest of relativistic astrophysicists
in the r-mode instability and over a period of five years more than 200 articles29 on r-modes were
published. Reviews on the r-mode instability can be found in [242, 312, 357].
The gravitational wave amplitudes, the emitted energy, and amount of angular momentum radi-
ated depend sensitively on the r-mode dimensionless saturation amplitude αmax. If not limited by
viscosity or magnetic fields, early optimistic estimates by Lindblom et al. [358–361] saw the r-mode
amplitude grow to αmax ∼ 1 within ∼10 minutes of core bounce for a millisecond neutron star.
Similar results were found by Stergioulas & Font [362] in 2001.
More recent studies of non-linear mode couplings between the unstable r-mode and higher-order
inertial modes by Arras et al. [363, 364] and non-linear 3D Newtonian hydrodynamics simulations
by Gressman et al. [365] suggest that αmax ≪ 1. If αmax is indeed≪ 1, then the gravitational wave
emission from r-modes in compact stars is likely undetectable.
28Strictly speaking, it can have axial w-modes in GR[286].
29The number is based on the number of articles with “r mode” in their abstract published between 1998 and 2003 as re-
turned by NASA ADS (http://adswww.harvard.edu). The estimate is conservative given that http://scholar.google.com
found 1880 entries for “r modes” and 5280 for “r-mode” on November 10, 2006.
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Chapter 3
GR Core-Collapse Simulations:
Implementation
In this Chapter I give an overview of the numerical methods and tools that I have used in my re-
search. This includes a discussion of the computational framework CACTUS, the mesh-refinement
driver CARPET, the AEI spacetime evolution code, and the general-relativistic hydrodynamics code
WHISKY. In Section 3.6 of this Chapter I detail the features with which I have augmented WHISKY’s
capabilities for performing astrophysical simulations in the core-collapse supernova context. Finally,
I describe various analysis tools including gravitational-wave extraction methods.
Note that all of CACTUS, CARPET, and WHISKY is to be seen as a collaborative effort to which I have
contributed in the course of my dissertation research. This involved technical code development,
including the idea, the first implementation and the first use of progressive mesh refinement in CAR-
PET (see §3.4) which greatly reduced the average runtime needed for a collapse simulation from the
standard fixed mesh-refinement case and for the first time allowed fully self-consistent core collapse
simulations in {3+1} numerical relativity. In addition, I have added code for chemical species advec-
tion in collaboration with I. Hawke, coupled a finite-temperature equation of state to WHISKY and
implemented a simple yet effective deleptonization treatment for the collapse phase of core-collapse
supernovae.
3.1 The Cactus Code
The CACTUS code [366, 367] is an open-source framework for scientific comput-
ing. CACTUS development began in the mid 1990s at the National Center for Su-
percomputing Applications (NCSA) in Urbana-Champaign, Illinois, USA when
researchers in the center’s numerical relativity group around Edward Seidel re-
alized that it would be advantageous to separate scientific (numerical relativity)
code development into framework, infrastructure/driver and physics applicationparts.
In this way, scientists would only have to write physics-related code and could
rely on a well-tested generic infrastructure for parallelization and standard tasks
like input/output. CACTUS 1 was released on April 24, 1997 when Seidel’s group
had moved to the AEI. Development has continued since then at the AEI and,
since 2003, also at the Center for Computation and Technology (CCT) at Louisiana
State University (LSU) in Baton Rouge, Louisiana, USA.
The core of CACTUS, its Flesh, only provides an interface for and the management
of infrastructure/driver and physics modules (Thorns). Infrastructure thorns pro-
vide input/output functionality, manage and apply boundary and symmetry conditions, carry out
numerical time integration, facilitate numerical grid setup, and provide additional high-level fea-
tures such as web-based application control. Driver thorns are of exceptional importance. The driver
controls the overall evolution of a simulation (scheduling of routines/thorns to be called, memory
allocation), parallelization (interprocessor communication, domain decomposition) and mesh refine-
ment. The physics thorns interface through the CACTUS application programming interface (API)
with the driver and infrastructure and other physics thorns.
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Currently, CACTUS is actively used by the numerical relativity community, by fluid-dynamics spe-
cialists and quantum gravity researchers. Specifically for the numerical relativity community, CAC-
TUS includes the CACTUSEINSTEIN [368] arrangements of thorns that provide basic variables and
functionality (e.g., for analysis and curvature–matter coupling) for {3+1} evolutions.
CACTUS is copyrighted by the individual contributing authors and the Flesh is distributed under the
GNU lesser public license (LGPL) [369].
3.2 The Method of Lines
The NOK-BSSN system and the equations of general-relativistic hydrodynamics are discretized via
standard finite-difference/finite-volume methods, but are kept semi-discrete in the sense that on the
physics-module level, the equations are finite differencedonly in space, retaining the continuous time
derivatives. The time integration is then performed in an independent generic step. This procedure
is referred to as theMethod of Lines (MoL) and is equivalent to transforming a set of partial differential
equations (PDEs) into ordinary differential equations (ODEs) in time that then can be integrated with
standard ODE integrators. MoL is a widely used scheme in numerical relativity and fluid dynamics
and has been extensively discussed by Hyman [370–372] and Thornburg [121]. Here I shall only
delineate its most salient features and limit the discussion of MoL to one dimension in space and
time, geared towards numerical hydrodynamics. The generalization to multiple spatial dimensions
is straightforward.
As an example, I consider the simple continuum PDE,
q(x, t),t + f (q(x, t)),x = s(q(x, t)) , (3.1)
where q = q(x, t) is the evolved variable, f = f (q(x, t)) is the flux term, and s(q(x, t)) is a source
term. This could be interpreted as an advection equation for a chemical species with a source/sink
term. In order to transform (3.1) into an ODE, I now perform the spatial discretization. I rewrite the
equations in terms of cell averages located at the cell center of cell i at xi:
q¯i ≡ 1
∆xi
∫ xi+1/2
xi−1/2
q(x) dx , (3.2)
with ∆xi = xi+1/2 − xi−1/2. This is necessary because spatial discontinuities in qi may be present in
which case the spatial derivative of qi becomes undefined. The spatial derivative of the cell average
q¯i, however, remains well defined even if a discontinuity is present. Equation (3.1) now reads
1
∆xi
∫ xi+1/2
xi−1/2
[
q,t + f,x
]
dx = s¯i . (3.3)
By pulling out the partial time derivative, integrating the flux term and moving it to the right-hand
side, the resulting ODE reads
d
dt
q¯i = s¯i − 1
∆xi
[
fi+1/2− fi−1/2
] ≡ L(q¯i). (3.4)
The order of spatial accuracy of this scheme depends on the accuracy to which the source terms s¯i and
the cell-interface fluxes, fi+1/2 and fi−1/2, are determined. If the cell-interface fluxes and the source
terms are obtained with first order accuracy in time then the overall temporal accuracy is determined
by the ODE integrator employed to integrate equation (3.4). The transformation from PDE to ODE
form and the spatial discretization of the ADM and NOK-BSSN system is considerably simpler (see,
e. g., [121]) and is performed with standard second-order or fourth-order finite differencing.
In CACTUS, all right-hand side contributions L(q¯i) are calculated by the physics module (thorn) re-
sponsible for the physical variable qi. Time integration is then performed by the CACTUS thorn
CactusBase/MoL with standard Runge-Kutta or iterative Crank-Nicholson time integrators. The
physics thorn is called at each intermediate step (in multi-level schemes) to provide an updated
L(q¯i).
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3.2.1 ODE Time Integrators implemented in CactusBase/MoL
For completeness and future reference I list the implemented ODE time integrators.
Runge-Kutta Integrators
The first-order accurate Runge-Kutta method (the standard Euler method; matching a first-order
Taylor series expansion) to numerically integrate f from time step n to n+ 1 is given by:
f (0) = f n
f (1) = f (0) + ∆t L( f (0)) (3.5)
f n+1 = f (1) .
Here indices in parentheses indicate intermediate steps / levels. The second-order method (in the
formulation of Shu [373, 374]) is
f (0) = f n
f (1) = f (0) + ∆t L( f (0)) (3.6)
f (2) =
1
2
[
f (0) + f (1) + ∆t L( f (1))
]
f n+1 = f (2) .
The third-order Runge-Kutta reads
f (0) = f n
f (1) = f (0) + ∆t L( f (0))
f (2) =
1
4
[
3 f (0) + f (1) + ∆t L( f (1))
]
(3.7)
f (3) =
1
3
[
f (0) + 2 f (2) + 2∆t L( f (2))
]
f n+1 = f (3) .
And the fourth-order integrator as given in [373, 374] reads
f (0) = f n
f (1) = f (0) +
1
2
∆t L( f (0))
f (2) = f (0) +
1
2
∆t L( f (1))
f (3) = f (0) + ∆t L( f (2)) (3.8)
f (4) =
1
6
[− 2 f (0) + 2 f (1) + 4 f (2) + 2 f (3) + ∆t L( f (3))]
f n+1 = f (4) .
The time step size ∆t has to obey the Courant-Friedrich-Lewy (CFL) stability criterion [375] and is –
in the case of dynamical General Relativity – bounded by the light-crossing time through the grid cell
with smallest physical extent and by the time it takes for gauge information to propagate through
the smallest cell. This may well be shorter than the light-crossing time [120]. In addition, stability
properties of the evolved equations and the discretization scheme chosen impinge on the maximal
time step size and the stability of the chosen ODE integration scheme.
Iterative Crank-Nicholson Integrators
The second class of ODE integrators in CactusBase/MoL are of iterative Crank-Nicholson (ICN) type.
ICN is an explicit version of the standard implicit Crank-Nicholson (CN) scheme [376]. ICN replaces
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the implicit time integration by an iterative procedure, where each iteration is an explicit operation
depending only on previous data. It retains the good stability properties of the implicit CN scheme.
f (0) = f n
f (i) = f (0) +
∆t
2
L( f (i−1)) (3.9)
f (N) = f (0) +
∆t
2
L( f (N−1))
f n+1 = f (N) .
Alcubierre et al. [144] and Teukolsky [377] (see also Leiler & Rezzolla [378]) have shown that N =
3 results in a stable, second-order accurate scheme, given a time step ∆t that obeys the Courant-
Friedrich-Lewy (CFL) stability criterion [375].
Total-Variation Diminishing Property
An important property of any numerical integration scheme to be used with nonlinear systems is
its ability to preserve monotonicity, that is, to not introduce artificial high-frequency oscillations into
the solution. A way of measuring the amount of numerical oscillations introduced by a numerical
scheme is to consider the total variation for a discretized function f n at time step n [151, 152]:
TV( f n) ≡ ∑
i
| f ni − f ni−1| , (3.10)
where i is the cell index. A scheme is total-variation diminishing (TVD) if
TV( f n+1) ≤ TV( f n) ∀n . (3.11)
Harten [379] (see also the discussion in Toro [151]) has demonstrated that any scheme that is TVD is
also monotonicity preserving.
The first (Euler), second and third-order Runge-Kutta schemes are TVD, while the fourth-order is
not [380]. Since ICN is constructed as a sequence of simple Euler steps, it is TVD. In the high-
resolution shock-capturing approach to numerical fluid dynamics, the TVD nature of cell-interface
reconstruction schemes is of ultimate importance. More details are discussed in §3.5.1.
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3.3 The BSSN MoL Spacetime Evolution Code
BSSN MOL evolves the {3+1} Einstein equations in the NOK-BSSN [104, 140, 141] formulation with
the Method of Lines (MoL) time discretization scheme which I have discussed in § 3.2 of this disser-
tation. The spatial discretization is performed via standard centered second- or fourth-order accurate
finite differences. BSSN MOL is a CACTUS thorn and was developed and is maintained at the AEI.
The original code was written by Miguel Alcubierre and Gabrielle Allen. Code details, tests and
analyses were published in Alcubierre et al. (2000) [144]. Ian Hawke has converted the code to use
MoL and Denis Pollney added fourth-order accurate finite differencing.
My original contribution to the BSSN MOL code is the implementation of a hyperbolic coordinate
shift condition approximating the well-known elliptic minimal distortion condition of Smarr and
York [381]. My implementation is similar to the shift condition proposed by Shibata [381].
In the following, I will briefly introduce the NOK-BSSN evolution system as implemented in the
BSSN MOL code. I will also present an overview of the gauge and boundary conditions used in this
dissertation.
3.3.1 The NOK-BSSN Evolution System
As alreadymentioned in §2.4.3, the ADM equations have undesirable stability properties that render
long-term stable numerical evolutions nearly impossible, and the numerical relativity community
has invested great effort into finding better formulations of Einstein’s equations for numerical rela-
tivity. One evolution system which is empirically found to behave relatively stable is NOK-BSSN1
(Nakamura-Oohara-Kojima – Baumgarte-Shapiro-Shibata-Nakamura) [104, 140, 141].
NOK-BSSN makes use of a conformal decomposition (see §2.4.4 for a similar conformal-type de-
composition that is, however, primarily used for initial data generation) of the ADM 3-metric and
the trace-free part of the extrinsic curvature 3-tensor. I now follow the discussion in Alcubierre et
al. [144]. The conformal 3-metric γ˜ij is related to the 3-metric via
γ˜ij ≡ e−4φγij , (3.12)
with the conformal factor fixed by
Ψ4 ≡ e4φ = det(γij)
1
3 = γ
1
3 , (3.13)
yielding det(γ˜ij) = 1. The trace-free part of the extrinsic curvature Kij, defined by
Aij ≡ Kij − 13γijK , (3.14)
where K = Kii , is also conformally decomposed:
A˜ij ≡ e−4φAij . (3.15)
The evolved variables of NOK-BSSN are [144]
φ = lnΨ =
1
12
lnγ , (3.16)
K = Kii = γ
ijKij , (3.17)
γ˜ij = e
−4φγij , (3.18)
A˜ij = e
−4φAij . (3.19)
1Note that I choose to call NOK-BSSN what is in the literature widely known as BSSN. I do this in honor of the original
proposition of a conformal-traceless recast of the ADM equations by Nakamura-Oohara-Kojima [104].
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In terms of these variables, the ADM equations (2.28) and (2.29) are split into(
∂
∂t
−Lβ
)
γ˜ij = −2αA˜ij (3.20)(
∂
∂t
−Lβ
)
φ = −1
6
αK (3.21)(
∂
∂t
−Lβ
)
K = −γij∇˜i∇˜iα+ α
(
A˜ijA˜
ij +
1
3
K2 +
1
2
(ρADM + S)
)
(3.22)(
∂
∂t
−Lβ
)
A˜ij = e−4φ[−∇˜i∇˜jα+ α(Rij − Sij)]TF + α(KA˜ij − 2A˜il A˜lj) , (3.23)
where the evolution equation for the trace of the extrinsic curvature (3.22) is obtained via using the
Hamiltonian constraint to eliminate the Ricci scalar R [144] and TF denotes the trace-free part of
the term in brackets. Note that I am here not using the short notation for covariant derivatives and
instead denote covariant derivatives with respect to the conformal 3-metric γ˜ij by ∇˜i. As shown in
[140, 141], it is desirable to rewrite equation (3.23) using the conformally decomposed Ricci tensor,
Rij = R˜ij + R
φ
ij , (3.24)
where the term involving the logarithm of the conformal factor (φ = lnΨ) is given by the computa-
tion of the derivatives of φ:
R
φ
ij = −2∇˜i∇˜jφ− 2γ˜ij∇˜l∇˜lφ+ 4∇˜iφ ∇˜jφ− 4γ˜ij∇˜lφ ∇˜lφ . (3.25)
The conformal part R˜ij is computed in the standard way from the conformal 3-metric. To simplify
notation, it is convenient to define conformal connection functions [141] by contracting the 3-Christoffel
symbols via the conformal 3-metric2:
Γ˜i ≡ γ˜jk Γ˜ijk = −γ˜ij,j . (3.26)
Here the latter equality only holds if the determinant of the conformal 3-metric γ˜ is actually unity
(which holds analytically, but possibly not numerically). The conformal Ricci tensor then reads:
R˜ij = −12 γ˜
lmγ˜ij,lm + γ˜k(i∂j)Γ˜
k + Γ˜kΓ˜(ij)k + γ˜
lm
(
2Γ˜kl(iΓ˜j)km + Γ˜
k
imΓ˜kl j
)
. (3.27)
Alcubierre et al. [144] found it advantageous for numerical stability to time-evolve the Γ˜i as indepen-
dent variables. An evolution equation is straightforwardly obtained from definition (3.26) and the
evolution equation for the conformal 3-metric (3.20), and writing out the Lie-derivative terms:
∂
∂t
Γ˜i = − ∂
∂x j
(
2αA˜ij − 2γ˜m(jβi),m + 23 γ˜
ijβl,l + β
lγ˜
ij
,l
)
. (3.28)
However, as demonstrated by Alcubierre et al. [144] it is crucial for stability to eliminate the diver-
gence of A˜ij by means of the momentum constraint. Alcubierre et al. [144] then obtain (as imple-
mented in BSSN MOL)
∂
∂t
Γ˜i = −2A˜ijα,j + 2α
(
Γ˜ijk A˜
kj − 2
3
γ˜ijK,j − γ˜ijSj + 6A˜ijφ,j
)
− ∂
∂x j
(
βlγ˜
ij
,l − 2γ˜m(jβ
i)
,m +
2
3
γ˜ijβl, l
)
. (3.29)
To summarize: NOK-BSSN rewrites the ADM variables and evolves the set {φ,K, γ˜i j, A˜ij, Γ˜i} of inde-
pendent variables with a first-order-in-time, second-order-in-space evolution system. NOK-BSSN’s
greater stability has been determined empirically (see, e.g., [144]). Note, however, that, leaving
the stability issue aside, for the same numerical accuracy (measured in terms of constraint devia-
tion), NOK-BSSN requires finer numerical grid resolution than ADM [144]. A detailed analysis of
the system’s hyperbolicity and stability properties is very involved and has only recently been ap-
proached [143, 383].
2Note that the Γ˜i – like the Christoffel symbols – are not tensors and have a rather complicated transformation behavior, a
derivation of which can be found in Thornburg[382].
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3.3.2 Gauge Conditions
BSSN MOL and WHISKY have been designed to handle arbitrary choices of lapse and shift. Given
the knowledge of the covariance of the continuum Einstein equations, a naive first choice is setting
α = 1 (geodesic slicing) and βi = 0 for all times. Again, at first glance and in the limit of infinite
spatial and temporal resolution, there is no whatsoever problem related to this choice3. Now, in any
realistic setting, resolution will be finite and the coordinates must be chosen in such a way that the
physical problem in question (stellar core collapse) can be solved numerically, given the chosen for-
mulation of the equations and discretization methods. In direct consequence of GR’s covariance, it
is very difficult (if not impossible) to predict mathematically what set of coordinates is most appro-
priate for a given physical problem. The answer is left to empirical investigation and, importantly,
physical intuition.
In binary black hole merger simulations, for example, numerical relativists try to exploit symmetries
of the system: only one black hole is evolved on an octant of a cubical spacetime volume. In addition,
a co-rotating coordinate system is chosen via an appropriate shift condition. A similar choice of
shift could be adopted for a rigidly rotating neutron star4. For a differentially rotating neutron star
or, more extreme, for a collapsing (rotating / nonrotating) star, simple symmetry-based coordinate
choices become impossible and must be replaced by more involved choices of lapse function and
shift.
Slicing Conditions
The above mentioned simplest possible lapse function, geodesic slicing, creates a “synchronous” ref-
erence systemwith time advancing at the same rate everywhere. Eulerian observers are freely falling
and for βi = 0 coordinate and Eulerian observers coincide. However, geodesic slicing is a particu-
larly poor choice for most numerical simulations. In a numerical black hole spacetime, for example,
every coordinate observer will fall into the singularity in a finite time, leading to the focussing of
geodesics and the inevitable break down of the numerical simulation (for a more detailed discussion
see, e.g., [120] and B. Reimann’s dissertation [384]). Even in the – when compared to a black hole –
mildly relativistic collapse of a stellar iron core to a neutron star, geodesic slicing leads to numerical
instabilities at early times (see the code test Sections in Chapter 4) and is hence not an appropriate
choice.
To avoid the pathologies associated with geodesic slicing, so-called singularity avoiding slicings have
been introduced. The prime example for singularity avoiding slicings is themaximal slicing condition
3A detailed analysis [384], however, shows that even in the analytic limit, geodesic slicing can lead to gauge pathologies.
4Note that such a choice, since based on a global coordinate-frame assumption, does not take into account frame dragging
by the rotating compact object(s) and thus typically does not allow long-term stable evolutions.
Figure 3.1: Schematic diagram of singularity avoiding slicings. As the evolution progresses from t = 0 to
t = 150 the lapse function α “collapses” at the center of the collapsing star, slowing down the evolution (as seen
from an asymptotic observer). However, the large gradients in the lapse may lead to numerical problems (slice
stretching). Figure taken from [385].
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which leads to an elliptic condition for the lapse function, fixing the trace of the extrinsic curvature to
K = 0 and K,t = 0. Singularity avoiding slicings “slow down” evolution close to strongly gravitating
objects while allowing the exterior evolution to continue practically unhindered. However, as shown
in figure 3.1, singularity avoiding slicings also lead to large gradients in the lapse function. This effect
is frequently referred to as slice stretching. Slice stretching due to singularity avoiding slicing may be
a major problem in numerical simulations of black hole spacetimes [384].
For the generalized maximal slicing condition K = const., the K-freezing condition, Alcubierre et
al. [144] and Baumgarte & Shapiro [120] give the following elliptic equation for the lapse:
∆α = βiK,i + α
(
KijK
ij + 4π(ρADM + S)
)
(3.30)
with ∆ being the Laplacian operator for the ADM 3-metric γij. For K = 0 maximal slicing is re-
covered. The numerical solution of the elliptic equation (3.30) is computationally very expensive
and, for 3D numerical simulations, one typically resorts to hyperbolic variants of maximal slicing.
Implemented in BSSN MOL is the hyperbolic K-driver condition:
∂tα = −α2 f (α)(K− K0) , (3.31)
where f (α) is an arbitrary function of the lapse and K0 = K(t = 0). With the choice
f (α) =
2
α
(3.32)
one obtains the standard singularity avoiding 1+ log slicing5 [139, 386] which I use in the simulations
presented in this thesis. Another frequently used choice is f (α) = 1 which is known as harmonic
slicing and is only marginally singularity avoiding. This means that a singularity will be reached at
infinite coordinate time in the continuum limit [387].
Shift Conditions
For most astrophysically interesting problems (e.g. collapse scenarios, [differentially] rotating stars,
inspiralling compact objects) it is impossible to prescribe the change of coordinates for a numerical
simulation from one spacelike hypersurface to the next based on global coordinate-frame assump-
tions. Naive choices of the coordinate shift vector βi, for example, βi = 0, quickly lead to numerical
instabilities. As an example why this is the case, consider a rotating compact object (e.g. a rotating
neutron star or a Kerr black hole) which “drags” spacetime in a swirl-like fashion (see, e.g., [116])
with it. Because of this, the physical grid cells in a numerical simulation become distorted (stretched
and bent). Eventually, the distortion will become too large to be handled accurately by the numerical
evolution scheme and the evolution will go unstable. Exactly when this happens depends, of course,
on the quality of the discretization, the properties of the evolution equations and the physical model
parameters. For long-term stable evolutions it is necessary to use a local prescription of the coordi-
nate shift that adjusts the coordinates in such a way that the numerical evolution remains accurate
and stable.
A geometrically motivated local choice for the shift vector is minimal distortion proposed by Smarr
and York [188]. They define the distortion tensor Σij by
Σij =
1
2
γ
1
3 γ˜ij , t . (3.33)
The distortion tensor quantifies the change in shape of a test volume dragged along from hypersur-
face Σt to Σt+dt. Via minimizing the shear stretching energy given by S =
1
2
∫
Σt
ΣijΣ
ij√γd3x, Smarr
and York obtain the minimal distortion condition,
Σ
ij
; i = 0 , (3.34)
5The name 1 + log stems from the integrated form of the slicing condition given by α = h(xi) + ln(γ), where h(xi) is a
time-independent function and γ is the determinant of the 3-metric. [122, 139]
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which yields a set of coupled elliptic equations for βi which are computationally very demanding to
solve. Minimal distortion can also be viewed as adjusting the coordinates in such a way as to min-
imize the purely coordinate-dependent changes of the 3-metric γij [120]. Interestingly, the original
minimal distortion condition was not very successful in numerical black hole simulations [388].
In the NOK-BSSN context, the elliptic Gamma-freezing condition, Γ˜i, t = 0, is closely related to min-
imal distortion [389]. For consistency, frequent computations of the shift vector are necessary and
should – preferably – be carried out for every time step. Since elliptic equations are computation-
ally very demanding – especially in 3D simulations relying on domain decomposition – non-elliptic
approximations to minimal distortion have been derived. The Gamma-driver shift conditions intro-
duced by Alcubierre et al. [389] and implemented in BSSN MOL, for example, used the Γ˜i evolution
equations (3.29) to derive a shift evolution that “drives” the Γ˜i to a constant, approximating Gamma
freezing. The hyperbolic Gamma-driver shift reads
∂2
∂t2
βi = F Γ˜i, t − ηβi, t , (3.35)
where F and η are arbitrary positive functions of space and time. F is usually chosen to be (3/4) α
in order to have the longitudinal part of the shift propagate with the speed of light [389]. −ηβi, t is
a dissipation term introduced by Alcubierre et al. [389] to avoid strong oscillations of the shift. It
should be set to ∼ 1/τD, τD being a characteristic dynamical time scale of the system.
Recently, Shibata [381] has introduced the dynamical first-order-in-time hyperbolic shift condition
βi, t = γ˜
il(Fl + ∆tFl , t) (3.36)
where Fl = δ
jkγ˜ik , j are his equivalents to the Γ˜
i used in BSSN MOL. I have implemented
βi, t = (Γ˜
i + ∆t Γ˜i, t) , (3.37)
which is equivalent to the above up to derivatives of the conformal 3-metric. Similarly to Shibata,
I find that the shift condition specified by equations (3.37) and (3.36) lead to excellent code stability
in my core collapse simulations. For a series of test simulations with different shift conditions see
section 4.3.3 in this dissertation.
3.3.3 Boundary Conditions
In the {3+1} simulations discussed in this thesis, the computational domain covers only a finite re-
gion of the spatial 3-hypersurfaces and hence only a finite volume of spacetime. Hence, it is necessary
to specify boundary conditions. Ideally, the boundary conditions should satisfy the constraint equa-
tions and allow gravitational waves coming from any direction to leave the grid without reflections.
In the case of ADM/NOK-BSSN finding appropriate boundary conditions is highly non-trivial, in
particular, because some of the evolved variables are tensors, some are tensor densities and the Γ˜i
have their own special transformation behavior.
In BSSN MOL the boundary conditions for the NOK-BSSN Einstein field variables are treated in
a simplistic fashion by assuming the Sommerfeld outgoing-radiation boundary condition imple-
mented by Alcubierre et al. [122, 389]:
f = f0 +
u(r− vt)
r
. (3.38)
Here f is the boundary value of the considered field variable, f0 is its asymptotic value and v is the
wave speed. For most field variables f0 = 0 and v = 1 are chosen to approximate the Minkowski
values. For the lapse and the diagonal 3-metric components f0 = 1 is used. For α, φ = lnΨ and K the
wave speed v =
√
2 is used since they travel at the gauge speed set by the 1+ log slicing [389]. The
boundary condition (3.38) is constraint violating and a wave of constraint violation emerges from
the outer boundary and propagates through the grid. This is a major concern in black hole simula-
tions, especially in binary merger simulations with ad-hoc shift for co-rotating coordinates [122]. In
the stellar core collapse problem the grid boundaries prove unproblematic since they are located at
∼3000 km distance from the grid center. That distance corresponds to ∼100 times the radius of the
formed protoneutron star, hence, the grid boundaries are sufficiently far away from the strong-field
region for the spacetime to be close to Minkowski.
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3.3.4 Artificial Dissipation
Due to the nonlinearity of the ADM /NOK-BSSN equations (as for any set of nonlinear PDEs), artifi-
cial high-frequency noise enters the solution in any second or higher-order standard finite difference
scheme and may, in the presence of large gradients or shocks, drive the system to instability6. In ad-
dition, in the presence of discontinuities in the matter variables, the curvature-matter coupling leads
to discontinuities in the second spatial derivatives of the curvature variables ([390] and see, e.g.,
equation (2.52) in §2.4.4). Since the coupling occurs on the level of the second spatial derivatives, the
3-metric itself remains differentiable even in the presence of hydrodynamic shocks and essentially
smooth for the strength of shocks encountered in the core-collapse supernova problem. Hence, it
is sufficient and accurate to use a small amount of artificial dissipation to suppress high-frequency
modes in the numerical evolution (see, e.g., [391, 392]).
In my simulations I use the Kreiss-Oliger [392] fourth-order dissipation operator Q4, defined for
evenly spaced grids by
Q4 = ǫh3D4 , (3.39)
where h is the grid spacing, ǫ is a small constant which I typically chose to be 0.2 and D4 is the
symmetric fourth-order difference operator given by
D4unj ≡
1
16
unj+2 − 4unj+1 + 6unj − 4unj−1 + unj−2
h4
. (3.40)
Here unj is the discretized quantity at time level n and at grid point j. Due to the h
3 factor, Q4
is third-order convergent. Hence, it reduces the numerical convergence of the fourth-order vari-
ant of BSSN MOL to third order, but does not affect the convergence behavior of the second-order
BSSN MOL.
Dissipation is added as an additional right-hand side update term in the MoL time integration ac-
cording to
u,t = u,t −Q4u . (3.41)
6A first-order accurate finite-difference approximation acts similarly to a low-pass filter in this context; higher-order meth-
ods allow higher-frequency spatial modes to enter the solution, some of which are unphysical and may grow without bounds.
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3.4 Mesh Refinement and the Carpet Code
Stellar core-collapse is a problem of multiple length scales. A typical stellar iron core has a mass of
>∼ 1.5M⊙ and extends out to ∼1500 – 2000 km. It has a precollapse central density of a few times 109
– 1× 1010 g cm−3. During collapse, the innermost part of the iron core (roughly ∼ 0.7M⊙) contracts
to a radius of ∼15 – 20 km and reaches densities on the order of 1013 – 1014 g cm−3. Based on the
experience gained over many decades of core-collapse simulations (see also the resolution study
tests in Section 4.3 of this dissertation), a central computational cell size of not greater than ∼500 m
is required to adequately cover the final collapse phase (the plunge) and core bounce during which
velocities of up to 20% of the speed of light and extremely large accelerations are encountered. In
addition, the formed protoneutron star must be covered with a sufficient number of grid cells (>∼ 20)
to allow for its stable evolution on the numerical grid (also: mesh).
A Cartesian coordinate grid that is equally spaced with ∼ 500 m cell size (on a side) and that extends
out to 2000 km would have to be composed of (4000)3 cells – a grid size that would fit only into the
main memory of today’s biggest supercomputers. Performing a simulation with such a grid would
also require an outrageous amount of CPU hours on today’s fastest supercomputers. It would be
impossible to complete even a single simulation run within a 3-year dissertation period.
One approach to evade this problem is to use spherical-polar coordinate grids with non-equidistant
radial cell sizes7, providing high resolution in the central region of the mesh where it is needed most
and putting fewer cells at large radii, where densities, velocities and accelerations are small. Such
a non-equidistant zoning may be seen as an example of fixed mesh refinement (FMR): optimizing the
distribution of grid cells based on an a priori knowledge of how much resolution and where the
resolution is required. For {3+1} numerical relativity, spherical coordinates are suboptimal, since
their coordinate singularity on the z-axis requires special treatment (see, e.g., [393]). Hence, one – as
in this work – resorts to Cartesian meshes that do not contain coordinate singularities, but for which
even fixed mesh refinement poses a considerable technical challenge.
In contrast to fixed mesh refinement, adaptive mesh refinement (AMR) does not rely on prior knowl-
edge of where in the computational domain what resolution is needed, but refines the mesh in re-
sponse to some criterion such as the local finite-difference truncation error (see, e.g., [394–396] and
references therein). AMR provides, ideally, a very high degree of computational efficiency for a given
problem: resolution is added and removed where suitable, leading to the optimal number of numer-
ical cells at any point during a simulation. However, if the truncation error criterion is not chosen
with great care (the criterion may have to be modified dynamically during the course of a simula-
tion), AMR can lead to large computational overhead (refining where no refinement is needed) or
large numerical errors (not refining where refinement is needed).
In the stellar core-collapse problem, the resolution requirements are known beforehand, but the full
resolution is not needed until the plunge phase of collapse. Hence, I have – in collaboration with
Burkhard Zink, Ian Hawke, and Erik Schnetter – introduced the concept of progressive mesh refinement
(PMR). In PMR, the mesh hierarchy (the mesh resolutions, positions and nesting of refined meshes)
is predefined, but the simulation is started only with the resolution needed for the initial phase
of collapse. Additional levels of refinement are activated when a simple, empirically determined
criterion is met; for example, when certain threshold values of the maximum rest-mass density on
the grid are reached. The PMR method, which has also been used in the context of neutron-star
collapse to black holes by Baiotti et al. [163], provides high computational efficiency to the stellar-core
collapse problem in {3+1} numerical relativity in Cartesian coordinates while maintaining numerical
accuracy and numerical convergence.
CARPET
CARPET [391, 397] is a mesh refinement driver thorn for Cactus written mainly in C++. CARPET uses
the Berger-Oliger approach [394] to mesh refinement, where the computational domain as well as all
refined subdomains consist of a set of rectangular grids. The grid points are located on a Cartesian
7Note that applying non-equidistant radial cell sizes to a Cartesian mesh leads to distorted cells for which standard finite-
difference / finite-volume methods are not applicable.
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Figure 3.2: Two-dimensional exemplary box-in-box refinement hierarchy with three refinement levels, each
having only one component. For a typical model simulation, I use 9 refinement levels with one component each
and each comprising 643 grid points. This figure has been adapted from [391].
grid and the grid boundaries are aligned with the grid lines. CARPET currently only supports vertex-
centered refinement, that is, coarse-grid points coincide with fine-grid points. The concept of a grid
point is somewhat confusing in this context. For WHISKY, grid points mark computational cell centers,
while CARPET assumes grid points to lie on cell vertices. This discrepancy does not cause problems
in the interior of refined regions, but leads to small errors at the refinement boundaries which bisect
WHISKY’s cells located there.
Following [391], I introduce refinement levels Lk that encompass one or multiple grid component(s) Ckj
with a grid spacing (in one dimension) ∆k. The grid spacings are related by ∆k = ∆k−1/Nrefine. In
this dissertation I use exclusively a refinement factor Nrefine = 2. In the setup that I use, the base level
(the basegrid) L0 covers the entire domain with the coarse grid spacing ∆0 and a single component.
The refined grids have to be properly nested: Any Ckj must be completely contained within the com-
ponents of the next coarser refinement level Lk−1. For the stellar core-collapse problem considered
here, I choose a simple fiducial box-in-box-like refinement hierarchy in which I nest consecutively
more refined grids, each refined grid being centered in the next coarser grid and encompassing 1/8
of the latter’s coordinate volume8. In this simple and effective setup there is no need for more than
one component per refinement level. Figure 3.2 depicts an example refinement hierarchy with three
refinement levels.
CARPET’s time evolution scheme follows that of the original Berger-Oliger AMR scheme [394], in
which one evolves coarse grid data forward in time before any time evolution on finer grids. The
evolved coarse grid data can then be used to provide boundary conditions for the evolution of data
on the finer grids via prolongation, that is, interpolation of coarse grid data into boundary zones of
the fine grids in space and time9. For hyperbolic systems of equations, where the timestep is limited
8The refinement hierarchy slightly varies from simulation to simulation. Grid setup details can be found in Appendix E
9Typically, one uses third-order Lagrangian interpolation in space and second-order Lagrangian interpolation in time for
spacetime variables and second-order ENO interpolation in space and time for all hydrodynamic variables to minimize nu-
merical oscillations introduced by interpolation.
t
Figure 3.3: {1 + 1} dimensional display of the prolongation scheme for a two-grid refinement hierarchy. The
large circles represent coarse grid data, and smaller filled circles represent data on the fine grid. The arrows
indicate interpolation of coarse grid data in space and time. Note that this figure only provides a schematic
picture and does not show the actual interpolation stencil used. This figure has been reproduced from [391]
with kind permission of the authors.
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Figure 3.4: Similar schematic view in {1 + 1} dimensions as in figure 3.3, but depicting the time evolution
scheme. The algorithm proceeds in the following order: (1) Coarse grid timestep, (2) and (3) fine grid timesteps,
(4) restriction from fine grid onto coarse grid. Since the fine grid is always nested inside a coarse grid, there are
also coarse grid points (not shown) spanning the fine grid region at locations of “every other” fine grid point.
The data at these coarse grid points are restricted (copied directly) from the fine grid data after steps (2) and (3).
This figure is reproduced from [391] with kind permission of the authors.
by the CFL criterion [375], a refinement by a factor of Nrefine requires timestep sizes that are smaller
by a factor Nrefine, hence Nrefine fine grid timesteps on level k + 1 are necessary for each timestep on
level k. After the fine-grid evolution, the fine grid data are restricted onto the coarse grid via a simple
copy operation.
For time evolution schemes that consist only of a single step (like the standard first-order Euler
scheme), the fine grid boundaries need only be updated once via prolongation. Higher-order inte-
grators, such as Runge-Kutta or iterative Crank-Nicholson (see section 3.2.1), aremulti-step schemes,
and require consistent fine grid boundary conditions at each intermediate step. CARPET realizes this
not by performing prolongation at each intermediate integration step, but, instead, by using a larger
fine grid boundary, a so-called buffer region, as extensively discussed in [391]10.
With the above discussed subcycling of fine grids and Nrefine = 2, each coarsest grid timestep in-
volves 2n − 1 individual grid evolutions with n being the total number of present refinement levels
(not considering time-integrator substeps). If the entire refinement hierarchy is evolved with the
finest grid timestep then time interpolation and buffer regions become unnecessary. However, with-
out subcycling of fine levels, the number of individual grid evolutions is given by n2n−1. For n = 9,
subcycling in time is computationally less demanding by a factor of 4 (minus the fraction of compu-
tational time spent in time interpolation) and not using subcycling should only be considered when
computer memory limitations make the use of buffer regions impossible.
Parallelization
CARPET follows the domain-decomposition paradigm of parallelization and employs the message-
passing interface (MPI) [398–400] for interprocessor communications. The box-in-box refinement
hierarchies employed in this work are distributed onto l CPUs by dividing each refinement level into
l chunks (in CARPET terminology, these are also referred to as components) of approximately equal
number of grid points.
For a fixed load per CPU, CARPET scales to approximately 64 CPUs before the time spent in inter-
processor communication becomes significant. More details and performance measurements can be
found on the CACTUS benchmark page [401].
To conclude my discussion of CARPET, I point out that the fixed/progressive mesh refinement ap-
proach to stellar core collapse currently implemented with CARPET leads to excellent results for the
collapse phase during which the flow is smooth11. However, as the hydrodynamic bounce shock
is formed, propagates outwards and crosses mesh refinement boundaries, the quality of the results
obtained with CARPET is reduced. This is because:
(1) The sudden jump in grid resolution leads to reflections of the strong shock that propagate
back inwards and are sometimes referred to as grid scattering effects. Even though they con-
10The number of buffer cells in one direction for a three-step time integrator is three times the number of ghost cells in that
direction. For a GR hydrodynamic simulation with HRSC and third-order reconstruction, the buffer region encompasses 9
cells in one direction.
11See §5.2.3 where CACTUS/CARPET/WHISKY is compared to the COCONUT code in spherical symmetry.
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verge away with increasing resolution, some reflections will always be created at finite resolu-
tions [402].
(2) As mentioned above, CARPET provides vertex-centered mesh refinement, while WHISKY em-
ploys a cell-centered finite-volume scheme. This leads to errors and loss of conservation to ma-
chine accuracy in the hydrodynamics scheme at mesh refinement boundaries. When a shock
passes a mesh refinement boundary the errors can become large. As in (1), this problem should
converge away with increased resolution.
(3) The numerical fluxes computed on the coarse and on the fine level at a refinement boundary do
not necessarily agree. This is related to but independent of (2). To guarantee conservation and
monotonicity, so-called refluxingmust be carried out to find the correct fluxes for the cell inter-
faces next to the refinement boundary [394, 402]. This is currently not implemented in CARPET
and would be technically very difficult to realize because of the vertex/cell-centered clash be-
tween CARPET and WHISKY. Flux errors are systematic and are not expected to converge away
with increased resolution.
(1) – (3) lead to the excitation of spurious high-frequency oscillations in the hydrodynamics quantities
that develop when the bounce shock passes through a mesh refinement boundary and damp only
slowly. Obvious examples of this can be found in §5.2.3 and in the results of the relativistic shock
tube test calculations with mesh refinement presented in §4.1. In general, it would be best to employ
fully adaptive mesh refinement at postbounce times to ensure that the finest grid covers the shock at
all times. This must be left to future work.
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3.5 The WHISKY Code: General-Relativistic Hydrodynamics
The core of the WHISKY code was primarily developed between the years 2001 and 2003 within
the European Union Research Training Network on Sources of Gravitational Waves [403]. Some of
its components were previously part of the MAHC/GRASTRO GR hydrodynamics code [146, 158].
WHISKY is being used in a growing number of studies [25, 123, 163, 202, 404–406].
WHISKY implements the equations of GR hydrodynamics introduced in Section 2.5 with high res-
olution shock capturing methods (e.g., [151, 152]) in the Method of Lines (MoL) context (see §3.2).
My original contribution to WHISKY is the advection of scalar compositional tracer variables and the
implementation of a very efficient variant of the HLLE [407] approximate Riemann solver proposed
by Kurganov & Tadmor [408, 409]. In addition, I have for the first time coupled a finite-temperature
nuclear equation of state to WHISKY.
In the following, I describe how WHISKY works and give details on its various components. My de-
scription is based primarily on the WHISKY Thorn Guide [410] and on Luca Baiotti’s dissertation [123],
yet I omit the discussion of spacetime/hydrodynamics singularity excision within WHISKY since it
is not relevant here. A discussion can be found in [406].
It is important to stress that WHISKY uses densitized conserved variables:
Dˆ =
√
γD =
√
γρW ,
Sˆi =
√
γS =
√
γρhW2vi ,
τˆ =
√
γτ =
√
γ(ρhW2 − P)− Dˆ ,
(3.42)
where γ is the determinant of the 3-metric. This is consistent with WHISKY’s predecessor MAHC/-
GRASTRO and simplifies the set of GR hydrodynamics equations (2.66) slightly while yielding di-
rectly the integral conservation law from the continuity equation (and vice versa!)12
( ∫
Dˆ d3x
)
, t
= 0 . (3.43)
Because of non-zero curvature source terms, Sˆi and τˆ do not obey such a conservation law.
In order to solve the equations of GR hydrodynamics in 3D and Cartesian coordinates, WHISKY
makes use of dimensional splitting in which the solution of the 3D problem is approximated by the
solution of a sequence of three 1D problems in the x, y, and z directions (see, e.g., [152]). WHISKY
is semidiscrete in the sense that it only evaluates the spatial terms in the system (2.66) and relies on
MoL for the simultaneous time integration with the spacetime curvature equations. In particular, the
entire system of GR hydrodynamics is rewritten in a way analogous to equation (3.4) in §3.2. With
MoL, the general 3D flux-conservative PDE,
q,t + f
(a)(q), a = s(q) , (3.44)
is transformed to the ODE for cell averages q¯ijk defined at cell centers (xi, yj, zk),
d
dt
q¯ijk = L(q¯ijk) , (3.45)
where WHISKY evaluates the right-hand side according to
L(q¯ijk) = s(q¯ijk)
− 1
∆x
(
f(x)(q(xi+1/2, yj, zk))− f(x)(q(xi−1/2, yj, zk))
)
− 1
∆y
(
f(y)(q(xi, yj+1/2, zk))− f(y)(q(xi, yj−1/2, zk))
)
− 1
∆z
(
f(z)(q(xi, yj, zk+1/2))− f(z)(q(xi, yj, zk−1/2))
)
. (3.46)
12Note that the conservation law holds only if the system under consideration is isolated.
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In WHISKY, the cell averages q¯ijk are approximated to second-order accuracy in space by the mid-
point rule. That is, in 1D,
q¯i =
1
∆xi
∫ xi+1/2
xi−1/2
q(x) dx = (∆xi) q
(
xi+1/2 + xi−1/2
2
)
+O(∆x2i ) ≈ q(xi) . (3.47)
The evaluation of equations (3.46) splits into the following two parts:
(1) Calculation of the source terms s(q¯ijk). Derivatives of the curvature variables are approxi-
mated with fourth-order or second-order central finite differences depending on the finite-
differencing order used in the curvature evolution thorn.
(2) In each coordinate direction a ∈ {x, y, z} calculation of the intercell fluxes f(a) at the cell in-
terfaces. This requires two steps and, for conciseness, I consider here only the x direction; the
procedures for y and z directions are identical:
(a) Reconstruction of the data at the cell interfaces. Based on the known cell averages q¯ijk,
the data at the cell boundaries (qi+1/2,j,k) and (qi−1/2,j,k) can in smooth parts of the flow
be reconstructed to any required accuracy in space. In the vicinity of shocks the accu-
racy is dropped to first order to avoid spurious oscillations. I introduce the following
nomenclature: qL = (qi+1/2,j,k), qR = (qi+1−1/2,j,k), q+ = (qi+1/2,j,k), q− = (qi−1/2,j,k).
Constructing the flux f(x) at the cell interfaces from the reconstructed data alone would
yield only a zeroth-order approximation in time [151, 152]. In order to attain first-order
accuracy in time, local Riemann problems are solved in the next step.
(b) Solution of local Riemann problems at the cell interfaces with qL and qR as initial data.
This allows a first-order accurate in time and, depending on the reconstruction step, high-
order in space computation of the cell-interface fluxes f(x)(qL, qR).
3.5.1 Reconstruction
For consistency and stability of the hydrodynamics scheme, the reconstruction procedure for the
cell-interface data must retain conservation and must not introduce spurious oscillations. In the late
1950’s, Godunov [159] has demonstrated that any linear13 reconstruction method of higher than first-
order accuracy generically will introduce spurious oscillations. In his original scheme he hence used
piecewise-constant reconstruction:
qfirst(x) = q¯i, x ∈ [xi−1/2, xi+1/2], (3.48)
which is the only conservative first-order reconstruction method and where I have made the simpli-
fication of considering 1D data along the x direction.
Since WHISKY aims to construct a scheme that is globally higher than first-order accurate for smooth
flow and drops to first order only near discontinuities, reconstruction should be carried out with at
least second-order accuracy. WHISKY implements slope-limited total-variation diminishing (TVD)
piecewise-linear reconstruction [411], essentially non-oscillatory (ENO) reconstruction [379] and the
piecewise-parabolic reconstruction method (PPM) [412]. I will briefly describe these three methods
in the following, simplified to one spatial dimension and constant grid spacing. A generalization is
straightforward.
Note that WHISKY reconstructs the primitive variables ρ, ǫ, and vi at the cell interfaces since they
are needed for the computation of the numerical fluxes. After reconstruction, the equation of state is
called in order to obtain consistent values of the pressure and the local speed of sound. Only then
the conversion to the conserved variables (3.42) is carried out.
13Linear in the sense that the reconstruction method is independent of the data to be reconstructed.
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Slope-Limited TVD
A straightforward conservative second-order reconstruction method is given in terms of a slope ∆i
by
qsecond(x) = q¯i +
x− xi
xi+1/2− xi−1/2
∆i, x ∈ [xi−1/2, xi+1/2] . (3.49)
However, the above inevitably leads to spurious oscillations near extremawhere both q and q′ change
abruptly [151, 152]. In other words, (3.49) does not preserve monotonicity and may lead to an un-
physical increase in the total variation (TV) of the discretized function q (see §3.2 for a definition of
TV). A TV-diminishing (TVD) scheme that retains second-order accuracy in smooth parts of q can be
constructed by introducing a slope limiter function σi(q¯i−1, q¯i, q¯i+1) and writing
q(x) = q¯i +
x− xi
xi+1/2− xi−1/2
σi, x ∈ [xi−1/2, xi+1/2] . (3.50)
At discontinuities, σi = 0 and the piecewise-constant reconstruction is recovered. Away from dis-
continuities, the second-order form (3.49) is obtained. The simplest though most diffusive slope is
given by the minmod limiter,
σi = minmod
(
q¯i − q¯i−1, q¯i+1 − q¯i
)
, (3.51)
where the minmod function of two arguments is defined by
minmod(a, b) =


a if |a| < |b| and ab > 0 .
b if |b| < |a| and ab > 0 .
0 if ab ≤ 0 .
(3.52)
Hence, the minmod limiter compares the magnitude of the upwind slope (q¯i − q¯i−1) with that of the
downwind slope (q¯i+1 − q¯i) and picks the one that is smaller in magnitude, or, in the case of a local
extremumwhere the two slopes have different sign, returns 0.
Van Leer’s monotonized centered (MC) limiter [413, 414] provides considerably sharper resolution of
discontinuities while still preserving the TVD property. It is defined by a minmod function of three
arguments (defined analogously to (3.52)),
σi = minmod
(
1
2
(q¯i+1 − q¯i−1), 2(q¯i − q¯i−1), 2(q¯i+1− q¯i)
)
. (3.53)
In addition to minmod and the MC limiter, Roe’s superbee limiter [415] is implemented in WHISKY.
ENO
The essentially non-oscillatory (ENO) reconstruction methods introduced by Harten et al. [379] have
a large number of variants. In WHISKY, only the simplest ENO reconstruction method of accuracy
p is implemented following the outline provided by Shu [374]. The fundamental idea of ENO re-
construction is to choose of all possible stencils of size p (for pth order reconstruction) the one that
is least oscillatory and gives the smoothest reconstruction. For stability, the stencil must include the
cell that is to be reconstructed and it is set up by starting in cell i and adding a cell j, j = i± 1, where
j is chosen to minimize the Newton undivided differences14
q[i− 1, i] ≡ q¯i − q¯i−1 , (3.54)
q[i, i + 1] ≡ q¯i+1 − q¯i . (3.55)
14In the case of non-uniform grids it is necessary to consider Newton divided differences
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Then more cells are added recursively, at each step minimizing the subsequent Newton undivided
differences, recursively defined by
q[i− s, i + t] = q[i− s + 1, i + t]− q[i− s, i + t− 1] , (3.56)
until the stencil is sufficiently large: p = s+ t + 1 . Once the smoothest stencil,
S(i) = {i− s, ..., i, ..., i+ t} , (3.57)
is determined, a p-polynomial interpolation gives the reconstructed values on the cell interfaces of
cell i:
qi+1/2 =
p−1
∑
l=0
csl q¯i−s+l , qi−1/2 =
p−1
∑
l=0
cs−1,l q¯i−s+l , (3.58)
where the interpolation coefficients are given by
csl =
p
∑
m=l+1
Π
p
k=0;k 6=mΠ
p
n=0,n 6=m,k(s− n+ 1)
Π
p
r=0,r 6=m(m− r)
. (3.59)
Numerical tests [123] indicate that increasing the order of accuracy beyond p = 4 does not improve
significantly the reconstruction quality while becoming computationally very expensive due to the
large stencil and the correspondingly large number of comparisons necessary to find the smoothest
stencil.
PPM
The piecewise-parabolic method (PPM) as introduced by Colella and Woodward [412] and first ap-
plied to relativistic flows by Martı´ and Mu¨ller [416], is a composite reconstruction method that pro-
vides third-order accuracy in space. In the following, I present only the simplified variant of the
original method implemented in WHISKY that is specialized for the case of an evenly-spaced grid.
The fundamental idea behind PPM is to construct an interpolating parabola a(x) in each computa-
tional cell xi−1/2 < x < xi+1/2 such that no new artificial extrema appear in the interpolated function
and such that its integral averages coincide with the known cell averages q¯i (and at timestep n)
1
∆x
∫ xi+1/2
xi−1/2
a(x)dx = q¯i . (3.60)
The three coefficients of the parabola are determined by imposing (3.60) and by demanding that the
parabola pass through the points (xi−1/2, ai−1/2) and (xi+1/2, ai+1/2). The interface values a− = ai−1/2
and a+ = ai+1/2 are found by demanding: (i) that they do not fall outside the ranges [q¯i−1, q¯i],
[q¯i, q¯i+1] for a
− and a+, respectively; (ii) that in smooth parts of q, a−i+1 = a
+
i ≡ qi+1/2; and (iii) that
a(x) is monotone in each cell. The first step in order to find a+ and a− is to consider the indefinite
integral I(x) =
∫ x
a(ξ)dξ whose values are known at the cell interfaces:
I(xi+1/2) = Ii+1/2 = ∑
k<i
q¯k∆x . (3.61)
To find qi+1/2, the above quartic polynomial is interpolated through the points (xi+r+1/2, Ii+r+1/2),
r = 0,±1,±2, which, after some algebra [412], yields from its differentiation:
a+i = qi+1/2 =
1
2
(q¯i+1 + q¯i) +
1
6
(δm q¯i − δm q¯i+1) , (3.62)
where
δm q¯i =


min(|δq¯i|, 2|q¯i+1− q¯i|, 2|q¯i − q¯i−1|) sign(δq¯i) if (q¯i+1 − q¯i)(q¯i − q¯i−1) > 0
0 otherwise.
, (3.63)
and
δq¯i =
1
2
(q¯i+1 − q¯i−1) . (3.64)
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Analogously, a−i can be determined and the interpolating parabola then reads
a(x) = a−i + x
(
(a+i − a−i ) + 6
[
q¯i − 12 (a
+
i − a−i )
]
(1− x)
)
. (3.65)
At this point, the left and right states at the interfaces i + 1/2 (and analogously at i − 1/2) are set
equal to the interpolated values,
q+i = q
−
i+1 = qi+1/2 . (3.66)
This reconstruction will be oscillatory near discontinuities. Monotonicity is enforced by the replace-
ments [412]:
q+i = q
−
i = q¯i if (q
+
i − q¯i)(q¯i − q−i ) ≤ 0
q−i = 3q¯i − 2q+i if (q+i − q−i )
(
q¯i − 12 (q−i + q+i )
)
>
1
6 (q
+
i − q−i )2
q+i = 3q¯i − 2q−i if (q+i − q−i )
(
q¯i − 12 (q−i + q+i )
)
< − 16 (q+i − q−i )2 .
(3.67)
On a Cartesian grid, a spherically symmetric configuration (such as a TOV star; discussed in §3.7.1),
will appear to PPM to have a local extremum along the coordinate axes. Hence, the above mono-
tonicity enforcement will be carried out, reducing the accuracy to first-order along the coordinate
axes even if no physical discontinuity is present. This effect is called clipping and cannot be avoided
in the current implementation of PPM in WHISKY.
Beforemonotonicity is actually enforced, two other steps may optionally be applied: Firstly, one may
steepen discontinuities. This is to ensure sharp profiles and is only applied to contact discontinuities
(i.e., discontinuities in ρ and continuous v and p). The steepening procedure replaces the cell interface
values of the density with
ρ−i = ρ
−
i (1− η) +
(
ρ¯i−1 +
1
2
δmρ¯i−1
)
η (3.68)
ρ+i = ρ
+
i (1− η) +
(
ρ¯i+1− 12δmρ¯i+1
)
η . (3.69)
Here η is defined as
η = max(0,min(1, η1(η˜ − η2))), (3.70)
where η1, η2 are constants and
η˜ =


ρ¯i+2− ρ¯i+2 + 4δρ¯i
12δρ¯i
if


δ2ρ¯i+1δ
2ρ¯i−1 < 0
|(ρ¯i+1− ρ¯i−1)| − ǫPPMmin(|ρ¯i+1|, |ρ¯i−1|) > 0
0 otherwise
,
with ǫPPM being another constant and
δ2ρ¯i =
ρ¯i+1 − 2ρ¯i + ρ¯i−1
∆x2
. (3.71)
In addition to the above rules, ρ−,+i are only modified if
K
|δρ¯i|
min(ρ¯i+1, ρ¯i−1)
≥ |δpi|
min( p¯i+1, p¯i−1)
, (3.72)
where p¯i is the cell average of the pressure in cell i. The above ensures that the discontinuity is
predominantly a contact discontinuity. K is another positive parameter.
The second additional step that may be performed before monotonicity enforcement is the flattening
of the zone structure near strong shocks. This adds simple dissipation to all reconstructed variables,
is always active in WHISKY, and avoids postshock oscillations:
q−,+i = νiq
−,+
i + (1− νi)q¯i, (3.73)
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where
νi =


max
[
0, 1−max
(
0,ω2
( p¯i+1− p¯i−1
p¯i+2− p¯i−2 −ω1
))]
if ω0min( p¯i−1, p¯i+1) < p¯i+1− p¯i−1
and v¯xi−1− v¯xi+1 > 0
1 otherwise
, (3.74)
and ω0,ω1,ω2 are constants.
The implementation of PPM in WHISKY has seven tunable parameters whose default values are
taken from Colella & Woodward [412] and summarized in Table 3.1
Table 3.1: Parameters of the PPM implementation within WHISKY. See text and [412] for details. Γ is the
adiabatic exponent provided by the EOS.
Parameter: ǫPPM η1 η2 K ω0 ω1 ω2
Value: 0.01 20 0.05 0.1 Γ 0.33 0.75 10
3.5.2 Riemann Solvers / Flux Formulae
Once the left and right states, qL = (qj+1/2) and qR = (qj+1−1/2), at the cell interfaces are ob-
tained via the outlined reconstruction procedures, they can be used as initial data for a local Rie-
mann problem whose solution yields a highly accurate approximation of the intercell flux. Exact or
approximate Riemann solvers may be used. Exact solvers exploit the details of the characteristic wave
structure (see §2.5.1) and continuity conditions at discontinuities and iteratively solve the non-linear
Riemann problem. Exact Riemann solvers are discussed at length in [151, 152, 417]. The exact so-
lution of the 1D Riemann problem in relativistic hydrodynamics is extensively discussed by Martı´
& Mu¨ller [418] (also see the review in [165] and [419, 420] for a recent proposal of an efficient exact
relativistic Riemann solver). For multi-dimensional GR hydrodynamics, even the most efficient ex-
act Riemann solvers are computationally too expensive to be employed in practice. Hence, one turns
to approximate Riemann solvers which solve a simplified and usually linearized Riemann problem.
Alternatively, flux formulae are used which provide an approximation to the flux obtained with an
exact Riemann solver, but do not provide information about the intermediate states in the Riemann
problem.
Implemented in WHISKY is Roe’s approximate Riemann solver [421], the Harten–Lax–van Leer–
Einfeldt (HLLE) solver [407, 422], the HLLE flux-formula variant of Kurganov & Tadmor [408, 409]
and the approximateMarquina flux formula [423–425]. The various Riemann solvers / flux formulae
in WHISKY in combination with the previously discussed reconstruction methods were extensively
tested and compared in [123, 163]. The Marquina flux formula appears to perform best in a large
variety of problems and is hence used by default in WHISKY.
Roe’s Solver
The Roe Riemann solver considers a linearized Riemann problem and solves it exactly. The Roe
intercell flux reads
fRoei+1/2 =
1
2
[
f(qL) + f(qR)−
5
∑
i=1
|λi|∆wi ri
]
. (3.75)
Here f(qL) and f(qR) are the direct numerical fluxes as obtained from the left and right states, re-
spectively. The 5 λi are the eigenvalues of the linearized Jacobian B˜(q
Roe) and the ri are its right
eigenvectors (see §2.5.1 and Appendix C). The characteristic variables wi are defined as the scalar
product of the left eigenvectors with the state vector:
wi = li · q , (3.76)
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and the jumps in the here relevant characteristic variables at the cell interface are then given by
∆wi = li · (qL − qR) . (3.77)
There is a choice of which intermediate state qRoe the Jacobian should be evaluated at. Roe gives
criteria that are meant to ensure consistency and stability of the Roe flux:
(1) B˜(qRoe) (qR − qL) = f(qR)− f(qL),
(2) B˜(qRoe) is diagonalizable with real eigenvalues,
(3) Consistency with the exact Jacobian: B˜(qRoe) → ∂f/∂q smoothly as qRoe → q.
Although it is possible to find the consistent state qRoe for the GR hydrodynamics equations [426,
427], it is in most cases sufficient [156] to use the simple arithmetic mean of the left and right states:
qRoe =
1
2
(qL + qR) . (3.78)
The Roe solver provides a very good approximation to the Riemann solution, except at sonic points15
in rarefaction waves that cannot be adequately captured by the linearized system [152] and where
the Roe solver leads to an entropy violation.
Marquina Flux Formula
TheMarquina flux formula [423–425] can be regarded as an improved version of the Roe solver, since
it yields identical results everywhere, except at sonic points where it removes the entropy violation
at rarefactions of the Roe solver. Implemented in WHISKY is the variant proposed by Aloy et al. [425].
The procedure consists of computing the left li and ri eigenvectors and the eigenvalues λi for the left
(qL) and right (qL) states. Next, the left and right characteristic variables (wi)L,R and fluxes (φi)L,R
are defined by
(wi)L,R = li(qL,R) · qL,R , (φi)L,R = li(qL,R)f(qL,R) . (3.79)
The flux formula is then given by
f
Marquina
i+1/2 =
5
∑
i=1
[
(φi)+ri (qL) + (φi)− ri(qR)
]
(3.80)
where the (φi)+,− are chosen according to the sign of the eigenvalues:
• (φi)+ = (φi)L and (φi)− = 0, if both λi(qL) and λi(qR) are positive. That is, when both waves
move to the right and so the flux has to be computed from the left state.
• (φi)− = (φi)R and (φi)+ = 0, if both eigenvalues are negative.
• While, if the eigenvectors have opposite sign:
(φi)+ =
1
2
[
(φi)L +max
(
|λi(qL)|, |λi(qR)|
)
(wi)L
]
(φi)− =
1
2
[
(φi)R +max
(
|λi(qL)|, |λi(qR)|
)
(wi)R
]
. (3.81)
HLLE and Kurganov-Tadmor
The Harten–Lax–van Leer–Einfeldt (HLLE) solver [407, 422] approximates the full Riemann problem
by considering only the fastest wave moving to the left and the fastest wave moving to the right,
disregarding the central contact wave.
15At sonic points the fluid velocity equals the local speed of sound.
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The HLLE flux formula reads
fHLLEi+1/2 =
ξ+f(qL)− ξ−f(qR) + ξ+ξ−(qR − qL)
ξ+ − ξ− , (3.82)
where ξ+ and ξ− are chosen in WHISKY as
ξ− = min(0, (λi)R, (λi)L) , ξ+ = max(0, (λi)R, (λi)L) . (3.83)
This ensures that the physical maximum and minimum characteristic velocities are contained within
[ξ−, ξ+] [152].
Kurganov and Tadmor [408, 409] proposed a semi-discrete conservative scheme with a flux-formula
similar to that of HLLE:
fKTi+1/2 =
1
2
[
f(qL) + f(qR)
]
+
α
2
(qR − qL) , (3.84)
where αi+1/2 = max((λi)R, (λi)L) = max(|ξ+|, |ξ−|). Equation (3.84) is obtained from equation (3.82)
by setting α = max(|ξ+|, |ξ−|) and ξ± = ±α.
3.5.3 Conserved–to–Primitive Variable Conversion
As discussed in §2.5, the Valencia formulation of GR hydrodynamics relies on the knowledge of the
primitive variables (ρ, ǫ, vi) at the cell interfaces for the computation of the intercell fluxes. While
there exists a straightforward analytic conversion from the primitive to the conserved evolved vari-
ables (specified by equation (3.42)), there is no such simple general relationship for converting back
to the physical primitive variables. Instead, they must be recovered by an iterative root-finding
procedure. For an overview on different methods, see [165]. In WHISKY, a Newton-Raphson type
iteration operating on the pressure is used. This works for general equations of state (EOS) of the
type p = p(ρ, ǫ). The following also works for EOSs of the type p = p(ρ, ǫ, {Xi}), if the dependence
of p on the compositional variables (or mass fractions) Xi is much weaker than its dependence on ρ
and ǫ.
First the conserved variables are undensitized: D = γ−1/2Dˆ, Si = γ−1/2Sˆi, and τ = γ−1/2τˆ. Given an
initial guess for the pressure p¯ from the previous step, the root of the function
f = p¯− p(ρ¯, ǫ¯), (3.85)
is sought, where the approximate density and specific internal energy are given by
ρ¯ =
D
τ + p¯+ D
√
(τ + p¯ + D)2 − S2 , (3.86)
W¯ =
τ + p¯ + D√
(τ + p¯ + D)2 − S2 , (3.87)
ǫ¯ = D−1
(√
(τ + p¯+ D)2− S2 − p¯W¯ − D
)
. (3.88)
where S2 = SiSi. The derivative of f with respect to the dependent variable p¯ is given by
f ′ = 1− ∂p
∂ρ
∂ρ
∂ p¯
− ∂p
∂ǫ
∂ǫ
∂ p¯
, (3.89)
where
∂p
∂ρ and
∂p
∂ǫ must be provided by the EOS routines, and
∂ρ
∂ p¯
=
DS2√
(τ + p¯ + D)2 − S2(τ + p¯+ D)2 , (3.90)
∂ǫ
∂ p¯
=
p¯S2
ρ ((τ + p¯ + D)2 − S2) (τ + p¯ + D) . (3.91)
Once the pressure is known to satisfactory precision, the other variables follow straightforwardly.
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For a polytropic EOS, the procedure is simpler and one iterates over ρ¯W¯:
f = ρ¯W¯ − D, (3.92)
where ρ¯ is the variable solved for. The pressure, specific internal energy, and enthalpy h¯ are set from
the EOS and the Lorentz factor is found from
W¯ =
√
1+
S2
(Dh¯)2
. (3.93)
The derivative is given by
f ′ = W¯ − 2 ρ¯S
2h¯′
W¯D2h¯3
, (3.94)
where
h¯′ = ρ¯−1 ∂p
∂ρ
. (3.95)
3.5.4 Hydrodynamic Curvature Source Terms and Coupling with Curvature
The GR hydrodynamics equations contain curvature related source terms in the momentum and
energy equations. The ADM (and the NOK-BSSN) equations contain matter source terms. The cou-
pling of hydrodynamics with the curvature evolution in BSSN MOL is done via simultaneous time
update through the Method of Lines (see §3.2) and the actual passing of variables is done via the
CACTUS thorns CACTUSEINSTEIN/ADMBASE [428] and CACTUSEINSTEIN/ADMCOUPLING [429].
The coupling is implemented via the standard ADM variables introduced in §2.4.
Stress-Energy Tensor
WHISKY provides the energy-momentum right-hand side of the Einstein equations for the curva-
ture evolution carried out by BSSN MOL. This is done straightforwardly by computing the 4-stress-
energy tensor
Tµν = ρhuµuν + pgµν . (3.96)
at every (intermediate) time integration step. BSSN MOL then carries out the necessary projections
of Tµν onto the 3-hypersurface Σt for the source terms in equations (3.22) and (3.23).
Curvature Source Terms
In WHISKY, the source terms given by (2.69) in §2.5 are not implemented directly, but in a modified
form to avoid time derivatives of the ADM 3-metric. In the source term computation it is necessary
to know the expression of some of the 4-Christoffel symbols (4)Γ
ρ
µν in terms of the {3+1} variables.
In order to remove time derivatives, the ADM evolution equation for the 3-metric in the form
γij , t = −2
(
αKij − β(j , i) − Γkijβk
)
(3.97)
is employed. In addition, it is useful to recall that
γ
jk
; i = γ
jk
, i + 2 Γ
j
ilγ
lk = 0 . (3.98)
One begins with expanding (4)Γ000:
(4)Γ000 =
1
2α2
[
− (βkβk),t + 2αα,t + 2βiβi , t − βi(βkβk), i + 2αβiα, i
]
. (3.99)
70 CHAPTER 3. GR CORE-COLLAPSE SIMULATIONS: IMPLEMENTATION
The explicitly expanded derivatives read
(βkβ
k), t = (γjkβ
jβk), t = 2γjkβ
jβk, t + β
jβkγjk,t
= 2βkβ
k
,t − 2αKjkβjβk − 2βjβkβk,j + 2Γikjβiβjβk (3.100)
and
(βkβ
k), j = (γ
jkβ jβk), i = 2γ
jkβ jβk,i + β jβkγ
jk
, i = 2βkβk,i − 2Γ
j
ikβ jβ
k . (3.101)
Equation (3.99) simplifies now considerably:
(4)Γ000 =
1
α
(
α,t + β
iα,t + Kjkβ
jβk
)
. (3.102)
The other 4-Christoffels simplify in a similar fashion [123]:
(4)Γ0i0 = −
1
2α2
[
(βkβk − α2), i − βj(β j,i − βi,j − γij,t)
]
= − 1
α
(
α, i − βjKij
)
, (3.103)
(4)Γ0ij = −
1
2α2
[
β j,i + βi,j − γij,t− βk(γkj,i + γki,j − γij,k)
]
= − 1
α
Kij , (3.104)
(4)Γ00j =
(4)Γν0j gν0 =
1
2
(βkβ
k − α2), j , (3.105)
(4)Γl0j =
(4)Γνl j gν0 = αKl j + β j,l + βl,j − βkΓkl j , (3.106)
(4)Γ0l j =
(4)Γν0j gνl = −αKjl − β j,l + βkΓkl j , (3.107)
(4)Γlmj =
(4)Γνl j gνm = Γlmj . (3.108)
It is now possible to write out the source terms with little effort. The momentum source contributing
to the evolution of the momenta Sj is given by [156, 157]
sSj = T
µν(gνj , µ +
(4)Γδµνgδj) = T
µ
ν
(4)Γνµj = T
µν (4)Γµνj . (3.109)
Note that inWHISKY the above ismultiplied by
√−g = α√γwhich slightly simplifies equation (2.66).√−g is not carried along in the following. The coefficient of T00 can be written as
(4)Γ00j =
1
2
βlβmγlm,j− αα,j + βmβm,j , (3.110)
the coefficient of T0i is given by
(4)Γ0ij +
(4) Γi0j = β
lγjl,i + γilβ
l
,j , (3.111)
and the coefficient of the Tlm term is the standard Γlmj. This then yields the expression implemented
in WHISKY:
sSj = T
00
(
1
2
βlβmγlm,j− αα,j
)
+ T0iβlγil,j + T
0
i β
i
,j +
1
2
Tlmγlm,j . (3.112)
The energy source term is given by
sτ =
(
Tµ0α,µ − αTµν(4)Γ0µν
)
. (3.113)
As for the momentum source, the energy source is multiplied by α
√
γ in WHISKY. Again, it is eas-
iest to consider the coefficients of various Tµν components individually. The coefficient of the T00
component is
(α,t − α(4)Γ000) = −(βiα,i − βkβlKkl) . (3.114)
The T0i coefficient is given by
(α,i − 2α(4)Γ0i0) = 2βjKij − α,i , (3.115)
and, finally, the Tlm coefficient can simply be expanded to
−α(4)Γ0lm =
1
2α
(
2αKlm + βkΓ
k
lm − 2βjΓjlm
)
= Klm . (3.116)
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3.5.5 Equations of State
WHISKY features a general EOS interface, allowing for EOSs of the general type p = p(ρ, ǫ, {Xi}),
where the Xi are compositional scalars. Traditionally, multi-dimensional studies in general relativity
have tended to put an emphasis on the spacetime dynamics and have largely neglected astrophysi-
cally important details such as a realistic finite-temperature EOS.
In the following I will describe the “classical” EOSs implemented for use in WHISKYwhile I postpone
the discussion of the finite-temperature nuclear EOS to §3.6 where it is discussed in the context of the
astrophysical extensions to the original code that I have implemented.
Each EOS constitutes an independent CACTUS thorn that is called through a generalized interface
provided by thorn EOSBASE GENERAL and may also be used by thorns other than WHISKY.
Polytropic and Ideal Fluid EOSs
The polytropic/isentropic EOS, p = p(ρ),
p = KρΓ , (3.117)
ǫ =
KρΓ−1
Γ− 1 , (3.118)
is adequate for modelling fluids that are dominated by Fermi degeneracy pressure of electrons [36]
and that only experience adiabatic flow and exhibit no shocks. K and Γ are constants that depend
on the fluid composition (neutrons/electrons) and on the degree of degeneracy. A cold neutron star
that is supported by the pressure of degenerate neutrons can, for example, be modelled with Γ = 2
and K = 7.904× 105 [cgs] [158, 161]. A pre-collapse stellar iron core supported by relativistically
degenerate electrons can be described by Γ = 4/3, K = 4.897× 1014 [cgs] [30, 36]. Frequently, the
polytropic index n = 1/(Γ− 1) is used to classify polytropic fluid bodies.
When the polytropic EOS is used in WHISKY, the energy equation for τˆ is not solved since the specific
internal energy is fixed by (3.118).
The ideal-fluid or Γ-law EOS is a variant of the polytropic EOS that does not restrict the specific
internal energy and is obtained through rewriting (3.118):
p = (Γ− 1)ρǫ . (3.119)
For purely adiabatic flow, this is consistent with (3.117).
Hybrid EOS
The above polytropic and ideal fluid equations of state in their standard incarnations are inadequate
even for the simplest physical models of stellar iron core collapse. While the collapse phase itself
is approximately adiabatic (see, e.g., [3, 36]) and can be modelled by a polytropic EOS with a Γ
close to 4/3, the nuclear equation of state stiffens at nuclear density, leading to core bounce and
shock formation. Hence, it is necessary to (a) consistently approximate the stiffening of the EOS
at nuclear density and (b) provide for the possibility of thermal, non-adiabatic contributions to the
EOS to adequately capture the postbounce dynamics and shock propagation. Both (a) and (b) can be
realized by assuming a hybrid polytropic–ideal-fluid EOS of the form [430]
p = pp + pth , (3.120)
with a polytropic pp and a thermal component pth [12, 18, 30, 160–162]. The initial precollapse
polytrope is set up with Γinitial = 4/3. To initiate collapse, Γinitial is lowered to Γ = Γ1 which is
typically close to 4/3. At nuclear density (usually assumed, ρnuc ≃ 2.0× 1014 g cm−3), the adiabatic
index Γ jumps from Γ1 to Γ2. Before core bounce, pth ≈ 0. At core bounce, a shock forms and
propagates out, shock-heating the infalling outer core material. This is reflected by a nonzero
pth = (Γth − 1)ρǫth (3.121)
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where ǫth = ǫ − ǫp and ǫp = pp/[ρ(Γ− 1)]. Typically, Γth = 1.5 to model a mixture of relativistic
(Γ = 4/3) and nonrelativistic (Γ = 5/3) components of an ideal fluid. Γ2 is set to 2.5 to approximate
the adiabatic index of cold nuclear matter.
By demanding that p and ǫ be continuous at the transition density ρnuc and including the discussed
thermal contributions, one arrives at the following relation that holds during all stages of the simu-
lation:
P =
Γ− Γth
Γ− 1 Kρ
Γ1−Γ
nuc ρ
Γ − (Γth − 1)(Γ− Γ1)
(Γ1 − 1)(Γ2 − 1) Kρ
Γ1−1
nuc ρ+ (Γth − 1)ρǫ . (3.122)
This EOS is used in all collapse simulations that employ polytropic initial models. For completeness,
I state explicit expressions for the polytropic specific internal energy below and above ρnuc:
ǫp =


K
Γ1 − 1ρ
Γ1−1 for ρ ≤ ρnuc ,
K
Γ2 − 1ρ
Γ2−1ρΓ1−Γ2nuc +
(Γ2 − Γ1)K
(Γ2 − 1)(Γ1 − 1)ρ
Γ1−1
nuc for ρ > ρnuc .
(3.123)
The relativistic speed of sound [18, 156, 166] is given by
c2s =
1
h
dp
dρ
∣∣∣∣
s
=
1
h
(
∂p
∂ρ
∣∣∣∣
ǫ
+
p
ρ2
∂p
ǫ
∣∣∣∣
ρ
)
=
1
ρh
(
Γpp + Γthpth
)
, (3.124)
where h = 1+ ǫ+ p/ρ is the relativistic enthalpy.
3.5.6 Atmosphere Treatment
WHISKY was originally designed for the study of compact objects that have a sharply defined sur-
face beyond which is vacuum. Although no astrophysical object will have such a sharp transition
to vacuum, it is realized by finite resolution and limited floating-point precision in numerical simu-
lations. In vacuum, the speed of sound is zero and the conservation equations describing the fluid
dynamics break down. What makes things worse is that when evolving a strong-field compact object
(e.g., a neutron star), with current formulations of {3+1} numerical relativity and constraint violating
boundary conditions, it is necessary to place the outer boundaries many stellar radii away from the
stellar surface. The largest fraction of the computational volume is vacuum in such simulations; in
particular on Cartesian grids. The problem even arises for the case of extended low-density n = 3
polytropes, the initial models used in the core collapse simulations discussed in Chapter 5 of this
dissertation. Similar to numerical neutron star models they also exhibit a sharp edge and require
a special treatment in the vacuum region. In WHISKY, the vacuum problem is solved by the intro-
duction of a very low-density atmosphere typically at 7 to 8 orders of magnitude below the initial
maximum rest-mass density on the grid. This ensures that the solution of the GR hydrodynamics
equations remains physical and stable in regions outside the fluid body of interest, while the density
is so low that even a large atmospheric volume does not lead to significant contributions to rest mass
and energy. WHISKY makes use of a mask grid function (a bit field provided by the CACTUS thorn
SPACEMASK [431]) to keep track of all grid cells that are part of the atmosphere. This atmosphere
mask is updated after each time integration step to account for variations in atmosphere extent.
The initial atmosphere setup is performed on the initial data slice by the CACTUS thorn that provides
the initial data. During evolution, the atmosphere cells are considered to obey a polytropic EOS and
are treated in a special way by two routines:
• Computation of the update terms: Before updating the right-hand side of equation (3.45), for
each cell is checked whether Dˆ or τˆ are below some minimum value or whether the update
step might push them below such a value. If this is the case, the update terms are zeroed for
the relevant cell and the hydrodynamical variables in the cell are reset to preset atmosphere
values.
• Conversion from conserved to primitive variables: For all grid cells, an attempt is made to
convert back to primitive variables. If the EOS is polytropic and if the iterative procedure
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returns a negative value for ρ, then ρ is reset to the atmospheric value and the velocities are
zeroed. Then p, ǫ, Sˆi, and τˆ are reset to be consistent with ρ. Dˆ, however, is not reset to be
consistent with ρ. This is only for a practical reason: If the values of the cell variables were set
such that they lie precisely on the atmosphere, then small errorswouldmove certain cells above
the atmosphere values which could lead to the excitation of high-frequency noise and waves
of low-density matter hitting the edge of the neutron star / iron core. This is – typically – not
a severe problem, but will, for example, result in unwanted and unphysical visible secondary
overtones in neutron star pulsations [123, 410].
If the EOS is more general, then ǫ is checked after the conversion. If it is less than a speci-
fied minimum, then the relevant grid cell is considered to be part of the atmosphere and the
conserved–to–primitive routine for the polytropic EOS is called.
3.5.7 The WHISKY Flow Chart
Whisky Loop
{x,y,z}
Atmosphere
Check 1
Conserved−−To−−Primitive
Set up of 
Stress−Energy Tensor
Source Terms
Boundaries
Time Update
Atmosphere
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Primitive−−To−−Conserved
Reconstruction
Update Term Computation
Initial Data
Analysis
Output
Riemann Solve
Figure 3.5: Schematic view of the WHISKY code and flow. Red boxes denote procedures implemented by physics
thorns other than WHISKY. Green boxes mark procedures of the CACTUS/CARPET infrastructure and yellow
boxes correspond to procedures implemented by WHISKY proper.
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3.6 Astrophysics Add-Ons
One central goal of this work is to go beyond the commonly in GR studies used very simplified
descriptions of the thermodynamical and microphysical details of the astrophysical objects under
consideration. To date, all multi-D studies of stellar iron core collapse in general relativity [12, 13, 18,
160, 161, 204, 264, 267] have employed polytropic initial models and modelled collapse adiabatically
using some sort of hybrid/Γ-law equation of state. Realistic precollapse iron cores, however, have
a thermodynamical structure and chemical composition quite different from that of simple poly-
tropes16 (see, e.g., [3, 35, 36, 38, 64, 432]).
In the following sections I outline the additional routines that I have added to endow CACTUS/CAR-
PET/WHISKY (CCW) with the capability of studying rotating stellar core collapse for the first time
in {3+1} GR with presupernova models from stellar evolutionary calculations, a finite-temperature
nuclear EOS, and a simplified, yet very effective deleptonization treatment in the collapse phase.
3.6.1 Advection of Composition
In precollapse stellar iron cores, strong force interactions are in near equilibrium, nuclear statistical
equilibrium (NSE) prevails, and the EOS and all thermodynamic observables including the chemical
abundances depend solely on density, temperature and on Ye, the electron fraction per baryon [3,
36, 433]. Initial Ye data are provided from stellar evolutionary calculations (see § 6.1 for example
precollapse Ye profiles). Ye must be consistently advected with the fluid. This leads to an additional
equation of advection / continuity nature that is added to the system of GR hydrodynamic equations
(2.66):
1√−g
(
(
√
γDYe),t + (
√−g(αvi − βi)DYe),i
)
= QYe , (3.125)
with DYe being the “conserved” variable in the flux-conservative sense. QYe is a source/sink term
that is zero if the collapse is treated adiabatically and goes along with an energy source/sink in
non-adiabatic collapse (see below in § 3.6.3). The conversion from conserved to primitive variable is
analytic for Ye. The above equation is implemented in identical fashion to the continuity equation
for D. The source/sink term is treated in simple operator-split fashion as detailed below in § 3.6.3.
In the reconstruction step, it is possible to choose between reconstruction of (ρYe) or Ye itself. Both
approaches yield very similar results, while the former performs better in PPM near contact discon-
tinuities in Ye since contact steepening may be applied [434].
The routines added to WHISKY are set up to handle any number of compositional fractions for fu-
ture use in more complicated applications requiring the advection of a large set of chemical species.
Currently, normalization of each compositional set is not enforced as would be necessary in a multi-
species non-NSE calculation [86, 434]. For a single compositional variable, the nature of the Valencia
GR hydrodynamics scheme guarantees conservation.
3.6.2 Finite-Temperature Nuclear Equation of State
The EOS of core-collapse supernova matter has been under intense investigation for a number of
decades. The basics of the EOS have been derived by Lamb et al. [435, 436], Bethe et al. [437], and
Lattimer et al. [438], and a comprehensive review can be found in Hans Bethe’s 1990 article [3].
The core-collapse supernova matter consists of a nuclear (nucleons and nuclei), an electron and a
photonic component. Photons contribute significantly only at very low densities and high temper-
atures. Electrons are the dominant component at densities up to nuclear saturation density at ρs
∼2.67×1014 g cm−3. In fact, even at ρs, pe−/pnuc ∼ 20 [3]. Around ρs/2, a phase transition sets in
between the phase with nuclei and a uniform bulk nuclear matter phase [439]. This phase transition
was originally determined to be of first order since it is accompanied with a small energy change.
Later studies [3, 436, 439, 440] indicate that the abrupt transition may be smoothed by a series of
16In fact, the supernova explosion mechanism can be sensitive to the precollapse structure. In early considerations of prompt
explosion mechanisms the precollapse entropy and density stratification played an important role (see [3] and references
therein).
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smaller intermediate transitions to nuclear matter during which nuclei assume a variety of energeti-
cally favorable shapes (i.e., “bubbles”, “spaghetti”, “lasagna”, “swiss cheese” etc.) [3, 439–441]. After
the phase transition, the nuclear EOS quickly stiffens due to nuclear repulsive forces and the nuclear
component dominates over the electrons.
There is no complete theory for nuclearmatter and interactions that is able to explain all experimental
results at low and high energies and momenta from first principles[3]. Hence, all models of the core-
collapse supernova EOS are semi-phenomenological and depend on parameters extrapolated from
experimental data on nuclear stability and interactions that are mostly obtained in conditions very
different from those prevailing in a stellar iron core or in a PNS17.
The EOSs worked out for practical application in core-collapse supernova calculations are based on
a variety of approaches. The quite phenomenological compressible liquid-drop model for nuclei as-
suming a Skyrme-type [442] effective nuclear interaction has been successfully employed to procure
an EOS for supernova simulations [438, 439, 443–445]. Most highlighted should be the effort of Lat-
timer & Swesty [439] whomade their EOS routines freely available to the community. Their LSEOS—
mostly in tabulated form— has been used in a large number of core-collapse supernova simulations.
Other groups have employed more complicated nuclear Skyrme-Hartree-Fock (SHF) mean field cal-
culations18 [447–450] or nuclear Thomas-Fermi theory19 [452–456] to derive a finite-temperature EOS
for supernova matter. Since the early 1990s, relativistic mean field theory (RMF) [457–460], based on
relativistic Bru¨ckner-Hartree-Fock theory [461, 462], has emerged as a variation on previous SHF ap-
proaches. RMF with the parameter set TM1 [458, 463, 464] has been quite successful in theoretically
predicting properties of the ground states of heavy stable and unstable nuclei.
The EOS chosen for the general relativistic calculations presented in this work is the Shen EOS cre-
ated by Shen et al. [464, 465]. The Shen EOS employs the full RMF Lagrangian for homogeneous
nuclear matter at densities above ∼ ρs/3 and switches to a statistical RMF-based Thomas-Fermi ap-
proach [466] for inhomogeneous nuclear matter consisting of a mixture of free neutrons, free protons,
alpha particles, and a representative species of heavy nuclei. At low densities, the nuclear matter is
treated as an ideal Boltzmann gas. Shen et al. provide a freely downloadable EOS table [464] to
which the user must add the electron, and photon components. Variants of the original Shen table
have been used in a number of studies comparing the LSEOS and the Shen EOS [467–469]. These
studies did not reveal significant quantitative or qualitative differences in the collapse and bounce
dynamics for the two EOSs. It rather showed that the Shen EOS leads to non-negligible differences
in the general composition of the PNS and the postshock matter, and in particular to a consistently
larger abundance of alpha particles during the postbounce stage.
The variant of the Shen EOS used in this work is provided by A. Marek of the Garching group and
is similar to the one used in Marek et al. [469]. The original Shen table data are thermodynamically
consistently (see, e.g., [470, 471]) interpolated onto a table of 180, 120, and 50 equidistant points in
log10 ρ, log10 T, and Ye, respectively. The table ranges are
6.31× 105 g cm−3 < ρ < 1.12× 1015 g cm−3 ,
0.1 MeV < T < 200 MeV ,
0.015 < Ye < 0.56 .
The above ranges in ρ, T, andYe mark the clear technical advantage of the Shen EOS over the LSEOS:
The Shen table reaches down to significantly lower values of density and temperature than the
LSEOS (by two orders of magnitude in density) and is more readily applicable to stellar core collapse,
where the density at the edge of the iron core can be lower than ∼106 g cm−3. The Shen treatment of
low-density nuclear matter makes it also more easily extendable to even lower densities [16, 72, 472].
17Many heavy ion collision experiments from several hundred MeV up to GeVs have been performed with the hope of
obtaining a nuclear EOS at high density [3]. Yet, it is important to keep in mind that the temperature in a PNS is on the order
of ∼10 Mev and the entropy of order unity (in units of kB/baryon).
18In Hartree-Fock calculations many-body effects are self-consistently approximated by an effective interaction potential
that is derived iteratively. The method was first applied to electron orbit configurations in molecules. It is the basis of the
nuclear shell model and details of its application in combination with the Skyrme force to nuclear theory can be found, for
example, in [446].
19The statistical mean-field Thomas-Fermi theory, like the Hartree-Fock approach, was first introduced into atomic physics
and later adopted by nuclear theorists. See [451] for a review.
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Figure 3.6: Relative deviation of the central entropy per baryon from its start value during adiabatic core collapse
until core bounce using the Shen EOS table and routines as implemented in CACTUS/CARPET/WHISKY. The
largest deviation is ∼2% and occurs shortly before core bounce.
At densities above 109 g cm−3 and temperatures above ∼1 MeV, the electron/positron contributions
are added in the approximation of relativistic degeneracy and pair equilibrium. In this approxi-
mation, simple analytic expressions for the electron/positron chemical potential, number density,
pressure, entropy and internal energy are obtained [36, 439, 473, 474]. For lower densities and tem-
peratures, the full Fermi integrals (see, e.g., [36, 473]) are numerically integrated, using the code
provided by version 2.7 of the LSEOS [439]20. Neutrino contributions are not included in the EOS
table and the photonic contribution is handled as a standard Planck photon gas.
The Shen EOS table used in this work contains entries at each point in (ρ,T,Ye) for the total pressure,
the specific internal energy ǫ, the entropy per baryon, and the quantity µe − µn + µp, which is, in
β-equilibrium, identical to µνe , the electron neutrino chemical potential. I have added entries for the
effective adiabatic index Γ, the Newtonian speed of sound, and the derivatives dp/dǫ|ρ and dp/dρ|ǫ
(see appendix B for details on the expressions used).
In the original Shen table, the internal energy is given in terms of the internal energy per baryon and
is offset by the energy of one atomic mass unit, accounting for the baryon rest mass energy. In New-
tonian gravity, such a zero-point shift of the internal energy can be neglected since only derivatives
of ǫ are dynamically important. In general relativity, however, ǫ contributes directly to the right-
hand-side of the Einstein equations. The rest mass density appears explicitly in the ADM and GR
hydrodynamic equations and is not assumed to be part of the internal energy. Hence, it is necessary
to correct for the offset in the internal energy table.
The Shen EOS is integrated with CACTUS/CARPET/WHISKY by means of an independent CACTUS
thorn whose routines are callable through a generalized EOS interface. Since WHISKY operates on
(ρ, ǫ,Ye), a table lookup consists of two steps. First, the corresponding temperature T to (ρ, ǫ,Ye)
is found via a Newton-Raphson type iteration, then a trilinear interpolation is performed to obtain
the desired quantity at (ρ, T,Ye). Since the table is equidistant in log10 ρ, log10 T, and Ye, the nearest
table points to (ρ, T,Ye) are found by integer arithmetic. It has been stated in the literature [470, 471]
that the simple trilinear interpolation scheme used here is not sufficient to ensure thermodynamical
consistency. One standard test of the latter is adiabatic core collapse during which the entropy must
stay constant [3, 439, 475]. Figure 3.6 depicts the relative variation of the central entropy from its start
value at the beginning of collapse to core bounce as calculated with a simple 1D Eulerian Newtonian
hydrodynamics code to which the Shen EOS in the present form is coupled. The maximal deviation
from adiabaticity is ∼2% which is not much worse than the ∼1% found for direct (non-tabulated)
application of the LSEOS by [439]. The quite good conservation of adiabaticity despite trilinear in-
terpolation is most likely due to the large number of (ρ, T,Ye) points in the table. Hence, one can
safely consider trilinear interpolation to be sufficient for all practical hydrodynamic purposes con-
sidered in this work, yet for precise studies of supernova mechanisms and energetics in the realm of
20Note that the original version of the LSEOS included only relativisticly degenerate electrons and positrons. From version
2.5 on the LSEOS routines allow arbitrary degeneracy.
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radiation hydrodynamics, a thermodynamically more consistent interpolation scheme is advisable
(though computationally much more expensive) due to the strong temperature dependence of the
weak interaction physics (see, e.g., [3, 64] and references therein).
3.6.3 Deleptonization Treatment
As pointed out in §2.3.2, the capture of electrons on free protons and on protons bound in nuclei
leads to a reduction of the iron core’s electron fraction Ye during collapse:
e−capture by nuclei: e− + (Z, A)
(W)→ νe + (Z− 1, A)
e−capture by free protons: e− + p
(W)→ νe + n .
(3.126)
Both reactions are charged-current weak interactions and the produced electron neutrinos either (1)
directly escape at low densities, (2) thermalize and eventually escape, or (3) are trapped for longer
than the dynamical timescale. Since in cases (1) and (2) the core actually loses leptons, one refers
to electron capture during collapse as deleptonization. Case (3) is encountered at densities above
∼2×1012 g cm−2 when the neutrino scattering opacities become so large that the timescale for neu-
trinos to leave the core becomes larger than the dynamical timescale [3, 36, 64]. The electron capture
rates scale roughly ∝ µ5e (see, e.g., [3, 36, 64]), where µe is the electron chemical potential that in
turn scales ∝ ρ1/3, where ρ is the baryonic density. Hence, electron capture becomes more and more
likely and Ye is reduced more quickly as collapse proceeds and higher densities are reached. In the
trapping regime, the total lepton fraction, Yl = Ye +Yν, is conserved, and electrons and neutrinos are
in β-equilibrium. µ and τ neutrinos and anti-neutrinos do not appear during collapse and are only
created at postbounce times when the shock-heated material has temperatures sufficiently high for
pair-creation processes [3].
The degenerate electron gas provides the dominant contribution to the fluid pressure at densities
below nuclear matter density. A reduction in Ye thus leads to a reduction of pressure support. Delep-
tonization accelerates collapse and, as first pointed out by [66], decreases the mass of the homologous
inner core that coherently rebounds and that determines the mass coordinate of shock formation
and the initial energy that is imparted to the shock. Core-collapse calculations that do not include
deleptonization almost always yield prompt explosions, while calculations that do take into account
deleptonization almost never produce explosions [64].
In fast rotating core collapse, the strongest gravitational wave signal is expected from the matter dy-
namics at core bounce. For reliable estimates of the gravitational wave signature of rotating iron core
collapse it is essential to fully capture the bounce dynamics and include deleptonization which – in
combination with the EOS and centrifugal effects – controls the mass of the inner core. Unfortunately,
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Figure 3.7: Electron fraction (Ye) profiles in density at varying central densities during collapse in model G15 of
Liebendo¨rfer et al. [83]. As shown, Ye(ρ, t) is only a weak function of time. Figure taken from [476].
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multi-dimensional neutrino radiation transfer calculations (e.g., [26, 73, 78, 86, 87, 477, 478] and ref-
erences therein) and even simplified leakage/trapping schemes (e.g., [11, 68, 263, 272, 479–483]) are
still too computationally (and in part conceptually) demanding to be incorporated into the {3+1}
GR hydrodynamics calculations performed here. Alternatively, I follow an approach that has first
been employed in early work by Mu¨ller & Hillebrandt [260, 261] and that has recently been revived
by Liebendo¨rfer [476]. It is based on the observation (figure 3.7; taken from [476]) that the function
Ye(ρ, t) is only very weakly dependent on time. Moreover, a microphysically consistent Ye during
collapse in a hydrodynamics calculation can be obtained with high precision from a parametrization
Ye(ρ) = Ye(ρ, t = tbounce) that is based on the results of a spherically symmetric detailed radiation
hydrodynamics calculation. The bounce-Ye(ρ) profile is chosen to obtain a good approximation of
the real Ye(ρ) at the time of core bounce. Liebendo¨rfer [476] has shown that in spherical symme-
try such a parametrization yields microphysical and (thermo)dynamical conditions at core bounce
to within a few percent to those obtained with a detailed radiation-hydrodynamic calculation. The
parametrization of deleptonization during collapse relies much more on the local density evolution
than on the global geometry. Hence, using the same Ye(ρ) also for rotating models is likely to be
almost as accurate as for the spherically symmetric model [476].
Following [476], I implement a source term for the Ye advection equation (3.125) given by
δYe
δt
=
min
[
0, Y¯e(ρ(t+ δt))−Ye(t)
]
δt
, (3.127)
where δ/δt denotes a Lagrangian change in a fixed mass element and where Y¯e(ρ(t + δt)) is the
parametrized Ye interpolated in log10 ρ to the updated density at t + δt. Ye(t) is the electron fraction
at time t. The minimum function guarantees that Ye decreases monotonically even if transient in-
stances occur in which the parametrized Y¯e is larger than Ye(t). This happens, for example, as seen
in figure 3.7, at the beginning of Liebendo¨rfer’s calculation and the deleptonization described by
equation (3.127) sets in slowly after a short time of adiabatic compression. During this the original
Ye profile moves to the right in the ρ− Ye plane to join the bounce profile, Y¯e.
I apply equation (3.127) first-order in time and operator-split21 from the Eulerian hydrodynamics.
The present deleptonization scheme manifest in equation (3.127) cannot capture the slight increase
in Ye around nuclear density seen in Liebendo¨rfer’s calculation (figure 3.7) which is due to increasing
neutron degeneracy at these densities. In the neutrino trapping regimewhere β-equilibrium prevails,
Yl is constant and Ye must – in principle – be obtained by means of a detailed weak equilibrium
calculation. A parametrization of Yl instead of Ye would allow for a more consistent Ye at nuclear
density, but would lead to a significant increase in computational complexity of the scheme [476].
The most important limitation of the Ye parametrization is, however, its inability to capture any post-
core bounce neutrino effects such as the rapid postbounce deleptonization in the region immediately
behind the supernova shock associatedwith the neutrino break-out burst when the shock reaches the
electron-neutrino neutrinosphere (see, e.g., [70]). Following [476], I deactivate deleptonization once
core bounce is reached. The immediate bounce and early postbounce dynamics remain unaffected
by above limitation, but beginning a fewmilliseconds after core bounce, the PNSs in the calculations
presented here exhibit artificially high Ye s and cannot cool via neutrino emission. This leads to
significant differences in the PNS structure and thermodynamics on a timescale of ∼100 ms.
For the calculations presented in this work I employ a parametrization Y¯e obtained from results of
detailed spherically-symmetric Boltzmann neutrino radiation-hydrodynamics core-collapse simula-
tions. These calculations were carried out by R. Buras and A. Marek of the Garching group with
the VERTEX code [73, 86, 469]. VERTEX includes an approximate treatment of general relativistic
gravity and is described in detail in [85] and was run with the same Shen EOS table that I use in
my calculations. For electron capture on protons the rates derived by Burrows & Sawyer [484] were
used. Capture on heavy nuclei is dominated by the Gamow-Teller transition from the single-particle
1 f7/2 level to the single-particle 1 f5/2 unless the reaction is blocked by the absence of neutron holes,
which, in the standard picture [3, 475], occurs for N ≥ 40. Hence, the standard rates [475, 485] for
electron capture (that employed in [73, 86]) do not include electron capture on nuclei with N ≥ 40. I
point out that recent results by Langanke et al. [486], obtained via nuclear shell model calculations,
21Owing to the ad-hoc nature of the Ye parameterization and to the fact that the stability of the numerical evolution is
not affected by the always small δYe. Test calculations in which I have included equation (3.127) at every intermediate time
integration step show that the first-order operator-split approach is sufficient.
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Figure 3.8: Electron fraction (Ye) as a function of density for the spherically symmetric collapse of presupernova
model s20 from [38]. Blue graph: Ye(ρ) profile at core bounce of the 1D radiation-hydrodynamics calculation
carried out with VERTEX [85, 469]. Red graph: Ye(ρ) evolution at the stellar center as obtained with CACTUS/-
CARPET/WHISKY (CCW) and Ye-parametrization based on the VERTEX calculation. The slightly higher Ye in
the CCW calculation between 2 and 6×1013 g cm−3 is due to interpolation in log10 ρ in between the only two
datapoints present in the VERTEX output at these densities.
show that thermal unblocking and other effects lead to significant electron capture even on nuclei
with N ≥ 40. As a consequence [64, 106], electron capture on nuclei dominates the one on free pro-
tons throughout collapse and ∼5–10% lower Ye at core bounce – and correspondingly smaller inner
core masses – are obtained than with the electron capture rates employed by [73, 86].
For all baseline calculations with the Shen EOS (see §3.7.3 and §6.1 for a discussion of initial mod-
els and simulation parameters) I make use of the 20 M⊙ (at zero-age main sequence [ZAMS] and
solar metallicity) presupernova model of [38]. For maximum consistency, I obtain the employed
Y¯e(ρ) from a VERTEX collapse calculation for the same initial model. Liebendo¨rfer has, however,
demonstrated [476] that Ye(ρ) does not vary much with progenitor model since the evolution of Ye
during collapse depends most strongly on the local density evolution which varies only slightly with
progenitor model. Hence, for simplicity, I employ the same Y¯e(ρ) also in calculations with different
presupernova models.
Figure 3.8 depicts the Ye(ρ) profile of model s20 [38] at the time of core bounce in the 1D VERTEX
calculation. To demonstrate the consistent implementation of the scheme, I plot Ye(ρ) at the stellar
center as obtained in a nonrotating CCW calculation in which I use a parametrization Y¯e(ρ) based
on the VERTEX bounce-Ye profile. As expected, the slight increase of Ye at nuclear density is not
captured by the scheme. In addition, Y¯e yields slightly larger values than the VERTEX Ye between
2 and 6×1013 g cm−3. This is due to the fact that there are no additional supporting points for the
linear interpolation in log10 ρ between those values of ρ. Otherwise the original VERTEX bounce Ye
profile is very well approximated by my implementation of Liebendo¨rfer’s scheme (3.127).
Entropy and Energy Changes During Collapse
Electron capture during collapse not only reducesYe but also results in a change of thematter entropy
and internal energy [3, 36]. The baryons are in NSE and the electrons are in thermal equilibrium.
Changes of the entropy per baryon (δs) are then determined by the chemical potentials µn, µp, and µe
of neutrons, protons, and electrons, respectively. The resulting energy transfer between matter and
neutrinos (δq) has to be taken into account. One obtains [64, 475]
Tδs = −δYe
(
µe − µn + µp
)
+ δq , (3.128)
where T is the fluid temperature. As pointed out earlier, depending on the density of the matter
and the energy of the produced neutrinos, a produced neutrino can either (1) escape directly without
further interactions, (2) thermalize and escape, or (3) be trapped for longer than the dynamical time
scale. In regime (1) which prevails at densities below∼2×1011 g cm−3, δq ≈ δYeEescapeν and Eescapeν >
µe − µn + µp [64]. Hence, the entropy of the fluid effectively decreases in regime (1). Since the escape
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energy of the neutrinos (E
escape
ν ) is only slightly larger than (µe − µn + µp), the resulting entropy
change is small and — following Liebendo¨rfer [476] — is neglected here. In regime (2), between
∼2×1011 g cm−3 and the onset of trapping around 2×1012 g cm−3, the neutrino mean free path is
reduced by increasing scattering off heavy nuclei. The increasing matter density causes the electron
chemical potential to rise, resulting in the production of neutrinos at higher energies. As the neutrino
mean free path scales ∝ E−2ν , thermalization to low energies provides the fastest way of escape. This
thermalization process leads to a mean final escape energy on the order of ∼10 MeV [64]. I follow
again Liebendo¨rfer [476] and implement the entropy change via
δs
δt
= − δYe
δt
µe − µn + µp − Eescapeν
T
(3.129)
where δYe/δt is given by equation (3.127). Here I choose E
escape
ν = 10 MeV and only evaluate (3.129)
when (µe − µn + µp − Eescapeν ) > 0 (when net energy is deposited and the entropy increases), and
otherwise assume δs = 0. The sum µe − µn + µp, which in β-equilibrium equals the electron neutrino
chemical potential, is contained in the Shen EOS table employed and the change in the specific inter-
nal energy (ǫ) corresponding to δs is obtained via numerical iteration of the EOS. I point out that even
in the case of δs = 0, a change in Ye will result in a net change of ǫ and the consistent ǫ that is locally
consistent with δs = 0 must be found using the EOS. Above trapping density (∼2.0×1012 g cm−3;
[64, 476]), in regime (3), the neutrinos are not able to escape before the postbounce neutrino break-out
burst and β-equilibrium prevails. δq in equation (3.128) is determined by the neutrino chemical po-
tential, δq = δYeµν [476]. Since µe + µp = µn + µν in β-equilibrium, δs = 0 follows and δǫ is obtained
via the EOS. All changes of entropy and specific internal energy are applied in the same first-order
operator-split fashion as the Ye change described by equation (3.127).
3.6.4 Neutrino Pressure and Energy Contributions
In the optically thick regime, the neutrinos are trapped within the protoneutron star and their dif-
fusion timescale is larger than the hydrodynamic timescale (e.g., [36, 64, 83]). Transport processes
can be neglected and the neutrinos may be treated as an ideal Fermi gas in thermal equilibrium
with the fluid. Including only electron and anti-electron neutrinos and using the electron-neutrino
chemical potential22 (µν, with β equilibrium, µν = µe − µn + µp), the neutrino Fermi pressure in the
optically-thick regime is given by
pν =
4π
3(hc)3
(kT)4
[
F3(ην) + F3(−ην)
]
, (3.130)
where ην = µν/kT and Fn is the Fermi-Dirac function of order n, Fn(η) =
∫ ∞
0 x
n(ex−η + 1)−1dx [488].
For [F3(ην) + F3(−ην)] I use the expression derived by van Riper and Bludman [487]:
F3(η) + F3(−η) = 7π
4
60
+
1
2
η2
(
π2 +
1
2
η2
)
. (3.131)
The specific neutrino energy is given by ǫν = 3pν/ρ.
The transition between trapping and free-streaming occurs in the semi-transparent region that spans
in optical depth from ∼1 to ∼2/3, the location of the neutrinosphere at which free-streaming sets
in (see, e.g., [70] and references therein). The position (in space, mass, or density) of the neutri-
nosphere and the beginning of the semi-transparent region are very neutrino-energy and neutrino-
flavor dependent. For the ad-hoc approach used in this work, I follow [476] and assume a transition
density of 2 × 1012 g cm−3 from optically-thick to semi-transparent and set pν = 0, ǫν = 0 below
this density23. This approach is justified by the fact that neutrino pressure and energy contributions
are already small at the transition density (<∼ 5% of the fluid pressure/internal energy) and, hence,
for the collapse and bounce dynamics practically irrelevant. Postbounce neutrino energy and mo-
mentum depositions are likely to be important in the semi-transparent regime for any delayed-type
explosion mechanism, but cannot be captured by the present scheme.
22In β-equilibrium, electron and anti-electron neutrinos have equal and opposite chemical potentials [487].
23Liebendo¨erfer [83] proposed a computationally intensive scheme (not implemented here) that allows the estimation of the
neutrino pressure in optically semi-transparent regions.
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Above trapping density, I include the neutrino pressure and energy contributions as additional con-
tributions in the coupling to curvature (see §3.5). For this I construct a fluid stress energy tensor24,
Tαβ =
[
ρ+ ρ(ǫ+ ǫν) + (p+ pν)
]
uαuβ + (p+ pν)g
αβ . (3.132)
The neutrino-fluid interaction in the optically-thick regime is most consistently handled via momen-
tum and energy source terms for the GR hydrodynamics equations. This emphasizes the fact that
baryonic/electronic matter and neutrinos are separate, though coupled fluids. Alternatively, neu-
trino energy and pressure could simply be added to the corresponding fluid quantities. This would
allow an inclusion of the neutrino pressure in the solution of the local Riemann problems, but, at
the same time, introduce inconsistencies in the EOS and the solution of the Riemann problems at
the transition density. I hence follow the more consistent source term approach which is commonly
employed for coupling the neutrino radiation field to matter in radiation-hydrodynamics calcula-
tions (e.g.,[85, 86, 489]).
The stress exerted by the neutrino gas on the fluid is determined by the gradient of the neutrino
pressure. In analogy with Newtonian fluid dynamics (e.g., [86, 149, 476]) and in terms of the Valencia
GR hydrodynamics formulation [156, 157], I write the source term for spatial direction i in the GR
momentum equation (see §2.5) as an additional pressure contribution pulled out of the flux term,
smomentumi = −(α
√
γpν), i . (3.133)
The source term in the energy equation is then simply
senergy = vismomentumi = −vi(α
√
γpν), i . (3.134)
Both source terms are applied as additional right-hand side contributions to the GR hydrodynamics
equations within the Method of Lines time integration scheme (see §3.2). This provides numerically
stable and consistent coupling with the hydrodynamics. The physical effects of the neutrino pressure
and energy contributions are discussed in Chapter 6.
24I point out that this stress-energy tensor is only used in the coupling to the BSSN MoL curvature evolution. The direct
hydrodynamic effects of neutrino pressure gradients are handled via source terms in the GR hydrodynamics equations.
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3.7 Initial Data for Core-Collapse Simulations
The minimal set of initial data that must be specified for a {3+1} GR hydrodynamics calculation are
(1) the six 3-metric components γij, the six components of the extrinsic curvature Kij, (2) the basic
matter variables density ρ, specific internal energy ǫ and 3-velocity vi, and (3), an EOS relating ρ and
ǫ to the fluid pressure p. The initial data should be physical and must satisfy the ADM momentum
and Hamiltonian constraints. The York-Lichnerowicz procedure [119, 147, 148] delineated in §2.4.4 is
one way of generating constraint satisfying initial metric and extrinsic curvature data for an arbitrary
matter/energy distribution.
In this work I employ two distinct classes of initial data for myGR core collapse calculations. The first
class are equilibrium solutions of general relativistic stellar structure equations. While intrinsically
constraint satisfying (to numerical accuracy), such solutions provide approximations of limited qual-
ity to realistic precollapse stellar iron cores since they generally assume a simplistic isentropic ther-
modynamic structure. The second class of initial data that I consider are precollapse stellar models
from spherically symmetric Newtonian stellar evolutionary calculations. These data provide much
more realistic compositional and thermodynamic initial conditions for core collapse simulations, but
have the disadvantage of being Newtonian and — in the rotating case — not being in axisymmetric
rotational equilibrium.
In the following both classes of initial data are discussed in detail.
3.7.1 Tolman-Oppenheimer-Volkoff Polytropes
The simplest progenitor models for stellar collapse simulations are spherically symmetric polytropes
in hydrostatic equilibrium. Polytropes are stellar models that obey the polytropic EOS specified by
equations (3.117) and (3.118) on page 71. In Newtonian gravity, the Lame-Emden equation (see,
e.g., [36]) is used to construct stellar models parametrized by central density ρc, K and adiabatic
index Γ.
As discussed in §2.4.4, specifying fluid initial data alone is not sufficient. Initial data for the 3-metric,
the extrinsic curvature and initial gauge choices (lapse and shift vector) are required for the Cauchy
evolution of the Einstein field equations. Tolman [490] and Oppenheimer & Volkhoff [491] have
found the equations of stellar structure for isentropic stars in general relativity (the TOV equations):
dp
dr
= −(ρ(1+ ǫ) + p)m+ 4πr
3p
r(r− 2m) , (3.135)
dm
dr
= 4πr2ρ(1+ ǫ) , (3.136)
d ln α
dr
=
m+ 4πr3p
r(r− 2m) . (3.137)
Here ρ, p, and ǫ have their usual meaning in the fluid context and α is the lapse. r is the areal radius
defined by demanding that a 2-sphere of radius r have the proper area 4πr2 and proper circumference
2πr. m(r) is the mass inside the areal radius r including internal energy and gravitational potential
energy contributions25. The line element in the interior of the star is then given by
ds2 = −α(r)2dt2 +
(
1− 2m(r)
r
)−1
dr2 + r2(dθ2 + sin2θdϕ2) . (3.138)
Equations (3.135–3.137) are integrated numerically from r = 0 to the stellar surface at radius R with
inner boundary conditions m(r = 0) = 0, ρ(r = 0) = ρc, ln α(r = 0) = 0. The central pressure pc
and the central specific internal energy ǫc are derived from the central density through the polytropic
equation of state; Pc = KρΓc and ǫc = pc/[(Γ− 1]ρc). At the outer boundary the solution of equations
25See [36] for a discussion why this is the case given the simplicity of equation (3.136).
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(3.135–3.137) is matched to an exterior Schwarzschild spacetime, fixing
P(r = R) = 0 (3.139)
m(r = R) = M (3.140)
α(r = R) =
√
1− 2M
R
, (3.141)
where M is the total gravitational mass of the star. If one is interested in the solution of equations
(3.135–3.137) for an isotropic radial coordinate R¯ (as, for example, used for Cartesian grids: r¯2 =
x2 + y2 + z2), the additional equation [492]
dln(r¯/r)
dr
=
√
r−√(r− 2/m(r))√
r(r− 2m) (3.142)
must be solved with r¯(r = 0) = 0 and r¯(r ≥ R) = 12 (
√
r(r− 2M) + r−M).
The TOV solution is static (hence, time symmetric), spherically symmetric and asymptotically flat.
The extrinsic curvature and the shift vanish.
Choice of Γ and K
The TOV equations do not a priori fix the choice of ρc and the EOS parameters Γ and K, yet a stable
equilibrium solution can only be found for a limited parameter space in ρc, Γ and K (see, e. g., [36,
63]).
Precollapse stellar iron cores have a central density of ∼1010 g cm−3 and are stabilized mainly by the
pressure of extremely relativisticly degenerate Fermi gas of electrons [36]. This motivates a choice of
ρc = 1× 1010g cm−3 ,
Γ =
4
3
,
K =
3
4
(
π
3
)2/3
h¯c
(
Ye
mB
)4/3
Iron
= 1.2435× 1015 (0.5)4/3 [cgs] , (3.143)
where Ye is the electron fraction per baryon and mB is the mean baryon rest mass defined as
mB ≡ ∑i nimi
∑i niAi
, (3.144)
with ni and mi being the number density and the mass of ion species i, respectively. Ai is the cor-
responding integer atomic weight. mB may be approximated by the atomic mass unit mu (see ap-
pendix A).
Parameter choice (3.143) yields a precollapse iron core TOV solution M∼1.42 M⊙ with an isotropic
coordinate radius of R¯∼1545 km. Γ = 4/3 polytropes are stable to radial perturbations in Newtonian
gravity, but, as Chandrasekhar [63] has demonstrated, not in general relativity. Once mapped onto
the CCW grid, numerical truncation errors drive the TOV star dynamically unstable to collapse in
finite time. However, depending on the grid resolution, the time until dynamical collapse can be
rather long. Hence, I choose to lower the adiabatic index to a value below but close to 4/3 to insti-
gate collapse. This is in the tradition of all previous studies that have investigated the collapse of
polytropic iron core models (see, e.g., [12, 13, 18, 30, 160, 161, 204, 267]) and leads to a sudden loss of
pressure support, entailing a small initial violation of the Hamiltonian and momentum constraints.
Since the initial data are spherically symmetric and time symmetric despite the pressure reduction, a
solution of
∇¯2Ψ = −2πΨ5(ρ+ ρǫ) , (3.145)
γij = Ψ
4ηi j , (3.146)
Kij = 0 , (3.147)
where ηij is the flat space metric, is sufficient to satisfy the constraints on the initial data slice [127]. I
implement this via a standard shooting technique (see, e.g., [493]) and the LSODA ODE solver [494].
See §4.2 for results of collapse calculations employing TOV initial data.
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3.7.2 Polytropes in Rotational Equilibrium
Rotation breaks spherical symmetry and initial models in rotational equilibrium are oblate spheroids,
or in the case of extreme differential rotation, oblate quasi-toroids26. I compute rotational-equilibrium
polytropes using the CACTUS thorn WHISKY RNSID written by N. Stergioulas. It is an extended
version of his original RNS code [312, 495–497] which is based on the Komatsu-Eriguchi-Hachisu
scheme [498, 499] andmodifications of the former introduced by Cook et. al. [500]. For a review of ro-
tating stars in general relativity and the computation of rotational equilibriummodels, the interested
reader is referred to the Living Reviews in Relativity article by N. Stergioulas [312]. Here I shall only
delineate the most basic and salient aspects of WHISKY RNSID and the Komatsu-Eriguchi-Hachisu
scheme. Additional information and numerical details can be found in above references.
The three basic assumptions are that the considered spacetime is axisymmetric, stationary and asymp-
totically flat. Stationarity implies that there exists a timelike Killing vector (see, e.g., [116]) field tα.
Axisymmetry implies that there exists a spacelike Killing vector field ϕα in the symmetry direction.
Asymptotic flatness guarantees that tαtα → −1, ϕαϕα → +∞ and tαϕα → 0 at spatial infinity. The
two Killing vectors commute [501] and it is possible and convenient to choose coordinates in which
tα and ϕα are basis vectors. If, in addition, the rotating flow is strictly circular, all 2-surfaces orthogo-
nal to the two Killing vector fields can be described by the remaining two coordinates x1 and x2 [502].
In isotropic coordinates, the 2-surfaces spanned by x1 = r and x2 = θ are conformally flat and the
line element can be written as
ds2 = −e2νdt2 + e2ψ(dϕ−ωdt)2 + e2µ(dr2 + r2dθ2) , (3.148)
with the metric potentials ν, ψ, µ and ω and with
gtt = t
αtα = −e2ν +ω2e2ψ
gtϕ = t
αϕα = −ωe2ψ
gϕϕ = ϕ
αϕα = w
2ψ . (3.149)
The rotating matter is assumed to be a non-magnetic neutral perfect fluid with a stress-energy tensor
as defined by equation (2.59) on page 22. The angular velocity of the fluid surface as seen by an
observer at rest at infinity is in terms of the fluid 4-velocity given by
Ω ≡ u
ϕ
ut
=
dϕ
ds
dt
ds
=
dϕ
dt
. (3.150)
The normalization uαuα = −1 fixes ut globally to
ut =
e−ν√
1− (Ω−ω)2e2(ψ−ν)
. (3.151)
The fluid 3-velocity, as measured by an Eulerian observer (who has zero angular momentum locally
and is hence called zero-angular momentum observer [ZAMO]) is
v = (Ω−ω)eψ−ν . (3.152)
In terms of v, the 4-velocity can then be written
uα =
e−ν√
1− v2 [1, 0, 0,Ω]
T . (3.153)
From equation (3.152) one figures that a ZAMO has angular velocity ω with respect to an observer
at rest at infinity. This is related to the widely known frame dragging effect (e.g., [116, 312]).
26I use the “quasi” prefix to acknowledge the fact that true toroids have vanishing density outside the toroid body while
the rotating stars considered here only have an off-center density maximum, yet a finite density at the center.
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With the above choice of coordinates and symmetry assumptions, the Einstein equations reduce
to [312, 503]
∇(B∇ν) = 1
2
r2 sin2 θB3e−4ν∇ω∇ω
+4πBe2ζ−2ν
[
(ρ(1+ ǫ) + p)(1+ v2)
1− v2 + 2p
]
, (3.154)
∇(r2 sin2 θB3e−4ν∇ω) = −16πr sin θB2e2ζ−4ν (ρ(1+ ǫ) + p)v
1− v2 , (3.155)
∇(r sin θ∇B) = 16πr sin θBe2ζ−2νp , (3.156)
and a first-order, though lengthy, differential equation for ζ, relating only metric functions and given
by Butterworth and Ipser [503]. In above equations, B = eψ+ν/(r sin θ), ζ = µ + ν, and ∇ is the 3-
dimensional flat-space derivative operator in spherical coordinates. The equation of hydrostationary
equilibrium is given by
∇P
ρh
+∇ν− v
1− v2∇v + j∇Ω = 0 , (3.157)
where j is the specific angular momentum
j = u0uϕ =
v2
(1− v2)(Ω−ω) . (3.158)
For barotropes where p depends on ρ only – which is the case for the polytropes considered here –
the integrability of equation (3.157) allows j to be a specifiable function of Ω only. The most popular
simple choice is [160, 312, 498, 499]
j(Ω) = A2(Ωc −Ω) , (3.159)
where Ωc is the central angular velocity and A is a positive constant of dimension length parametriz-
ing differential rotation. In the Newtonian limit the rotation law (3.159) reduces to
Ω = Ωc
A2
A2 + d2
=
{
Ωc for A→ ∞
Ωc
A2
d2
for A→ 0 , (3.160)
where d = r sin θ is the distance from the rotation axis. For A → ∞, the rotation becomes uniform
and for A → 0, the rotation law becomes a j-constant rotation law. According to (3.160), the angular
velocity is constant on cylinders. This accords with the Poincare´-Wavre theorem that states that the
specific angular momentum in barotropes is constant on cylinders in Newtonian gravity (see, e.g.,
[504]).
WHISKY RNSID computes equilibrium polytropes by iteratively solving the Einstein equations and
the equations of hydrostationary equilibrium until convergence is reached [496, 498–500]. After that,
lapse, shift and metric are appropriately transformed and mapped onto the CCW grid and the ex-
trinsic curvature is computed from the 3-metric via (2.26). Model parameters are the central density
ρc, the coordinate axis ratio rp/re and a normalized rotation parameter Aˆ = A/re as well as the EOS
parameters Γ and K. For rp/re = 1 the TOV solution is recovered. As for TOV initial models, Γ is
reduced to instigate collapse. Since no 2D/3D elliptic solver is available in CCW, I do not re-solve
the constraint equations after the pressure reduction. This leads to a small initial constraint violation
that is, however, dwarfed by the constraint violations induced by numerical truncation errors during
the collapse evolution.
See §4.3 and chapter 5 for results from core collapse simulations employing polytropes in rotational
equilibrium.
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3.7.3 Presupernova Stellar Models
As pointed out in Section 2.3.2, massive stars above ∼8 M⊙ form an onion-skin like compositional
structure at the end of their nuclear burning lives. The massive 1–2 M⊙ core composed of iron-group
nuclei is surrounded by progressively lighter elements. Details on the evolution of massive stars
can, e.g., be found in the textbooks of Clayton [505] and Kippenhahn & Weigert [432] and in the re-
cent review article by Woosley et al. [38]. All to-date available presupernova stellar models are end
products of Newtonian spherically symmetric (1D) stellar evolutionary calculations from hydrogen
burning on the main sequence to the onset of core collapse by photo-dissociation of heavy nuclei and
electron captures [38, 506–511]. Recently, the first presupernova models that include rotation in an
approximate 1D fashion have become available [509–511]. In this work I employ nonrotating presu-
pernova models of Woosley et al. [38] that I set into rotation assuming constant angular velocity on
cylindrical shells and the rotation law specified by equation (3.160). In addition, I perform calcula-
tions with a number of “rotating” presupernova models from [509] and [511]. I point out that due
to their 1D nature, none of the considered models are in rotational equilibrium. Model calculation
details along with astrophysical considerations are laid out in §6.1.
At the time of mapping from 1D onto the 3D CCW grid, the presupernova models already exhibit
negative velocities and nothing artificial is done to initiate or accelerate collapse. The actual mapping
is performed via linear interpolation of the fluid data. Consistent specific internal energies are ob-
tained by calling the Shen EOS with density, temperature and electron fraction as inputs. The typical
precollapse iron core is less compact than the TOV stars and rotating polytropes considered in the
previous section. Initial curvature data are obtained in the Newtonian metric approximation [115]
by means of the Newtonian gravitational potential. The latter is obtained via a simple 1D integration
of the Poisson equation
∆φ = 4πρ . (3.161)
Using the “Newtonian” line element [115]
ds2 = −(1+ 2φ)dt+ (1− 2φ)(dx2 + dy2 + dz2) , (3.162)
I set up the initial curvature and gauge data according to
α =
√
1+ 2φ ,
βi = 0 ,
γij = (1− 2φ) diag(1, 1, 1) ,
Kij = 0 . (3.163)
The above choice yields a good approximation to the true GR initial data since (a) the precollapse
cores are essentially Newtonian objects with M/R <∼ 0.1% and (b) because the initial collapse radial
velocity is small (<∼ 0.003 c). For a rapidly rotating initial setup, themaximumHamiltonian constraint
violation on the initial data slice is on the order of 10−7 and is located at the origin. The maximum
momentum constraint violation is on the order of 10−9 and is located slightly off-origin correspond-
ing to the steep rise in the initial collapse velocity. Both values are multiple orders of magnitude
smaller than the constraint violations that are induced by the finite differencing of the NOK-BSSN
equations during the evolution. Comparisons with conformally-flat axisymmetric calculations (pre-
sented in §6.3.8) carried out with the COCONUT code [18, 160, 161] by H. Dimmelmeier corroborate
the quality of the Newtonian metric approximation for the precollapse iron cores considered here.
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3.8 Gravitational Wave Extraction
In section 2.6 I have introduced and discussed the basics of gravitational wave theory. As mentioned
in that section, I extract gravitational wave information via the quadrupole approximation (equations
[2.96] through [2.101]) from the hydrodynamic matter motions in my simulations. The quadrupole
formalism yields a direct estimate for the gravitational waves emitted by an accelerated aspherical
mass distribution as seen by an asymptotic observer. For the relatively weak-field ( G
c2
M
R ∼ 0.1),
relatively slow-motion (v ∼ 0.1− 0.2c) situation encountered in stellar core collapse, wave estimates
by the quadrupole approximation may actually be more reliable than conceptually and technically
more involved methods for wave extraction directly from curvature variables (see the discussion in
section 2.6.5).
Throughout this section I will use standard cgs units, hence carry along all factors of c and G. The
numerical code used to extract gravitational waves from my simulation data based on the formulae
presented in this section was written by myself.
3.8.1 Quadrupole Waves
I start with the reduced mass quadrupole tensor defined by
I−jk =
∫
ρ
(
xix j − 1
3
δijxix
i
)
d3x . (3.164)
Note that I assume the weak-field, slow-motion linear limit and thus raise and lower indices with
ηij = diag(1, 1, 1) making the difference between “upper” and “lower” index irrelevant. As moti-
vated by Dimmelmeier [12, 18] and Shibata and Sekiguchi [174], I replace the Newtonian rest-mass
density ρwith D¯ =
√
γρW. HereW is the Lorentz factor and ρW is densitized, because (1) the actual
hydrodynamically evolved variable is
√
γρW (see equation 2.66) and (2) because the volume element
in above integral becomes an approximate natural volume element (see, e.g., [116]) with this choice.
The standard quadrupole formula (SQF), introduced in section 3.8.1, recapitulated in slightly differ-
ent form reads
hTTjk (t,~x) =
2
c4
G
R
[
d2
dt2
I−jk(t− R/c)
]TT
, (3.165)
where R is the distance from the source to the observer and TT stands for transverse-traceless. Fol-
lowing Finn and Evans [178] and Blanchet et al. [171], I now make use of the continuity equation,
Dˆ, t + (Dˆv
i),i = 0 , (3.166)
to eliminate one of the time derivatives from (3.165), arriving at the first moment of momentum density
formula for the first time derivative of the mass quadrupole tensor:
d
dt
I−ij =
∫
Dˆ
[
vix j + vjxi − 2
3
δij(vlxl)
]
d3x . (3.167)
Again, note that the choice of position of the indicies (upper/lower) is arbitrary. I use upper indices
on the right-hand side since all primitive vector variables in WHISKY are contravariant.
For writing out the gravitational wave amplitudes in terms of the two possible polarizations of gravi-
tational waves, h+ and h×, I choose a source-local spherical coordinate frame (r,θ,φ) with normalized
basis vectors. The unit polarization tensors (2.91) in this basis read [512, 513]
e+ = ~eθ ⊗~eθ −~eφ ⊗~eφ ,
e× = ~eθ ⊗~eφ +~eφ ⊗~eθ , (3.168)
and the two dimensionless gravitational wave strains have the particularly simple form
h+ =
G
c4
1
D
(
I¨−θθ − I¨−φφ
)
,
h× =
G
c4
2
D
I¨−θφ , (3.169)
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where I use the dot convention for time derivatives for simplicity of notation. The relevant compo-
nents I¨−θθ, I¨−φφ, I¨−θφ expressed in terms of their Cartesian counterparts computed in the code, read
I¨−θθ = ( I¨−xx cos
2 φ+ I¨−yy sin
2 φ+ I¨−xy sin 2φ) cos
2 θ + I¨−zz sin
2 θ− ( I¨−xz cos φ I¨−yz sin φ) sin 2θ ,
I¨−φφ = I¨−xx sin
2 φ+ I¨−yy cos
2 φ− I¨−xy sin 2φ ,
I¨−θφ = −12 ( I¨−xx − I¨−yy) cos θ sin 2φ+ I¨−xy cos θ cos 2φ+ ( I¨−xz sin φ− I¨−yz cos φ) sin θ . (3.170)
An observer located on the polar axis of the source (θ = 0, φ = 0) then sees
h
p
+ =
G
c4
1
D
( I¨−xx − I¨−yy)
h
p
× =
G
c4
2
D
I¨−xy (3.171)
and an observer in the equatorial plane (θ = π/2, φ = 0) sees
he+ =
G
c4
1
D
( I¨−zz − I¨−yy)
he× = −
G
c4
2
D
I¨−yz . (3.172)
In axisymmetry, h
p
+, h
p
×, and he× all vanish, leaving only h+ = he+.
The first moment of momentum density (3.167) recast of the SQF greatly reduces the numerical noise
in the extracted wave signal (see, e.g., [170] or [18]). I compute the single remaining time derivative
via finite differences in a postprocessing step. Finn and Evans [178] and Blanchet et al. [171] went a
step further and additionally apply the Newtonian equation of momentum conservation which led
to the stress formula variant of the SQF that does not contain any time derivatives, but terms involving
derivatives of the Newtonian gravitational potential Φ:
I¨−ij =
∫
Dˆ
[
2vivj − xiΦ, j − x jΦ, i − 23δ
ij(vlvl − xlΦ, l)
]
d3x . (3.173)
The stress formula is widely used in Newtonian source simulations, but also in the work of Dim-
melmeier and collaborators [12, 18, 161, 162] in conformally-flat spacetimes. Because of the ambigui-
ties concerning the definition of a Newtonian potential in terms of GR field variables, I have decided
not to use the stress formula in my GR simulations27.
3.8.2 Total Energy Emission and Spectral Energy Density
The total energy emitted in quadrupole gravitational waves is given by the expression [116]
EGW =
1
5
G
c5
∫ ∞
−∞
...
I−ij
...
I−ij dt =
1
5
G
c5
∫ ∞
−∞
[
...
I− 2xx +
...
I− 2yy +
...
I− 2zz + 2
(...
I− 2xy +
...
I− 2xz +
...
I− 2yz
)]
dt . (3.174)
This expression is straightforwardly implemented in the postprocessing code, but, due to the addi-
tional numerical time derivative required, not very accurate. It is thus numerically more reliable to
evaluate the emitted energy in the frequency domain:
I introduce the Fourier transform of the second time derivative of the reduced mass quadrupole
tensor,
˜¨I−ij( f ) =
∫ ∞
−∞
I¨−ij(t)e
−2πi f tdt , (3.175)
and the reverse transform,
I¨−ij(t) =
∫ ∞
−∞
˜¨I−ij(t)e
2πi f td f . (3.176)
27See also the discussion in [12].
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Using (3.175) and (3.176), I rewrite (3.174) in terms of I¨−’s Fourier transform ˜¨I−
EGW =
1
5
G
c5
∫ ∞
−∞
(2π f )2| ˜¨I−ij|2d f . (3.177)
Hence, the spectral energy density of the emitted quadrupole gravitational waves reads
dEGW
d f
=
1
5
G
c5
(2π f )2| ˜¨I−ij|2 , (3.178)
where | ˜¨I−ij|2 = ˜¨I−ij ˜¨I−∗ij and ∗ denotes complex conjugation.
3.8.3 Characteristic Strain
Flanagan &Hughes [514] define a dimensionless characteristic gravitational wave strain as a function of
frequency f in terms of the spectral gravitational wave energy density to better assess the detectabil-
ity of gravitational waves:
hchar( f ) =
√
2
π2
G
c3
1
D2
dEGW( f )
d f
. (3.179)
This is a sensible choice since the detectability of gravitational waves of a fixed frequency f scales
with the square root of the number of wave cycles n emitted at this frequency. In terms of hchar
Flanagan & Hughes [514] write the signal-to-noise ratio for an optimally oriented detector as
(SNRoptimal)
2 =
∫
d(ln f )
hchar( f )
2
hrms( f )2
, (3.180)
with the (single) detector rms noise strain hrms( f ) in an interval ∆ f ≈ f around f being defined as
the square root of frequency times the detector noise power spectral density:
hrms( f ) =
√
f S( f ) . (3.181)
For two gravitational wave observatories, averaging over all angles, and demanding a SNR of 5, the
detector burst sensitivity is considered to be hSB ≃ 11 hrms[221, 515].
For the first time ever in the core-collapse supernova context, I have used (3.179) to compare the-
oretical gravitational wave estimates to the LIGO sensitivity [515] in the work done towards my
diploma thesis [9, 170]. Since then, a similar approach has been taken by Mu¨ller et al. [95] and in my
publication on gravitational waves from protoneutron star core oscillations [15].
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3.9 Additional Analysis Tools
3.9.1 Total Energy, Linear Momentum, and Angular Momentum
For an asymptotically flat spacetime28, it is possible to define a total energy and a total angular
momentum vector in terms of surface integrals on a closed 2-surface at infinity (or, in a relaxed
sense, at a very large distance from the gravitating object(s), where curvature is minute and no strong
gravitational waves are present) [116, 117, 125, 126]. The ADM mass describes the total energy of
spacetime, including energy carried by gravitational waves [126]. In Cartesian coordinates and in
the usual ADM variables at spatial infinity (where α = 1) it is
MADM =
1
16π
∮ √
γγijγkl(γik,j − γij,k)d2Si , (3.182)
where d2Si is the surface element on a spherewith coordinate radius approaching infinity and normal
ni. Using Gauss’s law, the surface integral (3.182) can be converted into a volume integral [126]:
MADM =
1
16π
∫ [
α
√
γγijγkl(γik,j − γij,k)
]
, l
d3x . (3.183)
Using the Hamiltonian constraint equation (2.30) and the NOK-BSSN conformal-traceless formula-
tion (see section 3.3) of the ADM equations, (3.183) can be rewritten [516] as
MADM =
1
16π
∫ [
Ψ5
(
16πρADM + A˜ijA˜
ij − 2
3
K2
)
− Γ˜ijkΓ˜jik + (1−Ψ)R˜
]
d3x (3.184)
where ρADM = nνnµT
µν = ρhW2 − P (see section 2.5).
The ADM linear momentum [125, 517] is
PADMi =
1
8π
∮
(Kki − Kδki)d2Si , (3.185)
and the total angular momentum, including the angular momentum carried by gravitational waves,
is described by the ADM angular momentum [116, 125, 517] (here in Cartesian coordinates),
JADMi =
1
8π
ǫijk
∮
x jKkld2Sl . (3.186)
In an fashion analogous to MADM, volume-integral expressions for PADMi and J
ADM
i can be found
(see, e.g., [516]).
In my core-collapse simulations, the total ADM linear momentum should be zero29 and MADM and
JADMi should remain constant unless gravitational waves (or matter) leave the computational do-
main.
Equations (3.182), (3.183), and (3.184) are directly implemented in the analysis routines. Equation
(3.185) is indirectly implemented by (a) monitoring the center of mass position on my numerical
grid30 and (b) by evaluating
Si =
∫ √
γSid
3x , (3.187)
where the Si are the fluid momentum densities from section 2.5. I implement equation (3.186) in a
volume-integral form introduced by Shibata [519] that utilizes the NOK-BSSN variables directly and
is equivalent to the formula of Yo et al. [516].
28In an asymptotically flat spacetime curvature vanishes at large distances from some (central) regions, so that at large
distances, the geometry becomes essentially that of a Minkowski spacetime. All spacetimes considered in this dissertation are
assumed to be asymptotically flat.
29No “center of mass” motion unless gravitational waves carry away linear momentum [518].
30This is – in principle – gauge dependent. If one assumes symmetric shift behavior and imposes vanishing shift at the
coordinate origin, the coordinate position of the center of mass should not change.
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3.9.2 Indicative Matter Integrals
I now define a number of indicative integral observables for the matter variables. The definition of
the total rest mass is straightforward considering the rest-mass conservation equation (2.66):
M0 =
∫
ρWdV =
∫
ρW
√
γd3x . (3.188)
Following Friedman et al. [520] and Saijo et al. [304], I further define the proper mass
Mp =
∫
ρW(1+ ǫ)
√
γd3x . (3.189)
The ratio of rotational kinetic to gravitational binding energy,
β =
T
|W| , (3.190)
is an important analysis quantity for the dynamics of rotating fluid bodies (see, e.g., the seminal work
by Chandrasekhar [285]). In order to find an expression for β in terms of the evolved variables in my
simulations, I again follow Saijo et al. [304] and define an approximate fluid gravitational mass
Mgrav =
∫
(ρhW2 − P)Ψ5d3x . (3.191)
thisis equivalent to equation (3.184) up to pure-curvature terms which I neglect here since I am only
interested in matter contributions.
For the definition of the rotational kinetic energy T, an expression for the angular momentum must be
given which is not so straightforward. Since I am interested in the fluid angular momentum, a choice
Jz = JADMz does not seem appropriate, since J
ADM
z (3.186) contains angular-momentum contributions
that are pure curvature (in the case of the presence of a rotating black hole) and contributions from
gravitational waves. An alternative is to make the assumption of axisymmetry and exploit the then
existing space-like Killing vector field (see, e.g. [116]) which allows a straightforward definition of
the fluid angular momentum with respect to the axis of symmetry [304, 520, 521],
Jz =
∫
Ttφ α
√
γd3x =
∫
(x jy − y jx)Ψ6d3x , (3.192)
where the ji are given by ji = −Tµνnµγνi = ρWhui [519]. I find that Jz and JADMz agree to within one
percent at all times in my simulations. Also note that (3.192) is identical to equation (2.26) of [519].
The rotational kinetic energy is then given by [304, 520, 521]
T =
1
2
∫
Ω(x jy − y jx)Ψ6d3x (3.193)
where I use
Ω =
x(αvy − βy)− y(αvx − βx)
x2 + y2
(3.194)
based on Ω = u
φ
u0
= αvφ − βφ and the Cartesian ~Ω = ~r×~v
r2
.
The gravitational binding energy is then defined as [304, 520, 521]
W = Mgrav −Mp − T , (3.195)
and β becomes
β =
T
|W| =
T
|Mgrav −Mp − T| =
1∣∣∣∣Mgrav −MpT − 1
∣∣∣∣
. (3.196)
Note that equation (3.196) is just one way of defining β in dynamical general relativity. Shibata and
collaborators, for example, use the ADM mass and angular momentum for the gravitational mass
and the fluid angular momentum, respectively [204]. Fortunately, in the stellar core-collapse context,
such differing definitions of β lead – by experience – only to relative differences of the results on the
order of a few percent.
92 CHAPTER 3. GR CORE-COLLAPSE SIMULATIONS: IMPLEMENTATION
3.9.3 Analysis of Nonaxisymmetric Structure
The possibility for development of nonaxisymmetric structures and dynamics during stellar core
collapse and/or in the protoneutron star at postbounce times has recently received much attention.
In fact, time varying nonaxisymmetric flow caused by rotational fluid instabilities is likely to lead to
copious emission of gravitational radiation (see, e.g., [240] and the discussions in §2.7.3 and §6.4).
To diagnose and monitor the development of nonaxisymmetric structure in my calculations of rotat-
ing collapse I employ three different methods.
Gravitational Wave Emission
In axisymmetry, no gravitational waves are emitted along the symmetry axis and only waves with
+ polarization can be emitted in off-axis directions. Hence, monitoring the magnitudes of h
p
+, h
p
×,
and he× as defined by equations (3.171) and (3.172) in the previous section and comparing them to
the axisymmetric he+ may be used as a diagnosis tool for time-changing nonaxisymmetric structure
of quadrupole character. A prime example for such structure is the ℓ = m = 2 f-mode deformation
of rotating stars, known as the bar mode (see, e.g, [286]). A bar/cylinder spinning around an axis
perpendicular to its symmetry axis emits gravitational waves along the rotation axis at twice its spin
frequency and with a π/2 phase shift between + and × gravitational wave polarizations [115, 116].
Azimuthal Fourier Analysis
A way to measure the growth of nonaxisymmetric structure is to examine various Fourier compo-
nents in the density distribution [306, 522]. In cylindrical coordinates the density in a ring at fixed
cylindrical radius ̟ from the rotation axis and fixed z can be written using the complex azimuthal
Fourier decomposition
ρ(̟, z, ϕ) =
+∞
∑
m=−∞
Cm(̟, z)e
imϕ , (3.197)
where the Fourier components Cm correspond to the azimuthal modes m and are defined by
Cm(̟, z) =
1
2π
∫ 2π
0
ρ(̟, z, ϕ)e−imϕdϕ . (3.198)
In addition, it is useful to define normalized amplitudes
Am = |Cm|/|C0| , (3.199)
where
|Cm| =
√
Re{Cm}2 + Im{Cm}2 , (3.200)
and where C0(̟, z) = ρ¯(̟, z) is the mean density in the ring. At any point in time, the mode phase
angle,
Φm(̟, z) = tan
−1(Im{Cm}/Re{Cm}) , (3.201)
provides information about the azimuthal structure of each mode m. If a given mode m is globally
dominant this is reflected in a radial variation of the phase angle that corresponds to the global
structure of the mode. For a spiral-type mode, Φm should exhibit a spiral structure while a pure bar
mode should result in a bar-like structure [22, 24]. In addition and also in the situation when a mode
m becomes global, one can write the phase angle as
Φm = σmt , (3.202)
where σm is the eigenfrequency of the mth mode. The mode pattern speed is then
σp(̟, z) =
1
m
dΦ
dt
=
σm
m
. (3.203)
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In practice, I implement equation (3.198) by interpolating the density on discrete rings in the equa-
torial plane and then performing the Fourier analysis for m ∈ {1, 2, 3, 4}. I typically use 180 angular
zones for 2π radians and perform the analysis at 30 radii between 5 and 100 km from the rotation axis.
The confinement of the analysis to the equatorial plane is motivated by the assumption that globally
unstable modes are likely to have only a weak z dependence inside the protoneutron star (see [23]
and references therein).
Global Dipole, Quadrupole, and Sextupole Diagnostics
In order to obtain a more global measure for nonaxisymmetric structure, Saijo et al. [20] have pro-
posed multipole diagnostics abutted to Cartesian representations of ℓ = m spherical harmonics de-
compositions of the density. Concretely, [20] define total mass-normalized dipole,
D = 〈eimϕ〉m=1 = 1M
∫
ρ≥ρcut
ρ
x + iy√
x2 + y2
d3x , (3.204)
and quadrupole,
Q = 〈eimϕ〉m=2 = 1
M
∫
ρ≥ρcut
ρ
x2 − y2 + i(2xy)
x2 + y2
d3x , (3.205)
diagnostics, to which I add a sextupole,
S = 〈eimϕ〉m=4 = 1M
∫
ρ≥ρcut
ρ
x4 + y4 − 6x2y2 + i(4x3y− 4xy3)
(x2 + y2)2
d3x , (3.206)
diagnostic to enable capture of the m=4 Cartesian grid mode dynamics. M is the total mass of mate-
rial with density ρ greater than ρcut. Note that the powers of
√
x2 + y2 in the integrands’ denomina-
tors are not part of the Cartesian spherical harmonics representation, but are employed to accentuate
the relevance of the highly compact matter distribution at small cylindrical radii. I typically choose
ρcut = 109 g cm−3, again to put emphasis on the strongly condensed regions on the computational
grid.
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Chapter 4
GR Core-Collapse Simulations:
Code Tests
This chapter is devoted to tests of the CACTUS/CARPET/WHISKY (CCW) code. Basic and more ad-
vanced code tests of WHISKY without mesh refinement, including relativistic 3D shock tube tests, ro-
tating stationary, and collapsing neutron stars with andwithout curvature evolution via BSSN MOL
have already been published [123, 163]. In the following, I focus on tests of CCW in the context
of the {3+1} GR mesh-refined stellar core-collapse calculations performed in this work. In §4.1 I
present relativistic shock tube calculations and investigate the effects of a mesh refinement boundary
on shock propagation. In §4.2 I investigate the convergence and consistency of the CCW approach
in spherically-symmetric stellar core-collapse spacetimes and in §4.3 I perform an extensive set of
code-verification calculations with rotating iron core collapse models, including resolution tests,
a set of test calculations for progressive mesh refinement and tests with various spacetime gauge
choices, hydrodynamic cell-interface reconstruction methods, flux-formulae/Riemann solvers and
time-integrators.
4.1 Relativistic Shock Tubes with Mesh Refinement
Shock tube tests are conceptually simple, yet very effective and rigorous tests for the ability of a
numerical hydrodynamics code to resolve and track strong shocks in one dimension. In addition,
shock tube tests probe the handling of smooth flow by HRSC schemes based on Riemann solvers.
Two initially constant states are separated by a discontinuous jump in density and/or pressure. The
exact solution of the full time-dependent Riemann problem is known and the quality of the numerical
time evolution can be easily assessed by a comparison with the exact solution.
Relativistic shock tube test results obtainedwith WHISKYwere published in [123, 163]. Here I present
test calculations that investigate the effects of CARPET mesh refinement boundaries on shocks. A
much more thorough and detailed discussion of shock passage through mesh refinement boundaries
has been presented by Quirk [402].
I consider the two standard one-dimensional special relativistic shock tube problems analyzed by
Martı´ & Mu¨ller [165]. The initially constant left and right states are listed in table 4.1. An ideal-fluid
EOSwith Γ = 5/3 is used and both test problems are computed in a flat one-dimensional Minkowski
spacetime using Cartesian coordinates in the interval x ∈ [0, 1]. The initial discontinuity is placed
Table 4.1: Density ρ, pressure p, and velocity vx . Initial values for the left and right states of the relativistic shock
tube problems 1 and 2 of Martı´ & Mu¨ller [165].
Problem 1 Problem 2
left state right state left state right state
ρ 10.0 10−6 1.0 1.0
p 13.333 1.0 103 10−2
vx 0.0 0.0 0.0 0.0
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x
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ρ/10
vx
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0.0
0.2
0.4
0.6
0.8
1.0
x
ρ
0.50 0.55 0.60 0.65 0.70 0.75 0.80
0.1
0.2
0.3
0.4
0.5 exact solution
unigrid ∆x=0.001
unigrid ∆x=0.002
mesh refinement
Figure 4.1: Relativistic shock tube problem 1. Left panel: Comparison of the results of the calculation with mesh
refinement (symbols) with the exact solution (solid lines). Shown are profiles of the (rescaled) density ρ, pressure
p and velocity vx at time t = 0.3. The vertical red dash-dotted lines indicate mesh refinement boundaries. Right
panel: Zoomed-in view of the Riemann solution for the density ρ at time t = 0.3. Shown are the exact solution
(solid line) and the solutions obtained with the unigrid and mesh refinement calculations.
at x = 0.5. The Marquina flux formula and PPM reconstruction are employed. Each calculation is
performed once without mesh refinement and 1000 equidistant zones (unigrid ∆x = 0.001), once
without mesh refinement and 500 equidistant zones (unigrid ∆x = 0.002) and once with mesh re-
finement. In the calculation with mesh refinement, the base grid covers the entire interval with 500
zones (∆x = 0.002) and the fine grid covers the region x ∈ [0.4, 0.6] with 200 zones (∆x = 0.001). In
this way I can test the effect of shock passage through a mesh refinement boundary onto a coarser
grid.
Figure 4.1 contrasts the numerical representation of problem 1 with its exact solution at time t = 0.3.
Despite the mesh refinement boundaries at x = 0.4 and x = 0.6, the numerical solution with mesh
refinement reproduces the exact solution extremely well. Only in the zoomed-in view of the density
shown in the right panel, small errors are noticeable. The ρ profile obtained with mesh refinement
shows a small dent at x ≃ 0.63 and the density in the shell between shock and contact discontinuity
is slightly underestimated, but the contact discontinuity at the density shell and the shock front are
as well resolved as by the lower-resolution unigrid calculation.
The results of the more demanding relativistic blast wave test problem 2 are portrayed by figure 4.2.
With the exception of a density underestimation in the thin density shell behind the shock, the exact
x
p/103
ρ/10
vx
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
x
ρ
/1
0
0.60 0.65 0.70 0.75 0.80
0.0
0.2
0.4
0.6
0.8
1.0 exact solution
unigrid ∆x=0.001
unigrid ∆x=0.002
mesh refinement
Figure 4.2: Relativistic shock tube problem 2. Left panel: Comparison of the results of the calculation with mesh
refinement (symbols) with the exact solution (solid lines). Shown are profiles of the (rescaled) density ρ, pressure
p and velocity vx at time t = 0.3. The vertical red dash-dotted lines indicate mesh refinement boundaries. Right
panel: Zoomed-in view of the Riemann solution for the density at time t = 0.3. Shown are the exact solution
(solid line) and the solutions obtained with the unigrid and mesh refinement calculations.
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solution is well reproduced despite shock passage through a mesh refinement boundary. However,
note that not even the high-resolution unigrid calculation exactly resolves the thin density shell, and
both the lower-resolution unigrid calculation and the calculationwith mesh refinement underresolve
the density shell. The WHISKY results for problem 2 are comparable to those presented in [18] for the
COCONUT code.
Based on the results of the shock tube test problems presented here, I conclude that only small er-
rors are introduced on shock passage through a mesh refinement boundary while the overall flow
remains largely unaffected as long as both the fine and the coarse grid resolution are sufficient to
adequately resolve the dynamics. However, the test problems considered here are idealized and one
dimensional. The systematic problems at CARPETmesh refinement boundaries (e.g., reflections, flux-
mismatches; see §3.4) can lead to significant distortions of the flow in a full {3+1}GR hydrodynamics
calculation. See the discussion in §4.2 and §5.2.3.
4.2 Spherical Iron Core Collapse; Convergence and Consistency
In order to lend credibility and authority to results from numerical calculations, it is necessary to
demonstrate convergence of the numerical scheme. In other words, as the resolution is increased, the
numerical solution should get more accurate and approach the continuum solution. More precisely,
for a scheme that is nominally nth-order accurate in space, a decrease in grid zone size by a factor of
m should lead to a decrease of the deviation of the numerical solution from the continuum solution
by a factor mn. An analogous consideration is valid for temporal convergence.
If the continuum solution is not known, convergence can still be tested, given the availability of
numerical results fi of three computations with different grid zones sizes. In particular, let h1 be
the finest resolution and h2 and h3 be coarser resolutions. Assuming second-order accuracy one can
expand the solutions to
fh1(x) ≈ f0 + e2h21 + ... ,
fh2(x) ≈ f0 + e2h22 + ... ,
fh3(x) ≈ f0 + e2h23 + ... . (4.1)
were f0 is the continuum solution and e2 is an resolution independent error function a` la Richard-
son [523, 524]. Using (4.1) one can spell out the convergence factor Q as
Q =
fh3 − fh2
fh2 − fh1
=
h23 − h22
h22 − h21
, (4.2)
and for a general convergence order n:
Q =
hn3 − hn2
hn2 − hn1
. (4.3)
In vacuum numerical relativity, the standard convergence test is based on the Hamiltonian constraint
(2.30) which is 0 at the continuum level. Performing a convergence test in 3D with mesh refinement
is a challenging task even in vacuum relativity. For the stellar core-collapse spacetimes considered in
this dissertation, convergence testing becomes a problem of significant difficulty, both conceptually
and computationally:
• The three resolutions must be chosen in such a way that none of them underresolve the curva-
ture and matter dynamics. This is complicated by the fact that at early stages of collapse the
resolutions required by BSSN MOL and WHISKY are different: The hydrodynamic part must
adequately resolve the development of the infall velocity profile while the curvature of space-
time exhibits only small gradients until collapse becomes very dynamic a few milliseconds
before core bounce.
• The three resolutions must be chosen in such a way that none of them “overresolve” the cur-
vature and matter dynamics. A convergence test can fail if the resolution-dependent variation
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of a variable in question is dominated by numerical round-off error. An example for this is
a convergence test on a Minkowski spacetime. For a typical pre-collapse stellar iron core, the
magnitude of the γxx component of the 3-metric has a maximum of ∼1.01 and varies only by
∼1% over the entire grid while the rest-mass density varies by 6 orders of magnitude. This
exemplifies the different resolution requirements of the curvature and matter components at
early times.
Considering for a moment equations (2.28) and recalling that the Ricci tensor is quadratic in
the first derivative of the metric and linear in its second derivative, some algebra reveals that
variations in the metric on the order of e2h
2 ≈ 10−7− 10−8 will after a few timesteps be buried
at least partially in floating point round-off error of double-precision floating point numbers.
At this point, the convergence decreases and only quadruple-precision floating point numbers
would allow an improvement. Quadruple precision is currently not fully supported in CCW.
• Small errors in the early infall velocity profile lead to a time shift in the collapse evolution
(see §4.3.2). Lower-resolution simulations tend to reach the plunge phase of collapse and core
bounce slightly later than higher-resolution simulations. Hence, the direct comparison of time-
dependent integral quantities such as the L2 norm of the Hamiltonian constraint becomes dif-
ficult and loses explanatory and predictive power.
• Near physical discontinuities, the accuracy of the hydrodynamics scheme – and thus the ac-
curacy of the entire simulation code – is reduced to first order (see §3.5). In addition, local
extrema are also handled with first-order accuracy to avoid spurious oscillations. On a Carte-
sian 3D grid, all fluid variables have a local extremum at the origin, and if the configuration is
near spherical symmetry, also along the coordinate axes.
• The order of accuracy attainable in the curvature evolution will break down near discontinu-
ities of the fluid variables. This is due to the coupling of matter with curvature and can be
understood by considering a simple 1D variant of the Hamiltonian constraint as given in equa-
tion (2.52) on page 20. The second spatial derivative of the metric becomes discontinuous at
jumps in the ADM matter energy density [390]. The implementation of the ADM/NOK-BSSN
equations in BSSN MOL has no shock-capturing capabilities. Hence, the appearance of discon-
tinuities will lead to a not necessarily convergent constraint blow-up alongwith high-frequency
oscillations at least in the first derivatives of the metric.
• A full-blown convergence test of a production-style core-collapse simulation with the standard
choice of resolutions {h, 2h, 4h} for convergence testing is firstly prohibitively computation-
ally expensive and secondly, the factor-of-four interval in resolution makes it difficult to avoid
under- and overresolution at the same instance.
The three main components of the simulation code used in this dissertation, WHISKY, CARPET,
and BSSN MOL have individually (and in part jointly) been tested for convergence in [123, 163],
[391], and [144, 146], respectively. In particular, second-order convergence of WHISKY, CARPET and
BSSN MOL for the highly-relativistic case of neutron-star collapse to a black hole has been demon-
strated in [123].
As explained above, strict convergence testing of a standard 3D core-collapse simulation is hardly
feasible owing to the computational demands and the time-varying resolution requirements for cur-
vature andmatter evolution. Yet, it is absolutely necessary to demonstrate convergence in a situation
in which a convergence test is not hampered by the aforementioned systematic limitations. In addi-
tion and despite the fact that strict second-order convergence cannot be expected globally for stellar
core-collapse simulations, I must still demonstrate global consistency and stability of the numerical
scheme for an entire collapse simulation. This includes checks of mass conservation. In §4.3 this
check is repeated for rotating collapse.
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Figure 4.3: Convergence factor as obtained from the convergence study with resolution stepping h, 1.5h, 2h. For
second-order convergence one expects a convergence factor of 1.4. Hamiltonian constraint A denotes the direct
convergence test on the L2-norm of the Hamiltonian constraint. All other convergence graphs show the L2-
norm of the pointwise convergence factors in the associated quantities. At t=0, γxx, ρ and S
x are identical in the
three calculations.
Second-Order Convergence
To demonstrate second-order convergence of the coupled WHISKY, CARPET, BSSN MOL thorns, I
set up an equilibrium TOV n = 3 polytrope with a central density of 5×1010 g cm−3. This is 5 times
higher than the canonical iron core central density used in standard simulations, though it may be
typical for accretion-induced collapse progenitors (see [16] and references therein). This slightly
unphysical precollapse star has a coordinate radius of ∼900 km. This allows for a considerably
smaller-than-regular extent of the computational grid and provides for (a) fast collapse, since the
configuration is much more compact than the standard iron core and (b) initially larger gradients in
the curvature variables, reducing the danger of overresolution. Collapse is triggered by a reduction
of the adiabatic index to 1.28 after which the Hamiltonian constraint is solved in 1D via equation
(2.52) on page 20. Initially Kij = 0. The collapsing star is then evolved in octant symmetry with
a 3-level refinement hierarchy and a finest fine-grid spacing of h1 = 6.6 km. Additional runs are
performed with h2 = 1.5h1 and h3 = 2h1. The equation of state is polytropic, 1 + log slicing and
zero shift are used. I stop the calculations at ∼10 ms evolution time, at which the central density has
increased 10-fold and shortly before the matter dynamics becomes underresolved on the coarsest
grid.
Figure 4.3 depicts the evolution of the convergence factors (4.2) for various quantities as obtained
from the test calculations. The convergence factor for the Hamiltonian is computed in two inde-
pendent ways. (A) by direct comparison of the L2-norms of the Hamiltonian constraint from each
simulation and (B) by computing 3D pointwise convergence factors and computing the L2-norm of
these pointwise factors. The convergence factors of the rest mass density, the x-momentum density
and of the representative metric component γxx are all computed according to method (B). If global
pointwise convergence prevails, (A) and (B) must agree. This is — as expected— not the case, yet all
considered quantities show convergence on average to second order: a convergence factor Q = 1.4 is
expected for second-order convergence in the resolution stepping employed here.
Global Consistency and Stability
In order to demonstrate the overall consistency and stability of all code components and their cou-
pling through the Method of Lines (see §3.2), I perform three full scale collapse simulations with a
spherically symmetric TOV n = 3 initial iron core model with a 9-level refinement hierarchy and
finest grid spacings ∼180 m, ∼260 m, and ∼350 m. These simulations were originally planned to
serve as convergence tests, but as discussed below, turn out to be systematically flawed and show
first-order convergence at best. Nevertheless, their results still demonstrate overall consistency and
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stability of the scheme from the initial data slice to times well after core bounce.
The spherically symmetric initial model is mapped onto the 3D grid and only reflection symmetry
with respect to the equator is assumed. I name the runs corresponding to the resolutions, TOV180,
TOV260, and TOV360. Progressive mesh refinement (§3.4 and §4.3.2) is used and 4 refinement levels
are activated initially. I make use of refinement hierarchies RH8IV, RH8III, and RH8II, for TOV180,
TOV260, and TOV360, respectively (see appendix E). Note that calculation TOV180 requires 8 times
more memory than TOV360 and, due to a factor of two decrease in the time step, is overall 16 times
more computationally expensive. Evolving it to 1.5 ms after core bounce requires one week of com-
putation on 64 Intel Itanium 2 cpus. Hence, I do not evolve this model to later postbounce times.
I perform all runs with 1+ log slicing, the Γ-driver shift specified in equation (3.37) and the iterated
Crank-Nicholson time integrator (§3.2.1)with 3 intermediate steps. Collapse is triggered by lowering
the adiabatic index to 1.28. The constraint equations are not solved after the pressure depletion1
and the particular initial data used here are only first-order convergent, while the initial constraint
violation is largest in the highest-resolution model. This situation is reversed after a few thousand
timesteps. Yet, at no time convergence to better than first order is achieved. This is due to (a) high-
frequency noise present in the curvature initial data, (b) the inconsistencies introduced by the initial
pressure reduction, and (c) small differences in the refinement hierarchy setups leading to errors
introduced by refinement boundaries at different locations. In particular, a detailed analysis indicates
that (a) leads to qualitatively and quantitatively different early-time behavior of the Γ-driver shift
which is sensitive to noise in first and second derivatives of the metric.
Figure 4.4 depicts the evolution of the L2-norm of the Hamiltonian constraint from shortly before to
a few ms after core bounce. Given the resolution stepping ∼ 1:1.5:2, one notices approximate first
order convergence a few milliseconds before core bounce. The high-resolution and intermediate-
resolution simulations reach core bounce slightly earlier than the low-resolution simulation, hence
their evolutions of the Hamiltonian constraint violations which peak at core bounce, cross during the
plunge phase. At and after core bounce the constraint violations converge and the highest resolution
simulation yields the smallest peak constraint violation. At postbounce times the high-resolution
simulation again yields the smallest error. Due to the presence of the bounce shock, convergence
should not be better than first order locally, yet it is artificially enhanced by a slight underresolution of
the strong curvature in and around the neutron star on the coarsest grid. At this point it is important
to emphasize that the violation of the Hamiltonian and momentum (not shown here, but of the same
magnitude as the Hamiltonian constraint) constraints is on average very small compared to the total
energy of the system (∼1.4 M⊙ ) and exhibits a point maximum of ∼0.2% in the coarsest-resolution
simulation at the time of core bounce, while otherwise being much smaller.
Figure 4.5 demonstrates that the hydrodynamics is very well converged. In particular, the factor
of 2 in resolution between TOV180 and TOV360 leads only to a shift of the time of core bounce by
∼0.3% and a change of the bounce density of ∼0.8%. The convergence of the maximum density is
1At the time these simulations were performed, the initial data routines were not capable of re-solving the constraints after
pressure reduction.
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Figure 4.7: Velocity profile along the x-axis at
∼1 ms after core bounce.
approximately first order as should be expected for high-resolution shock-capturing methods at a
(local or global) extremum. It is interesting to point out that the time of core bounce exhibits almost
second-order convergence. This is due to the fact that the shift in bounce time is primarily related to
the resolution of the initial infall velocity profile that forms during the first few milliseconds of the
simulation. During that time the convergence is primarily determined by the hydrodynamics part
and is hence less hampered by inaccuracies in the initial curvature data.
Figure 4.6 depicts the relative error in total rest mass conservation as a function of time. Until the time
of core bounce, the error converges to approximately second order (given the resolution stepping,
one expects a convergence factor of ∼1.4 from equation (4.2)) and stays well below 0.1% even in the
coarsest-resolution simulation. After core bounce and shock formation, the error increases to∼0.32%
in TOV360 and levels off there while it stays much smaller in the higher-resolution simulations.
In figure 4.7, I compare velocity profiles along the x-axis from the three simulations at ∼1 ms after
core bounce. Refinement boundaries are marked by red dash-dotted lines. The figure shows clear
convergence of the shock position, inside the protoneutron star and at radii that have not yet been
reached by the shock. In the immediate postshock region, convergence is less obvious. The differ-
ences observable there are caused by systematic flux mismatches and grid-scattering effects at the
refinement boundaries that lead to high-frequency noise directly behind the shock. Given the good
shock tube test results presented in §4.1, one would not have expected such large effects of mesh
refinement boundaries. Also see the discussion in §5.2.3.
Discussion
I have performed a set of test calculations to verify the overall consistency, stability, and convergence
of the numerical implementations of the coupled ADM/NOK-BSSN and GR hydrodynamics equa-
tions. As previously elaborated, global pointwise convergence is not expected and I have demon-
strated second-order convergence on average for the numerical schemes in a collapse simulation. In
addition, I have furthermore carried out a set of three calculations from the onset of collapse through
bounce and the early postbounce epoch. I find that the numerical methods behave stably and con-
sistently and that the matter dynamics are in the numerically converged regime, with maximum
constraint violations on the order of ∼10−7 (considering the L2-norm) and mass conservation errors
with a maximum of ∼3 parts in 103 for the coarsest resolution considered.
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4.3 Rotating Iron Core Collapse
This section is devoted to the presentation of a variety of test calculations of rotating iron core col-
lapse. All tests are performed with model A1B3G5 of the Zwerger & Mu¨ller / Dimmelmeier, Font &
Mu¨ller (ZM/DFM) model suite [12, 30]. This model suite is discussed extensively in §5.1, §5.2.2, and
§5.2.4. I choose model A1B3G5 because it contains a considerable amount of angular momentum
/ rotational energy (initial ratio of rotational kinetic to gravitational energy, βinitial, ∼0.9%) while
still collapsing quickly (core bounce is reached within ∼30 ms) and reaching supernuclear densities
at core bounce. It hence poses a rigorous stress test to the code while the relatively short collapse
time allows for quick resource-sparing test calculations. In addition, tests with the axisymmetric
COCONUT code show that A1B3G5 is among the most resolution-sensitive models of the entire
ZM/DFM model suite [525].
The initial model data are in 2D rotational equilibrium computed with WHISKY RNSID (described
in §3.7.2) and mapped onto the CACTUS/CARPET/WHISKY (CCW) 3D grid. On the initial data slice,
the adiabatic index Γ is lowered from 4/3 to 1.28. The resulting pressure reduction initiates collapse.
The specific internal energy ǫ is reset to be consistent with the reduced pressure. The Hamilto-
nian and momentum constraints are not re-solved after the pressure reduction2. As pointed out in
§4.2 and in [123, 202] (for neutron star collapse), the initial constraint violations due to the pres-
sure reduction are dwarfed by those building up by finite-difference errors during collapse. While
convergence of the constraints cannot be guaranteed, the physical results appear unaffected by the
initial constraint violation [123, 202, 404]. Unfortunately, WHISKY RNSID’s solution of the rota-
tional equilibrium stellar structure equations contains high-frequency noise that is related to the
Gibbs phenomenon [526, 527] at the initial data resolutions required for the extended precollapse
n = 3 polytropes. These high-frequency oscillations are amplified when the data are interpolated
fromWHISKY RNSID onto the 3D CCW grid and in consequence render a rigorous convergence test
with WHISKY RNSID-based initial data impossible [528].
In the following, I present a resolution study bywhich I demonstrate that the standard grid hierarchy
and set of resolutions used for the physics production calculations presented in chapters 5 and 6
yields results that are in the numerically converged regime. The resolution study is followed by a test
of progressive mesh refinement (PMR) in §4.3.2 in which I investigate the dependence of the results
on PMR parameters. Subsequently, I present test calculations investigating the effects of various
choices of gauge conditions (§4.3.3), Riemann solvers / flux formulae and reconstruction methods
(§4.3.4), and ODE integrators and the spatial order of accuracy in BSSN MOL (§4.3.5).
4.3.1 Resolution Study
I perform four calculations (RES1–RES4) with initial model A1B3G5 covering a factor of four in
grid resolution. All calculations are set up to use a maximum of 9 refinement levels and the bi-
tant mode3 refinement hierarchies RHI–RHIV are used with finest grid resolutions of 0.48 (∼710 m),
0.24 (∼355 m), 0.18 (∼266 m), and 0.12 (∼177 m) for RES1, RES2, RES3, and RES4, respectively. The
refinement hierarchies are detailed in appendix E. With the exception of grid resolution / refine-
ment hierarchy, all calculations are performed with a standardized simulation setup: 1+ log slicing
and ΓS shift, second-order finite differencing in BSSN MOL without artificial dissipation
4, iterative
Crank-Nicholson time integration with a courant factor of 0.375, PPM cell-interface reconstruction
and the Marquina approximate Riemann solver in WHISKY and the standard PMR settings discussed
in §4.3.2. In addition to the four resolution study calculations, I perform a fifth calculation in which
I remove the restriction to bitant mode in order to demonstrate that the dynamics remain unaltered
when equatorial symmetry is not enforced for the simple polytropic models considered here. I call
this calculation RES2full and employ RHII in full mode. All calculations are summarized in table 4.2.
2Solving the Hamiltonian and momentum constraints in 2D/3D is currently not supported by CCW.
3Bitant mode refers to the upper half of the 3D box, that is, the northern hemisphere. Reflection symmetry with respect to
the equatorial plane is enforced.
4The calculations presented here were performed before the artificial dissipation operator described in §3.3.4 became a
standard component of code.
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Table 4.2: Summary of the resolution study calculations for the rotating test model A1B3G5. RH denotes the
refinement hierarchy employed and ∆t is the time each calculation was continued for after core bounce. The
numbers given for the computational costs should be considered with caution. They do not only depend on
the scalability of CACTUS/CARPET/WHISKY, but also on I/O performance (checkpoint/recovery; output) and
CPU speed as the machine on which they were obtained is not heterogeneous in CPU clock speed.
Run Name RHa Central Resolution ∆t Computational Costb
RES1 RHI ∼710 m 2.4 ms 4 IA-64-2 CPUs × 12 h — 48 CPU hours
RES2 RHII ∼355 m 5.0 ms 8 IA-64-2 CPUs × 48 h — 384 CPU hours
RES2full RHIIc ∼355 m 4.3 ms 16 IA-64-2 CPUss × 52 h — 832 CPU hours
RES3 RHIII ∼266 m 4.6 ms 24 IA-64-2 CPUs × 72 h — 1728 CPU hours
RES4 RHIV ∼177 m 3.5 ms 64 IA-64-2 CPUs × 168 h — 10752 CPU hours
a Refinement Hierarchy. See Appendix E.
b The numbers were obtained from calculations on the Itanium 2 Cluster Mercury at the U.S. Na-
tional Center for Supercomputing Applications (NCSA).
c This calculation is performed in full mode. No assumed symmetries.
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Figure 4.8: Resolution study for model A1B3G5. Panel (a): Evolution of the maximum density (ρmax) from
∼2 ms before to ∼4 ms after bounce. Panel (b): Gravitational wave signal h+ as seen by an observer at the
equator; scaled by distance to the source R. Panel (c): Rotation parameter β = T/|W| as defined in §3.9.2. Panel
(d): L2-norm of the Hamiltonian constraint. A large fraction of the prebounce evolution data of the highest-
resolution calculation RES4 was lost. Note that the lowest-resolution calculation RES1 clearly underresolves the
matter dynamics and leads to the largest constraint violation. Also note that the prebounce constraint violation
is actually larger for finer resolution. This is due to high-frequency noise in the initial data. Dissipation on
curvature variables is not used in the calculations presented here.
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Axisymmetric rotating collapse — at least for moderate initial rotation rates — proceeds largely in
the same manner as the canonical spherically symmetric core collapse discussed in the introduction
(§2.3.2). Collapse can be divided up into a long infall phase, plunge and core bounce at supernuclear
densities and subsequent ring-down of the protoneutron star. More details are discussed in §5.
Panel (a) of figure 4.8 depicts the evolution of the maximum density (ρmax) from shortly before
to shortly after core bounce in all five test calculations. First of all, one notes that the equatorial-
symmetry calculation RES2 and its full-mode counterpart RES2full yield identical results in the evo-
lution of ρmax. This and the other panels of figure 4.8 confirm that indeed equatorial symmetry yields
excellent results for A1B3G55 while saving a factor of two in computer memory and CPU hours. In
fact, using so-called “rotation symmetry” in octant mode which is realized by imposing a periodic
boundary condition on the y–z and x–z-faces, it would be possible to cut down by another factor of
four in resource needs. Yet, rotation symmetry in octant mode would suppress any azimuthal mode
that is not an integer multiple of four, thus limiting the code’s ability to track the possible formation
of nonaxisymmetric structures.
As clearly visible in panel (a) of figure 4.8, there is convergence towards the ρmax(t) of the highest-
resolution calculation. RES1 is underresolved and reaches bounce ∼0.5 ms later than RES2, RES3
and RES4 which are all in the numerically converged regime. Among the latter three calculations,
higher resolution yields slightly earlier core bounce at slightly lower densities (with variation on the
0.5% level), but more small-scale postbounce features are captured and the core settles at minutely
higher postbounce densities. Panel (b) of the same figure proves that the gravitational wave signal of
model A1B3G5 is more sensitive to the resolution than the ρmax evolution. RES1 yields a wave signal
that departs quantitatively and qualitatively from that obtained in the higher-resolution calculations.
Even though there is obvious convergence towards the graph of the highest-resolution calculation
(RES4), even RES3 exhibits non-negligible small quantitative and qualitative variations. Qualitative
deviations become significant beginning at the second postbounce maximum in the wave signal
when RES2 (in particular) develops substructure not present in RES3 and RES4. Also, from that
point on, RES2–RES4 appear slightly out of phase. A detailed analysis shows that these variations are
related to spurious numerical errors introduced in the density and velocity fields when the bounce
shock traverses a refinement boundary. They become smaller with increased resolution and can
influence the wave signal at high frequencies and at an ambient level of ∼10 cm in h+R. Since model
A1B3G5’s wave signal is of rather low amplitude, the errors produce a significant effect. Models with
larger signal amplitudes should be less affected.
The resolution dependence of the rotation parameter β, the ratio of rotational to gravitational energy
(see §3.9.2), is similar to that of ρmax (panel (c) of figure 4.8). RES1 underresolves the dynamics, while
RES2–RES4 agree verywell— except for the alreadydiscussed slight mismatch in the time of bounce.
Panel (d) of figure 4.8 depicts how the evolution of the L2-norm of the Hamiltonian constraint varies
with resolution. Since the calculations presented here are not run with dissipation (see §3.3.4) the
high-frequency noise in the initial data leads to a larger constraint violation with increased resolution
at prebounce (or, rather, preplunge) times. During the plunge and bounce phase and at postbounce
times however, the picture is consistent: higher resolution yields smaller constraint violations. I
find similar behavior for the momentum constraints (not shown here). Interestingly, RES1, which
clearly underresolves the matter dynamics, does not lead to an unstable curvature evolution during
the postbounce times covered here. This is most likely connected to the fact that in these matter
dominated core-collapse spacetimes, the matter dynamics require a higher spatial resolution than
the curvature dynamics (§4.2).
The two top panels (a) and (b) of figure 4.9 show snapshots at 3 ms postbounce of the velocity
and density profiles along the x-axis, respectively. Most notable is that although RES1 reaches core
bounce later than RES2–RES4, RES1’s bounce shock has travelled to ∼15% greater distances. This
indicates a grossly incorrect shock speed in this low-resolution simulation. All other calculations
converge well on the shock position and exhibit similar postshock structure, while small-scale vari-
ations are due to numerical errors introduced by the shock passage through refinement boundaries.
This is discussed in detail for velocity profiles in §5.2.3.
5It is safe to assume that equatorial symmetry will be an excellent choice for any model in which no significantly strong
convection or shock instability develops. Note that even rotationally nonaxisymmetrically unstable stars may be described
well with the assumption of equatorial symmetry since in such instabilities, equatorial symmetry is typically not broken and
the dependence on position along the rotation axis is weak [23].
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Figure 4.9: Resolution study for model A1B3G5. Panel (a): x-velocity profile along the x axis at 3 ms after core
bounce. The shock is clearly visible at ∼55 km and the calculations converge on the shock position. RES1 is
clearly underresolved. Panel (b): Profile of the rest-mass density along the x axis. Panel (c): Relative error in
percent in the gravitational mass, a measure of the total energy of the system (see §3.9.2). Panel (d): Relative
error in percent in the axisymmetric total angular momentum as defined in §3.9.2. A1B3G5’s spacetime is nearly
axisymmetric. In axisymmetry, gravitational waves cannot carry angular momentum. Hence, it should be
conserved.
In Newtonian astrophysical hydrodynamics it is common and straightforward to test a numerical
scheme for mass, energy, momentum and angular momentum conservation. In GR, particularly
with a {3+1} free-evolution approach, finding conserved quantities and testing their conservation
in a numerical simulation is usually much more complicated. Here I make the assumptions that (a)
core-collapse spacetimes are asymptotically flat (i.e., that there is some radius r at which the metric
tends to theMinkowski metric) and (b) that the gravitational wave content is very small. Assumption
(a) is valid because the Schwarzschild/Kerr solutions can be matched to core-collapse spacetimes at
sufficiently large radii where there is little matter and assumption (b) is valid since simple back-of-
the-envelope calculations show that the energy emitted by gravitational waves during collapse and
bounce should even in extreme cases be not much larger than 10−6 M⊙ while the total energy of
the system is on the order of ∼1 M⊙ . Panel (c) of figure 4.9 shows the relative error in the grav-
itational mass6 that accumulates during the numerical evolution in calculations RES1 to RES4. As
expected, the violation of energy conservation is largest in the lowest-resolution calculation RES1 and
RES2–RES4 show clearly convergent behavior. Despite their small relative energy errors, none of the
considered resolutions would suffice to study the details of supernova explosion energetics, since a
∼0.05% error in the total energy (including the rest mass!) is of the same order of magnitude as a
typical supernova explosion energy (∼1051 erg = 1 foe). Since the details of the supernova explosion
mechanism are not studied, the present degree of energy conservation by the code is acceptable.
6See §3.9.2. Defined as the total energy.
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Angular momentum should be conserved in axisymmetric spacetimes. A1B3G5 stays axisymmetric
and panel (d) of figure 4.9 portrays the relative error in the angular momentum (§3.9.2). At post-
bounce times, RES1’s angular momentum has increased by about 1% from its value at t = 0, while
the finer resolutions again show clear convergence towards much better conservation of angular
momentum. A check of linear momentum conservation yields numbers that are similar to those of
energy and angular momentum conservation.
Discussion
I have performed a resolution study on model A1B3G5 of the ZM/DFM [30, 160] model set and
find that three of the four resolutions considered yield results that are in the numerically conver-
gent regime. A cost-benefit analysis based on the numerical results presented in this section and
the computational costs of the calculations listed in table 4.2 brings me to the decision to employ
the lowest grid resolution that yields convergent results as the standard resolution for production
calculations. Stepping up to the next higher resolution would imply at least a five-fold increase in
the computational costs which cannot be justified by an improvement on the order of 5–10% in the
results for the gravitational wave signal. I find that conservation of the total energy and angular
momentum becomes significantly better (by factors of 2 and more) with increased resolution, yet
none of the considered resolutions conserves energy to a precision needed in calculations that are
concerned with the details of supernova explosion mechanisms and energetics. Since the study of
the latter phenomena is not the objective of this work, I consider the 0.2-0.3% violation of energy and
angular momentum conservation at the standard resolution level as acceptable.
In addition to the four resolution-study calculations, I have performed one calculation in which I
have relaxed the assumption of equatorial symmetry (i.e. bitant mode/symmetry) to investigate
possible impacts on the dynamics and the gravitational wave signal. For model A1B3G5 considered
here, I find that equatorial symmetry is well maintained even when not enforced by the grid setup /
boundary conditions. It can hence be considered safe to employ equatorial symmetry for all models
in which genuine 3D processes occur that do not exhibit equatorial symmetry. In the supernova
context, convection and instabilities of the standing accretion shock are examples of such processes.
Rotational instabilities of the protoneutron star are usually most pronounced in the equatorial plane
and typically equatorially symmetric (e.g., [23]).
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4.3.2 Progressive Mesh Refinement
As discussed in §3.4, I use a simplified adaptive mesh refinement scheme in my simulations. It was
developed in collaboration with Erik Schnetter, Ian Hawke and Burkhard Zink (see also [202, 404]).
Progressive mesh refinement (PMR) is based on the fact that there is some a priori knowledge of the
physically required resolution. In the stellar core collapse problem, a numerical resolution of∼500 m
(the exact number depending on model parameters, formulation of the governing equations, and
implementation details, see, e.g., [18]) has empirically been determined to be necessary for adequate
capture of the dynamics of rotational/nonrotational core bounce and protoneutron star formation.
A similar (but possibly slightly higher) resolution is needed to keep a protoneutron star in hydrosta-
tionary quasi-equilibrium7. Again, from experience and basic considerations, the highest resolution
will only be needed in the central-most regions and only from times shortly before the plunge phase
of collapse and core bounce. At earlier stages of collapse, it is only necessary to (a) adequately re-
solve the radial dynamics of the inner homologous core out to and slightly beyond the sonic point
where the collapse velocity becomes equal to the local speed of sound (see, e.g., [3, 65]) and (b)
sufficiently resolve stellar rotation and rotational spin up (due to angular momentum conservation)
during collapse. Which resolution is needed for (a) and (b) is not known in advance and may vary
from model to model. I have found it most practical to use the maximum density on the grid as the
observable governing the activation of additional refinement levels. This is a natural choice because
initially the collapse velocities are small and the maximum density increases only slowly and addi-
tional resolution is only needed at a small time rate. As the collapse progresses and becomes more
dynamic, higher resolution is needed in shorter time intervals, and the maximum density increases
more rapidly.
In the following, I present tests that I have conducted in order to investigate the quality of PMR
and to empirically determine on a cost-benefit basis the best PMR parameters for the stellar core-
collapse problem. Finding a general and unambiguous definition of “numerical convergence” in the
AMR/PMR context is not straightforward since the globally lowest and highest resolutions are not
modified and only the times at which resolution is added during the course of a simulation vary.
In this study of PMR I focus on the PMR-dependent behavior of the physical observables I aim at
extracting from my simulation data, that is, first and foremost, on the gravitational wave signal.
For all tests I use the grid hierarchy given in table 4.3. This bitant-mode refinement hierarchy with
reflection symmetry on the equatorial plane is also used in production runs, hence it is optimized
with particularly large refinement levels 4 and 5 to resolve the postbounce evolution and the shock
propagation well out to several hundred kilometers.
Table 4.3: Refinement hierarchy for PMR tests. This is RHII. For further refinement hierarchies, see appendix E.
level lower upper ∆xa grid points
x y z x y z
0 -1966.08 -1966.08 0 1966.08 1966.08 1966.08 61.44 (65x65x33)
1 -1228.80 -1228.80 0 1228.80 1228.80 1228.8 30.72 (81x81x41)
2 -614.40 -614.40 0 614.40 614.40 614.40 15.36 (81x81x41)
3 -307.20 -307.20 0 307.20 307.20 307.20 7.68 (81x81x41)
4 -184.32 -184.32 0 184.32 184.32 184.32 3.84 (97x97x49)
5 -92.16 -92.16 0 92.16 92.16 92.16 1.92 (97x97x49)
6 -38.40 -38.40 0 38.40 38.40 38.40 0.96 (81x81x41)
7 -19.20 -19.20 0 19.20 19.20 19.20 0.48 (81x81x41)
8 -9.60 -9.60 0 9.60 9.60 9.60 0.24 (81x81x41)
a ∆x: grid spacing
Note that all units are in c = G = M⊙ = 1.
A length of 0.24 in these units corresponds to 354.43 meters in cgs (see appendix A for details). Levels 4
and 5 are enlarged to allow for a better-resolved shock traversal out to large radii.
The tests are performed with the standard set of simulation parameters and only for model A1B3G5,
my standard polytropic test model, combining moderate rigid initial rotation with fast collapse. Ide-
ally, PMR should be tested for a large variety of models, but time and computational constraints do
7The protoneutron star quasi-statically contracts as it deleptonizes and cools.
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Figure 4.10: Comparisons of the evolutions of the maximum density (left panel) and of the axisymmetric
gravitational-wave strains (right panel) of models PMR A1 through PMR A4. Shown is the time interval from
∼1ms before bounce to the time I stop the test simulations. The oscillations in the wave strains that appear a few
ms after core bounce are purely numerical and caused by spurious numerical errors introduced in the density
and velocity fields when the bounce shock traverses a refinement boundary. They influence the extracted signal
at high frequencies and at an ambient level of ∼10 cm. The PMR test calculations were among the first carried
out in the work towards this dissertation. An improved numerical implementation of the quadrupole gravi-
tational wave extraction employed in later calculations significantly improves the smoothness of the extracted
waveforms.
not allow me to carry out such a study. Hence, the test results presented in the following should be
taken with care and may not apply fully to all models studied8.
Table 4.4: Summary of PMR test calculations performed. The number of initially active refinement levels and
the values of the maximum density on the grid at which additional refinement levels are activated (ρactivate) are
varied.
Run name Active ρactivate (g cm−3)
Levels at t=0 Level 5 Level 6 Level 7 Level 8 Level 9
PMR A1 4 5.00×1010 2.00×1110 8.00×1011 3.20×1012 1.28×1013
PMR A2 5 — 5.00×1010 2.00×1110 8.00×1011 3.20×1012
PMR A3 6 — — 5.00×1010 2.00×1110 8.00×1011
PMR A4 4 5.00×1010 2.00×1110 8.00×1011 3.20×1012 6.40×1012
PMR A5 5 — 2.00×1110 8.00×1011 3.20×1012 1.28×1012
Table 4.4 lists the set of PMR test runs that I perform. Most runs are carried out to ∼4 ms after core
bounce. Run PMR A1 starts out with four refinement levels (see table 4.3) and the first additional
level is added once the maximum density reaches 5×1010 g cm−3. This is five times its initial value.
From there on, additional levels are added whenever the maximum density reaches four times the
value of the time at which the previous level was added. PMR A1 is the reference run. Its maximum
density evolution and its waveform are plotted in black in figure 4.10. In order to test the sensitivity
of the results on when additional refinement levels are added, I perform the test runs PMR A2 and
PMR A3 (plotted in red and blue color in figure 4.10, respectively) that start out with 5 and 6 re-
finement levels, respectively, while using the same regridding9 parameters as for run PMR A1. The
left panel of figure 4.10 displays the evolution of the maximum density (a one-zone value). Runs
PMR A2 and PMR A3 yield almost identical maximum density evolutions and reach core bounce
(defined here by the time the global density maximum is reached) 0.06 ms earlier than run PMR A1
(0.02% relative difference) at a slightly lower (4.64×1014 g cm−3 vs. 4.59×1014 g cm−3; ∼1% relative
difference)maximum density. Hence, the quantitative evolutions are nearly identical, while the qual-
8Especially for models in which centrifugal effects significantly change the dynamics I find it necessary to adjust the PMR
settings to provide increased resolution at earlier times of the collapse and out to larger coordinate radii.
9In the PMR context I use the verb to regrid to mean the addition of a refinement level.
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Figure 4.11: Comparisons of the evolutions of the maximum density (left panel) and of the axisymmetric
gravitational-wave strains (right panel) of models PMR A1, PMR A2 and PMR A5. Shown is the time inter-
val from∼1 ms before bounce to the time I stop the test simulations.
itative evolution of the maximum density is identical among models PMR A1, PMRA2 and PMRA3.
In the right panel of figure 4.10, I superpose the late prebounce and early postbounce gravitational
wave strains of the test simulations. Again, all test runs agree very well qualitatively, while interest-
ingly PMR A2 and PMR A3 reach lower maximum strains (but with total discrepancy not more than
∼10% at any point and much less on average), while exhibiting idential wave modulation and phase
as seen for model PMR A1.
Tests PMR A1, PMR A2 and PMR A3 indicate that for model A1B3G5 the PMR set up used in test
PMR A1 is adequate to fully capture the qualitative shape of A1B3G5’s wave signature. On the
quantitative side, PMR A1 appears to overestimate the peak amplitudes by ∼10% at most, but less
on average. Given the uncertainties associated with the initial conditions, equation of state and
microphysics treatment, the partial overestimate of the strain amplitudes is acceptable. However, it
is interesting to investigate its cause.
Both panels of figure 4.10 show excellent agreement between test runs PMR A2 and PMR A3 and I
assert that they are in the “converged” regime. There are three potential reasons for the differences
with PMR A1. (a) The addition of the last refinement level(s) happens too late before core bounce
in PMR A1 and hence the bounce and postbounce dynamics are affected, (b) the resolution available
in PMR A1 at the early stages of collapse is not sufficient to accurately capture the early collapse
phase, and (c) the resolution provided by PMR A1 is not high enough at some intermediate phase of
collapse.
To test possibility (a), I perform test run PMR A4 which is very similar to PMR A1, but the final
refinement level is added at 6.4×1012 g cm−3 instead of at 1.28×1013 g cm−3. A glance at figure 4.10
reveals that the maximumdensity evolutions and the gravitational wave strains of PMRA1 and PMR
A4 superpose perfectly. If (a) were the case, there should be at least minor disagreement between
PMR A1 and PMR A4. Hence, I rule out possiblity (a).
To test possibilities (b) and (c), I perform run PMR A5, which, similarly to PMR A2, starts out
with five active refinement levels, but the sixth and subsequent levels are only added starting at
2×1011 g cm−3 (see table 4.4). In this way I can test the sensitivity of the bounce and postbounce
dynamics on the resolution at early and intermediate phases of collapse. Figure 4.11 displays the
maximum density evolution (left panel) and the axisymmetric waveform (right panel) of PMR A5
compared with PMR A1 and PMR A2. The increased initial resolution of model PMR A5 over PMR
A1 leads to a maximum density and waveform evolution closer to those of PMR A2. This indicates
that there is in fact a dependence of the numerical results at bounce and during the postbounce phase
on the resolution (i.e., the number of active refinement levels) at the early stages of collapse. Due to
the box-in-box structure of the refinement hierarchy I use here, additional refinement levels increase
the resolution in the central-most regions of the iron core only. Given this, the slight dependence
of the bounce and postbounce results on the number of active refinement levels during early and
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intermediate phases of collapse can be linked directly to how well the dynamics of the central core
regions is resolved during early and intermediate stages of collapse. Too little (or slightly too little)
resolution will result in a slightly incorrect collapse velocity profile and dynamics. The dynamics
of the inner core during collapse is the most important discriminant for the bounce and postbounce
dynamics and the resulting gravitational waveform. This explains the bounce and postbounce dif-
ferences observed.
Discussion
I have performed five test computations for which I have varied the number of initially active refine-
ment levels and the threshold densities at which additional refinement levels are activated. I find
that the PMR method with the standard refinement hierarchy (table 4.3) and the PMR A1 parameter
set (table 4.4; 4 active levels at the beginning of the calculation) yields results for the evolution of the
maximum density and the gravitational waveform that differ only on the percent level from results
of test computations which use more than 4 initially active levels, but that are computationally much
more expensive10. Given that small variations of the input physics, the equation of state and the
microphysics treatment (completely missing for the polytropic models considered here) may easily
lead to variations on the order of ∼10% andmore, I find that the standard PMR setup A1 has the best
cost-benefit ratio and I will continue to use it for most of the model calculations presented in this
dissertation. Finally, I must again point out that I have performed the above PMR tests only for one
particular model. Models with different initial conditions, in particular strongly differentially rotat-
ing ones, may well require additional resolution at earlier times and out to larger radii. However, I
expect above results to hold for models in a relatively large parameter space from rigid to moderate
differential rotation and initial T/|W| up to ∼1%.
4.3.3 Gauge Conditions
Most observables that I consider in the analysis of my stellar core collapse simulations are not gauge
invariant. The prime example is the gravitational wave signal which is computed via the Newtonian
quadrupole formalism (see § 3.8.1), but any standard grid function, e.g., the rest mass density ρ, is in
general dependent on the spatial and temporal gauge. Hence, it is useful to study how changes in
shift and lapse prescription affect the coordinate dependent observables.
All test calculations are carried out with model A1B3G5, the standard fast-collapse test model. Be-
cause of the high computational costs that are required for {3+1} GR hydrodynamics calculations, I
limit myself to comparing three lapse and three shift prescriptions. I choose the widely used hyper-
bolic 1+ log slicing
α,t = −2α(K− K0) , (4.4)
harmonic slicing
α,t = −α2(K− K0) , (4.5)
and constant slicing α(t) = α(t = 0), using the α(t = 0) set by the initial data code. I do not
include maximal slicing (K = const.), since it requires the solution of an elliptic equation, which is
(a) computationally very expensive and (b) currently not implemented on refined CCW grids11. The
considered shift conditions include ΓS (see §3.3.2), given by
βi, t = (Γ˜
i + ∆t Γ˜i, t) , (4.6)
Γ2 (see §3.3.2),
∂2
∂t2
βi = F Γ˜i, t − ηβi, t , (4.7)
where I choose F = 3/4, η =0.001, and zero shift (βi = 0 = const.). Table 4.5 summarizes the test
calculations performed.
10A factor of 2 and more until all levels are active.
11However, 1+ log and maximal slicing yield very similar results. See Section 5.2.3 for a comparison.
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Table 4.5: Test calculations with various gauge conditions. See text and §3.3.2 for details on the employed gauge
conditions. All simulations are carried out with refinement hierarchy RHII (see appendix E)
Run Name Lapse Condition Shift Condition
A1B3G5ref 1+log ΓS
A1B3G5geo constant ΓS
A1B3G5harm harmonic ΓS
A1B3G5zs 1+log 0
A1B3G5g2 1+log Γ2
On the continuum level any combination of any coordinate and slicing conditions will satisfy the
Einstein equations12. As pointed out in §2.4.3 and §3.3.2, this is not generally true on the discretized
level, and the quality of the numerical evolution can depend sensitively on the choice of gauge con-
ditions. A “good” gauge condition is defined as a one that allows long term stable evolution in
numerical relativity.
Figure 4.12 portrays the lapse evolution at the origin as given by the three considered slicings. The
α = const. condition is very close to geodesic slicing, and as the inlay plot of Figure 4.12 reveals, har-
monic and 1 + log slicing yield practically identical lapse evolutions for model A1B3G5. Although
harmonic and 1 + log slicings have been found to lead to differing lapse evolutions and long-term
stability in black hole spacetimes13, it is not entirely surprising to find the close match of harmonic
and 1+ log slicing in the weak-field regime. It is likely that the two conditions will lead to differing
evolutions both at later postbounce times and for more massive / compact PNSs which are not con-
sidered here. The α = const. calculation fails before core bounce is reached. A glance at figure 4.13
reveals why. The ∞-norm of the Hamiltonian constraint in the α = const. calculation at 10 ms before
bounce is already three orders of magnitude larger than in the 1 + log and harmonic slicing calcu-
lations. A few ms before bounce, strong exponential constraint growth sets in and the calculation
crashes. Constant/geodesic slicing is clearly a bad choice of gauge, while both 1+ log and harmonic
slicing give stable long-term evolutions with maximumHamiltonian and momentum constraint (not
shown here) violations on the sub-one-percent level.
12But may not properly foliate spacetime [384].
13This is mostly due to the fact that 1 + log is genuinely singularity avoiding while harmonic slicing is only marginally
singularity avoiding [120].
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Figure 4.12: Lapse evolution at the origin as obtained
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while the simulation with α = const. crashes before
core bounce is reached.
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wave signal (bottom) of model A1B3G5 computed
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Figure 4.15: Comparison of the maximum density
(ρmax; top) and gravitational wave signal evolution
of model A1B3G5 calculated with zero shift, ΓS shift
and Γ2 shift. While the ρmax evolutions agree quite
well for all shift conditions, the maximum gravi-
tational wave amplitudes obtained with zero shift
are consistently ∼5–10% larger than those obtained
with the ΓS and Γ2 calculations. See text for details.
The close similarity of the central lapse evolutions obtained with 1 + log and harmonic slicing lets
one believe that the time evolution of coordinate dependent dynamical observables may be very
similar as well. That this is indeed the case is shown by figure 4.14. The evolutions of the maximum
density (ρmax) and the quadrupole gravitational wave signal (h+R) agree almost perfectly with slight
discrepancies only on the sub-one-percent level.
Figure 4.15 compares the ρmax and quadrupole wave signal evolutions as obtained with 1+ log slic-
ing and three different shift conditions. The two gamma-driver type shift conditions (see §3.3.2) lead
to practically identical ρmax and h+R behavior. This is not surprising given their close relationship
through the Γ-freezing /minimal distortion coordinate gauges [389]. The zero-shift calculation yields
a very similar ρmax(t) to those of the Γ drivers, yet its wave signal exhibits about∼5–10% largermax-
imum amplitudes while staying perfectly in phase with the wave signals found with ΓS and Γ2. This
is remarkable and can be understood by recalling that the variant of the quadrupole formula used in
this work and given by equation (3.167) makes direct use of the Eulerian 3-velocity, which, in turn,
is constructed (equation 2.22) from the spatial components of the 4-velocity and the shift. A non-
zero shift will hence always contribute to the quadrupole wave signal, and since in the case of the
Γ drivers the shift components typically have the opposite sign of the fluid velocity in matter dom-
inated spacetimes14, it is obvious that with non-zero shift one should expect slightly smaller wave
amplitudes, but preservation of phase. This is an important finding about the gauge dependence
of the gravitational wave signal extracted with the quadrupole formula in the first-moment of mo-
mentum density formulation (FMOD), and it agrees well with what Shibata & Sekiguchi [174] have
found when comparing FMOD waveforms with waveforms obtained via a gauge-invariant formal-
ism. Importantly, my results corroborate Shibata & Sekiguchi’s finding that the FMOD wave signal
adequately captures the important phase and frequency information of the physical waveform.
14This follows from the time evolution equation for the Γ˜i; equation (3.29).
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Figure 4.16: ∞-norm of the Hamiltonian constraint for the zero shift, ΓS and Γ2 calculations. Core bounce occurs
at ∼30.3 ms. The discontinuities in the prebounce phase are connected to the addition of finer refinement levels
by progressive mesh refinement.
Figure 4.16 displays the ∞-norm of the Hamiltonian constraint for the three shift test calculations.
While both ΓS and Γ2 lead to very similar almost constant postbounce constraint violations, the zero-
shift calculation exhibits continued constraint growth after bounce. During collapse however, all
three shift conditions yield very similar Hamiltonian constraint evolutions. This is to be attributed
to the fact that both ΓS and Γ2 shifts stay very small throughout collapse and have to counteract
significant coordinate distortion due to the quickly spinning collapsing core and the protoneutron
star only at and after bounce. In the zero-shift calculation, coordinate distortion is not corrected
and it becomes increasingly difficult for the numerical scheme to accurately evolve the spacetime.
This is reflected in the postbounce constraint growth that eventually leads to the termination of the
zero-shift calculation.
Discussion
I have performed a set of test calculations in order to estimate how much key coordinate-dependent
observables such as the quadrupole-formula gravitational wave signal and the evolution of ρmax
vary with choice of temporal and spatial gauge conditions. I find that 1 + log and harmonic slic-
ing yield identical results for ρmax and for the wave signal, while geodesic/constant slicing may
lead to an early crash of the calculation. For the shift dependence, I find that non-zero shifts lead
to slightly lower maximum gravitational wave amplitudes than those obtained with zero shift, but
that the phase of the wave signal is shift independent – at least for the non-pathological shift con-
ditions considered here. This is an important finding and confirms previous findings on the coor-
dinate dependence of quadrupole-formula waveform estimates [174]. In addition, I find that both
Γ-driver [381, 389] type shift conditions yield good postbounce stability and virtually identical re-
sults for ρmax and waveform.
The fact that all “good” gauge conditions considered here lead to practically identical qualitative and
quantitative evolutions of coordinate-dependent observables leads one to the conjecture that any set
of temporal and spatial gauge conditions that allow for long-term stable evolutions of core collapse
spacetimes with the methods and discretization schemes employed here will yield essentially the
same results. This conjecture does not imply that the coordinate-dependent observables can be taken
as physically valid, rather it highlights the coordinate dependence of the numerical stability of the
spacetime evolution scheme.
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4.3.4 Riemann Solvers / Flux Formulae and Reconstruction Methods
It is very common in computational fluid dynamics to test schemes for the solution of the Euler equa-
tions on a number of well defined test problems for which analytic solutions are known. Perhaps the
most common of these tests is the 1D shock tube problem (see, e.g., [165]). The reconstruction meth-
ods and approximate Riemann solvers in WHISKY have been thoroughly tested with the shock tube
in 3D on the diagonal [123, 163] and in 1D with mesh refinement in §4.1. In this section I take a some-
what different approach and compare the performance of various reconstruction methods and ap-
proximate Riemann solvers in a full rotating core collapse simulation. From the tests in [18, 123, 157],
one knows that the combination of PPM reconstruction with the Marquina flux formula produces
the best results with WHISKY in the shock tube problem. However, both PPM and the Marquina flux
formula are computationally quite expensive and it is important and useful to know how simpler
and computationally cheaper methods compare in the core collapse context. As for most other tests
presented in this chapter, I choose model A1B3G5 and evolve it with refinement hierarchy RHII (see
appendix E) and the standard set of parameters used for production-type runs (see §5.2.2). In the fol-
lowing, I compare results obtainedwith PPM andMarquina, TVDMC/minmod andMarquina, PPM
and HLLE, and TVDMC and HLLE. Details on the Riemann solvers and reconstruction methods can
be found in §3.5 and table 4.6 summarizes the set of test calculations.
The top panel of figure 4.17 portrays the evolution of the maximum density (ρmax) on the grid from
∼3 ms before to ∼5 ms after core bounce. All test calculations agree very well in the time of core
bounce and ρmax at core bounce and the largest deviation is exhibited by the calculation employing
the simple and diffusiveminmod limiter. The latter is also the single calculation in which the compact
remnant does not assume a postbounce equilibrium but rather gradually diffuses/dissolves away.
At ∼3 ms after bounce, Marquina-TVD-minmod’s ρmax is 15% below that of all other calculations.
Otherwise the picture is quite clear and as expected: The Marquina-PPM calculation resolves the
smallest features and settles at the highest postbounce density. It is closely followed by the slightly
more diffusive HLLE-PPM and Marquina-TVD-MC combinations, but even the HLLE-TVD-MC
combination still resolvesmost featureswell and settles at an only∼1% lower ρmax than theMarquina-
PPM calculation. A more detailed look reveals that the HLLE-PPM run in fact follows all minute fea-
tures in Marquina-PPM’s ρmax evolution, just offset by a constant ∼0.5%. Both HLLE and Marquina-
TVD-MC runs, however, tend to smear out small features that are captured by the -PPM calculations.
The lower panel of figure 4.17 displays the gravitational wave signal of model A1B3G5 as computed
with the various combinations of reconstruction methods and Riemann solvers / flux formulae. The
picture is similar to the ρmax evolution. TVD with the minmod limiter is unable to resolve the post-
bounce dynamics and leads to a grossly deviating wave signal that is out of phase with that obtained
with the PPM calculations, interestingly even the TVD-MC wave signals are slightly out of phase
with the PPM results. The overall agreement is quite good until ∼2.5–3 ms after core bounce when
the shock travels onto a grid that may be too coarse for TVD-MC to accurately resolve the shock.
Hence, I attribute the deviations in the wave signal that begin to appear between the second and
third postbounce maxima to lack of resolution in the TVD-MC calculations.
Figure 4.18 displays density and velocity profiles along the x-axis at 3 ms after bounce. It is clear
that the TVD-minmod calculation leads to a more diffused, more spread out and lower maximum
Table 4.6: Test calculations carried out with Marquina and HLLE approximate Riemann solvers / flux formulae
and PPM and TVD reconstruction methods. Tests with ENO reconstruction and with the Roe Riemann solver
are omitted. A comparison of reconstruction methods and tests with the Roe solver in WHISKY can be found in
[123, 163]. For details see §3.5. All calculations are carried out with refinement hierarchy RHII (see appendix E).
Run Name Riemann Solver / Flux Formula Reconstruction
Marquina-PPM Marquina PPM
HLLE-PPM HLLE PPM
Marquina-TVD-MC Marquina TVDMC Limiter
Marquina-TVD-minmod Marquina TVD minmod Limiter
HLLE-TVD-MC HLLE TVDMC Limiter
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Figure 4.17: Evolution of the maximum density
(top) and the gravitational wave signal (bottom) of
model A1B3G5 as calculated with the various com-
binations of reconstruction methods and approxi-
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Figure 4.18: Comparison of reconstruction methods
and Riemann solvers / flux formulae. Top: Profile
of the restmass density along the x-axis at 3 ms after
core bounce in model A1B3G5. Bottom: Profile of
the x-velocity component on the x-axis at the same
time. The color coding is the same as in figure 4.17.
density remnant. In addition, the velocity profile reveals that at the same postbounce time the shock
is smeared out over more zones and has covered a greater distance. All other combinations of re-
construction methods and Riemann solvers / flux formulae yield much better results for the density
and velocity profiles that lie practically on top of each other (though beware of the log-scale in the
top panel of figure 4.18).
Discussion
I have performed a small set of exploratory collapse calculationswith the standard test model A1B3G5
for which I varied the reconstruction methods and the choice of approximate Riemann solver / flux
formula. I find that both the Marquina flux formula and the HLLE Riemann solver yield very good
results when used in combination with PPM reconstruction. The quality of TVD reconstruction with
the monotonized centered (MC) slope limiter is acceptable when used in combination with the Mar-
quina flux formula and marginally acceptable when used with HLLE. In both combinations, higher
resolution than with PPMmay be required. TVD reconstruction with the minmod slope limiter is an
inappropriate reconstruction method and leads to gross underresolution of the dynamics and of the
gravitational wave signal.
The above results for the stellar core collapse problem confirm the results obtained from simple shock
tubes: PPM reconstruction in combination with the Marquina flux formula yields the best results at
the resolutions considered here. However, I point out that I have considered only model A1B3G5 in
this technical comparison. It is possible that the TVD-MC/minmod may perform marginally better
for other models that collapse and bounce more slowly. For differentially rotating models I expect
TVD-MC/minmod to perform worse than in the initially rigidly rotating model A1B3G5.
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4.3.5 ODE Integrators and BSSN MOL Spatial Order
So far I have investigated the dependence of results from core collapse simulations with CACTUS/-
CARPET/WHISKY on resolution, progressive mesh refinement, gauge choices, Riemann solvers and
cell-interface reconstruction methods. In this section I cover two additional aspects: (a) the varia-
tion of the results when the ODE time integrator in MoL (which jointly handles the time integration
of the curvature and hydrodynamics equations; §3.2) is exchanged and (b) the dependence of the
simulation outcomes on the order of spatial discretization in BSSN MOL.
Again, I choose model A1B3G5 for the test calculations and compare its maximum density evolution
and gravitational wave signal as obtained with the 2nd-order iterative Crank-Nicholson (ICN) time
integrator (3 steps as suggested in [377]) and the 3rd order Runge-Kutta method (RK3) with second
and fourth order spatial finite differencing in BSSN MOL. For second spatial order in BSSN MOL,
ICN yields a stable evolution with a Courant factor of 0.37515 while RK3 tends to have a smaller
stability radius than ICN and requires a somewhat smaller time step / Courant number16. I set
the latter to 0.25, which is the value commonly used for RK3 in second and fourth order vacuum
calculations with BSSN MOL.
Figure 4.19 reveals that all five test calculations yield results for the gravitational wave signal and
ρmax evolution identical by all sensible measures. The largest deviations are on the sub-one-percent
level and hardly visible even in the highly zoomed-in view of the maximum density evolution. Key
single-value observables like the maximum density at core bounce, the time of core bounce, the
maximum gravitational wave signal amplitude and the peak of the gravitational wave frequency
spectrum coincide to better than one part in 103. This suggests that the overall accuracy of the CAC-
15The time step ∆t has to obey the Courant-Friedrichs-Lewy (CFL) criterion [375]. The Courant factor is the factor by which
∆t is reduced from the maximum allowed by the CFL criterion. It depends on the stability properties of the evolved equations
and the discretization scheme chosen. See also §3.2.1.
16This finding is entirely empirical in nature and may only be relevant for the particular type of physical problem that I am
considering.
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Figure 4.20: Model A1B3G5. Comparison of the L2-
norm of the Hamiltonian (top) and x-momentum
constraints (bottom) for the same set of calculations
considered in figure 4.19. The spikes appearing in
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facts introduced by the addition of an additional re-
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TUS/CARPET/WHISKY code package depends most strongly on the spatial accuracy of the hydro-
dynamics discretization in WHISKY. Variations in the accuracy of the time integration, in the spatial
discretization of the NOK-BSSN system and even in time step size (that certainly influences global
stability) only lead to miniscule changes in the matter dynamics. This may seem surprising at first
glance, but again realizing that stellar core collapse spacetimes are both of weak-field nature and
matter dominated renders the above finding plausible.
A slightly different picture originates from figure 4.20 that portrays the evolution of the L2-norms
of the Hamiltonian and x-momentum constraints. Again, a change of the ODE integrator leads to
no noticeable alteration of the result, yet going from second to fourth order spatial differencing in
BSSN MOL leads — as one would expected — to overall smaller constraint violations, with the ex-
ception of the Hamiltonian constraint at bounce and shock formation. The hydrodynamic bounce
shock goes along with a discontinuity in the rest-mass density which in turns leads to a disconti-
nuity in the second derivative of the metric (see [390], this is also apparent from equation (2.52) in
§2.4.4). Since the Hamiltonian constraint contains second derivatives of the metric, one cannot ex-
pect convergence in the presence of strong discontinuities. After its formation, the shock propagates
downward on the stellar density slope and carries a gradually smaller jump in density. Hence, one
sees the expected postbounce behavior in the Hamiltonian constraint. The momentum constraint on
the other hand contains only first derivatives of the metric and is formally first-order convergent in
the presence of discontinuities. This is reflected in the fact that the x-momentum constraint violation
of the fourth-order BSSN MOL calculation stays always considerably below that of the second-order
calculations17.
Discussion
The performed test calculations with the standard test initial model A1B3G5 indicate that the choice
of (stable and TVD; see §3.2) ODE time integrator in the method of lines and variations in the spa-
tial finite differencing accuracy in BSSN MOL have little impact on the matter dynamics and the
gravitational wave signal in rotating iron core collapse. The accuracy appears to be dominated by
the overall second-order accurate spatial finite differencing of the GR hydrodynamics equations by
WHISKY. Fourth-order finite differencing for the curvature evolution does, however, lead to smaller
constraint violations and may be preferable for very long evolutions.
For standard production calculations, I find iterative Crank-Nicholson time integration and second-
order spatial finite differencing in BSSN MOL to be sufficiently accurate.
17Clearly, one cannot expect “true” convergence here — BSSN MOL is only one component of the code and, importantly,
is coupled to WHISKYwhose spatial order is not varied in the present set of test calculations.
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Chapter 5
GR Core-Collapse Simulations:
Polytropes
In this chapter I present results from the first fully self-consistent {3+1} general-relativistic simula-
tions of stellar core collapse. Although still employing n = 3 polytropic initial models and a simple
analytic EOS, the simulations presented in this chapter mark an immense advancement over previ-
ous studies: From t = 0 through the entire collapse, bounce, and postbounce phases all models are
evolved in a single computer code on a single mesh-refinded grid in 3D and full general relativity.
The only previous study in 3D general relativity is the one performed by Shibata & Sekiguchi [204]
who carried out the collapse simulations for the longest part in 2D and mapped to 3D only shortly
before core bounce.
Pioneering studies in the field of 3D stellar core collapse in the gravitational wave emission context
were carried out by Bonazzola and Marck [264] who computed only the collapse phase in 3D New-
tonian gravity. A post-Newtonian extension of that work was carried out by Seidel, Bonazolla and
Marck, but was never published [529]. Rampp, Mu¨ller, and Ruffert [267] investigated the possibility
of dynamical nonaxisymmetric instability in one of the axisymmetric Zwerger & Mu¨ller [30] mod-
els. They as well relied on Newtonian gravity and mapped from 2D to 3D only shortly before core
bounce. The only fully consistent 3D study in Newtonian gravity is the one by Fryer & Warren [89]
with a smooth-particle hydrodynamics code. The gravitational wave emission in their models was
analyzed by Fryer, Holz, and Hughes [271].
The present study of stellar core collapse is the first to take advantage of recent developments in
numerical relativity for stable long-term andmesh-refined numerical evolution of coupled curvature
and matter fields in full {3+1} GR [144, 146, 158, 163, 387, 391]. In this chapter I discuss the appli-
cation of these recently developed methods to the collapse of n = 3 polytropes initially in rotational
equilibrium. At large, my discussion is devoted to a detailed comparison with the axisymmetric
study in conformally-flat general relativity by Dimmelmeier, Font andMu¨ller [12]. The discussion of
genuine 3D effects is postponed to chapter 6 where physicially more realistic models are studied.
In the following, I refer to the technical approach followed in this dissertation as CACTUS/CAR-
PET/WHISKY (CCW). It has been discussed at length in chapter 3 and tested thoroughly in chapter 4.
5.1 A Morphology of Collapse Types and Waveforms
As delineated in §2.7.1, the extensive parameter studies of rotating core collapse in axisymmetry
performed by Zwerger & Mu¨ller (ZM) [30] (in Newtonian gravity; using a hybrid EOS, see §3.5.5)
and by Dimmelmeier, Font &Mu¨ller (DFM) [12] (in conformally-flat GR; using the same hybrid EOS)
have identified three distinct characteristic types of collapse dynamics — types I, II, and III1. Their
classification is primarily based on the qualitative shape of the gravitational waveforms. However,
as the latter reflect from the matter dynamics, the classification may be employed to describe the
collapse dynamics as well.
1In a recent Newtonian magneto-hydrodynamic study, Obergaulinger et al. [276, 277] have identified an additional type
of dynamics that is governed by magnetic field effects and which they call type IV, but which only occurs for very large
precollapse field strengths on the order of 1012–1013 G.
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Ott et al. [9] (OBLW) performed an extensive parameter study in the initial degree of differen-
tial rotation and the initial rotation rate and employed realistic presupernova models and a finite-
temperature EOS in Newtonian gravity. They found type I, type II, and mixed type I/II dynamics,
but did not observe type III dynamics. The absence of type III models in their study is most likely
due to their more realistic EOS treatment as I shall discuss below (see also [11, 14]).
5.1.1 Type I Dynamics and Waveforms
Iron core collapse models of type I rotate so slowly that they undergo collapse largely unimpeded by
centrifugal effects. They experience core bounce due to the stiffening of the EOS at nuclear density
(∼2×1014 g cm−3). Type I dynamics is very similar to that of nonrotating collapse and can similarly
be divided into three phases (see, e.g., [9, 11, 12, 30, 530, 531]:
Infall Phase – The infall phase encompasses the longest part of collapse from its onset until a few
milliseconds before core bounce. As for nonrotating collapse (see §2.3.2, an inner, homologously
(v ∝ r) collapsing core develops which interfaces with the supersonically collapsing outer core at
the sonic point where the local speed of sound matches the infall velocity. For very slow rotators,
the standard homology relation v ∝ r of nonrotating collapse holds well, while faster models that
experience some rotational flattening show quasi-homologous behavior with v ≃ α(t, θ)r, where the
magnitude of α decreases with increasing polar angle θ [30].
Since centrifugal effects are small, the mass Mic of the inner core of type I models (which varies dur-
ing collapse) is predominantly determined by the EOS and gravity, and at core bounce – in realistic
models that treat EOS and neutrino microphysics / transfer adequately – is in the range 0.5M⊙ <∼
Mic <∼ 0.8 [3, 64, 530]. General relativity typically leads to ∼20% smaller inner core masses than
Newtonian gravity. In the simple hybrid polytropic–ideal-gas EOS considered by ZM, DFM, and in
this Chapter of this dissertation, the evolution of Mic of type I models is determined by the adia-
batic Γ chosen for the collapse evolution: the larger the initial pressure reduction (i.e. the smaller the
evolution-Γ with respect to Γinitial = 4/3), the smaller the inner coremass at core bounce [30, 66]. But,
as pointed out by van Riper [67], also the greater the initial (relative) bounce shock kinetic energy in
these simple models.
Plunge and Bounce Phase — The plunge phase precedes core bounce and sets in when the central
core density reaches a few times 1012 g cm−3 and when neutrinos become trapped in the inner core
from which point on Mic stays roughly constant [11, 64, 530]. At that time, the core has been in
collapse for several tens and up to hundreds of milliseconds and the radial infall velocity peak has
reached ∼0.1c. The inner core now plunges quickly due to the increasingly strong gravitational pull
and reaches nuclear density within 2–3 ms where nuclear repulsive forces lead to a sudden stiffening
of the EOS, initiating the rebound of the inner core, and sending out a pressure wave that steepens
to a bounce shock at the edge of the inner core and propagates out into the still infalling outer core.
In the calculations of ZM and DFM, the bounce shock never stalls, since energy losses due to photo-
dissociation of heavy nuclei and neutrino emission are not taken into account.
Ring-Down Phase —At bounce, the inner core overshoots its postbounce equilibrium configuration
and, after the launch of the bounce shock due to its rebound, oscillates in various radial and non-
radial eigenmodes [9, 12, 30] that are damped on timescales of milliseconds by the emission of strong
sound waves into the postshock region. The newborn protoneutron star (PNS) rings down.
Figure 5.1 depicts the maximum density (ρmax) and gravitational waveform evolutions for the typical
type I model A1B3G3 of the ZM/DFMmodel suite. The computation has been carried out with CCW.
The three phases are clearly distinguishable in both observables: During infall, ρmax slowly increases.
At plunge and core bounce, ρmax overshoots to ∼2ρnuc, after which the core slightly re-expands and
settles at a ρmax of ∼1.5ρnuc, exhibiting only weak, low-amplitude variations in ρmax.
In order to understand the qualitative evolution of the gravitational waveform it is useful to recall
(a) that in axisymmetry, no gravitational waves are emitted along the axis of symmetry, and that
in other directions only gravitational waves of the + polarization are emitted, and (b) that, in ax-
isymmetry and in a coordinate system in which the symmetry axis coincides with the z-axis, the
mass-quadrupole moment reduces [178] to I¨−xx = I¨−yy = − 12 I¨−zz. Along the equator, the quadrupole
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Figure 5.1: Model A1B3G3 of the ZM/DFM model set evolved with CCW as an example for type I dynamics.
Inset zoom-ed in view of ρmax at and shortly after bounce. Left panel: Evolution of the maximum density. Right
panel: Gravitational wave signal amplitude h+R, where R is the distance to the source.
wave amplitude is then given by
he+ =
3
2
G
c4
1
R
I¨−zz . (5.1)
Hence, it is sufficient to consider the evolution of I−zz and its time derivatives to understand the way
the collapse, bounce, and ring-down dynamics imprints itself onto the waveform. From its definition
(equation (3.164)) it follows that I−zz is negative for oblate configurations. As one would expect, I−zz
becomes increasingly negative during some fraction of the infall phase as conservation of specific
angular momentum forces the core to deviate more and more from spherical symmetry — even in a
slowly rotating type Imodel2. This behavior is reflected by the initially slightly negative gravitational
wave amplitude in figure 5.1. However, as the collapse progresses, the core becomes more and more
centrally condensed. Since the density of the inner core roughly increases ∝ r−3 while I−zz has an r4
dependence (taking the volume element into account), the contraction of the core eventually reverses
the increase of |I−zz|. In model A1B3G3 this happens already ∼4 ms into the collapse and is marked
by I−zz’s second time derivative reaching positive values. As figure 5.2 portrays, a few milliseconds
later, I−zz’s first time derivative reaches positive values as well, leading to a decrease of I−zz in absolute
value. At core bounce, when the infall velocities of the inner core are dramatically reversed within a
fraction of a millisecond, the largest accelerations occur and lead to the prominent negative peak in
the waveform at ∼49 ms, roughly 0.2 ms after the global maximum in the central density is reached.
I−′zzs second time derivative becomes negative when the core begins to decelerate in a fraction of a
millisecond before bounce. A detailed analysis shows that in type I models, the global maximum
of the density is reached on the left flank of the bounce spike of the waveform. Note, however, that
the point at which the density reaches its global maximum is not necessarily a good indicator for
core bounce3. The maximum density is a one-zone value that only roughly describes the inner core
dynamics. A somewhat better definition of the time of core bounce in the context of gravitational
wave emission is the time at which the radial velocities of the bulk of the inner core cross zero and
become positive.
During the inner core’s rebound, the wave signal becomes positive again (as the rebound velocities
decrease) and is followed by the ring-down wave signature, which is dominated by the radial and
non-radial oscillations of the newly formed protoneutron star, but with no one-to-one correspon-
dence of the maximum density evolution and the features in the waveform. During the ring-down
phase, the gravitational wave signal settles down to very small values, while I−zz’s first time deriva-
tive remains positive and |I−zz| decreases throughout the postbounce evolution of model A1B3G3 as
portrayed by figure 5.2).
2If the initial model is not in rotational equilibrium it will relax to a more oblate configuration during collapse leading to a
prolonged period of increasing |I−zz| [11].
3In the literature on core-collapse supernova theory, core bounce is frequently defined by shock formation when the en-
tropy increases beyond ∼3 kB per baryon (see, e.g., [73])
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Figure 5.2: Evolution of I−zz inmodelA1B3G3 during the first 15 milliseconds (left panel) and around core bounce
(right panel). The time of core bounce is marked by a blue dash-dotted line. I−zz stays negative and decreases in
absolute value throughout the tracked postbounce evolution.
ZM and DFM characterize their initial polytropic rotational-equilibrium models according to their
degree of differential rotation (governed by the parameter A in the rotation law), the initial rotation
parameter βinitial = T/|W| (see §3.9.2) and the value of the adiabatic exponent used during collapse
in their hybrid EOS. The initial n = 3 polytropes are essentially Newtonian objects and it is sensible
to consider the rotation law (3.159) in its Newtonian limit:
Ω(d) = Ωc
A2
A2 + d2
=
{
Ωc for A→ ∞
Ωc
A2
d2
for A→ 0 , (5.2)
where d is the distance from the rotation axis. A and the central angular velocity Ωc are free param-
eters that determine the rotational speed/energy and the distribution of angular momentum. The
larger A, the more solid-body like is the rotation.
A ZM/DFM model name is constructed by choosing A from {A1, A2, A3, A4} which correspond
to {50000 km, 1000 km, 500 km, 100 km}, choosing βinitial from {B1, B2, B3, B4, B5}, corresponding
to {0.25%, 0.5%, 0.9%, 1.8%, 4%}, and choosing Γ from {G1, G2, G3, G4, G5} that correspond to
{1.325, 1.320, 1.310, 1.300, 1.280}. Hence, the above discussed model A1B3G3 is constructed with
A =50000 km, βinitial =0.9% and evolved with Γ= 1.30.
OBLW who used a finite-temperature nuclear equation of state and realistic presupernova models,
named their models according to the following convention: [initial presupernova model name]A[in
km]βi[in %]. For example, s11A1000β0.3 corresponds to an 11 M⊙ presupernova model with A =
1000 km and βinitial of 0.3%.
5.1.2 Type II Dynamics and Waveforms
OBLW found that for fixed A, centrifugal effects become more relevant to the collapse and bounce
dynamics with increasing βinitial: The larger βinitial, the slower is the collapse and the lower is the
maximum density reached at core bounce. On the other hand, for fixed βinitial, the influence of
rotation becomes greater for decreasing A which leads to a more centrally-concentrated angular mo-
mentum distribution in the precollapse core. ZM/DFM found a similar relationship in their models
with Γ >∼ 1.30. Figure 5.3, which I have drawn from OBLW, depicts systematically the transition in
collapse, bounce, and postbounce dynamics as the angular momentum (i.e., the rotation parameter
βinitial) of the precollapse core is increased at a fixed degree of differential rotation.
In the ZM/DFM classification, type II comprises models that experience significant centrifugal sup-
port and undergo core bounce at subnuclear densities and/or under the strong influence of centrifu-
gal forces. They assume postbounce rotationally supported equilibrium configurations at densities
below nuclear density. The possibility of such subnuclear-density equilibria was first pointed out by
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Figure 5.3: Evolution of the maximum density of OBLW’s [9] s15A1000 model series parametrized by initial
β = T/|W| as a function of time after core bounce. With increasing βinitial, centrifugal forces become more
relevant, eventually leading to a transition of collapse dynamics from type I to type II.
Shapiro & Lightman [314] and for the first time studied systematically by Tohline [313]. They may
be understood by considering that for slow and rigid rotation in Newtonian gravity, for a given Γ <
4/3, there is a critical βc,
βc =
1
2
(4− 3Γ)
(5− 3Γ) , (5.3)
beyond which rotation stabilizes self-gravitating fluid bodies against pseudo-radial modes [11, 30,
313, 314, 504, 532]. In GR, this simple expression can only be regarded as a lower bound for βc [12,
63, 504] and the critical β for stabilization must be larger than the above defined Newtonian βc +
k (GM)/(Rc2), where k depends on the stellar structure and angular momentum distribution [63].
In the limit of a n = 3 polytrope and zero β, k ≈ 6.75.
Equation (5.3) is a necessary condition for a core bounce at subnuclear densities. It does, however,
not determine the maximum β reached during collapse, since rotation acts approximately like a gas
with a Γ of 5/3 [11, 504] and hence only slowly decelerates the inner core (compared with nuclear
repulsive forces with Γ >∼ 2), allowing it to overshoot βc significantly [9, 30].
Similarly to type I, the dynamics can be divided into three phases:
Infall Phase — As in type I collapse, the collapsing core splits into a quasi-homologously collapsing
inner core and a supersonically collapsing outer core. The homology relation for the inner core is
v ≃ α(t, θ)r, where α decreases strongly from pole to equator, and where centrifugal support is
strongest. v ≃ α(t, θ)r holds until bounce along the equator, but breaks down along the symmetry
axis shortly before the plunge phase sets in which happens slightly earlier along the polar axis than
on the equator [9, 30].
The rapid rotation of type II models leads to a significant increase of the inner core mass. ZM,
who studied this systematically, found that for fixed EOS Γ and approximately rigid rotation (A ≥
1000 km), the mass of the inner core scales roughly according to
Mic
Mic,0
= (1− 2β)−3/2 , (5.4)
which follows from the viral theorem (for a white dwarf in rotational equilibrium; see, e. g., [36]) and
where Mic,0 is the mass of a corresponding nonrotating inner core.
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Figure 5.4: Type II model A2B4G1 of [12] evolved
with COCONUT. Top panel: Evolution of the maxi-
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Figure 5.5: Transitional type I/II model A3B3G3
evolved in CCW. Top panel: Maximumdensity evo-
lution. Bottom panel: Evolution of the gravitational
wave signal.
Bounce Phase— Type II models experience no coherent extremely dynamic plunge phase before core
bounce. Rather, once centrifugal forces become dominant over gravitational attraction, the core is
smoothly decelerated over a timescale of multiple milliseconds at large latitudes while along the
polar axis, plunge and bounce proceed with little influence of centrifugal forces. The rotation-
dominated, highly-aspherical bounce of type II models leads to shock formation at larger radii on
the equator than on the poles and creates, since it is much less abrupt, less entropy and much weaker
bounce shocks than in type I models [9].
Re-Expansion-Collapse-Bounce Cycles — After core bounce, the inner core of type II models expands
coherently in a single volume mode, leading typically to an almost order-of-magnitude drop in
the central density. This expansion is reversed when gravitational forces again begin to dominate
over centrifugal forces and pressure gradients. In this way, the quickly spinning postbounce core
undergoes several damped re-expansion-collapse-bounce cycles until it settles into an equilibrium
configuration. As pointed out by Mo¨nchmeyer et al. [11], it acts much like a harmonic oscillator
with a Hamiltonian consisting of radial kinetic, rotational, internal, and gravitational energies that
is damped by the emission of strong sound waves emitted at each bounce [9, 12]. Figure 5.3 depicts
the type II dynamics apparent in OBWL’s s15A1000 model series for βinitial >∼ 0.4%. Because of the
presence of the re-expansion-collapse-bounce cycles in type II models, they are frequently referred
to as multiple-bouncemodels in the literature [9, 12, 14, 30].
In figure 5.4 I show the evolution of the maximum density and the gravitational wave signal in
model A2B4G1 from DFM4 which exhibits prototypical type II dynamics. In type II models, the
initial evolution of I−zz and its time derivatives is similar to that of type I, but the deceleration of
the core, marked by negative values in the wave signal begins earlier before bounce and the entire
bounce dynamics is less abrupt. The latter is reflected in the much wider bounce spike in A2B4G1’s
waveform when compared with that of A1B3G3 (figure 5.1). A close look at the bounce spike in
A2B4G1 reveals an interesting substructure in the form of a small upward oriented subspike with
whose peak the global maximum in the density coincides. A2B4G1’s inner core is large (>∼ 1 M⊙)
and its radial motion is not entirely coherent during bounce. Some parts of the inner core reach
4Note that the data presented here are not the original data from the DFM paper, but stem from more recent calcula-
tions [161].
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Figure 5.6: Model A1B3G5 of the ZM/DFM model set evolved with CCW as an example for type III dynamics
andwave signature. A1B3G5 has a very small inner coremass<∼ 0.15M⊙ . Top panel: Evolution of the maximum
density; similar to type I dynamics. Bottom panel: Type III gravitational waveform.
positive velocities earlier than other parts and the innermost region experiences a somewhat slower
deceleration in the final phase of collapse than the bulk. A slower deceleration corresponds to a
smaller (in magnitude) second time derivative of I−zz which is reflected in the small subspike within
the bounce spike5.
After the initial core bounce, the ring-down of type I models is replaced by the signature of the core’s
coherent damped re-expansion-collapse-bounce cycles, manifest by wide peaks in the wave signal.
Model A2B4G1 (Figure 5.4) shows weak imprints of shorter-period substructure that originates from
additional nonspherical pulsation modes. These are present in all type II models but become increas-
ingly less pronounced with increasing βinitial [9].
As figure 5.3 indicates, the transition from type I to type II dynamics is not abrupt, but happens
gradually with increasing angular momentum in the inner core. There exists a range of type I/II
transitional models that exhibit a mixture of type I/II features. Model A3B3G3 is such a transitional
model. As can be seen in Figure 5.5, bounce occurs at supernuclear density, but centrifugal forces
are strong enough to lead to one pronounced postbounce minimum in the maximum density. In the
waveform, the type I ring-down signal is dominant, but a low-frequency modulation of the wave-
form akin type II models is discernible during the first few milliseconds after bounce.
DFM found that a large fraction of those models classified by ZM as type II exhibit type I/II dynamics
in GR. DFM attribute this to the more realistic and stronger gravity in their study, leading smaller
homologous cores, collapse to higher densities and increasing the influence of the stiff nuclear EOS
on the bounce dynamics.
5.1.3 Type III Dynamics and Waveforms
For models in which the adiabatic Γ during evolution is considerably smaller than 4/3, ZM and DFM
found similar collapse, bounce and postbounce dynamics as in type I models, but large qualitative
and quantitative differences in the wave signature to both type I and type II models. Figure 5.6
5ZM, DFM, and OBLW found such a small feature in a number of models, some of which where of type I in which it
appeared on the left flank of the bounce spike but is in most models less pronounced than in A2B4G1.
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depicts the maximum density and wave signal evolutions of model A1B3G5. In this model, Γ is
reduced from 4/3 to 1.28 which, at an initial central density of∼1010 g cm−3, corresponds to a central
pressure reduction by ∼70%. As pointed out by ZM and DFM, type III dynamics is very similar to
type I, the most important difference being the very small inner core (Mic <∼ 0.15M⊙ ) of type III
models. Due to the large pressure reduction, type III models reach core bounce very rapidly and
overshoot to larger bounce densities than type I models, yet, because of the small amount of mass
involved in the inner core dynamics, the gravitational wave amplitudes at and after core bounce
remain small — about an order of magnitude smaller than those of typical type I models. In addition,
the maximum (in absolute value) signal amplitude in type II models is assigned to the first positive
(and prebounce) peak in the waveform and not to the negative bounce spike. This is most likely
due to the very small inner core, to the fact that the bounce shock develops at very small radii (at
∼5 km), and to the correspondingly large amount of mass of the outer core that is still infalling
and has already reached small radii and large velocities when the inner core rebounds. Hence, the
deceleration of the inner core has a smaller effect on the overall wave signature than in type I models.
Type III models are not observed in studies in which finite-temperature nuclear EOS come to use [9,
11, 14], since the effective Γ of such EOSs is typically very close to 4/3 during the infall phase of
collapse (see, e.g., [64, 530]). Type III dynamics and waveforms are unlikely to occur generically in
nature, except, perhaps in the accretion induced collapse of O-Ne-Mg white dwarfs to neutron stars
(see, e.g., [16] and §7.3 in this dissertation).
To conclude my discussion of collapse dynamics and waveform types observed in previous studies, I
point out that in the recent Newtonian magneto-hydrodynamic simulations of Obergaulinger, Aloy,
and Mu¨ller [276, 277] and of Kotake et al. [274] magnetic fields have not been found to alter the
collapse dynamics significantly unless extremely large initial magnetic field strengths >∼ 1012 G are
assumed.
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5.2 Comparison to CFC Approach
The work presented in this dissertation was originally motivated by the need for a verification study
in full general relativity for the gravitational waveform estimates obtained by Dimmelmeier, Font &
Mu¨ller [12, 18, 160] (DFM) in conformally-flat (CFC)6 general relativity using the COCONUT [18, 160,
161] code. In 2004, Shibata & Sekiguchi published [13] simulations of rotating collapse of polytropes
in axisymmetric general relativity using initial models similar to those of DFM. They found good
qualitative agreement in the waveforms, but quantitative differences on the order of ∼20% that they
attributed to differences in gauge conditions, grid setup / resolution and wave extraction methods.
Recently, Cerda´-Dura´n et al. [162] have presented an extension to CFC that they call CFC+ and that
is exact to the second post-Newtonian order. Their simulations yield practically identical results to
those of DFM.
In this section, I introduce the CFC approximation and present results of 3D fully general relativistic
simulations that I have carried out using the methods described in Chapter 3 of this dissertation.
First, I present a detailed comparison of a spherically symmetric collapse calculated in COCONUT
and with the CACTUS/CARPET/WHISKY (CCW) approach. Since CFC is exact in spherical sym-
metry, this allows me to identify discrepancies brought about systematically by differences in the
numerical implementations and gauge choices. Subsequently, I compare axisymmetric simulations,
with initial rotational-equilibrium polytropic models that are drawn directly from the DFM model
set, allowing me to compare directly with DFM results and assess the quality of CFC in the stellar
core-collapse problem.
5.2.1 Conformally-Flat General Relativity
In the CFC approximation to GR introduced by Isenberg [533] and first used by Wilson et al. [534],
the ADM spatial 3-metric is replaced by the conformally flat 3-metric:
γij = φ
4ηij , (5.5)
where ηij is the flat-space metric, hence ηij = δij in Cartesian coordinates and ηij = diag(1, r
2, r2 sin θ)
in spherical coordinates. φ is the conformal factor and its appearance in its fourth power in equation
(5.5) is pure convention that simplifies the ADM equations (introduced in section 2.4.3). In maximal
slicing (K = 0; see section 3.3.2) the Hamiltonian and the momentum constraints decouple and the
ADM equations in the CFC approximation reduce to the following set of elliptic equations:
∆ˆφ = −2πφ5
(
ρhW2 − p+ KijK
ij
16π
)
,
∆ˆ(αφ) = 2παφ5
(
ρh(3W2 − 2)+5+ 7KijK
ij
16π
)
,
∆ˆβi = 16παφ4Si + 2φ10Kij∇ˆj
(
α
φ6
)
− 1
3
∇ˆi∇ˆkβk ,
(5.6)
where ∇ˆ and ∆ˆ are the flat-space Nabla and Laplace operators, respectively. Approximating GR
with CFC implies a special choice of coordinates. In particular, the coordinate basis is always orthog-
onal. Hence the equation for the shift vector in (5.6). The extrinsic curvature tensor components are
specified by
Kij =
1
2α
(
∇iβ j +∇jβi − 23γij∇kβ
k
)
, (5.7)
where∇ is the covariant derivative with respect to γij.
The CFC approximation is exact in spherical symmetry. In 2 and 3 dimensions a CFC spacetime
may be regarded as general relativistic minus the dynamical degrees of freedom of the gravitational
field that correspond to the gravitational wave content7 [147]. Yet this statement is not sufficient to
6CFC is an acronym for conformal-flatness condition and is interchangeably used with conformally flat.
7In axisymmetry, the gravitational field has one dynamical degree of freedom corresponding to gravitational waves. In 3D
it has two. York [118, 147] has shown that the dynamical degrees of freedom of the gravitational field can be identified with
parts of the conformally related spatial metric and the transverse-traceless part of the conformally-related extrinsic curvature.
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describe CFC in general: even stationary spacetimes that do not contain gravitational waves can be
non-conformally flat. Prime examples are Kerr black holes [535] and rotating neutron stars [536] in
equilibrium.
The CFC ADM equations do not contain explicit time derivatives, and thus the CFC spacetime fields
are calculated in a fully constrained approach and at each timestep anew.
5.2.2 Model Suite and Simulation Parameters
Dimmelmeier, Font and Mu¨ller [12] have performed calculations involving 26 distinct models in
the Zwerger & Mu¨ller [30] parameter space introduced in §5.1.1. Due to the extreme demands in
main memory and CPU time of the 3D CCW simulations, it is necessary to limit the comparison
calculations carried out with CCW to a representative subset of DFM’s models that encompasses
all collapse/waveform types discussed in Section 5.1. The development of nonaxisymmetric 3D
structures would be an encumbrance to the comparison of CFC to full GR. Hence, in addition, only
such models should be included that remain essentially axisymmetric during collapse, bounce, and
postbounce phases for which the comparison to 2D CFC is carried out.
Table 5.1 lists the two spherically symmetric and the 6 axisymmetric n = 3 polytropic initial mod-
els that Harald Dimmelmeier and I have chosen for this comparison. Model TOVG1 and TOVG5
are employed for the code and coordinate comparison in spherical symmetry where CFC is ex-
act. All rotating axisymmetric initial models are in rotational equilibrium and are computed with
WHISKY RNSID, written by Nikolaos Stergioulas and discussed in Section 3.7.2. Models A1B3G3
and A3B2G4 exhibit type I dynamics [12], while A1B3G3 is initially in solid body rotation and
A3B3G2 rotates differentially8. Models A3B3G2 and A3B3G3 are of transitional type I/II character
and it is interesting to investigate in how far full GR leads to qualitative and quantitative differences
in their dynamics and waveforms. Model A2B4G1 is one of the few models identified as being of
type II by DFM and A1B3G5 is a prototypical type III model and is used as a standard test case
throughout this dissertation.
All CCW calculations are carried out with PPM reconstruction and the Marquina flux formula (see
§3.5). 1+ log slicing and the Γ-driver shift (3.37) are employed in BSSN MOL which is run in second-
order accurate mode (see §3.3). For the time integration in MOL, the iterative Crank-Nicholson
time integrator with three intermediate steps is used (see §3.2). Gravitational waves are extracted
via the quadrupole formula in the first-moment of momentum-density formulation given by equa-
tion (3.167). The resolution and grid setup choices (Table 5.1) are motivated as follows: Type I and
type III models have little rotational support and experience bounce and shock formation at small
radii, typically<∼ 20 km. Type II and transitional type I/II models, on the other hand, experience con-
siderable centrifugal effects that lead to more extended inner cores and shock formation at greater
radii. In A2B4G1, for example, the shock develops at ∼60 km. Since shock formation must be well
resolved, type II and type I/II models require high resolution out to much larger radii than stan-
dard type I and type III models. In order to accommodate these different resolution requirements,
I use more extended fine grids in the refinement hierarchies of type I/II and type II models. Model
A2B4G1 is the most computationally intensive model of all considered here. It is evolved in an octant
with a reflection symmetry boundary condition on the equatorial plane and periodic rotation sym-
metry boundary conditions on the x–z and y–z-faces9. All other models are evolved in bitant mode
with reflection symmetry on the equatorial plane. All model calculations are carried out to ∼20 ms
after bounce.
All COCONUT calculations are performed with the most recent version of the code using a spectral
metric solver [161], 200–250 logarithmically-spaced and centrally-condensed radial zones (central
zone size ∼350 m), 30 angular zones covering 90◦ and an outer grid radius of ∼3000 km. Gravi-
tational waves are also extracted via the quadrupole formula with the first-moment of momentum-
density formulation as discussed in §3.8.1.
8See figure 6.3 in §6.1 for a visualization of the rotation law for various values of the parameter A.
9Note that octant mode with with periodic boundary conditions on the x-z and y-z faces suppresses azimuthal modes
∝ exp(imϕ) whose m is not a multiple of 4.
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Table 5.1: Model set for CFC/full GR comparison. RH is the refinement hierarchy used (see Appendix E). A
is the differential rotation parameter of the rotation law defined in §3.7.2. βinitial is the initial ratio of rotational
kinetic to gravitational potential energy. Γ1 is the value to which the adiabatic index is lowered to instigate
collapse. Type specifies the collapse dynamics type according to the Zwerger-Mu¨ller scheme [30] as outlined in
§5.1. All models are evolved with the hybrid EOS discussed in §3.5.5 with Γth = 1.5 and supranuclear Γ2 = 2.5.
Further model details can be found in Appendix D.
Model RH A βinitial Γ1 Type
(108 cm) (%)
TOVG1 RHII — — 1.325 nonrotating
TOVG5 RHII — — 1.280 nonrotating
TOVG5HR RHIII — — 1.280 nonrotating
A1B3G3 RH8II ∞ 0.9 1.310 I
A1B3G5 RH8II ∞ 0.9 1.280 III
A2B4G1 ORHIIIe 1.0 1.8 1.325 II
A3B2G4 RH8II 0.5 0.5 1.300 I
A3B3G2 RH8IIe 0.5 0.9 1.320 I/II
A3B3G3 RH8IIe 0.5 0.9 1.310 I/II
5.2.3 TOV core collapse – Comparison of Codes and Coordinates
In order to set the stage for the subsequent detailed comparison of rotating core-collapse simulation
results obtained with CCW and COCONUT, it is necessary to first consider spherically symmetric
core collapse. CFC is exact in spherical symmetry, hence COCONUT and CCW should yield identical
physical results. This allowsme to identify discrepancies brought about systematically by differences
in the numerical implementations.
When comparing results from simulations carried out in general relativity one faces the dilemma
that, while general relativity certainly provides a more realistic handling of gravity than the New-
tonian approximation, its coordinate freedom makes it very difficult to compare results from simu-
lations that did not start from identical initial data and/or did not employ exactly the same gauge
conditions.
As an example, consider two hypothetical numerical simulations of the collapse of a spherically-
symmetric TOV n = 3 polytrope. Initially, the configuration is time symmetric and the initial lapse
is fixed by K = Kii = 0. The initial shift is set to 0. Simulation A runs in quasi-isotropic spherical
coordinates and initiates collapse, re-solves the constraint equations and then evolves with maximal
slicing (and enforcing K = 0). Simulation B on the other hand runs in Cartesian coordinates, initiates
collapse, but does not re-solve the constraint equations and evolves with geodesic slicing (α = 1
everywhere). When trying to compare results of the two simulations, one faces several problems.
(1) The actual initial data are different. After the pressure reduction that is performed to initiate
collapse and before the first timestep, the initial-data equations (see §2.4.4) are solved again
in simulation A, but not in simulation B. The data are still formally (though not physically)
time symmetric, since all velocities are zero on the initial slice10. Depending quantitatively
on how dramatic the pressure reduction is, A’s metric components are different from B’s. The
dynamics during A’s evolution will be more correct than in B’s evolution since B has a greater
initial constraint violation.
(2) Simulation A uses an isotropic radial coordinate. This implies a radial shift (see [120]). Simula-
tion B on the other hand uses Cartesian coordinates with no additional demands on the shape
of the coordinates. The shift can be freely specified and is kept at zero in simulation B. Hence,
the initial simple relationship between A’s spherical and B’s Cartesian spatial coordinates van-
ishes. In addition, A’s shift terms may affect A’s slicing of spacetime.
(3) Simulation A uses maximal slicing, simulation B geodesic slicing. This is the most dramatic
difference. Consider an observer at the origin of the coordinate system. Their proper time
evolves with dτ = αdt. dτ is invariant. A different choice of lapse always implies a different
10This situation is frequently called Moment of Time Symmetry.
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coordinate time. This is commensurate with the picture of coordinate time as the (arbitrary
monotonic) parameter that is used to label the slices Σt of spacetime.
While (1) is mostly an accuracy issue, items (2) and (3) pose a serious problem when trying to com-
pare results of simulations A and B, since they lead to different spatial and temporal coordinates. In
addition, A’s and B’s coordinates are changing differently. In general, it is not meaningful to com-
pare physical observables at a given coordinate location (t,~x), since the same coordinate labels indi-
cate different physical positions in time and space. One must compare points of equal proper time
and identical physical position for a physically meaningful comparison. For general non-spherically
symmetric spacetimes a comparison becomes quickly very complicated.
Now, the above example is somewhat extreme and, fortunately, even when comparing a simulation
carried out with COCONUT in CFC with one carried out with CACTUS/CARPET/WHISKY (CCW)
in full Cauchy free-evolution, the time and coordinate conditions turn out to be considerably more
similar than in the above discussed example:
• COCONUT uses maximal slicing, while I use the hyperbolic 1+ log lapse prescription, which
is similar but not identical to maximal slicing. Maximal slicing assumes K = 0 (which is en-
forced in COCONUT) while 1 + log slicing (see equation (3.31)) only attenuates the change in
K and in practice, K = K(t = 0) is not obtained. One way to measure the difference between
COCONUT’s maximal slicing and 1+ log is to monitor the evolution of K at the origin where
in spherical symmetry the shift must vanish. Note that 1+ log slicing was explicitly designed
as an approximate algebraic version of maximal slicing. It has been thoroughly studied and
compared to maximal slicing in vacuum numerical relativity (see, e.g., [120, 385, 386, 389]).
• COCONUT uses the CFC Einstein equations and quasi-isotropic coordinates. This leads to the
elliptic shift condition in (5.6), which happens to be equivalent to the minimal distortion shift
condition up to second derivatives of the shift [188] (see also equation (5.32) of [120]). The
Γ-driver-like shift condition (3.37) that I use in CCW is also related to minimal distortion.
In the following I compare results of two spherically symmetric collapse models that are numerically
evolved with both COCONUT and CCW. The initial data are n = 3 polytropic solutions of the TOV
equations. In model TOVG5 I initiate collapse by lowering the Γ to 1.28 and in model TOVG1, Γ is
lowered to 1.325. I choose these models to have examples for slow and fast collapse, corresponding
to small and large initial pressure reduction, correspondingly. The initial-data equations are not re-
solved after pressure reduction on CCW’s 3D grid. This leads to an initial constraint violation which
is, however, too small to affect the dynamics (see §4.2).
I perform the CCW simulations with the standard refinement hierarchy RHII described in §4.3. Its
minimal central diagonal cell size is ∼600 m. Model TOVG5 is also evolved with refinement hierar-
chy RHIII with a central diagonal cell size of ∼450 m. The COCONUT simulations are carried out on
a 1D grid with logarithmic spacing and a central effective radial zone size of ∼500 m.
The left panel of figure 5.7 displays the evolution of the lapse function in the center of model TOVG5.
Core bounce occurs at ∼30 ms coordinate time. There are only minute differences between the CFC
maximal-slicing lapse evolution and the 1 + log slicing that I use in my full GR simulations. In
addition, the deviations become smaller with increased resolution. The time of core bounce and the
local minimum of the lapse at core bounce are closer to the maximal-slicing CFC lapse in the higher-
resolution full GR simulation. This is consistent with the findings of my resolution study in §4.3
where increased resolution leads to slightly earlier core bounce at lower maximum densities. The
right panel of figure 5.7 depicts the relative differences in the proper time at the origin. Increased re-
solution leads to a smaller deviation of 1+ log frommaximal slicing, yet even for the lower-resolution
run the proper times at the origin do not differ by more than∼0.1% at most. The similarity of the slicings is
furthermore substantiated by the evolution of the trace of the extrinsic curvature shown in figure 5.8
for the standard-resolution full GR simulation. K stays orders of magnitude below unity even during
the most dynamic phases of collapse and core bounce. Unfortunately, no K output from the high-
resolution full GR simulation is available; yet the trend seen in figure 5.8 should apply to K as well
and I expect an even better agreement with the COCONUT simulation.
The next interesting and easily obtained observable for this comparison is the proper time measured
by Eulerian observers that stay at rest with respect to the coordinate locations labeled by xi. They
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Figure 5.7: Left panel: Evolution of the lapse function at the origin for model TOVG5 evolved in CFC, full GR
and full GR in high resolution. The inlay plot displays the same quantity but zoomes in on a few milliseconds
around core bounce. Right panel: Relative difference in the proper time of the full GR runs and CFC runs as a
function of the coordinate time of the CACTUS/CARPET/WHISKY run.
have dτ =
√
α2 − βiβidt. Note that these Eulerian observers are physically moving outward as the
star collapses and the curvature becomes stronger. In other words, their physical distance from the
star’s center R =
∫ r
0
√
γrr dr increases with time. Figure 5.9 displays the proper time of Eulerian ob-
servers as a function of coordinate radius at 30 ms (top panel; at bounce) and at 32 ms (bottom panel;
shortly after bounce) for the COCONUT and the standard-resolution CCW simulation. The gravi-
tational time-dilation effect is nicely illustrated. The difference in proper time of Eulerian observers
located at different coordinate radii increases with time, but maximal-slicing COCONUT and CCW
with 1 + log slicing and the Γ-driver shift condition (3.37) yield a very similar evolution of proper
time as a function of coordinate radius and coordinate time. In fact, the apparent slight faster-ticking
of the observer clocks in the CCW simulation is likely due to the fact that core bounce is reached
about a tenth of a millisecond (in coordinate time) later than in the COCONUT simulation. This is
supported by the graphs in the right panel of figure 5.7 that indicate that the relative difference in
proper time between the COCONUT and CCW simulations decreases after bounce. Also, the slicing
in the CCW simulation becomes more similar to maximal slicing at postbounce times (figure 5.8).
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and 1 + log slicing. In maximally-sliced CFC GR,
the trace of the extrinsic curvature vanishes. Shortly
after core bounce, K drops to values below zero, but
becomes positive again shortly after.
TOVG5
Proper time at 30 ms coordinate time
τ
(m
s)
29.70
29.72
29.74
29.76
29.78
29.80
r (km)
τ
(m
s)
Proper time at 32 ms coordinate time
0 20 40 60 80 100
31.60
31.64
31.68
31.72
31.76
CCW
COCONUT
Figure 5.9: Top: Proper time measured by Eulerian
observers as a function of coordinate radius at 30
ms coordinate time. Bottom: The same at 32 ms.
Note that the interval in τ shown is larger in the
bottom panel. Unfortunately, proper time output
from the HR simulation is not available.
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Having demonstrated the match to better than ∼0.1% of the proper time evolution at the origin and
of Eulerian observers at r > 0, I can safely assume that the time and spatial coordinates have a very
similar or rather, – for all practical purposes – the same, meaning in COCONUT and CCW with the
discussed coordinate and slicing conditions. Furthermore, I can use coordinate-dependent quantities
to compare simulations carried out with COCONUT and CCW. This significantly smoothes out the
difficulties mentioned and concerns raised at the beginning of this section. One must keep in mind
that the spacetime considered here is spherically symmetric and that in spacetimes that deviate from
spherical symmetry, the evolution of lapse and shift may become different in the two approaches.
However, keeping the Newtonian analog in mind, deviations from spherical symmetry will appear
as higher-order corrections to the gravitational field, and, as long they stay on the percent level,
are thus unlikely to dramatically affect the evolution of the temporal and spatial coordinates. Fur-
thermore, one may expect that rotation, the agent that breaks spherical symmetry, will be handled
similarly to radial infall by the CFC shift and the dynamical Γ-driver shift used in CCW. Both shift
conditions do not exhibit directional preference and both are related to the minimal distortion con-
dition (see §3.3.2). To conclude the comparison of coordinates, I show in figure 5.10 radial profiles of
the lapse function and the shift at times at which they reach their global maximum and minimum,
respectively. The agreement in the lapse is marvelous and close to perfect for the high-resolution
CCW simulation even in the central-most region. The coordinate shifts match very well in the cen-
tral region while exhibiting significant, though not dramatic, differences at larger intermediate radii.
In the now following comparison of coordinate-dependent fluid variables I limit myself for concise-
ness to comparing central rest-mass density evolutions, and radial velocity as well as density profiles.
Figure 5.11 shows the evolution of the density at the origin (ρc) for the fast collapse model TOVG5.
The comparison with COCONUT is hampered by the fact that COCONUT’s discretization approach
leads to purely numerical oscillations in the density in the central-most grid zones at core bounce.
Despite this, it is clear fromfigure 5.11 that the ρc evolutions agree exceptionally well on average. The
CCW standard-resolution simulation reaches core bounce less than 0.1 ms later than the COCONUT
run and the high-resolution variant reduces this difference to 0.05 ms. Averaging out the oscillations
in the COCONUT data, the bounce densities agree to less than 2%. Importantly, the postbounce ρc of
all three simulations settle at ∼3.9×1014 g cm−3.
In order to investigate the influence of long-term numerical evolution on the comparability of re-
sults from COCONUT and CCW, I consider the ρc evolution of the slow-collapse model TOVG1
which reaches core bounce only at ∼95 ms after the onset of collapse (figure 5.12). The absolute
difference in the times of core bounce is larger than for the fast-collapse model TOVG5, yet the rel-
ative difference to the COCONUT results – given the relatively late bounce time – is still only 0.2%.
Similarly to TOVG5, the comparison is complicated by the numerical high-frequency oscillations in
the COCONUT data. However, when correcting for the difference in the time of bounce and av-
eraging out the oscillations, the COCONUT and CCW profiles match very well. I do not perform a
5.2. COMPARISON TO CFC APPROACH 133
t (ms)
ρρ
c
(g
cm
−
3
)
TOVG5
20 22 24 26 28 30 32 34
1011
1012
1013
1014
COCONUT
CCW
CCW HR
t (ms)
ρρ
c
(g
cm
−
3
)
TOVG5
29.5 30.0 30.5 31.0 31.5 32.0
3×10
14
3.5×10
14
4×10
14
4.5×10
14
5×10
14
COCONUT
CCW
CCW HR
Figure 5.11: Left panel: Evolution of the rest-mass density vs. coordinate time at the origin for model TOVG5.
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high-resolution CCW simulation for model TOVG1, but the results for TOVG5 indicate that a higher-
resolution variant will exhibit a slightly earlier time of core bounce, matching the COCONUT results
to even higher precision.
The left panel of figure 5.13 shows radial velocity profiles from before and after core bounce in model
TOVG5. At 0.5 ms before bounce, the COCONUT and CCW profiles match perfectly. At postbounce
times, however, the agreement is much less perfect for the shock position and in the post-shock
region. In the CCW results, the shock speed appears to be higher, the shock is spread out over
a larger radial interval and post-shock oscillations are present. Extensive tests have revealed the
following causes for the observed differences: (a) at postbounce times, the CCW grid refinement
hierarchy is fixed and the shock is not tracked by mesh refinement. Whenever the shock crosses
a refinement boundary the sudden drop in resolution results in it being smeared out over a larger
radial interval. (b) The error in the shock location which is ∼1 grid zone at 1 ms after bounce and
∼3–4 at 4 ms after bounce. Given the number of numerical timesteps involved and the fact that at
4 ms the shock has already passed 3 refinement boundaries, the error in the shock speed of ∼8% is
within the boundaries of what must be expected. In addition, the shock resolution and the shock
position are closer to the COCONUT results in the higher-resolution CCW simulation (figure 5.13).
(c) The post-shock oscillations, visible strongest in the velocity profiles, appear to not converge away
with higher resolution. They are a systematic error introduced by the resolution jump and flux
mismatches between fine and coarse grid at the refinement boundaries when the shock crosses (see,
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e.g., [394, 402]). At the refinement boundary, the shock is partly and spuriously reflected. This
leads to the visible spikes in the velocity profiles and the post-shock oscillations. As mentioned in
§3.4, this problem could be alleviated by introducing flux corrections on the coarse grid, so-called
refluxing [394]. Yet, the jump in resolution at the refinement boundaries would even with refluxing
still lead to spurious, though converging, reflections (grid scattering) of the shock, hence the benefit
from refluxing is debatable.
Given the above discussed postshock oscillations, the question must arise whether they can have
a significant effect on the global dynamics and in this way alter the gravitational waveform esti-
mates derived from the fluid dynamics in non-spherically symmetric models. The answer is ’No,
not significantly’: First, the oscillations are relatively small in amplitude (∼0.005–0.01 c). Second,
they involve little mass, appear to be confined to the post-shock region outside the protoneutron star
and cause only small variations (a few percent) of the post-shock density profile. Third, and most
importantly, by their very nature as reflections of the shock at resolution jumps they are comprised
of high-frequency variations (∼104 Hz) in the fluid variables, significantly higher than the variations
(∼103 Hz) in the large scale aspherical fluid motions dominantly emitting gravitational waves.
To conclude this extensive code comparison, I recapitulate my main findings:
(1) The choice of coordinate and slicing conditions in CACTUS/CARPET/WHISKY leads to a very
similar evolution of the slicing and the spatial coordinates to those of COCONUT. The differ-
ences in the proper time of Eulerian coordinate observers as a function of coordinate radius and
coordinate time in the test cases considered are below∼1%. This finding greatly facilitates sub-
sequent simulation comparisons since it is possible to directly compare coordinate-dependent
quantities to within a 1% error. Deviations from spherical symmetry should be expected to lead
to somewhat larger deviations. However, the gauge conditions of both codes do not exhibit any
directional preference, hence the deviations should remain small.
(2) The collapse, bounce, and postbounce dynamics computed with CACTUS/CARPET/WHISKY
and COCONUT agree very well for both models considered here. The times of core bounce and
the maximum densities match to within 1% and show convergence with increased resolution
of the CACTUS/CARPET/WHISKY simulation. The radial density and velocity evolution is
nearly identical before core bounce. After shock formation the accuracy of the Cartesian-grid
CACTUS/CARPET/WHISKY approach is somewhat worse than that of COCONUT since radial
motion can only be perfectly tracked on a Cartesian mesh-refined grid in the limit of infinite
resolution. In addition, the centered mesh refinement leads to poor shock resolution at radii
larger than ∼50 km. This can be corrected by enlarging the extent of the fine grids.
(3) COCONUT’s CFC approach is exact in spherical symmetry. The comparison that I have per-
formed is thus not obstructed by fundamental systematic differences of the equations solved.
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Figure 5.13: Left panel: Radial velocity profiles at 0.5 ms before, 1 ms, and 4 ms after core bounce. The red
dash-dotted lines indicate mesh refinement boundaries. Right panel: Radial density profiles at 0.5 ms before
and 4 ms after core bounce. I omit the profile from 1 ms after core bounce for clarity of presentation.
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In addition and as demonstrated in §4.3, the initial constraint violation introduced in the CCW
simulations by the pressure reduction is on the 10−7 level and is quickly dwarfed by the con-
straint violation due to inaccuracies during evolution. Yet, even at postbounce times the con-
straint violation stays on the percent level.
Hence, above points (1) and (2) lead to the assessment that deviations from conformal flatness
in rotating core collapse are detectable down to the few-percent level by comparing simulations
carried out with COCONUT and CACTUS/CARPET/WHISKY. This statement is true at least
for the collapse and the very early prebounce phases before the shock has propagated out to
distances greater than ∼25 km, and the major prerequisite is numerical convergence of the
relevant simulation results from both codes for each individual model considered. Care must
be taken to differentiate between numerical inaccuracies and real physical differences brought
about by the CFC approximation.
5.2.4 Axisymmetric Rotating Polytropes
Since I am comparing 3D fully general relativistic simulations with simulations in conformally-flat
general relativity that were carried out on a 2D computational grid assuming axisymmetry, the pres-
ence of 3D structure and dynamics would significantly affect and possibly spoil the comparison. In
axisymmetry, no gravitational waves are emitted along the axis of symmetry and only waves of the
+ polarization are emitted at off-axis angles (see, e.g., [116, 178]). Hence, the magnitudes of the
wave emission in the × polarization and along the polar axis can serve as indicators for dynamically
relevant 3D structure. In table 5.2, I list the maximum gravitational wave amplitudes for both po-
larizations as observed along the equator and along the poles. Though not being identical to zero
and hence indicating the presence of some nonaxisymmetric structure and dynamics, the maximum
amplitudes of the × polarization and the maximum amplitude of the + polarization along the poles
are in all models by at least one to two orders of magnitude smaller than the axisymmetric + am-
plitudes. It is thus safe to consider the dynamics to be dominated by axisymmetric fluid motion.
The largest nonaxisymmetric amplitudes appear in in the transitional type I/II models A3B3G3 and
A3B3G2. I do not investigate the development of nonaxisymmetric structures in the calculations
with polytropic initial models presented here. See §6.4 for a discussion in the context of the more
astrophysically realistic models considered in chapter 6.
Another caveat that needs highlighting before I may go on to comparing results from CCW and
COCONUT is the fact, that Dimmelmeier et al. [12, 161] use physical velocities (equation 2.25 in §2.4)
in COCONUT for the quadrupole formula, while CCW uses standard Eulerian 3-velocities11. This
difference was noticed only after all simulations had been performed. Differences between physical
and Eulerian velocities will be on the percent level (∝
√
|γij|; |γij|max ≃ 1.3 at postbounce times
in CCW and COCONUT) and largest deep inside the core where curvature is strongest. Due to the
integral nature of the quadrupole formula, the differences in wave signals derived from Eulerian and
physical velocities will hence stay on the percent level. This is confirmed by a short test calculation in
11Since there is no unique definition of the mass quadrupole moment in general relativity [116], it is not clear what the
“right” velocities to use are.
Table 5.2: Maxima (in absolute value) of the gravitational wave amplitudes (multiplied by distance R) for waves
of + and × polarization emitted in the equatorial plane (superscript e) and along the poles (superscript p). All
model calculations are carried out to ∼20 ms after bounce.
Model |he+,maxR| |he×,maxR| |hp+,maxR| |hp×,maxR|
(cm) (cm) (cm) (cm)
A1B3G3 199.85 0.0052 1.1510 1.0331
A1B3G5 31.50 0.0022 0.1375 0.1506
A2B4G1 160.00 0.0130 0.3453 0.2401
A3B2G4 159.91 0.0570 0.8784 1.1611
A3B3G2 596.29 0.5680 4.3682 4.6390
A3B3G3 428.53 0.2125 9.4200 10.0660
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Figure 5.15: Evolution of the rotation parameter β =
T/|W| in type I models A1B3G3 and A3B2G4 and in
the type III model A1B3G5.
CCW covering the bounce phase of model A1B3G5. The maximum signal amplitudes derived with
physical and Eulerian velocities agree to within ∼3% for the bounce spike of this model.
In figure 5.14 I contrast the evolutions of the maximum density (ρmax) and of the gravitational wave
signal for model A1B3G5 (type III) as computed in CFC and in full GR. The ρmax and waveform evo-
lutions agree very well: as listed in table 5.3, the times of core bounce and the maximum densities at
bounce differ by less than 1% and the maximum wave amplitudes by less than ∼1.5%. Importantly,
even at postbounce times of several milliseconds thewaveforms and ρmax evolutions match verywell
and are in phase. In CCW, A1B3G5 settles at slightly higher postbounce densities (∼0.9%), while
small features of the ring-down motions are considerably less well resolved as in the COCONUT
simulation. This is most likely a pure grid and resolution effect and should not be considered as
a significant qualitative/quantitative difference between CFC and full GR. The poorer resolution of
the ring-down dynamics of the postbounce core in the CCW simulation is reflected in its wave signal
as well: the waveform appears to damp earlier and small variations on the few-cm scale are not re-
solved at postbounce times greater than∼10ms. The resolution study presented in §4.3 indicates that
increased resolution (though not affordable for production simulations on present supercomputers)
would lead to an improved capture of such small variations by CCW.
Figure 5.15 contrasts the CFC and full GR results for the evolution of the rotation parameter β =
T/|W| in models A1B3G5 (type III), A1B3G3 (type I), and A3B2G4 (also type I). β is computed in
CCW according to the prescription given in §3.9.2 which is only correct in stationary spacetimes
but can be used as a reasonably good approximation to β in the dynamical (and predominantly
axisymmetric) case. β is an important variable, capturing the global dynamics of the rotating fluid.
The remarkable agreement of CFC and full GR simulations in β hence indicates close congruence of
the dynamics in CFC and full GR; in particular for model A1B3G5, but also for the type I models
A1B3G3 and A3B2G4. In all three models CFC and full GR agree in the maximum β and in the β at
∼20 ms postbounce to better than ∼5% (table 5.3) while the differences appear to be non-systematic
and must most likely be attributed to differences in resolution and grid geometry.
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Figure 5.19: Model A2B4G1. Comparison of the
evolution of the rotation parameter β = T/|W| from
20 ms before to 20 ms after core bounce. There is
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Model tb,CFCtb,GR - 1
ρb,CFC
ρb,GR
- 1
βb,CFC
βb,GR
- 1
ρ f ,CFC
ρ f ,GR
- 1
β f ,CFC
β f ,GR
- 1
|h+R|max,CFC
|h+R|max,GR - 1
EGW,CFC
EGW,GR
-1
fmax,CFC
fmax,GR
-1
(%) (%) (%) (%) (%) (%) (%) (%)
A1B3G3 +0.05 -0.09 +0.59 0.64 -4.19 +8.79 +57.05 −2.50
A1B3G5 −0.19 −0.68 −1.40 −0.85 +2.06 +2.84 +51.43 −1.57
A2B4G1 0.51 5.82 4.10 2.42 0.17 −2.56 −29.82 −8.51
A3B2G4 −0.13 −2.61 −1.14 −6.95 −1.72 −13.70 −14.43 −0.49
A3B3G2 −0.25 −0.95 2.98 −2.11 −0.08 −17.58 −42.91 1.42
A3B3G3 −0.14 −1.88 1.25 −6.30 0.33 −13.30 −13.25 0.92
Table 5.3: Summary of relative differences in key single-value observables of COCONUT CFC simulations and
simulations carried out in full GR with CCW. tb, ρb, and βb are the time of core bounce, the maximum density
reached at core bounce and the maximum rotation parameter β reached at core bounce, respectively. ρ f is
the maximum density and β f is the rotation parameter at ∼20 ms after bounce. |h+ R|max is the maximum
gravitational wave amplitude at distance R. EGW is the energy in gravitational waves emitted until ∼20 ms
after bounce. fmax is the frequency at which the gravitational wave spectral energy density peaks. Note that
the large relative differences observed in EGW are due to the fact that in CCW the Fourier-transformed I¨−ij is
used for the energy calculation, while in COCONUT
...
I−ij is employed, the latter running greater risk of picking
up unphysical high-frequency variations. Note that the numbers stated in this table are relative differences that
depend on the simulation and grid setups in COCONUT and CCW and are subject to variation under changes
in the resolution / grid setup. They should be taken with caution and understood as being only of indicative,
not of definite nature.
Figures 5.16 and 5.17 show the ρmax and wave signal evolutions of the type I models A1B3G3 and
A3B2G4, respectively. As in A1B3G5, there is nearly perfect agreement of the results from the CFC
and full GR calculations in ρmax at bounce, in the maximum gravitational wave amplitude and,
in particular, in the shape of the first and largest peak in the wave signal. Throughout the post-
bounce evolution the dynamics remain in phase. In A1B3G3, small features in ρmax and h+ are less
well resolved by CCW while in A3B2G4 the opposite appears to be the case. In addition, the over-
all largest differences in the postbounce maximum density evolution of all models are observed in
model A3B2G4. The maximum densities at ∼20 ms after bounce differ by ∼7%. Given the excellent
agreement in models A1B3G3 and A1B3G5, the cause of the differences in A3B2G4 is not obvious.
The good overall qualitative agreement, however, lets me surmise that the differences are caused by
slightly insufficient resolution, this time on the part of the COCONUT simulation.
Model A2B4G1 has the largest precollapse β of all models in the comparison set. It collapses slowly
and rebounds ∼100 ms after the onset of collapse under the strong influence of centrifugal forces at
only∼6×1013 g cm−3 (see table 5.4). Its homologously collapsing inner core is large (∼1M⊙ ) and the
bounce shock forms at about 60 km radius. Since the CCW approach does currently not provide true
adaptive mesh refinement, this model is among the most computationally expensive, because here
fine grids must be extended out to large radii to fully capture the bounce dynamics. Figures 5.18 and
5.19 depict that this — — even in the highest computationally feasible resolution12 — is not entirely
possible. The maximum density at core bounce and the maximum β are underestimated by CCW,
while while the gravitational wave signature matches well with the COCONUT result. Belonging to
the class of type II models, A2B4G1 exhibits several postbounce coherent and damped re-expansion-
collapse-bounce cycles over an interval of tens of milliseconds (see figure 5.4). Unfortunately, it is
computationally too expensive to carry out A2B4G1 to such late postbounce times in 3D.
The comparison results for the transitional type I/II models A3B3G2 and A3B3G3 are shown in
figure 5.20 and 5.21, respectively. A3B3G2 reaches supernuclear densities, but, due to strong cen-
trifugal support, exhibits large scale postbounce oscillations in ρmax that are reflected by the shape of
the gravitational waveform. While the general qualitative agreement of the maximum density and
wave signal evolutions is good, there are two things to note: (1) the CCW simulation yields a ∼18%
larger amplitude for the bounce spike than the COCONUT simulation and small postbounce fea-
tures in the waveform are slightly better resolved by CCW than by COCONUT. (2) Starting from the
first postbounce maximum in ρmax, the CCW ρmax and waveform evolutions appear slightly phase
and frequency shifted. A more detailed analysis shows that the coherent re-expansion after bounce
encompasses material out to radii of ∼100 km that crosses at least two, if not three, mesh refine-
12Using refinement hierarchy ORHIIe (see Appendix E). Tests with lower resolutions indicate that A2B4G1 with ORHIIe is
almost, but not completely numerically converged.
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Figure 5.20: Type I/II transitional model A3B3G2.
Maximum density (top) and gravitational wave sig-
nal (bottom) evolution as calculated in CFC and full
GR. A3B3G2 reaches core bounce at supernuclear
densities, but exhibits several coherent large-scale
postbounce oscillations in ρmax. The full GR/CCW
results show a shift of phase and frequency. See text
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Figure 5.21: Same as figure 5.20, but for model
A3B3G3 which is a type I/II transitional model.
ment boundaries during expansion and re-contraction. I hence attribute the observed phase shift at
least in part to numerical inaccuracies in the handling of flux through mesh refinement boundaries
(as discussed in §3.4 and §5.2.3). Despite the observable phase/frequency shift, the gravitational
wave energy spectra of the full GR and CFC variants of A3B3G2 agree in peak frequency to better
than ∼2%. Model A3B3G3 is a transitional type I/II model which is closer to type I than to type II
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Figure 5.22: Evolution of the rotation parameter β = T/|W| shown for the transitional type I/II models A3B3G2
and A3B3G3. The full GR/CCW results exhibit a shift in postbounce oscillation frequency and phase for model
A3B3G2. See text for details.
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Model tb ∆t ρb ρ f βb β f |h+R|max EGW fmax
(ms) (ms) (1014 g cm−3) (%) (%) (cm) (10−8 M⊙ c2) (Hz)
A1B3G3 48.73 23 4.23 3.13 7.75 5.43 199.85 1.490 680
A1B3G5 30.26 19 4.64 3.53 4.34 3.01 31.50 0.035 890
A2B4G1 99.60 18 0.60 1.46 15.17 5.86 160.00 0.112 94
A3B2G4 39.36 19 4.08 3.02 9.67 6.39 159.91 0.949 810
A3B3G2 71.32 24 3.13 2.18 18.15 13.30 596.29 4.039 494
A3B3G3 49.73 19 3.20 2.46 17.50 12.05 428.53 3.539 757
Table 5.4: Summary of key single-value observables for all axisymmetric comparison models. CCW data. tb
is the time of core bounce (defined as the time at which the global maximum of the density is reached), ∆t is
the interval in time after bounce through which each individual calculation is carried out. ρb and ρ f are the
maximum density at bounce and at the end of the simulation, respectively. βb is the value of T/|W| at bounce
at β f is the value of T/|W| at the end of the simulation. |h+ R|max is the maximum (in absolute value) of the
gravitational amplitude, EGW is the total energy emitted in gravitational waves, and fmax is the frequency at
which the spectral energy density peaks.
dynamics. As visible in its gravitational waveform and ρmax evolution, it exhibits only one large
postbounce re-expansion and then recovers type I ring-down dynamics. As in model A3B3G2, CCW
yields a larger maximum gravitational wave amplitude, most likely related to a slight insufficiency
in grid resolution in the COCONUT simulation [525].
Finally, I contrast β evolutions obtained in CFC and in full GR for A3B3G2 and A3B3G3 in figure 5.22.
The CFC variant of A3B3G2 reaches a ∼3% higher β at bounce than the full GR simulation. The
higher β at bounce in combination with the slightly lower bounce density (∼1%) and the consid-
erably lower maximum gravitational wave amplitude (∼18%) gives rise to the suspicion that the
CFC and full GR simulations started out with slightly different initial conditions. This could also
in part explain the observed postbounce differences in phase/frequency between CFC and full GR
results. The initial configurations in CCW and COCONUT differ in β by 0.5% (on the entire grid and
— given that the grid geometry and sizes differ – in the central regions of the core most likely less
than that). Harald Dimmelmeier, by experience from a large number of simulations carried out with
COCONUT, points out that especially type I/II transitional and type II models are very sensitive to
small changes in the initial conditions [18, 525] while type I and type III models typically are not. In
the context of the harmonic-oscillator-like postbounce re-expansion-collapse-bounce phases, slightly
different initial conditions may lead to slightly different inner core masses, resulting in different
eigenfrequency of the volume mode dominant in type II and transitional models.
5.2.5 Summary and Discussion
In this section I have presented the first detailed comparison of stellar core-collapse simulations car-
ried out with two entirely distinct computer codes, one treating numerical relativity in a constrained-
evolution sense in the conformal-flatness approximation in 2D spherical coordinates, the other one
freely evolving the ADM/NOK-BSSN field equations on a refined 3D Cartesian grid. I have demon-
strated that in spherical symmetry the slicing and spatial coordinate choices implied by the CFC
approximation in maximal slicing are compatible with standard 1 + log slicings and Γ-driver shift
conditions used in BSSN MOL. The spacetimes considered here are matter dominated, i.e. the
terms directly related to matter, being without directional preference, dominate gauge prescriptions.
Hence, I conclude that even when spherical symmetry is relaxed to axisymmetry or full 3D, time and
spatial coordinates will have the same meaning or at least very similar (to a few percent) meaning
in COCONUT and CCW. This allows a direct one-to-one comparison of gauge-dependent quantities
from simulations carried out in CFC and full GR. Previous comparison studies either used more sim-
ilar codes (CFC+ vs. CFC within the CoCoNuT code; [162]) or did not clarify how the spatial and
temporal coordinates compared [13].
I have performed en detail comparisons of the matter dynamics and quadrupole gravitational wave
signals up to ∼20 ms after core bounce for six models of the Zwerger & Mu¨ller [30] / Dimmelmeier,
Font & Mu¨ller [12] model suite evolved in CFC by COCONUT and full GR by CCW. All models stay
axisymmetric throughout the time covered in this comparison and in all models CFC/COCONUT
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and full GR/CCW agree on the maximum density reached at bounce within <∼6%, on the maximum
β = T/|W| within <∼4%, on the maximum gravitational wave amplitude to within <∼18%, and on the
peak frequency of the gravitational wave energy spectrum to within <∼ 8.5%. Based on knowledge
of the various systematic and numerical resolution-caused shortcomings and advantages of both
codes, I attribute the observed differences to (a) slight differences in the wave extraction methods,
(b) slightly insufficient resolution either on the COCONUT or the CCW side, (c) mesh-refinement-
caused inaccuracies in CCW, and (d) to small variations in the initial data that influence the bounce
and postbounce dynamics. I do not find any indication of significant (i.e., above the error margins)
quantitative differences that could be attributed to differences between CFC and full free-evolution
numerical relativity. In addition, and most importantly: there are no indications of any qualitative
differences that could be considered as being systematically caused by an inadequacy of the CFC
approximation for the stellar core-collapse problem. All qualitative features present in the full GR
results are present as well in the CFC data. Given the fact that CCW and COCONUT are two very dif-
ferent codes (in grid coordinates; spacetime evolution and discretization etc.), the level of agreement
that I find is surprising and encouraging.
I conclude that the CFC approximation in the incarnation and implementation presented and em-
ployed in [12, 18, 160, 161] is an excellent approximation to full general relativity for tracking the
collapse, bounce, and early postbounce phases of rotating stellar iron core collapse to a neutron star.
This supports the findings of previous comparison studies in CFC+ [162] and axisymmetric gen-
eral relativity [13]. In addition, Cook et al. [536] compared CFC and full GR for rapidly rotating
equilibrium neutron stars and found deviations of CFC from the exact solution to be at most ∼5%
for extreme models and much smaller otherwise. Kley & Scha¨fer [537] compared CFC and full GR
solutions for relativistic dust disks and found CFC to be equivalent in accuracy to first-order post-
Newtonian approximations.
The good agreement of the CFC approach with full GR in the stellar iron core collapse models con-
sidered here and the estimates on the energy emitted in gravitational waves during collapse, bounce,
and early postbounce phases (<∼ 10−7 M⊙ ; [9, 11, 30, 95, 160]) may motivate the assertion that the
stellar core collapse spacetimes considered here are essentially conformally flat, with the meaning
of essentially being defined as ‘not yielding dynamics notably different from CFC’. That this indeed
appears to be the case can be shown more strictly by considering the 3-Bach and Cotton-York ten-
sors [538]. York [147] has pointed out that the 3-Bach tensor, defined by [539, 540]
Bijk ≡ Rij;k− Rik;j +
1
4
(
γikR;j − γijR;k
)
, (5.8)
where Rlm is the 3-Ricci tensor and R the 3-Ricci scalar, vanishes on any conformally-flat 3-hypersur-
face. It is the 3-geometry analogon to the Weyl tensor in higher dimensions [116, 189]. The 3-
Bach tensor has 5 independent components and it is algebraically equivalent to the Cotton-York
tensor [147, 541]
Yij ≡ ǫilm(R jm − 14 δkj R); l = −12ǫilmγjnBnlm , (5.9)
where ǫilm is the standard completely antisymmetric tensor density of weight +1 (the Levi-Civita
symbol), with ǫ123 = +1. In the literature, Y˜ij = γ1/3Yij can be found, which is invariant un-
der conformal transformations [147]. Yij is symmetric, traceless, and transverse (Y
ij
;j = 0) [147].
The Cotton-York tensor has been used by Garat & Price to show that there are no conformally flat
slices of Kerr spacetime [535]. Miller et al. [542] have employed the Cotton-York tensor to assess the
deviations from conformal flatness in simulations of binary neutron star coalescence. In addition,
Miller et al. defined a scalar H as the matrix norm13 of the Cotton-York tensor, normalized by the
size of the covariant derivative of the 3-Ricci tensor:
H =
‖Yij‖√
Rjk;iR
jk;i
. (5.10)
The normalization provides a local measure for determining how much the spatial slice considered
is deviating from conformal flatness. For a global measure in matter spacetimes, Miller et al. [542]
13The matrix norm of a real matrix Aij is defined as ‖Aij‖ =
√
λmax, where λmax is the maximum eigenvalue of the matrix
AijA
j
k.
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Figure 5.23: Evolution of the density-weighted mean Ricci-normalized matrix norm of the Cotton-York tensor
as specified in equations (5.10–5.11) in model A1B3G3 (type I) at times shortly before and after core bounce.
〈H〉ρ peaks at ∼2% which is at the same order of magnitude, but a factor of two smaller than the maximum
〈H〉ρ found by [542] for binary neutron stars at orbital separations nearly double that of their innermost stable
circular orbit.
introduced a baryonic density weighted norm
〈H〉ρ =
∫
d3xH
√
γρW∫
d3x
√
γρW
. (5.11)
In close collaboration with Erik Schnetter, I have implemented equations (5.9–5.11) in CCW, using
second-order accurate symmetric finite differences. Since Yij contains third spatial derivatives of the
3-metric, it is very sensitive to high-frequency content in the metric variables. Tests with a spherically
symmetric TOV matter spacetime showed convergence to zero for (5.11) on the initial data slice, but
exhibited large finite-difference errors on the 10−7 level for 〈H〉ρ during evolution. I have performed
a test simulation for model A1B3G3 of the ZM/DFM model series (see table 5.1) using BSSN MoL
in fourth-order accurate mode and tracked 〈H〉ρ until a few ms after bounce. The results are shown
in figure 5.23. While the details of qualitative 〈H〉ρ evolution require a detailed analysis in future
work, the overall picture is quite clear: 〈H〉ρ peaks at and stays below the percent level even at early
postbounce times in model A1B3G3. If one considers model A1B3G3 as a representative model and
trusts the normalization of H by the magnitude of the covariant derivative of the 3-Ricci tensor, then
one may state that stellar core collapse spacetimes differ from CFC by not more than ∼1% during
collapse and the early postbounce phase. The later postbounce evolution of 〈H〉ρ is unknown. For the
promptly exploding polytropic progenitors considered here, it will most likely stay around or below
the percent level. More realistic models whose protoneutron star experiences a prolonged period of
accretion of outer core material or models that become close to or undergo black hole formation will
significantly deviate from conformal flatness and a full GR treatment becomes indispensable.
Chapter 6
GR Core-Collapse Simulations:
Realistic Progenitors
The work presented in this chapter has been carried out in collaboration with Harald Dimmelmeier,
who has performed axisymmetric counterpart simulations in conformally-flat general relativity with
the COCONUT code. A short report on the results has been submitted to a scientific journal [10].
In this chapter, I present results that are obtained by means of the first simulations of rotating stellar
iron core collapse in {3+1} GR with a finite-temperature equation of state (EOS), an approximate
treatment of deleptonization during collapse, and supernova progenitor models from state-of-the-
art stellar evolutionary calculations.
In direct continuation of the simulations discussed in the previous chapter, all results are obtained
with the CACTUS/CARPET/WHISKY (CCW) method introduced in Chapter 3. The Hybrid EOS
(§ 3.5.5) is replaced by the finite-temperature Shen EOS ([464, 465] and § 3.6.2) and advection of
the electron fraction Ye, deleptonization, and neutrino pressure effects are taken into account as de-
scribed in §3.6.
I begin with an overview on the employed supernova progenitor data and discuss model ingredi-
ents and parameters in detail. In §6.2, I present results from calculations starting out with spherically
symmetric data and systematically lay out the effects of GR, electron capture, and neutrino radiation
pressure during collapse and core bounce. I shall demonstrate that the changes brought about by
including the approximate electron capture treatment are tremendous, and that GR significantly al-
ters the dynamics from the Newtonian case and should not be neglected in core-collapse supernova
calculations.
In §6.3 I discuss the axisymmetric collapse, bounce, and postbounce dynamics and present new es-
timates for the axisymmetric gravitational wave signature of these phases. I investigate the effects
of variations in the degree of differential rotation, initial rotation rate, and progenitor structure on
the gravitational wave signature of rotating core collapse, bounce, and early postbounce phases. In
addition, I compare calculations with and without neutrino pressure contributions, with various de-
grees of deleptonization during collapse and also present comparisons to results obtained with the
COCONUT code.
§6.4 discusses the development of genuinely 3D spatial structure and dynamics that develop in a
number of models over several tens of milliseconds after core bounce and are most likely related
to a dynamical low-T/|W| rotational instability of the protoneutron star (PNS). This instability goes
along with prolonged narrow-band gravitational wave emission from its quadrupole components.
The prospects for detection of the gravitational waves emitted in the models considered here by
current and future gravitational wave observatories are assessed in §6.5 and in §6.6 I summarize my
conclusions concerning the generic features of the gravitational wave signature of rotating iron core
collapse and postbounce nonaxisymmetric dynamics.
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6.1 Astrophysical Considerations, Model Suite,
Simulation Parameters
In spherical symmetry, the GR field equations have zero dynamical degrees of freedom. No gravita-
tional waves can be emitted (e.g., [116]). The same is true for static and even stationary configurations
in axisymmetry. On the other hand, gravitational waves will be emitted by any mass (or curvature)
configuration with a non-vanishing time-varying quadrupole moment1.
Fortunately, as astronomical observations have shown (e.g., [543–547]), most massive stars on the
main sequence rotate with typical equatorial surface velocities∼200 km s−1 [543] which corresponds
to ∼10% of their Keplerian breakup speed. Hence, there is hope that at the end of the nuclear-fuel
burning stellar life the precollapse iron core might contain sufficient angular momentum to yield a
significant deviation from spherical symmetry during collapse and core bounce and emit gravita-
tional waves of sizable amplitudes during these highly dynamic phases. However, while observa-
tions can procure information about the surface rotational velocities, we have currently no means for
studying empirically the internal rotational structure of evolving massive stars in any detail. Further-
more, all to-date available theoretical predictions of presupernova structure are based on spherically
symmetric calculations. These have either neglected rotation completely or included rotational ef-
fects and angular momentum redistribution in a semi-phenomenological and parametrized way (see
§3.7.3, and [38, 273, 506–511, 548]). Until multi-D stellar evolutionary calculations from zero-age
main sequence (ZAMS) to the onset of core collapse become technically and computationally fea-
sible, all predictions of the precollapse iron core rotation rate and angular momentum distribution
should be considered with caution.
Given the uncertainties associated with the rotational configuration of precollapse iron cores, it is
common practice to perform parameter studies, prescribing a rotation law and working in a pa-
rameter space spanned by the degree of initial differential rotation and initial rotation parameter2
β = T/|W| [9, 11–14, 30, 162, 260, 276, 277]. With the exception of [9] none of these studies have
investigated the impact of variations in presupernova structure on the gravitational wave signal.
In this study I follow a two-fold approach and use two sets of supernova progenitor models. The
first set encompasses model s11.2, s15, s20, and s40 (ZAMS mass of 11.2, 15, 20, and 20 M⊙ , respec-
tively; at solar metallicity) of Woosley, Heger, and Weaver [38]. These models were evolved without
rotation. In figure 6.1 I compare the matter density and electron fraction profiles of the presupernova
models. Also shown aremodels of the second progenitor set discussed below and data for a standard
n = 3 polytrope used in numerous previous studies [12, 13, 30, 162, 264, 266, 276, 277, 549]. Note that
model s11.2 has the most compact iron core of all models considered in this study. Also note that
model s20 is more compact and has a smaller iron core mass than model s15 that is smaller in ZAMS
mass (table 6.1). The polytrope density profile exhibits the overall largest densities at radii between
∼400 and ∼600 km while dropping off to unphysically low densities shortly after. That realistic iron
cores are not simple polytropes is also vividly displayed by the electron fraction plot in figure 6.1:
While electron capture during silicon burning has neutronized the inner regions of the iron cores,
the polytrope assumes a constant Ye at 0.5. Figure 6.2 portrays the initial radial entropy distribution
in the presupernova models. Note that all models have their global entropy minima at small radii
and that higher ZAMS mass models have higher central entropies than lower mass models. This
is due to the highly compact state of matter at the densities prevailing in the central-most iron core
regions and to the fact that more massive models tend to be slightly less centrally condensed than
lower mass models at the precollapse stage [509, 511].
Initial curvature data are generated in the Newtonian metric approximation [115], according to what
is stated in §3.7.3. All considered progenitor models are unstable and exhibit initial infall velocities
on the order of 107 cm s−1. Nothing artificial need be done to initiate collapse. Rotation is introduced
using the standard rotation law [9, 12, 30]
Ω(̟) = Ωc
A2
A2 + ̟2
, (6.1)
where ̟ is the distance from the rotation axis, and A governs the degree of differential rotation
1The time variation must be non-constant, i.e., change with time as well.
2βinitial denotes the initial (precollapse) value. β and T/|W| are used interchangeably throughout this work.
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Figure 6.1: Left Panel: Initial baryonic rest mass density as a function of radius of the s11.2, s15, s20, s40 pre-
supernova models of [38], of the “rotating” progenitors E15A and E20A of [509] and of the “magnetic rotating”
model m15b6 of [511]. In addition, the density profile of an n = 3 polytrope with Ye = 0.5 and a central density
of 1.0×1010 g cm−3 is plotted. Model s20 is used most extensively throughout this work. See text for details.
Right Panel: Initial electron number fraction per baryon Ye vs. radius for the same set of presupernova models.
(for ̟ < A the initial rotation is roughly solid body, and at ̟ = A, Ω = Ωc/2). Ωc is deter-
mined by setting βinitial. This rotation law enforces constant angular velocity on cylinders accord-
ing to the Pointcare´-Wavre theorem. It states that rotating Newtonian fluid bodies supported by
degeneracy pressure tend to assume constant specific angular momentum on cylinders [504]. It is
important to point out that rotation is introduced in an ad hoc fashion and the initial models are
not in rotational equilibrium, since such equilibrium configurations can only be found consistently
for isentropic models with constant electron fraction [550]. Despite the emphasis various studies
have put on the importance of initial models in rotational equilibrium [12, 30], it is unlikely that the
non-rotational-equilibrium nature of the initial models considered here will alter the dynamics in
the plunge, bounce, and early postbounce phases in any significant way. Collapse proceeds slowly
enough to allow for the adjustment of the core to the appropriate angular density stratification for
its rate of rotation. [11, 30] point out that the use of non-rotational-equilibrium models is justified in
this case. I name the models according to the following convention which I adopt from my previous
work [9]: [progenitor name]A[A in km]β[βinitial in %].
I choose model s20 to be the representative baseline model and consider moderately differential rota-
tion with A set to 1000 km. This is motivated by the supposition that angular momentum gradients
are smoothed out in convective nuclear burning regions [88, 509] and that hence the entire central
iron core region is likely to be in approximate solid-body rotation. To investigate the effect of more
rigid and more differential rotation, I perform calculations with A set to 50000 km and A = 500 km.
Table 6.1: Suite of supernova progenitor models used in this study. The ZAMS mass is the stellar model mass at
zero-age main sequence in solar masses. ρc is the precollapse central core density. RFe and MFe are the radius
and the mass of the iron core (determined by the discontinuity in the electron fraction Ye at the outer edge of the
iron core where Ye ∼0.5), respectively. For models that were evolved with a 1D prescription of rotational effects
and angular momentum redistribution, the initial ratio of rotational kinetic to gravitational energy, βinitial, is
given. Note that for such models, βinitial also depends on the physical extent of the computational domain.
Model Name References ZAMS Mass ρc RFe MFe βinitial
(M⊙ ) (109 g cm−3) (108 cm) (M⊙ ) (%)
s11.2 [38] 11.2 15.75 1.16 1.28 —
s15 [38] 15.0 6.16 2.29 1.62 —
s20 [38] 20.0 8.42 1.70 1.46 —
s40 [38] 40.0 3.65 2.50 1.79 —
E15A [509] 15.0 5.43 2.22 1.62 0.58
E20A [509] 20.0 3.97 2.78 1.84 0.37
m15b6 [511] 15.0 8.78 1.95 1.47 9.60×10−4
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Figure 6.2: Initial entropy radial profile of all
models considered in this study. The entropy
is given in units of the Boltzmann constant per
baryon. Note that models with greater ZAMS
mass have higher central entropies, that is, are
hotter than less massive models. Also note that
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Figure 6.3: Initial angular velocity profiles of the
rotating 15 and 20 M⊙ (ZAMS) presupernova
models of [509] and the 15 M⊙ magnetic and
rotating presupernova model of [511]. In addi-
tion, the initial angular velocity profile of mod-
els that are set into rotation according the rotation
law of equation (6.1) with A set to 500, 1000, and
50000 km is shown and with Ωc set to the value
of that of model E15A to illustrate the qualitative
behavior of the rotation law.
Due to the high computational cost associated with these 3D calculations, I perform only a single cal-
culation each for models s11.2, s15, and s40 in order to investigate the effect of progenitor structure
on the gravitational wave signal.
For βinitial I choose values in the range from 0.25% to 4.00%. While even βinitial = 0.25% will lead
to a PNS spinning too fast to explain observed pulsar birth spin rates (unless there exists a cur-
rently unknown, efficient spin-down mechanism; see [273]), they fall in the range of what has been
considered in previous studies [9, 11, 12, 30] and are consistent with theoretical predictions for pro-
genitor stars in which angular momentum redistribution by magnetic fields is not present or ineffec-
tive [113, 114, 509–511]. In table 6.2, I summarize important model parameters.
The second set of presupernova models (in the following Heger models) that I consider consists of
models E15A, E20A [509], and m15b6 [511]. These progenitors were evolved to the onset of core
collapse with the approximate treatment of rotation described by [509], but centrifugal forces were
included only until the end of core carbon burning. Models E15A and E20A are relatively fast rotators
with initial β of 0.37% and 0.58%, respectively. In model m15b6, angular momentum redistribution
by magnetic torques was included which led to slow and slightly more rigid rotation of its iron core
as can be inferred from figure 6.3 in which I contrast the precollapse angular velocity profiles of the
three Heger models and the rotation law (6.1) for various choices of A. In the left panel of figure 6.1 I
compare the precollapse density profiles of the Heger models with those of the nonrotating progeni-
tors of [38]. The slowly rotating m15b6 has a density structure very similar to that of the nonrotating
s20 model, while model E15A comes close to s15 and E20A matches with the nonrotating s40 model.
The Heger models are incorporated into the CCW simulation in the same manner as the first set of
models and their 1D angular velocity is mapped to 3D under the assumption of constant angular
velocity on cylinders.
All calculations are performed with the standard set of simulation and code parameters previously
used for the polytropic initial models of Chapter 5. In WHISKY, PPM reconstruction and the Mar-
quina flux formula or the HLLE solver are employed. BSSN MOL is run in second-order accurate
mode with 1+ log slicing and the ΓS shift. Time integration is carried out by MoL using the iterative
Crank-Nicholson ODE integrator with 3 steps and a Courant factor of 0.375. A significant number
of calculations with the s20 and E20A models are performed in bitant mode assuming only discrete
symmetry with respect to the equatorial plane. All calculations involving the s11.2, s15, s40, E15A,
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andm15b6 progenitors are carried out in octant3 modewith periodic “rotating” boundary conditions
on the x-z and y-z faces. In these calculations all non-axisymmetric azimuthal models whose m is not
an integer multiple of 4 are suppressed.
In all model calculations I employ the Shen EOS (see §3.6.2) and advect Ye with the fluid. Since
nuclear statistical equilibrium (NSE) prevails, Ye is the single most important compositional vari-
able [36]. Deleptonization is treated during collapse as described in §3.6.3; it is active by default. I call
all models including it non-adiabatic since matter energy corrections due to thermalizing neutrinos in
the neutrino semi-transparent regime are taken into account during collapse. The deleptonization
data Ye(ρ) are derived from detailed 1D calculations with Boltzmann radiative transfer and an ap-
proximate treatment of GR effects in the VERTEX code [85, 86, 551] carried out by A. Marek [469].
These calculations are performed with the Shen EOS and include standard rates for electron capture
on protons and heavy nuclei.
Deleptonization is deactivated at core bounce which (in this context) is defined by the moment when
the entropy on the edge of the inner core reaches 3 kB/baryon and nuclei start to dissociate [3]. After
bounce no further deleptonization is taken into account while the electron fraction continues to be
advected with the fluid. The neglect of postbounce neutrino losses limits the quality of my models,
but is unlikely to significantly alter the bulk dynamics of matter during the early postbounce phases
considered in this study. However, it clearly diminishes any capability of the present approach to
answer more general questions on the supernova mechanism.
Neutrino radiation pressure effects are taken into account in the neutrino optically-thick regime only
where β-equilibrium (e.g., [3]) prevails and electron neutrinos and antineutrinos can be treated as a
two-component Fermi gas according to the prescription presented in §3.6.4. Neutrino pressure and
energy effects are considered as additional source terms for the momentum and energy equations
and appear as additional pressure and energy contributions in the stress-energy tensor. In the semi-
transparent and optically-thin regimes, the Fermi gas approximation does not hold and neutrino
radiation pressure contributions are neglected4.
3Bitant mode saves a factor of 2 in computational resources to full mode. Octant mode saves a factor of 8, but restricts the
growth of genuine 3D structures. In §4.3 I compare bitant to full mode and find that for models in which no convection devel-
ops equatorial symmetry is maintained. In the models considered here, convection will develop and equatorial symmetry is
unlikely to remain preserved. Due to the factor of 2 in computational costs it has been impossible to carry out a calculation in
full mode.
4This is a reasonable approximation since neutrino (radiation) pressure effects are small outside the trapped region and
certainly cannot significantly influence the dynamics of the dense inner core.
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Table 6.2: List of models and their parameters considered in this study. Test calculations are not listed. RH
denotes the employed refinement hierarchy (see Appendix E), A is the rotation parameter governing the degree
of differential rotation and Ωc is the initial central angular velocity. J is the total angular momentum on the grid
and βinitial is the initial ratio of rotational kinetic energy T to gravitational energy |W|. Note that both J and T
also depend on the extent of the computational domain, that is, how much of the progenitor star is covered by
the latter. This is of particular relevance for almost uniformly rotating models. See §3.9.2 for the expressions
used to compute J and βinitial.
Model Name RH A Ωc J βinitial Notes
(108 cm) (rad s−1) (1049 erg s) (%)
s20nonrot RHII — — —
s20A500β0.50 ORHIIe 500 6.179 0.59 0.50 (1)
s20A500β0.90 ORHIIeHR 500 8.291 0.77 0.90 (1)
s20A500β1.80 ORHIIeHR 500 11.733 1.09 1.80 (1)
s20A50000β0.25 RHII 50000 0.654 2.55 0.25
s20A50000β4.00 RHII 50000 4.239 9.90 4.00
s20A1000β0.25 RHII 1000 2.497 1.99 0.25
s20A1000β0.50 RHII 1000 3.526 2.81 0.50
s20A1000β0.90 RHIIe2 1000 4.730 3.76 0.90
s20A1000β1.80 RHIIe2 1000 6.679 5.54 1.80
s11.2A1000β0.5 ORHIIe2 1000 4.182 1.95 0.50 (1)
s15A1000β0.5 ORHIIe 1000 3.187 3.51 0.50 (1)
s40A1000β0.5 ORHIIe2 1000 2.974 4.70 0.50 (1)
E20A RHIIe — 3.128 3.15 0.37
E15A ORHIIeHR — 4.176 3.18 0.59 (1)
m15b6 ORHIIe — 0.198 0.10 9.60×10−4 (1)
Notes. — (1) Simulation performed in octant mode with reflection symmetry on the equatorial plane and rotating periodic
boundary conditions on the x-z and y-z faces. (2) Simulation performed without neutrino pressure contributions. (3) Adia-
batic: Simulation performed without deleptonization and neutrino pressure contribution.
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6.2 Spherically Symmetric Collapse
Before indulging into the discussion of the axisymmetric collapse and bounce dynamics and its re-
flection in the core-collapse supernova gravitational wave signature, it is pertinent to first consider
the collapse of spherically symmetric initial data to clearly separate the various effects of the new
physics ingredients in the absence of angular momentum and due centrifugal effects.
I perform three calculations with model s20 in 3D CCW. My baseline calculation s20nonrot is run
with deleptonization during collapse and neutrino radiation pressure effects in the neutrino optically-
thick regime above ∼2×1012 g cm−2. s20nonrot is the first calculation ever that tracks stellar core
collapse in full {3+1} GR at this level of astrophysical and microphysical detail. Despite the limita-
tion to zero angular momentum and in contrast to the simplicity typically attributed to spherically
symmetric calculations, s20nonrot marks a great advance in bringing together numerical relativity
with supernova theory in particular and astrophysical relativity in general. The baseline calcula-
tion is complemented by s20nonrot-nnp in which I include deleptonization but neglect any neutrino
pressure contributions, and by s20nonrot-ad in which neither deleptonization nor neutrino pressure
is included and in which collapse proceeds adiabatically. In the following, I dub s20nonrot and
s20nonrot-nnp “non-adiabatic”, while s20nonrot-ad is the “adiabatic”5 model. To assess the differ-
ences brought about by GR in iron core collapse, I include data from a 1D Newtonian calculation
carried out by H. Dimmelmeier with the COCONUT code in Newtonian mode. This calculation em-
ploys all deleptonization/neutrino pressure effects and, of course, makes use of the Shen EOS. I call
this calculation “Newtonian”. With the exception of the adiabatic model, all model calculations are
carried out to postbounce times of at least 10 ms.
Panel (a) of figure 6.4 depicts the evolution of the central (= maximum) rest mass density in the
four calculations. I first focus on the differences seen when comparing the adiabatic to the non-
adiabatic calculation. The non-adiabatic models reach core bounce some 28 ms earlier and overshoot
to ∼30% lower maximum densities than the adiabatic model in which the central electron fraction
stays practically constant throughout collapse (figure 6.4 (b)). As has been first pointed out explicitly
in the article [68] by van Riper and Lattimer, these effects are entirely due to the reduction of the
electron fraction during collapse and can be understood in more detail by considering an effective
adiabatic index calculated along a collapse trajectory of a Lagrangian mass element M:
Γeffective =
D ln p
D ln ρ
∣∣∣∣
M
=
∂ ln p
∂ ln ρ
∣∣∣∣
s,Ye
+
∂ ln p
∂ lnYe
∣∣∣∣
ρ,S
δ lnYe
δ ln ρ
∣∣∣∣
M
(6.2)
+
∂ ln p
∂ lnYν
∣∣∣∣
ρ,S
δ lnYν
δ ln ρ
∣∣∣∣
M
+
∂ ln p
∂S
∣∣∣∣
ρ,Ye
δS
δ ln ρ
∣∣∣∣
M
,
where Yν is the number of electron neutrinos per baryon. The first term is the standard adiabatic Γ
as obtained from the EOS (ΓEOS). Since core collapse goes along only with small entropy changes [3,
68, 530], the last term in equation (6.2) is small. In the optically thin regime, neutrinos can stream out
with little scattering and momentum/energy transfer to the surrounding matter; thus the third term
remains small until neutrinos become trapped. The second term, however, is large throughout infall,
and, importantly, negative due to electron capture. The EOS below nuclear density is dominated
by relativisticly degenerate electrons and if one assumes free escape for the created neutrinos, one
obtains a simple expression for the effective adiabatic index [68, 530]
Γeffective =
∂ ln p
∂ ln ρ
∣∣∣∣
s,Ye
+
4
3
1
Ye
δYe
δ ln ρ
, (6.3)
hence Γeffective < ΓEOS if δYe < 0. A lower effective adiabatic Γ relates to lower pressure support,
hence this demonstrates that the density-dependent deleptonization reduces the effective adiabatic
index and thus leads to a destabilization of the collapsing core, while Γeffective remains very close to
4/3 in the adiabatic calculation. This explains the shorter time to core bounce in the non-adiabatic
models. Another direct consequence of electron capture (and the resulting lower Γeffective) is a re-
duction in the size of the inner core. As pointed out before (see §2.3.2 and §5.1), during iron core
5Strictly speaking, “adiabatic” implies only “zero entropy change”. I use it interchangeably with “no deleptonization”.
This is common practice in the literature. See, e.g., [3, 64, 530].
150 CHAPTER 6. GR CORE-COLLAPSE SIMULATIONS: REALISTIC PROGENITORS
t (ms)
ρ
m
a
x
(1
0
1
4
g
cm
−
3
)
(a)
120 130 140 150 160 170
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
GR
GR no pν
GR adiabatic
Newtonian
t (ms)
ce
n
tr
a
l
Y
e
(b)
120 130 140 150 160 170
0.25
0.30
0.35
0.40
0.45
t - tb (ms)
h
+
,e
q
u
a
to
r
R
(c
m
)
(d)
-20 -15 -10 -5 0 5 10 15 20 25 30
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5
3.0
t - tb (ms)
M
ic
(M
⊙
)
(c)
-10 -8 -6 -4 -2 0 2 4
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
Figure 6.4: s20 model calculations with spherically symmetric initial data. Comparison of calculations in GR
with all neutrino/deleptonization effects, in GR without neutrino pressure contributions, in GR, but purely
adiabatic, and in Newtonian gravity with all neutrino/deleptonization effects. The Newtonian calculation was
run in 1D with the COCONUT code [160, 161] and the data were kindly provided by H. Dimmelmeier. Panel (a):
Evolution of the maximum density on the grid as a function of time. Note that the non-adiabatic Newtonian run
reaches core bounce tens of milliseconds later and bounces at lower ρmax than the non-adiabatic GR calculations.
This is expected due to the decreased stability of the precollapse structures in GR [63, 67] and is in accord
with what was found by [552]. The adiabatic GR calculation reaches core bounce ∼28 ms later and at ∼50%
larger ρmax than the non-adiabatic GR calculations. This is owing to the stronger pressure support during infall
without deleptonization and to the resulting large quasi-homologous core in the adiabatic calculation. Panel (b):
Evolution of the electron fraction (Ye) at the stellar center. According with the Liebendo¨rfer prescription [476],
deleptonization is deactivated at core bounce. All non-adiabatic calculations exhibit similar behavior while the
adiabatic GR calculation sees a slight increase of the central Ye during collapse due to advection effects. Panel
(c): Evolution of the mass of the homologous inner core (Mic) at times relative to the time of core bounce. Mic
is measured according to equation (6.4) and encompasses all material that is in sonic contact and unshocked,
i.e., with specific entropy s < 3. This is the mass of the inner core at core bounce typically referred to in the
literature. Note the very large Mic of the adiabatic calculation. The non-adiabatic calculation without neutrino
pressure contributions exhibits the smallest Mic while the non-adiabatic Newtonian calculations yields a Mic
that is roughly 20% larger than in both GR calculations. This is in accord with standard estimates [3, 64] and
with what was found by [81, 83, 552]. Note that the “no pν” graph is shifted back by ∼0.3 ms to allow a
better appreciation of the neutrino pressure effects. Panel (d): Gravitational wave signal of the non-adiabatic
baseline GR run. It is zero until ∼1 ms after core bounce and then exhibits gravitational wave emission at
amplitudes ∼1 order of magnitude smaller than fiducial rotating models. The graph is representative for all
three 3D calculations in CCW and proves that spherical symmetry (of course, only up to ℓ = 4,m = 4 grid
contributions) is maintained to high precision until postbounce times when convective motions in the Ledoux-
unstable regions behind the shock set in quickly due to the large Cartesian grid seeds (m = 4 on the ∼0.5–1%
level).
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collapse an inner subsonically collapsing core develops (dubbed homologous core6 collapsing, due
to the self-similarity represented by v ∝ r) that is joined with the supersonically collapsing outer
core at the sonic point. It is the material of the inner core that coherently experiences core bounce
and launches the bounce shock into the still infalling out-of-sonic-contact outer core. The size of the
inner core does not only determine the mass of the infalling material that remains to be dissociated
by the shock, but additionally, it determines (in a rotating model) the amount of angular momen-
tum that may become dynamically relevant during the final phases of collapse and, perhaps most
importantly, it determines the initial kinetic energy imparted to the bounce shock (see, e.g., [64] and
references therein). In my calculations, I define Mic as
Mic =
rsonic∫
0
where s<3 kB
Wρ
√
γd3x , (6.4)
where rsonic is the radius of the sonic point in the equatorial plane that separates inner core and outer
core and the specific entropy criterion s < 3 ensures that only unshocked material is counted as part
of the inner core.
In their analytic work, Goldreich & Weber [65] and Yahil [66] have shown that the mass of the inner
core (Mic) is well approximated by
Mic ≃ (K/K0)3/2M0 , (6.5)
where K is the coefficient in the polytropic EOS, p = KρΓ with Γ ≈ 4/3, and where the index 0
denotes the values of the corresponding quantities at the point where collapse sets in. Considering
the polytropic coefficient for the degenerate ultra-relativistic electron Fermi gas [36],
K =
h¯c
4
(3π2)1/3
(
Ye
mB
)4/3
, (6.6)
it is straightforward to realize the strong Y2e dependence of the inner core mass while keeping in
mind that both equation (6.5) and equation (6.6) are simple estimates and are only precise if the EOS
is polytropic.
During collapse, the centralYe in the non-adiabatic models drops from∼0.435 at the onset of collapse
to ∼0.27 at core bounce (figure 6.4 (b)). The adiabatic model, on the other hand, has a constant
central Ye. In panel (c) of figure 6.4, I compare the inner core masses shortly before and at core
bounce. As expected, the non-adiabatic baseline GR model yields an inner core mass at core bounce
of ∼0.54 M⊙ which is almost a factor of 2 smaller than that of the adiabatic model (∼0.94 M⊙ ).
Hence, while the non-adiabatic models reach core bounce sooner than their adiabatic counterpart,
the amount of inertial mass whose momentum is coherently reversed during bounce is much larger
in the latter calculation, leading to the observed overshoot to much larger supernuclear densities
(figure 6.4 (a)). Although I do not follow the adiabatic model to significant postbounce times, it is
clear from above considerations that its bounce shock is quite energetic and has much less outer core
material to dissociate than in the non-adiabatic models. It is hence unlikely to stall7 and will prompt-
explode the star. On the other hand— and as depicted by figure 6.5 for the baseline calculation— the
shock does stall in the non-adiabatic models and no prompt explosion occurs. This is due to (1) the
lower initial energy that is imparted to the shock and (2) to continued energy losses to dissociation8
of infalling iron-group nuclei into protons (at a cost of 8.8 MeV per nucleon) [3]. If weak-interaction
physics were included at postbounce times, energy losses due to neutrinos would further decrease
the shock energy (see, e.g., [3]). Note that in calculations that neglect deleptonization, but include a
detailed finite-temperature EOS, (2) is accounted for and can in extreme cases lead to shock stall by
itself [9].
6Dimmelmeier [18] who studied homologous collapse in 1D GR pointed out that due to GR effects, perfect homology is not
obtained/preserved in the plunge phase for the central regions of the inner core. While the Newtonian collapse solutions [65,
66] yield self-similar solutions, any realistic stellar collapse will exhibit slight local deviations from homology because of local
density/temperature/compositional variations.
7Note that shock stall — though at large radii and only for the most massive iron cores — has been observed by Ott et
al. [9] to occur even in adiabatic models.
8The adiabatic calculation as well loses energy to dissociation of infalling material, but its higher shock kinetic energy
allows a prompt explosion in most cases.
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Figure 6.5: Radial shock position in the baseline
calculation s20nonrot as a function of postbounce
time. After formation the shock loses energy
quickly to dissociation of infalling outer core nu-
clei and stalls eventually at a radius of ∼170 km
and even slightly recedes towards the end of the
simulation. The stair-like behavior of the shock
radius is due to increasingly coarse resolution at
large radii and to the postprocessing technique
that is used to compute the shock position.
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Figure 6.6: Relative magnitude of the neutrino
pressure contribution with respect to the pressure
given by the Shen EOS at the center of the collaps-
ing core at times shortly before and shortly after
core bounce. Once neutrino trapping is achieved
at densities above ∼2×1012 g cm−3 the neutrino
part becomes increasingly relevant and reaches
∼20% just before the stiffening of the nuclear EOS
that initiates core bounce. After bounce its rela-
tive importance at the PNS center drops to a few
percent.
I turn now to the discussion of the impact of neutrino pressure contributions on the dynamics in the
plunge phase of collapse. Model s20nonrot-nnp does not include neutrino pressure contributions
but is otherwise identical to the baseline calculation. As can be inferred from figure 6.4 (a)9 , this
model reaches core bounce about 0.3 ms earlier than s20nonrot and overshoots to a ∼5% smaller
maximum density. In addition, it does not show the small (barely visible in figure 6.4 (a)) postbounce
minimum in ρmax that is found in s20nonrot and in the Newtonian calculation. These differences
can be understood by considering the stabilizing effect the neutrino pressure has on the inner core.
Figure 6.6 shows the relative magnitude of the neutrino pressure compared with the fluid pressure
returned by the Shen EOS at the center of the collapsing core. Before the neutrinos become trapped
their pressure contribution is neglected. Above trapping and during the final phase of collapse, the
neutrino contribution becomes increasingly large and reaches∼20% of the electron/baryon pressure
at about 1 ms before bounce. After that it quickly drops to ∼4% when the nuclear EOS stiffens and
initiates core bounce. Hence, there is significant additional pressure support in model s20nonrot
that is not present in s20nonrot-nnp. This leads to a slight slow-down of the plunge phase and, as
panel (c) of figure 6.4 proves, to an increase in the size of the inner core in the last 2 ms before and
at core bounce. This more massive inner core leads to the greater overshoot in ρmax in s20nonrot
compared with s20nonrot-nnp. Finally, it is worth noting that the influence of the neutrino-related
contributions to the stress energy tensor is dynamically subdominant and the increased pressure
support of the matter greatly outweighs the slightly stronger pull of gravity brought about by the
inclusion of neutrino pressure and energy in the stress-energy tensor from the plunge phase on.
Comparing my baseline GR calculation results with the 1D Newtonian data, I find that s20nonrot
reaches core bounce 23% (or∼30 ms) earlier than its Newtonian counterpart. This accords with what
other studies have foundwhen comparing Newtonian andGR core collapse (e.g., [67–69, 83, 552] and
references therein) and is caused by the decreased stability of the collapsing core in GR [12, 63, 67].
Collapse proceeds faster in GR and, importantly, GR’s stronger gravitational pull leads to a decrease
in the mass of the inner core at bounce.10 (0.54 M⊙ vs. 0.68 M⊙ in the Newtonian calculation) while
still leading to higher ρmax at bounce and postbounce times.
9Note that the data of the model without neutrino pressure have been shifted in time by 0.3 ms in figure 6.4.
10Note that the Mic that I find for s20nonrot at core bounce is slightly larger than what has been reported by [106] for
the most recent electron capture rates on heavy nuclei by Langanke et al. [486]. The electron capture rates incorporated in
the version of VERTEX [78, 85, 86] used for the Ye(ρ) parametrization employed here are based on [475, 485] and slightly
underestimate the captures on heavy nuclei. See §3.6.3.
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Figure 6.7: Panel (a): Specific entropy along the x-axis in model s20nonrot at 5, 10, and 20 ms after core bounce.
The shock leaves behind a negative entropy gradient that dominates over the monotonically positive, but small
gradient in Ye and drives convective instability. It is smoothed out over a period of tens of ms. Panels (b-d):
Slices of the specific entropy on the equatorial plane at 5, 10, and 20 ms after core bounce in panel b, c, and d,
respectively. Shown are the inner 100 x 100 km2 and velocity vectors are superposed. Overturn is seeded by the
strong m = 4 (and higher integer multiples of 4) imprint of the Cartesian mesh. Initially, vortical motions are
restricted to small radii close to the entropy drop but gradually spread through the entire area covered in the
panels.
Panel (d) of figure 6.4 depicts the + gravitational wave amplitude in the baseline calculation as seen
by an observer positioned at the equator. It is shown rescaled by the distance to the source and
given in units of cm. It is important to note that there is no gravitational wave signal associated with
core bounce. This proves that no artificial quadrupole moment is introduced by CCW in the entire
collapse phase and speaks for the quality of the numerical methods employed.
A few ms after core bounce, aspherical fluid motions set in and lead to a growth of the gravitational
wave amplitudes to non-negligible values (yet about an order of magnitude smaller than those ob-
served for a weakly emitting type III rotating polytrope; §5.1.3). These non-radial fluid motions are
messengers of the convective instability that develops behind the stalling supernova shock. The
general condition for convection to occur in the realm of stellar/supernova interiors is given by the
Ledoux criterion (e.g., [3, 282, 553–555] and references therein),
CL ≡
(
∂ρ
∂s
)∣∣∣∣
Y,p
ds
dr
+
(
∂ρ
∂Y
)∣∣∣∣
s,p
dY
dr
. (6.7)
In the present context, most generally, s = s + sν, where s is the fluid specific entropy per baryon
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and sν is the specific neutrino entropy per baryon, and Y = Yl = Ye + Yν. A region is unstable to
convection if CL > 0. Since, generally [3, 282],(
∂ρ
∂s
)∣∣∣∣
Y,p
< 0 , (6.8)
(
∂ρ
∂Y
)∣∣∣∣
s,p
< 0 ,
negative radial gradients inY and s favor convective instability. In fact, the outward propagating and
weakening bounce shock leaves behind a large negative radial entropy gradient in model s20nonrot.
This is apparent from figure 6.7 (a) and in combination with the seed perturbations introduced by
the numerics and the Cartesian m = 4 grid mode11, leads to the fast growth of vortical overturn
motions that start at the large drop in entropy right behind the shock (Panel (b) in figure 6.7) and
spread from there throughout the postshock region, equilibrating the entropy gradient and washing
out the initial l = 4,m = 0 andm = 4 (and higher integer multiples of 4) structures over time (Panels
(a), (c-d)).
Convection in the postshock region is a well known and extensively studied phenomenon in super-
nova theory [3, 72, 73, 77–80, 86, 279, 280, 282, 284, 555–563] and typically goes along with negative
entropy and/or lepton gradients, the latter being a consequence of the burst of neutrinos being emit-
ted from the immediate postshock region when the shock reaches the neutrinosphere, defined as the
radius at which the optical depth τ of the matter to neutrinos is 2/3 and at which the neutrinos begin
to decouple from the matter and free-stream (e.g., [70] and references therein). Since I neglect post-
bounce neutrino effects, there is in fact a slight positive gradient in Ye present in the postshock region
of s20nonrot. According to equation (6.7), it has a stabilizing effect on convection, but is dominated
by the strong negative entropy gradient, resulting in the observed convective flow.
I point out that in the absence of significant rotation, convective overturn in combination with late-
time SASI-type12 instabilities of the stalled shock and, possibly, PNS core g-mode oscillations [15,
26, 343] is likely to be the major gravitational-wave emitting process in core-collapse supernovae
[15, 95, 284]. The late-postbounce-time supernova gravitational wave signature is discussed in §7.2.
11I point out that for vanishing seed perturbations, the growth time to noticeable strength for convective instability would
tend to infinity.
12SASI: Standing Accretion Shock Instability; see [26, 73, 86, 90, 92, 97–101].
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6.3 Axisymmetric Dynamics and Gravitational Wave Emission
6.3.1 The s20A1000 Model Series
The moment rotation is added, spherical symmetry is broken and a symmetry axis, the rotation
axis, is set. During collapse, angular momentum conservation leads to an increase of the angular
velocity Ω ∝ ̟−2, where ̟ is the distance of a given mass element from the rotation axis13. At
the same time, the specific centrifugal force is proportional to Ω2̟, hence increases with ̟−3 during
collapse. Depending on the precollapse angularmomentum distribution, centrifugal support (a)may
lead to significant oblate deformation of the collapsing core, and (b) may considerably slow down
collapse and lead to core bounce at lower, possibly subnuclear, densities. In this section I focus on the
axisymmetric collapse and bounce dynamics and the resulting gravitational wave signal. I postpone
the discussion of nonaxisymmetric structure and dynamics to § 6.4.
I have discussed the dynamics of adiabatic rotating collapse in §5.1 and more detail can be found
in [9, 11, 30]. For the present context it will be useful to recall that in Newtonian gravity for an
effective adiabatic index Γeffective (equation (6.2) on page 149) a critical value of β = T/|W| exists be-
yond which rotation will stabilize a self-gravitating rigidly-rotating fluid body in equilibrium against
pseudo-radial linear isentropic perturbations [9, 11, 30, 313, 504]. β > βc is a necessary condition for
rotation to halt collapse in Newtonian gravity. This βc is given by
βc =
1
2
(4− 3Γeffective)
(5− 3Γeffective)
. (6.9)
In GR, this simple expression is as a lower bound for βc [12, 63, 504] and the critical β for stabilization
must be larger than above defined Newtonian βc + k (GM)/(Rc2), where k depends on the stellar
structure and angular momentum distribution [63]. In the limit of a n = 3 polytrope and zero β, k ≈
6.75. Note that differential rotation which shifts angular momentum and rotational energy to smaller
radii generally leads to smaller βc for collapse stabilization by centrifugal support14 [9, 30, 313].
I begin my discussion of non-adiabatic rotating collapse with the s20A1000 model series. Models
of that series are in approximate solid-body rotation throughout their iron cores (see figure 6.3 on
13For the sake of simplicity, I keep this argument Newtonian, setting coordinate distance equal to physical distance.
14Note that equation (6.9), even with GR corrections, can only be regarded as an approximate measure for βc in fully
dynamical collapse since it is derived for equilibrium configurations.
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Figure 6.8: Maximum density (ρmax) of the
s20A1000 model series, including the nonrotating
baseline calculation. Rotation leads to an increase
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Figure 6.9: Evolution of the rotation parameter
β = T/|W| — a global integral quantity — for the
s20A1000 model series. The times of the maxima in
β correspond to the times of core bounce. Note that
the increase in β at core bounce is approximately lin-
ear in βinitial for βinitial <∼ 0.5% and becomes sub-
linear for larger βinitial. Model s20A1000β1.8 settles
at a postbounce β of ∼13%, very close to the limit
for classical secular nonaxisymmetric rotational in-
stability [285] at 14%. See §6.4.
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page 146). I perform four model calculations with initial βs of 0.25%, 0.5%, 0.9% and 1.8% to investi-
gate the effect of increased angular momentum and rotational energy at a fixed degree of differential
rotation.
Figure 6.8 shows the evolution of the maximum rest-mass density (ρmax) from the plunge phase of
collapse through bounce and the postbounce phase for the s20A1000 model series. For comparison,
I also plot ρmax of the nonrotating baseline model. As can be seen, an increase in initial rotation rate
maps to gradually later core bounce at lower maximum density. For small and moderate initial β,
centrifugal effects during collapse are small and ρmax and the time to core bounce exhibit a linear
dependence on βinitial. For large βinitial, centrifugal support during infall becomes significant leading
to a roughly β2initial dependence for the shift in core bounce time caused by rotation during the in-
fall phase, while ρmax at bounce still scales approximately inversely linear with increasing βinitial. In
combination with the fact that even in the fastest rotating model core bounce occurs at nuclear den-
sities, this indicates that the plunge and bounce dynamics are even for βinitial = 1.8% only affected,
but not dominated by centrifugal forces.
In figure 6.9 I compare the evolution of β during collapse and bounce in the s20A1000model series. β
mirrors qualitatively the evolution of ρmax. In the infall phase, it gradually increases on a steepening
slope towards the plunge phase and reaches its global maximum at core bounce fromwhich it relaxes
to a lower postbounce equilibrium value. With increasing βinitial and all else kept fixed, β at bounce
∝ β1/ainitial, with a ≈ 1 (linear) for models with βinitial <∼ 0.5% and a > 1 for models with larger
βinitial. This scaling of β is related to the stabilizing effects of rotation that become non-negligible
at βinitial >∼ 0.9% in the s20A1000 models. As a consequence, fast rotating collapsing cores reach
lower maximum densities and overall lower compactness and, in general, for a given configuration
of progenitor star model and degree of differential rotation, an “optimal” βinitial can be found that
yields the largest β at bounce [9]. βinitial larger than this optimal value lead to decreasing β at bounce.
Although I do not attempt to find such an optimal βinitial for the s20A1000 model series, model
s20A1000β1.80’s β at bounce may be close to the maximum possible β at bounce in this model series.
More visually manifest and appreciable are the rotational effects portrayed by figure 6.10 that con-
tains snapshot z–x-slices of density and specific entropy taken at 2 ms after core bounce frommodels
s20A1000β0.25, s20A1000β0.5, and s20A1000β1.80. As is expected, increased initial rotation leads
to more pronounced flattening of the PNS and to increasing ratios of polar to equatorial elongation
(axis ratios). Drawing a density cut at ∼1.0×1012 g cm3, I infer at 2 ms after bounce a moderate
axis ratio of 1:1.15 for s20A1000β0.25, while I find 1:1.40 and 1:1.92 for models s20A1000β0.50 and
s20A1000β1.80, respectively. These numbers will change during the continued postbounce evolu-
tion when the PNS accretes more high-angular momentum material and eventually settles to quasi-
hydrostatic and rotational equilibrium. It is important to note that there is an apparent shift from
oblate morphology at small radii to prolatemorphology at intermediate radii seen both in the density
and entropy distributions. During collapse and spin-up owing to angular momentum conservation,
the iron core becomes increasingly oblate. Since centrifugal forces are strongest in equatorial regions,
collapse proceeds more slowly on the equator than along the poles where the collapsing core expe-
riences little centrifugal support. Net effects of this are that (a) the polar regions become thinned
out as centrifugal force components accelerate the collapsing material towards greater ̟ and (b) that
core bounce occurs earlier and without centrifugal support along the poles. The earlier and stronger
bounce along the poles causes the apparent prolateness and is most manifest in the entropy distribu-
tions that become more polar peaked with increasing rotation. It shows jet-like features in the fastest
model that grows most oblate during collapse and in which the density along the poles is about an
order of magnitude smaller at small to intermediate radii than in the equatorial regions, leading to
the more extreme jump in entropy at the shock.
A close look at the innermost regions shown in figure 6.10 reveals interesting substructure in the
density and entropy distributions of the PNSs. This substructure becomes more pronounced with
increased βinitial and is most manifest in s20A1000β1.80. It is the imprint left by non-radial pulsations
of the PNS whose entire pulsational spectrum is excited in the solid-wall-like bounce at nuclear
density. In 3D, all possible ℓ,m modes are present and appear with increased power for greater pre-
bounce deviations from spherical symmetry while on Cartesian meshes ℓ = m = 4 can be expected
to be next in amplitude to the dominant ℓ = 2,m = 0 quadrupole mode.
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Figure 6.10: Snapshot slices of the density distribution (left-hand side) and the entropy distribution (right-hand
side) on the x–z-plane at 2 ms after core bounce in models s20A1000β0.25 (top), s20A1000β0.50 (center), and
s20A1000β1.80 (bottom). Shown are the inner 150x150 km2 and the z-axis coincides with the axis of rotation.
I superpose fluid velocity vectors on the entropy slices. The vector length scale is saturated at 0.075 c. With
increasing βinitial, the resulting PNS becomes more equatorially elongated, while the shock forms progressively
earlier and more energetically at the poles than on the equator, leading to the observed oblate (PNS) / prolate
(shock) morphology with higher entropies and almost jet-like features along the polar axis. Note that due to
the change in color map ranges in the entropy slices, the extent of the lowest-entropy inner PNS region appears
disproportionally enlarged in the fastest rotator.
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Gravitational Wave Signal
Having solidified the general features and systematics with increasing βinitial of the rotating collapse
and bounce of stellar iron cores, I now focus on the gravitational wave signature of the models under
consideration. The gravitational wave signal is estimated based on time-changing quadrupole mass
motions via the quadrupole formalism (see §3.8). Higher multipole-order mass and mass-current
contributions are suppressed by powers of v/c, have been shown to be much smaller than the stan-
dard mass quadrupole wave emission in the core collapse context [11, 260], and are not considered
here.
During infall, the gravitational wave signal is small and initially negative, marking an increase in
magnitude of the mass quadrupole moment as the collapsing core assumes an oblate configura-
tion15. This increase is reversed during progressing infall when smaller radii dominate over in-
creasing oblateness. The global mass quadrupole moment decreases16 and the wave signal becomes
15The zz-component of the mass quadrupole tensor relevant here is negative for oblate configurations. See §5.1 and [11].
16The “global mass quadrupole” moment in GR may not be a good measure as its definition in GR is ambiguous [116, 173,
174]. I use it here to facilitate the presentation, accepting systematic errors on the order M/R and v/c.
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Figure 6.11: he+ gravitational waveforms plotted in time-correlated fashion with the evolution of the maximum
density for each model in the s20A1000 model series. Shown is an interval from 5 ms before to 20 ms after
core bounce and the times are given relative to the time of bounce (tb). The ordinate range is fixed to facilitate
comparison of the waveforms and ρmax evolutions. With increasing initial rotation parameter (βinitial) the peak
gravitational wave amplitudes first increase (from βinitial = 0.25 to βinitial = 0.9). For larger βinitial, the peak am-
plitudes stagnate while the waveform morphology changes as rotation becomes dynamically more influential.
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positive some tens of ms after the onset of collapse. In the plunge phase of collapse (setting in when
central densities on the order of 1012 g cm3 are reached; roughly∼5–2 ms before bounce) radial infall
velocities between 0.1–0.3c are reached and the wave signal becomes increasingly positive. This be-
havior is exhibited by all models in the s20A1000 model series. I plot their gravitational waveforms
time-correlated with their ρmax evolutions in figure 6.11. At core bounce, when the infall velocities
of the inner core are reversed within a fraction of a millisecond, the largest accelerations occur and
lead to the first and most prominent negative spike in the waveforms. The newborn PNS overshoots
its equilibrium configuration at bounce, quickly re-expands and then settles down to a postbounce
equilibrium by dissipating away in the form of strong sound waves its remaining pulsational energy
from core bounce. This “ring-down” phase consists of a radial “ringing”, accompanied by higher-
order non-radial oscillations whose ℓ = 2 components are imprinted on the gravitational waveform
and visible in all panels of figure 6.11.
Model s20A1000β0.25, the slowest rotator in the model series, exhibits a maximum gravitational
wave amplitude17 he+R of ∼130 cm (corresponding to a dimensionless strain of 4.21×10−21 at a dis-
tance of 10 kiloparsecs (kpc)). The next faster model, s20A1000β0.50, yields a significantly larger
maximum gravitational wave amplitude of ∼230 cm (∼7.5×10−21 cm at 10 kpc), a more pronounced
positive peak after the negative bounce spike and a considerably enhanced postbounce ringing in the
waveform. The further increase of βinitial from 0.5% to 0.9% in s20A1000β0.90 leads to no qualitative
change in the waveform, yet to a larger bounce-spike amplitude (∼302 cm; ∼9.8×10−21 at 10 kpc)
and more pronounced and greater-amplitude postbounce oscillations in ρmax.
Before discussing the quite significant changes observable in the waveform and ρmax evolutions
brought about by the increase of βinitial from 0.9% to 1.8%, it is interesting to more closely consider
the postbounce ring-down wave signature. As stated above and documented in [9, 11, 12, 30], these
waveform features are associated with quadrupole pulsational modes that become excited during
core bounce. As shown in figure 6.11, the model sequence from s20A1000β0.25 – s20A1000β0.90 ex-
hibit such pulsations that become more regular and increase in frequency with increasing βinitial. I
infer a frequency of ∼500 Hz for the βinitial = 0.25% model and ∼640 Hz and ∼790 Hz for models
s20A1000β0.50 and s20A1000β0.90, respectively. The frequencies of the preferred pulsational modes
(eigenmodes; in the linear regime) depend in general on the EOS and the PNS structure. Compactness,
measured in terms of (GM)/(Rc2), plays a crucial role (see, e.g., [564]). In their recent study, Dim-
melmeier, Stergioulas, & Font [323] have computed series of equilibrium neutron starmodels and an-
alyzed their linear pulsational eigenstructure. They find that for approximately fixed (GM)/(Rc2),
increased β leads to an increase in the eigenfrequencies. This is qualitatively consistent with what
I find here for the ℓ = 2 modes of the hot, ringing close-to-equilibrium PNS whose compactness
(gauged by the postbounce quasi-equilibrium densities) varies only slightly in the βinitial range of
0.25–0.90%.
The increase in βinitial by a factor of two from model s20A1000β0.90 to model s20A1000β1.80 re-
sults in a much stronger influence of centrifugal support on the dynamics which is reflected in the
latter model’s gravitational waveform and ρmax evolution shown in figure 6.11. Collapse is consid-
erably slowed down and core bounce occurs at densities just below nuclear saturation density (ρs ≈
2.67×1014 g cm3), but above the onset of the phase transition from nuclei to homogeneous nuclear
matter at ∼1/3 ρs. While in the three slower models, the waveform bounce peak width at half max-
imum is roughly constant at ∼0.5 ms, the increased centrifugal influence in model s20A1000β1.80
leads to a less abrupt bounce reflected in the widening of the bounce feature in the waveform. This is
also clearly discernible from this model’s ρmax evolution which exhibits a much wider bounce peak
with a subsequent rotation-induced large undershoot of the equilibrium during the rebound. This
dynamics enters the waveform but is modulated by the postbounce non-radial pulsational ringing of
the PNS. Compared with s20A1000β0.90, s20A1000β1.80 exhibits a smaller maximum gravitational
wave amplitude of ∼270 cm (8.75×10−21 at 10 kpc). This, again, is due to the centrifugally slowed
bounce.
Figure 6.12 depicts the energy spectra of the gravitational wave emissions from axisymmetric col-
lapse, core bounce and PNS ring-down in the models of the s20A1000 model series. As discussed
above, s20A1000models with βinitial in the broad range of 0.25%–0.90%experience core bounce vastly
dominated by nuclear repulsive forces. They emit most of their gravitational radiation at frequen-
17In axisymmetry, h× is zero everywhere and h+ is zero along the polar axis [116]; nonaxisymmetric gravitational wave
emission is considered in §6.4)
160 CHAPTER 6. GR CORE-COLLAPSE SIMULATIONS: REALISTIC PROGENITORS
f (Hz)
d
E
G
W
/
d
f
(1
0
−
1
1
M
⊙
c2
H
z
−
1
)
200 400 600 800 1000 1200
0
2
4
6
8
10
12
s20A1000β0.25
s20A1000β0.50
s20A1000β0.90
s20A1000β1.80
Figure 6.12: Energy frequency spectra of the gravitational waves emitted by axisymmetric core bounce and PNS
ring-down in the models of the s20A1000 model series. Note the prominent maxima of the spectral energy
density distributions dEGW/d f (see equation (3.178) on page 89) between 600–800 Hz in models with βinitial
0.25–0.90%. I compute dEGW/d f for model s20A1000β1.80 based on the axisymmetric gravitational wave signal
up to 10 ms after core bounce to emphasize the gravitational wave emission from core bounce and the very early
postbounce phase. This model is significantly affected by rotational effects and its core-bounce gravitational
wave emission peaks in the frequency domain at around 300 Hz with strong secondary peaks at ∼500 and
∼650 Hz.
cies between ∼600 – 1000 Hz, corresponding to the rebound timescale at nuclear density of ∼1.0–
1.6 ms. Model s20A1000β1.80, on the other hand, experiences non-negligible rotational effects that
slow down its plunge and core bounce, leading to gravitational wave emission with a spectral peak
frequency of ∼290 Hz. Note, however, that rotation does not dominate model s20A1000β1.80’s dy-
namics. It still reaches densities near nuclear saturation density and a not insignificant fraction of
the total energy radiated in gravitational waves is emitted in the frequency range of 500-1000 Hz as
indicated by the secondary peaks in its gravitational wave energy spectrum.18
Intermission — General Features of the Dynamics and Waveforms,
Comparison with Previous Studies — First Conclusions
Figures 6.8–6.12 indicate that while rotation certainly affects the axisymmetric dynamics and the
resulting gravitational wave signal of the s20A1000model series, it does not become the dominating
component of the dynamics in collapse, plunge, and core bounce for the broad range of βinitial from
0.25% to 1.80% considered here. All models undergo core bounce at nuclear densities and only
the fastest model, s20A1000β1.80, is significantly affected by centrifugal support. Correspondingly
qualitatively similar are the gravitational waveforms of this model series.
These findings are in contrast to what has been found in previous less detailed and/or Newtonian
studies. Zwerger & Mu¨ller [30] (ZM in the following) have performed Newtonian axisymmetric
(2D) simulations of the adiabatic collapse of rotating polytropes and found three characteristic types
of collapse dynamics and correlated waveforms— type I, II, III. Their dynamics and waveformmor-
phology is discussed in Section 5.1 of this dissertation. Here I shall mention only the features most
salient to the present discussion: Type I dynamics is characterized by little influence of centrifu-
gal effects during collapse and bounce. Type I models overshoot to supernuclear densities and settle
quickly to a postbounce equilibrium. Their waveforms exhibit one pronounced large spike at bounce
while showing a gradually damped ring-down wave signal at postbounce times. Type II models, on
the other hand, are rotation dominated and undergo core bounce at densities below nuclear under
the influence of centrifugal forces (so-called “centrifugal bounces”). Their waveforms exhibit many
harmonic-oscillator like re-expansion–collapse–bounce cycles and are dominated by much lower fre-
quencies than the waveforms of type I models. Type III dynamics goes along with fast collapse, ex-
tremely small inner core masses, and low amplitude gravitational wave emission. It does not occur
18Note that the high-frequency (∼450–600 Hz) postbounce PNS ring-down pulsations in model s20A1000β1.80 that last for
∼20 ms after bounce actually emit more energy than is emitted at core bounce in this model.
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in the models considered here and shall not be discussed (however, see §7.3).
In this classification scheme, models s20A1000β0.25, s20A1000β0.50, and s20A1000β0.90 show type
I dynamics and waveforms, while the fastest model, s20A1000β1.80 exhibits type I/II transitional
behavior (see §5.1 and [9, 12, 30]).
Dimmelmeier, Font & Mu¨ller [12] (DFM in the following) have performed a follow-up study to ZM
in conformally-flat GR and found that the βinitial at which the transition to type II dynamics begins is
shifted to higher βinitial in GR. Their findings have been verified by Shibata & Sekiguchi [13] and in
this work (Chapter 5). They however still find characteristic type II dynamics and waveform for their
A2B4 polytropic model19 which corresponds to the A1000β1.80 rotational setup considered here.
In Ott et al. [9] I have performed a comprehensive parameter study of the effects of rotation on
the adiabatic core collapse dynamics and the resulting gravitational wave emission. The study was
carried out in Newtonian gravity but employed the finite-temperature Lattimer-Swesty EOS [439]
and progenitor data from stellar evolutionary calculations, but deleptonization during collapse was
not taken into account. In accord with the Newtonian work of ZM and the GR study of DFM I found
type I and type II dynamics and waveforms. In figure 5.3 in Section 5.1 of this dissertation I display
results for the ρmax evolution of a model series of [9] similar to the s20A1000models considered here.
The differences to my new results are striking: For as low βinitial as 0.3%, the Ott et al. models begin to
show strong effects of rotation and overshoot to subsequently much lower ρmax at core bounce than
even my quite extreme βinitial = 1.80% model. In addition, Ott et al. models begin to show typical
type II dynamics (multiple large-scale coherent core re-expansion–collapse–bounce cycles; “multiple
bounces”) at βinitial >∼ 0.4% for A = 1000 km and at progressively lower βinitial with decreasing A
(more differential rotation). On the other hand, clear type II behavior is not even obtained in the present
s20A1000 βinitial = 1.80% model.
Mu¨ller [260, 261] performed a pioneering set of 2D Newtonian calculations of rotating core collapse
with a predecessor of the Wolff EOS [447, 448] and parametrized deleptonization during collapse
from more microphysically detailed 1D calculations in a similar fashion as done here, but did not
include neutrino pressure contributions. In their four model calculations they did not observe type
II behavior, but their strongly differentially rotating model B2 could be classified as type I/II transi-
tional. Mo¨nchmeyer & Mu¨ller [11] performed Newtonian 2D calculations with the Wolff EOS [448]
and included deleptonization during collapse and neutrino pressure contributions. They observed
clear type II dynamics and waveforms for their very differentially rotating model C (βinitial = 0.7%;
A = 100 km) and for their model D (βinitial = 1.0%, A ∼1000 km). While the type II morphology of
their model C can be explained by the extremely differential initial rotational setup, their model D’s
initial setup is similar to that of s20A1000β0.90 considered here. Yet, s20A1000β0.90 behaves quite
differently and exhibits type I dynamics and waveform.
Recently, Kotake, Yamada, & Sato [14, 272] have performed 2D Newtonian calculations with the
Shen EOS [464, 465] and with a more elaborate neutrino leakage / deleptonization scheme than
used by [11]. Their results confirm the earlier findings of Mo¨nchmeyer & Mu¨ller [11]. However,
they found clear type II dynamics and waveforms only in models with strong differential rotation
(A ∼100 km) while their more rigidly rotating models (A ∼1000 km) exhibit type I and type I/II
transitional dynamics.
To summarize all the above:
• All models of the s20A1000 model series considered here with βinitial in the range from 0.25%
to 1.80% and calculated with the CACTUS/CARPET/WHISKY code exhibit qualitatively similar
dynamics and a generic type I waveform. Only the dynamics and waveform of the fastest ro-
tating model show significant effects of rotation. Importantly, no type II multiple-bounce dynamics
and waveform are observed.
• In Newtonian adiabatic collapse20, type II models obtain for moderate differential rotation
starting at βinitial ∼0.5% and the transition βinitial become larger and smaller, for decreased
and increased differential rotation, respectively [9, 30].
19With Γ1 = 1.325 in the hybrid EOS [12].
20Assuming a finite-temperature nuclear EOS that yields Γ very close to 4/3 or a hybrid polytropic/ideal fluid EOS with Γ
very close to 4/3.
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• In GR, the transition βinitial do generally increase and from DFM it can be inferred that the
transition for A = 1000 km polytropes becomes gradually manifest from βinitial ∼0.9% and
earlier for more differential rotation.
• In Newtonian non-adiabatic collapse with deleptonization, the results of [11, 14, 260] differ
pointwise but clearly converge into the direction that type II dynamics and resulting wave-
forms appear for moderate differential rotation at βinitial >∼ 1% and at lower βinitial for strong
differential rotation, largely independent of progenitor model or employed (finite-temperature,
microphysical) EOS.
In the context of the previous work discussed above, it is now enlightening to take a step back and
recall that the plunge, bounce, and very early postbounce dynamics and waveform are determined by the
dynamics of the inner core, that is by the material that is in sonic contact throughout these phases [11,
30, 67–69, 83]. Material that is out of sonic contact cannot immediately affect the dynamics in the plunge
phase and at core bounce. More massive inner cores extend to larger radii and in rotating collapse,
comprise more angular momentum, and experience stronger centrifugal support. Rotation itself
tends to slightly increase the inner core mass (Mic see §5.1 and [11, 30, 36]) while deleptonization
during collapse and GR strongly decrease the inner core mass at bounce (see §6.2, and, e.g., [3, 64,
530]) and hence the enclosed angular momentum for a fixed degree of differential rotation. Increased
differential rotation leads to increased angular momentum in the inner core and a larger Mic [30].
This correlation is important; it allows a single-parameter discussion based on Mic.
The appearance of type II model in adiabatic calculations is readily explained by the large inner core
masses found in such calculations [9, 30], owing to the absence of deleptonization. The shift to higher
βinitial at fixed degree of differential rotation in GR is consistent with the decrease of the inner core
mass at core bounce (at fixed βinitial and degree of differential rotation) in GR [12].
It is less straightforward to understand why clear type II dynamics and waveform morphology is
observed in previous Newtonian calculations that did include deleptonization during collapse [11,
14] in models similar to the s20A1000 series considered here. For their type II models, Mo¨nchmeyer
& Mu¨ller and Kotake et al. give inner core masses of ∼1.0 M⊙ and 0.9–1.1 M⊙, respectively. For the
fastest rotating model considered here, s20A1000β1.80%, I find an inner core mass of only ∼0.76 M⊙
(see table 6.3). The calculations presented here differ in two important aspects from those of Mo¨nch-
meyer & Mu¨ller and Kotake et al.:
(1) The calculations presented here are general relativisticwhile the previouswork ofMo¨nchmeyer
& Mu¨ller and Kotake et al. was carried out in Newtonian gravity. As pointed out (6.2), GR
reduces Mic and shifts the transition from type I to type II morphology to higher βinitial.
(2) Mo¨nchmeyer & Mu¨ller considered only electron captures on free protons and neglected cap-
ture processes on protons bound in heavy nuclei. Kotake et al. included electron captures
on free protons and heavy nuclei, but employed [272] a relatively crude approximation for
the capture rates derived by Epstein & Pethick [481] that yields Ye∼0.33 in the inner core
at core bounce [272]. The Ye(ρ) prescription employed here (see §3.6.3) is derived from de-
tailed 1D radiation-hydrodynamics calculations that incorporate more modern electron cap-
ture rates [73, 86, 475, 485] and yield Ye∼0.27 at core bounce in the inner core. Given the
approximate Y2e dependence of Mic, the inner core masses in the calculations presented here
are systematically smaller than found by Mo¨nchmeyer & Mu¨ller and Kotake et al.
Based on (1) and (2), I surmise that the smaller inner core masses, and consequently, the absence
of type II dynamics in the s20A1000 model series are owing to combination of GR effects and more
efficient and greater deleptonization during collapse than considered by previous studies.
I point out that above findings do not rule out completely the possibility for rotationally-dominated
core bounce and type II waveform morphology. Larger βinitial and more differentially rotating initial
models are likely to lead to stronger centrifugal support of the inner core and larger Mic. However,
when recalling that the currently best estimates on the precollapse rotation rate of iron cores suggest
βinitial in the range from 10
−4% to ∼3% (with a strong bias towards the lower end) [113, 273, 509–
511] it seems very unlikely that the garden-variety iron core contains enough angular momentum
or rotates sufficiently differentially to have a large enough rotationally-supported inner core to reach
β > βc (cf. equation (6.9)) and undergo rotation-dominated core bounce, yielding a type II waveform.
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In the following sections, I present case studies detailing the effects of deleptonization (§6.3.2), neu-
trino pressure (§6.3.6), increased and decreased degree of differential rotation (§6.3.4), and variations
in progenitor structure (§6.3.5). In addition, I carry out a model calculation with an identical prec-
ollapse rotational setup to that employed by Mo¨nchmeyer & Mu¨ller in one of their type II models
(§6.3.3). The effects of GR on the (adiabatic) rotating collapse dynamics have already been substanti-
ated by DFM [12] and since CACTUS/CARPET/WHISKY is not capable of performing simulations in
Newtonian gravity, I do not investigate GR’s impact on the collapse dynamics in further detail than
done for the calculations presented in §6.2. A comparison with results obtained with the COCONUT
code in conformally-flat GR is presented in §6.3.8.
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6.3.2 Deleptonization and Collapse/Bounce Dynamics
A central result discussed in the previous section is that none of the initial rotation rates / initial
values of β considered there lead to core bounce caused or strongly influenced by centrifugal support.
This is in rather strong contrast to previous studies that either did not take electron captures into
account, assumed Newtonian gravity and/or used outdated electron capture prescriptions that lead
to central Ye’s at core bounce that are 10–30% larger than obtained in the up-to-date calculations from
which the Ye parametrization used here is obtained [106, 486, 551].
In order to investigate further the relevance of the degree of deleptonization in rotating core collapse,
I carry out a set of test calculations in which I limit the deleptonization systematically to consecu-
tively higher minimum Ye’s.
Until nuclear repulsive forces become significant at densities close to nuclear matter density, elec-
tron degeneracy pressure is the vastly dominant component of the fluid pressure (e.g., [3]). Capture
of electrons on free protons and heavy nuclei during collapse reduces the number of electrons per
baryon (Ye) and hence effectively reduces the overall pressure support, leading to faster collapse of
the iron core and, importantly, to a smaller quasi-homologous inner core. In the neutrino-trapped
regime (above ∼2×1012 g cm−3; varying with neutrino energy and flavor), the total lepton fraction
Yl = Ye + Yν is conserved, while Ye and Yν may individually, but in correlated fashion, vary. In fact,
Ye typically decreases slightly from trapping to core bounce (see figure 3.8 and, e.g., [3, 64])21.
I choose model s20A1000β1.80 as a prototype for models that may be spinning fast enough to yield
type II multiple-bounce dynamics/waveforms without deleptonization [12] and/or in Newtonian
gravity, yet are only marginally affected by centrifugal forces when evolved with deleptonization in
GR. Using the standard parametrization described in §3.6.3, with the deleptonization data from [469],
21Note that I use the term deleptonization to denote reduction of Ye. While this is correct at densities below neutrino trapping,
it is strictly incorrect above trapping where the lepton number is conserved.
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Figure 6.13: Comparison of the gravitational waveforms (top) and ρmax evolutions (bottom) of the deleptoniza-
tion test model series. The time is given relative to the time of core bounce (tb) in each calculation. The “stan-
dard” model is s20A1000β1.80 (black graphs). The red, blue, and green graphs correspond to calculation in
which the minimum value of Ye is increased to 110%, 120% and 130%, respectively. The adiabatic calculation
does not include any deleptonization. Note the clear trend from type I towards type II dynamics with decreased
deleptonization.
166 CHAPTER 6. GR CORE-COLLAPSE SIMULATIONS: REALISTIC PROGENITORS
model s20A1000β1.80 has a minimum Ye at core bounce of 0.277. I perform three calculations in
which I limit deleptonization to 110%, 120% and 130% of this value — corresponding to minimum
Ye’s at core bounce of ∼0.305, ∼0.330, ∼0.360, respectively. In addition, I carry out a calculation
without any deleptonization. I call the latter calculation “adiabatic”. It has a centralYe at core bounce
of ∼0.43.
Figure 6.13 contrast the waveform and ρmax evolutions of the four test calculations with the results
obtained for s20A1000β1.80 with standard deleptonization. The 110% Ye,min calculation reaches core
bounce only ∼0.5 ms later than the standard calculation and at about the same ρmax. However, its
ρmax(t) possess a strongly enhanced first postbounce minimum in which ρmax drops by a factor of 2
from its bounce value. In comparison with the standard calculation, the waveform of the 110%Ye,min
model exhibits a wider bounce peak with a ∼40% smaller maximum amplitude (in magnitude). The
postbounce waveform exhibits less pronounced peaks and overall slower variations with time than
in the standard calculation. With increasing minimum Ye, the collapse times to core bounce increase,
the ρmax at core bounce decrease, while the gravitational wave bounce peaks become wider and
the maximum amplitudes decrease (though not necessarily monotonically, as figure 6.13 portrays).
The 130% Ye,min calculation already exhibits what is clear type II behavior in its ρmax and waveform
evolutions. The purely adiabatic model is rotation dominated and undergoes centrifugal bounce at
∼5×1012 g cm−3 ≪ ρnuc. Table 6.4 summarizes important results from the test calculations.
The systematics of the changes in collapse/bounce dynamics and waveforms with increased min-
imum Ye observed here are in exact qualitative agreement with what is found in adiabatic studies
when the rotation rate is increased at fixed initial structure, degree of differential rotation, and EOS
Γ [9, 12, 30] (also: figure 5.3)22. This correspondence is readily explained by equations (6.2–6.3)
and (6.9): The value of β during collapse at which centrifugal forces become dynamically domi-
nant is a function of the effective adiabatic index Γeffective (defined along a mass trajectory; equation
(6.3)). With increasing Γeffective the critical value βc decreases
23 — and vice versa. On the other hand,
Γeffective decreaseswith increased deleptonization— and vice versa. Hence, models that deleptonize less,
experience more rotational support at lower values of β than others that deleptonize more.
In the light of the discussions in the previous sections §6.2-§6.3 it is expedient to consider the inner
core masses (Mic’s) at core bounce in the calculations presented here. The mass of the inner core
at bounce has a ∼ Y2e dependence, but also increases like β3/2 (strictly, this holds only for a white
dwarf in rotational equilibrium, see, e.g., [36]). As pointed out before, more massive inner cores gen-
erally extend to larger radii. In rotating collapse, more massive inner cores comprise more angular
22The same systematics would obtain in the present non-adiabatic calculations; though at much higher βinitial and over a
much larger interval in βinitial.
23Note that this is a qualitative statement. The actual value of β at which collapse is halted by centrifugal forces depends
in non-linear fashion on the initial rotational configuration, on the mass and deleptonization of the inner core. The simple
Γeffective–βc relationship described by equations (6.2–6.3) and (6.9) holds strictly only for equilibrium configurations.
Table 6.4: Overview of deleptonization test calculations performed based on model s20A1000β1.80 with stan-
dard deleptonization. tb is the time of core bounce. ∆t = te − tb denotes the interval in time a simulation is
continued after bounce and te is the last simulated time. ρb is the maximum density reached at core bounce
and βb is the rotation parameter β = T/|W| at core bounce. Mic,b is the mass of the inner core at core bounce.
|he+,e,max|R is the axisymmetric peak gravitational wave strain as seen by an observer in the equatorial plane;
rescaled by observer distance R. hchar,max is the maximum characteristic gravitational wave strain as defined by
equation (3.179) and fb is the dominant frequency in the gravitational wave burst from core bounce. Note that
in models that experience centrifugal bounce, fb is not necessarily the frequency at which hchar,max is located.
EGW is the total emitted energy in gravitational waves (equation (3.174)). Note that model s20A1000β1.80 is
followed to 90 ms postbounce. The data shown here are based on its infall, bounce, and first 20 ms after core
bounce.
Calculation tb ∆t ρb βb Mic,b |he+,max|R hchar,max fb EGW
(ms) (ms) (1014 g cm−3) (%) (M⊙ ) (cm) (10−21) (Hz) (M⊙ c2)
standard 167.6 20.0 2.36 16.33 0.76 269.1 4.62 289 9.41×10−9
110% Ye,min 168.1 20.5 2.24 15.68 0.80 169.8 3.36 218 2.78×10−9
120% Ye,min 168.9 22.5 0.91 13.01 0.89 121.6 3.10 190 1.08×10−9
130% Ye,min 169.1 18.0 0.37 11.49 0.94 130.1 2.34 105 8.42×10−10
adiabatic 238.8 17.4 0.05 9.63 1.39 35.9 1.16 88 8.92×10−11
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momentum and experience stronger centrifugal support for a given initial rotational configuration.
For the standard model s20A1000β1.80, I find an inner core mass at core bounce of ∼0.76 M⊙, while
the 110% Ye,minimum, the 120% Ye,minimum, and the 130% Ye,minimum yield inner core masses at bounce
of 0.80, 0.87, and 0.93M⊙ , respectively. The purely adiabatic model has a very large inner core of
∼1.37 M⊙ at core bounce. As expected, the mass of the inner core increases strongly with decreased
degree of deleptonization. Note, however, that due to the interplay of deleptonization and centrifu-
gal support, no clear power-law dependence of Mic on Ye can be established
24.
The above findings corroborate what I have stated in §6.3. They demonstrate the importance of an as
exact as possible deleptonization treatment during collapse. In combination with GR’s stronger ef-
fective gravitational pull, it also explains straightforwardly why previous Newtonian studies that in-
cluded deleptonization have observed type II like dynamics and waveforms [11, 14] (but not: [260]!)
for initial rotational configurations similar to the s20A1000 model series presented here: The delep-
tonization treatments in [11, 14] were based on outdated electron capture prescriptions that signifi-
cantly underestimate the degree of deleptonization of the collapsing core. Concretely, [14] obtained
core-bounce Ye of ∼0.33 in their fiducial 15 M⊙ model [272]. This value of Ye corresponds to the one
employed here in the 120% Ye,min calculation. [11] did not publish their inner core Ye at bounce, yet,
since they completely ignored electron captures on heavy nuclei, core-bounce Ye similar to or larger
than those obtained by [14] are likely.
It is now straightforward to conclude that the observation of type II multiple-bounce dynamics and
waveforms by [11, 14] in models with moderately differential rotation is primarily related to their
weaker deleptonization and higher central Ye at core bounce and secondarily to their Newtonian
treatment of gravity [12]. For models that are extremely differentially rotating (e.g., in terms of the
rotation law employed here, A <∼ 500 km), type II morphology may occur even with more up-to-date
electron capture treatment employed here (§6.3.4).
6.3.3 Comparison with Mo¨nchmeyer & Mu¨ller (1991)
In the light of the results obtained in §6.3.2 and in order to substantiate the preliminary conclusions
drawn in §6.3.1, I perform a calculation employing the 20 M⊙ progenitor model of [38] and with the
same initial setup used in model D of Mo¨nchmeyer & Mu¨ller (1991; MM) [11]. MM observed type II
dynamics and waveform for this moderately fast and rather rigidly rotating initial model. They used
a presupernova model computed by [565] and forced it to rotate according to
Ω(̟, z) = Ωc
A2̟
̟2 + A2̟
A4z
z4 + A4z
, (6.10)
with the choice of Ωc = 5.5 rad s−1, A̟ = 1000 km, and Az = 1000 km. With these parameters,
MM give βinitial = 1% which is identical
25 to βinitial found for this rotational setup with CACTUS/-
CARPET/WHISKY (CCW). Table 6.5 compares key observables of MM’s model D with the results
obtained for this model in CCW. Note that MM employed the Wolff-EOS [448] while CCW uses the
Shen EOS. A recent study [566] compared the Wolff, Shen, and Lattimer-Swesty [439] EOSs and did
not find significant EOS-related variations in the dynamics of plunge and core bounce.
Figure 6.14 depicts the maximum rest-mass evolution (bottom panel) and the axisymmetric quadru-
pole gravitational wave signal (top panel) of MM’s model D as obtained with CCW. In CCW, model
D experiences core bounce dominated by the stiff nuclear EOS at ρmax ∼2.3×1014 g cm−3 while
MM found a ρmax at core bounce of only ∼1.5×1014 g cm−3. In the CCW calculation, model D’s
dynamics and waveform morphology is of type I. It is largely unaffected by centrifugal support and
its gravitational wave energy spectrum peaks at a frequency of ∼720 Hz. On the other hand, the
original MM evolution of model D resulted in type II dynamics and gravitational wave emission at
much lower frequencies around 100–400 Hz (see table 6.5).
Along the lines of the discussion of the deleptonization test calculations in §6.3.2, the key to the
understanding of the differences between MM’s results for model D and those obtained here may
24Also note that (1) the findings of [65–69] were obtained in spherical symmetry and (2) that in a multi-dimensional sim-
ulation, the mass of the inner core is less well defined and more difficult to measure than in 1D. The values given here are
approximate.
25Note that this indicates very similar stellar structure in the 20M⊙ progenitors of [565] and [38].
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Figure 6.14: Gravitational wave signal (top) and maximum rest-mass density evolution in a CCW model calcu-
lation which is setup with the same rotation law, initial degree of differential rotation and rotation parameter
β as the Newtonian model D of Mo¨nchmeyer & Mu¨ller (MM)[11]. The CCW variant of MM’s model D shows
clear type I characteristics while [11] found type II waveform/dynamics.
be found in the inner core masses (Mic). MM give an Mic at core bounce of 1.02 M⊙ for their model
D while I find Mic ∼ 0.73M⊙. For a given initial model and rotational set up, Mic depends most
strongly on the degree of deleptonization the collapsing core experiences and to a lesser, though still
significant, extent on the description of gravity used.
Since MM considered only electron capture on free protons and neglected captures by heavy nu-
clei [263], the core Yes in model D’s late infall, plunge, and bounce phases are most likely26 signifi-
cantly higher than obtained with the more realistic Ye(ρ) prescription that I employ here. From the
work of Kotake et al. [272], who included an approximate treatment of electron captures on free pro-
tons similar to MM, but also included captures on heavy nuclei, I infer a lower bound >∼0.35 for the
Ye at core bounce in MM’s Newtonian calculation of model D. As surmised in §6.3.1 and demon-
strated in §6.3.2, such a relatively high Ye does lead27 to core masses >∼0.90 M⊙ in GR. In (effectively
“weaker”) Newtonian gravity, Mic will be larger by ∼10%. This explains the large Mic and, in turn
(§6.3.2), the different dynamics/waveform morphology observed by MM.
26As pointed out before, MM’s actual Ye’s were not published.
27In a model with moderately differential rotation and βinitial∼1–2%.
Table 6.5: Comparison of model MMwith model D of Mo¨nchmeyer & Mu¨ller [11]. tb is the time of core bounce.
∆t = te − tb denotes the interval in time a simulation is continued after bounce and te is the last simulated
time. ρb is the maximum density reached at core bounce and βb is the rotation parameter β = T/|W| at core
bounce. Mic,b is the mass of the inner core at core bounce. |he+,max|R is the axisymmetric peak gravitational
wave strain as seen by an observer in the equatorial plan; rescaled by observer distance R. hchar,max is the
maximum characteristic gravitational wave strain as defined by equation (3.179) and fpeak is the frequency at
which hchar,max is located. EGW is the total emitted energy in gravitational waves.
Calculation tb ∆t ρb βb Mic,b |he+,max|R hchar,max fpeak EGW
(ms) (ms) (1014 g cm−3) (%) (M⊙ ) (cm) (10−21) (Hz) (M⊙ c2)
CCW 151.9 20.9 2.34 12.95 0.73 321.8 9.22 718 2.50×10−8
MM [11] 221.0 20.0 1.51 (—)a 1.02 409.7 (—)a 100–400b 1.10×10−8
a Information not given by [11] b Visually inferred from figure 5 of [11].
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6.3.4 Differential Rotation
In order to investigate the effects of variations in the degree of differential rotation, I perform calcula-
tions with three different values of the differential rotation parameter A in the rotation law defined by
equation (6.1). To achieve rigid rotation throughout the entire precollapse core, I set A to 50000 km,
and to explore moderately differential rotation, I use A = 1000 km (the “preferred” standard setting,
see §6.1) and A = 500 km. Note that according to the rotation law, A is the distance ̟ from the
rotation axis at which the angular velocity Ω equals 1/2 its central value. Figure 6.3 shows a sample
of initial angular velocity profiles for different values of A. Key model observables are documented
in table 6.3.
In figure 6.15 I present selected results for models s20A50000β4.00, s20A1000β0.90, s20A1000β1.80,
s20A500β0.90 and s20A500β1.80. From all panels, close qualitative and quantitative correspon-
dence between models s20A50000β4.00 and s20A1000β0.90 and between models s20A500β0.90 and
s20A1000β1.80 is obvious. This at first consideration unexpected agreement of models with different
A and βinitial is a simple consequence of their rotational setup: Because of the increased degree of
differential rotation, to achieve a given global βinitial, models with smaller A have to be set up with
larger central angular velocities (Ωc) than models with larger A. As pointed out before (see, e.g.,
§5.1), the rotational configuration and the mass of the material that forms the inner core determine
the plunge, bounce, and early postbounce dynamics and the resulting gravitational wave signal.
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Figure 6.15: Comparison of model calculations with varying degree of differential rotation and βinitial. Panel (a):
Time evolution of the maximum rest-mass density at bounce and postbounce times in models s20A500β4.00,
s20A1000β0.90, s20A1000β1.80, s20A500β0.90, and s20A500β1.80. All times are given relative to the individ-
ual model bounce times (see table 6.3). For a given initial rotation parameter β, rotational effects become in-
creasingly relevant with decreasing A for fixed βinitial. Note the close correspondence in the ρmax evolutions
of models s20A50000β4.00 and s20A1000β9.0 and in models s20A1000β1.80 and s20A500β0.90. Only model
s20A500β1.80 is sufficiently centrifugally supported to experience core bounce at subnuclear densities not sig-
nificantly influenced by nuclear repulsive forces. Panel (b): Axisymmetric mass-quadrupole gravitational wave
amplitudes of the models considered. Despite the considerable variations in the degree of differential rotation,
all models produce qualitatively similar gravitational waveforms. Panel (c): Evolution of the rotation parameter
β. Models with smaller A have at fixed βinitial more angular momentum in their inner cores and, hence, have
greater rotational energies and are more strongly influenced by centrifugal forces. Panel (d): Gravitational wave
energy spectra. The peak frequencies shift to lower values with increasing degree of differential rotation at fixed
βinitial.
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Since the degrees of differential rotation considered here are moderate and most of the material that
forms the inner core is located at small radii,28 similar initial Ωc lead to similar dynamics and waveforms.
This may be different for extremely differentially rotating initial configurations.
By coincidence, and as documented in table 6.2, models s20A50000β4.00 and s20A1000β0.90 both
have Ωc ≈4–5 rad s−1. This explains the close agreement of these two models. By another co-
incidence, models s20A1000β1.80 and s20A500β0.90 start out with similar Ωc in the range of 6.5–
8.5 rad s−1.
In general, as A is lowered, more angular momentum and rotational energy is (for fixed βinitial)
moved interior to A. Hence, the influence of rotation on the collapsing and plunging central re-
gions is larger in models with smaller A. This is most clearly demonstrated by model s20A500β1.80
that experiences a rotationally-induced bounce at subnuclear densities while its more rigidly rotat-
ing counterpart s20A1000β1.80 goes through core bounce induced by nuclear repulsive forces and
subdominant centrifugal support. In terms of the classification scheme discussed in §5.1, model
s20A500β1.80 comes closer to type II dynamics than any other model considered in this work. This
is also reflected in the gravitational wave signals (panel (b) of figure 6.15) and their energy spectra
(panel (d) of figure 6.15) and confirms the overall qualitative picture drawn in my previous adiabatic
Newtonian study [9, 170].
Owing to the nature of stellar iron core collapse whose plunge phase is governed by the inner core
mass and rotational configuration which is largely degenerate in moderate degrees of differential
rotation, it is likely to be extremely difficult to determine the precollapse rotational configuration of
an iron core from its observed collapse and bounce gravitational wave signature. However, very
strong differential rotation, although physically not well motivated [509, 511], may lead to quasi-
toroidal configurations during collapse and gravitational waveforms distinct from the generic shape
obtained with moderate initial differential rotation.
Concerning the evolution of the rotation parameter β which is displayed in panel (c) of figure 6.15,
it is important to note that the fastest model with A = 500 km, s20A500β1.80, reaches the overall
largest β at core bounce. Yet, s20A500β1.80 reaches core bounce at ∼8.5×1013 g cm−3. A further
increase of βinitial would lead to an even lower bounce density, compactness at core bounce, and,
beyond some threshold βinitial, to decreasing maximum values of β [9, 313]. This imposes a natural
and physical limit on the values of β that are attainable in stellar iron core collapse before a centrifugal
barrier is hit. This fact is relevant to the discussion of rotational nonaxisymmetric instabilities in §6.4.
6.3.5 Progenitor Comparison
All iron cores are alike, but not all iron cores are identical — with increasing ZAMS mass, the pre-
collapse iron cores generally becomemore massive and less centrally condensed with shallower den-
sity gradients and higher central temperatures and entropies (see figures 6.1 and 6.2). Naturally, one
would expect a variation of the collapse, bounce and early postbounce dynamics, and the associated
gravitational wave signatures with progenitor model. In the course of my diploma thesis [9, 170], I
have carried out the first study that included a variety of supernova progenitor models and inves-
tigated the impact of variations in progenitor structure on the rotating core collapse gravitational
waveform. This previous work of mine was limited to Newtonian gravity and adiabatic collapse
and I shall now reconsider the progenitor dependence in GR with the deleptonization and neutrino
radiation/degeneracy pressure treatment discussed in §3.6, §6.3.2, and §6.3.6.
I choose A1000β0.50 (see §6.1 for a description of the rotational parameters) as my baseline com-
parison rotational configuration. This corresponds to moderately differential rotation with βinitial =
Tinitial/|W|initial = 0.50%. Note that owing to differences in precollapse stellar structure, fixing of
βinitial leads to variations in the initial central angular velocity from model to model. Table 6.2 sum-
marizes all initial model parameters.
In a first step, I perform progenitor test calculations with the s11.2, s15, s20, and s40 progenitors
of [38], corresponding to ZAMS masses of 11.2 M⊙, 15 M⊙, 20 M⊙, and 40 M⊙, respectively. I focus
on the axisymmetric dynamics and waveforms. The presupernova stellar structure of these models
28In the 20 M⊙ presupernova model employed here, 0.72 M⊙ are located within the inner 500 km and 1.24 M⊙ within
1000 km.
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is portrayed by figures 6.1 and 6.2 and summarized in table 6.1 in §6.1. The results are summarized
in table 6.3 on page 164.
A striking effect of variations in progenitor structure (all else kept fixed) is the change in the time it
takes the iron core to reach nuclear densities and bounce. The s20A1000β0.50 baseline model reaches
core bounce after 138.3 ms, while s11.2, s15, and s40 need 98.7, 168.3, and 200.5 ms, respectively. The
differing times to core bounce can be understood by — for a moment — considering collapse as free
fall. The Newtonian free-fall timescale (see, e.g., [36]) is set by
τff =
1
4
√
3π
2Gρ
. (6.11)
Hence, the infall phase of collapse will be faster for progenitors that have evolved to higher central
densities. As figure 6.1 shows, lower-ZAMS-mass progenitors tend to evolve to higher central densi-
ties and havemore compact iron cores [38]. At the onset of collapse, the s11.2 progenitor has a central
density (ρc) of ∼1.6×1010 g cm−3. Model s15’s precollapse ρc is ∼6.1×109 g cm−3. Model s20 has a
greater ZAMSmass than s15, yet [38] predict a higher ρc of ∼8.3×109 g cm−3 at the onset of collapse.
This non-monotonicity in the ZAMS-mass–precollapse ρc relationship is due to details in the nuclear
burning history of stellar models in the ZAMSmass range of ∼12–20M⊙ [38]. s40’s precollapse ρc is
∼3.7×109 g cm−3, the lowest in the progenitor test calculation series. The sequence of times to core
bounce is fully consistent with equation (6.11) and the sequence of precollapse ρc exhibited by s11.2,
s15, s20, and s40.
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Figure 6.16: Comparison of models employing the s11.2, s15, s20, and s40 progenitors, corresponding to 11.2,
15, 20, and 40 M⊙ at ZAMS, of [38] at fixed rotational configuration A1000β0.50. Panel (a): Evolution of ρmax
as a function of postbounce time. Note that all models undergo core bounce at nuclear densities and that with
increased progenitor ZAMS mass the densities at and after core bounce decrease slightly. Panel (b): Gravita-
tional waveforms he+ as seen by an observer in the equatorial plane and rescaled by observer distance R. All
models exhibit generic type I morphology. The maximum strain amplitudes in the bounce spike increase with
progenitor ZAMSmass, with the exception of model s20A1000β0.50 that yields a slightly smaller maximum am-
plitude than its s15 counterpart. Panel (c): Rotation parameter β as a function of postbounce time. β increases
with increasing progenitor ZAMS mass, though non-monotonically, since s20A1000β0.50 yields smaller β than
s15A1000β0.50. This is due to the latter model’s slightly larger iron core and shallower density profile. Panel
(d): Gravitational wave energy spectra of the four models considered here. All spectra peak at ∼650–710 Hz
and are dominated by the energy emission in the strong bounce peak of the waveforms.
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In panel (a) of figure 6.16, I compare the evolutions of the maximum rest-mass density (ρmax) in the
progenitor test models. The time coordinate of each model is normalized to the time of bounce to ac-
commodate comparison. The collapse and plunge phases are qualitatively very similar in all models.
s11.2, the model with the highest precollapse ρc and the fastest collapse, overshoots to the highest
ρmax at core bounce. With decreasing precollapse central density, ρmax at core bounce decreases, the
inner core masses (Mic) and angular momenta increase (see table 6.3) and the postbounce oscillatory
variations in ρmax become more pronounced. These general systematics are in agreement with what
was found in the previous (Newtonian, adiabatic) progenitor study [9, 170]; but note that the models
considered there showed rotation-dominated type II collapse dynamics and bounce while all present
models undergo core bounce dominated by nuclear repulsive forces at nuclear densities.
Panel (b) of figure 6.16 portrays the axisymmetric gravitational waveforms h+,eR (rescaled by ob-
server distance R) associated with the four progenitors. All models exhibit a clear type I waveform
morphology and show qualitatively virtually identical bounce waveform peaks, while differing in
maximum positive and negative signal amplitudes. Here the scaling with initial central density and
iron core extent is inverse to that for the bounce density. s40, the progenitor model with the ini-
tially lowest ρc and largest iron core, yields the largest amplitudes, followed (in that order) by the
s15, s20, and s11.2 progenitors. This systematic amplitude increase with decreasing precollapse ρc
(and increasing shallowness of the precollapse density profile) is readily explained by the fact that
Mic and centrifugal support increase systematically with decreasing precollapse ρc (table 6.3). While
still reaching high compactness at bounce owing to deleptonization, the more massive and more
rotationally-deformed inner core leads to greater bounce gravitational wave amplitudes and more
pronounced postbounce non-radial ringing of the PNS. Note, however, that none of the models ex-
periences core bounce significantly influenced by centrifugal forces, hence the gravitational wave
energy spectra of all models (shown in panel (d) of figure 6.16) peak in a narrow frequency range of
∼650-710 Hz. The integrated energy emission in gravitational waves is dominated by model s40 that
emits a total of ∼3.8×10−8 M⊙c2 until ∼20 ms after core bounce, followed by s15, s20, and s11.2 (in
that order), all emitting on the order of 10−8 M⊙c2 (table 6.3).
In panel (c) of figure 6.16, I compare the evolution of the rotation parameter β in the A1000β0.50
models s11.2, s15, s20, and s40. Note the clear inverse relationship of β at bounce and postbounce
times with precollapse ρc and iron core extent/mass: At core bounce, model s40 reaches a maxi-
mum β of ∼11.3% and settles at a postbounce β ∼9.3%. This value may be sufficiently large for this
model to experience a low-T/|W| rotational instability (see §6.4). However, the s40 model calcula-
tion considered here is carried out in octant mode to minimize computational costs. Consequently,
all azimuthal modes ∝ exp(imϕ) whose m is not a an integer multiple of 4 are suppressed. The less
massive iron (and inner) cores of progenitors s15, s20, and s11.2 reach systematically lower bounce
and postbounce β for the same initial A1000β0.50 setup. This behavior is directly related to the fact
that more extended, smaller prebounce-ρc iron cores (1) have more total angular momentum in the
A1000β0.50 rotational setup than more compact, higher-density cores (see table 6.2) and hence spin
up to higher rotational energies and (2) have to contract and spin-up more during collapse than cores
that start out at higher ρc. This is in agreement with [9, 170] and with what was found by [273] who,
among other things, studied the PNS birth-spin dependence on progenitor structure in Newtonian
gravity, but with neutrino radiation transport in the multi-group flux-limited diffusion approxima-
tion.
I point out that my results confirm the overall systematics described by [9, 170] of the effects of
changes in the presupernova stellar structure on the collapse dynamics and the resulting gravita-
tional wave signatures. The most striking difference is that all models considered here undergo core
bounce at nuclear densities with little influence of centrifugal effects and exhibit type I waveform
morphology with gravitational wave amplitudes and energy emissions that vary only in a narrow
range from progenitor to progenitor. This makes it very difficult — if not impossible — to estab-
lish a clear one-to-one waveform–progenitor relationship for a given observed waveform even if the
precollapse rotational configuration should be known (which is unlikely).
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The Heger Models
As a second set of supernova progenitor models, I consider models E15A (15 M⊙ at ZAMS), E20A
(20 M⊙ at ZAMS) of [509] and m15b6 (15 M⊙ at ZAMS) of [511]. In contrast to the s progenitor
series of [38], these models were evolved with a 1D treatment of rotation and angular momentum
redistribution. In addition, m15b6 was evolved with magnetic field effects that lead to enhanced
angular momentum redistribution [511, 548, 567] and has a very slowly rotating precollapse iron
core with βinitial ∼0.001% (see table 6.2). Figure 6.3 displays the precollapse angular velocity profiles
of the Heger models and contrasts them with rotation-law (equation (6.1)) angular velocity profiles
with various A. Note that a value of A ≈ 1000 km yields a reasonable approximation to the angular
velocity profiles of the Heger models in the inner ∼1000 km. Tables 6.1 and 6.2 list key initial model
parameters and table 6.3 summarizes the calculation results.
In the following I present results from collapse calculations employing the Heger models and com-
pare themwith models s20A1000β0.50 and s20A1000β0.90 of my baseline model series which exhibit
values of βinitial, βb and β f in the same range as those of the Hegermodels. I have performed a similar
comparison in Newtonian gravity for adiabatic collapse in [9, 170].
Panel (a) of figure 6.17 compares the ρmax evolutions of the Heger and the two s20A1000 models at
times shortly before and shortly after core bounce. Model m15b6, which is largely unaffected by ro-
tational effects, reaches the highest densities at core bounce and settles at the overall highest ρmax at
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Figure 6.17: Comparison of the Heger models E15A, E20A, and m15b6 that were evolved with 1D rotation with
models s20A1000β0.50 and s20A1000β0.90. Panel (a): Evolution of ρmax as a function of postbounce time. Note
that the slowest of all rotators, m15b6, yields the largest ρmax. Also note that E20A, while having a smaller
βinitial than both s20A1000β0.90 and s20A1000β0.50, exhibits smaller ρmax than the latter two models. Panel (b):
Gravitational waveforms h+,e as seen by an observer in the equatorial plane and rescaled by observer distance
R. All models — even the fastest rotators — exhibit clear type I morphology. Model m15b6 is rotating so
slowly that no waveform feature associated with bounce is notable. Models E20A and E15A reach comparable
maximum amplitudes in the bounce feature of their waveforms. Panel (c): Evolution of the rotation parameter
β. E15A yields the largest bounce and postbounce β, closely followed by E20A. m15b6 reaches a maximum β
of∼0.89% a few milliseconds after bounce and is not covered by the present plot range. Panel (d): Gravitational
wave energy spectra. All model spectra peak in the frequency range of 600–800 Hz. Note that for E20A only the
gravitational wave emission in the first 20 ms postbounce is used to compute its spectrum. Due to its late-time
rotational instability, the complete spectrum of E20A peaks at ∼930 Hz.
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postbounce times. Its ρmax evolution closely resembles that of the nonrotating s20 model presented
in §6.2. This is not surprising, given m15b6’s extremely small βinitial, and its s20-like precollapse
density profile (see figure 6.1). The two fast Heger models and the two s20A1000 comparison mod-
els show ρmax evolutions that are consistent with what has been observed above in the ZAMS-mass
comparison of the s progenitor series: E15A has a lower precollapse ρc and a more extended iron
core than the s20 progenitor. Hence, it spins up more (cf. panel (c) of figure 6.17), has a larger inner
core mass and undergoes core bounce at lower ρmax than s20A1000β0.90 which starts out with a sig-
nificantly higher βinitial (table 6.2). The higher-ZAMS-mass E20A progenitor has a by ∼40% smaller
βinitial than E15A, but, owing to its more extended iron core and lower precollapse ρc, reaches core
bounce at densities only slightly higher than E15A. I emphasize that all Heger models considered
here undergo core bounce at nuclear densities, largely unaffected by centrifugal forces. This is in
support of [88, 273], but in contrast to adiabatic collapse without deleptonization in which E15A and
E20A have exhibited centrifugally supported bounces (in Newtonian gravity, [9, 170]).
In panel (b) of figure 6.17 I contrast Heger model and s20A1000 gravitational waveforms. First, note
that there is virtually no gravitational wave signal from core bounce in model m15b6. This is a di-
rect result of its very slow precollapse rotation and, consequently, small angular momentum. Only
convective overturn, setting in ∼10 ms after core bounce, leads to non-zero gravitational wave am-
plitudes in this model29. All other models show prototypical type I waveforms. E20A and E15A
yield the largest amplitudes of all models considered in this work (table 6.3), and, quite surprisingly,
almost identical postbounce waveforms, despite their variations in precollapse ρc and βinitial. In ab-
solute value, maximum amplitudes of 351.7 cm and 346.7 cm are reached in models E15A and E20A,
respectively. For an observer located at 10 kpc distance, these numbers translate to dimensionless
strains of ∼1.14×10−20. This is a factor of ∼4 larger than what I estimated in my previous adiabatic
calculations [9] in which the absence of deleptonization and Newtonian gravity increased the rele-
vance of centrifugal support and led to type II dynamics andwaveforms, and hence lower maximum
gravitational wave amplitudes, for model E15A and E20A.
The type I nature of the (fast) Heger models’ collapse dynamics/waveforms in the more realistic
calculations presented here is emphasized by the gravitational wave energy spectra portrayed by
panel (d) of figure 6.17 The spectra of all models considered peak in the narrow frequency interval
of ∼660–720 Hz — a direct consequence of the extremely rapid rebound initiated and dominated
by the stiffening of the nuclear EOS. For comparison, E20A and E15A gravitational wave energy
spectra obtained in my previous Newtonian adiabatic study had global maxima at 193 and 90 Hz,
respectively.
Panel (c) of figure 6.17 portrays the evolution of the rotation parameter β in the two fastHegermodels
and the s20A1000 comparison models. E15A and E20A reach higher β at bounce and settle at higher
postbounce β than the s20A1000 comparison models. This is expected, since (1) both E20A and
E15A have smaller precollapse ρc (table 6.1) and (2) have larger inner core masses, encompass more
angular momentum, and spin up to higher rotational kinetic energies. E15A reaches a maximum β
of 12.7% at bounce and settles at a postbounce value of ∼10%. E20A’s β peaks at 11.3% and settles at
a postbounce value of ∼8.5%. Note that all Heger and s20 comparison models considered here may
have sufficiently large β and may be rotating differentially enough to be subject to a low-T/|W| co-
rotation type rotational instability [19, 21–24]. In §6.4 I discuss the development of nonaxisymmetric
structures in a subset (including E20A) of all models considered in this work.
Discussion
To summarize and conclude this progenitor comparison, I point out that all models of the s series
(s11.2/s15/s20/s40,[38]) and the fast Heger models E15A and E20A [509] show very similar col-
lapse and bounce dynamics and consequently have qualitatively very similar gravitational wave
signatures. The differences found are mainly of quantitative nature and indicate that more massive
precollapse cores tend to yield larger maximum gravitational wave amplitudes for a given initial
rotational setup (in terms of degree of differential rotation and βinitial). They also show a more pro-
nounced postbounce PNS ringing in ρmax that is also reflected in the gravitational waveforms. How-
29Note that the late postbounce gravitational wave signature ofm15b6 (alongwith nonrotating 15M⊙ and 25M⊙ progenitor
models of [508]) has been considered in the long-term 2D Newtonian radiation-hydrodynamics study discussed in §7.2.
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ever, these changes in the dynamics and waveforms cannot only be caused by changes in progenitor
structure (i.e., variation in precollapse ρc; extent/mass of the iron core), but similarly by changes in
the precollapse rotational configuration. Given this multi-dimensional parameter space spanned by
progenitor structure parameters and rotational configuration, it will be highly difficult for gravita-
tional wave astronomy to extract physically valuable information about the progenitor star from an
observed core-collapse supernova waveform. Additional input from optical and, if the supernova
occurs in the Milky Way, neutrino astronomy will most likely be necessary.
Given pulsar birth spin estimates [273, 511], it is not unlikely that massive presupernova iron cores
that make garden-variety core-collapse supernovae and leave behind neutron stars, rotate with pre-
collapse rates similar to that of model m15b6. In this case, no significant gravitational wave emission
can be expected from collapse and bounce and only postbounce convection, the standing accretion
shock instability (SASI) (see, e.g., [26, 101] and references therein) and/or PNS core oscillations may
lead to significant gravitational wave emission (see §7.2).
6.3.6 Influence of Neutrino Pressure Contributions
The calculations presented here include a simple Fermi-gas approximation of neutrino radiation/de-
generacy pressure in the neutrino optically thick regime above the neutrino trapping density (set to
2×1012 g cm−3). Details are discussed in §3.6.4.
In §6.2 I have discussed the effects of neutrino pressure in the spherically symmetric case. Here I
present results from two rotating test calculations in order to gauge the effect of the neutrino pres-
sure on the plunge, bounce, and early postbounce phases and the related gravitational waveforms
of rotating collapse and core bounce. I consider initial setups corresponding to s20A1000β0.25 and
s20A1000β0.5 and simply deactivate neutrino pressure contributions. The no-neutrino-pressure cal-
culations carry a “nnp” suffix in their model names. Table 6.6 summarizes the key results of the nnp
calculations. For comparison, the corresponding results from the standard calculations are listed too.
Figure 6.18 compares the standard and nnp variants of model s20A1000β0.25 in ρmax and gravita-
tional waveform. The nnp calculation reaches core bounce ∼0.3 ms earlier and and at ∼5% lower
ρmax than the standard calculation. In addition, the slight postbounce undershoot in ρmax exhibited
by the standard calculation is not present in the nnp run. As already pointed out for the spherically-
symmetric case, the inclusion of neutrino pressure is responsible for the slight slow-down of collapse
and leads to a marginally larger inner core region in sonic contact. On the other hand and counter-
intuitively, the inclusion of neutrino pressure effects leads to a greater overshoot in ρmax at core
bounce. This is due to the fact that the fractional contribution of the neutrino pressure to the total
fluid pressure is initially small and gradually grows with increasing density to a maximum of 20%
at the core’s center at ∼1 ms before core bounce (see figure 6.6 on page 152) after which it is quickly
overwhelmed by the nuclear component. Hence, since the neutrino pressure contribution is too small
to decelerate the coherent contraction of the inner core sufficiently, the increase in mass and inertia
of the inner core leads to the observed greater overshoot in ρmax (cf. §6.2).
Table 6.6: Overview of test calculations performedwithout neutrino pressure (nnpmodel name suffix) and com-
parison with counterpart standard calculations. tb is the time of core bounce. ∆t = t f − tb denotes the interval
in time a simulation is continued after bounce and t f is the last simulated time. ρb is the maximum density
reached at core bounce and βb is the rotation parameter β = T/|W| at core bounce. |he+,max|R is the axisymmet-
ric peak gravitational wave strain as seen by an observer in the equatorial plane (at ϕ = 0); rescaled by observer
distance R. hchar,max is the maximum characteristic gravitational wave strain as defined by equation (3.179)
and fpeak is the frequency at which hchar,max is located. EGW is the total emitted energy in gravitational waves
(equation (3.174)).
Model tb ∆t ρb βb |he+,max|R hchar,max fpeak EGW
(ms) (ms) (1014 g cm−3) (%) (cm) (10−21) (Hz) (M⊙ c2)
s20A1000β0.25 135.1 21.3 3.20 3.65 132.0 4.32 653 6.34×10−9
s20A1000β0.25nnp 134.8 26.4 3.03 3.20 73.0 4.84 745 3.28×10−9
s20A1000β0.50 139.4 26.4 3.07 6.72 226.7 8.77 658 2.20×10−8
s20A1000β0.50nnp 139.2 20.6 3.01 6.22 103.5 6.24 676 6.02×10−9
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Figure 6.18: Comparison of gravitational wave-
forms (top) and ρmax evolutions (bottom) for vari-
ants of model s20A1000β0.25 with and without neu-
trino pressure contributions. The times are given
relative to the time of core bounce of the standard
calculation that includes neutrino pressure effects.
Note that the variant without neutrino pressure
reaches core bounce slightly early, but at lower den-
sities and shows weaker gravitational wave emis-
sion.
ρ
m
a
x
(1
0
1
4
g
cm
−
3
)
t - tb (ms)
-5 0 5 10 15 20
1
2
3
standard
no pν
h
e +
R
(c
m
)
s20A1000β0.50
-200
-100
0
100
Figure 6.19: Same as figure 6.18, but for model
s20A1000β0.50.
The standard variant of s20A1000β0.25 exhibits a factor of almost two larger peak gravitational wave
amplitudes and total emitted energies than its nnp counterpart. This is due to (a) the greater inner
core mass in the standard calculation in combination with (b) the higher bounce densities and more
energetic rebound in the standard calculation with neutrino pressure.
In figure 6.19 I compare the gravitational waveforms and ρmax evolutions of model s20A1000β0.50
with its nnp counterpart. The systematic differences brought about by the inclusion/neglect of neu-
trino pressure contributions are essentially identical to what I have described above for the slower
rotator s20A1000β0.25. However, it is interesting to point out that for model s20A1000β0.50 the nnp
runs settles at significantly higher postbounce ρmax than the standard calculation. This is intuitively
expected and in agreement with the decreased pressure support of the PNS core when neutrino pres-
sure is neglected. Curiously, this behavior of ρmax is not exhibited by s20A1000β0.25 and the nonro-
tating calculation (§6.2). The explanation for this may be the somewhat greater compactness of the
PNS in the latter models and the consequently greater dominance of the nuclear pressure component
at postbounce times. In this picture, the neutrino pressure is too weak to significantly lower ρmax. In
s20A1000β0.50, on the other hand, the PNS is less compact due to stronger centrifugal support and
has more material at densities at which the neutrino pressure contributes significantly. This in turn
leads to an altered density stratification and lower postbounce densities when neutrino pressure is
included. More detailed tests would be necessary to strengthen this assumption.
Mo¨nchmeyer & Mu¨ller [11, 263] (MM) employed a very similar scheme for including neutrino pres-
sure in their Newtonian axisymmetric calculations. These authors pointed out that their incorpo-
ration of neutrino pressure is at least in part responsible for their observation of type II dynamics
and waveforms. Furthermore, they surmised that the neglect of neutrino pressure effects may be the
reason why Mu¨ller & Hillebrandt [260, 261] found (according to MM) very small Γeffective (equation
(6.2)) and did not observe type II morphology for their models.
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All models of the s20A1000 model series that I present in §6.3, do include neutrino pressure contri-
butions and cover the parameter space in βinitial that was covered by MM. In addition, I perform a
model calculation with an identical rotational setup as used in MM’s type II model D (see §6.3.3).
Yet, type II morphology does neither appear in the s20A1000 model series nor do I observe it in the
calculation of MM’s model D carried out with CCW. MM’s surmise may be questionable, especially,
if one keeps in mind that: (a) Centrifugal support (which may be regarded as an additional effective
pressure component [11]) and neutrino pressure cannot be compared on equal footing. The latter
does not have a clear radial dependence, is centrally peaked and a function of rest-mass density,
while the former increases with cylindrical radius and is no function of density. (b) Neutrino pres-
sure contributes significantly only above trapping density, hence cannot affect the collapse dynamics
before the plunge phase of collapse — at which point it may already be too late for a strong impact
on the bounce dynamics for physically sensible values of the neutrino pressure contribution. (c) As
demonstrated in §6.3.2, the degree of deleptonization during collapse in combination with GR is most
relevant for the type of collapse dynamics/waveform for a given initial rotational configuration.
Given (a), (b), and (c) and the results presented in this section, it is quite unlikely that the inclu-
sion/neglect of neutrino pressure can be decisive on the qualitative collapse/bounce dynamics and
overall waveform morphology. However, as shown here, it does have a significant quantitative im-
pact on the amplitudes of the gravitational wave signal associated with core bounce and thus should
be included. Finally, I point out that in the models presented here the transition from neutrino trap-
ping to free streaming is abrupt and occurs at a fixed density of 2×1012 g cm−3 below which I set
the neutrino pressure to zero. In a realistic collapsing core or PNS, the transition is smoother. An
improved, though considerably more computationally expensive treatment has been proposed by
Liebendo¨rfer [476], but is not implemented in CCW.
6.3.7 Resolution Tests
In §4 I have investigated and discussed the general stability and consistency of the CCW approach in
the context of rotating stellar core collapse. In order to investigate the resolution dependence of the
results from the model calculations that include the Shen EOS, deleptonization, and neutrino pres-
sure effects, I perform test calculations with 20% increased resolution for a representative subset of
the models considered here. Note that in {3+1}GR hydrodynamics calculations a resolution increase
by 20% results in an increase of the computational costs by a factor of two, since the number of zones
increases by a factor of (1.2)3 and the numerical timestep decreases by a factor of 1.2.
In Panels (a)–(c) of figure 6.20 I contrast the maximum rest-mass density (ρmax) evolutions and the
quadrupole gravitationalwave signal amplitudes (he+R) of standard-resolution and higher-resolution
variants of models s20A1000β1.80, s20A500β0.90 and E20A. Both ρmax and h
e
+R are shifted in time to
facilitate comparison of standard and higher-resolution results. Note, however, that the differences
in the time to of core bounce caused by resolution are small and for all models considered here on the
order of 0.1 ms, corresponding to relative changes on the order of∼0.1%. The near perfect agreement
of the standard-resolution and higher-resolution calculations in both ρmax and he+ indicates that the
calculations are already very well numerically converged at the standard resolution.
Panel (d) of figure 6.20 depicts the relative errors30 in angular momentum (J) and gravitational mass
(Mgrav) and their consistent variation with increased resolution in model s20A500β0.90. At 20 ms
after bounce, the relative errors in J and Mgrav in the standard resolution calculation amount to
∼3.4% and∼0.4%, respectively. The higher resolution calculation which I carry out to only∼12.5 ms
after core bounce shows consistently smaller errors. Since WHISKY uses a flux-conservative scheme,
the non-conservation of J and Mgrav is owing to flux mismatches and reflections at mesh-refinement
boundaries, the curvature–matter coupling, and to outer boundary effects. The errors in J and Mgrav
are qualitatively and quantitatively similar in E20A and s20A1000β1.80 and are not shown here.
Figure 6.21 compares the L2-norms of x-momentum and Hamiltonian constraint violations in the
standard-resolution and higher-resolution calculations of models s20A500β0.90 (panel (a)) and E20A
(panel (b)). The constraint violations grow exponentially during the plunge and bounce phase of
30Note that in a {3+1} GR calculation, gravitational mass and angular momentum should only be conserved up to gravi-
tational wave losses/gains (which should be small, given that most models emit energies <∼10−7M⊙c2 and stay essentially
axisymmetric). Moreover, the expressions used to compute Mgrav and J are approximate. See §3.9.2.
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Figure 6.20: Results of resolution comparison calculations. The red colored graphs in panels (a)–(c) por-
tray the axisymmetric gravitational waveforms and the maximum rest-mass density evolutions in models
s20A1000β1.80, s20A500β0.90 and E20A. Overplotted in blue color are the results of calculations with 20%
higher resolution. The higher-resolution variant of model s20A500β0.90 is evolved to only 12 ms after core
bounce while all other models are calculated to 20 ms postbounce time. Panel (d) shows the relative error in the
total angular momentum and in the gravitational mass accumulating during the numerical evolution of model
s20A500β0.90 and in its higher-resolution counterpart. It is qualitatively and quantitatively representative for all
model calculations. The expressions used to compute angular momentum and gravitational mass are discussed
in §3.9.2.
t - tb (ms)
H
a
m
il
to
n
ia
n
C
o
n
st
ra
in
t
(L
2
-N
o
rm
)
(a)
-5 0 5 10 15 20
10−8
10−7
10−6
s20A500β0.90
s20A500β0.90 HR
x
M
o
m
e
n
tu
m
C
o
n
st
ra
in
t
(L
2
-N
o
rm
)
10−10
10−9
Hamiltonian Constraint
Momentum Constraint
t - tb (ms)
H
a
m
il
to
n
ia
n
C
o
n
st
ra
in
t
(L
2
-N
o
rm
)
(b)
-5 0 5 10 15 20
10−8
10−7
10−6
10−5
E20A
E20A HR
x
M
o
m
e
n
tu
m
C
o
n
st
ra
in
t
(L
2
-N
o
rm
)
10−10
10−9
Hamiltonian Constraint
Momentum Constraint
Figure 6.21: L2-norms of the Hamiltonian and x-momentum constraint violations in standard and higher-
resolution calculations of model s20A500β0.90 (panel (a)) and E20A (panel (b)). The Hamiltonian and x-
momentum constraints show consistency with resolution up to a glitch around ∼10 ms after bounce in model
s20A500β0.90’s momentum constraint leading to momentarily larger violation in the higher-resolution calcu-
lation. I attribute this to a shock–mesh-refinement boundary crossing that can lead to non-convergent errors
(see §3.4). Note that model E20A’s Hamiltonian constraint violation is of larger absolute magnitude than that
of model s20A500β0.90. This is in part owing to differences in the physical model dynamics and correspond-
ingly different resolution demands and in part to the use of improved hydrodynamics/EOS routines in model
s20A500β0.90’s numerical evolution.
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collapse. In these phases the large curvature and matter gradients lead to significant errors in the
curvature–matter coupling. After bounce the constraint violations level off to stable non-exponential
growth. Increased resolution leads to smaller constraint violations — apart from an inconsistency in
the x-momentum constraint of model s20A500β0.90 around 10 ms after bounce. This I attribute to
errors associated with the shock passage through a mesh refinement boundary which can generally
lead to non-convergent errors and high-frequency reflections (see §3.4).
6.3.8 Comparison with CFC
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Figure 6.22: Comparison of the {3+1} GR calculations performed with CACTUS/CARPET/WHISKY with
conformally-flat GR counterpart calculations performed by H. Dimmelmeier with the COCONUT code. Shown
are the (axisymmetric) gravitational wave signal (top panel) and the maximum rest-mass density evolution (bot-
tom panel) for models s20A50000β4.00, s20A1000β0.50, and E20A (from left to right). The time in each panel is
given relative to the time of core bounce in the individual calculations to facilitate comparison. Note that – as in
the calculations involving the polytropic initial models – the times to core bounce in the CCW and COCONUT
calculations differ by less than 1%.
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In §5.2 I have presented a comprehensive comparison between collapse calculations of polytropic
initial models carried out with CACTUS/CARPET/WHISKY (CCW) in full {3+1} GR and with the
COCONUT code [18, 160, 161] in conformally-flat GR (CFC) and axisymmetry. The results of the
comparison indicate that the CFC approximation is excellent for calculations of stellar iron core col-
lapse to neutron stars. H. Dimmelmeier has independently implemented in COCONUT the delep-
tonization scheme and the neutrino pressure formalism discussed in §3.6. He has carried out 2D-CFC
counterpart simulations for most models considered in this work. It stands to reason to compare re-
sults obtained with CCW and COCONUT for the more microphysically detailed models. Given the
good agreement of CFC with full GR for the polytropic models, the comparison presented here will
serve mainly as a verification of the independent implementations of the deleptonization/neutrino
pressure/EOS routines and of the quasi-Newtonian initial data approximation used in CCW.
In the following, I compare CFC and full GR results from a representative subset of the models
considered in this work. The subset encompasses the rigidly rotating model s20A50000β4.00, the
moderately differentially rotating model s20A1000β0.50 and model E20A which uses the rotating
Heger progenitor model of the same name [509]. The full GR CCW calculations are carried out with
the refinement hierarchies listed in table 6.2. The COCONUT calculations of models s20A50000β4.00,
and s20A1000β0.50 are carried out with 250 logarithmically-spaced radial zones (central zone size
∼250 m) and 45 angular zones covering a 90◦ wedge. Model E20A is numerically evolved with 200
logarithmically-spaced radial zones (central zone size ∼400 m) and 30 angular zones covering 90◦.
Figure 6.22 compares the gravitational wave signals (he+R) and the maximum rest-mass evolution
(ρmax) of the CFC (blue graphs) and full GR calculations (red graphs). Both he+R and ρmax show near
perfect qualitative and quantitative agreement of full GR CCW and CFC COCONUT. In all three
models the agreement is best at core bounce and in the first few postbounce milliseconds after which
the COCONUT and CCW calculations begin to diverge slightly. As pointed out in §5.2, this is most
likely owing to the different grid geometries (Cartesian vs. spherical) and correspondingly slightly
different artificial numerical damping of the PNS postbounce ringing and onset of vortical motions
near negative radial entropy gradients (see §6.2). Note that the CFC/full GR results match slightly
less well for model E20A. I attribute this to the relatively low spatial resolution of the E20A model
calculation carried out with COCONUT.
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6.4 Nonaxisymmetric Dynamics and Gravitational Wave Emission
Most studies concerned with nonaxisymmetric rotational instabilities in compact stars start their
investigations with initial isolated stellar models in rotational equilibrium. See, e.g., the recent re-
view by N. Andersson [286], the recent studies [20, 21, 23, 24, 268, 300–302, 304–310], and references
therein.
Of particular interest to supernova theorists and gravitational wave observers alike is the question
whether significant rotationally-induced nonaxisymmetric structure may develop during collapse,
bounce, and postbounce phases of core collapse supernovae and in the subsequent evolution of the
slowly cooling and deleptonizing PNS. Before presenting the new results obtained from my {3+1}
GR simulations, I give a short introduction to nonaxisymmetric rotational instabilities in the core-
collapse supernova context with an emphasis on the early postbounce evolution of the PNS and
briefly, but critically summarize previous work that has been done on this topic.
The dynamical/rotational situation in a collapsing realistic stellar iron core and in the resultant pro-
toneutron star is quite different from an isolated neutron star in rotational equilibrium:
• Small perturbations in the stellar structure introduced during carbon, oxygen, and silicon burn-
ing are essentially frozen in during infall and may grow during the plunge phase of collapse
[568–571]. At core bounce and at postbounce times, these perturbations are likely to havewhite-
noise character, hence feed power into the entire nonaxisymmetric mode spectrum.
• Rotational equilibrium models are characterized by vanishing radial motion. During collapse,
bounce, and in the mixture of radial and nonradial ring-down pulsations after core bounce
an iron core/PNS is out of hydrostationary equilibrium. In addition — and as pointed out
in [267] — nonaxisymmetric dynamics with a global structure can only develop in the part of
the collapsing core / of the PNS that is in sonic contact. The amount of matter in sonic contact
varies significantly throughout the plunge, bounce and early postbounce phases.
• After the ring-down pulsations have damped, the PNS has settled into hydrostationary and
rotational quasi-equilibrium. However, it does constantly accrete matter through the stalled
supernova shock at a rate of >∼0.5–1.0 M⊙31 in the first few 100 ms after core bounce. Attached
to this matter is angular momentum. Hence, a realistic PNS is by no means isolated and has
no well defined “edge” beyond which dynamics could be neglected. It has been pointed out
that accretion processes and PNS – shock interactions may have an important impact on the
development of dynamical and secular rotational instabilities in PNSs [23, 291, 297].
• The nascent neutron star cannot be well described by a polytropic EOS with a single adiabatic
Γ. Instead, the PNS has a complicated thermodynamic and compositional structure and cools
and deleptonizes on a timescale of seconds to minutes to its late-time cold structure [445, 572].
To date there are four studies32 that have addressed the development of nonaxisymmetric struc-
ture in rotating PNSs in a hydrodynamical context. Most of these studies were concerned with
the classical rotational instability at high β = T/|W| (see, e. g. [240, 241, 286] for reviews). The
instability thresholds for ℓ = m f -modes with azimuthal structure ∝ exp(imϕ) derived for in-
compressible rigidly-rotating Newtonian MacLaurin spheroids (e.g.,[285, 504]) are βdyn ≃ 0.27 for
the purely dynamical instability and βsec ≃ 0.14 for the secular instability33, driven by viscos-
ity [24, 287, 288, 291, 297, 310] or gravitational radiation reaction [289, 290]. Interestingly, βsec and
βdyn do not change significantly when compressible matter, GR, and (moderate) differential rotation
are included (e.g., [291, 297, 300, 302–304, 306, 307] and references therein). The m = 2 bar-mode is
expected to be the fastest growing mode in the classical picture [286].
31Depending on the progenitor density profile and the amount of rotational support.
32There are in total six previous studies that have considered 3D rotating core collapse and postbounce evolution at least
in part [22, 89, 204, 264, 267, 268]. Of these only [89, 264] were not concerned with nonaxisymmetric rotational instabilities.
Although claimed otherwise [300], the study by Saijo [303] cannot be considered a study on rotating iron core collapse. He
considered the collapse of compact n = 2.5–1.5 polytropes.
33The growth timescales of gravitational radiation-reaction / viscosity driven instabilities in rotating PNS are estimated to
be on the order of seconds (e.g., [291, 297]) and hence not relevant for the hot, newborn PNSs considered here.
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Rampp, Mu¨ller & Ruffert (RMR) [267] performed Newtonian collapse calculations with the hybrid
EOS (§3.5.5) of the extremely differentially and quickly spinning quasi-toroidal34 model A4B5G5 of
Zwerger & Mu¨ller [30]. The A4B5 configuration is the most extreme considered in [30, 160] and is
set up in precollapse rotational equilibrium with a differential rotation parameter A of only 100 km
(see the rotation law given by equation (6.1); compare with the much higher values of A considered
here: §6.1 and table 6.2)35 and an initial β of 4%. Due to the high degree of differential rotation, most
of the angular momentum is stored in the central regions of this model. RMR initiated collapse by
lowering the hybrid-EOS Γ from 4/3 to 1.28, which corresponds to a pressure reduction of ∼70% at
an initial maximum rest-mass density of ∼1010 g cm−3. This pressure reduction is unusually large
and unlikely to obtain via electron capture in canonical iron cores (but, perhaps in accretion-induced
collapse, see §7.3).
RMR evolved A4B5G5 through the infall phase of collapse in 2D and mapped to Cartesian 3D (using
CARPET-like box-in-boxmesh refinement and amaximum linear resolution of∼1 km) only a fewmil-
liseconds before core bounce during the plunge phase when β reached 10%. At the time of mapping
RMR introduced random density perturbations on the 10%-level and, in one model, an additional
5% azimuthal density perturbation with m = 3 spatial character. At core bounce the RMR cores
reached β ∼35%, but stayed for only 1.5 ms above βdyn after which they settled around or slightly
above βsec with maximum densities below ρnuc. RMR carried out their simulations to ∼15 ms after
core bounce and observed the growth of large-scale nonaxisymmetric structures in their models of
mixedm = {1, 2, 3} character36within∼5 ms after core bounce. Yet they did not observe a significant
enhancement of the gravitational wave emission in 3D over the 2D calculation, since their cores had
already re-expanded to subnuclear densities due to centrifugal forces when the nonaxisymmetric
deformations became large.
Brown [268] carried out collapse and postbounce simulations with an approach in many ways sim-
ilar to that used by RMR. He as well considered model A4B5G5 of [30] and, in addition, performed
model calculations with two more rigidly rotating iron cores that yield centrally-condensed PNSs
while exceeding βdyn at core bounce and postbounce times (Brown’s models Ω20 and Ω24). Infall
was followed in 2D and on mapping to 3D, Brown introduced 1% random density perturbations.
In contrast to RMR, Brown found no significant m = {1, 3} structures, but the growth of a domi-
nant m = 2 bar mode, beginning at ∼15 ms after core bounce, in model A4B5G5. Despite the high
postbounce β in models Ω20 and Ω24, Brown did not observe the development of nonaxisymmetric
structures until ∼100 ms after core bounce in model Ω24. At this time a bar-like m = 2 structure
formed in the central (but sub-ρnuc) region of this model and persisted for about 100 ms. In model
Ω20 Brown did not find any sign for the development of nonaxisymmetric structures and dynamics.
The late-time development of the bar-mode instability in model Ω24 may be explained by the low
compactness of this model, while it is not clear why Brown’s Ω20 did not show any nonaxisymmetric
structures. Brown computed postbounce βs for the central regions (ρ > 1010 g cm−3) of his model
calculations and found values of 15%, 19%, and 19%, for models Ω20, Ω24, and A4B5G5, respec-
tively. These inner-core βs are for the Ω models up to 50% lower than the corresponding global βs.
Brown argued that both model Ω24 and model A4B5G5were less stable thanmodel Ω20, but did not
elaborate on why Ω20 did not go bar-unstable.
The work of RMR and, in particular, that of Brown showed that (a) the classical dynamical instability
threshold βdyn may not hold in the non-equilibrium situation during collapse, bounce, and early
postbounce supernova evolution, and, related to that, (b) that the global value of β alone may not
be a good indicator for a models stability or instability to nonaxisymmetric perturbations if rotation
is strongly differential. RMR pointed out that only regions that are in sonic contact can develop
large-scale nonaxisymmetric structures.
Almost five years after Brown and seven years after RMR, Shibata & Sekiguchi (S&S) revisited the
problem and performed simulations in full GR. Similar to RMR and Brown, they used polytropic
initial models in rotational equilibrium, the hybrid EOS with Γ = 1.28 or 1.30, and followed the infall
phase in 2D and mapped to 3D only shortly before core bounce. All models were perturbed with
m = 2 seeds, with spatially varying relative magnitude on the 1%–10% level. S&S performed 3D
34I denote models that exhibit off-center density maxima as quasi-toroidal.
35Note that all astrophysical considerations indicate that precollapse stars are in solid-body rotation throughout the greatest
part of their iron core [509–511].
36RMR did not carry out a detailed mode analysis and inferred the mode structure from isodensity contour plots.
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calculations only for models that reached βdyn. They followed the 3D postbounce evolutions of their
models to <∼15 ms postbounce.
In order to investigate the effect of more massive iron cores, S&S increased the size of the constant
K in the polytropic initial model EOS (see §3.5.5) with the argument that more massive iron cores
had additional radiation pressure support. Unfortunately, this approach is inappropriate in two
ways: (1) Photon radiation pressure plays no role at the densities and temperatures prevailing in
a precollapse iron core (see, e.g., [36]). (2) What increases with iron core size/progenitor ZAMS
mass is the non-degenerate Maxwell-Boltzmann thermal pressure component that is due to the iron-
group nuclei. This cannot be modelled as a component in a polytropic EOS. Their iron core models
with K other than that predicted and well tested by nuclear/statistical physics for standard electron
degeneracy [36] are strictly speaking unphysical. In addition, in nature, more massive iron cores will
have significantly varying density/temperature/compositional stratifications while different choices
of K just quantitatively scale a generic profile. The results of their calculations involving the scaled
progenitors (7 out of their 10models evolved in 3D) should be consideredwhile keeping this inmind.
In their models that developed non-negligible nonaxisymmetric structures and dynamics, S&S found
a dominant and fastest growing m = 2 component, and an m = 1 component subdominant at early
times, but more strong and eventually dominating over the m = 2 mode at late times when the bar
mode loses strength37. In agreement with RMR and Brown, S&S conclude that nonaxisymmetric
rotational instabilities (at high β) develop only if (i) the precollapse β > 1%, (ii) the initial degree of
differential rotation is large (A is small), and (iii) the EOS Γ in the infall phase is sufficiently small to
lead to rapid collapse.
In recent studies [19–21, 23–25, 308, 309] dynamical rotational instabilities of m = 2 and/or m = 1
characterwere found in strongly differentially rotating equilibrium neutron starmodels at low T/|W|
in the range of 1–20%. In contrast to the classical high-T/|W| instability, this new kind of dynamical
instability at low-T/|W| appears to be related with resonant amplification of azimuthal modes at
corotation points where the pattern speed of the mode coincides with the local angular velocity [19,
23]. Motivated by these new results, I together with J. Tohline, S. Ou, and A. Burrows performed
3D calculations of the postbounce phase of a stellar core collapse event [22]. The 3D calculations
were carried out with the Louisiana State University hydrodynamics code FLOWER [573] using a
hybrid polytropic/ideal-fluid EOS (see §3.5.5). They started out with an early-postbounce snapshot
of model s20A500β0.2 of [9]. s20A500β0.2 is based on the 20-M⊙ (at ZAMS) presupernova model
of [508], was put into rotation with the standard rotation law (equation (5.2)) with A = 500 km and
βinitial = 0.2% and then purely hydrodynamically collapsed in axisymmetry with the VULCAN/2D
(see §7 and [9, 574]) code and the finite-temperature nuclear Lattimer-Swesty EOS [439]. At core
bounce, s20A500β0.2 reached a maximum β of 8.96% and settled at a postbounce value near 8%.
This model had a centrally-condensed structure at all times. We performed two 3D calculations.
Model Q15 started out at 15 ms after core bounce. On mapping to 3D we perturbed the density with
0.1% relative amplitude, bar-like m = 2 seeds. Model W5 started out at 5 ms after core bounce and
we added random noise on the 0.02% level to the density. Themodels were evolved in 3D to∼130ms
postbounce.
Interestingly, model W5 and Q15 (despite its initial m = 2 perturbation) developed dominant m =
1 structure with an m = 2 harmonic at the same pattern frequency, but lower mode amplitude.
We determined the angular eigenfrequency of the m = 1 mode to be σ1 ∼2.5×103 rad s−1. The
PNS’s angular velocity profile showed corotation points with σi. Hence, we identified this with the
corotation-type low-T/|W| instabilities observed in isolated equilibrium models [19–21, 23–25, 308,
309].
Important downsides of this study are (i) the purely adiabatic treatment of collapse (this is in com-
mon with RMR, Brown and S&S) , and (ii) the inconsistent switch from the detailed LS-EOS used in
VULCAN/2D during collapse and bounce to the hybrid EOS in FLOWER. In addition, about 25% of
the total mass of s20A500β0.2’s had to be discarded in order for the PNS to fit on the FLOWER grid
that extended out in radius to only ∼140 km.
To conclude this discussion of previous work on the development of rotational instabilities in the col-
lapse, bounce, and in the early postbounce epochs of core-collapse supernovae, I reiterate that none
37Note that a qualitatively similar behavior to that has recently been observed by [300].
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of the previous studies have consistently followed collapse, bounce, and postbounce evolution in a
single 3D hydrodynamics code. All studies treated the infall phase of collapse in axisymmetry and
mapped only shortly before or shortly after core bounce to 3D. In addition, all studies completely ne-
glected deleptonization/neutrino effects and performed the 3D calculations with the simple hybrid
EOS. S&S, RMR, and Brown employed an unphysically low Γ at subnuclear densities and used initial
models with degrees of differential rotation incompatible with the predictions of nuclear astrophysics
and stellar evolutionary calculation. Only S&S carried out simulations in GR and only Ott et al. used
initial presupernova models from stellar evolutionary calculations and a finite-temperature nuclear
EOS through infall, plunge, and core bounce.
6.4.1 Candidate Models and the Absence of High-T /|W |Dynamical Instability
Many authors have considered stellar iron core collapse, bounce, and early postbounce evolution as
a site for dynamical rotational instabilities at high-T/|W| (e.g., [30, 169, 204, 240, 267, 268, 298, 299,
307, 308, 313, 351, 575–577] and references therein). As discussed in the previous section, it is indeed
possible to construct models that reach maximum β >∼ βdyn [30, 160, 204, 267, 268] in the plunge
phase of collapse and at core bounce. While such models may be used as numerical toys to study
processes generally allowed by the laws of (GR) hydrodynamics, it is from an astrophysical point of
view important to ask whether such precollapse configurations are possible when nuclear physics
and stellar evolution theory are taken into account:
(1) The degree of differential rotation of the iron core. RMR, Brown, and S&S found that strongly differ-
ential rotation (A <∼ 100 km in the rotation law (6.1)) is a necessary condition for reaching high βs.
More rigidly rotating cores havemuch less angular momentum in their inner cores andmore angular
momentum in outer core regions. They generally spin up less during collapse and produce lower-β
PNSs (§6.3.4 and [9, 30, 160]). From first principles [578], it is clear that solid-body rotation is the low-
est rotational energy state for a fluid body of fixed angular momentum and any rotating fluid will
tend towards rigid rotation if a mechanism for angular momentum redistribution is present. Nuclear
astrophysics and stellar evolution theory predict that massive stars go through multiple convective
nuclear burning stages. Convection can redistribute angular momentum [38, 509, 511, 579] and, in
combination with magnetic torques and microscopical turbulent viscosity is likely to smooth out an-
gular velocity gradients, leading to almost rigidly rotating iron cores [509, 511] (see figure 6.3). Unless
the current theory of massive star evolution is significantly flawed, it is unlikely that precollapse iron cores will
show the extreme degree of differential rotation invoked by RMR, Brown, and S&S. Note that the progenitors
of accretion-induced collapse (AIC) may be significantly differentially rotating, however, owing to
accretion of angular momentum, in the opposite sense, with Ω increasing with radial distance from
the rotation axis (e.g., [16, 114, 580] and §7.3).
(2) The equation of state of a collapsing stellar core and the pressure reduction due to electron capture and photo-
dissociation of iron-group nuclei. Given their models’ rotational configuration (degree of differential
rotation / initial rotation rate), RMR, Brown, and S&S found it necessary to choose an adiabatic Γ
in the hybrid EOS (§3.5.5) of ∼1.28–1.30 in the subnuclear regime to obtain β >∼ βdyn. The EOS in a
collapsing stellar iron core at subnuclear density is however quite precisely known. The dominant
pressure component is due to relativisticly degenerate electrons obeying a well known Fermi-gas
EOS [3]. Thermal pressure of the heavy nuclei and photon radiation pressure contribute little to the
total pressure (see, e.g., ??). Hence, the adiabatic Γ of the iron core EOS is very close to 4/3, typically
between 1.32–1.325 [3, 439]. However, most relevant for the collapse dynamics is Γeffective (equations
(6.2–6.3)) which depends sensitively on the rate of electron capture during collapse and varies with time. The
results presented in §6.2–6.3 show, however, that Γeffective is on average well above the values of Γ considered
by RMR, Brown, and S&S. This is most apparent when considering the times to core bounce and the
inner core masses. Constant Γ = 1.28 during collapse leads to fast collapse and core bounce after
∼30–50 ms [12, 13, 30] and yields an inner core mass at core bounce much smaller than that resulting
frommuch slower collapse with amicrophysical EOS and electron capture [30]. This may be different
in AIC in which electron capture can be extremely efficient (§7.3 and [16]).
(3) Precollapse rotation rate of the iron core. RMR used a model with precollapse βinitial = 4%, while
S&S chose β >∼ 1% and Brown’s model Ω24 (rotating less differentially than the RMR and S&S
models) required an initial β of 24% to reach βdyn during collapse. Unfortunately, little is known
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about the precollapse iron core rotation rate. The only observational constraint is the period at which
young pulsars are “injected” into the P/P˙ space. This constraint suggests a neutron star birth spin
period of ∼10–50 ms [273, 511]. Unless there are yet undiscovered efficient postbounce spin-down
mechanisms, precollapse iron cores have to rotate with central periods of tens of seconds and βinitial
∼10−3% [273, 511] to match with observations. On the other hand, the progenitor cores of collapsar-
type gamma-ray bursts (GRBs) are likely to be spinning quickly with precollapse βinitial >∼1% [113,
114, 509]. Hence, the βinitial assumed by RMR and S&S are not totally out of the range of what may
be possible. However, recall that, owing to the extremely differential rotation, most of the angular
momentum in their models is located at small radii. The inner cores of such models experience
extraordinarily strong centrifugal support and undergo rotational core bounce at subnuclear density
when amicrophysical EOS in conjunction with an electron capture treatment is employed (see §6.3.4).
They evolve to so-called Fizzlers [313, 314, 581] that are centrifugally hung-up at subnuclear densities
and have β too low for a classical high-T/|W| rotational instability [9, 294]. Fizzlers may, however,
on a secular timescale contract and become dynamically or secularly rotationally unstable (see, e.g.,
[294–296] and references therein). Given what I have said in (2) concerning the degree of differential
rotation that is to be expected in realistic precollapse iron cores, fizzlers may occur only very rarely.
Given items (1), (2), and (3) it is unlikely that the average iron core is spinning fast and differen-
tially enough to reach βdyn during collapse. Even more exotic, quickly spinning cores of evolved
low-metallicity (at ZAMS) progenitors that carry sufficient specific angular momentum to support
massive accretion disks around a GRB central engine may not be spinning differentially enough to
reach βdyn [113, 114, 509]. On the other hand, progenitor white dwarfs of AIC may be spun up to
very high precollapse β, collapse quickly owing to extremely efficient electron capture, and could
reach βdyn at early postbounce times (§7.3).
In panel (a) of figure 6.23 I plot the evolution of β shortly before and shortly after core bounce for
the six fasted models considered in this study. Model s20A500β1.80 is more differentially and more
quickly spinning than predicted by the fast Heger models [509] and is likely to be on the more ex-
treme side of possible/likely iron core precollapse rotational configurations. This models reaches
the overall highest βbounce of ∼19.8% — a value that is far from βdyn of the classical high-T/|W|
instability — and settles at a postbounce β ∼16.8% which is above the instability threshold of the
gravitational-radiation or viscosity driven secular rotational instability which may grow on a ∼1 s
timescale [297]. Models that are initially more rigidly or more slowly rotating reach lower βbounce
and settle at lower postbounce β. Importantly, none of the initially moderately-fast rotating Heger
models E20A (βinitial = 0.37%) and E15A (βinitial = 0.59%) reaches β near βsec or βdyn during core
bounce or the first 20 ms postbounce. The rigidly rotating model s20A50000β4.00 is already rotating
beyond the mass-shedding limit and loses a fair fraction of its outer angular momentum during the
infall phase. Despite its large βinitial it only reaches βbounce ∼10% and its PNS settles at a postbounce
β of ∼9%.
Based on the maximum β collected in table 6.3 and the β systematics shown in figure 6.23, I con-
clude that none of the models considered in this study are likely to undergo a classical high-T/|W|
rotational instability during their collapse, bounce and early postbounce phases. The model set con-
sidered here (and summarized in table 6.2 on page 148) is representative for the faster-rotating part of
possible and plausible iron core models. The average, garden-variety iron core may be rotating much
more slowly [273, 511] than most models considered here. Hence, realistic iron cores of∼solar metal-
licity stars are unlikely to reach high enough β during collapse and at the early postbounce stage to
become unstable to the classical dynamical instability at high-T/|W|. The situation may be different
for the late postbounce evolution which is not tracked here. If the supernova is successful, the PNS
will cool and contract on a timescale of ∼1–100 s. If no process removes or significantly redistributes
angular momentum during the cooling phase, most of the models considered here will exceed βsec
and, perhaps, βdyn, at some point in their cooling history [273].
Panel (b) of figure 6.23 depicts the angular velocity along the positive x-axis at 5 ms after core bounce
in the six fastest models considered in this study. The core of all PNSs is roughly in solid body
rotation out to∼10 km. This is a direct consequence of the homologous collapse of the inner core and
the conservation of angular momentum [273]. The outer regions of the PNS between ∼10–100 km
show generically a factor-of-ten drop in Ω. This drop leads to a significant kink in the specific angular
momentum slope. While j increases by a factor of ∼50–100 from 1 to 10 km, it increases only by a
factor of ∼5–10 from 10 to ∼70 km and is roughly constant in the range ∼70–300 km.
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In the light of recent results on dynamical rotational instabilities in compact stars occurring at low-
T/|W| and always in combination with strongly differential rotation [19–24, 308, 309], it is reasonable
to suspect that at least some of the models considered here may be subject to such a low-T/|W| rota-
tional instability. In order to investigate this possibility, I have a performed calculations of a total of
seven models (see table 6.2) without imposing any symmetry constraints38 on azimuthal flow, hence
allowing the entire spectrum of azimuthal modes spatially varying with ∝ exp(imϕ). I do not add
any additional seed perturbation on top of the finite-differencing noise and the systematic m = 4
Cartesian grid seed. Since all of the above mentioned studies on low-T/|W| rotational instabilities
foundm = 2 spatial contributions (see, in particular, [22, 24]), the nonaxisymmetric quadrupole grav-
itational wave strains he×, h
p
×, and h
p
+ (where p and e stand for observer position along the positive
polar axis and in the equatorial plane at ̟ = 0, respectively) may be used as first indicators for the
development of nonaxisymmetric structures. In axisymmetry they are identically zero.
Note the complication that nonaxisymmetric structures and dynamics in PNS could not only develop
via rotational instabilities but also as a consequence of convective instability. In fact, all models
considered here are to some extent unstable to convective overturn at postbounce times (see §6.2).
Overturn is likely to be more pronounced in more slowly rotating PNSs, since rotation tends to
stabilize convection in regions with strong positive radial specific angular momentum gradients [88,
273, 553]. The nonaxisymmetric convective dynamics are most prominently of m = 4 character (§6.2,
figures 6.4 and 6.7), but have a non-vanishing quadrupole component.
Figure 6.24 depicts the quadrupole gravitational wave strain h
p
+ (polar observer) in model calcula-
tions whose grid setup permits the entire m spectrum. Shown are the last 5 ms before and the first
40 ms after core bounce. Due to the extreme computational costs39 for these calculations I can not
evolve all models to postbounce times beyond ∼20 ms. Note that hp+ vanishes before core bounce
in all models. In the first ∼5–10 ms after core bounce hp+ remains small (hp+R <∼ 1 cm, 2 orders of
magnitude smaller than the typical axisymmetric bounce amplitude of he+) and evolves qualitatively
and quantitatively similarly in all models. About 15 ms after core bounce, most prominently model
E20A’s he+ strain amplitudes begin to grow quickly and assume a clear and systematic, almost single-
frequency time variation. Such a signal is not to be expected from convection in which short-period
38I assume discrete reflection symmetry with respect to the equatorial plane. This does not affect azimuthal flow. Bitant
mode is twice as computationally expensive than rotational π-symmetry (suppressing all modes with uneven m) and a factor
of 4 more computationally expensive than rotational π/2-symmetry (suppressing all modes with m not a multiple of 4).
39A typical calculation requires 32 Intel Xeon 3.4 GHz CPUs or AMD Opteron CPUs (model 246) and ∼32 GB of RAM for
24 hours in order to progress by 1 ms in physical postbounce evolution time. The aggregate computation cost to evolve 7
bitant-mode calculations to ∼20 ms postbounce amounts to>∼105 CPU hours and more than 2 TB of 3D output data (stored
in single floating point precision). Including two long-term postbounce calculations and high-resolution test calculations, I
estimate that this work consumed a total of well over 5×105 CPU hours.
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Figure 6.23: Panel (a): Evolution of the rotation parameter β as a function of postbounce time for the six fastest
rotating models considered in this study. Panel (b): Equatorial profiles of the angular velocity (see §3.9.2) taken
along the x-axis at ∼5 ms after core bounce in each model. Note the region of approximate solid body rotation
inside ∼10 km. Also note that while model s20A500β1.80 exhibits the highest β in panel (a), it has the lowest
central angular velocity of all models. This is a consequence of the low compactness of this model. It is the only
model that experiences rotationally-induced core bounce at subnuclear densities.
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Figure 6.24: Quadrupole gravitational wave strain h+ as seen by an observer located along the polar axis
rescaled by observer distance R in model calculations without symmetry constraints on azimuthal flow. h+
along the polar axis is identically zero in axisymmetry. Note that nonaxisymmetric (quadrupole) dynamics can
be induced by convective and rotational instabilities while only the latter should lead to quasi-periodic gravita-
tional wave emission at the frequency of the quadrupole spatial components of the nonaxisymmetric structures.
small-scale and long-period large-scale aspherical mass motions lead to a relatively broad-spectrum
gravitational wave emission [9, 15, 95]. On the other hand, one would expect such a characteristic
emission from a global nonaxisymmetric rotating quadrupole structure such as a spinning bar (e.g.,
[115, 116, 306]).
h
p
+ in models s20A1000β0.90 and s20A1000β1.80 begins to exhibit a similar systematic time variation
at postbounce times >∼20 ms, but does not show fast amplitude growth in these models in the time
interval covered by figure 6.24.
Model s20A50000β0.25 is the slowest rotator (postbounce β ≈ 0.9%) whose hp+ is included in fig-
ure 6.24. It is evolved to∼45 ms after core bounce and does not exhibit any significant growth or sys-
tematics in its nonaxisymmetric wave signature. Hence, its h
p
+ does not convey evidence for rotation-
induced nonaxisymmetric structures. The remaining three models, s20A50000β4.00, s20A1000β0.25,
and s20A1000β0.50 are, unfortunately, not evolved to sufficiently late postbounce times to make a
clear judgement whether their h
p
+ show the imprint of a global rotational instability. At least for
s20A50000β4.00, one can make out a more systematic variation in its h
p
+ starting around 15 ms after
bounce. s20A1000β0.25 and s20A1000β0.50, on the other hand, show relatively large h
p
+ amplitudes,
yet not with a clear systematic time variation.
Based on h
p
+ in figure 6.24, I summarize:
(1) At least for model E20A there is strong evidence for the postbounce development and exponen-
tial growth of nonaxisymmetric structures and dynamics with a systematically time-varying
mass quadrupole moment. This suggests that model E20A (postbounce β ≈ 8.5%) may experi-
ence a nonaxisymmetric rotational instability at low-T/|W|.
(2) At least 2, if not 3, additional models with postbounce β in the range of ∼8–13% exhibit sys-
tematically varying h
p
+ amplitudes qualitatively similar to those in model E20A. However, no
significant growth is observed in these models in the time interval covered by figure 6.24.
(3) At least one model, possibly 3, with postbounce β in the range of ∼1–6% does not/do not ex-
hibit sufficiently systematic time variation and growth in h
p
+ for their nonaxisymmetric grav-
itational wave emission to be related with global rotation-induced time-changing nonaxisym-
metric structures. Convective overturn most likely dominates the nonaxisymmetric dynamics
and postbounce gravitational wave emission in this/these model(s).
I identify models E20A, s20A1000β1.80, s20A1000β0.90, and s20A50000β4.00 as candidates whose
PNSs may become unstable to a nonaxisymmetric rotational instability at β much lower than in any
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model considered by RMR, Brown, and S&S who investigated only models that reached β >∼ βdyn.
Hence, the instability at work here must be of different nature than the classical high-T/|W| rota-
tional instabilities and may be related to the low-T/|W| instabilities observed in [20–24]. Model
s20A50000β0.25 appears to have too low β (or degree of differential rotation) to become rotation-
ally unstable. For the two intermediately fast models, s20A1000β0.50 and s20A1000β0.25 no clear
statement on stability/instability can be made.
In the following, I present results of late-time postbounce calculations with model E20A and model
s20A1000β1.80 and investigate from various perspectives the growth of rotationally-induced nonaxi-
symmetric structures in these models.
6.4.2 Rotational Instability at Low-T /|W |: Model E20A
In order to investigate the growth of nonaxisymmetric structures and dynamics at late postbounce
times, I carry the simulation of model E20A out to 71 ms after core bounce40. The computational cost
of this calculation amounts to ∼36000 Intel Xeon 3.4 Ghz CPU hours which correspond to a compu-
tation time of ∼80 days on 20 CPUs. In addition to model E20A, I also evolve model s20A1000β1.80
to late postbounce times. This model’s evolution terminates at 90 ms after core bounce because of
the accidental deletion of crucial restart files. I discuss it in §6.4.3.
For verification purposes, I perform a second calculation for model E20A with by ∼20% increased
grid resolution which I carry out to ∼50 ms after core bounce41. Long-term postbounce calculations
with even higher resolutions are impossible with currently available computational hardware and
parallel scaling of the CARPET mesh refinement driver.
Before discussing their results, it is important to remember that the calculations presented in this
section are the first ever long-term postbounce evolutions of protoneutron stars carried out in {3+1}
full GR. They are also the first calculations (1) to be carried out in 3D from the onset of collapse
to the late postbounce times in one computational code, (2) to start out with presupernova models
from stellar evolutionary calculations, and (3) to include a finite-temperature nuclear EOS and an
approximate treatment of deleptonization during collapse. The generality and validity of the results
presented here are limited by (1) uncertainties in precollapse structure and rotational configuration,
(2) by the neglect of postbounce deleptonization and neutrino radiation transport and (3) by the
impossibility of performing a rigorous resolution study.
In the following I will characterize nonaxisymmetric structure and dynamics in terms of azimuthal
modes ∝ exp(i(mϕ + σmt)) with integer m and mode eigenfrequency σm. The mode analysis tech-
niques that I employ are discussed in §3.9.3.
Hydrodynamics and Mode Evolution
Model E20A employs a recent “Heger” presupernovamodel that was evolved with a 1D prescription
for rotational effects [509]. The precollapse structure and rotational configuration shown in figures
6.1, 6.2, and 6.3 may be representative for a class of massive solar-metallicity stars with weak core-
envelope coupling and consequently quickly spinning precollapse iron cores. Such stars may be
spinning fast enough to be related with the progenitors of collapsar-type GRBs [38, 108, 109, 113]42.
The axisymmetric collapse dynamics and gravitational wave emission of model E20A is discussed in
§6.3.5 and summarized by figure 6.17. At core bounce, model E20A reaches a maximum β of ∼11.3%
and settles at an early postbounce β of ∼9% (see figure 6.23). More initial model properties and
quantitative results can be inferred from tables 6.1, 6.2, and 6.3.
I do not add any kind of nonaxisymmetric seed perturbations during model E20A’s axisymmetric
collapse. Nevertheless, nonaxisymmetric perturbations build up during collapse owing to finite-
difference noise (concentrated mostly in the m = 4 Cartesian grid mode) and random noise intro-
40The simulation ultimately terminates because of lack of convergence in the temperature-finding routine in the EOS.
41The high-resolution simulation is stopped at ∼50 ms after core bounce in order to save computational resources.
42Note that GRB progenitor stars are likely more massive than model E20A considered here. They must lose a considerable
fraction of their hydrogen and helium envelopes to allow for the supernova type Ib/c signatures in the GRB afterglows.
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Figure 6.25: Equatorial plane snapshot slices of the specific entropy (per baryon) in model E20A at postbounce
times of 15, 30, 45, and 71 ms. Shown are the inner 60×60 km2. The 71 ms slice corresponds to the last
simulated timestep. Overplotted are isodensity contours at {2, 4, 6, 8}×1011 g cm3, {1, 2, 4, 6, 8}×1012 g cm3,
{1, 2.5, 5}×1013 g cm3, and 1×1014 g cm3. The 2× 1012 g cm3 isocontour is the first that is plotted in black color.
Note the steep radial density slope between 1×1013 g cm−3 and ∼4×1012 g cm−3 present at all times. This
marks the edge of the PNS core. At 15 ms after core bounce the equatorial entropy and density distributions
exhibit signs of the initially dominant m = 4 Cartesian grid mode that is imprinted at core bounce and shock
formation and apparent in the immediate postbounce flow’s characteristic 4-armed spiral structures. As the
evolution proceeds, the m = 4 structures become gradually washed out by rotation and turbulent (large-eddy)
overturn operating on entropy gradients. By ∼30 ms after core bounce they have practically disappeared from
the density distribution in the equatorial plane, but remain faintly visible in the entropy. The snapshot from
45 ms after core bounce shows two prominent lumps in the 2× 1012 g cm3 isocontour and a bulge in its lower
left region. At 71 ms after core bounce, both density and entropy distributions exhibit pear-like shapes, caused
by a superposition of m = {1, 2, 3}modes with radially varying dominance.
duced by (1) fluctuations near the lower density boundary of the EOS table (∼6.5×105 g cm3), below
which a polytropic EOS with Γ = 4/3 is used, (2) the finite precision of the Newton-Raphson/bisec-
tion search routine in the EOS module employed to find T(ρ,Ye, ǫ) in every call to the EOS, and (3)
the finite precision of the Newton-Raphson scheme in WHISKY that is required for the conversion
from conserved to primitive hydrodynamical variables (§3.5.3).
Figure 6.25 shows equatorial-plane snapshots of the entropy distribution in model E20A’s PNS at
various postbounce times. Density isocontours are overplotted. As already pointed out in §6.2, core
bounce and shock formation leave behind a negative entropy gradient with a strong imprint of the
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Figure 6.26: Polar slices of model E20A’s specific entropy distribution at various postbounce times with isoden-
sity contours superposed in the same fashion as in figure 6.25. Shown are the inner 60×60 km2 on the x–z-plane.
The z-axis is the rotation axis. In axisymmetry, polar slices have discrete reflection symmetry with respect to the
z-axis. Top-bottom symmetry is assumed and only the upper hemisphere is numerically evolved. Note that this
symmetry does not inhibit the growth of nonaxisymmetric structure, but inhibits the growth of axisymmetric
modes of uneven ℓ. While differing in detail, the entropy/density isocontour snapshots exhibit a similar global
morphology of the PNS. As expected for rotating collapse and bounce (§6.3), the highest entropy regions are lo-
cated near the poles, where core bounce occurs earliest and strongest. The core of the PNS is strongly oblate with
steeper density gradients in the polar than in the equatorial direction. With increasing radius the PNS becomes
less oblate. At 15 ms after core bounce the entropy distribution still reflects the strong Cartesian grid imprint
from shock formation. This imprint disappears as entropy gradients are smoothed out during the postbounce
evolution. Note that starting at ∼1×1012 g cm−3 and with decreasing density, the PNS becomes thick-disk-like
with a prominent polar dent in the density isocontours. Even in the final snapshot, taken at at 71 ms after core
bounce, both entropy and density distributions/isocontours are almost symmetric with respect to the z-axis.
The mild asymmetry / lopsidedness is not larger than a few percent.
Cartesian m = 4 mode. Rotation quickly disperses out the m = 4 grid pattern on the equatorial
plane into a 4-armed spiral structure that is still prominently visible in density and entropy at 15 ms
after core bounce, but is gradually washed out as the postbounce evolution progresses and is only
barely visible at∼30 ms after core bounce. In the snapshot taken at 45 ms after bounce one notes two
relatively prominent dents in the 2×1012 g cm3 isodensity contour in the upper half of the equatorial
plane. A much less pronounced third dent may be made out in the middle right of the 2×1012 g cm3
density contour. Interestingly, the core of the PNS is mildly lopsided with a slightly farther extending
2×1012 g cm3 isocontour towards the lower left of the PNS core. The nonaxisymmetric structure at
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45 ms after core bounce does not exhibit a strong signature of a single globally dominant mode,
but rather suggests an interplay of multiple modes. At 71 ms after core bounce the PNS has become
significantly nonaxisymmetric. It is slightly lopsided with pear-like deformed isosurfaces, varying in
phase and slightly in shape with equatorial radius. The pear shaped structure, which is particularly
strong in the outer regions of the PNS (̟ >∼ 25 km), indicates a strong m = 3 mode while the slight
lopsidedness is (weak) evidence for m = 1 azimuthal structure.
Figure 6.26 shows polar slices (x–z-plane) of model E20A’s central 60×60 km2 specific entropy dis-
tribution at 15, 30, 45 and 71 ms after core bounce. As in figure 6.25, density isocontours are super-
posed. Note that top-bottom symmetry, i.e. reflection symmetry with respect to the x-axis, has been
assumed. The strong rotational flattening of the PNS is a striking feature in all panels. With increas-
ing radius and decreasing density, the density isocontours become more disk-like with prominent
dents in the polar region and prominent bulges at lower latitudes. The central region of the PNS
remains spheroidal throughout model E20A’s postbounce evolution. As expected for rotating core
bounce (§6.3 and figure 6.10), a high-entropy region is present along the rotation axis where shock
formation occurs first and most strongly. The region of high entropy gradually becomes smaller in
angular extent as the postbounce evolution progresses, most likely owing to convective mixing with
lower-entropy regions at its edges. At 15 ms strong relatively low-entropy Cartesian relics of shock
formation are visible in entropy and density at latitudes below ∼45◦. These are gradually smoothed
out and have vanished by ∼30 ms after bounce.
In axisymmetry, the PNS polar slices shown in figure 6.26 should exhibit reflection symmetry with
respect to the z-axis.43 In the 15 ms postbounce polar slice virtually no deviations from axisymmetry
are visible. The 30 ms slice shows minute deviations from axisymmetry in the ∼2×1012 g cm−3 iso-
contour (the last black isocontour in the panels of figure 6.26), but at larger radii and lower densities,
the PNS is almost perfectly axisymmetric. At 45 ms and certainly at 71 ms after bounce, deviations
from axisymmetry are obvious in both density isocontours and entropy distribution, yet – by visual
judgement – are relatively small and do not dramatically alter the PNS structure.
For a more quantitative analysis of the nonaxisymmetric structure, I perform a Fourier mode analysis
of the form discussed in §3.9.3 in which I decompose the rest-mass density ρ in rings of constant
equatorial coordinate radius ̟ in the equatorial plane into complex Fourier components [306, 522]
Cm(̟, z = 0) =
1
2π
∫ 2π
0
ρ(̟, z = 0, ϕ)e−imϕdϕ , (6.12)
whose normalized absolute values,
Am =
1
|C0|
√
Re{Cm}2 + Im{Cm}2 , (6.13)
where C0(̟, z = 0) = ρ¯(̟, z = 0) is the mean density in a given ring, are considered as indicators
for relative mode strengths.
Figure 6.27 depicts the m = {1, 2, 3, 4}mode evolutions as a function of postbounce time for various
equatorial radii in the range 10 km < ̟ < 100 km, covering the entire PNS. At the end of the cal-
culation, ∼1.37 M⊙ are contained within a 100 km radius from the origin and the accretion rate is
∼1.7 M⊙/s; the core of the PNS, material with ρ >∼ 1012 g cm−3, extends to ∼30 km.
Shortly before core bounce, the m = {1, 2, 3} mode amplitudes have grown to ∼10−6, while the
m = 4 grid mode is at a prebounce 10−4 level in the central finely resolved region. In the final ms
of collapse, when the shock begins to form at the boundary of the subsonically collapsing inner core
with the supersonically collapsing outer core, all mode amplitudes increase by at least one order of
magnitude. This mode amplification is most likely connected to the highly-dynamical event of shock
formation in which the almost solid-wall like reflection of the outer core off the inner core’s outer
edge which injects power into the entire mode spectrum.44. The mode amplification is strongest near
the radius of shock formation (∼10–20 km) and is somewhat delayed at larger radii.
43Note that a purely (m = 2) bar-deformed PNS spinning around the z-axis will show reflection symmetry on the x–z
plane at times when its bar is in alignment with the x-axis. Due to the strongly differential rotation of the PNS, such a global
alignment is highly unlikely. A perfectly wound m = 2 spiral pattern may also appear as axisymmetric on a polar slice.
44This is most likely due to the amplification of nonaxisymmetric perturbations already present in the prebounce flow by
the strongly non-linear dynamics associated with core bounce and shock formation. In addition, discretization errors and
mass loss owing to errors in the curvature-matter coupling may be involved.
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Figure 6.27: The growth of the normalized mode amplitudes Am (§3.9.3), evaluated at various coordinate radii
in the equatorial plane of model E20A. The time is given relative to the time of core bounce. Note that the m = 1
mode dominates at all times at equatorial radii ̟ <∼ 25 km and blends in with the growth ofm = {2, 3} at larger
radii. The PNS appears to be dynamically stable to the m = 4 grid mode which is dominant at early times, but
whose amplitude does not grow with time. Note that a more global-type analysis, as proposed by [20, 300],
would gloss over the important radial variation in the mode structure observed here.
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Figure 6.28: Equatorial density distribution with overplotted velocity vectors (vector length saturated at 0.04c)
in model E20A at 45 ms (top row) and 71 ms (bottom row) after core bounce. Left panels: Shown are the inner
150×150 km2. At 45 ms after bounce strong m = 4 features are still visible in the flow at intermediate equatorial
radii. This corresponds to the mode amplitude evolutions at these radii shown in figure 6.27 which show a
dominant m = 4 component. At 71 ms, however, the m = 4 features have almost disappeared and two strong
and one barely noticeable third spiral arm originate at ∼30 km radius, are relatively tightly wound and extend
throughout the region shown, but are most prominent within∼100 km radius. Right panel: Shown are the inner
300×300 km2 including the shock position at 200–250 km equatorial radius. At 45ms after core bounce the shock
is strongly distorted by m = 4 features, most likely strongly emanating from a mesh-refinement boundary close
to the shock front. At 71 ms the m = 4 features have mostly disappeared and the spiral pattern of the lower m
nonaxisymmetric structures extends out to ∼200 km where it hits the immediate postshock region, distorts the
shock and is distorted by accretion flows through the stalled shock.
The inner core that collapsed quasi-homologously and coherently experienced core bounce forms
the core of the newborn PNS that extends out to ∼20 km after core bounce. In this core region, the
m = 1 mode amplitude exhibits the fastest growth rate and becomes dominant over the also growing
m = 2 andm = 3mode amplitudes shortly after core bounce. The amplitude of the initially dominant
m = 4 grid mode does not exhibit significant variations in magnitude in the PNS core throughout the
simulated postbounce time. At 20–25 ms after core bounce, the m = 1 mode amplitude reaches the
nonlinear regime (∼1% amplitude) and passes the m = 4 amplitude level. It becomes the globally
dominant mode in the central ∼20 km of the PNS and its growth begins to saturate shortly after,
while the m = {2, 3}mode amplitudes continue to grow.
From the mode analysis at ̟ = 15km, I infer an amplitude e-folding time τe of ∼4.5 ms for the m = 1
mode in the exponential growth regime and a total growth time τgrowth to nonlinear amplitudes of
∼20 ms. A characteristic dynamical timescale τdyn is frequently defined in terms of the Keplerian
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angular velocity (e.g., [22, 24, 286])
ΩK =
√
4
3
πGρ¯ (6.14)
of a star with average density ρ¯:
τdyn ≈
2π
ΩK
=
√
3π√
πGρ¯
. (6.15)
The central 20 km (in coordinate radius) contain∼0.68M⊙ at postbounce times inmodel E20A, hence
ρ¯ ∼4×1013 g cm−3 and τdyn ∼1.9 ms. Comparing τdynwith τe and τgrowth of the unstablem = 1mode
it is clear that the instability is dynamical: τe/τdyn ≈ 2.4 and τgrowth/τdyn ≈ 10.5. The rotation period
of the PNS core is around 2–3 ms at 5 ms after core bounce (see figure 6.23). Hence, the m = 1 mode
grows within a few rotation periods of the PNS core. A secular instability, at least one driven by the
theoretically known viscosity or gravitational-radiation reaction mechanisms, would require a much
longer growth timescale, probably on the order of ∼1 s [286, 291, 297].
The m = 1 mode amplitude appears to saturate just below the 10−1 level. This and its at least
partial confinement to the PNS core are why the m = 1 spatial structure, characterized by an offset
of the local center of mass45 of a certain region, typically in combination with a one-armed spiral-
like pattern [20–22, 22, 23], is not obvious from the density and entropy distributions displayed in
figures 6.25 and 6.26.
Figure 6.27 suggests that the instability originates in the PNS core and from there propagates outward
through the postshock region while partly shifting in spatial structure to higher-order modes. This
is corroborated by figure 6.28 that depicts the density and flow field within 150 km (left panels) and
300 km equatorial radius (right panels) at 45 ms (top panels) and 71 ms (bottom panels) after core
bounce. At 45 ms the m = 4 mode is still dominant at radii >∼40 km and the flow patterns show its
strong imprint including a strong m = 4 disturbance of the standing accretion shock front, caused
by the presence of a CARPET mesh refinement boundary close to the shock position. Fully adaptive
mesh refinement would be needed to adequately resolve the shock at all postbounce times. At 71 ms
after bounce the m = 4 features have practically vanished from the velocity field and the density
distribution. The flow is now dominated by two strong and one weaker spiral waves that emerge
at ∼30 km equatorial radius from the PNS center and reach out through almost the entire postshock
region. They significantly distort the shock, but cannot propagate beyond the shock radius were
outer core material is accreting with supersonic velocities.
Angular Momentum Redistribution
The spiral arms that develop in the equatorial plane of model E20A are very much reminiscent of
spiral structures in disk galaxies or in thick self-gravitating accretion disks, formed by density waves
that propagate through the disks and interact with the disk background flow. This interaction can
lead to net outward angular momentum transport and increasingly rigid rotation. (Lin-Shu theory,
see, e.g. [578, 582–586]). While the accretion-disk density-wave phenomenon occurs on a dynamical
timescale, the resulting angular momentum redistribution happens more slowly. In principle, one
can find the angular momentum flux associated with an individual density wave [583, 586]. In a less
physical, though perhaps more practical way, angular momentum redistribution may be described
by an effective kinematical viscosity [587, 588]. If H is the disk semi-thickness and R the disk radius,
then in the case of a relatively thin disk (H ≪ R), the effective local kinematic viscosity is
νeff =
1
Q2
H2Ω , (6.16)
where Ω is the local angular velocity and Q is the Toomre parameter [584], describing the relevance
of self-gravitation. For disks with significant self-gravitation Q <∼ 1. With α ≈ Q−2 > 1, this
45Defining a center of mass position and observing momentum conservation is a difficult task in numerical relativity. Sim-
ilar to the ADM mass one can define an ADM momentum via a surface integral in flat region far away from the gravitating
source [126], but then has to account for ingoing and outgoing gravitational waves that may carry linear momentum. For
simplicity, I define a coordinate-dependent center of mass coordinate Ci = M−1
∫
xiρW
√
γd3x which should be conserved
approximately. Conservation may be violated by outgoing gravitational waves, gauge and boundary effects, and discretiza-
tion errors such as flux-mismatches at mesh-refinement boundaries. The approximate global center of mass stays within the
central-most computational cell throughout the evolution of model E20A.
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effective viscosity is equivalent to the standard α-viscosity [588]. The “viscous” timescale for angular
momentum redistribution is approximately [587] given by
τν ∼ R
2
νeff
∼
(
M
Md
)2
1
Ω
, (6.17)
where M and Md are the total and the disk mass, respectively. The postbounce configuration of
model E20A may indeed be regarded as a system with a central object (the PNS core) and an (non-
Keplerian) accretion region/disk (the postshock accretion flow, which experiences strong rotational
effects at low latitudes, but remains non-Keplerian) whose outer boundary is defined by the stand-
ing accretion shock in the equatorial plane. However, note the caveat that there is no well defined
boundary between PNS and postshock flow. Figure 6.29 shows a polar slice snapshot of the entropy
distribution with superposed density isocontours in the innermost 300×300 km2 of the x–z-plane.
The clearly visible standing accretion shock separates the high-entropy postshock region from the
infalling low-entropy material of the outer core. At least the region encompassing material with den-
sity greater than∼1011 g cm−3 is rotationally-flattened enough and has a sufficiently evacuated polar
region to resemble (to some extent) a central object — thick accretion disk system. The PNS core is
very oblate, but both density and entropy distributions show decreasing oblateness with increasing
radius and decreasing density. The density isocontours outside the PNS have weakly quasi-toroidal
shape with individual x–y-slices having off-center density maxima. In addition, considerable devi-
ations from axisymmetry, possibly of dominant m = 1 character, are most obvious in the density
isocontours that show considerable lopsidedness near the polar axis and at z-coordinates outside the
PNS.
If the nonaxisymmetric instability in model E20A is of similar nature as the spiral waves in a galaxy
or accretion disk, then angular momentum redistribution should occur on a timescale slower than
Figure 6.29: Polar x–z-slice of the entropy distribu-
tion at 71 ms after core bounce in model E20A. Shown
are the innermost 300×300 km2. Density isocontours
are superposed at 1×109 g cm−3, 5×109 g cm−3,
1×1010 g cm−3, 5×1010 g cm−3,1×1011 g cm−3,
5×1011 g cm−3, 1×1012 g cm−3, 5×1012 g cm−3, and
1×1013 g cm−3. Note the polar dents in the isocon-
tours, indicating off-center density maxima in the cor-
responding x–y-planes. See figures 6.32 and 6.33 for
x–y-slices at various z-coordinates.
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Figure 6.30: Postbounce evolution of the rotation pa-
rameter β = T/|W| in model E20A. The slow but
continuous decrease in β is caused by the postbounce
accretion of relatively low angular momentum ma-
terial (in particular along the polar axis) that results
in a greater increase in compactness (and, hence, in
|W|) than in rotational energy. A causal relationship
with the rotational instability in model E20A is un-
likely, given that the amount of angular momentum
contained in the PNS core stays approximately fixed
throughout the postbounce times covered by the sim-
ulation. In addition, any dynamical angular momen-
tum redistribution effects should appear in β at late
postbounce timeswhen the instability gets strong. Yet,
the evolution of β does not exhibit signs of rapid an-
gular momentum redistribution.
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Figure 6.31: Left Panel: Evolution of the relative change in the mass contained in slabs within various equatorial
radial intervals and |z| ≤ 10 km. The changes are measured with respect to the values at 20 ms after bounce.
Right panel: Same as the left panel but for the integral angular momentum. While there are significant temporal
variations that do not show obvious systematics, it is important to note that the angular momentum contained
within 20 km from the rotation axis does not and that contained in 20 < ̟ ≤ 50 km does slightly decrease while
the mass contained in these regions increases slightly. This may be (weak) evidence for angular momentum
transport by the equatorial spiral density waves seen in figure 6.28.
the dynamical. This would set the instability observed here significantly apart in nature from high-
T/|W| instabilities that lead to dynamical redistribution of angular momentum (e.g. [286]).
At∼70 ms after core bounce, the PNS core (∼ all material with densities>∼1012 g cm−3) has a mass of
∼0.8 M⊙ . If one considers all material with densities in between∼1012 g cm−3 and ∼1×1010 g cm−3
to be part of the extended relatively thin (H/R is still< 1) “disk”, then Md∼0.4M⊙ . With an angular
velocity of ∼50 rad s−1 at 150 km equatorial radius, I estimate via equation (6.17) an approximate
angular momentum redistribution timescale of ∼80 ms. Note, however, that the estimate assumes
fixed total angular momentum in the accretion disk. This clearly does not hold for the PNS consid-
ered here whose postshock layers are continously fed with mass and angular momentum from the
accreting outer core material. Rather, it is likely that the angular momentum accretion and redistri-
bution timescales are comparable.46 This would suggest that (a) the angular momentum of the PNS
core should stay approximately constant while its mass increases and (b) that eventually and as a
consequence of outward angular momentum transport, Keplerian angular velocities may be reached
in the postshock region. The latter may – in combination with neutrino heating which is not included
in this study – be beneficial towards the revival of the stalled supernova shock.
Figure 6.30 shows the evolution of the rotation parameter β in model E20A. Beginning at ∼10 ms
after core bounce, β slowly and continuously decreases from 9.3% to 8.5%. This slight decrease is
most likely not due to angular momentum redistribution by the nonaxisymmetric instability. It is
rather a consequence of accretion of large-latitude, low angular momentum material onto the PNS.
This can, for example, be inferred from the variations of the polar density isocontour positions in
figure 6.26 and also from this model’s ρmax evolution plotted in panel (c) of figure 6.40 on page 205.
The accreted low angular momentum material increases |W| at a higher rate than T. Hence, with
this explanation for the slow postbounce decrease of β in mind, no evidence for significant angular
momentum redistribution can be inferred from the postbounce evolution of β.
In order to more directly capture the dynamics near the equatorial plane where the spiral struc-
tures are most pronounced and where most of the angular momentum is located, I compute mass
and angular momentum integrals in volumes extending 10 km along the z axis on either side of the
equatorial plane and bounded by various inner/outer equatorial radii ̟. The results are shown in
figure 6.31. The left panel depicts the almost monotonic increase in mass that is contained within
all radii considered in this analysis. The PNS core (extending to ∼20 km) gains ∼1% in mass from
20 to 50 ms after bounce. Regions of greater ̟ show greater relative mass gains. The right panel
of figure 6.31 displays the relative change in the angular momentum47 J in the regions considered.
46Note that in a Keplerian disk the viscous timescale would set the accretion timescale.
47For simplicity, I compute the angular momentum integral based on thematter dynamics only and neglect curvature terms.
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The regions with intermediate ̟ show significant variations in J at times earlier than ∼40 ms post-
bounce. These may be related to later currents owing to the postbounce convective instability not
totally suppressed by centrifugal support at intermediate ̟. By 70 ms after core bounce, the an-
gular momentum in the regions with ̟ >∼50 km has significantly increased (as expected from the
corresponding increase in mass). On the other hand, the region with 20 km < ̟ < 50 km does
– if one focusses for a moment on the first and last times displayed in figure 6.31 only – appear to
lose angular momentum while gaining mass. However, this observation may be precipitate and more
involved interpretation is necessary: The relative increase in mass in the region under consideration
may in part be explained by low-J accretion along the polar axis. In addition, the 10% decrease in
J from 20 to ∼45 ms after bounce is most likely due to lateral angular momentum transport in the
early postbounce convection [273]. At ∼45 ms after bounce accretion of angular momentum begins
to dominate over lateral redistribution and J in 20 km < ̟ < 50 km begins to increase, but, interest-
ingly, with a significantly shallower slope than the regions at greater ̟. The mass accretion, on the
other hand, happens at the same rate in all ̟ regions outside the PNS core.
It is only the slight discrepancy of mass and angular momentum accretion rates that provides hint
of angular momentum redistribution in the equatorial regions of model E20A. The evidence is weak.
Since the accretion is sub-Keplerian and angular momentum from the outer core is continuously
fed into the postshock region, it is intrinsically difficult to measure angular momentum redistribu-
tion and much longer term calculations would be necessary to uncover its details and quantitative
aspects.
However, based on the analysis that I have performed, I can rule out a dynamical large-scale gravita-
tional torque driven angular momentum redistribution in model E20A. Such a redistribution would
be manifest in the β and J evolutions and would require nonaxisymmetric mode amplitudes of order
unity which I clearly do not observe in model E20A (see, e.g., the mode analysis results presented in
figure 6.27).
z-Dependence of the Nonaxisymmetric Structure
The development of nonaxisymmetric structure and dynamics in simulations of disks, tori, and stars
is frequently diagnosed on the equatorial plane only (see, e.g., [21, 24, 25, 306, 522, 589, 590]). While
this approach may be reliable and sufficient for thin disks and tori, and for stars that deform in a
globally coherent fashion, possibly important features of rotating and accreting PNS at nonzero z-
coordinates may be missed by a restriction of the analysis to the equatorial plane. Various studies
have tried to include off-equatorial plane information via global volume-integral type “diagnostics”
(e.g., [20, 22, 23, 204, 300, 302–304, 308, 309]). This approach falls short of capturing qualitative and
quantitative changes of the flow with increasing distance from the equatorial plane.
The polar x–z-slices displayed in figures 6.26 and 6.29 demonstrate considerable variations in the
PNS and postshock entropy and density distributions along the z-axis: Beginning at a z-coordinate
of ±20 km and with increasing |z|, the outer layers of the PNS and the postshock region show off-
axis density maxima in slices of constant z. Hence, a x–y slice at |z| >∼20 km would exhibit a density
maximum located on a ring at some ̟ from the rotating axis. Such an off-center maximum indicates
quasi-toroidal structure in the outer PNS regions. In addition, figure 6.29 shows a lopsidedness of the
density isocontours, changing with z-coordinate and density suggestive of variations in nonaxisym-
metric structure.
Figure 6.32 depicts x–y-slice snapshots of model E20A’s density distribution at z = {10, 25, 50, 100}km
with superposed velocity vectors. The snapshots encompass the entire postshock region and are
taken at the last simulated time. The slices at z = 10 and z = 25 km exhibit the same spiral structure
as observed in the equatorial plane (see figure 6.28). At z = 50 km the flow appears less structured
and the spirals are barely visible and appear washed out and, finally, at z = 100 km the low-m spirals
have disappeared and the nonaxisymmetric structures in flow, shock front and density distribution
are of dominant m = 4 character, which may be a consequence of the relatively low spatial resolution
of ∼3 km at that z-position.
In figure 6.33, I show zoomed-in x–y-slices of the density distribution at the same z-positions and
time as in figure 6.33. Here I have superposed density isocontours to visually emphasize the nonax-
isymmetric structures. The z = 10 km slice bears very similar nonaxisymmetric features as the equa-
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torial slice in figure 6.25, including the m = 3 pear-like deformation close to the PNS core boundary
and a slight lopsidedness in the central regions. The density distribution is centrally condensed. At
z = 25 km a prominent high-density region in a heavily distorted thick ring around the origin is
visible. The density maximum is located in a single small region and the entire density distribution
is significantly m = 1-like lopsided. At z = 50 km the picture is different again. There is a high-
density region located in a lopsided ring around an almost bar-like deformed central lower-density
region. The highest density material is located in a U-shaped region. At z = 100 km the U-shape
has spread to greater ̟ (note the greater x–y extent of the z = 100 km panel and the small range in
density covered by isocontours and color map) and at this z-position marks the high-density region.
The density maximum is located in a single small and elongated region within the U.
For a more quantitative understanding of how the nonaxisymmetric structure varies with distance to
the equatorial plane, I perform a mode analysis of the density distribution on x–y-planes of various
z-coordinates. Figure 6.34 depicts the nonaxisymmetric ∝ exp(imϕ) mode amplitudes computed at
20 km from the rotation axis and at 10, 25, 50, and 100 km from the equatorial plane. In spite of the
decreased spatial resolution at intermediate and large distance from the equatorial plane, the m = 4
mode amplitude does not vary much with the z-coordinate. Possibly, the decreased vorticity/cir-
culation at large z-coordinate lowers the power in nonaxisymmetric modes and thus compensates
for the lower resolution that would lead to larger m = 4 mode amplitudes. This explanation may
be plausible since the m = {1, 2, 3} mode amplitudes exhibit a drift to lower amplitudes with in-
Figure 6.32: x–y-plane slices of the density distribution with overplotted velocity vectors (vector length satu-
rated at 0.04c) in model E20A at the last simulated time and at z-coordinates of 10, 25, 50, and 100 km. Shown
are the inner 300×300 km2. Note that the color map ranges vary from slice to slice. At z-locations of 10 and
25 km the spiral structure observed in the equatorial plane (figure 6.28) is marginally visible. At z = 50 km, the
spirals are heavily distorted and barely discernible from the background flow. At z = 100 km the long-armed
spiral pattern has vanished and m = 4 features dominate the flow.
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Figure 6.33: x–y-slices of the density distribution in model E20A at z-positions of 10, 25, 50, and 100 km. The
snapshots are taken at 71 ms after core bounce and density isocontours are superposed. With increasing |z| the
range in ρ covered by the slices decreases. In contrast to figure 6.32, only the inner 50×50 km2 (in the bottom left
panel, the inner 100×100 km2) are shown. Note that the z = 100 km slices uses a linear scale in the colormap.
Top left: Isocontours at 5×1011, 1×1012, 1×1013, and 2.2×1013 g cm−3. Top right: Isocontours at 4×1011, 5×1011,
6×1011, and 6.85×1011 g cm−3. Bottom left: 1×1011, 1.4×1011, 1.8×1011, and 1.95×1011 g cm−3. Bottom right:
3×1010, 3.3×1010, 3.6×1011, and 3.9×1011 g cm−3.
creasing z-coordinate while maintaining the same overall growth behavior. At z = 10 km, the mode
amplitude evolution is qualitatively similar to the corresponding equatorial plane mode evolution
presented in figure 6.27. However, note that the m = 3 contribution at late times is considerably
stronger than on the equatorial plane. With increasing z-distance from the equatorial plane, the
m = 2 component becomes more relevant and even dominant at various times in E20A’s postbounce
evolution. It is particularly strong on the z = 50 km and z = 100 km planes where m = 2 features
are readily observable in the density distribution (at 71 ms after core bounce in figure 6.33).
All the evidence collected and presented here indicates that there are significant variations in the
nonaxisymmetric structures and dynamics with increasing distance from the equatorial plane. To
my knowledge such variations have so far not been discussed in the literature on rotational non-
axisymmetric instabilities. This is most likely because of the fact that the usual/classical rotational
instabilities of fluid bodies that occur at high-T/|W| and which are well studied in linear theory
lead to globally coherent deformations. A bar mode is a bar mode is a bar mode — independent
of z-coordinate. The instability studied here is of low-T/|W| nature and occurs in and around a
PNS that continously accretes matter and angular momentum. It is natural to expect complicated
spatially and temporally varying nonaxisymmetric structure and dynamics. In particular, the varia-
tions in the z-direction are likely to be related to the change from centrally-condensed structure to a
torus/ring-like density distribution with increasing z-coordinate. In the light of what has been found
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Figure 6.34: Evolution of the normalized mode amplitudes Am (§3.9.3) evaluated on x–y-planes at 20 km dis-
tance from the z-axis and at various z-coordinates in model E20A. The time is given relative to the time of core
bounce. The mode amplitudes at 71 ms are the quantitative counterpart to the qualitative picture obtained from
figure 6.33.
in previouswork on quasi-toroidal compact stars (e.g., [20, 21, 23, 25, 204, 267, 309, 404]) one may sus-
pect that quasi-toroidal objects/regions tend to be more apt to develop large-scale nonaxisymmetric
features than centrally-condensed objects/regions. The mixture of centrally-condensed and quasi-
toroidal structure observed here has not been discussed before, but is likely to appear generically in
rotating PNS. Unfortunately, this limits the predictive power of linear perturbation analyses of the
stability of rotating compact stars that genererally assume constant mode structure in the z-direction
(e.g., [19, 23]).
Nature of the Instability
As pointed out in §6.4, several recent numerical studies [20–25, 308, 309] have found that dynamical
rotational instabilities that excite m = 1 as well as m = 2 azimuthal modes can arise in differentially
rotating self-gravitating structures with β much smaller than the classical threshold βdyn ≃ 27% for
dynamical rotational instability. Watts et al. [19] performed a linear analysis of the models considered
in [308, 309] and were the first to point out a possible relationship of such low-T/|W| instabilities to
corotation resonances in the context of dynamical shear instabilities [591–594] at corotation points at
which the local fluid angular velocity equals the pattern speed σp = σm/m, where m is the azimuthal
mode number and σm is the mode eigenfrequency. The underlying physical idea is that a corotating
nonaxisymmetric wave (ormode; ∝ exp(i(mϕ+σmt))) is driven unstable by resonant energy transfer
from the initially axisymmetric background flow in regions where the mode pattern speed is equal
to the local fluid angular velocity. Corotation points have been identified in the low-T/|W| unstable
models of [22–25, 308, 309].
Corotation instabilities that lead to amplification of waves at corotation points are, for example, a
key ingredient in the density wave models of spiral patterns in galaxies (e.g., [582, 585, 595, 596]).
Dynamical nonaxisymmetric instabilities, associated with the presence of corotation points, are also
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Table 6.7: Measurements of the mode logarithmic growth times d ln Am/dt, mode eigenfrequencies σm and pat-
tern speeds σp. ∆textract gives the interval of postbounce time over which σm is determined from the real/imag-
inary parts of Cm. ̟extract denotes the equatorial radius/radii at which σm is determined. At small equatorial
radii the m = 1 mode amplitudes exhibit a low-frequency modulation at ∼50 Hz / 300 rad s−1 whose nature is
unclear. For σm and σp estimates of the “measurement error” based on variations in the measurements at vari-
ous times / radii are given. The nearly identical σp of the m = {1, 2, 3, 4} modes indicates that these modes are
related / non-linearly coupled at the times when their σm are measured. Note that prior to t− tbounce ∼50 ms,
the m = 4 mode shows no clear temporal structure despite its large amplitude.
Mode d ln Am/dt σm σp ∆textract ̟extract
(ms−1) (rad s−1) (rad s−1) (ms) (km)
m = 1 0.23 3100±∼500 3100±∼500 40–70 20,30,40
m = 2 0.21 5750±∼300 2875±∼150 62–70 20,30,40
m = 3 0.20 8550±∼300 2850±∼100 65–70 20,30,40
m = 4 — 11400±∼300 2850± ∼80 60–66 20,30,40
(m = 1 0.23 300±∼100 300±∼100 40–70 15)a
a Low-frequency “precession” of the PNS-local “center of mass”. Nature unclear.
known in various incarnations in accretion disk theory, including the Papaloizou-Pringle instabil-
ity [597–600] and the Rossby-wave instability [601–603] in both of which the presence of a corotation
point is a necessary, though not sufficient criterion for non-linear nonaxisymmetric mode growth.
In addition, it appears [597, 601] that some sort of resonant cavity is also required to drive unstable
modes to large amplitudes. In the case of the Papaloizou-Pringle instability, the inner and outer edges
of the accretion disk (or torus) form a resonant cavity in which waves are reflected back and forth
and can be greatly amplified by multiple passages through the corotation radius [24]. As pointed out
by [601, 602], local minima in the radial vortensity (potential vorticity;~z/|z|(∇×~v)/Σ; were Σ is the
surface density Σ =
∫ ∞
−∞ ρdz of the disk/torus) and local maxima in the radial entropy distribution
can also trap radially propagating waves in the vicinity of corotation points and, hence, can serve
as resonant cavities. It is conceivable that such a resonant-cavity mechanism may work to amplify
corotation resonances in stellar models. Recently, Ou & Tohline [24] found supporting evidence by
identifying local vortensity minima near corotation points in their low-T/|W| unstable models.
Since corotation points have been identified in previous studies of low-T/|W| instabilities in com-
pact stars and even in simplified PNS models [22], it may be reasonable to suppose that a similar
corotation mechanism is at work in the model studied here. In the following, I will present circum-
stantial evidence for a corotation instability in model E20A. A detailed explanation of the mechanism
behind the instability would require a much more complete understanding of corotation instabilities
in the context of compact stars by means of linear theory and detailed, high-precision modelling of
idealized systems. This would be beyond the scope of this work and must be left to future research.
Since I do not perform48 a linear analysis of the pulsational eigenspectrum of model E20A’s PNS, I am
forced to measure the pattern speed σp of each mode based on the output data of my non-linear GR
hydrodynamic calculations. With this approach it is, in general, possible to find σm only when/where
the corresponding mode dominates the nonaxisymmetric evolution [24]. This is complicated by the
spatial and temporal variations in mode dominance shown by model E20A (e.g., figure 6.27). One
has σp = σm/m = 1/m dΦ/dt, where Φ is the mode phase angle defined in §3.9.3 as
Φm(̟, z) = tan
−1(Im{Cm}/Re{Cm}) , (6.18)
where Cm is the complex non-normalized amplitude of mode m. Unfortunately, the direct determi-
nation of Φm via equation (6.18) and, in particular, of its time derivative proves to be rather difficult
numerically – not the least because of the coarse temporal resolution of the post-processing based
analysis. An alternative way of obtaining σm suggests itself from the physical interpretation that
the oscillation period of mode m, Pm = 2π/σm, is equivalent to the time it takes the real or imagi-
nary parts of Cm to complete a full cycle from a positive to a negative value, then back to a positive
value [24]. In this way, σm can be read-off directly from the mode amplitudes in time intervals during
which they show clear temporal behavior.
48Such an analysis would – in principle – be possible, but would require the development of additional technology beyond
the scope of this work.
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In table 6.7, I present results for the logarithmic mode growth times, eigenfrequencies and pattern
speeds. While them = 1 mode clearly reaches the highest amplitudes in the PNS and out to interme-
diate ̟ in the postshock region (see, e.g., figure 6.27), its eigenfrequency is the hardest to determine
since the m = 1 mode is strongly amplitude-modulated by a low-frequency (∼50 Hz /∼300 rad s−1,
∼20 ms period) component at small ̟. The nature of this low-frequency component is unclear. It
may be related to a long-wavelength density/sound wave resonating in the postshock cavity49. It
may also be an artificial low-frequency component in the PNS-local center-of-mass motion. How-
ever, note that the approximate global center of mass stays within one grid zone throughout the
numerical evolution of model E20A. Such a low-frequency modulation of the m = 1 mode is also
present in some of the models considered by [24]. I determine an eigenfrequency/pattern speed for
the high-frequency component of the m = 1 mode of ∼3100 rad s−1 with a rather large uncertainty
of ±500 rad s−1. The pattern speeds of all modes, even that of the “background” m = 4 mode, fall
into a narrow range of angular frequencies. This suggests that the instability in its non-linear phase
is dominated by a single mode with pattern speed ∼2800–3000 rad s−1 and that the other modes are
non-linear harmonics of that mode. In the light of previous results [20–22] and because of its promi-
nence in the PNS core it is conceivable that the m = 1 mode may be the unstable mode that drives
the growth of the potential daughter modes m = {2, 3}. In this case, one would expect a growth rate
of the m = 1 amplitude significantly faster than that of the m = {2, 3} amplitudes [21]. However, the
growth rates collected in table 6.7 and the panels of figure 6.27 indicate very similar growth rates of
m = 1 and m = {2, 3}. The non-linear relationship of m = 1 and m = {2, 3} and the details of the
non-linear mode couplings in model E20A remain unclear.
Figure 6.35 depicts equatorial angular velocity profiles of model E20A at various postbounce times.
In addition, σp is marked and exhibits corotation at an equatorial radius ̟ around 10–15 km. This
is still within the PNS core but close to its edge where the radial density gradient is steep (ρ drops
from ∼9×1013 to ∼6×1012 g cm−3 from 10 to 20 km radius on the equator; see figures 6.25 and
6.26). Along with the drop in density goes a strong increase in the specific entropy as apparent
from figure 6.36 that separates the low-entropy PNS core from the high-entropy postshock region. I
point out that this entropy gradient is physical and to be expected in any PNS (see, e.g., [3, 72, 73,
77, 86]). In the context of resonant wave amplification at corotation points, local vortensity minima
and/or local specific entropy maxima have been deemed necessary to provide a cavity with “wave-
reflecting” walls (e.g., [24, 601, 602]). The vortensity profiles of model E20A exhibit no significant
local maxima/minima and the entropy profiles shown in figure 6.36 exhibit a small local specific
entropy maximum near the corotation radius only at postbounce times greater than ≃40 ms. On
49For a shock radius of ∼200 km and speed of sound of 0.1c, the sound crossing time from the PNS to the shock would be
∼15 ms.
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the other hand, it is not inconceivable that the entire PNS core, bounded by the large density and
entropy gradients between 15–30 km, acts as a resonant cavity for density/pressure waves that are
reflected at the PNS core–postshock region boundary. A detailed investigation of this supposition
with high-resolution equilibrium models mimicking various postbounce PNS configurations would
be required to make better statements about corotation and resonant wave amplifications.
To conclude, I point out that the common pattern speed (evaluated at multiple radii) of all nonax-
isymmetric modes considered here indicates that the rotational instability in model E20A is indeed
of global nature (though with radially varying structure) and that the modes are non-linearly cou-
pled. Owing to the complicated spatial and temporal mode structure of model E20A, I have been
unable to unambiguously determine the driving unstable mode and the fundamental nature of the
instability. Based on the mode pattern speeds (see table 6.7) and the mode amplitude plots presented
in figure 6.27, one might surmise that m = 1 is the mode that is driven unstable by a corotation
resonance early on in model E20A’s postbounce evolution and non-linearly couples with m = {2, 3}.
However, questions and significant doubts remain that cannot be answered here and require more
detailed and higher-resolution longer-term postbounce investigations in the future.
Gravitational Wave Emission
Of key interest in the context of nonaxisymmetric rotational instabilities is their gravitational wave
emission. Nonaxisymmetric PNS are expected to be strong emitters of gravitational waves (e.g., [169])
and could possibly enhance the gravitational wave emission of core-collapse supernovae to allow
detection by Earth-based gravitational wave observatories out to megaparsec (Mpc) distances [240].
Figure 6.37 depicts the h+ and h× mass-quadrupole gravitational wave amplitudes in model E20A
that are computed according to what is stated in §3.8. Higher ordermass-multipole andmass-current
emission is not computed, but may be relevant in the late postbounce emission. In axisymmetry, h×
is zero everywhere and h+ vanishes on the polar axis. Hence – as confirmed by figure 6.37 – h
p
+, h
e×,
and h
p
× are zero at core bounce and early postbounce times and the axisymmetric core-bounce and
PNS ring-down wave signature is captured by he+.
At ∼20 ms core bounce, nonaxisymmetric mass-quadrupole emission sets in and grows to ampli-
tudes of up to 1/5 of the bounce spike. It is characterized by coherent high-frequency oscillations
that appear strongest in h+ and h× for an observer along the polar axis, but are also visible in h+ on
the equator. he× exhibits only small amplitudes with no coherent temporal structure.50
The gravitational waves are emitted by time-changing nonaxisymmetric quadrupole structures and
are closely related to ℓ = 2,m = 2 flow components and, hence, to the m = 2 azimuthal mode
amplitude in the mode analysis presented earlier in this section. A pure m = 2 bar mode emits grav-
itational waves in the polar direction in the same fashion as a top over spinning rod [115, 116]. For
such a system one expects a quarter-cycle phase shift between h
p
+ and h
p
×. Figure 6.38 demonstrates
that the quadrupole nonaxisymmetric structures in model E20A emit gravitational waves much like
a spinning massive rod and at a single temporally constant frequency. This is also apparent from
figure 6.39 which compares the spectral gravitational wave energy densities of the total gravitational
wave emission and of the emission up to 20 ms after core bounce. The quadrupole components
of the nonaxisymmetric dynamics in model E20A lead to narrow-band gravitational wave emission
around ∼925 Hz over multiple tens of milliseconds. This long-term emission readily makes up for
the relatively low gravitational wave amplitudes and leads to a ∼2 times larger total energy emitted
in gravitational waves than from core bounce and PNS ring-down (see table 6.3).
The pattern speed of the unstable azimuthalmode(s) inmodel E20A is σp ∼2700–3200 rad s−1 and the
pattern frequency, fp = σp/(2π), is ∼430–500 Hz. A top-over spinning bar emits at twice its pattern
frequency, thus one would expect a quadrupole gravitational wave emitting from the m = 2 mode at
f ∼860–1000 Hz which agrees well with the observed gravitational wave emission at f ∼925 Hz.
I point out that at the end of model E20A’s numerical evolution the nonaxisymmetric mode ampli-
tudes and the gravitational wave emission show no sign of decay.
50he× ∝ I¨−yz, hence it is small for little temporal variation in the z-direction.
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Figure 6.39: Energy spectra computed based on the
gravitational wave emission in model E20A up to
20 ms after core bounce (red graph) and up to the
last simulated time (blue graph). The broad local
peak around 720 Hz is associated with core bounce.
The narrow global maximum at ∼925 Hz and the
two smaller peaks at ∼880 Hz and 1200 Hz are due
to the nonaxisymmetric gravitational wave emis-
sion at postbounce times ≥20 ms.
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Figure 6.40: Comparison of models E20A and E20AHR by means of key quantities. Panel (a): L2-norms of the
Hamiltonian and x-momentum constraint violations. Panel (b): Relative errors in the conservation of gravita-
tional mass Mgrav and angular momentum J. Mgrav and J are computed according to the expressions in §3.9.2.
Panel (c): Rest-mass density ρ and rotation parameter β = T/|W|. Panel (d): h× gravitational wave strain as
seen by an observer situated on the polar axis at 10 kpc distance.
Much longer calculations will be necessary to study the late postbounce behavior of the nonaxisym-
metric instability. In principle, the nonaxisymmetric structures may persist as long as the driving
phenomenon – the proposed corotation instability – persists, which in turn is likely to depend on
differential rotation and angular momentum inflow. Black hole formation and/or the shock revival,
turning accretion into explosion, may put an end to the nonaxisymmetric deformation of the PNS.
Comparison with a Higher-Resolution Calculation
I perform a second calculation with the E20A progenitor model in which I increase the resolution by
∼20% for verification purposes and in order to investigate the resolution dependence of the nonaxi-
symmetric dynamics. I point out that the small-scale turbulent postshock flow in the core-collapse
models considered here does not permit a convergence test in the classical sense. However, while
small spatial and temporal variations are to be expected, the overall qualitative and quantitative
results should be unaffected by a 20% increase in resolution.
Model E20A uses refinement hierarchy RHIIe (2614821 grid points + ghost zones) and the high-
resolution variant E20AHR is set up with RHIIeHR (4290744 grid points + ghost zones; see Ap-
pendix E). The smallest linear zone size decreases from 354.43 m in E20A to 295.36 m in E20AHR. I
evolve E20AHR only as far as ∼50 ms after core bounce due to its extreme computational demands.
The total computational cost of the higher-resolution E20A calculation amounts to ∼100000 Intel
Xeon 3.4 GHz CPU hours which correspond to a computation time of ∼90 days on 48 CPUS.
In panels (a) and (b) of figure 6.40 I summarize the time evolution of key diagnostics. As is apparent,
the Hamiltonian and momentum constraint violations decrease with increasing resolution and grow
in a numerically stable fashion throughout the postbounce evolution. Hence, the calculations can be
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considered stable and consistent. The errors in conservation of gravitational mass and angular mo-
mentum51 in model E20A amount to∼0.7% and ∼4%, respectively. They are considerably smaller in
E20AHRwhich indicates that the late-time dynamics in model E20Amay be slightly underresolved.
Panel (c) of figure 6.40 depicts the evolutions of maximum rest-mass density ρmax and rotation pa-
rameter β in E20A and E20AHR. The qualitative and quantitative agreement of the two calculations
is excellent and only at postbounce times >∼20 ms do small differences in ρmax and β become visible.
Panel (d) of the same figure compares the h× gravitational wave amplitudes in E20AHR and E20A
as seen by a polar observer at 10 kpc distance. As in E20A, time-changing nonaxisymmetric struc-
tures lead to growing gravitational wave amplitude beginning around ∼20 ms after core bounce in
model E20AHR. Despite variations in signal modulations and the initially less coherent and smaller-
amplitude emission in E20AHR, the overall qualitative shape of model E20A’s waveform is con-
firmed by the higher-resolution calculation. A spectral analysis of the wave signal yields an emission
frequency f ≃930 Hz in E20AHR which is in very good agreement with model E20A. The qualita-
tive and small quantitative differences in the early phase of the gravitational wave emission are most
likely due to variations in the non-linear mode couplings, possibly owing to resolution-caused differ-
ences in the initial (essentially random-noise) perturbations and/or to different postshock turbulent
flow in E20AHR.
In addition to numerical instabilities and inaccuracies arising from insufficient numerical resolution
and/or systematic errors, the quality and reliability of long-term evolutions in numerical relativ-
ity may depend on the extent of the computational grid, that is, on the distance of the strong-field
region from the generally constraint-violating (see §3.3.3) outer grid boundaries. However, for the
matter-dominated spacetimes studied here, a multi light-crossing-times test calculation that I per-
formed with twice the computational domain size than regularly used does not show any significant
variations in the constraint violation growth.
51Note that in a GR calculation, gravitational mass and angular momentum should only be conserved up to gravitational
wave losses/gains. Moreover, the expressions used to compute Mgrav and J are approximate. See §3.9.2.
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6.4.3 Rotational Instability at Low-T /|W |: Model s20A1000β1.80
Owing to limited time and computational resources, model s20A1000β1.80 is the only other model
besides E20A that I could evolve to later times than ∼40 ms. The total computational costs for its
numerical evolution to 90.4 ms after core bounce amounts to ∼46000 Intel Xeon 3.4 GHz CPU hours
which corresponds to a computation wall clock time of∼120 days on 16 CPUs. The calculation could
not be carried on to later postbounce times because of the accidental deletion of restart files.
Model s20A1000β1.80 is among the models deemed to be candidates that might develop nonaxisym-
metric structure and dynamics at low-T/|W| (§6.4.1). In contrast to model E20A discussed in the
previous section, model s20A1000β1.80 experiences relatively strong centrifugal support during the
plunge phase of collapse. This results in a slower bounce and lower-frequency gravitational wave
Figure 6.41: Polar x–z-plane snapshot slices of the specific entropy per baryon in model s20A1000β1.80 at post-
bounce times of 20, 40, 60, and 90 ms after core bounce. Shown are the inner 100×100 km2 and density iso-
contours are superposed at 5× 1010 g cm3, {1, 2, 3, 4, 5}×1011 g cm3, {1, 5}×1012 g cm3, {1, 2.5, 5}×1013 g cm3,
and 1 ×1014 g cm3. Reflection symmetry with respect to the x–y-plane is assumed. At 20 ms after core bounce,
strong jet-like features, remnants of shock formation and fast propagation, are clearly visible along the polar
axis. The strongly rotationally-flattened PNS core exhibits high-ℓ axisymmetric substructure on its surface near
the outermost isocontours drawn in black color. These density “ripples” are related to the vigorous early post-
bounce radial/non-radial ring-down pulsations discussed in §6.3.1. At 40 ms after bounce these small features
have disappeared. Until the end of model s20A1000β1.80’s calculation, the entropy and density distributions in
x–z-plane vary only slightly and only small deviations from axisymmetry are apparent in the snapshots from 60
and 90 ms after core bounce.
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emission from core bounce than in model E20A (see table 6.3). I follow model s20A1000β1.80 from
the onset of collapse to∼90ms after core bounce in CACTUS/CARPET/WHISKY with the same refine-
ment hierarchy used for model E20A. I do not add any kind of nonaxisymmetric seed perturbations
duringmodel s20A1000β1.80’s axisymmetric collapse. Nevertheless, nonaxisymmetric perturbations
build up during collapse for the reasons discussed in the context of model E20A. A slightly improved
atmosphere treatment suppresses the artificial growth of the prebounce m = 1 mode amplitude by
1–2 orders of magnitude. However, owing to the non-linear mode amplification at core bounce and
shock formation that affects the entire spatial mode spectrum, the immediate postbounce m = 1
amplitude is comparable to that in model E20A.
Nonaxisymmetric Dynamics
At core bounce, model s20A1000β1.80 reaches a maximum β of 16.3% (E20A: 11.3%) and settles at
an early postbounce β of ∼13% (E20A: ∼9%). The fast rotation and the correspondingly strong
rotational flattening of model s20A1000β1.80’s PNS is also apparent from the postbounce snapshots
of its specific entropy and density distribution on the polar x–z-plane that I show in figure 6.41
(comparewith figure 6.26 that shows similar x–z-slices for model E20A). The snapshot taken at 20 ms
after core bounce shows high-ℓ axisymmetric substructure on the PNS core surface near the 1 ×
1012 g cm−3 density isocontour. These density “ripples” are related to the postbounce non-radial
ring-down pulsations that are particularly strong in model s20A1000β1.80 and are discussed §6.3.1.
By 40 ms after core bounce, the ripples on the PNS surface have disappeared and the high-entropy
regions near the polar axis that bear jet-like features in the 20 ms slice have decreased in angular
extent. Except for small nonaxisymmetric features visible in the isocontours, the PNS specific entropy
and density distributions on the x–z-slice are essentially axisymmetric at 40 ms after core bounce. In
the slice snapshot taken at 60 ms postbounce, a slight lopsidedness in the PNS core and postshock
flow is visible and becomesmore manifest in the x–z-slice from the last simulated timestep at∼90 ms
after core bounce.
Figure 6.42 depicts snapshots of the equatorial specific entropy distribution of model s20A1000β1.80
at postbounce times of 20, 40, 60, and 90ms. The snapshot taken at 20 ms after bounce exhibits strong
m = 4 features at equatorial radii ̟ >∼ 50 km. The PNS core is separated from the intermediate-
entropy postshock flow by a region of high specific entropy (5–6 kB/baryon) between 35–45 km (dark
blue colors in figure 6.42). The low-specific-entropy PNS core exhibits entropy bumps close to its sur-
face with m = 16 spatial frequency, but is practically axisymmetric in its central region. The localized
m = 16 features are spatial-frequency harmonics of them = 4 Cartesian grid mode and are artificially
excited by the strong postbounce non-radial ring-down oscillations in model s20A1000β1.80. They
are likely to be related to the high-ℓ features visible in the 20 ms polar x–z-slice snapshot shown in
figure 6.41. I point out that while such high-m/ℓ features are clearly artefacts of the Cartesianmeshes
used in the simulations presented here and would converge away with increasing resolution, high
spatial-frequency modes may be present in precollapse stellar cores [568] and could lead to similar
features in nature.
The equatorial entropy snapshot, taken at 40 ms after bounce and shown in the top-right panel of
figure 6.42, shows gradually washed out m = {4, 16} features on an otherwise visually axisymmetric
postbounce flow. At 60 ms after bounce, the m = {4, 16} nonaxisymmetric features have almost dis-
appeared and low-m structures deform the PNS core regions. The PNS central parts out to ∼10 km
show significant lopsidedness which migrates in ̟ to an elongated structure that in turn changes
to pear-like shape with increasing ̟. At the location of the PNS core – postshock region bound-
ary around a density of ∼ 1× 1012 g cm−3 and ̟ ∼35 km the flow is nearly axisymmetric with a
barely noticeable m = {1, 3} deformation. At 90 ms after core bounce the high-specific entropy re-
gion around the PNS core is strongly deformed and appears akin to a tightly wound trailing spiral
dominated by one arm. The high-entropy spiral is separated from the PNS core by a region of in-
termediate specific entropy (2–3kB/baryon) that is only marginally nonaxisymmetrically deformed.
Inside that region appear strong central bar-like and pear-like features, corresponding to m = 2 and
m = 3, respectively. The entire PNS core is lopsided and its local center of mass is located slightly off
the grid origin.52
52Note that I monitor the approximate global center of mass position of model s20A1000β1.80 in the same fashion as dis-
cussed in context with model E20A in §6.4.2. Model s20A1000β1.80’s approximate global center of mass shows a slight drift
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Figure 6.42: Equatorial plane snapshot slices of the specific entropy per baryon in model s20A1000β1.80 at post-
bounce times of 20, 40, 60, and 90 ms after core bounce. Shown are the inner 100×100 km2. At 20 ms after
bounce, strongm = 4 features are apparent and strong regular 4-armed spiral structures are the most prominent
features in the region between∼40 and 100 km equatorial radius. The PNS core is separated from the postshock
flow by a high-entropy region at 35–45 km and inside ∼30 km exhibits remarkable entropy bumps close to its
surface with m = 16 spatial frequency, but is nearly axisymmetric in its central regions. At 40 ms after bounce,
the m = 4 and m = 16 structures appear washed out and the innermost PNS region exhibits slight nonaxisym-
metric deformation. By 60 ms after bounce, the PNS core regions exhibit a mixture of m = {1, 2, 3} features
while m = {4, 16} features have practically vanished and the postshock region appears relatively smooth and
almost axisymmetric. In the snapshot taken at the last simulated time (90 ms after core bounce) the entire PNS
is rotationally deformed with a strong m = 2-like elongation of the inner PNS core and m = 3 deformation at
intermediate PNS radii. The PNS is slightly offset from the origin and has one dominant high-entropy spiral
arm extending through the postshock region.
A comparison of figures 6.41 and 6.42 with figures 6.26 and 6.25 indicates qualitative similarities in
the development of the nonaxisymmetric structures in models s20A1000β1.80 and E20A. Both model
calculations exhibit only marginally nonaxisymmetric structures and flow features in the polar x–
z-plane while developing m = {1, 2, 3} structures on equatorial and x–y-slices with spatially and
temporally varying characteristics. The two models are set apart most prominently by the fact that,
owing to strong centrifugal support during the plunge phase, model s20A1000β1.80 has a slightly
that sets in at core bounce and levels off at ∼1 km distance from the coordinate origin, hence at a ∼1–2 zone distance on the
finest refinement level. This is slightly larger than what I observe in model E20A. The mode analysis presented in figure 6.43
is carried out with respect to the approximate global center of mass.
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Figure 6.43: The growth of the normalized mode amplitudes Am (see §3.9.3) evaluated at various coordinate
radii in the equatorial plane of model s20A1000β1.80. The time is given relative to the time of core bounce. Note
that the m = 1 mode exhibits the shortest growth times and dominates the postbounce nonaxisymmetric mode
evolution for equatorial radii <∼ 50 km and blends in with the growth of m = {2, 3} at larger radii. The PNS
appears to be dynamically stable to the m = 4 grid mode. Note the similarity of the mode amplitude evolution
to that observed in model E20A (figure 6.27), but also note that the m = 2 bar-mode is considerably stronger
in s20A1000β1.80 and particularly prominent at small equatorial radii inside the PNS core. In the center-right
panel, showing the mode amplitude evolution at ̟ = 30 km, I have included the m = 16 mode amplitude that
is related to the entropy ripples with m = 16 spatial frequency observed in the top panels of figure 6.42. One
clearly notes the fast growth of the m = 16 contribution and its dominance over m = {4, 1, 2, 3} at ̟ = 30 km
from ∼15–35 ms postbounce.
larger inner core mass at core bounce (see table 6.3) and, consequently, a slightly more massive, but
significantly more extended unshocked low-entropy PNS core that is more rotationally flattened than
in model E20A. In addition, s20A1000β1.80’s PNS core exhibits significantly more entropy substruc-
ture than that of model E20A.
In figure 6.43 I present the results of a quantitative Fourier mode analysis of the rest-mass density ρ in
rings of constant equatorial radius̟ in the equatorial plane of model s20A1000β1.80 (see §3.9.3). Like
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for the mode evolution in model E20A, the nonaxisymmetric mode amplitude evolutions in model
s20A1000β1.80 vary with ̟. Core bounce and shock formation with their non-linear dynamics lead
to mode amplification across the entire mode spectrum. Inside the PNS core at ̟ <∼ 50 km, the
m = 1 mode amplitude begins to grow exponentially at the moment of maximum compression and
crosses the ambient m = 4 grid mode amplitude at ∼30 ms after core bounce. The m = {2, 3}modes
grow as well, though at a slower pace, and reach non-linear amplitudes (>∼0.1%) around 40–50 ms
after bounce which is about 5–10 ms later than in model E20A. Also, in comparison with model
E20A, model s20A1000β1.80 shows a significantly stronger m = 2 contribution in the PNS core (top
panels of figure 6.43 and bottom panels of figure 6.42). Outside the PNS core, both m = 1 and
m = 2 amplitude evolutions blend in with the m = 3 mode and evolve almost concurrently to nearly
identical amplitude levels at ̟ >∼50 km in the postshock region.
In the center-right panel of figure 6.43, which shows the mode evolution at ̟ = 30 km, I include
the m = 16 mode amplitude which dominates the mode spectrum at this ̟ from ∼15–35 ms after
bounce. The m = 16 mode amplitude is related to the precisely 16 ripples visible on the PNS core
surface at postbounce times <∼40 ms (see figure 6.42). As pointed out earlier, the m = 16 feature is
very likely an artefact owing to non-linear mode coupling of the m = 4 Cartesian grid mode at core
bounce and in the radial/non-radial ring-down phase of the PNS core.
Figure 6.44 shows an equatorial snapshot of the rest-mass density distribution at 70 ms after core
bounce on which flow velocity vectors are superposed. Tightly wound long-armed spiral struc-
tures are apparent in the postshock flow outside the PNS core. These spiral features in the flow
have (harder to observe) counterparts in the density distribution and are similar to what I observe
in model E20A close to the end of that model’s numerical evolution. In model s20A1000β1.80 they
appear in the postshock flow around 50–60 ms when the m = {1, 2, 3} amplitudes begin to domi-
nate the m = 4 grid mode in the entire postshock region. The spiral features persist until the end
of the s20A1000β1.80 model calculation and show temporal and spatial variations in strength and
Figure 6.44: Equatorial rest-mass density distri-
bution with overplotted velocity vectors (vector
length saturated at 0.05c) in model s20A1000β1.80
at 70 ms after core bounce. Shown are the in-
ner 130×130 km2. A low-m spiral pattern with
one strong arm, and 1–2 weaker arms extends out
from the PNS core through the postshock region.
The shock is not shown. Note that the emergence
of spiral-like patterns in the flow corresponds
temporally with the moment the m = {1, 2, 3}
mode amplitudes surpass the ambient m = 4
distortion globally. The postshock flow is sub-
Keplerian throughout the simulated postbounce
times.
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Figure 6.45: Postbounce evolution of the maximum
rest-mass density (ρmax) and of the rotation parame-
ter β in model s20A1000β1.80. After the initial post-
bounce phase dominated by radial and non-radial
ring-down oscillations, ρmax steadily but slowly in-
creases as the PNS slowly gains mass through ac-
cretion and slowly contracts. β starts decreasing at
∼10 ms after core bounce by ∼0.4% until the end of
the calculation. This decrease is similar to what I ob-
serve in model E20A and is most likely related to the
sub-Keplerian accretion of low angular-momentum
material from regions close to the polar axis. Nei-
ther ρmax nor β show any indication for rapid an-
gular momentum redistribution. Note that the cal-
culation globally conserves z-axis angular momen-
tum to 3.2% from the prebounce value to 90 ms after
bounce.
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Table 6.8: Measurements of the mode logarithmic growth times d ln Am/dt, mode eigenfrequencies σm, and
pattern speeds σp in model s20A1000β1.80. ∆textract gives the interval of postbounce time over which σm is
determined from the real/imaginary parts of Cm. ̟extract denotes the equatorial radius/radii at which σm is
determined. At small equatorial radii, the m = 1 mode amplitudes exhibit a low-frequency modulation at
∼60 Hz / 400 rad s−1 whose nature is unclear and which is also observed in model E20A. For σm and σp
estimates of the “measurement error” based on variations in the measurements at various times / radii are
given. The nearly identical σp of the m = {1, 2, 4} modes indicates that these modes are related / non-linearly
coupled at the times when their σm are measured. The m = 3 mode has a significantly different σp and appears
unrelated to the other modes. Note that prior to t− tbounce ∼50 ms, the m = 4 mode shows no clear temporal
structure despite its large amplitude.
Mode d ln Am/dt σm σp ∆textract ̟extract
(ms−1) (rad s−1) (rad s−1) (ms) (km)
m = 1 ∼0.19 2980±∼400 2970±∼400 40–90 20,40,50
m = 2 ∼0.12 5970±∼200 2985±∼100 60–90 20,40,50
m = 3 ∼0.11 6905±∼300 2300±∼150 50–90 20,50,100
m = 4 — 11500±∼500 2880±∼250 50–90 20,40,50
(m = 1 370±∼10 370±∼100 40–90 10)a
a Low-frequency “precession” of the PNS-local “center of mass”. Nature unclear.
shape. In the context of central-object–Keplerian-disk systems, spiral density waves are theoretically
known to transport angular momentum and lead to rigid rotation on a timescale larger than the
dynamical timescale of the system under consideration (e. g., [586]). Like in model E20A, model
s20A1000β1.80’s postshock region and PNS core can in rough approximation be considered to be a
central-object–disk system (see figure 6.41). However, note that despite the higher postshock angular
velocities in model s20A1000β1.80 (figure 6.23), the accretion onto its PNS is still sub-Keplerian at all
times. The evolution of the maximum rest-mass density and of the rotation parameter β = T/|W|
of model s20A1000β1.80 shown in figure 6.45 bear no sign of rapid (i.e. on a dynamical timescale)
angular momentum redistribution by the nonaxisymmetric dynamics. This confirms my findings for
model E20A in §6.4.2 and is in contrast to what was found in the idealized 3D postbounce study [22]
that investigated the growth of nonaxisymmetric structure in a PNS largely isolated from accretion.
One may surmise that the embeddedness of the PNS in the postshock region and the continuous
accretion of matter and angular momentum is a key ingredient in the nonaxisymmetric instability
observed in the models presented here.
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Figure 6.46: Angular velocity in model
s20A1000β1.80 at 20, 40, 60, and 80 ms after
core bounce. Shown are profiles along the positive
x-direction out to 500 km. The pattern speeds σp of
the unstable modes are marked by horizontal bars.
The corotation points are situated at coordinate radii
between ∼8 and ∼15 km. Note the increase of the
angular velocity in the central PNS core regions with
postbounce time.
x coordinate (km)
ρρ
(g
cm
−
3
)
Corotation Region
1 10 100
10
8
10
9
10
10
10
11
10
12
10
13
10
14
t-tb = 20 ms
t-tb = 40 ms
t-tb = 60 ms
t-tb = 80 ms
Figure 6.47: Rest-mass density profiles along the
positive x-axis in model s20A1000β1.80 at 20, 40, 60,
and 80 ms after core bounce. The region in which
the unstable nonaxisymmetric modes have corota-
tion points with model s20A1000β1.80’s angular ve-
locity profile is marked in orange color. Note the al-
most constant-ρ inner PNS core and the steep ρ gra-
dient in the corotation region in the outer PNS core.
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Table 6.8 summarizes the logarithmic amplitude growth times, mode eigenfrequencies, and pattern
speeds, obtained in the same fashion as described for model E20A in §6.4.2. I point out that the
determination of the eigenfrequency of a given mode from non-linear hydrodynamics data is in
general only reliable when the mode is dominating the mode spectrum (e.g., [24, 25]). Since the
m = 1 is globally dominant at small radii, the eigenfrequencies of the higher-m modes may not be
very reliable. The eigenfrequency of the m = 1 mode proves to be difficult to extract at radii inside
the PNS core since its mode amplitude is modulated by a low-frequency (∼60 Hz / ∼400 rad s−1)
m = 1 contribution at small ̟ (see figure 6.43 and table 6.8). Since it appears in qualitatively and
quantitatively similar fashion in model E20A, it cannot be excluded that it is an artefact related to a
systematic error in the model calculations presented here.
I determine an eigenfrequency/pattern speed for the high-frequency component of the m = 1 mode
of∼3000 rad s−1 with a rather large uncertainty of ± ∼400 rad s−1. Them = 2 mode has roughly the
same pattern speed and thus is likely to be a non-linear harmonic of the dominant m = 1 mode. The
initially lower amplitude and smaller growth rate of them = 2 mode in the PNS core (see figure 6.43)
is supportive of this view. Model s20A1000β1.80’s PNS and postshock region are dynamically stable
to the m = 4 grid mode. Nevertheless, the m = 4 mode adopts the temporal characteristics of the
m = {1, 2} modes. Interestingly, the m = 3 mode has a pattern speed of ∼2300 rad s−1 which
differs significantly from the σp evaluated for m = {1, 2, 4}, thus does not suggest a direct non-linear
coupling with the m = 1 mode. This is surprising, given the m = 3 mode amplitude’s very similar
growth time and qualitative behavior to that of the m = 2 mode (figure 6.43).
Figure 6.46 depicts equatorial angular velocity profiles of model s20A1000β1.80 at various post-
bounce times. In addition, the pattern speed of the m = {1, 2, 4}modes and that of the m = 3 mode
are marked and exhibit corotation at equatorial radii between ∼8 and ∼12 km. The rest-mass den-
sity profiles presented in figure 6.47 demonstrate that the corotation region coincides radially with
the transition region from the inner, almost constant-density PNS core and the outer PNS marked
by a large radial density gradient. Note that model s20A1000β1.80 is centrally condensed on the
equatorial plane at all times. This changes for density distributions on slices at z 6= 0.
Model s20A1000β1.80becomes dynamically rotationally unstable to nonaxisymmetric modes at post-
bounce values of β∼13%. This value of β is too low for a classical dynamical instability. Considering
the presence of corotation regions in model s20A1000β1.80, the overall qualitative agreement with
model E20A suggests that model s20A1000β1.80may be experiencing the same general type of coro-
tation instability that operates via resonant amplification of nonaxisymmetric modes in regions of
corotation with the background flow.
Gravitational Wave Emission
In figure 6.48 I plot the h+ and h× mass-quadrupole gravitational wave strain amplitudes in model
s20A1000β1.80 as seen by observers at 10 kpc distance. Note that the ordinate ranges in the panels
showing the nonaxisymmetric gravitational wave strains are larger by a factor of two than those in
figure 6.37 for model E20A.
At ∼25–30 ms after core bounce, nonaxisymmetric gravitational wave emission picks up with ini-
tially slowly growing amplitudes. Between 40 and 60 ms after core bounce, the nonaxisymmetric
wave amplitudes h
p
+ and h
p
× grow quickly in bar-like53 correlated fashion as seen in model E20A and
level off at amplitudes around 3–5×10−21 — less than a factor of two smaller in amplitude than the
axisymmetric bounce signal in model s20A1000β1.80. he+ shows similar late-time growth, though
levels off at lower maximum amplitudes. As observed in model E20A, he× shows little growth and
only marginal temporal coherence.
The quasi-periodic gravitational wave emission from the quadrupole components of the nonaxisym-
metric dynamics is tracked for almost 40 ms in model s20A1000β1.80 and shows no sign of decay in
amplitude at the end of this model’s numerical evolution. The total energy radiated in gravitational
waves between 20 ms after bounce and the end of the calculation amounts to ∼1.6×10−7M⊙c2. This
is about 20 times the energy emitted in gravitational waves during the axisymmetric core bounce and
ring-down (see table 6.3). It is also a lower limit on the total energy emitted in gravitational waves
53See the discussion for model E20A in §6.4.2.
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Figure 6.48: Mass-quadrupole gravitational waveforms of model s20A1000β1.80. Top row: + polarization as
seen by an observer situated on the positive x-axis in the equatorial plane (left panel, superscript e) and along
the polar axis (positive z; right panel, superscript p). Bottom row: × polarization on the equator (left panel) and
along the polar axis (right panel). The waveforms are scaled to an observer distance of 10 kpc. Note that the top-
left panel has a different ordinate range to accomodate the high-amplitude bounce spike in he+. In axisymmetry,
h
p
+, h
p
×, and he× vanish.
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Figure 6.49: Gravitational wave energy spectra of model s20A1000β1.80 based on the emission up to 20 ms
after core bounce (red graph; scaled by a factor 100) and up to the last simulated time (blue graph). The broad
local maximum of the red graph at ∼300 Hz is related to the rotationally-slowed core bounce and the peaks
at higher-frequency are related to various quadrupole pulsational modes in the PNS ring-down oscillations.
The prominent maximum of the full spectrum (blue graph) at ∼915 Hz is directly related to the quadrupole
components of the nonaxisymmetric dynamics. Its frequency corresponds closely to twice the pattern speed
of the m = 2 bar-mode component. The smaller local maximum at ∼730 Hz may be related to a quadrupole
daughter mode of the m = 3 mode whose doubled pattern speed corresponds to this frequency.
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in model s20A1000β1.80 which could be much larger depending on how long the nonaxisymmetric
structures and wave emission persist.
Figure 6.49 contrasts the spectral gravitational wave energy densities of the total gravitational wave
emission in model s20A1000β1.80 and of the emission up to 20 ms after core bounce, encompassing
only the core bounce and ring-down wave signal. The quadrupole components of the nonaxisym-
metric dynamics at postbounce times >∼20–30 ms in model s20A1000β1.80 lead to energetic narrow-
band gravitational wave emission around a frequency of∼920 Hz over multiple tens of milliseconds.
In addition, a considerable fraction of the total energy is emitted at a frequencies around ∼730 Hz
which is reflected in the second and smaller peak in the total gravitational wave energy spectrum of
model s20A1000β1.80.
The pattern speeds of the unstable azimuthalmodes(s) inmodel s20A1000β1.80are σp ∼2600–3400Hz
(m = {1, 2}) and σp ∼2200–2400 Hz (m = 3). The corresponding pattern frequencies, fp = σp/(2π)
are 420–540 Hz and 350–380 Hz. For a spinning bar one would expect quadrupole gravitational
wave emission by m = 2 spatial components / daughter modes at frequencies in the ranges of 840–
1080Hz and 700–760Hz. Figure 6.49 confirms that the nonaxisymmetric gravitational wave emission
is strongly peaked in these two frequency intervals. I point out that the observed significant gravi-
tational wave emission from a quadrupole-structure daughter mode of the independently unstable
m = 3 mode is unexpected, though not improbable in the non-linear regime [604].
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6.5 Prospects for Detection
In order to assess the detectability of the gravitational waves emitted by the core collapse models
considered in this work, I follow Abramovici et al. [221] and Flanagan & Hughes [514]. For a given
frequency f , [514] define the characteristic gravitational wave strain
hchar( f ) =
√
2
π2
G
c3
1
R2
dEGW( f )
d f
, (6.19)
where R is the distance of the source from the detector (for galactic sources I set this to 10 kpc) and
dEGW( f )/d f is the spectral energy density of the gravitational radiation defined by equation (3.178).
The optimal (with respect to the relative orientation of source and detector) signal-to-noise (S/N)
ratio obtained from matched filtering54 is given [95, 514] by
S/N =
∫ ∞
0
d(ln f )
hchar
hrms
, (6.20)
with the (single) gravitational wave detector rms noise strain hrms( f ) in a bandwidth ∆ f ≈ f around
f being defined as the square root of frequency times the detector noise power spectral density
hrms( f ) =
√
f S( f ) . (6.21)
For two observatories, averaging over all angles and both gravitational wave polarizations, and de-
manding a S/N of 5, the detector burst sensitivity is considered to be hburst ≈ 11hrms [221, 515].
For all models considered in this work, I find that collapse, core bounce, and the early postbounce
ring-down oscillations of the PNS proceed essentially axisymmetric. The left panel of figure 6.50
contrasts the initial LIGO and advanced LIGO rms strain sensitivities with the characteristic strain
54Matched filtering refers to the matching of theoretical waveform estimates with detector data. I point out that matched
filtering signal searches require a complete set of theoretical waveform estimates covering the entire possible space of physical
parameters. For core-collapse supernovae it is unlikely that one will ever possess such a precise prediction of the gravitational
waveform as the details are influenced by chaotic processes (i.e., turbulent convective flow)[95].
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Figure 6.50: Ligo sensitivity plots showing the optimal rms noise strain amplitudes hrms of the initial [515]
and advanced LIGO [228] interferometer designs. Optimal means that the gravitational waves are incident at
an optimal angle and optimal polarization for detection. For gravitational waves from burst sources incident at
random times from a randomdirection and a signal to noise ratio (S/N) of 5, the rms noise level is approximately
a factor of 11 above the one plotted here [221, 514]. Left panel: Characteristic gravitational wave strain spectra
hchar( f ) of the axisymmetric collapse, bounce, and ring-down gravitational wave emission in selected models.
Right panel: Full hchar spectra of models E20A and s20A1000β1.80 that develop significant nonaxisymmetric
dynamics and hchar spectra that include only the axisymmetric bounce and ring-down gravitational emission in
these models.
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Figure 6.51: Ligo sensitivity plot as in figure 6.50. The maxima of the hchar spectra of all 18 model calculations
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ular, models E20A and s20A1000β1.80 that are evolved to late postbounce times and develop nonaxisymmetric
dynamics are marked in orange. For all models the interval in frequency is marked inside which hchar is within
50% of its peak value.
spectra scaled to 10 kpc distance and computed from the axisymmetric gravitational wave emissions
in a representative subset of models. The hchar spectra of the moderately fast rotating models E15A,
s20A500β0.50, s20A1000β0.25, s20A1000β0.50, and s20A1000β0.90 shown in that panel peak in a
narrow range of frequencies between 600 and 1000 Hz and have S/N greater than unity with respect
to the initial and certainly with respect to the advanced LIGO design sensitivity if occurring within
the MilkyWay. The characteristic strain of the axisymmetric gravitational wave emission in the more
rotationally affected model s20A1000β1.80 (shown in the right panel) peaks at significantly lower
frequencies around ∼300 Hz, but, due to the greater sensitivity of the initial LIGO observatories at
frequencies in the range of ∼80–150 Hz, has a S/N comparable to that of models with hchar maxima
at higher frequencies.
Model m15b6 is the slowest rotating model considered in this work. Its hchar spectrum (based on
the axisymmetric gravitational wave emission at core bounce and during its early postbounce PNS
ring-down phase) peaks at a frequency of ∼650 Hz but at too low maximum hchar to be detectable by
the initial LIGO-class detectors even when undergoing core collapse within the Milky Way. m15b6’s
low precollapse rotation rate is consistent with pulsar birth spin estimates [273, 511]. To current
knowledge [273], it is likely that a large fraction of all core-collapse supernova progenitor stars have
iron cores rotating as slowly as that of model m15b6. If that should be the case, advanced LIGO
observatories would be required to detect the gravitational wave signature of the collapse, bounce,
and very early postbounce phase in core-collapse supernovae. However, note that the gravitational
wave emission from postbounce convection, from the standing-accretion shock instability (SASI, see,
e.g., [26, 27, 73, 86]), and from PNS core oscillations may dwarf the gravitational wave emission
from slowly rotating core bounce by multiple orders of magnitude in amplitudes and total emitted
energies (see, [10, 95] and §7.2).
The right panel in figure 6.50 presents the total hchar spectra of models E20A and s20A1000β1.80
which I evolve to late postbounce times and which develop large-scale nonaxisymmetric dynamics.
For comparison, the hchar spectra of the purely axisymmetric collapse, bounce, and early postbounce
phases are shown as well. Owing to the prolonged narrow band gravitational wave emission from
the quadrupole components of the nonaxisymmetric structures in model s20A1000β1.80, its total
characteristic strain spectrums peaks at a frequency f ∼ 920Hz and with a hchar ∼ 6.4 × 10−20,
more than an order of magnitude larger than the maximum axisymmetric hchar in this model. Model
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E20A’s axisymmetric hchar peaks at 1.2×10−20 and at a frequency ∼720 Hz. The postbounce gravi-
tational wave emission by the nonaxisymmetric instability shifts the peak of hchar to a frequency of
f ∼ 930 Hz and a magnitude of ∼2.4×1020.
In figure 6.51 the maximum hchar (scaled to 10 kpc distance) of all models considered in this work
and listed in table 6.3 are marked at their corresponding frequencies. In addition, horizontal bars are
attached to each data point, indicating the interval in frequency over which hchar( f ) is within 50%
of its peak value. The model marks are color coded according to model type (see tables 6.2 and 6.3).
Themodels in which I track the development of nonaxisymmetric structures aremarkedwith orange
boxes and show the overall largest hchar with a narrow emission frequency band of∼900–950Hz. The
characteristic strain from axisymmetric core bounce and PNS ring-down peaks in almost all models
at frequencies between 600 and 1000 Hz, characteristic for core bounce and PNS ring-down domi-
nated by nuclear repulsive forces. With increasing influence of centrifugal forces during infall and in
the plunge phase of collapse, plunge and core bounce are slowed down, resulting in broader-band
gravitational wave emission at lower frequencies. In this study, I find only three models, namely
s20A500β0.90, s20A500β1.80, and s20A1000β1.80, that have sufficient angular momentum in their
central regions to experience strong centrifugal support.
Previous studies that did not include deleptonization based on state-of-the-art electron capture pre-
scriptions and/or neglected GR, found for a comparable set of initial model parameters a much
broader distribution of hchar maxima in frequency and a considerable number of models that experi-
enced core bounce at subnuclear densities under the strong influence of centrifugal forces and with
hchar maxima at frequencies <∼100 Hz (see, e.g., [9, 11–14, 30]). As pointed out in §6.3, the absence
of such dynamics and gravitational waveforms is a direct consequence of the improved treatment of
the microphysical details in this work, and, though to a lesser degree, of GR.
The axisymmetric bounce and PNS ring-down gravitational wave signals of most models considered
in this work are likely to be detectable by the initial LIGO-class detectors throughout the Milky Way.
The only three models that have maximum hchar below initial LIGO hrms are the extremely slowly ro-
tating m15b6, the slow and rigid rotator s20A50000β0.25, and the nonrotating model s20nonrot. The
major contribution to their gravitational wave signatures stems from postbounce convective over-
turn. Their immediate bounce and early postbounce wave emission may be detectable by advanced
LIGO if occurring within the Milky Way.
It is important to note that the values of hchar that I find for the gravitational wave emission from the
nonaxisymmetric rotational instabilities in models E20A and s20A1000β1.80 are lower limits on their
total hchar, since the nonaxisymmetric dynamics and the corresponding gravitational wave emission
show no sign of decay at the end of the numerical calculations conducted here. If the nonaxisym-
metric deformations of the PNSs persist until shock revival and explosion, or, alternatively, until
black hole formation, one may expect gravitational wave emission for multiple hundreds of millisec-
onds after core bounce. Based on the results of my calculations, one may scale hchar to longer-term
emission via the standard
√
n (n being the number of emission cycles) scaling:
hchar,max =
√
∆t
∆tsim
hchar,sim , (6.22)
where ∆t is the emission interval to which the simulation result hchar,sim is scaled and ∆tsim is the
emission interval covered by the simulation. Assuming ∆t = 300 ms and ∆tsim = 50 ms, I find an
approximate upper limit hchar,max ∼6.4×10−20 for model E20A and hchar,max ∼1.7×10−19 for model
s20A1000β1.80. Comparing these numbers to the advanced LIGO hrms sensitivity at ∼900–1000 Hz,
model s20A1000β1.80 has a S/N > 1 out to ∼10 Mpc distance and model E20A may just be below
the theoretical (and optimal) detectability threshold for advanced LIGO at 10 Mpc distance. Note
that even LIGO I-class detectors may allow detection of these models throughout the Local Group of
galaxies. However, current core-collapse supernova event rate estimates indicate (see §2.2) that the
core-collapse supernova rate increases only slightly from that in the Milky Way neighborhood if the
entire Local Group is considered. Sensitivity to core-collapse events out to the Virgo cluster (>∼10–20
Mpc) would be necessary for a significantly higher observable event rate.
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6.6 Summary and Discussion
In this chapter, I presented results from the first set of calculations of rotating stellar iron core collapse
in {3+1} general relativity that employ state-of-the art precollapse stellar structure data from stellar
evolutionary calculations, incorporated a finite-temperature nuclear EOS, included deleptonization
during collapse and neutrino pressure effects.
I performed a total of 23 model calculations55, investigating the gravitational wave signature of ro-
tating iron core collapse and its dependence on the initial ratio of rotational energy to gravitational
potential energy (βinitial), the degree of deleptonization during collapse, the initial degree of differ-
ential rotation and progenitor structure. For this, I employed the 11.2, 15, 20 and 40 M⊙ presuper-
nova models of Woosley, Weaver & Heger [38] and put them into rotation via a rotation law that
assumes constant rotation on cylinders. In addition, I performed GR collapse calculations with the
progenitor models of Heger et al. [509, 511] that include a one-dimensional prescription for rotational
evolution. I considered a range of precollapse rotation rates from βinitial that yield cold neutron star
spin periods in accordance with pulsar birth spin observations to precollapse rotational configura-
tions that permit the support of solar-mass accretion disks around a BH, required for the central
engines of collapsar-type gamma-ray bursts. I systematically tested the consistency and stability of
the CACTUS/CARPET/WHISKY simulation code and compared a subset of models with counterpart
calculations carried out with the axisymmetric COCONUT code and found excellent agreement.
My findings indicate that core-collapse supernova progenitor iron cores in the physically well-motivated
range of initial rotational configurations considered here remain axisymmetric throughout their infall, plunge,
core bounce and postbounce ring-down phases up to at least 20 ms after core bounce. The most extreme
model considered in this work yields a core-bounce β of ∼20% which is too low for a classical
dynamical rotational instability requiring β >∼ 27%. Hence, my results show that classical high-
T/|W| bar-mode instabilities are very unlikely to occur during collapse, bounce and the early post-
bounce phases in core-collapse supernovae with progenitor iron cores in the range of physically
motivated precollapse rotation rates and degrees of differential rotation. This corroborate earlier
findings by [9, 273, 318].
Previous axisymmetric studies of rotating iron core collapse (e.g, [9, 11–14, 30] and references therein)
have identified and agreed upon at least two generic types of collapse/bounce dynamics and result-
ing gravitational waveforms. Models that show type I morphology, collapse largely unaffected by
centrifugal forces and undergo core bounce dominated by nuclear repulsive forces. Type I gravita-
tional waveforms exhibit a prominent negative amplitude associated with core bounce and show a
characteristic high-frequencywave signal fromPNS ring-down. The gravitational wave energy spec-
tra of type I models peak typically at frequencies between ∼500 and 1000 Hz. Type II models, on the
other hand, are strongly affected by centrifugal support. They experience centrifugal core bounce
at subnuclear densities and largely unaffected by nuclear repulsive forces and typically undergo
multiple postbounce harmonic-oscillator-like expansion-collapse-bounce cycles until they settle into
an equilibrium configuration. Their gravitational wave signatures are dominated by low-frequency
emission at ∼50–200 Hz. Models with type I/II transitional characteristics have been suggested.
In this work I find that the gravitational wave signature of rotating stellar core collapse is much more
generic than previously estimated. The combined effects of general relativity, of a microphysical finite-
temperature EOS and of electron capture on free protons and heavy nuclei during collapse lead to
collapse dynamics and core bounce largely unaffected by centrifugal support for most initial model
configurations and independent of progenitor iron core model. Importantly, all models considered here
show type I and type I/II transitional gravitational waveform morphology and not a single precollapse rotation-
al/progenitor configuration yields a type II waveform. In other words, type II multiple centrifugal bounces at
subnuclear densities do not occur if all known relevant physics is included. This is exemplified by figure 6.52
in which I plot the maximum rest-mass density and the axisymmetric gravitational wave signal of
representative moderately differentially rotating models with βinitial = 0.25%, 0.50% and 1.80%. For
comparison, I include a corresponding model with βinitial = 0.40% from a previous Newtonian study
that neglected deleptonization [9]. All GR models with deleptonization during collapse reach den-
55Of the 23 models, 16 have initial model details listed in table 6.2 and results listed in table 6.3. The remaining 7 models
include 5 deleptonization test calculations and 2 neutrino pressure test calculations. In addition, I presented resolution test
calculations for 3 models.
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Figure 6.52: Maximum rest-mass density (left) and gravitational wave signal (right) at times relative to the
time of core bounce for models s20A1000β0.25, s20A1000β0.50, and s20A1000β1.80 (βinitial = 0.25%, 0.5% and
1.8%, respectively) computed with the methods presented in this work. For comparison, model s20A1000β0.40
(βinitial = 0.4%) of the Newtonian adiabatic study of Ott et al. [9] is shown. The gravitational wave amplitudes
are scaled to 10 kpc source distance. See §6.3 for details.
sities above nuclear (∼2×1014 g cm−3) and show generic type I gravitational waveforms. Only the
model with the largest βinitial, s20A1000β1.80 bears evidence of rotationally-slowed core bounce. The
adiabatic Newtonian model, on the other hand, shows multiple-bounce dynamics at subnuclear den-
sities and a type II gravitational waveform at an initial βwhich is more than a factor of 4 smaller than
the βinitial of the fastest GR model with deleptonization that yields a type I waveform. These results
underline the importance of the inclusion of general relativity and microphysical aspects (progenitor
models, EOS, weak interaction physics) in calculations that aim at providing reliable qualitative and
quantitative estimates for the gravitational wave signature of rotating stellar iron core collapse.
The models considered in this work yield maximum dimensionless gravitational wave strains h from
axisymmetric collapse, bounce and postbounce phases in the interval
6.5× 10−23
(
R
10 kpc
)
<∼ hmax <∼ 1.1× 10−20
(
R
10 kpc
)
, (6.23)
where R is the source distance. The total energy radiated (EGW) up to 20 ms after core bounce lies in
the range
2.4× 10−11M⊙c2 <∼ EGW <∼ 3.82× 10−8M⊙c2 . (6.24)
I have computed the characteristic gravitational wave strain spectra hchar( f ) [514] for all models.
hchar( f ) ∝
√
dEGW( f )/d f is a particularly useful measure, since it incorporates the amount of energy
radiated in a spectral interval d f around frequency f . I find maximum characteristic strains in the
range
0.20× 10−21
(
R
10 kpc
)
<∼ hchar,max <∼ 12.46× 10−21
(
R
10 kpc
)
, (6.25)
which are located in the frequency interval
290Hz <∼ fpeak <∼ 950Hz . (6.26)
Based on the characteristic strain spectra, I surmise that the gravitational waves emitted in axisym-
metric collapse, bounce and early postbounce phases of sufficiently quickly spinning stellar iron
cores should be detectable by initial LIGO-class detectors if occurring within the Milky Way and by
advanced LIGO detectors out to the Magellanic Clouds. I point out that all models that yield sizable
gravitational wave emission from core bounce have precollapse angular velocities too high to yield neutron star
remnants in agreement with the observed periods of young pulsars without the need for yet unknown PN-
S/NS spin-down mechanisms [273, 511]. Models that do not rotate and models that rotate sufficiently
slowly to leave neutron stars with periods in the pulsar birth-spin range of ∼10–60 ms do not devi-
ate enough from spherical symmetry to produce a detectable gravitational wave signal during core
bounce. Their gravitational wave emission is due to postbounce convective overturn, anisotropic
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neutrino emission, and, possibly, to late time instabilities of the standing accretion shock (SASI) and
PNS core pulsations which I discuss in §7.2.
One of the ultimate goals of gravitational wave astronomy is to solve the inverse problem, that is, to ex-
tract information about core-collapse supernova physics and the progenitor star and its precollapse
rotational configuration from an observed gravitational wave signal. First theoretical attempts to-
wards solving the inverse problem have been made by gravitational wave data analysts [605] based
on the data of [9]. The results obtained here show that the quantitative aspects of the late collapse
dynamics and core bounce and the resulting gravitational wave signal are primarily determined by
the mass and the angular momentum of the subsonically collapsing inner core. My results show
that different choices in the parameter space spanned by progenitor structure, initial rotation rate,
degree of differential rotation and degree of deleptonization can lead to virtually identical gravi-
tational waveforms. As a consequence, one must consider the gravitational wave signal of rotating
core-collapse asmulti-degenerate in above parameter space. This finding dramatically complicates the
extraction of physically valuable information from an observed gravitational wave signal associated
with a core-collapse event.
Recent studies based on polytropic rotational-equilibrium compact star models [20, 21, 23–25, 308,
309] and on a simplified PNS model [22] found evidence for dynamical rotationally-induced devel-
opment of nonaxisymmetric structures at β below the classical threshold for dynamical rotational
instability. Such low-T/|W| instabilities have been identified [19, 23, 24] with resonant amplification
of nonaxisymmetric disturbances at corotation points at which the local fluid angular velocity equals
the pattern speed of a nonaxisymmetric eigenmode of a compact star.
In order to investigate the possibility of a low-T/|W| corotation-type instability in the more realistic
postbounce supernova cores considered in this work, I carried out the calculations of models E20A
and s20A1000β1.80 to times later than 70 and 90 ms after bounce, respectively. Model E20A uses
the progenitor model of the same name of [509] that includes a one-dimensional prescription for
rotational evolution. It settles at an immediate postbounce β of ∼9%. Model s20A1000β1.80 has
more rotational energy and an early postbounce β of ∼13%. Both models stay centrally condensed
throughout their numerical evolutions and in both models I observe the development of nonaxisymmetric
structures with growth times comparable with the PNS dynamical timescale. I have performed a Fourier
mode analysis of the rest-mass density for nonaxisymmetric azimuthal structures ∝ exp (imϕ) and
find that in both models the instability is originating from the PNS core with dominant m = 1 spatial
structure. m = 2 and m = 3 components grow as well, but both models appear stable to the ambient
m = 4 Cartesian grid mode. The nonaxisymmetric mode amplitudes level off on the multi-percent
level. This is small comparedwith the classical high-T/|W| bar-mode instability in which the relative
deformation typically reaches order unity, but is in agreement with what has been found in other
studies of low-T/|W| unstable compact stars [21, 22, 24].
With progressing postbounce time, the instability spreads in the equatorial plane through the entire
postshock region and becomes manifest as a spatially and temporally varying spiral wave pattern
reminiscent of spiral density waves in a galaxy or in a Keplerian accretion disk. Such density waves
are theoretically known to redistribute angular momentum on a timescale that is longer than the dy-
namical timescale of the system (e.g, [586, 587]). Neither in model E20A nor in model s20A1000β1.80
do I find evidence for rapid angular momentum redistribution. A detailed analysis of the angular
momentum and mass contained in various radial intervals in the equatorial plane in model E20A
indicates that the PNS core regions gain mass while keeping an approximately fixed amount of
angular momentum, despite the fact that the accretion proceeds sub-Keplerian and thus does not
require angular momentum redistribution to function. This may be circumstantial evidence for a
slowly operating angular momentum redistribution mechanism. However, I point out that accretion
onto the PNS occurs from all latitudes and at spatially and temporally varying rates. That and the
limited amount of postbounce time over which I was able to track the PNS and the postshock angu-
lar momentum evolution make it impossible to draw robust conclusions about angular momentum
redistribution by the rotational instability.
The embeddedness of the low-entropy PNS core in the high-entropy postshock region and the con-
tinuous inflow of matter and angular momentum through the stalled supernova shock make it ex-
tremely difficult to isolate the driving mechanism behind the rotational nonaxisymmetric instability
in models s20A1000β1.80 and E20A. In addition and unlike nonaxisymmetric instabilities in simpler
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isolated NS models, the instability found here exhibits temporally and radially varying spatial struc-
ture in the equatorial plane and also changes in structure with z-distance from the equator. I extract
mode eigenfrequencies σm from the hydrodynamics data and find that all unstable nonaxisymmet-
ric modes in model E20A have a common mode pattern speed σp = σm/m ≈ 2900 rad s−1 which
suggests their non-linear relationship. Model E20A’s PNS is corotating with this σp throughout its
postbounce evolution at a radius of ∼10 km. It is conceivable that the nonaxisymmetric dynamics in
this model are driven by them = 1 mode that experiences a corotation instability in the PNS core and
injects power into higher-m modes through non-linear mode couplings. In model s20A1000β1.80 I
find two distinct σp. One associated with the m = 1 and m = 2 modes at ∼2900 rad s−1 and a
second, slower σp of ∼2300 rad s−1, associated with m = 3 spatial structure. Both σp are in coro-
tation with model s20A1000β1.80’s equatorial angular velocity profile inside the PNS core at radii
between 8–15 km. As for model E20A, it is not unfounded to surmise that a corotation resonance in
combination with non-linear mode couplings may be driving the development of nonaxisymmetric
structures with multi-m spatial character in model s20A1000β1.80.
One, if not the centralmotivation for {3+1}GR hydrodynamic calculations of stellar iron core collapse
is the possibility of powerful and long-term gravitational wave emission from time-changing non-
axisymmetric structures. Despite the complicated nonaxisymmetric dynamics in models E20A and
s20A1000β1.80, I find extremely coherent gravitational wave emission. In both models, nonaxisym-
metric gravitational wave emission sets in and grows to amplitudes of the same order of magnitude
as the signal from axisymmetric core bounce. The emission is narrow band and h+ and h× as seen by an
observer located on the rotation axis oscillate at the same frequency and are phase-shifted by a quarter cycle
which is in remarkable agreement with expectations for a top-over spinning bar [115]. In both models, most
energy is emitted in a narrow frequency band of ∼900–940 Hz, again in agreement with a simple
bar-model, corresponding exactly to twice the pattern speeds of their m = 2 modes. Figure 6.53 com-
pares the gravitational wave emission from axisymmetric core bounce and PNS ring-down in model
s20A1000β1.80 with that from the late-postbounce emission from the quadrupole substructures of
the nonaxisymmetric dynamics. The late postbounce emission is lower in amplitude, but at higher
frequency, and occurs over a much greater interval in time than the axisymmetric bounce and ring-
down emission. In model s20A1000β1.80 the quadrupole gravitational wave energy emitted by the
nonaxisymmetric structures alone amounts to 1.7×10−7 M⊙c2 which is a factor of ∼18 larger than
the energy in axisymmetric core bounce and PNS ring-down in this model. Model E20A, which I
track to only 70 ms after core bounce and whose late-time emission reaches lower amplitudes than
that of model s20A1000β1.80, emits a total of 7.5×10−8 M⊙c2 in gravitational waves which is twice
the amount of energy emitted during its axisymmetric bounce and PNS ring-down.
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Figure 6.53: Gravitational wave signal in model s20A1000β1.80. The time is given relative to the time of core
bounce. Shown in red color is the h+ gravitational wave strain as seen by an observer located at 10 kpc distance
in the equatorial plane along the positive x-axis (ϕ = 0) and in blue color the same polarization is plotted, but
as seen by an observer located at 10 kpc distance along the positive polar axis (θ = 0). See §6.4.2 for details.
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It is important to point out that neither model E20A nor model s20A1000β1.80 shows any sign of de-
cay in their nonaxisymmetric structures and dynamics, and, correspondingly in their gravitational
wave emissions. If the driving instability is functioning via a corotation resonance, it is likely to
persist as long as the unstable mode(s) has/have corotation points with the PNS. Since accretion of
mass and angularmomentum through the stalled shock essentially inhibits net large-scale redistribu-
tion of angular momentum, the instability may not cease to exist until after successful shock revival
has turned accretion into explosion, or, alternatively, until a black hole has formed and a gamma-ray
burst jet disrupts the outer core and the stellar envelope. When
√
n-extrapolating the nonaxisymmet-
ric gravitational wave emissions of model E20A and model s20A1000β1.80 to an emission interval of
300 ms, I find conservative upper limits on the characteristic gravitational wave strains of 6.4×10−20
and 1.7×10−19 for model E20A and model s20A1000β1.80, respectively. Based on these numbers,
model s20A1000β1.80 could be marginally detectable by advanced LIGO-class detectors out to Virgo
Cluster distances (∼10–30Mpc), which would lead to a significantly increased observable event rate,
if the development of nonaxisymmetric rotational instabilities as observed in the calculations pre-
sented here were a generic process occuring in a large fraction of all core-collapse events.
Based on the calculations carried out in this work, I can make no judgement on the generic nature of
the instability observed in model E20A and s20A1000β1.80. Due to the extreme computational and
data analysis demands of long-term postbounce {3+1} GR hydrodynamic calculations, I was able to
follow only twomodels to late postbounce times and track the growth of nonaxisymmetric structures
and dynamics. While I find that slowly rotating models with βinitial <∼ 0.25% and postbounce β <∼ 6%
show no significant rotationally-induced growth of nonaxisymmetric modes up to ∼20–25 ms after
core bounce, it is not clear if such models are stable and remain axisymmetric or if the instability
is present, but has a much longer growth time. In the case of a corotation resonance mechanism,
the instability would not be present in models that rotate too slowly (and/or too rigidly) to have
corotation points or in models that rotate too fast so that the corotation radius would be located in
regions of low density and correspondingly low rotational energy.
A much larger set of calculations than considered here would be necessary to uncover the details
of the mechanism behind the instability. I was able to perform only a single resolution test calcu-
lation for the late postbounce evolution in model E20A. It shows results consistent with those of
the standard-resolution calculation, yet additional and higher-resolution calculations are needed to
more deeply understand the resolution dependence of the nonaxisymmetric dynamics. In particular,
it is necessary to perform counterpart calculations on different grid geometries to understand and
exclude artificial effects of the strong Cartesian m = 4 grid mode.
The calculations presented in this chapter are the first attempt to unite core-collapse supernova
theory and numerical relativity in a multi-dimensional context. They mark an important step to-
wards future fully general relativistic calculations of core-collapse supernovae and of collapsar-type
gamma-ray bursts, yet they are still severely limited in many ways. Importantly, the prescription
used for deleptonization approximates full neutrino radiation transport only during the collapse
phase. Postbounce deleptonization of the PNS, the neutrino break-out burst and neutrino heating
and cooling in the postshock region are completely neglected. This significantly decreases the phys-
ical quality of the models that I evolve to late postbounce times and makes it impossible to address
more general questions such as the supernova explosion mechanism to any degree. Further tech-
nical and computational limitations that may impinge on the quality and robustness of the results
presented here include (1) the assumption of reflection symmetry with respect to the equatorial plane
that inhibits the growth of odd-ℓ fluidmodes, (2) the use of fixedmesh refinement in the present form
that leads to flux-mismatches and reflections at mesh-refinement boundaries and to the partial un-
derresolution of the standing accretion shock and (3) the neglect of magnetic fields which makes it
impossible to consider potentially important MHD effects. In particular, the magneto-rotational in-
stability (MRI; see, e.g., [276–278, 606–609]) that operates on the shear energy stored in differential
rotation and that may lead to rapid angular momentum redistribution, cannot be investigated with
the present approach.
Future work will be directed towards higher-precision calculations with fully adaptive mesh refine-
ment, improved treatment of postbounce deleptonization and, at a later point, towards magneto-
hydrodynamics on generalized multi-block grid hierarchies [610].
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Chapter 7
Studies in Newtonian Gravity
In collaboration with the Arizona supernova group I have performed axisymmetric radiation-hydro-
dynamics supernova calculations in Newtonian gravity using the VULCAN/2D code, originally
developed by E. Livne [477, 574]. I have co-authored studies of a possible new explosion mecha-
nism of core-collapse supernovae based on energy and momentum transfer from PNS core g-mode
oscillations to the stalled shock by means of acoustic waves [26, 27]. I have also been involved
in studies of rotation-induced anisotropic neutrino radiation fields [87], PNS convection [72], and
accretion-induced collapse (AIC) of white dwarfs [16]. I have authored articles on PNS birth spin
estimates [273] and on the gravitational wave emission from the strong PNS core g-mode oscilla-
tions [15], first observed in the calculations of Burrows et al. [26].
Since this dissertation is primarily concerned with the gravitational wave signature of core-collapse
supernovae, I will in the following — after a brief description of VULCAN/2D based on [27, 72,
477, 574] — focus on theoretical estimates of the gravitational wave emission from PNS core g-mode
oscillations [15, 26, 27] and from AIC events [16].
7.1 The VULCAN/2D Code
VULCAN/2D’s axisymmetric hydrodynamics implementation is based on anArbitrary-Lagrangian-
Eulerian (ALE) scheme which implements the Lagrangian formulation (see, e.g., [149]) of the New-
tonian hydrodynamic equations in second-order finite-difference artificial-viscosity von Neumann–
Richtmyer fashion [611] in combination with a remap of the updated fluid quantities to the Eulerian
grid. The code has been developed and is actively maintained by E. Livne. The original hydro-
dynamic scheme dates back to 1992 and is described and tested in [574]. VULCAN/2D was first
employed in the core-collapse supernova context in the purely hydrodynamic study of rotating iron
core collapse in the course of my diploma thesis [9, 170]. It has subsequently been used in numerous
radiation-hydrodynamics calculations [15, 16, 26, 27, 72, 87, 477]. The discussion of VULCAN/2D in
this Section is based primarily on the text in [27, 72].
In contrast to most other multi-dimensional, grid-based astrophysical hydrodynamics codes (e.g.,
WHISKY, see §3.5), VULCAN/2D does not use dimensional splitting. Instead, and by virtue of the
ALE approach and similar to finite-element approaches, the grid cells are treated as elements. Each
element has four nodes, defining the corners of the quadrilateral cells/elements. Scalar quantities are
defined at cell centers, while vector quantities are located at the nodes. The Lagrangian update is
performed on an element-by-element basis by computing the relevant fluxes through the cell inter-
faces and between nodes with each neighbor. The Eulerian remap step is performed for each element
after the Lagrangian sweep by a linear slope-limited TVD interpolation scheme1. VULCAN/2D can
be run in implicit or explicit time integration mode. For the core-collapse supernova calculations
presented here, the explicit mode is used. All calculations are performed with the EOS of Shen et
al. [464, 465] in the implementation of the Arizona group (see §3.6.2 and [26, 27]).
Because of its element/nodes structure, VULCAN/2D is able to to deal with arbitrarily shaped grids
while internally assigning cylindrical coordinates (̟, z) to each node. This key feature of VUL-
1See §3.2.1 and §3.5.1 for a definition of the TVD property and the application of slope limiters in the cell-interface recon-
struction of finite-volume high-resolution shock-capturing schemes.
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Figure 7.1: Central region of the VULCAN/2D computational grid. Shown in black is the inner pseudo-
Cartesian region that typically extends out to ∼20–30 km where it transitions to the outer spherical grid.
CAN/2D is exploited in core-collapse supernova calculations. The grid is typically set up in such
a way that the inner ∼20–30 km are covered by a Cartesian grid with essentially uniform resolution
that transitions smoothly to an outer spherical-polar, logarithmically-space grid. Figure 7.1 displays
an example grid structure. Such a grid setup has three important advantages over the spherical-
polar grids typically used in other supernova codes: (1) The inner Cartesian grid allows for much
larger timesteps than possible with a regular spherical-polar grid that suffers from severe timestep
constraints imposed in the angular direction close to the origin, and, more importantly, (2) the VUL-
CAN/2D grid covers the entire PNS, not excising the central-most part and completely liberating
the PNS core and thus allowing core translational motion, and (3) no coordinate singularity (in the
angular direction) at the origin is present. Other groups treat the core of the PNS in 1D out to a few
kilometers (e.g., [73, 79, 86, 478]) and in this way inhibit core translation/oscillatory (ℓ=1) motion.
Typical VULCAN/2D simulation grids cover the full 180◦ and extend out to ∼5000 km with 120
angular and 160 logarithmically spaced, centrally refined radial zones. At this resolution, VUL-
CAN/2D conserves energy to better than ∼0.7% near bounce and to ∼0.4% on average in terms
of ∆E/Eg. A high resolution calculation with 180 angular and 300 radial zones, carried out in the
course of the preparation of [26, 27], revealed no large qualitative or quantitative differences during
the collapse, bounce, and early postbounce phase. However, due to the chaotic/turbulent nature of
the postshock flow at later postbounce times, the high-resolution simulation diverges quantitatively
from the one carried out with standard resolution. The deviation is, however, not dramatic and
all qualitative features, including the Standing Accretion Shock Instability (SASI), PNS core g-mode
oscillations, and the explosions seen in the models of [26, 27] are present.
7.1.1 2D Multi-Group Flux-Limited Diffusion of Neutrinos
The radiation transportmodule in VULCAN/2D is capable of performing axisymmetric multi-energy-
group, multi-species full Boltzmann neutrino radiation transport calculations using the discrete-or-
dinates (Sn) method [477]. However, due to the extreme computational demands of full Boltzmann
transport even in 2D, the calculations presented here are performed in the multi-group multi-species
flux-limited diffusion (MGFLD) approximation (see, e.g., [27, 87, 475]) which is computationally
very efficient and allows exploratory studies involving long-term evolutions of a large set of mod-
els. However, MGFLD is only an approximation to full Boltzmann transport and differences with
the more exact treatment will emerge in the neutrino semi-transparent and transparent regimes
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above the protoneutron star surface. Nevertheless, inside the neutrinospheres the two-dimensional
MGFLD approach provides a very reasonable representation of the multi-species, multi-group neu-
trino radiation fields.
The evolution of the neutrino radiation field is described in the flux-limited diffusion approximation
(see, e.g., [475]) by a single (group-dependent) equation for the average intensity Jg of energy/species
group g with neutrino energy ε
g
ν:
1
c
∂Jg
∂t
−∇(Dg∇Jg) + σag Jg = Sg , (7.1)
where the diffusion coefficient is given by Dg = 1/(3σg) (and then is flux-limited according to the
recipe below), the total inverse mean-free-path (“cross section”) is σg, and the inverse absorption
mean-free-path (absorption “cross section”) is σag . The source term on the right-hand side of equa-
tion (7.1) is the emission rate of neutrinos of group g. Note that equation (7.1) neglects inelastic
scattering between energy groups. This may affect the size of the homologous core at bounce by up
to ∼10%, but is otherwise subdominant [273].
The finite-difference representation of equation (7.1) consists of cell-centered discretization of Jg. It is
important to use cell-centered discretization because the radiation field is strongly coupled to mat-
ter and the thermodynamic matter variables are cell-centered in the hydrodynamical scheme. The
finite-difference approximation of equation (7.1) is obtained by integrating the equation over a cell.
Omitting group indices and cell indices, one obtains
V
[
1
c∆t
(Jn+1− Jn) + σa Jn+1
]
+ Σid~Si · ~Fn+1i = VS . (7.2)
Here V is the volume of the cell, d~Si is the face-centered vector “areai~ni,” ~ni being the outer normal
to face i. The fluxes ~Fi at interfaces are the face-centered discretization of
~Fi = −Di∇Jn+1 , (7.3)
where
Di =
(
1
3σi
)
FLi . (7.4)
The employed flux limiter, following Bruenn [475], is
FLi =
1
1+ Di|∇J|/J
. (7.5)
It approaches free streaming when Di exceeds the intensity scale height J/|∇J|. The fluxes on the
outer boundary of the system are defined by free streaming outflow and not by the gradient of J.
Note that in equation (7.3) the fluxes are defined as face quantities, so that they have exactly the same
value for the two cells on both sides of that face. The resulting scheme is, therefore, conservative by
construction. In order to have a stable scheme in semi-transparent regions (large Dg) the variables in
equation (7.2) are centered implicitly. The fluxes, defined by the intensity at the end of the time step,
couple adjacent cells and the final result is a set of linear equations. The matrix of this system has the
standard band structure and direct LU decomposition [612] is used to solve the linear system.
VULCAN/2D is parallelized according to energy and neutrino species groups. Each CPU computes
one to a few groups (usually one) and transfers the needed information to the other processors using
standardMessage-Passing Interface (MPI) [398–400] routines. For typical supernova calculations, 16
energy groups per neutrino species are employed, logarithmically spaced from 1 or 2.5 MeV to 250
or 320 MeV. Electron neutrinos (νe) and anti-electron neutrinos (ν¯e) are followed separately, while
the remaining four known neutrino species are bundled in “νµ” bins in the standard fashion. Since
VULCAN/2D does not decompose its computational domain, the parallelization is very simple. In
fact, each processor performs the hydrodynamics step on the entire grid. In order to avoid divergent
evolution between different CPUs due to accumulation of machine round-off errors, VULCAN/2D
copies the grid variables of one chosen CPU (CPU 0) into those of the other CPUs, typically every
thousand timesteps.
The neutrino-matter interaction physics is taken directly from [70] and employed in tabulated fashion
parametrized by (T, ρ,Ye, neutrino species and energy), incorporating all relevant scattering, absorp-
tion, and emission processes discussed, e.g., in [64, 613].
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7.1.2 Gravity and Poisson Solvers
Currently, there are two Poisson solvers in VULCAN/2D — a multipole solver and a grid solver. The
multipole solver performs a standard axisymmetric Legendre expansion of the Newtonian gravita-
tional potential of the form [614]
Φ(r, θ) = −G
∞
∑
l= 0
Pl(cos θ)
∫
dr′r′2dcosθ′ρ(r′, θ′) r
l
<
rl+1>
Pl(cos θ
′) , (7.6)
where Pl(cos θ) is the Legendre polynomial of order l and r< (r>) is the smaller (larger) of the two
radii r and r′. Typically 20 to 33 terms are employed. For the potential calculations, one generally
needs a special auxiliary grid, which is not identical with VULCAN/2D’s complex computational
grid. This leads to a number of interpolations between the grids, which can introduce significant
numerical errors. Most importantly, with the multipole solver, conservation of total energy is poor
through bounce and later. Conservation of total energy is much better with the grid solver, and the
numerical noise in the core region is significantly reduced when it is employed.
The grid solver uses a standard finite-element method (FEM) which is adequate for unstructured
grids, to obtain the potential at grid nodes. In axial symmetry and cylindrical coordinates Poisson’s
equation takes the form
∆Φ =
1
̟
∂
∂̟
(
̟
∂Φ
∂̟
)
+
∂2Φ
∂z2
= −4πGρ . (7.7)
Let {αi(̟, z)} be a set of interpolation functions which span the FEM approximation. Multiplying
equation (7.7) by αi, and integrating by parts over the entire domain, one obtains
−
∫ ∫
∇Φ∇αi̟ d̟ dz + {surface-integral}
= −4πG
∫ ∫
ραi̟ d̟ dz . (7.8)
In particular, if Φ is expanded using the set {αi}, specifically
Φ(̟, z) = ΣjΦjαj(̟, z) , (7.9)
where Φj is the value of Φ at node j, one obtains a linear system of the form
AΦ = B , (7.10)
where
Aij = −
∫ ∫
∇αi∇αj̟ d̟ dz (7.11)
and
Bi = −4πG
∫ ∫
ραi̟ d̟ dz . (7.12)
The matrix A has good qualities, i.e. is easy to invert, if one chooses {αi} to be continuous, positive,
and local, with the following specifications: αi(̟j, zj) = δij at the nodes of the grid, αi = 0 in any zone
not containing node i, and Σiαi(̟, z) = 1 everywhere. In practice, bilinear interpolation functions are
employed in each zone. The integrals (7.11) are computed once and the integrals (7.12) are computed
at each timestep.
Note, however, that the grid solver needs boundary values, and for this the zeroth moment Φb =
−GM/Rb is employed, where Rb here is the distance between a boundary point and the center of
mass (which is usually very close to the center of the grid). This approximation is good for large
outer radii, where the potential drops by orders of magnitude compared with that at the center.
The gravitational forces in the ̟ and z directions are computed as suggested by Shu [585] via the
divergence
~fg = divSij (7.13)
of the gravitational stress tensor
Sij = − 14πG
(
gigj − 12 |~g|
2δij
)
, (7.14)
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where ~g = ∇Φ. In cylindrical coordinates, the force components then read
f̟ = − 1
4πG
(
1
2̟
∂[̟(g2̟ − g2z)]
∂̟
+
∂(g̟gz)
∂z
+
1
2̟
(g2̟ + g
2
z)
)
, (7.15)
fz = − 1
4πG
(
1
̟
∂(̟g̟gz)
∂̟
+
1
2
∂(g2z − g2̟)
∂z
)
. (7.16)
7.1.3 Gravitational Wave Emission by Aspherical Mass Motions
The gravitational wave extraction routine within VULCAN/2D has been implemented in the course
of my diploma thesis [9, 170]. It is based on the mass quadrupole formalism (see §2.6.4 and §3.8)
in the stress formula fashion introduced by Blanchet et al. [171] who write the transverse-traceless
gravitational wave strain as
I¨−ij =
2G
Dc4
Pijkl(~N)
∫
ρ
[
2vivj − xiΦ, j − x jΦ, i − 23δ
ij(vlvl − xlΦ, l)
]
d3x . (7.17)
Here D is the distance to the source and Pijkl(~N) (with ~N = ~D/D) is the transverse-traceless projec-
tion operator onto the plane orthogonal to the outgoing wave direction ~N and is of the form
Pijkl(~N) = (δik − NiNk)(δjl − NjNl)− 12 (δij − NiNj)(δkl − NkNl) . (7.18)
I follow Mo¨nchmeyer et al. [11] and rewrite equation (7.17) in spherical coordinates and in terms of
pure spin tensor harmonics TE2,lmij and T
B2,lm
ij [168]:
hTTij (~D, t) =
1
D
∞
∑
l=2
l
∑
m=−l
[
AE2lm(t−
D
c
)TE2,lmij (θ, φ) + A
M2
lm (t−
D
c
)TM2,lmij (θ, φ)
]
. (7.19)
The coefficients AE2lm and A
M2
lm represent the mass quadrupole and the mass-current quadrupole con-
tributions, respectively. In the quadrupole approximation, higher-order as well as mass-current con-
tributions are neglected. Due to the assumption of axisymmetry, only one non-vanishing term re-
mains in equation (7.19), namely AE220 . By comparing equation (7.17) with the lowest-order term of
equation (7.19), Mo¨nchmeyer et al. [11] write AE220 in terms of the hydrodynamic variables:
AE220 =
16π3/2√
15
G
c4
∫ 1
−1
∫ ∞
0
r2dµ dr · ρ
·
[
v2r (3µ
2 − 1) + v2θ(2− 3µ2)− v2φ − 6 vrvθµ
√
1− µ2
−r ∂rΦ (3µ2 − 1) + 3 ∂θΦ µ
√
1− µ2
]
, (7.20)
where µ = cos θ and vr, vθ, and vφ are the components of the velocity vector in the r, θ, and φ
directions. Furthermore, ∂r = ∂/∂r and ∂θ = ∂/∂θ.
The components of the quadrupole gravitational wave field hTT are then given by [11, 168]:
hTTθθ =
1
8
√
15
π
sin2 α
AE220
D
≡ h+ , (7.21)
where α is the angle between the symmetry axis and the line of sight of the observer. The only other
nonzero component is hTTφφ = −hTTθθ = −h+. Due to the assumption of axisymmetry, h× equals zero.
As an alternative to the stress formula, I have implemented the first order of momentum divergence
formula (see §3.8.1 and [178]). In its axisymmetric incarnation it is given by
dI−zz
dt
=
4π
3
∫ 1
−1
dµ
∫ ∞
0
dr r3 ρ
[
P2(µ)vr +
1
2
∂P2(µ)
∂θ
vθ
]
, (7.22)
where P2(µ) is the second Legendre polynomial in µ and I−zz the zz-component of the reduced mass-
quadrupole moment tensor. The gravitational wave strain is then obtained as
hTTθθ =
6G
Dc4
sin2 α
d2
dt2
I−zz . (7.23)
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7.1.4 Gravitational Wave Emission by Anisotropic Neutrino Radiation
Not only aspherical fluid motion, but inmore general terms, any accelerated transport of energywith
a non-zero quadrupole (and/or higher order) component will emit gravitational waves. For the case
of anisotropic radiation of neutrinos from a hot protoneutron star this has been first realized in linear
theory via the solution of the inhomogeneous wave equation (2.96) for a distant anisotropic point
source by Epstein [281] (but, see also [615] for a derivation in the zero-frequency limit). Burrows &
Hayes [265] and Mu¨ller & Janka [284] were the first authors to implement the formalism. It has since
been used in a number of other studies [94, 95, 241]. I have implemented the scheme and have used
it for the post-processing of VULCAN/2D radiation-hydrodynamics data.
For axial symmetry, [265, 284] write the dimensionless gravitational wave strain for an observer
positioned in the equatorial plane as
hTT+,e(t) =
2G
c4D
∫ t−D/c
−∞
α(t′)Lν(t′)dt′ , (7.24)
where Lν(t) is the total neutrino luminosity and α(t) is the instantaneous neutrino radiation anisotropy
that includes the transverse-traceless projections [284]. It is defined as
α(t) =
1
Lν(t)
∫
4π
Ψ(ϑ′, ϕ′)dLν(
~Ω′, t)
dΩ′
dΩ′ , (7.25)
where dLν(~Ω, t)/dΩ is the energy radiated at time t per unit of time and per unit of solid angle into
direction ~Ω with
Lν(t) =
∫
4π
dLν(~Ω′, t)
dΩ′
dΩ′ . (7.26)
Ψ(ϑ, ϕ) represents the angle dependent factors in terms of source coordinate system angles ϑ and ϕ
and depends on the particular gravitational wave polarization and the observer position relative to
the source. In axisymmetry, hTT× = 0 and hTT+ = 0 along the axis of symmetry. For an observer located
in the equatorial plane, observing the + gravitational wave polarization, Ψ(ϑ, ϕ) is given [241, 284]
by
Ψ(ϑ, ϕ) = −(1+ sin ϑ cos ϕ) cos
2 ϑ− sin2 ϑ sin2 ϕ
cos2 ϑ + sin2 ϑ sin2 ϕ
. (7.27)
Note that the neutrino gravitational waveform observed at time t+ D/c contains contributions from
anisotropies in the neutrino radiation field at all times before t. This leads to a memory effect in
the gravitational waveform, leaving behind a constant (“DC”) offset after the anisotropic neutrino
emission subsides. The implications and detectability of such memory gravitational wave bursts is
discussed in [276, 277, 283].
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7.2 Gravitational Wave Emission from PNS g-modes
The work presented in this section appeared in a shortened version in Ott, Burrows, Dessart, and
Livne, A New Mechanism for Gravitational Wave Emission in Core Collapse Supernovae, Physical Review
Letters 96, 201102 (2006) [15]. I shall in the following assume first person plural to emphasize its
collaborative nature.
In recent simulations, Burrows et al. [26, 27] have observed that protoneutron star (PNS) core g-
modes are excited by turbulence and by accretion downstreams through the unstable and highly-
deformed stalled supernova shock (undergoing the Standing-Accretion-Shock Instability [SASI] [26,
73, 90, 92, 98, 101]) at postbounce times of many hundreds of milliseconds. The oscillations damp
by the emission of strong sound waves and do not ebb until accretion subsides. In this way the
core g-modes act as transducers for the conversion of accretion gravitational energy into acoustic
power that is deposited in the supernova mantle and, as proposed by Burrows et al. [26, 27], may be
sufficient to drive an explosion. Most easily excited is the fundamental ℓ=1 core g-mode, but higher-
order eigenmodes and, through nonlinear effects, harmonics of eigenmodes with complicated spatial
structures, emerge at later times.
In this work, we consider the intriguing possibility of the emission of strong gravitational waves
from the quadrupole spatial components of the PNS core oscillations. We obtain new estimates for
the gravitational wave signature of core-collapse supernovae. With three different presupernova
stellar models, we have performed the longest 2D Newtonian radiation-hydrodynamics supernova
simulations to date. We find that the gravitational waves from the quadrupole components of the
core oscillations dominate the total wave signature in duration, maximum strain, and total energy
emission by one to several orders of magnitude. We have also discovered an approximate progenitor
dependence: more massive iron cores may experience higher frequency, higher amplitude oscilla-
tions, and, hence, more energetic gravitational wave emission.
7.2.1 Method and Initial Models
We carry out our axisymmetric calculations with the VULCAN/2D code in the multi-group, flux-
limited diffusion approximation [26, 27, 72, 87, 477], with 16 neutrino energy groups and νe, ν¯e, and
“νµ” flavors as discussed in §7.1.
We explore three models in this study. Model s11WW is the 11-M⊙ (Zero-Age Main Sequence
[ZAMS] and solar metallicity) presupernova model of Woosley & Weaver [508] without rotation.
Model s25WW is nonrotating as well, but is the 25-M⊙ progenitor from the same study. Model
m15b6 corresponds to the 15-M⊙ progenitor model of Heger et al. [511] which was evolved with a
1D prescription for rotation and magnetic-field-driven angular momentum redistribution. We map
this model onto our 2D grid under the assumption of constant rotation on cylinders. It has a pre-
collapse ratio of rotational kinetic energy to gravitational potential energy, β = T/|W|, of ∼10−5.
This value is up to three orders of magnitude smaller than typically assumed in studies that investi-
gate the gravitational wave signature of rotating collapse and bounce (e.g., Chapters 5 and 6 in this
dissertation and [9, 11, 12, 14, 30]), but yields a PNS spin consistent with neutron star birth spin
estimates [273, 511].
7.2.2 Results
Figure 7.2 depicts the quadrupole gravitational wave strain h+, as emitted by mass motions scaled
to a source distance of 10 kiloparsecs (kpc). In the top panel, we superpose the waveforms of models
s11WW and m15b6. Despite the presence of some rotation in the latter and its greater ZAMS mass,
the two models have very similar precollapse stellar structures [273, 508, 511]. This is reflected in
the very similar shapes of their waveforms. Even though s11WW is not rotating, a bounce burst
strain of ∼1.3×10−21 (at 10 kpc) is present in our numerical model. The first one to two milliseconds
of this burst are the imprint of the transition in grid geometry from the outer polar to the inner
Cartesian grids (figure 7.1) which generates a non-negligible time-varying quadrupole moment at
core bounce. It also induces initial perturbations for vortical motions in the Ledoux-unstable regions
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Figure 7.2: Dimensionless gravitational wave strain h+ along the equator at a distance of 10 kpc derived from
aspherical fluid flow. Upper panel: h+ of the nonrotating s11WW and the slowly rotating m15b6. Both models
have similar precollapse structures which is reflected in the similarity of their waveforms. Lower panel: h+ of
model s25WW. Note that the range of h+ in the lower panel is almost 50 times larger than that of the top panel.
behind the expanding shock that set in almost immediately and with an initial growth rate after
core bounce that is, perhaps, too fast. Test calculations with different transition radii and varied
resolutions show the artificial bounce feature in the waveform of the nonrotating models to converge
away with decreasing grid transition radius. Further numerical test calculations indicate that it is
important to cover the entire region that experiences the late-time core oscillations with the finely
spaced Cartesian grid. We choose a transition radius of 30 km and accept the artificial wave emission
induced by the grid transition at core bounce.
The amount of rotational energy in m15b6’s core (at bounce, β <∼ 2×10−4 and at the end, β∼8×10−4)
is too small to have a large influence on the core dynamics and, thus, on the waveform, except to
slightly stabilize the aspherical fluid motion at and shortly after bounce. In both models, until about
∼250 ms after bounce, the physical waveform is dominated by convective motions in the PNS and in
the postshock region. As the SASI becomes vigorous and leads to global deformation of the standing
shock (see, e.g., [26]) the wave emission from the postshock flow increases.
As described in Burrows et al. [26], the fundamental core g-mode (ℓ=1, with a frequency f∼330 Hz
in s11WW andm15b6) is excited by turbulence and accretion. As shown in figure 7.3, it grows strong
around∼400 ms after bounce and starts transferring energy to the harmonic at 2 f through nonlinear
effects. This is reflected in the rise of s11WW’s gravitational wave strain around that time visible in
figure 7.2. h+ reaches a local maximum, then quickly decays to about one-third that amplitude, only
to pick up again after some tens of milliseconds, rising to even higher amplitudes (a maximum of
∼7×10−22 [at 10 kpc]), followed by a quasi-exponential decay with a ∼100 ms e-folding time. We
attribute the gravitational wave emission in these two ‘humps’ to the quadrupole spatial component
of the 2 f harmonic of the fundamental ℓ=1 core g-mode. Model s11WW’s gravitational-wave energy
spectrum exhibits prominent emission in a band around ∼650 Hz. Interestingly, we do not observe
significant gravitational wave emission at the frequency of the fundamental core g-mode. This mode
must thus have been of clean ℓ=1 mode structure and the non-linear energy transfer to its harmonic
introduces additional structure of different spatial character. We note in passing that this behavior is
unexpected and that harmonics of stellar pulsation modes tend to have the same spatial character as
their parent mode [528] (and see, e.g., [323]).
The frequency analysis displayed in figure 7.3 shows that the 2 f harmonic appears first at a frequency
of ∼590 Hz, which increases over 200 ms to a maximum of about 680 Hz, and then continuously
decreases to ∼500 Hz at the end of the simulation. In this way, the gravitational wave emitting
component exactly mirrors the behavior of the ℓ=1 g-mode which goes through the same phases
[26, 27]. Ferrari et al. [343] have studied the PNS quasi-normal mode frequency evolution in general
relativity. Their prediction for the frequency evolution of the fundamental PNS core g-mode is in
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qualitative agreement with above the behavior while, owing to their GR treatment, they obtain more
compact PNSs with higher-frequencymodes. Interestingly, we find that the time of the first lull in the
wave emission (at ∼530 ms; figure 7.2) coincides with the point in time at which the core-oscillation
mode reaches its maximum frequency and its frequency derivative is zero (figure 7.3). Although
model s11WW begins to explode around 550 ms, its core oscillation does not subside immediately
and persists as long as accretion continues [26, 27].
The lower panel of figure 7.2 displays model s25WW’s waveform. s25WW’s precollapse stellar struc-
ture is significantly different from those of s11WWandm15b6. Most importantly, its iron core is more
massive (∼1.92 M⊙ vs. ∼1.37 M⊙ and ∼1.47 M⊙ , respectively) and more extended. These differ-
ences in progenitor structure lead to a different postbounce evolution for model s25WW. Its initial
shock radius is significantly smaller and the SASI becomes vigorous some 100 ms later than in the
two other models. Figure 7.4 shows a frequency-time plot of s25WW’s gravitational wave energy
spectrum starting at 400 ms after bounce. The first burst of gravitational waves, starting at about
500 ms and slowly fading afterwards (Fig. 7.2), is centered about ∼800 Hz. In this model, the ℓ=1
fluid mode, which dominates the dynamics at that time, is centered at ∼400 Hz and as for mod-
els s11WW and m15b6, we identify the wave emitting component as part of the harmonic at 2 f of
the former. At ∼900 ms after bounce, much stronger waves begin to be emitted through the exci-
tation of an ℓ=2 core eigenmode (figure 7.4; at that time f ∼950 Hz). It reaches a maximum strain
of ∼5×10−20 (at 10 kpc) and lasts for at least 200 ms, emitting a total of 8.2×10−5 M⊙c2 (≃1.5×1050
erg!) in gravitational waves (figure 7.5). Given usual type-II supernova energetics (e.g., [38]), s25WW
emits about 15% of the total kinetic explosion energy and more than ten times more energy than the
supernova optical emission. Clearly, gravitational radiation reaction effects may be relevant in this
model. However, since we did not expect such strong emission, the VULCAN/2D calculations do
not include radiation reaction force terms. Nevertheless, it is important to obtain quantitative insight
on the importance of radiation reaction effects. This is most straightforwardly done by comparing
the quadrupole gravitational wave luminosity,
LGW =
dEGW
dt
=
1
5
G
c5
〈...I−jk
...
I−jk〉 =
c3
32πG
〈∣∣∣∣dAE220dt
∣∣∣∣
2〉
, (7.28)
with the acoustic power (Lacoustic) emitted by the core oscillations. It is a lower bound on the total
gravitational wave luminosity since higher multipole emission is not taken into account. By compar-
ing LGW with Lacoustic it is possible to estimate the relevance of radiation reaction as an additional
Figure 7.3: Power spectrum of the fractional pres-
sure variation 〈p(r, θ) − p(r, θ)〉θ/〈p(r, θ)〉θ at a
radius r = 30 km, as a function of time after core
bounce and frequency in model s11WW. For each
time t, a power spectrum is calculated froma sam-
ple of time snapshots covering t± 50 ms, at a res-
olution of 0.5 ms. Note the emergence of power in
the 330 Hz g-mode, as well as the strengthening
of its harmonic at 2 f at later times. Towards the
end of the numerical evolution, higher-frequency
modes become strong as well.
Figure 7.4: Frequency-time evolution of model
s25WW’s gravitational wave energy spectrum
(dEGW/d f , see §3.8.2) computed with a 50 ms
sampling interval. Clearly visible is the promi-
nent emission at ∼800 Hz setting in when the
quadrupole component of the 2 f harmonic of the
ℓ = 1 PNS g-mode becomes energetic at ∼600 ms
after bounce. At late times the emission is domi-
nated by an ℓ=2 eigenmode at ∼950 Hz. This fig-
ure appeared on the front cover of Physical Re-
view Letters, Volume 96, 26 May 2006.
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Figure 7.6: Comparison of the quadrupole gravi-
tational wave and acoustic luminosity of the PNS
core g-modes in model s25WW. The gravitational
wave luminosity (LGW) is given by equation (7.28),
but no temporal averaging is carried out, leading to
the high-frequency oscillations in LGW. The acous-
tic luminosity (LGW) is roughly estimated via equa-
tion (7.29). LGW is at early and intermediate times
subdominant, but becomes relevant at late times
and for a short interval of time dominant due to
the strong burst of gravitational waves occurring at
∼1 s after bounce.
damping mechanism for the core oscillations. This is done in figure 7.6, for which we estimate the
acoustic power output by
Lacoustic ≈
Eg-mode
τg-mode
(7.29)
where Eg-mode is the total g-mode kinetic energy of material with densities>∼ 1010 g cm−3 and τg-mode
is the acoustic damping e-folding time of the core pulsations which is taken to be ∼100 ms based on
our simulation data2. However, due in part to the very complicated flow patterns and sonic refrac-
tion and reflection, it is difficult to determine precisely Laccoustic. We estimate a ±50% ambiguity
associated with our current estimate of Lacoustic, plotted in figure 7.6. Despite the uncertainties asso-
ciated with the exact magnitude of Lacoustic, it is obvious from figure 7.6 that radiation reaction can
play a significant role in model s25WW and should be taken into account as an additional damping
agent in future calculations.
Gravitational Wave Emission from Anisotropic Neutrino Radiation
We extract the gravitational wave contribution that is due to anisotropic neutrino emission by means
of the formalism discussed in §7.1.4. In reality, any angular anisotropy present in the neutrino ra-
diation field at the point of decoupling from matter on the surface of the neutrinospheres will be
preserved to infinity. Unfortunately, this is not the case in our calculations since our 2D MGFLD
approach3 has a too strong tendency to smooth out lateral gradients. At about 100 km above the
neutrinospheres, angular variations are already smoothed out to a large, though not straightfor-
wardly inferable degree. With an (energy/species) upper neutrinosphere radius of ∼30–50 km (see,
e.g., [72, 73, 86]), we extract the total neutrino luminosity and its angular variation at an radius of
100 km4, assuming the latter to be a lower limit for the true anisotropy of the neutrino radiation field
and thus for the gravitational wave emission by neutrinos. More realistic and definite statements
2One can use the FWHM of the power spectrum of the core pressure fluctuations around the fundamental mode or the
early growth rate of the core oscillation kinetic energy to get a handle on this quantity.
3Note that VULCAN/2D implements full 2D MGFLD; not MGFLD along radial rays as used in, e.g., [77].
4Note that the published version of this work assumed an extraction radius of 200 km. Our current understanding however
favors a smaller extraction radius to avoid the too much artificially smoothed radiation field at 200 km.
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Figure 7.8: Gravitational wave dimensionless
strain amplitudes originating from anisotropic
neutrino emission and scaled to a distance of
10 kpc. In s11WW and m15b5 the neutrino gravi-
tational wave strain is on the same order of mag-
nitude as the mass-quadrupole emission, yet ex-
hibits much smaller temporal variation and is
hence much less energetic. In model s25WW the
neutrino gravitational wave strain amplitudes are
from factors of a few to one order of magnitude
smaller than those of the mass motions.
will only be possible with full 2D multi-angle transport [477], currently too computationally expen-
sive for long-term postbounce calculations. A new, fast and more accurate scheme than MGFLD,
currently under development [616], may lead to improved results in the intermediate term.
In figure 7.7 we display the neutrino anisotropy parameter α as defined by equation (7.25), extracted
at an observer radius of 100 km. The parameter α, in combination with the total neutrino luminosity
Lν, sets the magnitude and the temporal variation of the gravitational wave emission by neutrinos
(equation (7.24)). While α is a somewhat normalized quantity it is observer-position dependent and
not necessarily a good measure for the magnitude of the anisotropic part of Lν in the source coor-
dinate system, i.e. on the computational grid. As apparent from figure 7.7, there is some neutrino
radiation anisotropy associated with core bounce. This bounce feature is related to the neutrino
break-out burst and results from the vortical mass motions in the neutrino-matter decoupling region
that are present and likely too rapidly growing because of the grid transition in our VULCAN/2D
calculation at ∼30 km. As can be inferred from the matter gravitational waveforms (figure 7.2), the
asphericities smooth out quickly in the early postbounce phase, and correspondingly the magnitude
of α becomes small again until the physical PNS convection (see, e.g., [72, 73]) becomes strong, re-
sulting in an overall increase of |α| in all models. Since α quite subtly depends on fluid asphericities
in the neutrino energy and species dependent decoupling region, it varies with time and progenitor
in a way that is not straightforwardly related to short-term global fluid features. The PNS core oscil-
lations that become strong several hundred milliseconds after core bounce certainly do not leave any
strong qualitative or quantitative imprint on α. We surmise that interaction with overlying relatively
dense outer core material before decoupling smoothes the angular neutrino distribution sufficiently
to wash out the core oscillation imprint on the neutrino radiation field.
Figure 7.8 depicts the gravitational wave strains at 10 kpc distance related to anisotropic neutrino
emission in the three considered models. As expected fromModel s25WW’s large αmagnitudes this
model calculation yields the largest neutrino-caused gravitational wave strain. The large negative
contribution/offset is due to the burst in anisotropy between ∼200–400 ms after core bounce dur-
ing which α stays almost exclusively negative in this model. After that, α varies around zero and
becomes only at late times predominantly positive, leading to the observed decrease in magnitude
of s25WW’s h+. s25WW dominates over the other two models because of its more massive PNS,
significantly higher late-time accretion rates and associated smaller shock radii, and more vigorous
turbulent convective overturn in the neutrino-matter decoupling region. A comparison with the mat-
ter gravitational wave emission presented in figure 7.2 shows that in s11WWandm15b6 the neutrino
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Table 7.1: Model summary
Model ∆ta |h+,max|b hb,cchar,max f((hchar,max) EdGW
(ms) (10−21) (10−21) (Hz) (10−7 M⊙ c2)
s11WW 1045 1.3 22.8 654 0.16
s25WW 1110 50.0 2514.3 937 824.28
m15b6 927.2 1.2 19.3 660 0.14
a time between bounce and the end of the simulation
b at 10 kpc c see §3.8.3 d see §3.8.2
induced gravitational wave strain is almost of the same order of magnitude as the baryonic matter
contribution. In s25WW the peak neutrino gravitational wave strain is an order of magnitude lower
than the maximum amplitude of the baryonic matter component. It is important to keep in mind
that despite the comparability in the maximum wave strains, the total emitted gravitational wave
energies are very different between baryonic matter and neutrino components. The low-frequency,
almost ’DC’ character (due to the described memory effect) of the neutrino-caused gravitational wave emission
leads to lower emitted energies by many orders of magnitude. We find total integrated neutrino gravi-
tational wave energies of 1.76×10−12 M⊙ c2, 3.51×10−14 M⊙ c2, and 7.62×10−14 M⊙ c2 for models
s25WW, s11WW, and m15b6, respectively. By comparing these numbers to the total energy emission
by quadrupole fluid motions summarized in Table 7.1, one realizes that the neutrino-caused gravi-
tational wave emission is energy-wise completely negligible when compared with the gravitational
wave emission from quadrupole fluid motions.
In comparison with the recent work of Mu¨ller et al. [95], the neutrino-induced gravitational wave
strains in our models fall into the same orders of magnitude5. Note, however, that our results as
well as those obtained by Mu¨ller et al. are tentative. While our flux-limited diffusion approach tends to
smooth out anisotropies, the ray-by-ray approach of the Mu¨ller et al. work tends to emphasize them.
The gravitational wave energy spectra (dEGW/d f ) of the neutrino gravitational wave emissions peak
at low frequencies between 1 and 10 Hz, hence in the worst possible window between the LIGOs’
low-frequency limit and the upper frequency limit of LISA. However, cosmological (red-shifted)
supernova neutrino gravitational wave signals might be detectable by LISA and/or by second gen-
eration space-based gravitational wave antennas [617].
7.2.3 Summary and Discussion
We have analyzed the gravitational wave emissions in long-term Newtonian 2D radiation-hydro-
dynamics supernova calculations for three different progenitors, one of which includes angular mo-
mentum consistent with the inferred rotation period of young pulsars. We find that the gravitational
wave emissions of all models are dominated by the quadrupolar components of the core g-mode
oscillations first discovered by Burrows et al. [26, 27]. If the core oscillations seen in our simulations
do obtain, their gravitational wave emission will exceed the emission from all previously considered
emission processes, including rotational core bounce, convection, and anisotropic neutrino emission.
Importantly, we point out that the excitation of the core g-modes does not depend on the particular explosion
mechanism proposed by Burrows et al. [26, 27], but is likely to be a generic phenomenon induced by turbulence
and accretion downstreams in any suitably delayed explosion mechanism.
The recent study of Mu¨ller et al. [95] suggests a total energy emission of 3×10−9 M⊙c2 for a ro-
tating model (initially about 3 times as fast as our m15b6). For our nonrotating, low-mass model
s11WW we find about 5 times as much energy emission: 1.6×10−8 M⊙c2. For the slowly rotating,
but otherwise very similar model m15b6, we calculate a total gravitational wave energy emitted in
gravitational waves of 1.4×10−8 M⊙c2 (Fig. 7.5 and Table 7.1). For the initial rotation rate and angu-
lar momentum distribution present in the m15b6 progenitor, we do not find significant qualitative or
quantitative differences caused by such slow rotation. Model s25WW, due to its more massive iron
core, higher postbounce accretion rates, and higher pulsation frequencies and amplitudes, emits an
amazing 8.2×10−5 M⊙c2, almost one tenth of a typical supernova explosion energy. We estimate that
5Note that in the published version of this work our estimates were about a factor of 5 smaller. This is due to the too large
extraction radius assumed in the published version.
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Figure 7.9: Characteristic strain spectra at 10 kpc contrasted with initial and advanced LIGO (optimal) rms noise
curves.
gravitational radiation reaction effects are likely to provide additional damping in this model and
ought to be included in future work.
We have studied the gravitational wave emission from anisotropic neutrino radiation fields and
found maximum wave strains in rough order-of-magnitude agreement with Mu¨ller et al. [95], but
conclude that improvedmethods [616], and perhaps full angular-dependent neutrino radiation trans-
port [477] will be needed for reliable estimates. The time-integral nature of the neutrino gravitational
wave strain will, however, always lead to emission at low frequency (∼1–10 Hz) and correspond-
ingly low total emitted energies.
In Fig. 7.9, we show the characteristic gravitational wave strain spectra (hchar) of the three models, if
located at 10 kpc. hchar is defined by [514] (and discussed in §3.8.3) as
hchar( f ) =
1
D
√
2
π2
G
c3
dEGW( f )
d f
, (7.30)
where D is the distance to the source. This is a particularly useful measure, since it incorporates
the amount of energy radiated in a spectral interval d f around f . In addition, we show the optimal
rms noise strain (hrms =
√
f S( f ), S( f ) being the spectral strain sensitivity) of both LIGO I and ad-
vanced LIGO [515]. All hchar spectra peak strongly at the frequencies identified with the quadrupole
components of the core oscillations (Fig. 7.4, between 600 and 1000 Hz, likely to be higher when
general relativity is included), corroborating the narrow-band nature of the emission process. Given
our results, we conclude that, if the core oscillations observed in our simulations are generically ex-
cited in core-collapse supernovae, even nonrotating supernovae of small to intermediate progenitor
mass should be observable by LIGO throughout the Milky Way and beyond. Massive progenitors
could be detectable out to ∼100 times greater distances and their prolonged and extremely energetic
core-oscillation wave signature might be the generic precursor of stellar-mass black-hole formation.
We point out that the work presented here is based on simulations in 2DNewtonian gravity and only
quadrupole wave emission has been considered. General relativity is likely to increase the frequency
of the PNS eigenmodes, but is unlikely to lead to qualitative differences. Fast rotation might lead
to the partial stabilization of the postshock convection, may affect the growth of core oscillations,
and will likely lead to nonaxisymmetric rotational instabilities for β >∼ 8% ([22] and §6.4). In 3D, the
temporal and spatial mode and SASI structures may change.
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7.3 Gravitational Waves from Rotating Accretion-Induced Collapse
of White Dwarfs to Neutron Stars
The results presented in this section have been summarized and published as part of Dessart, Bur-
rows, Ott, Livne, Yoon, and Langer, Multidimensional Simulations of the Accretion-Induced Collapse of
White Dwarfs to Neutron Stars, Astrophysical Journal, 644, 1063 (2006) [16]. The focus of the work pre-
sented here is the analysis of the gravitational wave emission in the models considered in the former
study.
Electron-degenerate C/O and O/Ne/Mg white dwarfs mark the end stage of low-mass (<∼ 8M⊙ )
stellar evolution. If located in a close binary system, a white dwarf may accrete matter and angular
momentum from its companion star, and, in the usual picture, eventually experience explosive nu-
clear burning, leading to total disruption and a Type Ia supernova [1, 432, 505]. Theoretically, white
dwarfs with O/Ne/Mg cores, due to their high central density (>∼ 1010 g cm−3), may experience
rapid electron capture. This leads to core collapse, rather than to thermonuclear explosion, when
the white dwarf is pushed over its effective Chandrasekhar mass6 by accretion. This is accretion-
induced collapse (AIC) [618]. It is currently unclear what fraction of all white dwarfs lead to AICs,
but of those white dwarfs that evolve to form a Chandrasekhar-mass O/Ne/Mg core, all will neces-
sarily undergo collapse [16]. Binary star population synthesis studies predict the occurrence of AICs
with a galactic rate of 8×10−7 yr−1 to 8×10−5 yr−1, depending, among other things, on the treat-
ment of the common-envelope phase and the mass transfer history in the binary system [619]. This
is equivalent to 1 AIC per ∼50–100 standard Type Ia events [16].
Previously, only one study had addressed the gravitational wave emission in AICs: Fryer, Holz, and
Hughes (FHH) [270] analyzed the single rotating AIC model of [42], who performed 2D axisymmet-
ric smooth particle hydrodynamics / gray flux-limited diffusion calculations of AIC. The model’s
initial configuration was rigid rotation with a total angular momentum of 1049 erg s and an initial
surface period of ∼10 s, which is in the ball park of the shortest observed periods of cataclysmic
accreting white dwarf variables [620]. The model was forced into rotation and had no precollapse
rotational equilibrium configuration. FHH give a maximum mass-quadrupole wave strain (they ne-
glect the neutrinos) from rotating core bounce of 5.9×10−20 at 10 kpc. Note that this value given by
FHH is exceptionally large, almost one order of magnitude larger than, for example, obtained in any
rotatingmodel considered in Chapters 5 and 6 of this dissertation. Despite the fact that the Fryer et al.
model exhibited a postbounce β = T/|W| of only ∼0.06 and was mildly differentially rotating, its
PNS showed quasi-toroidal structure with a density maximum located at∼15 km despite only mod-
erate differential rotation and a spin period of ∼1 s. Given the rotation rates / degrees of differential
rotation required for quasi-toroidal structure as derived by other studies (e.g., [9, 12, 30, 308, 309]
and references therein), these numbers are difficult to understand.
In this work we present gravitational wave estimates for AIC, based on results from the first 2D
multi-group flux-limited diffusion (MGFLD) Newtonian radiation-hydrodynamic calculations of ro-
tating AIC with initial white dwarf models in rotational equilibrium [16]. We compute and analyze
the gravitational wave emissions from quadrupole mass motions and, for the first time in the AIC
context, of anisotropic neutrino emission. In our more self-consistent calculations, we find by one to
two orders of magnitude smaller maximum gravitational wave strains. We also find that the neutrino
component dominates over matter emission in amplitude, but owing to its low-frequency nature, not
in the integrated energy emission.
7.3.1 Method and Initial Models
The numerical calculations on which this work is based are performed with the 2D Newtonian
radiation-hydrodynamics code VULCAN/2D in MGFLDmode with 16 neutrino energy groups and
νe, ν¯e, and “νµ” flavors. The code features and the gravitational wave extraction methods are delin-
eated in §7.1. Note that in this work, the multipole gravity solver is employed.
We draw our AIC progenitor white dwarf data from the study of Yoon & Langer (YL) [61]. YL com-
puted Newtonian 2D rotational equilibrium barotropes (p = p(ρ); usually a good approximation
6Depending on structure, composition, and rotational support [36].
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Table 7.2: Properties of selected AIC progenitors. M is the baryonic mass, Rp and Re are the polar and equa-
torial radii, respectively. J is the total angular momentum and β = T/|W| is the ratio of rotational kinetic to
gravitational energy.
M Rp Req J β = T/|W|
(M⊙) (km) (km) (1049 erg s) Initial Final
1.46 800 1130 1.60 0.0076 0.059
1.92 660 2350 5.45 0.0833 0.262
for degeneracy-pressure dominated objects) in rotational equilibrium for prescribed angular velocity
distributions Ω(̟) via the self-consistent-field method [550, 621] (see also §3.7.2 for a general rela-
tivistic variant). For this work, we select models computed with the methods described in YL with
masses of 1.46 and 1.92 M⊙ . Both models have a relatively high initial central density ρc equal to
5×1010 g cm−3. Note that at such high densities electron capture sets in quite strongly at the very
beginning of the calculation. It is very likely that collapse in a real O/Ne/Mg white dwarf starts
already at lower ρc [618]. We nevertheless adopt the high ρc to ensure fast collapse and to avoid EOS
problems encountered with models of lower initial ρc.
A shortcoming of the present white dwarf progenitor models is their unknown initial thermal struc-
ture that cannot be derived by the methods of YL. Given the additional EOS difficulty in handling
low temperatures (T <∼ 0.5× 1010 K) at high densities (ρ >∼ 1010 g cm−3), we resort to parametrizing
the temperature as a function of the local density, that is,
T(̟, z) = Tc
(
ρc/ρ(̟, z)
)0.35
, (7.31)
with Tc = 1010 K in the 1.46-M⊙ model and Tc = 1.3×1010 K in the 1.92-M⊙ model. Note that,
similarly, Woosley & Baron [622] adopted a T parametrization with Tc = 1.2×1010 K in their 1D
AIC calculations. We point out that, since electron degeneracy pressure is the dominant pressure
component, the precollapse temperature distribution is of minor importance to the hydrodynamics.
The initial Ye is set to 0.50 throughout the white dwarf.
The 1.46-M⊙ model is evolved on the full hemisphere (180◦), a Cartesian–spherical-polar transition
at 20 km and a maximum grid radius of 5000 km. The maximum resolution in the Cartesian inner
region is 0.56 km, while the minimum resolution is 150 km close to the outer boundary. 121 regularly
spaced zones are used to cover 180◦. Since we find that this model maintains almost perfect top–
bottom symmetry during its entire evolution, we evolve the 1.92-M⊙ model on a 90◦ wedge, but
increase the maximum resolution to 0.48 km and the minimum resolution at the outer boundary of
4000 km to 100 km. 71 regularly spaced angular zones are used to cover 90◦.
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Figure 7.10: Equatorial angular velocity profiles of the 1.46-M⊙ (blue) and the 1.92-M⊙ (red) models at 5 ms
into the calculations. While exhibiting similar surface angular velocities, the 1.92-M⊙ model is in approximate
solid-body rotation and, because of this and its greater mass, carries more than three times greater total angular
momentum than the 1.46-M⊙ model (Table 7.2). See [16, 61] and text for details on the employed rotation law.
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Figure 7.11: Initial density ρ(̟, z) for the 1.46-M⊙ model (left) and the 1.92-M⊙ model (right). We over-
plot the equipotentials corresponding to the equilibrium configurations whereby the density ρ(̟, z) is solely
a function of the effective potential Ψ(̟, z) given as the sum of the gravitational potential, i.e., Φ(̟, z) =
−G ∫ ρ(̟, z)/|~R− ~R′|d3R′ , and the centrifugal potential, i.e., Θ(̟) = − ∫ Ω2(̟′)̟′d̟′ [16, 61]. A low-density
1000 g cm−3 atmosphere surrounds the white dwarf. This figure corresponds to figure 1 of [16] and was pre-
pared by L. Dessart.
We follow the postbounce evolutions of the 1.46-M⊙ and 1.92-M⊙ models for 550 ms and 780 ms,
respectively. Table 7.2 summarizes important model parameters.
Figure 7.10 depicts the initial angular velocity profiles of the two progenitor models. Rotation is
constant on cylindrical shells, hence Ω = Ω(̟) only. The rotation laws employed by YL are so-
called accreting white dwarf rotation laws, that typically exhibit positive Ω gradients throughout most
of the white dwarf. They were derived and discussed by YL [61, 580]. The models employed here
differ only in initial central angular velocity Ωc and use otherwise identical rotation law parameters7.
The 1.48 M⊙ model’s angular velocity increases rapidly with cylindrical radius from 0 rad s−1 at its
center to a peak at the model’s surface of a value of∼11 rad s−1, corresponding to a period P ∼ 0.57 s.
The 1.92-M⊙ model is much less differentially rotating. It has an initial central angular velocity of
∼17.62 rad s−1 and its angular velocity peaks at a radius of ∼425 km at a value of ∼13 rad s−1
(P ∼0.5 s) and drops to ∼2.2 rad s−1 (P ∼2.9 s) at the surface. The 1.92-M⊙ model has a total
angular momentum of ∼5.5×1049 erg s and an initial β = T/|W| of 0.0833, while the 1.46-M⊙model
carries 1.6×1049 erg s and has an initial β = T/|W| of 0.0076. The 1.46-M⊙ model hence serves as
a reference for a precollapse white dwarf with moderate initial rotational energy8. As figure 7.11
depicts, the 1.46-M⊙ model has spheroidal structure with an axis ratio of ∼0.7. The 1.92-M⊙ model,
on the other hand, has a very large precollapse angular momentum / rotational energy, allowing
for its by ∼0.5 M⊙ greater mass and leading to an almost toroidal, but still centrally condensed
precollapse structure.
7.3.2 Results
In this section, we focus on those aspects of the Dessart et al. [16] calculations that are relevant for
the gravitational wave signature of AIC events. For a more detailed discussion of the radiation-
hydrodynamics and the explosion physics, the reader is referred to the original article [16].
7In the notation of YL these parameters are: fK = 0.95, fsh = 1.0, a=1.2. fK is the ratio of surface velocity to Keplerian velocity.
fsh is a shear parameter, and a is constant governing the rotation in the outer white dwarf layers. Note that the rotation law is
not in closed analytic form. See YL for details.
8Note that what is moderate in the white dwarf context is high in the massive star / iron core context. See §6.1.
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Figure 7.12: Collapse evolution of the electron
fraction Ye at the stellar centers of both consid-
ered models. The calculations start with Ye = 0.5
throughout the white dwarf. Note that the data
output interval is 5 ms until ∼3 ms prior to
bounce, leading to the “roughness” in Ye(t). Note
that the Yes reached at core bounce are 30–40%
lower than what is expected for standard iron core
collapse.
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Figure 7.13: Evolution of the rotation parameter
β = T/|W| for the 1.46-M⊙ (blue) and the 1.92-
M⊙ (red) models from the onset of collapse to
50 ms after core bounce. Note that, owing to its
initial rotational set up (figure 7.10), the 1.46-M⊙
model’s β does not increase significantly during
collapse and reaches a value of only ∼0.01 at core
bounce.
Gravitational Wave Emission from Rotating Collapse and Core Bounce
Bothmodels start out with a central density of 5×1010 g cm−3 and, due to their rotational equilibrium
configuration, 0.74M⊙ in the 1.46-M⊙model and 0.68M⊙ in the 1.92-M⊙model have densities above
1010 g cm−3 already at the onset of collapse. Owing to their high initial central densities, electron
capture sets in strongly as soon as the calculations are started. Figure 7.12 depicts the evolution of
the electron fraction Ye at the stellar centers of both models. In both models Ye plummets from 0.5 to
∼0.4 within the first 5 ms of the calculations. Invoking a simplified picture with a polytropic EOS for
a relativistically degenerate Fermi gas of electrons, the pressure p equals
p = 1.2435× 1015 cm
2
s2
(Ye)
4/3ρ4/3 . (7.32)
This Ye reduction corresponds to a central pressure reduction of ∼25%. This large initial pressure
drop leads to a fast onset of dynamical collapse with continued strong deleptonization. The 1.92-
M⊙ deleptonizes somewhat more quickly and to lower central Ye than the 1.46-M⊙ model. This is
most likely due to the different initial thermodynamic conditions and angular/radial density strat-
ifications. At core bounce, Yes of ∼0.19 and ∼0.17 are reached in the 1.46-M⊙ and 1.92-M⊙ model,
respectively. These values are remarkably low. A standard iron core collapse of massive stars typ-
ically ends with Ye ≈ 0.25–0.30 (depending on the electron capture prescription; see, e.g., [64]). As
pointed out by [3, 64–66, 68, 69] (and references therein) and in §6.2–6.3 of this dissertation, the mass
of the inner core (Mic) at core bounce exclusively determines the core dynamics during that phase.
Mic sets the mass of the outer infalling material that remains to be dissociated by the bounce shock, it
determines the initial kinetic energy imparted to the shock, and sets the amount of angular momen-
tum that may become dynamically relevant during bounce. Mic decreases with decreasing Ye and
increaseswith increasing rotational support of the inner core (increasing β; see §5.1). In the following,
we determine Mic via
Mic =
∫
|vr|<cs; vr<0; r<100 km
ρdx3 , (7.33)
where vr is the local radial velocity, cs is the local speed of sound, and r is the radius r =
√
̟2 + z2.
Figure 7.13 depicts the evolution of the rotation parameter β = T/|W| from the beginning of the
calculations to 50 ms postbounce as a function of postbounce time. The 1.46-M⊙ model reaches core
bounce after only 37 ms, and, owing to its initial angular momentum distribution (figure 7.10), spins
up from its precollapse value β ∼0.0076 to only β ∼0.01 (and an asymptotic value— due to accretion
of higher angular momentum material — of ∼0.06 at the end of the calculation). Hence, rotational
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Figure 7.14: Top: Gravitational wave strain h+ at an observer distance of 10 kpc for the 1.46-M⊙ model (left)
and the 1.92-M⊙ model (right). Note the different ordinate scales. Bottom: Evolution of the density maximum
ρmax as a function of postbounce time. Note that even in the quickly spinning 1.92-M⊙ model the influence
of rotation on the dynamics is small, merely leading to a reduction in ρmax, but not to harmonic-oscillator like
postbounce re-expansion–collapse–bounce cycles. However, note that the postbounce variations in the 1.92-M⊙
model waveform are more quickly damped and of lower frequency than those visible in the 1.46-M⊙ model
waveform.
support of the inner core is weak in this model, and the very low Ye leads to a very small inner core
mass at bounce of only <∼ 0.35 M⊙ with little rotational flatting in this model. For standard massive-
star iron core collapse, an Mic between ∼0.5–0.7 M⊙ is expected (see, e.g., [64]). As portrayed by the
evolution of this model’s maximum density ρmax, shown in the lower left panel of figure 7.14, the
rebound is very weak. It does not lead to a notable re-expansion of the inner core at core bounce.
The upper left panel of figure 7.14 displays the gravitational wave strain as emitted by quadrupolar
mass motions in the 1.46-M⊙ model and at an assumed observer location of 10 kpc. The maximum
strain amplitude of 5.5×10−22 (at 10 kpc) is reached in the positive (slightly prebounce) spike. After
bounce, the waveform exhibits high frequency ( f ∼400–500 Hz), exponentially-damped oscillations
with an e-folding time of ∼30 ms. The PNS of the 1.46-M⊙ model shows only very weak convective
motions [16]. This is confirmed by the waveform which lacks any features/late-time variations that
could be associated with aspherical convective overturn.
The described waveform morphology is reminiscent of type-III waveforms that were observed in
previous adiabatic studies employing ideal-fluid/hybrid EOSs for low adiabatic Γs around 1.28 [12,
13, 30] (see also §5.1.3). In particular, type-III morphology has been associated with small inner core
mass and little inner core angular momentum / rotational support, both of which is the case for the
1.46-M⊙ model in this study. Although type-III morphology has been deemed unlikely to obtain
in standard rotating iron core collapse [9, 14], it may — as our 1.46-M⊙ model demonstrates — be
possible in the AIC context.
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As in the 1.46-M⊙ model, the greater angular momentum 1.92-M⊙ white dwarf undergoes fast col-
lapse and reaches core bounce at approximately the same time (∼37 ms) as the 1.46-M⊙ model. Due
to the strong and fast deleptonization, rotational support becomes relevant only from the plunge
phase of collapse on9. The 1.92-M⊙ model is initially in solid-body rotation and, not unlike the
1.46-M⊙ model, most of its rotational energy is initially located at large radii. Hence, as figure 7.13
depicts, the global integral β in this model does not increase until the plunge phase of collapse, when
the inner core contracts and spins up very rapidly. Despite its low inner core Ye at core bounce (see
figure 7.12), and due to the significant rotational support at core bounce, the 1.92-M⊙ model has
a “regular” inner core mass of ∼0.56 M⊙. At core bounce, the 1.92-M⊙ model has reached a β of
∼0.14, which steadily increases due to accretion of high angular momentum material to an asymp-
totic value of ∼0.26 at the end of the calculation. These values of β are large enough for the growth
of secular and, perhaps, even dynamical rotational nonaxisymmetric instabilities (see, e.g., [19, 21–
23, 286, 309, 504] and §6.4). In addition, we find an off-center (by ∼1 km) maximum of the density
distribution in the 1.92-M⊙model. This indicates a quasi-toroidal shape of the central regions of this
model’s PNS and may have relevance in the context of rotational instabilities [23, 309]. The study of
the development of nonaxisymmetric structure shall be postponed to future 3D calculations.
The right panels of figure 7.14 show the mass-quadrupole gravitational waveform (top) and the ρmax
evolution (bottom) of the 1.92-M⊙ model from 10 ms prebounce to 80 ms after bounce. In compari-
son with the 1.46-M⊙ model, the 1.92-M⊙ model reaches a maximum density that is ∼60% lower at
core bounce. However, owing to its inner core’s greater rotational support, its rebound is more pro-
nounced, leading to a significant relaxation (drop in ρmax) in the first postbounce millisecond. The
gravitational wave signal is dominated by the large positive spike slightly before bounce with a peak
strain of 3.6×10−21 (at 10 kpc). This is more than six times greater than the peak strain of the 1.46-M⊙
model. The positive prebounce waveform feature is followed in magnitude by the negative bounce
spike that usually dominates the waveform of rotating massive star iron core collapse. The post-
bounce waveform consists of damped oscillations with frequencies f ∼100–200 Hz. While the fluid
motions responsible for the postbounce emission are certainly affected by rotation (low frequencies;
compare to the 1.46-M⊙model above), there is no coherent volume-mode type pulsation present that
would correlate ρmax and waveform variations. Note that — as in the 1.46-M⊙ model — we do not
observe any significant convective overturn in the 1.92-M⊙ model and hence no convective features
in its gravitational waveform.
Considering the waveform morphologies presented in §5.1, we categorize the 1.92-M⊙ waveform
as type-III/II transitional, since it exhibits similar morphology to that of the 1.46-M⊙ model while
having a more massive inner core, containing more angular momentum and experiencing signifi-
cant rotational support, leading to a mixture of type-III and type-II (rotationally dominated bounce)
behavior.
Gravitational Wave Emission from Anisotropic Neutrino Radiation
As pointed out in §7.1.4 and §7.2.2 not only accelerated aspherical fluid motion, but also anisotropies
in the neutrino radiation fields may lead to the emission of gravitational waves at sizable ampli-
tudes. The analysis of the neutrino-induced gravitational wave emission of the nonrotating models
of Ott et al. [15] (§7.2.2) has shown that already small anisotropies in the neutrino radiation can lead
to the emission of large-amplitude gravitational waves and at low frequencies and leaving behind a
static “offset” of spacetime, owing to their intrinsic gravitational wave memory.
In figure 7.15we show for both models at early times (top row) and at the last simulated time (bottom
row) colormaps of the total neutrino flux in the radial direction, with isodensity contours overplotted
as white curves, and velocity vectors as black arrows. Due to the hydrodynamical history of rotating
collapse, the PNS is relatively devoid of overlying material in the polar direction, while in the 1.92-
M⊙ model a massive (∼0.6 M⊙ ) and dense (106–1010 g cm−3) near-Keplerian disk is located at
latitudes <∼40◦. Given this configuration, the dynamical effect of a spherically-symmetric neutrino
radiation field would be enhanced along the low-density polar direction. This is indeed reflected
by the appearance of a strong neutrino-driven wind in the polar direction that does not exist (in
both models) in directions within ∼ ±40◦ [16]. In addition, and as figure 7.15 depicts, the radial
9A more detailed discussion on the influence of deleptonization in rotating core collapse is presented in §6.3.
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Figure 7.15: Total energy/species-integrated radial neutrino flux soon after bounce (top row) and at the last sim-
ulated time (bottom row) for the 1.46-M⊙ model (left column) and the 1.92-M⊙ model (right column). Velocity
vectors and isodensity contours (for every decade starting from 1014 g cm−3). Note the growing flux anisotropy
with time in both models. Also note the oblate-prolate correspondence of matter and neutrino flux anisotropy.
At and shortly after core bounce, the neutrino radiation field of the 1.46-M⊙ model is still almost spherically
symmetric, while at the end of the simulation its anisotropy is large — almost as large as that of the 1.92-M⊙
model whose PNS is already very quickly spinning and, hence, oblate at and shortly after core bounce. Regions
of high flux generally coincide primarilywith regions of low density (and correspondingly small neutrinosphere
radii [16] and high temperature). This figure has been prepared by L. Dessart and is figure 16 of [16].
neutrino flux from the PNS in both models itself is anisotropic and grows more anisotropic with
time. This is due to the rotational flattening of the PNS that leads to a pronounced oblate flattening
of the neutrinospheres10 with polar to equatorial neutrinosphere radii ratios of down to 1/10 [16].
While the angle-dependent neutrino decoupling radius does mitigate the asphericity [87] slightly,
the latitudinal variation of the neutrino flux is still very large.
Note that the neutrino radiation field in the 1.46-M⊙ model at 16 ms after core bounce (figure 7.15)
is still quite isotropic, while that of the 1.92-M⊙model already exhibits strong anisotropy with much
larger fluxes in the polar regions than near the equator. This difference is readily explained by the
different initial rotational configurations of the two models displayed in figures 7.10 and 7.11. The
central region of the 1.46-M⊙ model is only very slowly rotating, hence only prolonged accretion of
outer white dwarf material with high specific angular momentum leads to the oblate deformation of
this model’s PNS and the prolate shape of the neutrino radiation field at late times. This is portrayed
10The neutrinosphere position is defined by the point at which the optical depth in the radial direction for neutrinos is 2/3.
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by the lower left panel of figure 7.15. The 1.92-M⊙ model’s PNS, on the other hand, is already
spinning very rapidly at and after core bounce, leading to the strongly prolate shape of its neutrino
radiation field.
Figure 7.16 depicts the time evolution of the instantaneous neutrino radiation anisotropy parameter
α that is defined by equation (7.25). In the 1.46-M⊙ model, we extract α outside the neutrinospheres
at an observer radius of 200 km while we choose an observer radius of 300 km in the 1.92-M⊙model
since the neutrinospheres extend out to significantly larger equatorial radii in this model [16]. As
pointed out earlier (§7.2.2), our MGFLD approach tends to smooth out anisotropies in the neutrino
emission. Hence, the values of α and the amplitudes of the neutrino-induced gravitational wave-
forms presented in this section may be regarded as lower bounds to the realistic anisotropy/wave
amplitudes. Future fully angle-dependent neutrino radiation-hydrodynamics calculations will be re-
quired for more reliable estimates of the neutrino radiation anisotropy and the corresponding gravi-
tational wave emission.
The α evolutions of the 1.46-M⊙ and 1.92-M⊙ models are qualitatively quite similar while the latter
model reaches up to 8 times larger α. Note that α assumes positive values throughout our model
calculations. This is due to the clear prolate deformation of the neutrino radiation field and is in
stark contrast to the behavior of α in nonrotating massive star core-collapse models (cf. §7.2.2).
In order to understand the evolution of α presented in figure 7.16, it is useful to consider figure 7.17
that compares the polar and equatorial energy and flavor integrated neutrino luminosities Lν in the
1.92-M⊙ model. The first peak in α at core bounce correlates with the electron neutrino break-out
peak in Lν that is ∼40% larger at the poles than on the equator. The second increase in α at ∼50–
100 km after core bounce coincides with the rise in magnitude and anisotropy of the anti-electron
and “µ” neutrino luminosities during that time interval. The slow late-time decay of α can in turn be
associated with late-time decrease of the ν¯e and “νµ” contributions to the total emission.
The neutrino-induced gravitational waveform is obtained by integrating in time the product of α
and the total neutrino luminosity Lν (equation [7.24]). Given the overall small time variation and
positive nature of α, the resultant gravitational wave signal should exhibit only slow time variation
and should increasemonotonically in amplitude. The left panel of figure 7.18 clearly confirms this. At
the end of their numerical evolutions, the neutrino-induced h+ for an observer located on the equator
of the source at 10 kpc distance has risen to 2.0×10−20 and 4.6×10−21 in the 1.92-M⊙ and 1.46-M⊙
models, respectively. Note that these numbers are 6 times larger in the 1.92-M⊙ model and 10 times
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Figure 7.16: Neutrino radiation field anisotropy
parameter α (defined by equation (7.25)) extracted
at 200 km radius in the 1.46-M⊙ model and at
300 km radius in the 1.92-M⊙ model. Note the
spike in α correlated with core bounce in both
models. Also note the strong increase in α be-
tween 50 and 100 ms after core bounce. This is re-
lated to the rise in the ν¯e and “ν¯µ” emissions from
the PNS that generally show greater anisotropies
than the νe radiation field [16]. See figure 7.17.
Figure 7.17: Flavor- and angle-dependent neu-
trino luminosities for the 1.92-M⊙ progenitor at
a radius of 400 km. Luminosities shown as
solid, dash-dotted, and dashed lines correspond
to
∫
dΩR2Fν(R, θ, ǫν) for the νe, ν¯e and “νµ” neu-
trinos, respectively. Black corresponds to the
equatorial direction (θ = π/2) and red corre-
sponds to the polar direction (θ = 0). This fig-
ure was prepared by L. Dessart and has been pub-
lished as part of figure 9 of [16].
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Figure 7.18: Left: Gravitational waveforms due to the anisotropic neutrino radiation in the 1.46-M⊙ and 1.92-
M⊙ models as seen by an observer located on the equator in the source coordinate system at 10 kpc distance.
Note the low frequency, almost ’DC’ character of the neutrino-induced gravitational wave emission. Right: Sum
of the matter and neutrino gravitational waveforms. Note that at bounce and early postbounce times the matter
wave signal dominates in amplitude, while being slightly offset due to the slowly varying neutrino wave signal.
Note the different ordinate scales in the left and right panels. Compare with figure 7.14.
larger in the 1.46-M⊙ model than the maximum amplitudes of the mass-quadrupole gravitational
wave signals. However, as the right panel of figure 7.18 shows, the matter signal is dominating in
amplitude at early times and is only surpassed in maximum amplitude on a timescale of several
hundred milliseconds by the neutrino gravitational wave emission. Importantly, we point out that
the mass-quadrupole emission, owing to its much faster time-variation, vastly dominates the energy
emission. In the 1.46-M⊙ model, a total energy of 5.7×10−10 M⊙c2 is emitted of which 99.8% is due
to aspherical accelerated mass motions. For the 1.92-M⊙ model, we find a total energy emission of
7.0×10−8 M⊙c2 in the form of gravitational waves, of which 98.4% is due to mass-quadrupole wave
emission.
7.3.3 Summary and Discussion
Wehave performed the first set of 2DNewtonianmulti-group flux-limited diffusion radiation-hydro-
dynamics calculations of accretion induced collapse using initial rotational equilibrium configura-
tions [61] set up with accreting-white-dwarf rotation laws [580]. The general results of the simula-
tions are discussed in Dessart et al. [16]. Here we have focussed on the gravitational wave emissions
of two progenitor white dwarf models that differ in initial central angular velocity and total white
dwarf mass (1.46-M⊙model→ Ωc = 0, 1.92-M⊙ model→ Ωc = 17.62 rad s−1). For the first time ever
we present gravitational waveform estimates for AIC.
We find that due to the high initial white dwarf central densities of 5×1010 g cm−3, electron capture
sets in quickly and in a very efficient fashion. This results in fast collapse and small inner coremasses.
At the time of core bounce the small inner core of the 1.46-M⊙ model is only slightly rotationally
deformed. This leads to a weak peak matter gravitational wave signal that qualitatively resembles
what has been suggested as a type-III “fast collapse” waveform in previous studies [12, 30]. The
1.92-M⊙model exhibits greater centrifugal flattening, but experiences strong rotational support only
during the plunge phase of collapse, leading to a matter gravitational waveform whose morphology
still resembles the above mentioned type-III, but clearly shows the imprint of fast rotation. Therefore
we classify it as type-III/II transitional — a type of waveform morphology not published before.
Both AIC models show strong anisotropies in their neutrino radiation fields throughout their post-
bounce evolution. Our analysis of the gravitational wave emission from anisotropic neutrino ra-
diation fields indicates that the neutrino waveform dominates the amplitudes at postbounce times
>∼50 ms, but not the total gravitational wave energy emission. The neutrino waveform has an in-
herent memory effect, leaving behind a constant offset in h once the anisotropic emission subsides
(on the timescale of ∼10 s). To date, it is not entirely clear how such “DC”-like offsets would be
detectable by current and future gravitational wave antennas (but see [283, 617]).
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Figure 7.19: Characteristic gravitational wave strain spectra hchar computed via equation (3.179) for the mass-
quadrupole gravitational wave signals emitted by the two AIC models, if located at 10 kpc distance. For com-
parison, we have plotted the LIGO I [515] and projected advanced LIGO optimal single-detector burst sensitiv-
ities. The advanced LIGO curve has been provided by D. Shoemaker [228]. Unfortunately, not enough data are
available for a reliable Fourier transform of the gravitational waves emitted by anisotropic neutrino emission.
Figure 7.19 compares the characteristic gravitational wave strain spectra hchar [514] (computed as
discussed in §3.8.3) of the two AIC models (at 10 kpc distance) with the LIGO I and advanced LIGO
rms strain sensitivity. The latter is defined as hrms =
√
f S( f ), where f is the frequency and S( f ) is the
optimal noise power spectral density [228, 514, 515]. We include only the mass-quadrupole emission
in hchar since we are unable to compute reliable Fourier transforms of the neutrino gravitational wave
signal due to a lack of sufficient data points11. Because of the slowly time-varying neutrino emission,
we expect a relevant contribution only at frequencies below ∼10 Hz where both current and future
LIGO sensitivity is poor.
The 1.46-M⊙ model’s characteristic strain spectrum peaks at 430 Hz with a maximum characteristic
gravitational wave strain hchar∼2.3×10−21, while the more centrifugally supported 1.92-M⊙ model
has a maximum hchar∼2.0×10−20 at f∼160 Hz. Based on the comparison with LIGO sensitivities
shown in figure 7.19, we surmise that for optimal source–detector orientation, the 1.92-M⊙ model
should be comfortably detectable by current and future LIGO-class observatories throughout the
Milky Way. The 1.46-M⊙ model may be marginally detectable by the currently operative LIGO I
detectors, but should certainly be visible to advanced LIGO throughout the Milky Way, provided
favorable source/detector orientation. Note that we find final βs of ∼0.06 and ∼0.26 in the 1.46-M⊙
and 1.92-M⊙ models, respectively. Both βs may be large enough [20–22, 24, 309, 504] to undergo
nonaxisymmetric rotational instabilities which could lead to the prolonged and strong emission of
gravitational waves in a narrow frequency band. This deserves further investigation in 3D.
As discussed earlier, Fryer et al. [270] estimated the gravitational wave emission from aspherical
accelerated mass motions in the single rotating AIC model of [42]. This model employed a simple,
solid-body rotation law and had a final β of ∼0.06. They did not consider anisotropic neutrino
emission. Our more realistic models yield maximum (matter) gravitational wave strains that are
1.5–2 orders of magnitude smaller than those predicted by [270]. The total energy emission matches
within a factor of 2 since our models emit at higher frequencies.
We point out that the results and conclusions presented here on the gravitational wave signature
of accretion-induced collapse should be cosindered as preliminary in a variety of aspects. Our cal-
culations are performed in axisymmetry, rely on Newtonian gravity, do not include magnetic field
effects, and treat neutrino radiation transport in the MGFLD approximation. We have considered
only two initial white dwarf models and for both assumed unusually high initial central densities.
A large parameter study in initial rotational configuration and central density will be required to
fully understand the systematics of AIC collapse and postbounce evolution, and the corresponding
gravitational waveforms. Nevertheless, we believe that our work marks an important step towards
realistic models of AICs. Future work will be directed towards improved efficient radiative-transfer
methods [616] and the inclusion of magnetic fields in our calculations.
11The neutrino waveform is obtained via post-processing of radiation-hydrodynamics data output at 0.5 ms intervals.
250 CHAPTER 7. STUDIES IN NEWTONIAN GRAVITY
Chapter 8
The Greater Picture:
Summary and Outlook
The emission of gravitational waves (GWs) from accelerated aspherical mass motions is a central
prediction of Einstein’s General Theory of Relativity (GR). At the advent of GW astronomy, a bur-
geoning international array of light-interferometric GW observatories is coming on-line, opening up
an entirely new window to the universe.
Ever since the early attempts to detect GWs by Joe Weber, core-collapse supernovae have been
deemed — among with compact binary systems1 — prime candidates for the emission of GWs, at
sufficiently high amplitudes to be observable by Earth-based detectors.
Beginning in the 1990s, the efforts to compute the core-collapse supernova GW signature branched
into two directions2: One group of studies adopted simplified descriptions for progenitor structure,
microphysics3 and discarded neutrino radiation transport in order to perform extensive axisym-
metric parameter studies in Newtonian gravity and/or GR. The other group of studies included a
detailed treatment of the microphysics, neutrino radiation transport, and employed progenitor struc-
ture models from stellar evolutionary calculations. Owing to the complexity and computational cost
of such calculations, these studies were limited to Newtonian gravity4 and a small set of model
calculations. Nevertheless, these detailed studies provided us with important insight into super-
nova physics and showed that the gravitational wave signature of core-collapse supernovae is much
more diverse than first assumed. Not only rotating collapse, core bounce and nonaxisymmetric ro-
tational instabilities can lead to significant GW emission, but also postbounce convective overturn,
anisotropic neutrino emission, instabilities of the standing accretion shock, and protoneutron star
(PNS) pulsations.
In this dissertation, I reported on my work towards bridging between the two aforementioned para-
digms. I improved existing numerical tools and combined them with newly implemented ones, in
order to connect {3+1} numerical relativity with core-collapse supernova theory.
I performed the first-ever calculations of rotating stellar iron core collapse in {3+1} numerical relativ-
ity and GR hydrodynamics. In a first step, these calculations were carried out with simple polytropic
initial models and a hybrid polytropic/ideal-fluid equation of state (EOS) for comparison and with
previous calculations [12, 18] carried out in the conformal-flatness approximation of GR (CFC)5. In
agreement with previous comparisons [13, 162], I found excellent agreement of CFC with full GR in
rotating stellar iron core collapse.
In a second step, I coupled a finite-temperature nuclear EOS, an approximate scheme for delep-
tonization during core collapse, and a scheme for including the Fermi pressure of neutrinos to my
numerical code and performed the first stellar collapse calculations in multi-dimensional numeri-
cal relativity that incorporated microphysics and employed presupernova structure data from stellar
evolutionary calculations. These calculations are the most important technical achievement in my
1Black hole–black hole, neutron star–neutron star, black-hole–neutron star.
2See §2.7 for a detailed historical discussion.
3The term microphysics is used here to denote a finite-temperature nuclear EOS and weak interactions, including electron
captures on free and bound protons.
4And recently approximate GR with a “relativistic” monopole term in the Newtonian potential [95, 551]
5CFC: Conformal-Flatness Condition. See §5.2.
251
252 CHAPTER 8. THE GREATER PICTURE: SUMMARY AND OUTLOOK
work and included all physics that is deemed relevant in the rotating collapse and bounce phase of
core-collapse supernovae [3, 64, 83, 276]. I performed a parameter study in the initial rotation rate,
degree of differential rotation, degree of deleptonization, and progenitor stellar structure. The re-
sults of these calculations (discussed in §6 and summarized in §6.6) provide the to-date most realistic
estimates for the GW emission from rotating collapse, bounce, and the early postbounce epoch of
core-collapse supernovae. Importantly, I found that even rapidly rotating realistic precollapse iron
cores stay axisymmetric through core bounce and may only at postbounce times become subject to
nonaxisymmetric rotational instabilities boosting their GW emissions.
The approximation employed for deleptonization was designed for the collapse phase only and can
neither capture the important postbounce deleptonization of the PNS nor the important neutrino
transport / heating / cooling effects in the postshock region. This is the most important limitation of
my {3+1} GR calculations (additional others were discussed in §6.6). Future work must be directed
towards more realistic approximations for the postbounce phase to further the applicability of my
{3+1} GR approach in the broader core-collapse supernova context.
I supplemented my {3+1} GR hydrodynamic calculations with state-of-the-art axisymmetric New-
tonian radiation-hydrodynamic supernova calculations (discussed in §7) that included all relevant
neutrino transport effects and in which I focussed on (1) nonrotating and very slowly rotating iron
cores that yield little GW emission from core bounce, but significant GW emission at intermediate
and late postbounce times from convection, anisotropic neutrino radiation, SASI6, and PNS g-mode
oscillations, and (2) on the GW emission in the accretion-induced collapse (AIC) of rapidly rotat-
ing O/Ne/Mg white dwarfs. The most important downside of these calculations is the neglect of
magnetic field effects that are of potential importance at postbounce times in a rotating PNS. In par-
ticular, the magneto-rotational instability (MRI) [276–278, 606–609, 623] that operates on the shear
energy stored in differential rotation might lead to exponential magnetic field amplification on a
timescale comparable with the rotation period of the PNS and could result in significant spindown
and magneto-hydrodynamic (MHD) effects in the postshock region including, possibly, MHD jet-
driven explosions. However, sufficiently realistic multi-dimensional calculations have not yet been
performed and the relevance and the rotation dependence of MHD effects are not clear.
The Gravitational Wave Signature of Core-Collapse Supernovae
Based on the combined results of my {3+1} GR and 2D Newtonian calculations, knowledge of the
current state of supernova theory and well-founded speculation, I now attempt to summarize the
results presented in this dissertation, draw a tentative qualitative and quantitative picture of the
core-collapse supernova GW signature and estimate the rate of detectable events.
• Nonrotating / Slowly Rotating Iron Cores: Nonrotating or slowly rotating iron cores7 produce
no significant gravitational wave emission related to core bounce (see §6.2, §6.3.5, §7.2, and [95])
unless their precollapse structure is significantly aspherical [265, 271]. At postbounce times,
convection and SASI can grow unhindered by rotation and GWs are emitted by accelerated
quadrupolar mass motions associated with the SASI-distorted shock, convection in the PNS
and neutrino-driven convection in the postshock region. For a galactic supernova at 10 kpc
from Earth, dimensionless strains h <∼ 5× 10−23 at postbounce times <∼ 100–200 ms and h <∼
1× 10−22 at times when the SASI has reached non-linear amplitudes are to be expected. The
emission is broadband with frequencies in the range of ∼100–∼1000 Hz.
If the neutrino mechanism (see §2.3.2) works, explosion sets in within <∼ 300 ms after bounce
and mutes the GW emission. Even with the non-linear SASI phase taken into account, the
total radiated energy is likely to be <∼ 10−9M⊙c2 [95]. In addition to the GW emission from
accelerated aspherical mass motions, convection/SASI induced anisotropies in the neutrino
radiation field near the radii at which the neutrinos decouple from the matter and begin to
free-stream lead to GW emission. In my calculations (see §7.2), I find maximum dimensionless
GW strains (at 10 kpc distance) of 3× 10−22 <∼ h <∼ 2.5× 10−21 emitted at frequencies in the
6SASI: Standing Accretion Shock Instability, see, e.g., [27, 73, 86, 90–93, 97–99, 101].
7I define a slowly rotating iron core as one that has an initial central period >∼ 25 s and yields cold neutron star spin
periods in the range of those observed for young pulsars (10–60 ms) [273, 511] without the need for one or multiple (unknown)
spindown mechanism(s). Such cores make PNSs with β = T/|W|<∼ 1% and cold neutron stars with β<∼ 5%.
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range of 1–10 Hz and with the characteristic memory effect [265, 281, 283]. Owing to the small
temporal variation of the neutrino-induced gravitational waveform, the emitted energies are
small, typically EGW,ν <∼ 10−12M⊙c2.
GWs from neutrino-driven nonrotating or slowly rotating core-collapse supernovae will re-
quire advanced-LIGO-class detectors to be detectable even if occurring in the Milky Way. The
expected event rate is ∼1 supernova in 40 years (see §2.2).
If the neutrino mechanism does not work (which could, for example, be the case in massive
cores with high outer core accretion rates), the SASI continues to distort the postshock region
and modulate accretion downstreams that hit the PNS and in combination with turbulence in
the PNS surroundings may excite PNS oscillations (see §7.2 and [10, 26–28]).
If these strong non-linear PNS pulsations obtain, they could lead to prolonged narrow band
emission with GW strains in the range 1× 10−21 <∼ h <∼ 5× 10−20 (at 10 kpc; depending on the
progenitor; the numbers are inferred from the calculations presented in §7.2) at frequencies of
600–1000 Hz and emitted energies in the range of 2× 10−8M⊙c2 <∼ EGW <∼ 7× 10−6M⊙c2. If
the stalled shock is revived by the acoustic power emitted from the pulsating PNS, the star ex-
plodes and the oscillations and the GW emission damp out as accretion subsides. This potential
explosion mechanism is the so-called “acoustic mechanism” proposed by Burrows et al. [26].
If the star is not exploded, the oscillations and GW emission continue, and upon black hole
formation migrate to black-hole quasi-normal modes.
Core-collapse supernovaewith strong PNS oscillations may be detectable throughout theMilky
Way with the initial LIGOs and throughout the Local Group (D <∼ 1Mpc) with advanced LI-
GOs. The event rates are∼ 1 in 40 years and∼1 in 17 years for theMilkyWay and the entire Lo-
cal Group, respectively (see §2.2). Large progenitor cores may lead to very massive, extremely
energetically pulsating PNSs that could possibly be seen with advanced LIGOs out to the Virgo
Cluster (∼10–20Mpc). The hard upper limit for the detectable event rate is < 5 per year in this
case.
If the PNS oscillations do not obtain or do not reach sizable amplitudes, no late-postbounce
GW enhancement of the GW emission is expected and without explosion, the PNS eventually
collapses quasi-spherically into a black hole.
• Rapidly Rotating Iron Cores: Rapidly rotating iron cores deform sufficiently during collapse to
emit a strong burst of GWs at core bounce with subsequent GW emission from the non-radial
parts of the PNS ring-down pulsations. They stay axisymmetric through collapse, bounce,
and the early postbounce phases. Based on the results of the calculations presented in §6.3,
I expect dimensionless strain amplitudes in the bounce GW burst in the range 1 × 10−21 <∼
h <∼ 1× 10−20 (at 10 kpc), relatively-narrow band emission peaked around frequencies in the
interval of ∼500–1000 Hz and emitted energies in the range 5 × 10−10M⊙c2 <∼ EGW <∼ 4 ×
10−8M⊙c2. Initial LIGOs should be able to see such core collapse events throughout the Milky
Way and advanced detectors out to the Magellanic Clouds. This gives upper limits on the
detectable event rate of ∼1 in 40 years and ∼1 in 30 years for the Milky Way and Milky Way
plus Magellanic Clouds, respectively. There is theoretical evidence from stellar evolutionary
calculations that progenitor stars with rapidly rotating iron cores make up not more than 1% of
all stars above 10 M⊙ [113, 511].
An unknown fraction of the rapidly rotating iron cores will not make PNSs rotating rapidly
enough to inhibit convection, SASI and/or PNS core oscillations. In the absence of significant
MHD effects and rotational instabilities, what I have said above concerning the intermediate
and late postbounce emission in the context of nonrotating or slowly rotating iron cores applies
for such cores as well.
All rotating PNSs spin virtually uniformly out to <∼ 15 km and strongly differentially outside
their core regions (see §6.4 and [273]). The faster fraction of the rapidly spinning cores yields
PNSs and postshock regions sufficiently fast for rotation to dominate the postshock flow. The
strong rotational flattening of the PNS leads to anisotropic neutrino radiation fields and conse-
quential emission of low-frequency GWs. This is discussed below in the context of AIC.
It is not unlikely [88, 273] that centrifugal effects stabilize the postshock convection at low
latitudes and may partially inhibit the SASI and the PNS core oscillations. In this case, neither
the neutrino nor the acoustic mechanism might work and such core-collapse supernovae may
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rely on MHD processes that tap the PNS rotational kinetic energy to drive the explosion (e.g.,
[608, 623]).
In the MHD-driven explosion case, the PNS is spun down (see [273] for spindown estimates)
and most likely becomes rigidly rotating on a dynamical timescale [278, 609]. In this case, no
significant postbounce GW emission is likely to take place unless the PNS spins up sufficiently
during its cooling phase to become unstable to the classical secular or dynamical nonaxisym-
metric instability8 at high-T/|W|. Quantitative estimates for the GW emission depend on the
rotation period, mass and radius of the cooling PNS, and on the duration of the bar-like nonax-
isymmetric deformation. Using equation (2.124) on page 42, I estimate for a NS with a period
of 1 ms, R = 10 km, and M = 1.4M⊙ that is located in the Virgo Cluster at D = 15 Mpc, a GW
emission at fGW = 1000 Hz with h ∼ 4× 10−23. With
√
n-scaling, the bar-mode instability in
this NS would have to last at least for ∼100 cycles to become detectable by advanced LIGOs. A
galactic bar-mode deformed NS should be easily detectable already by the initial LIGOs. The
hard upper limits on the event rates are set by the core-collapse supernova rates given in §2.2.
If 1% of all core-collapse supernovae are rapidly rotating, one can expect not more than ∼1 su-
pernova in 4000 years in the Milky Way and ∼1 supernova in 20 years out to the Virgo Cluster
to leave behind a NS that becomes bar-unstable during its cooling epoch.
If MHD effects are not sufficiently strong to explode the supernova at early postbounce times
and/or to lead to rapid angular momentum redistribution, a rapidly rotating PNS may be
subject to a low-T/|W| instability as discussed in §6.4. The quadrupole components of the non-
axisymmetric deformations then emit GWs quasi-periodically in a narrow frequency range. In
my model calculations I found GW strains in the range 2× 10−21 <∼ h <∼ 5× 10−21 (at 10 kpc)
and emitted around 930 Hz, beginning at 20–60 ms after core bounce with no sign of decay at
the end of my calculations. It is unknown how long the instability can last, but natural end
points would be the onset of explosion or black hole formation. The emitted energy and the
detectability depend crucially on the amount of GW cycles the nonaxisymmetric deformation
lasts. In the optimistic case and assumed emission over a period of 300 ms, I estimated de-
tectability by advanced LIGOs out to the Virgo Cluster. With the above considerations on the
event rate of quickly-spinning core-collapse supernovae, ∼1 detectable event in 20 years out to
the Virgo Cluster and ∼1 such event in 4000 years in the Milky Way.
If the shock is neither revived by a MHD mechanism, nor by the neutrino mechanism, nor by
the acoustic mechanism, nor by a combination of these mechanisms, then either a presently un-
expected mechanism explodes the star, or black hole formation becomes inevitable and occurs
(depending on progenitor mass and precollapse density profile) within <∼ 1.5 s after bounce.
Provided sufficient angularmomentum, a thick accretion disk could form around the black hole
and turn the massive dying star into a collapsar-type gamma-ray burst (GRB) with bipolar jets
along the axis of rotation powered by accretion and probably driven by magnetic fields and
neutrinos [2, 108, 109]. The details of this process and its event rate in the nearby universe are
unclear. Observations and theory indicate that GRBs may require low progenitor metallicity to
operate [2]. The closest observed GRB was located at z = 0.16 and D ∼38 Mpc.
Black hole formation from a rotating NS is likely to go along with an energetic burst of GWs
with energy emission peaked at frequencies around 10 KHz [123, 624] and characteristic GW
strain of ∼ 5× 10−22 at 10 kpc in the LIGO band between ∼100–1000 Hz.
• Rapidly rotating AIC: The progenitors of AIC related core collapse supernovae are rapidly
rotatingmassive O/Ne/Mgwhite dwarfs that are pushed over their Chandrasekhar mass limit
by accretion from a close companion star. The two model simulations analyzed as part of this
work (discussed in §7.3) indicate that AIC proceeds very rapidly owing to very efficient electron
captures and resulting in small inner cores and consequently GW emission from core bounce
and PNS ring-down (despite their strong rotational flattening) at moderate GW amplitudes
in the range ∼ 5 × 10−22 <∼ h <∼ 4 × 10−21 (at 10 kpc) and with emitted energies of ∼ 6 ×
10−10M⊙c2 in the more slowly rotating model and ∼ 7× 10−8M⊙c2 in the faster model. The
models show no significant postbounce convection and an early onset of a neutrino-driven
explosion. The large oblateness of the postbounce PNS cores leads to significant anisotropies
in the neutrino radiation fields that result in GW emission at low frequencies and with small
8See §2.7.3. β = T/|W| is the ratio of rotational kinetic to gravitational potential energy.
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energy content that builds up a significant strain memory [265, 281, 283] of up to h ∼ 2× 1020
at 10 kpc. The corresponding effect in less oblate PNSs will be smaller.
Based on their GW strains and emitted energies, the bounce and PNS ring-down GW signature
of AIC has a GW detectability comparable to that of regular rapidly rotating iron core collapse
and detection by initial and advanced LIGOs throughout the Milky Way is likely. Detection of
the GW emission from axisymmetric bounce and PNS ring-down out to the Virgo Cluster is
probably impossible. The AIC event rate is less than 50–100 type Ia (see §7.3) and the galactic
type Ia supernova rate is ∼1 in 250 years [44]. This makes at most ∼1 AIC in 12500 years in the
Milky Way.
In contrast to the much more extended and more slowly collapsing rotating iron cores, AIC
appears to allow more compact and rapidly rotating that can become unstable to the classical
high-T/|W| dynamical rotational instability at early postbounce times. The AIC calculations
that I considered were carried out in 2D, hence could not investigate the development of non-
axisymmetric structure. If the PNS deforms into a persistent bar, detection out to the Virgo
Cluster may be possible and based on what is said in §2.2, I estimate an upper limit for the
detectable event rate of ∼1 AIC in 100 years.
Conclusions and Outlook
Based on the above results, there is little hope for the detection of GWs from axisymmetric rotat-
ing iron core collapse from anywhere outside the Milky Way and the Magellanic Clouds even with
advanced LIGO-class detectors. If the current event rates and estimates for the precollapse rotation
rates of massive stars are correct, not more than ∼1 detectable event in 4000 years might occur. If
rapidly rotating iron cores generically result in nonaxisymmetric postbounce configurations, ∼1 de-
tectable event in 20 years might be a realistic number for advanced LIGOs and is still a factor of 2
better than the event rate for a galactic core-collapse supernova.
The PNS core oscillations are the only GW emission process that may be sufficiently strong to be
detectable out to the Virgo Cluster and that does not suffer from the rapid-rotation event rate penalty.
It will be the easiest to test by observation, once the advanced LIGO detectors become on-line.
On the other hand, a galactic supernova explosion today would already allow us to draw a number
of conclusions concerning the relevance and strength of the various aforementioned GW emission
processes. These in turn are tightly linked by supernova theory to various proposed explosion mech-
anisms and even the absence of a GW signal from a galactic supernova in initial LIGO detector data
would be an important hint!
There is always room for surprises. Unless we are extremely lucky, a detected supernova gravita-
tional waveform will most likely look different, possibly very different, from what our best theo-
retical models, including those presented in this work, tell us. But after a short time of confusion,
our experience and theoretical understanding of core-collapse supernovae will enable us to fill in the
missing gaps and to revise and improve our theoretical models.
In future work, I plan to focus on the postbounce aspects of the core-collapse supernova gravitational
wave signature and work towards improving the microphysics and neutrino radiation transport ca-
pabilities of the {3+1}GR code, to enable it to perform longer-term and higher-precision calculations
of the nonaxisymmetric postbounce evolution observed in some models.
The long-term perspective and the ultimate goal is the fully self-consistent simulation of collapsar-
type GRBs from iron core collapse through black hole formation, jet creation, and ultimate disruption
of the stellar envelope, in order to unravel the myths surrounding GRB engine. Such calculations will
require computers 100 times faster than today’s and {3+1} spacetime evolution codes of unprece-
dented accuracy and stability in addition to GRMHD and neutrino and photon radiation transport.
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Personal Note
The process of writing this dissertation was painful and took about 8 months. I have learned much
and would do it again. But not in this life.
I would like to point out that the foundations of this work were laid when I was an exchange student
fromHeidelberg at the University of Arizona in 2001/2002 and began to collaborate with A. Burrows
on core-collapse supernovae. In the search for a code that would enable me to get a hands-on intro-
duction to GR hydrodynamics and spacetime evolution, I came across the freely available GR3D
code [625], a product of the NASA Binary Neutron Star Grand Challenge project [626]. The GR3D
code enabled me to make my first and at that time still shaky steps in the realm of GR hydrodynam-
ics and only through this code have I become familiar with the CACTUS infrastructure [366] and met
my PhD advisor Edward Seidel and the Albert-Einstein-Institut numerical relativity group.
It is important for the progress of science and future generations of scientists to fully disclose our
methods and to make our codes freely available and open source.
Appendix A
Constants, Units,
and Unit Conversions
For convenience, CACTUS/CARPET/WHISKY set c = G = M = 1. The mass unit M can be chosen
arbitrarily in vacuum spacetimes. For spacetimes containing matter, hence having a non-zero stress-
energy tensor, the choice c = G = M⊙ = 1 is made, M⊙ being exactly one solar mass.
In table A.2, I display all relevant unit conversions between the (for the astrophysicist intuitive) cgs
system, geometric (c = G = 1), and c = G = M⊙ = 1 units. All numbers are based on the values of
the fundamental physical constants (table A.1) as published by the United States National Institute
for Standards and Technology (NIST) [627]
Table A.1: Fundamental Physical Constants used in this work.
Constant Value Symbol Rel. Uncertainty
Speed of light c 2.99792458 × 1010 cm s−1 0
Gravitational constant G 6.6742(10) × 10−8 cm3 g−1 s−2 1.5 ×10−4
Elementary charge e 1.60317653(14) × 10−19 C 8.5 ×10−8
Boltzmann constant kB 1.3806505(24) × 10−16 erg K−1 1.8 × 10−6
Avogadro constant NA 6.0221415(10) × 1023 mol−1 1.7 × 10−7
Planck constant h 6.6260693(11) × 10−27 erg s 1.7 × 10−7
Atomic mass unit mu 1.66053886(28) × 10−24 g 1.7 × 10−7
Comment: Physical constants used in this work in cgs units. The numbers are taken from the NIST table
of fundamental physical constants [627]. The number of significant decimal places is determined by the
relative uncertainty of each constant as given by NIST.
Table A.2: Physical Constants and units in cgs, geometric and c = G = M⊙ = 1 units
Dimension / Quantity cgs Geometric c = G = M⊙ = 1
Time 1 s 3.33564095198 × 10−11 cm 2.0296 × 105
Length 1 cm 1 cm 6.7706 × 10−6
Mass 1 g 7.4261× 10−29 cm 5.0279× 10−34
Density 1 g cm−3 7.4261 × 10−29 cm−2 1.6199 × 10−18
Energy 1 erg = 1 g cm2 s−2 8.2627 × 10−50 cm 5.5953 × 10−55
Specific internal energy 1 erg g−1 1.11265005605 × 10−21 1.11265005605 × 10−21
Solar mass 1.9891 × 1033 g 1.4772 × 105 cm 1.0
Speed of light 2.99792458 × 1010 cm s−1 1.0 1.0
Pressure 1 dyn cm−2 6.6742 × 10−8 1.8063 × 10−39
Comment: The number of significant decimal places is determined by the relative uncertainty of the values of the physical
constants as given by NIST [627].
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Appendix B
Thermodynamic Derivatives
B.1 Speed of Sound and Γ for a Supernova EOS
The relativistic speed of sound is defined as [156, 157]
cs =
1
h
cs,Newt. , (B.1)
where h = 1+ ǫ+ p/ρ is the relativistic enthalpy and cs,Newt. is the Newtonian speed of sound given
by
cs =
√
∂p
∂ρ
∣∣∣∣
s
. (B.2)
The adiabatic index Γ is defined (e.g., [149]) as
Γ =
ρ
p
∂p
∂ρ
∣∣∣∣
s
=
ρ
p
c2s =
∂ ln p
∂ ln ρ
∣∣∣∣
s
, (B.3)
where the pressure p usually is a function of compositional variables Xi, baryonic rest-mass density
ρ, and temperature T, specific entropy s or specific internal energy ǫ. In the following I assume
Xi ≡ Ye and p = p(ρ, T,Ye), s = s(ρ, T,Ye), ǫ = ǫ(ρ, T,Ye).
The EOS required in core-collapse supernova calculations consists of a nuclear (nucleons and nuclei),
an electron, and a photonic component. The total pressure p and all other thermodynamic variables
are the sum of the individual component contributions. The following derivation of Γ for a general
EOS with p = p(ρ, T,Ye) has been worked out by A. Marek, H. Dimmelmeier, and myself.
In order to evaluate equation (B.3), I write out the following differentials:
(i) p = p(ρ, T,Ye):
dp =
∂p
∂ρ
∣∣∣∣
T,Ye
dρ+
∂p
∂T
∣∣∣∣
ρ,Ye
dT +
∂p
∂Ye
∣∣∣∣
ρ,T
dYe . (B.4)
(ii) s = s(ρ, T,Ye):
ds =
∂s
∂ρ
∣∣∣∣
T,Ye
dρ+
∂s
∂T
∣∣∣∣
ρ,Ye
dT +
∂s
∂Ye
∣∣∣∣
ρ,T
dYe . (B.5)
(iii) p = p(ρ, s,Ye) with s = s(ρ, T,Ye):
dp =
∂p
∂ρ
∣∣∣∣
s,Ye
dρ+
∂p
∂s
∣∣∣∣
ρ,Ye
ds+
∂p
∂Ye
∣∣∣∣
ρ,s
dYe . (B.6)
Inserting (ii) into (iii) yields
dp =
∂p
∂ρ
∣∣∣∣
s,Ye
dρ+
∂p
∂s
∣∣∣∣
ρ,Ye
[
∂s
∂ρ
∣∣∣∣
T,Ye
dρ+
∂s
∂T
∣∣∣∣
ρ,Ye
dT +
∂s
∂Ye
∣∣∣∣
ρ,T
dYe
]
+
∂p
∂Ye
∣∣∣∣
ρ,s
dYe
=
[
∂p
∂ρ
∣∣∣∣
s,Ye
+
∂p
∂s
∣∣∣∣
ρ,Ye
∂s
∂ρ
∣∣∣∣
T,Ye
]
dρ+
∂p
∂s
∣∣∣∣
ρ,Ye
∂s
∂T
∣∣∣∣
ρ,Ye
dT +
[
∂p
∂s
∣∣∣∣
ρ,Ye
∂s
∂Ye
∣∣∣∣
ρ,T
+
∂p
∂Ye
∣∣∣∣
ρ,s
]
dYe . (B.7)
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Via comparison with (i) I obtain:
∂p
∂ρ
∣∣∣∣
T,Ye
=
∂p
∂ρ
∣∣∣∣
s,Ye
+
∂p
∂s
∣∣∣∣
ρ,Ye
∂s
∂ρ
∣∣∣∣
T,Ye
, (B.8)
∂p
∂T
∣∣∣∣
ρ,Ye
=
∂p
∂s
∣∣∣∣
ρ,Ye
∂s
∂T
∣∣∣∣
ρ,Ye
, (B.9)
∂p
∂Ye
∣∣∣∣
ρ,T
=
∂p
∂s
∣∣∣∣
ρ,Ye
∂s
∂Ye
∣∣∣∣
ρ,T
+
∂p
∂Ye
∣∣∣∣
ρ,s
. (B.10)
With the assumption1 that
∂p
∂ρ
∣∣
s,Ye
≈ ∂p∂ρ
∣∣
s
and by combining expressions (B.8) and (B.9) I arrive at
∂p
∂ρ
∣∣∣∣
s
=
∂p
∂ρ
∣∣∣∣
T,Ye
− ∂p
∂s
∣∣∣∣
ρ,Ye
∂s
∂ρ T,Ye
=
∂p
∂ρ
∣∣∣∣
T,Ye
− ∂s
∂ρ
∣∣∣∣
T,Ye
∂p
∂T
∣∣∣∣
ρ,Ye
(
∂s
∂T
∣∣∣∣
ρ,Ye
)−1
, (B.11)
and
Γ =
ρ
p
[
∂p
∂ρ
∣∣∣∣
T,Ye
− ∂s
∂ρ
∣∣∣∣
T,Ye
∂p
∂T
∣∣∣∣
ρ,Ye
(
∂s
∂T
∣∣∣∣
ρ,Ye
)−1]
. (B.12)
Using
∂p
∂ρ
=
p
ρ
∂ ln p
∂ ln ρ
,
∂s
∂ρ
=
1
ρ
∂s
∂ ln ρ
,
∂p
∂T
=
p
T
∂ ln p
∂ ln T
,
∂s
∂T
=
1
T
∂s
∂ ln T
, (B.13)
equation (B.12) can be converted to logarithmic derivatives in ρ and T:
Γ =
∂ ln p
∂ ln ρ
∣∣∣∣
T,Ye
− ∂s
∂ ln ρ
∣∣∣∣
T,Ye
∂ ln p
∂ ln T
∣∣∣∣
ρ,Ye
(
∂s
∂ ln T
∣∣∣∣
ρ,Ye
)−1
. (B.14)
This expression for Γ is directly implemented via standard finite differences in the routines that con-
vert the Shen EOS table (see §3.6.2) into usable form for CACTUS/CARPET/WHISKY. The speed of
sound is evaluated via equations (B.1) and (B.3).
B.2 Additional Pressure Derivatives
Besides the relativistic speed of sound, WHISKY requires additional thermodynamic derivatives for
the computation of the characteristic information in the local Riemann problems (see appendix C)
and for the iterative recovery of the primitive hydrodynamic variables (see §3.5.3). As mentioned
above, I assume p = p(ρ, T,Ye).
∂p
∂ρ
∣∣∣∣
ǫ
in terms of (ρ, T,Ye)
First, I assume that
∂p
∂ρ
∣∣
ǫ,Ye
≈ ∂p∂ρ
∣∣
ǫ
, since a change in Ye typically goes along with a change in the fluid
internal energy. Using the pressure differential
dp =
∂p
∂ρ
∣∣∣∣
T,Ye
dρ+
∂p
∂T
∣∣∣∣
ρ,Ye
dT +
∂p
∂Ye
∣∣∣∣
ρ,T
dYe , (B.15)
and “dividing” by dρ while keeping ǫ and Ye fixed yields
∂p
∂ρ
∣∣∣∣
ǫ,Ye
=
∂p
∂ρ
∣∣∣∣
T,Ye
+
∂p
∂T
∣∣∣∣
ρ,Ye
∂T
∂ρ
∣∣∣∣
ǫ,Ye
. (B.16)
1Note that this assumption is well justified since in nonadiabatic stellar iron core collapse a change in Ye generally goes
along with a change in entropy [3, 64, 475].
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Here the computation of
∂p
∂ρ
∣∣
T,Ye
and
∂p
∂T
∣∣
ρ,Ye
is straightforward from the EOS table. For ∂T∂ρ
∣∣
ǫ,Ye
I make
use of the differential of ǫ = ǫ(ρ, T,Ye),
dǫ =
∂ǫ
∂ρ
∣∣∣∣
T,Ye
dρ+
∂ǫ
∂T
∣∣∣∣
ρ,Ye
dT +
∂ǫ
∂Ye
∣∣∣∣
ρ,T
dYe . (B.17)
Since ǫ and Ye are kept fixed, this leads to (adopting a cavalier adherence to mathematical rigor)
∂ǫ
∂ρ
∣∣∣∣
T,Ye
dρ = − ∂ǫ
∂T
∣∣∣∣
ρ,Ye
dT , (B.18)
and
∂T
∂ρ
∣∣∣∣
ǫ,Ye
= − ∂ǫ
∂ρ
∣∣∣∣
T,Ye
(
∂ǫ
∂T
∣∣∣∣
ρ,Ye
)−1
. (B.19)
Finally, I can write
∂p
∂ρ
∣∣∣∣
ǫ,Ye
=
∂p
∂ρ
∣∣∣∣
T,Ye
+
∂p
∂T
∣∣∣∣
ρ,Ye
(
− ∂ǫ
∂ρ
∣∣∣∣
T,Ye
)(
∂ǫ
∂T
∣∣∣∣
ρ,Ye
)−1
. (B.20)
∂p
∂ǫ
∣∣∣∣
ρ
in terms of (ρ, T,Ye)
Assuming
∂p
∂ǫ
∣∣
ρ,Ye
≈ ∂p∂ǫ
∣∣
ǫ
, I devide equation (B.4) by dǫ and write
∂p
∂ǫ
∣∣∣∣
ρ,Ye
=
∂p
∂T
∣∣∣∣
ρ,Ye
∂T
∂ǫ
∣∣∣∣
ρ,Ye
. (B.21)
Here
∂p
∂T
∣∣
ρ,Ye
is readily evaluated and ∂T∂ǫ
∣∣
ρ,Ye
can be written as
∂T
∂ǫ
∣∣∣∣
ρ,Ye
=
(
∂ǫ
∂T
∣∣∣∣
ρ,Ye
)−1
, (B.22)
which is easy to compute from the EOS table.
Finally, I point out that the Newtonian speed of sound for an EOS with p = p(ρ, ǫ) is given [36] by
c2s =
∂p
∂ρ
∣∣∣∣
ǫ
+
p
ρ2
∂p
∂ǫ
∣∣∣∣
ρ
. (B.23)
Hence, the speed of sound can be computed via equations (B.20), (B.22), and (B.23) as an alternative
to and verification of the approach disscussed in appendix B.1.
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Appendix C
Eigenstructure of the GR
Hydrodynamic Equations
The knowledge of the eigenstructure – defined as the set of eigenvalues and corresponding eigen-
vectors – of the three 5× 5 Jacobi matrices of the general relativistic Euler equations (2.66),
Bi =
∂(
√
γFi)
∂(
√
γU)
=
∂(Fi)
∂(U)
, (C.1)
as introduced in §2.5, is relevant for the (approximate) solution of the local Riemann problems at cell
interfaces when using high-resolution shock-capturing methods.
As stated before in §2.5, the three Jacobi matrices Bi each have tree unique eigenvalues, one of which
is triply degenerate:
λi0 = αv
i − βi (triply-degenerate) (C.2)
λi± =
α
1− v2cs2
{
vi(1− cs2)±
√
cs2(1− v2)
[
γii(1− v2cs2)− vivi(1− cs2)
]}− βi , (C.3)
where cs is the local speed of sound. All eigenvalues are real and a set of 5 linearly independent
eigenvectors exists. Hence, Bi are diagonizable:
λi = LiBiRi . (C.4)
Here λi is the diagonal matrix of the eigenvalues of Jacobian i and the columns of matrix Ri are its
right eigenvectors, and Li ≡ (Ri)−1 is column-composed of the left eigenvectors of Bi.
For i = 1 (that is, here for the x coordinate direction in Cartesian coordinates), the complete set of
right eigenvectors [158, 628] reads
rx1 =


κ
hW(κ−ρcs2)
vx
vy
vz
1− κ
hW(κ−ρcs2)


, rx2 =


Wvy
h(γxy + 2W2vxvy)
h(γyy + 2W2vyvy)
h(γyz + 2W2vyvz)
vyW(2Wh− 1)


, rx3 =


Wvz
h(γxz + 2W2vxvz)
h(γyz + 2W2vyvz)
h(γzz + 2W2vzvz)
vzW(2Wh− 1)


,
rx± =


1
hW
(
vx − v
x−(λ±+βx)/α
γxx−vx(λ±+βx)/α
)
hWvy
hWvz
hW(γxx−vxvx)
γxx−vx(λ±+βx)/α − 1


. (C.5)
Here, κ ≡ ∂P/∂ǫ|(ρ,Yi). The right eigenvectors ry and rz are obtained by exchanging the indices x ↔ y
or x ↔ z and by a permutation of rows 2 and 3 or 2 and 4, respectively.
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For writing out the set of corresponding left eigenvectors, I define the following shortcuts:
κ˜ ≡ κρ , K ≡ κ˜κ˜−c2s , V
x± ≡ v
x−λx±
γxx−vxλx± , C
x± ≡ vx −V x±
W x ≡ 1− vxvx , Ax± ≡ γ
xx−vxvx
γxx−vxλx±
Γxx ≡ γyyγzz − γ2yz , Γxy ≡ γyzγxz− γxyγzz , Γxz ≡ γxyγyz− γxzγyy
γ ≡ det(γij) = γxxΓxx + γxyΓxy + γxzΓxz , γvx = Γxxvx + Γxyvy + Γxzvz
ξ ≡ Γxx − γvxvx , ∆ ≡ h3W(K − 1)(Cx+ − Cx−)ξ (C.6)
The left eigenvectors for the Cartesian x direction are then given [628] by
lx1 =
W
K − 1


h−W
Wvx
Wvy
Wvz
−W


, lx2 =
1
hξ


−γzzvy + γyzvz
vx(γzzvy − γyzvz)
γzzW x + γxzvzvx
−γyzW x − γxzvyvx
−γzzvy + γyzvz


, lx3 =
1
hξ


−γyyvz + γzyvy
vx(γyyvz − γzyvy)
−γzyW x − γxyvzvx
γyyW x + γxyvyvx
−γyyvz + γzyvy


,
lx∓ = ±
h2
∆


hWV x±ξ + ∆h2
[
(1−K)(−γvx + V x±[W2ξ − Γxx])−KW2V x±ξ
]
Γxx(1−KAx±) + (2K− 1)V x±(W2vxξ − Γxxvx)
Γxy(1−KAx±) + (2K− 1)V x±(W2vyξ − Γxyvx)
Γxz(1−KAx±) + (2K− 1)V x±(W2vzξ − Γxzvx)
(1−K)(−γvx + V x±[W2ξ − Γxx])−KW2V x±ξ


. (C.7)
The y and z left eigenvectors are straightforwardly obtained by exchange of indices and permutation
of rows.
Appendix D
Rotating Polytrope Model Parameters
Table D.1: Initial model parameters for rotating GR polytropes in equilibrium computed with WHISKY RNSID
(see §3.7.2). The models are named according to the scheme introduced by [30] and the values of βinitial are
given for n = 3 polytropes with central density 1010 g cm−3 and polytropic K = 4.9× 1014 [cgs].
Model Name A βinitial Aˆ Axis Ratio Remarks
(km) (%)
A1B1 50000 0.25 30.8335791000 0.9450
A1B2 50000 0.50 29.2062612000 0.8875
A1B3 50000 0.90 22.2166923000 0.6650
A1B4 50000 1.80 — — beyond mass shedding
A1B5 50000 4.00 — — beyond mass shedding
A2B1 1000 0.25 0.6360404070 0.9725
A2B2 1000 0.50 0.6265180080 0.9475
A2B3 1000 0.90 0.6098352960 0.9050
A2B4 1000 1.80 0.5745211740 0.8200
A2B5 1000 4.00 0.4943131580 0.6475
A3B1 500 0.25 0.3215101880 0.9800
A3B2 500 0.50 0.3200531210 0.9625
A3B3 500 0.90 0.3173203410 0.9300
A3B4 500 1.80 0.3122088370 0.8700
A3B5 500 4.00 0.3016501170 0.7450
A4B1 100 0.25 0.0654153811 0.9625 ρmax = 1.000054 ρc
A4B2 100 0.50 0.0661612517 0.9300 ρmax = 1.000108 ρc
A4B3 100 0.90 0.0675440136 0.8775 ρmax = 1.002626 ρc
A4B4 100 1.80 0.0707954833 0.7825 ρmax = 1.048859 ρc
A4B5 100 4.00 0.0800146668 0.6250 ρmax = 1.307659 ρc
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Appendix E
Mesh Refinement Hierarchies
In this appendix I list all CARPET mesh refinement hierarchies used in the numerical simulations
discussed in this dissertation. See §3.4 and [391, 397] for details on CARPET.
Table E.1: Standard 9 level bitant mode refinement hierarchies used in this dissertation. For each refinement
level the coordinates of the lower and upper bounds of the refined region are given. ∆x is the grid spacing. All
units are in c = G = M⊙ = 1. A length of 0.24 in these units corresponds to 354.43 m in cgs (see appendix A for
details).
level lower upper ∆x grid points
x y z x y z
RHI 0 -1966.08 -1966.08 0 1966.08 1966.08 1966.08 122.88 (33x33x17)
1 -1228.80 -1228.80 0 1228.80 1228.80 1228.8 61.44 (41x41x21)
2 -614.40 -614.40 0 614.40 614.40 614.40 30.72 (41x41x21)
3 -307.20 -307.20 0 307.20 307.20 307.20 15.36 (41x41x21)
4 -184.32 -184.32 0 184.32 184.32 184.32 7.68 (49x49x25)
5 -92.16 -92.16 0 92.16 92.16 92.16 3.84 (49x49x25)
6 -38.40 -38.40 0 38.40 38.40 38.40 1.92 (41x41x21)
7 -19.20 -19.20 0 19.20 19.20 19.20 0.96 (41x41x21)
8 -9.60 -9.60 0 9.60 9.60 9.60 0.48 (41x41x21)
RHII 0 -1966.08 -1966.08 0 1966.08 1966.08 1966.08 61.44 (65x65x33)
1 -1228.80 -1228.80 0 1228.80 1228.80 1228.8 30.72 (81x81x41)
2 -614.40 -614.40 0 614.40 614.40 614.40 15.36 (81x81x41)
3 -307.20 -307.20 0 307.20 307.20 307.20 7.68 (81x81x41)
4 -184.32 -184.32 0 184.32 184.32 184.32 3.84 (97x97x49)
5 -92.16 -92.16 0 92.16 92.16 92.16 1.92 (97x97x49)
6 -38.40 -38.40 0 38.40 38.40 38.40 0.96 (81x81x41)
7 -19.20 -19.20 0 19.20 19.20 19.20 0.48 (81x81x41)
8 -9.60 -9.60 0 9.60 9.60 9.60 0.24 (81x81x41)
RHIII 0 -1981.44 -1981.44 0 1981.44 1981.44 1981.44 46.08 (87x87x43)
1 -1244.16 -1244.16 0 1244.16 1244.16 1244.16 23.04 (109x109x55)
2 -622.08 -622.08 0 622.08 622.08 622.08 11.52 (109x109x55)
3 -311.40 -311.40 0 311.40 311.40 311.40 5.76 (109x109x55)
4 -184.32 -184.32 0 184.32 184.32 184.32 2.88 (129x129x65)
5 -92.16 -92.16 0 92.16 92.16 92.16 1.44 (129x129x65)
6 -38.88 -38.88 0 38.88 38.88 38.88 0.72 (109x109x55)
7 -19.44 -19.44 0 19.44 19.44 19.44 0.36 (109x109x55)
8 -9.72 -9.72 0 9.72 9.72 9.72 0.18 (109x109x55)
RHIV 0 -1966.08 -1966.08 0 1966.08 1966.08 1966.08 30.72 (129x129x65)
1 -1228.80 -1228.80 0 1228.80 1228.80 1228.8 15.36 (161x161x81)
2 -614.40 -614.40 0 614.40 614.40 614.40 7.68 (161x161x81)
3 -307.20 -307.20 0 307.20 307.20 307.20 3.84 (161x161x81)
4 -184.32 -184.32 0 184.32 184.32 184.32 1.92 (193x193x97)
5 -92.16 -92.16 0 92.16 92.16 92.16 0.96 (193x193x97)
6 -38.40 -38.40 0 38.40 38.40 38.40 0.48 (161x161x81)
7 -19.20 -19.20 0 19.20 19.20 19.20 0.24 (161x161x81)
8 -9.60 -9.60 0 9.60 9.60 9.60 0.12 (161x161x81)
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Table E.2: Like table E.1, but for the standard 8 level bitant mode refinement hierarchies used in this dissertation.
level lower upper ∆x grid points
x y z x y z
RH8I 0 -1966.08 -1966.08 0 1966.08 1966.08 1966.08 61.44 (65x65x33)
1 -614.40 -614.40 0 614.40 614.40 614.40 30.72 (41x41x21)
2 -307.20 -307.20 0 307.20 307.20 307.20 15.36 (41x41x21)
3 -184.32 -184.32 0 184.32 184.32 184.32 7.68 (49x49x25)
4 -92.16 -92.16 0 92.16 92.16 92.16 3.84 (49x49x25)
5 -38.40 -38.40 0 38.40 38.40 38.40 1.92 (41x41x21)
6 -19.20 -19.20 0 19.20 19.20 19.20 0.96 (41x41x21)
7 -9.60 -9.60 0 9.60 9.60 9.60 0.48 (41x41x21)
RH8II 0 -1966.08 -1966.08 0 1966.08 1966.08 1966.08 30.72 (129x129x65)
1 -614.40 -614.40 0 614.40 614.40 614.40 15.36 (81x81x41)
2 -307.20 -307.20 0 307.20 307.20 307.20 7.68 (81x81x41)
3 -184.32 -184.32 0 184.32 184.32 184.32 3.84 (97x97x49)
4 -92.16 -92.16 0 92.16 92.16 92.16 1.92 (97x97x49)
5 -38.40 -38.40 0 38.40 38.40 38.40 0.96 (81x81x41)
6 -19.20 -19.20 0 19.20 19.20 19.20 0.48 (81x81x41)
7 -9.60 -9.60 0 9.60 9.60 9.60 0.24 (81x81x41)
RH8III 0 -1981.44 -1981.44 0 1981.44 1981.44 1981.44 23.04 (173x173x87)
1 -622.08 -622.08 0 622.08 622.08 622.08 11.52 (109x109x55)
2 -311.40 -311.40 0 311.40 311.40 311.40 5.76 (109x109x55)
3 -184.32 -184.32 0 184.32 184.32 184.32 2.88 (129x129x65)
4 -92.16 -92.16 0 92.16 92.16 92.16 1.44 (129x129x65)
5 -38.88 -38.88 0 38.88 38.88 38.88 0.72 (109x109x55)
6 -19.44 -19.44 0 19.44 19.44 19.44 0.36 (109x109x55)
7 -9.72 -9.72 0 9.72 9.72 9.72 0.18 (109x109x55)
RH8IV 0 -1966.08 -1966.08 0 1966.08 1966.08 1966.08 15.36 (257x257x129)
1 -614.40 -614.40 0 614.40 614.40 614.40 7.68 (161x161x81)
2 -307.20 -307.20 0 307.20 307.20 307.20 3.84 (161x161x81)
3 -184.32 -184.32 0 184.32 184.32 184.32 1.92 (193x193x97)
4 -92.16 -92.16 0 92.16 92.16 92.16 0.96 (193x193x97)
5 -38.40 -38.40 0 38.40 38.40 38.40 0.48 (161x161x81)
6 -19.20 -19.20 0 19.20 19.20 19.20 0.24 (161x161x81)
7 -9.60 -9.60 0 9.60 9.60 9.60 0.12 (161x161x81)
Table E.3: Like table E.1, but for special 8 level bitant mode refinement hierarchies used in this dissertation.
level lower upper ∆x grid points
x y z x y z
RH8IIe 0 -1966.08 -1966.08 0 1966.08 1966.08 1966.08 30.72 (129x129x65)
1 -737.28 -737.28 0 737.28 737.28 737.28 15.36 (97x97x49)
2 -368.64 -368.64 0 368.64 368.64 368.64 7.68 (97x97x49)
3 -184.32 -184.32 0 184.32 184.32 184.32 3.84 (97x97x49)
4 -92.16 -92.16 0 92.16 92.16 92.16 1.92 (97x97x49)
5 -46.08 -46.08 0 46.08 46.08 46.0 0.96 (97x97x49)
6 -23.04 -23.04 0 23.04 23.04 23.04 0.48 (97x97x41)
7 -11.52 -11.52 0 11.52 11.52 11.52 0.24 (97x97x41)
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Table E.4: Like table E.1, but for special 9 level bitant mode refinement hierarchies used in this dissertation.
level lower upper ∆x grid points
x y z x y z
RHIIe 0 -2088.96 -2088.96 0 2088.96 2088.96 2088.96 61.44 (69x69x35)
1 -983.04 -983.04 0 983.04 983.04 983.04 30.72 (65x65x33)
2 -614.40 -614.40 0 614.40 614.40 614.40 15.36 (81x81x41)
3 -307.20 -307.20 0 307.20 307.20 307.20 7.68 (81x81x41)
4 -153.60 -153.60 0 153.60 153.6 153.60 3.84 (81x81x41)
5 -76.80 -76.80 0 76.80 76.80 76.80 1.92 (81x81x41)
6 -40.32 -40.32 0 40.32 40.32 40.32 0.96 (85x85x43)
7 -23.04 -23.04 0 23.04 23.04 23.04 0.48 (97x97x49)
8 -11.52 -11.52 0 11.52 11.52 11.52 0.24 (97x97x49)
RHIIe2 0 -2088.96 -2088.96 0 2088.96 2088.96 2088.96 61.44 (69x69x35)
1 -1044.48 -1044.48 0 1044.48 1044.48 1044.48 30.72 (69x69x35)
2 -614.40 -614.40 0 614.40 614.40 614.40 15.36 (81x81x41)
3 -307.20 -307.20 0 307.20 307.20 307.20 7.68 (81x81x41)
4 -153.60 -153.60 0 153.60 153.6 153.60 3.84 (81x81x41)
5 -76.80 -76.80 0 76.80 76.80 76.80 1.92 (81x81x41)
6 -46.08 -46.08 0 46.08 46.08 46.08 0.96 (97x97x49)
7 -24.96 -24.96 0 24.96 24.96 24.96 0.48 (105x105x53)
8 -11.52 -11.52 0 11.52 11.52 11.52 0.24 (97x97x49)
RHIIeHR 0 -2048.00 -2048.00 0 2048.00 2048.00 2048.00 51.20 (81x81x41)
1 -1024.00 -1024.00 0 1024.00 1024.00 1024.00 25.60 (81x81x41)
2 -614.40 -614.40 0 614.40 614.40 614.40 12.80 (97x97x49)
3 -307.20 -307.20 0 307.20 307.20 307.20 6.40 (97x97x49)
4 -153.60 -153.60 0 153.60 153.6 153.60 3.20 (97x97x49)
5 -76.80 -76.80 0 76.80 76.80 76.80 1.60 (97x97x49)
6 -41.60 -41.60 0 41.60 41.60 41.60 0.80 (103x103x53)
7 -23.20 -23.20 0 23.20 23.20 23.20 0.40 (117x117x59)
8 -11.60 -11.60 0 11.60 11.60 11.60 0.20 (117x117x59)
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Table E.5: Like table E.1, but for special 9 level octant mode refinement hierarchies used in this dissertation.
level lower upper ∆x grid points
x y z x y z
ORHIIIe 0 0 0 0 1935.36 1935.36 1935.36 46.08 (43x43x43)
1 0 0 0 967.68 967.68 967.68 23.04 (43x43x43)
2 0 0 0 483.84 483.84 483.84 11.52 (43x43x43)
3 0 0 0 311.04 311.04 311.04 5.76 (55x55x55)
4 0 0 0 184.32 184.32 184.32 2.88 (65x65x65)
5 0 0 0 92.16 92.16 92.16 1.44 (65x65x65)
6 0 0 0 60.48 60.48 60.48 0.72 (85x85x85)
7 0 0 0 23.04 23.04 23.04 0.36 (65x65x65)
8 0 0 0 9.72 9.72 9.72 0.18 (55x55x55)
ORHIIe 0 0 0 0 2088.96 2088.96 2088.96 61.44 (35x35x35)
1 0 0 0 1228.80 1228.80 1228.8 30.72 (41x41x41)
2 0 0 0 614.40 614.40 614.40 15.36 (41x41x41)
3 0 0 0 307.20 307.20 307.20 7.68 (41x41x41)
4 0 0 0 153.60 153.6 153.60 3.84 (41x41x41)
5 0 0 0 76.80 76.80 76.80 1.92 (41x41x41)
6 0 0 0 46.08 46.08 46.08 0.96 (49x49x49)
7 0 0 0 24.96 24.96 24.96 0.48 (53x53x53)
8 0 0 0 11.52 11.52 11.52 0.24 (49x49x49)
ORHIIe2 0 0 0 0 2088.96 2088.96 2088.96 61.44 (35x35x35)
1 0 0 0 1413.12 1413.12 1413.12 30.72 (47x47x47)
2 0 0 0 706.56 706.56 706.56 15.36 (47x47x47)
3 0 0 0 307.20 307.20 307.20 7.68 (41x41x41)
4 0 0 0 153.60 153.6 153.60 3.84 (41x41x41)
5 0 0 0 76.80 76.80 76.80 1.92 (41x41x41)
6 0 0 0 46.08 46.08 46.08 0.96 (49x49x49)
7 0 0 0 24.96 24.96 24.96 0.48 (53x53x53)
8 0 0 0 11.52 11.52 11.52 0.24 (49x49x49)
ORHIIeHR 0 0 0 0 2048.00 2048.00 2048.00 52.00 (40x40x40)
1 0 0 0 1228.80 1228.80 1228.8 25.60 (49x49x49)
2 0 0 0 614.40 614.40 614.40 12.80 (49x49x49)
3 0 0 0 307.20 307.20 307.20 6.40 (49x49x49)
4 0 0 0 153.60 153.6 153.60 3.20 (49x49x49)
5 0 0 0 76.80 76.80 76.80 1.60 (49x49x49)
6 0 0 0 46.40 46.40 46.40 0.80 (59x59x59)
7 0 0 0 25.20 25.20 25.20 0.40 (64x64x64)
8 0 0 0 11.60 11.60 11.60 0.20 (59x59x59)
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