Abstract. We study the kinetic Kuramoto model for coupled oscillators with coupling constant below the synchronization threshold. We manage to prove that, for any analytic initial datum, if the interaction is small enough, the order parameter of the model vanishes exponentially fast, and the solution is asymptotically described by a free flow. This behavior is similar to the phenomenon of Landau damping in plasma physics. In the proof we use a combination of techniques from Landau damping and from abstract CauchyKowalewskaya theorem.
Introduction
The Kuramoto model is a mean-field model of coupled oscillators proposed by Kuramoto to describe synchronization phenomena (see [14] , [18] , [13] ). Any oscillator has a phase ϑ, that can be considered defined mod 2π, i.e. in the one-dimensional torus T , and a "natural frequency" ω ∈ R. In the kinetic limit the model reads as (1.1) ∂ t f (t, ϑ, ω) + ∂ ϑ (v(t, ϑ, ω)f (t, ϑ, ω)) = 0 v(t, ϑ, ω) = ω − µ T ×R sin(ϑ − ϑ ′ )f (t, ϑ ′ , ω
where f (t, ϑ, ω) is a probability density in T × R, T ×R sin(ϑ − ϑ ′ )f (t, ϑ ′ , ω ′ ) dϑ ′ dω is the mean field interaction term, and µ > 0 is the coupling constant. The distribution of the natural frequencies is g(ω) = T f (t, ϑ, ω) dϑ, which is a conserved quantity.
It can be useful to represent the system (1.1) in the unitary circle of the complex plane by considering the oscillators as particles with position e iϑ . The center of mass is in the point R(t)e iϕ(t) = f (t, ϑ, ω)e iϑ dϑ dω. (1.2) R and ϕ are the "order parameters" of the model. By this notation the coupling term can be rewritten as
so that the mean field interaction between the particles can be read as an attraction towards the phase of the center of mass, moduled by R(t).
Existence and uniqueness results for the system (1.1) are obtained in [15] , where the (1.1) is rigorously derived by doing the kinetic limit of the particle model introduce by Kuramoto. The model has been intensively studied in the case where g has compact support and the coupling constant µ is sufficiently large to observe the asymptotic synchronization phenomenon (see [7] , [6] , [11] and [2] , [8] for the simpler case of g(ω) being a Dirac delta). The asymptotic behavior of the solutions can be more complex: in particular, the total synchronization is impossible if g has not compact support, and in this case it is expected a partial synchronization (see [18] ).
On the other hand, a completely different asymptotic behavior is suggested in [19] , in which, for small value of µ, it is shown a Landau-damping type results for a linearized model: the order parameter of a perturbation of the constant phase density relaxes to zero as the time goes to infinity, and the solution becomes an "incoherent state". This behavior has been proved in the recent work [10] for the non linear model, where a full Landau-damping type result is obtained in the case of Sobolev regularity, showing that R vanishes polynomially in time.
In this work we show, for small values of µ, the asymptotic dephasing of the solutions of the nonlinear equation (1.1) in the case of analytic initial data; in particular, we prove that R(t) vanishes exponentially fast. The techniques we use take inspiration from the works on Landau damping for the Vlasov equation (see [12] , [17] ) and on the damping for the Euler equations (see [1] ), and mostly from the more recent work [9] , in which it is shown the Landau damping in Sobolev norm for the Vlasov HMF model. Unlike the case of Sobolev regularity, the estimates in analytic norms do not close, so we adapt to this case the abstract CauchyKowalewskaya Theorem techniques, in a way that allow us to obtain globally in time existence, while the abstract Cauchy-Kowalewskaya Theorem gives only finite time existence.
We remark that the phenomenon of dephasing of the solutions of the Kuramoto model has been studied in the recent work [10] , in which it is shown a Landaudamping type result for eq. (1.1) in Sobolev norms, and in the work [3] in which it is shown the existence of dephasing solutions with a prescribed asymptotic behavior, with analytical or Sobolev regularity.
Dephasing
In terms of the order parameters, the kinetic Kuramoto equation reads as (2.1)
where f 0 is the initial datum. Our aim is to show that, if f 0 (ϑ, ω) is bounded in some analytical norm, and µ > 0 is sufficiently small, there exists an asymptotic state h ∞ such that f (t, ϑ + ωt, ω) → h ∞ (ϑ, ω) exponentially fast. In other words, the solutions f (t, ϑ, ω) asymtotically approches the incoherent state h ∞ (ϑ − ωt, ω), i.e. a function transported by the free flow In this sense, the solutions show an asymptotic dephasing. The key ingredient of the proof is the exponential decay of the order parameter R(t), which, as noted in [16] , can only be obtained for analytic initial data.
To state precisely our result, we define h(t, ϑ, ω) = f (t, ϑ + ωt, ω), with initial datum h(0, ϑ, ω) = f 0 (ϑ, ω) and which verifies, from eq. (2.1), the equation
Defining for k ∈ Z and η ∈ R
where the order parameters read as
Integrating in time eq.s (2.3) we have
In the sequel, we consider separately the evolution in time of the order parameter z ±1 , and of the function h; in this sense L t can be considered a linear operator in h.
We use analytical norms for h so, to make the notation lighter, we give the following definitions:
; note that · verifies the triangular inequality, as follows from easy calculation:
For λ, p ≥ 0, we define the weight
and the norms:
We call X λ,p the space of function f with finite f λ,p norm. Using this norm, it is easy to show that if µ = 0, we obtain the exponential decay of the order parameter z ±1 (t). Let us first obtain an equation for z 1 = R(t)e −iϕ(t) setting k = 1 and η = t in (2.5) (2.10)
where h(0, ϑ, η) is the initial datum f 0 (ϑ, η). Choosing λ, p ≥ 0, the first term, due to the free flow, is bounded by
where, here and in the following, C is a suitable time independent constant. This estimate suggests that we can control the quantities
An uniform in time bound of r λ,p (t) is equivalent to an exponential decay of R(t). The aim of this paper is to show that, if µ is sufficiently small, the other terms in (2.10) do not prevent a uniform estimate for r λ,p .
A-priori estimates
In the case µ > 0, r λ,p (t) can be estimated as in the following proposition.
Proof. The first term of the r.h.s. of (2.10) is simply bounded by
Sincef 0 (t, η) =f 0 (0, η), the term with m = 1 is
which is bounded by
where we used that 0, t − s ≥ (t−s). Multiplying by e λt t p , we have the estimate
We conclude the estimate (3.1) by multiplying by e λt t p and noting that t p ≤ t + s p .
In order to estimate h λ,p , we need to control its time derivative.
Proposition 3.2. Given z ±1 (t), for λ, p ≥ 0, L t is a continuous operator from from X λ,p+1 to X λ,p :
Proof. Recalling the definition of A λ,p in (2.8), we write
then, by the triangular inequality,
and that, when |m| = 1, m, mt ≤ C + t, we have e λ k,η ≤ Ce λt e λ k−m,η−mt .
Since m, mt also verifies m, mt ≤ Ct, it is true that
Using that |k| ≤ k − m, η − mt , we obtain the thesis estimating the first term with
and the second with Cr λ,p (t) h(t) λ,1 .
Let us discuss how to choose the norms that will allow us to obtain closed estimates for h and z ±1 . In the Landau Damping type results in the case of Sobolev regularity of order γ, the choice of a suitable Hilbert space H γ , with norm h Hγ , guarantees that L t is a continuous map from H γ in the same H γ (see [10] ). Then the results are achieved estimating, globally in time, a term of the type h(t) Hγ / t , for suitable values of γ, and, correspondingly, t γ R(t). In the case of analytical regularity we can not obtain this behavior and we have to take into account that in (3.4) we can only estimate L t h in a norm that is weaker than the one of h. We give closed estimates by mixing the typical norms used in Landau-Damping type results with the norms needed for the proof of the abstract Cauchy-Kowalewskaya theorem, following in particular [4] .
Given λ 0 > 0 and a such that 0 < a < 2λ 0 /π, for t ≥ 0 and λ < λ 0 , we define the weight
This function is positive for decreasing in time values of λ, and, as in abstract Cauchy-Kowalewskaya theorems, we use it to taking into account the loss of analytical regularity due to the spatial derivative in ϑ in the operator L t . In [4] and in other proofs of the abstract Cauchy-Kowalewskaya Theorem, the time dependence of the weight is linear and the solutions exists only for finite time. Here the Landau-Damping type estimates allow us to choose a weight convergent in time, which, if a < 2λ 0 /π give the analyticity also for t → +∞. More precisely, we define the Banach spaceB a,p as the space of the functions h(t) such that, if β(t, λ) > 0, h(t) ∈ X λ,p . The norm inB a,p is (3.7)
|||h||| a,p = sup λ,t:β(t,λ)>0
Finally, fixing γ ≥ 3, we define the norm
and the corresponding Banach space B a , of the function h with |||h||| a bounded. With little abuse of notation, we write:
Now, we prove the a-priori estimates in B a which allow us to construct the solutions.
Proof. First we estimate h(t) λ,1 , for λ such that β(t, λ) > 0. Using (2.5) and the estimate (3.4) with p = 1, we have (3.11)
Multiplying by β 1/2 (t, λ):
where we have used that for γ ≥ 3, s γ−1 ≥ s 2 . Using that β(t) ≤ β(s) we estimate the time integral with a constant, then |||h||| a,1 ≤ C f 0 λ0,γ + Cµ|||R||| a |||h||| a . Now we estimate h λ,γ : using eq. (2.5) and the estimates (3.4), (3.5) with p = γ
Dividing by t and multiplying by β 1/2 (t, λ), we obtain (3.14)
where
,
ds.
I 2 is less than a constant because β(t, λ) ≤ β(s, λ), for s ≤ t.
which verifies
and
Then I 1 is bounded by
Since dβ/ ds = −a/ s 2 , the time integral can be explicitly computed and gives:
then also I 1 is less then a constant.
Now we estimate |||R||| a .
Proposition 3.4. Fixed h such that |||h||| a < +∞, if z ±1 (t) = R(t)e ∓iϕ(t) solves (2.10), then
Proof. We use (3.1) with p = γ: the estimate of the first two terms are obvious; the last one is bounded by µC|||R||| a |||h||| a times the integral
The main theorem
Theorem 4.1. For λ 0 > 0 and γ ≥ 3, if f 0 λ0,γ is bounded, for µ sufficiently small, the unique solution h(t, ϑ, ω) of (2.2) with initial datum f 0 (ϑ, ω) verifies |||h||| a < C and |||R||| a < C. As a consequence, R(t) → 0 exponentially fast and there exists h ∞ (ϑ, ω) with h ∞ λ ,γ < +∞ for someλ > 0, such that
Proof. We construct the solution with an iterative procedure. For n ≥ 0 
Using that |||h 0 ||| a ≤ C f 0 λ0,γ we can inductively prove that, if µ f 0 λ0,γ is sufficiently small, then |||h n ||| a ≤ C f 0 λ0,γ , and |||R n ||| a ≤ C f 0 λ0,γ , uniformly in n. Choosing a ′ > a with a ′ < 2λ 0 /π, and estimating the operator L n t as in Prop. (3.2), we have that all the first derivative of h n are uniformly bounded in the region defined by β a ′ (t, λ) > 0; then, for subsequences, h n converges to some h ∈B a ′ ,γ . Correspondingly, z n ±1 converges to z ±1 with |||z ±1 ||| a bounded. The function h and z ±1 solve the coupled equations (2.3) and (2.10). Moreover, putting k = 1 and η = t in (2.5)
as follows form (2.10). Then h solves the non linear equation (2.3), and its uniqueness is guarantees by the uniqueness of regular solutions (see [15] ) (note that the uniqueness implies the convergence to h and z for the full sequences h n and z n ).
Finally, letλ > 0, withλ
This inequality implies the existence of
with h ∞ ∈ Xλ ,γ because h ∈ B a ′ ,γ . Being γ ≥ 3, the norm h 0,γ dominates the sup norm in ϑ and ω, then h(t) converges exponentially fast to h ∞ in the sup norm.
Remark. In the analysis carried out in this work the termĥ 0 (t, η) =ĝ
can be separated from the other Fourier modes: in the Prop. 3.1 and its following, we can bound separately the zero and nonzero modes, so that, being more careful in the estimates, it is true that |||R||| a ≤ C f 0 − g 2π λ0,γ + Cµ|||g||| a |||R||| a + Cµ|||R||| a h − g 2π a .
h − g 2π a ≤ C f 0 − g 2π λ0,γ + Cµ|||R||| a h − g 2π a .
Using these estimates, to prove our main theorem we need that µ is small only w.r.t. |||g||| a , so we can keep the interaction fixed and take small only the deviation from the constant phase density. In this way we obtain, with a simple proof, a result similar to [10] , in which the authors prove that, for a sufficiently small perturbation of the constant phase density, the solution of the equation (1.1) is asymptotically a free flow and its R vanishes. The threshold for µ that we obtain here could be non optimal, in fact we do not take advantage from a detailed linear analysis as in [9] and [10] . 
