We propose a novel hierarchical clustering for distribution valued dissimilarities. Analysis of large and complex data has attracted significant interest. Symbolic Data Analysis (SDA) was proposed by Diday in 1980's, which provides a new framework for statistical analysis. In SDA, we analyze an object with internal variation, including an interval, a histogram and a distribution, called a symbolic object. In the study, we focus on a cluster analysis for distribution valued dissimilarities, one of the symbolic objects. A hierarchical clustering has two steps in general: find out step and update step. In the find out step, we find the nearest pair of clusters. We extend it for distribution valued dissimilarities, introducing a measure on their order relations. In the update step, dissimilarities between clusters are redefined by mixture of distributions with a mixing ratio. We show an actual example of the proposed method and a simulation study.
Introduction
These days, analysis of large complex data is a salient topic. We need to utilize significant computer resources to handle huge amount of data. Big Data is a recent keyword among researchers in data analysis and often characterized by "3V", i.e., Volume, Velocity, and Variety. When we consider their analysis, we should pay attention to data descriptions as well as its methodological efficiency. Diday and Brito (1989) proposed Symbolic Data Analysis (SDA), the new statistical framework, which extends conventional data analysis to various data descriptions, such as an interval, a histogram, and a distribution.
SDA is not only a method for knowledge extraction from large databases as Data Mining, but also an application tool to retrieve underlying concepts from extracted knowledge. The units of objects might be categories, classes or concepts. The objects with structured internal variations are called Symbolic Data (Bock and Diday, 2000) . Typically, the data are multi valued data, interval valued data, modal data, and distribution valued data: Schweitzer (1968) remarked, "Distributions are the numbers of the future" and Diday and Vrac (2005) quoted the phrase and studied distribution valued data.
Many methods on SDA have been proposed (Bock and Diday, 2000; Billard and Diday, 2006; Diday and Noirhomme-Fraiture, 2008) . Clustering remains an efficient method to identify unknown subgroups (Huh, 2002) . Symbolic clustering is developed to find homogeneous subgroups of symbolic data. There are many studies for multi valued data, interval valued data, and modal data.
Symbolic clustering for distribution valued data is a popular topic. Diday and Vrac (2005) explored mixture decomposition of distribution valued data. Katayama et al. (2009) proposed hierarchical symbolic clustering, and Terada and Yadohisa (2010) studied k-means-like symbolic clustering for distribution valued data. These methods assumed that each input object is described as distribution valued data.
When we analyze dissimilarities, we usually use Multidimensional Scaling(MDS) or hierarchical clustering. Mizuta and Minami (2012) proposed MDS for distribution valued dissimilarities. We propose hierarchical symbolic clustering for distribution valued dissimilarities, i.e., we assume that dissimilarities are represented by distributions. We show an actual example of the proposed method and a simulation study.
Hierarchical Clustering and Hierarchical Symbolic Clustering
In hierarchical clustering, two types of input data are considered. One is that data are p variate n vectors. In this case, we define dissimilarity measures between vectors. The other case is that, dissimilarities {s i j } for a pair of objects i, j (i, j = 1, 2, . . . , n) are measured in direct ways.
For hierarchical symbolic clustering, the type of n objects with p variables are much studied and a variety of dissimilarities are proposed (Billard and Diday, 2006) . The dissimilarities could be incorporated with standard hierarchical clustering algorithms. Katayama et al. (2009) studied hierarchical symbolic clustering where each n object is described as multivariate distribution valued data. Symmetric Kullback-Leibler divergence is applied to define the dissimilarities between the objects; consequently, the remains of the procedures are followed by a standard clustering scheme.
It is rarely considered that dissimilarities are described as symbolic data when they are directly measured. In the case, standard hierarchical clustering algorithms are not applicable since they are not designed for dissimilarities described by symbolic data; therefore, we need to develop a new clustering procedure for dissimilarities represented as symbolic data.
Proposed Method
Suppose there are N objects and we put S i j as a dissimilarity between an object i and an object j. We assume the dissimilarities S i j are given as distributions. We propose a clustering method for the dissimilarities. The clusters are denoted as {C k ; k = 1, 2, . . . , K}.
Initialization
We initialize K = N and C i = {i} (i = 1, 2, . . . , N).
Find out step
We define the nearest pair (i, j) as follows
We evaluate Pr{S (C i , C j ) ≤ S (C q , C r )} by relative frequencies. Suppose that we have M realizations of {S (C i , C j ); i, j = 1, 2, . . . , K, i < j, for all i, j}, and we denote b th (b = 1, 2, . . . , m) realization by {s i j,b }.
Relative frequencies of {S
where 1 ij,b is defined by
Thus we obtain the nearest pair by
Update step Now the clusters C i and C j are merged into a new cluster; C new = C i ∪ C j . Then we have to update dissimilarities between them. We mix the distributions of S (C i , C q ) and S (C j , C q ) with a mixing proportion p, taking account of the number of clusters in C i and C j ; 5) where N C i is the number of the objects in C i . We put a cumulative distribution function
We decrement K by 1 and repeat the steps until K = 1.
We implement the proposed method with R language. In conventional hierarchical clustering algorithms, the dissimilarity matrix is used in the procedures. However, since we deal with distribution valued dissimilarities, we consider dissimilarity arrays with 3 dimensions s[i,j,m] (m = 1, 2, . . . , M) in which 3rd dimension is a m th value from dissimilarity S i j . In the find out step, we randomly extract M (M ≤ M) values from the array s[i,j,]. We adopt (3.3) and (3.4) to those values then we get the index of the nearest pair of the clusters; (i, j). To recompute the dissimilarity S (C i ∪ C j , C q ) in the update step, we resample M × p and M × (1 − p) values from s[i,q,] and s[j,q,] respectively where p is defined in (3.5), then they are randomly mixed so that we get a new element of the dissimilarity array. The treatment of ties of dissimilarities is important. We adopt a random selection in those cases.
Actual Example
We perform the proposed method with actual data set on network delays. The virtual distance between two sites in the Internet can be assumed by Round Trip Time (RTT). We obtained the dataset which had been performed to 35 sites for over 2 years. Each measurement was carried out every 5 minutes. The classification of the sites provides us an insight on network performance and future reinforcement. Unfortunately, the dataset has many NAs. In the end, we obtain the complete (measured by both directions) data among 9 sites over 4 days. RTTs were measured from both directions, then we averaged them. We label the sites from site 1 to site 9. Figure 1 shows the array of the distribution valued dissimilarities between each pair of the 9 sites. Most have two peaks. The peaks reminds us of an economical scandal and the negative effects in the Stock Market in Japan. We are wondering that it accelerated the amount of the network traffic.
We apply the proposed method (Figure 2) . To compare the results to the conventional ones, we take the means over the distributions and apply the conventional hierarchical clustering, single linkage, complete linkage, average linkage, centroid linkage to them (Figure 3 ). We interpret Figure 2 and Figure 3 . In Figure 2 , we classify the data into 2 clusters-site 2, 4, 5, 6 and site 1, 3, 7, 8, 9. The difference may be from network bandwidths. Site 2, 5, 6 belong to eastern area of Japan, and site 1, 3, 7, 8, 9 belong to western area (site 4 is considered as an exception since it is the Internet exchange point in Japan). From the interpretations, we reconfirm that the bandwidth of eastern area in Japan is narrower than that of western area in the period. In Figure 3 , there is no appropriate interpretation even if we change the number of the classes. 
Simulation Study
We show a simulation study. We assume that there are 9 objects and their dissimilarities are assumed by gamma distributions. The parameters are assigned under the condition that the means of distributions are fixed. That is, if we apply conventional hierarchical clustering with means of dissimilarities, the results must be the same. We generate 9 points in two dimensional space with multivariate normal distribution which are from N (Table 1) . We calculate the Euclidian distances {s (init) i j ; i < j} (i, j = 1, 2, . . . , 9) ( Table 2 ). With the mean of distributions, we generate gamma distributions where the each mean is fixed by {s (init) i j }, i.e., we put shape parameters {α i j ; i < j}(i, j = 1, 2, . . . , 9) and scale parameter {β i j ; i < j}(i, j = 1, 2, . . . , 9), where means are fixed as α i j β i j = s (init) i j (Table 3) . We apply the conventional hierarchical clustering, single linkage, complete linkage, average linkage and centroid linkage with {s (init) i j ; i < j} (i, j = 1, 2, . . . 9). The dendrograms are shown in Figure  4 .
We generate α i j from Uniform distribution U(1,3) and then we get β i j = s
We use 1000 samples. For the distribution valued dissimilarities {s i j,b ; b = 1, 2, . . . , 1000}, we apply the proposed method ( Figure 5 ).
The differences of 4 dendrograms indicate the dispersions of the dissimilarities. When we consider only means with the conventional methods, the results should be similar. However, when we take the dispersions of dissimilarities such as variance and skewness into the analysis, the result show that constitution of the clusters would be varied even when statistical expectations are identical.
For instance, object 5 and 9 are merged in simulation 1, but in simulation 2, object 5 and 7 are merged. To explain this difference, we investigate quartile of s 5,9 and s 5,7 : (q 0.25 , q 0.5 , q 0.75 ) where suffix indicates percentages. In simulation 1, quartile of s 5,9 is (1.787, 3.266, 5.415 ) and that of s 5,7 is (2.210, 3.536, 5.315) . Then it seems reasonable to merge object 5 and 9 since they are more similar than object 5 and 7 in the sense of quartile. In simulation 2, quartile of s 5,9 is (2.290, 3.554, 5.220) and that of s 5,7 is (2.151, 3.504, 5.340), then it appears good to merge object 5 and 7. In this way, the results of the proposed method reflect the variations of distributions and we could obtain feasible clusters from distribution valued dissimilarities.
Concluding Remarks
We study the hierarchical clustering for distribution valued dissimilarities. The actual example indicated that our method provides a feasible interpretation than conventional hierarchical clustering with statistical summaries. We assume that input data are distributional dissimilarities, but in real situations, we cannot obtain a set of values, not distributions. In order to deal with them as distributions, we need many observations. SDA is quite effective for Big Data analysis since it has various data descriptions and a main feature of Big Data is variety; therefore, the proposed method is suitable to Big Data. The idea can be extended to other methods to deal with distribution valued dissimilarities such as symbolic multidimensional scaling.
