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Data is currently one of the most critical and influential emerging technolo-
gies. Organisations and employers around the globe strive to investigate
and exploit the exponential data growth to discover hidden insights in an
effort to create value. Value creation from data is made possible through
data analytics (DA) and machine learning (ML). The true potential of data
is yet to be exploited since, currently, about 1% of generated data is ever
actually analysed for value creation. There is a data gap. Data is available
and easy to capture; however, the information therein remains untapped
yet ready for digital explorers to discover the hidden value in the data. One
main factor contributing to this gap is the lack of expert knowledge in the
field of DA and ML.
In a survey of 437 companies, 76% indicated an interest to invest in DA and
ML technologies over the years of 2015 to 2017. However, in a survey of 400
companies, 4% indicated that they have the right strategic intent, skilled
people, resources and data to gain meaningful insights from their data and
to act on them. Small, medium and micro enterprises (SMMEs) lack the
availability of DA and ML skills in their existing workforce, have limited
infrastructure to realise ML and have limited funding to employ ML tools
and expertise. They need proper guidance as to how to employ ML in a
low-cost, feasible and sustainable way.
This study focused on addressing this data gap by providing a decision sup-
port framework for ML algorithms. The goal of this study was therefore to
develop and validate a decision support framework which considers both the
data characteristics and the application type to enable SMMEs to choose
the appropriate ML algorithm for their unique data and application pur-
pose. This study aimed to develop the framework for a semi-skilled analyst,
with mathematics, statistics and programming education, who is familiar
iii
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with the process of programming, yet has not specialised in the variety of
ML algorithms which are available.
This research project followed the Soft Systems Methodology and utilised
Jabareen’s framework development methodology. Various literature studies
were performed on data, DA, application purposes, ML and the process
of applying ML. The CRoss-Industry Standard Process for Data Mining
(CRISP-DM) was followed to design and implement the experiments. The
results were evaluated and summarised to create the decision support frame-
work. The framework was validated by consulting subject matter experts




Data is tans een van die mees kritieke en invloedrykste ontluikende teg-
nologieë. In ’n poging om besigheidswaarde te skep, streef organisasies
en werkgewers regoor die wêreld daarna om die eksponensiële groei van
data te ondersoek en te benut om verborge inligting en insigte te ontdek.
Waardeskepping vanuit data word deur data-analise (DA) en masjienleer
(ML) moontlik gemaak. Die werklike potensiaal van data moet nog ontgin
word, aangesien slegs ongeveer 1% van die gegenereerde data tans vir die
ontginning van besigheidswaarde ontleed word. Daar is ’n datagaping. Data
is geredelik beskikbaar en maklik om vas te vang, maar die inligting daarin
bly onbenut, maar gereed vir digitale ontdekkingsreisigers om die verborge
waarde in die data te ontdek. ’n Groot faktor wat tot hierdie gaping bydra,
is die gebrek aan kundige kennis op die gebied van DA en ML.
In ’n opname onder 437 maatskappye het 76% ’n belangstelling in die be-
legging in DA- en ML-tegnologieë in die jare 2015 tot 2017 aangedui. In
’n peiling onder 400 ondernemings het 4 % egter aangedui dat hulle die
regte strategiese ingesteldheid, arbeidsmag, hulpbronne en data het om
betekenisvolle insigte uit hul data te ontgin en daarop staat te maak vir
besluitneming. Klein, medium en mikro-ondernemings (KMMOs) het nie
die beskikbaarheid van DA- en ML-vaardighede in hul bestaande arbeids-
mag nie, het beperkte infrastruktuur om ML te verwesenlik en het beperkte
finansiering om ML-gereedskap en kundigheid aan te skaf. Hulle benodig
behoorlike leiding oor hoe om ML op ’n lae-koste, haalbare en volhoubare
manier aan te skaf.
Hierdie studie het gefokus om hierdie datagaping aan te spreek deur ’n
besluitsteunraamwerk vir ML-algoritmes te skep. Die doel van hierdie studie
was om ’n besluitsteunraamwerk te ontwikkel en te valideer, wat beide die
data eienskappe en die toepassingsdoel oorweeg, om KMMOs in staat te stel
v
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om die mees toepaslike ML-algoritme vir hul unieke data en toepassingsdoel
te kies. Hierdie studie het gemik om die raamwerk vir ’n semi-vaardige
ontleder, met met wiskunde, statistiek en programmeringsopleiding, wat
vertroud is met die programmeringsproses, maar nog nie gespesialiseer het
in die verskeidenheid van ML-algoritmes wat beskikbaar is nie, te ontwikkel.
Hierdie navorsingsprojek het die Sagtestelselmetodiek (SSM) gevolg en Jaba-
reen se raamwerk-ontwikkelingsmetodologie gebruik. Verskeie literatuurstu-
dies met betrekking tot data, DA, toepassingsdoeleindes, ML en die proses
om ML toe te pas, was uitgevoer. Die KRuisIndustrie-StandaardProses vir
Data-Ontginning (KRISP-DO) was gevolg om die eksperimente te ontwerp
en te implementeer. Die resultate was geëvalueer en opgesom om die raam-
werk vir besluitsteun te skep. Die raamwerk is bekragtig deur vakkundiges
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ADAM Adaptive moment estimation function
AHC Agglomerative hierarchical clustering
AI Artificial intelligence
BFGS Broyden–Fletcher–Goldfarb–Shanno solver
BNB Bernoulli Näıve Bayes
CART Classification and regression tree
CNB Complement Näıve Bayes
CRISP-DM CRoss-Industry Standard Process for Data Mining
DA Data analytics




EF Extra forest random forest by Python
ET Extra tree decision tree by Python





GNB Gaussian Näıve Bayes
GPC Gaussian process classifier
GTCA Ground truth class assignments
ID3 Iterative dichotomiser 3
KD-tree k-dimensional tree
KMC k-means clustering
KNN k-nearest neighbour classifier
KNR k-neighbours regressor or k-nearest regressor
LBFGS Limited memory Broyden–Fletcher–Goldfarb–Shanno solver
LDA Linear discriminant analysis





MAE Mean absolute error
MedAE Median absolute error
MI Mutual information-based score
miniKMC mini-batch k-means clustering
ML Machine learning
MLP Multilayer perceptron




MSE Mean squared error
MSLE Mean squared logarithmic error
MS Mean shift clustering
NB Näıve Bayes classifier
NC Nearest centroid classifier
NN Neural network
NTCG A truncated Newton method imlemented by Python
PEU Possible end-user
POLY Polynomial function
QDA Quadratic discriminant analysis
R-NN Recurrent neural network
RBF Radial basis function
ReLu Rectified linear unit function
RF Random forest
RNN Radius nearest neighbour classifier
RNR Radius neighbour regressor
SAGA A variant of SAG
SAG Stochastic average gradient descent solver
SEMMA Sample, Explore, Modify, Model and Access
SGD Stochastic gradient descent solver
SIG Sigmoid function




SMME Small, medium and micro enterprise
SSE sum of squared errors function
SSM Soft Systems Methodology
SVC Support vector classification
SVM Support vector machine





The aim of this research project is to apply engineering methods, skills and tools to de-
velop and validate a decision support framework for machine learning (ML) applications
in small, medium and micro enterprises (SMMEs).
In this chapter, the problem background, problem statement and the project mo-
tivation will be provided. Next, the project scope, assumptions, objectives and the
problem solving methodology will be laid out. A preliminary literature study is also
presented to serve as background and support for the research formulation. Finally,
the structure of the report and the conclusions of this chapter will be detailed.
1.1 Background and motivation
Data is currently one of the most critical and influential emerging technologies. Big
data is the term which is used to explain the current explosion of the great variety of
data types which are created from different sources. Big data refers to large volumes
of data with increased variety, velocity, veracity and value (Corrigan et al., 2012). The
digital universe, the measurement of all the digital data created, replicated and con-
sumed in one year, doubles every two years from now until 2020, according to Gantz &
Reinsel (2012). Organisations and employers around the globe strive to investigate and
exploit the exponential data growth to discover hidden insights in an effort to create
value (Zhu et al., 2014).
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The goals of utilising data in organisations in an effort to increase value creation
are as follows (Zhu et al., 2014):
1. Revenue
The analysis of data is used to create new revenue streams, explore new business
models, increase revenue, reduce cost, enable process optimisation, increase op-
erational efficiencies and productivity, increase quality, reduce risk and manage
data at low cost.
2. Customer service
The analysis of data is used to enable a greater understanding of customer needs.
Through understanding their customers’ behaviours, preferences and needs, or-
ganisations can improve and customise their products and services, retain and
gain customer loyalty, follow market trends, improve their marketing techniques
and improve their competitive performance in the market.
3. Business development
The analysis of data is used to enable decision support and faster decision making,
improve employee morale and productivity, create new product or service offer-
ings, enable the outsourcing of non-core activities and functions, support decisions
regarding mergers and acquisitions, enable divestitures, gain competitive insight,
increase organisation agility and government, ensure regulatory compliance and
reduce risk.
These goals can be summarised using the project management triangle or iron
triangle, as illustrated in Figure 1.1. It indicates the three main goals of any project,
namely reduce cost, reduce time and increase quality. These goals are also constraints
in the project and generally there are trade-offs where the focus can only fall on two of
these goals at a time (Maynard, 2017).
Data is readily available everywhere and this explosive data growth is driven by a
variety of factors, including (Gantz & Reinsel, 2012):




1.1 Background and motivation
Figure 1.1: The project management triangle (Maynard, 2017)
• The cost of data storage, processing and bandwidth has decreased significantly
while the data quality, network access, computational capacity and the availability
of more powerful data analytic tools have increased significantly (Corrigan et al.,
2012).
• The increasing availability and usage of the internet, communication platforms,
multi-media and social media platforms. In addition, human behaviour is cap-
tured in the forms of visual, audio and textual data on these platforms.
• The increasing availability of machine-created data.
• The growth of meta-data and meta-information, i.e. information about informa-
tion.
• Increasing use of automation, robotisation and the Internet of Things (IoT) (Zhu
et al., 2014).
With this explosive data growth, new problems arise, for example, the required
capabilities for the processing of the data. Other problems include determining rules
to dictate the use and distribution of the data or gathering the appropriate skills and
expertise to manage and analyse the data as well as interpret the results of the analytics
(Zhu et al., 2014).
There is a data gap. Data is readily available and easy to capture; however, the
information therein remains untapped yet ready for digital explorers to discover the
hidden value in the data. The true potential of data is yet to be exploited since,
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currently, about 1% of generated data is ever actually analysed (Gantz & Reinsel,
2012). Figure 1.2 illustrates this data gap. Little value creation takes place due to
various reasons, for example, the data creators are unaware of the potential their data
holds. The prominent reason is that there is a data skill gap which is a hindrance to
the process of creating value from data (Zhu et al., 2014).
1.1.1 Types of data
Data may be categorised according to different characteristics. One possible category
is the different data structures and formats during the life cycle of data. Based on this
characteristic, the following three data types are identified:
1. Structured data
Structured data is data which is converted to a common format and organised
in tables with keys to link them together to indicate relationships in the data
(Rajaraman, 2016). Examples are organised, integrated and relational databases
used in businesses to perform their services and it is typically managed by software
such as Oracle or a query language like SQL (Nisbet et al., 2009).
2. Semi-structured data
Semi-structured data is a form of structured data which is in-between a formal,
relational database and loose, unrefined and disorganised data. It contains rela-
tional indicators to enforce separation and hierarchies within the data.
Figure 1.2: The data gap (Oosthuizen, 2018)
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3. Unstructured data
Unstructured data is data which is created by various sources and is not yet
aggregated and integrated. Relationships therein are not available or indicated
(Nisbet et al., 2009) and it is not organised in a pre-defined manner. Examples
are notes, memos and reports used in a business as well as social media data,
including e-mails, tweets, blogs, websites and Facebook posts (Rajaraman, 2016).
Gantz & Reinsel (2012) defines data technologies as a new, advanced generation of
technologies, techniques, structures and architectures which is designed to efficiently
and effectively extract value from large volume, wide variety datasets by allowing high-
velocity access, capture, analysis and discovery.
In order to gain value from data it has to be processed and analysed. The results
have to be interpreted to be able to extract information from it to enable decision
making support across a wide range of areas, including business, technology, science,
engineering, education, healthcare, environment and the society at large (Tien, 2013).
Very large datasets are known as big data. In 2013, a dataset was classified as
big data if its size ranged between terabytes (1012 bytes) and pentabytes (1015 bytes).
However, as software tools and technology (greater storage capacity and improved
central processing units (CPUs) in computers) become more powerful, this definition
will be adjusted accordingly (Tien, 2013). It was determined that in the year 2017,
26 zettabytes (1021 bytes) of data was generated and it was predicted that in the year
2019, 41 zettabytes of data would be generated world wide (Holst, 2017); thus, the
range of size increased and the definition of big data was slightly adjusted (Rajaraman,
2016).
The characteristics of data are (Rajaraman, 2016; Zhu et al., 2014):
1. Volume
Volume refers to the size of the dataset, measured in bytes. Typical sizes are in
the order of zettabytes.
2. Variety
Variety refers to the diversity in the data. As technology develops, a greater
variety of data sources are created and the types of data available increase. For
example, text and numerical data expanded to include image, audio and video
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data. Additionally, various new data structures are created and the life cycle
of data expands to accommodate the additional changes in data structure and
format.
3. Velocity
Velocity refers to the rate of change in data. Traditionally, data changed slowly.
In the modern world the data is created in real-time and changes quickly.
4. Veracity
Veracity refers to the quality and trustworthy characteristics of the data. Modern
data contains more noise, biases, insignificant values, errors and inconsistencies
which impact the quality thereof and influence its statistical measurements, for
example, standard deviation.
5. Value
The data is raw and needs to be processed to be converted into information.
Knowledge is extracted from the information and value is derived from the knowl-
edge. This value extraction process is illustrated in Figure 1.3. A synonym for
value is the ‘visibility’ of the data.
The growing variety in data structures, life cycle and characteristics add additional
components which need to be considered when performing the process of extracting
information and value from data.
Data Information Knowledge Value
Figure 1.3: The transformation of raw data to value (Tien, 2013)
6
Stellenbosch University https://scholar.sun.ac.za
1.1 Background and motivation
1.1.2 The data gap
Value creation from data is made possible through data analytics (DA). In a survey of
437 companies, 76% indicated an interest to invest in ML technologies over the years
of 2015 to 2017 (Kart & Heudecker, 2015). However, in a survey of 400 companies, 4%
indicated that they have the right strategic intent, skilled people, resources and data
to gain meaningful insights from their data and to act on them (Sinha & Wegener,
2013). According to Kart & Heudecker (2015), the successful adoption of ML depends
on finding talented data scientists who can execute the technology as well as understand
its strengths, weaknesses, pitfalls and limitations. According to Economist Intelligence
Unit (2014), 43% of North America C-suite level managers think their senior manage-
ment colleagues lack necessary skills or expertise in utilising data for decision making
purposes.
One main factor contributing to this gap is the lack of expert knowledge in the
field of DA. Data analytics is the process of investigating and exploring data to derive
insightful and relevant trends and patterns which can be used for a wide variety of
applications, including decision support and process optimisation (Zhu et al., 2014).
The need for DA is growing, since 33% of business leaders distrust the information
they use to make business decisions (Zhu et al., 2014).
Machine learning is most widely used to perform DA and it is a subset of DA, as
illustrated in Figure 1.4. Machine learning consists of algorithms (sets of rules) that
employ mathematical and statistical techniques to give computers the ability to study,
learn from, identify trends and patterns, and determine similarities in data. Machine
learning algorithms infer their own rules from experience (the data) instead of following




Figure 1.4: The relationship between data analytics and machine learning
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A great variety of ML algorithms which are designed for processing large-scale and
high dimensional data with noise, with promising efficiency and accuracy are available.
Choosing an algorithm for an application is difficult without prior knowledge of all the
available algorithms. Choosing an insufficient algorithm can compromise the results and
may result in poor decision making. Generally, in an ML experiment, various algorithms
are considered with different iterations of each since parameter tuning is critical to the
performance of the ML algorithm. After the algorithms or models have been trained,
statistical comparison tests are conducted to identify which model performed best.
This model is then chosen as the final model for all future work. This process is
time-consuming since it requires the data scientist to study the various algorithms,
implement various versions, and conduct tests to choose the appropriate algorithm. An
alternative would be to hire a data analyst or scientist; however, this may result in a
costly venture. Another alternative could be the acquisition of DA and ML software
which has a variety of benefits and drawbacks. Another resort is to use an available
decision support framework to help identify the appropriate algorithm to select and
use. To understand the target user of the framework, it is briefly discussed next.
1.1.3 Small, medium and micro enterprises
Small to medium enterprises or the latest term, small, medium and micro enterprises
(SMMEs) can be qualitatively described as specific enterprises which are characterised
as the drivers of national economic growth and creators of opportunities with the largest
potential of (self-) employment. They are also characterised as generators of new jobs
and influencers of national, regional and local development (Spicer, 2006). They have
international character since they also perform business globally. They are key drivers
of economic growth, innovation and job creation (SEDA, 2016).
SMMEs are classified according a few quantitative metrics: the annual turnover,
the number of paid employees and total gross asset value. The annual turnover can
further be divided per economic sector, including mining, manufacturing, construction,
transport and retail trade. There are specific values of each of the three metrics which
are used to separate and classify SMMEs.
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The characteristics of SMMEs include the following (Fink & Kraus, 2009; SEDA,
2016):
1. Identify opportunities and business ventures
Starting a business is a risky undertaking since a new course of action is at-
tempted. SMMEs identify solutions to problems or discover new ideas, which are
transformed into businesses opportunities and ventures.
2. Innovative and flexible
SMMEs create new methods, products or service delivery through innovative
approaches. They also have to use innovation to readily and quickly adapt to
changing or new circumstances or environments.
3. Enable job creation
SMMEs are new entrants to markets and create jobs to realise their product and
service offerings.
4. New entrants to the market
SMMEs provide innovative or new methods, products and service delivery to
existing markets.
5. Exposed to higher risk and small growth rates
Businesses are threatened by internal and external forces. Since SMMEs have
limited resources, infrastructure, knowledge and experiences compared to estab-
lished businesses, they are exposed to more risks and higher risks than established
businesses. Due to these factors, SMMEs also experience small growth rates.
6. Low survival rates
According to Burns (2016), only 50% survive after their 5th year in the European
Union. Since SMMEs have limited resources their chances of surviving the higher
risks which they are exposed to are low.
SMMEs want to create value by performing margin management to increase effec-
tiveness and efficiency. They want to enable asset growth to increase market penetration
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However, SMMEs are exposed to challenges, including (SEDA, 2016):
• Access to finance and credit.
• Poor infrastructure.
• Low levels of research and development capacity.
• Inadequately educated workforce.
• Lack of access to markets.
As previously stated, value creation from data is made possible through DA by
utilising ML. In summation, SMMEs whose core business is not DA, lack the availability
of DA skills in their existing workforce, have limited infrastructure to realise ML and
have limited funding to employ DA tools and expertise. These drawbacks limit their
capability to perform DA and ML. They need proper guidance as to how to employ
ML in a low-cost, feasible and sustainable way.
1.1.4 Existing decision support
A preliminary literature study was performed by the researcher to determine the ap-
propriateness of existing decision support for DA with ML for SMMEs whose core
business is not DA. Existing DA software, academic decision support frameworks and
frameworks implemented in practice were investigated. The hiring of data scientists was
ignored since it is considered too costly and is preferred that the developed applications
remain and are managed in-house.
1.1.4.1 Existing data analytics software
Various DA software has been developed by different companies around the globe, for
example, Sisense, IBM Watson, Looker, Yellowfin and many more.
IBM has developed an IBM Big Data and Analytics platform for three types of
users: business users, developers and administrators. The platform enables business
users to explore and visualise data, and developers are given access to various DA
methods; however, it does not give an indication of what DA and ML algorithms would
be best to perform on their unique data (Zhu et al., 2014).
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The software Sisense is applicable to both data scientists and business users and
has various features, including personalised dashboards, interactive visualisations and
analytical capabilities (including the use of ML algorithms) (FinancesOnline, 2019).
The benefits of the existing DA software include:
• Interactive data visualisation and personalised dashboards.
• Natural language detection technology and anomaly detection methods.
• Non-technical users with no programming background can use the software since
it simplifies DA and requires no hard coding and aggregating modelling.
• Descriptive, predictive and prescriptive analytics are included.
• Web integration and high system security.
• Accessible data and data scheduling.
• Insightful reports and collaboration (FinancesOnline, 2019).
The drawbacks of these software from the perspective of SMMEs include:
• It is an expensive investment, especially for SMMEs.
• It is an elaborate system, where only a small percentage of its functions are
applicable. Thus, the software is over-designed for SMMEs.
• SMMEs might be overwhelmed by the complexity of the software and its imple-
mentation for use.
1.1.4.2 Existing frameworks for decision support regarding machine learn-
ing algorithms
Few frameworks which aid in choosing an appropriate ML algorithm given the available
data exist. Also, it seems the definition of framework varies both in academic literature
and practical work.
1. Framework definition in academic literature
A variety of frameworks were found in literature, indicating that the definition
thereof varies. The definition also varies per industry or application domain. For
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example, work produced in the ML domain provides algorithms to address very
specific problems in the domain, including learning from dense data sets (Mirho-
seini et al., 2018) and graph based semi-supervised learning (Pei et al., 2017)
whilst work published in the manufacturing and production management indus-
tries have a greater spectrum, including diagrams, algorithms and manuals. Some
work introduce diagrams with logical flows and visual mapping of processes with
decision making nodes or options (Barreiro et al., 2003; Spinler & Kretschmer,
2013). Others provide step-by-step rules or algorithms to implement decisions in
a logic or mathematical sequence (Balcik & Ak, 2014; Chen et al., 2010). Some
give a broad outline of factors to consider in a process (Abrahams et al., 2015).
Some work provide a comprehensive document requiring thorough reading similar
to a manual (Criminisi et al., 2012). More general frameworks are available, for
example, general information for decision forests (Criminisi et al., 2012) or pos-
sible unknown unknowns in project management (Ramasesh & Browning, 2014),
while others provide support for problem specific situations, for example, a school
feeding supply chain framework (Spinler & Kretschmer, 2013) and an error ad-
justment in machining (Wan et al., 2008).
A thesis by Balcan (2008) introduced a new general model for semi-supervised
learning and developed algorithms with better guarantees than those developed at
the time. It specialises only in one type of learning (semi-supervised learning) and
does not aid the user in choosing the appropriate algorithm given their data and
application purpose. It is limited to few application options: clustering algorithms
and active learning. Also, it does not provide a clear diagram with logical flows
to aid the user to reach a decision on an algorithm; instead a document is written
according to the applications which are possible.
In Gorban et al. (2018), a conceptual framework is proposed for augmenting
artificial intelligence (AI) in communities or social networks of AI. Again no
resulting diagram is presented, although theorems have been proven. This work
does not aid in assisting with the decision to choose an appropriate algorithm
given data and an application purpose.
Criminisi et al. (2012) provides a framework for decision forests for a variety of ap-
plications, including classification, regression, density estimation, manifold learn-
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ing, semi-supervised learning and active learning. New and efficient algorithms
are proposed as well. No overall or summation diagram is presented. Instead the
document is written according to the applications which were available.
Paredes (2018)’s thesis introduced a framework to guide organisations on inte-
grating ML into their enterprise, focusing on the enterprise model, opportunities,
technological adoption and ML systems’ architecture. A clear diagram with log-
ical flow is presented with a thorough discussion on how to interpret it.
Little academic literature was found on ML frameworks on the Stanford Uni-
versity, Cambridge University and Oxford University repositories. In the IEEE
Transactions on Neural Networks and Learning Systems repository a few articles
on frameworks were found; however, they were focused on developing computing
frameworks or algorithms which perform specific tasks to address specific prob-
lems in the ML domain (Chen et al., 2018; Niu et al., 2018).
2. Framework definition in practice
A wide variety of frameworks in practice were found. There is a difference be-
tween frameworks used in data science and frameworks used in business. Few
frameworks on decision support regarding ML algorithms were found, especially
in terms of business, although the researcher thought it important to review the
types of frameworks implemented in practice to gain an idea of what frameworks
are from the perspective of businesses. There are also different types of frame-
works within business, including strategy or strategic frameworks, frameworks
for internal analysis, frameworks for external analysis, business frameworks and
information technology frameworks. Some businesses use frameworks which have
been developed in academia or based on research for general applications and
others developed personal frameworks specialising in their industries or fields.
KDnuggets is a leading online platform on AI, DA, data, data mining (DM),
data science and ML. KDnuggets uses the word “framework” in a similar fashion
as libraries or packages which are available to use for the application of ML
algorithms in programming languages (Desale, 2016).
Babuta et al. (2018) released a report which provides information on the policing
and risks of ML algorithms and include characteristics like discretion, account-
ability, transparency, intelligibility, fairness and bias within this ML policing.
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Sapp & Gartner Inc. (2017) published a document explaining what ML is, how
it benefits an organisation, how a business should prepare for ML and how to
get started with ML. Both these documents are like manuals instead of diagrams
with logical flows and should be read thoroughly before implementation. Neither
assists the user in selecting an appropriate ML algorithm given their requirements.
According to Muehlhausen (2012), businesses sometimes confuse business models,
frameworks and architectures and use them interchangeably. A business model
presents the rationale of how a business creates, delivers and captures value. A
business framework describes the management structure, corporate organisation,
company policies or the method used to achieve a particular goal, including the
policy, procedure and management changes incorporated by it. A business ar-
chitecture is based on corporate business and presents documents and diagrams
which describe the structure of the business in terms of functionality, services and
information.
Strategic frameworks assist in identifying goals and help the business to stay fo-
cused thereon. According to Wright (2018), the top five strategy frameworks
are McKinsey’s strategic horizons, value disciplines, the stakeholder theory, the
balanced scorecard and the Ansoff matrix. Other strategy frameworks include
Maslow’s hierarchy as a business framework and the VRIO framework. Some
frameworks were developed by observing and researching trends in companies,
including McKinsey’s strategic horizons (developed from research by consultants
from McKinsey & Company (Hill, 2017)) and value disciplines (created by Michael
Treacy and Fred Wiersema after researching trends in companies). Others are
more theoretically based, including stakeholder theory, which is based on the as-
sumption that when value is delivered to the majority of a business’s stakeholders,
then the business is considered successful. The balanced scorecard is also the-
oretical in nature. It was developed to measure performance using a balanced
set of performance measures and it has evolved to a fully integrated strategic
management system (Balanced Scorecard Institute, 2019). The balanced score-
card, value disciplines, stakeholder theory and Ansoff matrix strategic frameworks
assist businesses in identifying areas to focus on for improvement. McKinsey’s
framework presents a process over time which can be followed to improve business
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offering. Figures 1.5 to 1.8 illustrate the following strategic frameworks in order:
the value disciplines, McKinsey’s strategic horizons, the balanced scorecard and
the Ansoff matrix (Wright, 2018).
Figure 1.5: Value disci-




sey’s strategic horizons image,
2018)
Figure 1.7: Balanced score-
card (Balanced scorecard im-
age, 2018)
Figure 1.8: Ansoff matrix
(Ansoff matrix image, 2018)
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According to Taylor & Mariton (2012), there are two types of frameworks or tools
depending on the application area of the business, namely frameworks for internal
analysis and frameworks for external analysis. Internal analysis frameworks are
applied to the business itself, to assess and change factors the business can control.
It includes the strengths, weaknesses, opportunities and threats (SWOT) analysis;
value chain analysis; the business model canvas; the balanced scorecard; VMOST;
resources based view (VRIN Model) and Kotter’s change model. Most of these
tools help identifying areas which can be addressed to improve business. VMOST
has added structure since it provides a hierarchy of steps to help the business align
to its strategy. Kotter’s change model provides a logical flow of sequential steps
to incorporate change in the business (Taylor & Mariton, 2012).
External analysis frameworks are applied to the business environment outside
the business itself, to assess and react to factors the business has no control over.
It includes scenario planning and Porter’s five forces. Scenario planning has
added structure since it provides four sequential steps of creating and managing
scenarios (Taylor & Mariton, 2012). Porter’s five forces include the evaluation of
the following five forces or threats: competition from the industry, the threat of
new players in the industry, the power of suppliers, the power of the customers and
the threat of substitutes. Another tool for external analysis is PESTLE, which
describes the political, economic, social, technological, legal and environmental
factors. These tools help to identify, assess and manage external factors.
1.1.5 The focus of this research study
Hiring data analysts or acquiring DA software is costly, especially for an SMME which
is entering the world of DA and wants to start with small projects. Few frameworks
are available to assist in choosing an appropriate ML algorithm given the data charac-
teristics and application purpose of a problem. With their limited knowledge to apply
an appropriate ML algorithm, inappropriate algorithms might be selected and devel-
oped, leading to insufficient results and poor decision making support. Consequently,
the quality of their product and service offering might be affected and organisational
costs might increase. Although it is relatively inexpensive to capture and collect data,





Given the previous arguments and findings of the preliminary literature study, it was
found that a gap exists in the data analytics and machine learning capabilities of small,
medium and micro enterprises. Therefore, the aim of this research study is to develop
a framework for selecting machine learning algorithms to support small, medium and
micro enterprises to choose the appropriate algorithm given the data characteristics
and application purpose. This study aims to develop the framework for a semi-skilled
analyst with mathematics, statistics and programming education, at least on under-
graduate level, hereafter termed ‘analyst’. The analyst is familiar with the process
of programming, yet has not specialised in the variety of machine learning algorithms
which are available. The analyst typically works at a developing small, medium and mi-
cro enterprise with limited resources, including time, money and computational power.
The idea is to assist the analyst in choosing the appropriate algorithm whilst con-
sidering limiting factors, for example, minimal time and cost implications. The study
will use programming languages which are freely available and well supported to enable
cost-savings. The trade-offs of the project management triangle will also be indicated in
the framework, in terms of computational cost, execution time and performance quality
to further support decision making whilst considering the limited resources available.
1.3 Research assignment
Given the problem background and motivation, the research assignment can be stated
as:
Develop and validate a decision support framework which considers both the data
characteristics and the application purpose to enable small, medium and micro enter-
prises (SMMEs) to choose the appropriate machine learning (ML) algorithm for their
unique data and application purpose.
1.4 Research objectives
The research problem as stated will be solved by pursuing the following sequential
objectives:




2. Develop a decision support framework which provides a variety of ML algorithms
given the characteristics of the data and the purpose of the application.
3. Expand the framework to such an extent that it indicates the appropriate ML
algorithm per data characteristic and application purpose pair, whilst considering
the project management triangle. For example, provide the ML algorithms in
descending order of performance quality and in ascending order of the required
execution time.
4. Expand the framework to such an extent that it indicates the relative trade-offs
of the iron triangle per ML algorithm application.
1.5 Research design
Before the research methodology can be identified, the research design must be deter-
mined. The research design aids in directing the study and identifying methodologies
and methods needed to realise the project objectives. Three different research designs
are available in literature: quantitative, qualitative and mixed-method designs (Bry-
man et al., 2017). Quantitative methods focus on collecting numbers while qualitative
methods focus on collecting texts or words. Mixed-methods designs are a combina-
tion of quantitative and qualitative methods (Greene et al., 1989). They are briefly
described below.
1. Quantitative design
The quantitative design determines, describes and analyses the relationships and
correlations between variables by collecting and examining numeric data repre-
sented by numbers, scores or statistical values (Bryman et al., 2017; Plano Clark
& Ivankova, 2016). The data is mainly collected by using instrument based ex-
periments or observations and by gathering performance data from real world
events (Creswell, 2003). Surveys can also be utilised.
2. Qualitative design
The qualitative design determines, describes and analyses individuals’ experiences
by collecting and examining narrative data represented by spoken words, text




mainly collected by interviews and surveys with open-ended questions so that
participants’ views can be expressed. The process is more inductive in nature
(Creswell, 2003). Case studies and narrative research can also be utilised.
3. Mixed-methods design
The mixed-methods design integrates quantitative and qualitative methods of
data collection and examination in a process of understanding and conceptualising
a research purpose (Plano Clark & Ivankova, 2016). It employs a variety of data
collection methods, including surveys, experiments and observations of real world
events. It makes use of various data analysis techniques, including statistical or
textual and image analysis (Creswell, 2003). By combining both designs, the
findings and conclusions of the study are more complete and justifiable compared
to only using one design to address the study (Bryman et al., 2017).
For this research project, the mixed-methods design will be implemented, since
both experiments (quantitative methods) and interviews with subject matter experts
(qualitative methods) will be utilised to develop and validate the decision support
framework.
1.6 Research methodology
In order to meet the project objectives, a certain methodology must be followed. The
methodology used is dictated in part by the research rationale. The research method-
ology of this study follows the Soft Systems Methodology (SSM).
1.6.1 Soft Systems Methodology
Checkland (1981) developed the SSM as a method or technique for investigating an
unstructured problem with a weak defined problem situation which requires thorough
contextual understanding. It aids in structuring the problem and discovering a solution
to the problem by enabling problem identification, model building, situation analysis
and action implementation (Checkland, 2000; Checkland & Poulter, 2006). The SSM

























Figure 1.9: The Soft Systems Methodology cycle of learning (Checkland & Poulter,
2006; Gasson, 1994)
The SSM consists of the following seven stages (Checkland, 1981; Gasson, 1994):
1. Consider the variation of the problem situation
The problem situation is investigated to determine the context and content thereof.
The aim is to determine a holistic view of the problem. Stage 1 is a prelude to the
following stage since it facilitates the progression to a state where the situation
is understood and the capability to express it in words and diagrams is available
(Gasson, 1994).
2. Express the problem situation
Express the problem situation explicitly in text and images to further the under-




that as much information as possible is included and conveyed to present a com-
plete, wider-ranging expression of the problem situation. The need to address
the problem situation and the scope of the solution have to be illustrated. The
objectives of the solution should be presented as well (Checkland & Poulter, 2006;
Gasson, 1994).
3. Define significant and purposeful root definitions
Determine the environment that the problem situation operates in and identify
the stakeholders of the problem situation. While considering interests of stake-
holders, determine questions (and their answers) to help identify concepts which
describe what is happening in the problem situation. The goal is to name the
problem situation which facilitates the understanding of the problem situation
(Checkland & Poulter, 2006).
4. Construct conceptual models
The solution to the problem situation is presented in the form of a conceptual
model. The conceptual model is build by identifying and analysing all the activ-
ities needed in order to clearly define what must be done to achieve the solution.
The activities should only be applicable to the solution itself and should achieve
the desired objectives of the solution. The activities are listed in sequential order.
Activities which monitor the solution development process and present feed-back
results should be included. The combination of these activities provides the so-
lution, the conceptual model, to the problem situation (Checkland, 2000).
5. Compare the conceptual model and the problem situation
The developed conceptual model is compared to the real world to determine a list
of changes which needs to be implemented in order to move the problem situation
to the one modelled in the conceptual model.
6. Construct feasible and desirable changes
The identified changes are evaluated in terms of feasibility and desirability from
the perspective of the stakeholders and the available resources. The impact on the





7. Define and implement action to improve the problem situation
The changes should be implemented with two goals in mind, namely minimising
the impact on the stakeholders and achieving the objectives of the solution.
1.6.2 The research methodology for this research study
Given the SSM research methodology and research objectives in the previous sections,
the SSM was adapted to formulate the research methodology for this research study.
It was adapted to suit the needs of this research study and to ensure that the research
requirements and objectives are met throughout the process. For this research study,
the problem situation is the need for proper guidance regarding the implementation of
ML algorithms and the conceptual model or solution is a decision support framework
for ML applications. The research methodology for this research study comprises of
the following phases:
1. Perform a literature study on frameworks and methodologies for framework de-
velopment to determine which type of framework to develop for this research
study as well as how to develop the framework.
2. Perform a literature study on data and DA to gain an understanding of the types
of data and DA available and used in ML applications.
3. Perform a literature study on the available ML algorithms, including their cat-
egorisation, methodologies, advantages, disadvantages, application purposes and
performance evaluation measurements to gain an understanding of ML algorithms
and their application purposes.
4. Develop an appropriate basic conceptual decision support framework.
5. Design, perform and analyse experiments with relevant data to quantitatively
evaluate the performance of the ML algorithms in terms of the data characteris-
tics, application purposes and the iron triangle.
6. Consult applications in literature and practice to further detail the framework.
7. Expand, improve and validate the technical and quantitative aspects of the deci-
sion support framework by consulting subject matter experts (SMEs).
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8. Validate and improve the user-friendliness of the decision support framework by
consulting possible end-users (PEUs) in the engineering field.
9. Provide the project conclusions based on the results.
The correlations between the SSM and the research methodology for this research
study is presented in Table 1.1. In terms of the SSM, the real world provides a problem
situation and the solution is implemented to change the real world. In this research
study it is reversed. In terms of this research study, the real world provides the solu-
tion (what the study aims to model) and the framework is the problem situation (the
framework should be developed and adjusted to reflect the real world).
Table 1.1: Reconciling the Soft Systems Methodology and the research methodology
for this study
Soft Systems Methodology Research methodology
1. Consider the variation of the problem situation 1. Literature study on frameworks
2. Express the problem situation 2. Literature study on data and DA
3. Define significant and purposeful root definitions 3. Literature study on ML algorithms
4. Construct conceptual models 4. Develop a basic conceptual framework
5. Perform experiments
6. Consult applications in literature
5. Compare the conceptual model and the problem Validate the framework:
situation 7. Consult SMEs
8. Consult PEUs
6. Construct feasible and desirable changes 9. Provide conclusions
7. Define and implement action to improve the
problem situation
1.7 Research scope, assumptions and limitations
The following section will detail the scope, assumptions and limitations of the study.
1.7.1 Scope
Given the research goal of this research study, the scope of this study is as follows:
• The research will be limited to unsupervised, semi-supervised and supervised
learning algorithms. It will exclude reinforcement learning as it is a time-consuming
process requiring specific programming and multiple simulations.
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• Dimensionality reduction techniques will not be covered.
• The ML algorithms used in this research study will be limited due to scope
reasons. The selected ML algorithms will be identified later in the study.
• The ML algorithms will be implemented in Python using the build-in sklearn
libraries and packages.
• The ML algorithms will be implemented in their recommenced states as provided
in Python and the researcher will not experiment with each algorithm until the
best version of the algorithm has been discovered, i.e. parameter tuning will not
be included in this work.
1.7.2 Assumptions
Given the research goal of this research study, the assumptions applied in this study
are as follows:
• The framework will be developed for a semi-skilled analyst with limited knowledge
of ML algorithms, including their benefits, drawbacks, pitfalls and limitations.
• The framework will be designed for users with limited resources, including the
computational power available and finances to acquire additional computational
power or DA software.
• Data dimensionality reduction techniques will not be needed since it is assumed
that the dimensionality of the data will be controllable.
• The datasets utilised in the experiments are representative of the real world.
1.7.3 Limitations
The limitations in this research study are as follows:
• Limited computation power will be available. Four identical computers with 12
GB RAM memory, i7 core and Windows 10 will be utilised for the ML imple-
mentations and experiments.






Ethical clearance to consult SMEs and PEUs was obtained from Stellenbosch Uni-
versity. The following ethical considerations were applicable to the SMEs and PEUs
consulted during the research study:
• Written consent was requested from the SMEs and PEUs before the interviews or
consultations. The consent form provided the necessary information as to what
was required from them.
• The SMEs were consulted for their technical expertise to provide technical eval-
uations and validations of the research study.
• The PEUs were consulted to provide evaluations of the developed decision sup-
port framework in terms of the usefulness, user-friendliness, applicability and
interpretability thereof.
• To provide validity, reliability and credibility to the research study, the titles,
initials, surnames and professions of the SMEs and PEUs are available in this
document.
• The no other personal information was collected, requested or used.
• The SMEs and PEUs had an option to remain anonymous should they decide
to do so and all information would have been treated confidentially. If they
decided to remain anonymous, they would not have been treated differently or be
impacted negatively.
• The SMEs and PEUs also had the option to withdraw from the research at any
time and they would not have been treated differently or be impacted negatively.
Theses SMEs and PEUs were not contacted again.
The ethical clearance document and the written consent forms are available from
the researcher and may be provided on request.
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1.9 The structure of the document
The research document is structured according to the research methodology presented
in Subsection 1.6.2.
Chapter 2 reports on the literature study that was conducted on frameworks.
It discusses the definition and types of frameworks, and presents the methodology
for the development of frameworks. It also presents the definition of a framework
and the framework development methodology in the context of this research study.
Chapter 3 presents the literature study that was conducted on data. It discusses
the definition, types, taxonomy and sources of data. It also discusses the process of
cleaning and preparing data for various cases. Furthermore, it presents the definition,
types, applications and process of applying DA. In Chapter 4 the emphasis falls on ML
algorithms. The definition, categorisation and application purposes of ML algorithms
are presented. The chosen ML algorithms for this research study are presented in detail,
including their methodologies, parameters, advantages and disadvantages. Different
performance measurements of ML algorithms are discussed as well.
The developed decision support framework is presented in Chapter 5. A con-
ceptual framework is introduced and further detailed using experiments and consulting
applications in literature. Appendix A presents the datasets used in this research study.
Chapter 6 reports on the validation of the framework by presenting and synthesising
the feedback of the SMEs and PEUs. Lastly, Chapter 7 presents the research project
summary and conclusions.
1.10 Conclusion: Chapter 1
In this chapter the research project was introduced. The problem background and
motivation, problem statement, project objectives as well as the project methodology
were discussed and a supportive, preliminary literature study was presented.
The following chapter will concentrate on the literature study performed on frame-





The research project was introduced in the previous chapter. It stated the research
problem and laid out the research rationale and motivation. The project scope and its
objectives were introduced and the research methodology was developed. The research
methodology stated that a literature study on frameworks and framework development
is necessary to complete this research study.
This chapter will provide the definition of a framework, the distinction between theo-
retical and conceptual frameworks, and provide information about the different types
of conceptual frameworks. Furthermore, it will discuss the definition of a framework
within the context of this research study. Lastly, it will present the methodology chosen
for developing the decision support framework for this research study.
2.1 Frameworks
The following section will describe the definition of a framework as stated in literature,
the types of frameworks and further detail the types of conceptual frameworks. Lastly,
the methodology for developing a framework, as set out by Jabareen (2009), is discussed.
2.1.1 The definition of a framework
A framework integrates existing theories, related concepts and empirical research for
different research purposes. It is a model which is theoretically based and empirically
supported for the purpose of conducting research and discussing the research related




Rocco & Plakhotnik (2009) identified the following five functions of frameworks:
1. Frameworks create a foundation for the study.
2. Frameworks illustrate how a study develops and progresses knowledge.
3. Frameworks enable the conceptualisation of the study.
4. Frameworks evaluate the research design, instrumentation, compilation and me-
thods.
5. Frameworks provide a reference point for the analysis and understanding of the
research findings.
2.1.2 Types of frameworks
Frameworks are mainly divided into two different types: theoretical and conceptual
frameworks. Theoretical frameworksprovide theoretical explanations while conceptual
frameworks provide understanding of a study related experience (Jabareen, 2009).
1. Theoretical frameworks
The purpose of a theoretical framework is to create a foundation for new theory
development (Rocco & Plakhotnik, 2009). It enables the presentation and testing
of a theory as well as the presentation of the associated experimental and concep-
tual work about the theory. A theoretical framework enables the investigation of
a specific theory.
Due to lack of theoretical framework literature, conceptual frameworks will be
subsequently discussed.
2. Conceptual frameworks
The purpose of a conceptual framework is to develop and systematise knowledge
about associated concepts, issues or problems (Rocco & Plakhotnik, 2009). A
conceptual framework consists of the theoretical and experimental work associ-
ated with the research problem or purpose, where the purpose is specifically not
to advance a distinct theory. This framework creates a foundation of knowledge
bases which are relevant to the research purpose. The conceptual framework




across ideas, observations, events, concepts, knowledge and other aspects of ex-
perience (Svinicki, 2008).
The different types of conceptual frameworks will be discussed next.
2.1.3 Types of conceptual frameworks
Conceptual frameworks were classified into five different types by Shields (1998) and
Shields & Tajalli (2006). Each classification is paired with a research purpose, research
questions, research modes (methods or techniques) and statistics. A research purpose
is the goal of the study and the reason why a study is conducted. Five different research
purposes have been identified and are explained below in conjunction with the different
types of conceptual frameworks.
1. Descriptive categories
Descriptive category frameworks are linked to a descriptive research purpose
which addresses the “what” question. This framework enables the analysis, de-
scription and classification of the objects under study. It assists with the identi-
fication of the characteristics of the objects and the determination of the shared
characteristics to enable the grouping of objects (Shields & Tajalli, 2006).
2. Formal, causal hypotheses (if x then y)
Formal, causal hypotheses frameworks are paired with an explanatory and pre-
diction research purpose, which addresses the “why” question. This framework
is used to identify the causes, to develop relationships of cause and effect, and to
predict the characteristics of the effects.
3. Models of operations research
Models of operations research frameworks are linked to a decision making and
predictive research purpose. Models are complex formal hypotheses since they
involve multiple hypotheses and variables. They are not limited to one objective
or goal, and are used to predict the best or most efficient approach or decision
(Shields, 1998).
4. Practical ideal type
Practical ideal type frameworks are paired with an “understanding”, gauging or




and provide points of reference or standards. It uses the points of reference
or standards to assess how close a situation is to the ideal or standard and to
determine how the situation can be improved.
5. Working hypotheses
Working hypotheses frameworks are linked to an exploratory or exploration re-
search purpose since these frameworks enable and focus data and evidence collec-
tion. This type of framework facilitates discoveries and supports the advancement
of investigations. Exploratory research is used when a problem, topic or issue is
still in its early stages, and further conceptualisation and discoveries are still
needed (Shields & Tajalli, 2006).
For this research project, a model of an operations research framework will be
developed since it will be used for decision making purposes.
2.1.4 Developing a framework
The following process of developing a conceptual framework was designed by Jabareen
(2009). It involves performing a literature study, identifying concepts in the literature
and creating the framework based on these concepts and their relationships. Jaba-
reen (2009) suggests building conceptual frameworks from existing multidisciplinary
knowledge sources through a process of theorisation and utilising the grounded the-
ory methodology. Jabareen’s framework development methodology is summarised in
Figure 2.1 and consists of the following phases:
1. Identify data sources
A comprehensive set of data sources, including theoretical, empirical and practi-
cal data, should be identified and extensively reviewed. The data sources could
include books, peer-reviewed and well-known scientific journals, articles and inter-
views. The sources should effectively represent the phenomenon under study and
the practices which are related to the phenomenon. The data collection should





























Figure 2.1: Jabareen’s framework development methodology Jabareen (2009)
2. Categorise the selected data
In this phase, the sources should be read and categorised. The categorisation can
be based on the discipline or dimension, scale of importance and on the scale of
representative power within each discipline.
3. Identify concepts
By reading and re-reading the data sources, concepts are discovered and named.
A concept is defined as follows: a concept consists of more than one component
which defines the concept. Every concept has a history since every concept relates
back to other concepts, and is created from other concepts.
4. Discover the concepts
Each concept is deconstructed to identify its attributes, characteristics, assump-
tions, limitations, distinct perspectives and specific function within the conceptual
framework.
5. Integrate the concepts
Concepts with similarities can be grouped together to form a new concept. This
is done to reduce the number of concepts to a manageable number of concepts.
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6. Synthesise the concepts into a framework
A framework is constructed by using the identified concepts. In this phase the
researcher iteratively synthesises and resynthesises the framework until it “makes
sense” in the light of the phenomenon. The researcher of the study should know
how to build and recognise their conceptual framework given the research and
literature review performed prior to the development of their framework.
7. Validate the framework
In this phase, the developed framework should be validated. Validation deter-
mines whether the proposed framework is acceptable within the academic and
practical environment.
8. Revise the framework
Frameworks representing multidisciplinary phenomena are always dynamic and
should be revised as new insights, literature and experiences become available.
2.2 The framework definition and framework development
methodology for this research study
The following section will describe the definition of a framework from the perspective
of this research study and detail the framework development methodology which will
be implemented in this research study.
2.2.1 The definition of a framework for this research study
Given the literature review on frameworks as presented in the previous section and
the preliminary literature review on the available frameworks for decision support re-
garding machine learning (ML) algorithms in both academic literature and practical
implementations in Chapter 1, the researcher now presents her own definition of what
a framework is for the purpose of this research study. This definition builds on the
definition given in the previous section and is as follows:
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A framework is a decision support tool which is visually depicted with logical flows and
directions to assist the user in reaching a conclusion given his/her requirements. A
framework aggregates the independent variables and presents the associated dependent
variable(s). Furthermore, it indicates the most appropriate course of action given the
independent variables of the application of the user.
People understand better when information is presented in a visual form. Visuali-
sation provides a clear, condensed and summarised image of the information conveyed
to the user. The logical flows in the forms of arrows indicating direction, easily lead the
user through the image and avoids confusion since it is presented in a clear, rational,
analytical and sequential order. The framework considers the independent variables
and visually illustrates the conclusion of their interaction, i.e. the dependent vari-
able(s). Details of the interaction is not presented as to not confuse the user and to
reduce complexity by keeping the image simple. The interactions of the independent
variables can lead to multiple dependent variables and multiple values per dependent
variable. The dependent variables are evaluated in terms of their quantitative values.
The framework indicates which dependent variable is most desired or most suitable for
the user, based on the independent variables of the user and the values of the resulting
dependent variables. The aim of the framework is to support the user in selecting the
most beneficial dependent variable in a clear, easy to follow process.
2.2.2 Comparing the research methodology and the framework devel-
opment methodology
The comparison of the Soft Systems Methodology (SSM) presented in Section 1.6.1 and
Jabareen’s framework development methodology is presented in Table 2.1. The SSM is
a methodology used to address a problem using a general method whereas Jabareen’s
methodology focuses specifically on developing a framework. The SSM is the overhead
research methodology in this research study and Jabareen’s framework development




2.2 The framework definition and framework development methodology
for this research study
Table 2.1: Comparing the Soft Systems Methodology and Jabareen’s framework devel-
opment methodology
Soft Systems Methodology Jabareen’s framework development
methodology
1. Consider the variation of the 1. Identify data sources
problem situation
2. Express the problem situation
3. Define significant and purposeful root 2. Categorise the selected data
definitions 3. Identify concepts
4. Discover the concepts
4. Construct conceptual models 5. Integrate concepts
6. Synthesise the concepts into a framework
5. Compare the conceptual model and the 7. Validate the framework
problem situation
6. Construct feasible and desirable changes
7. Define and implement action to improve
the problem situation
8. Revise the framework
2.2.3 The framework development methodology for this research study
In pursuit of the research objectives presented in Section 1.4, Jabareen’s framework
development methodology as presented in Section 2.1.4 is further detailed with the
focus on developing a decision support framework for ML applications given the data
characteristics and application purpose of the users’ requirements.
1. Identify data sources
The following set of data sources should be reviewed: data, definition of data,
types of data, sources of data, data repositories, data analytics (DA), types of
DA, processes of applying DA, DA purposes, ML, ML algorithms (including their
strengths, weaknesses, pitfalls and limitations), types of ML applications, ML
categorisation, ML performance measures, industrial engineering purposes and
industrial engineering concepts focussing on value creation in businesses.
2. Categorise the selected data
Possible disciplines could include: data, DA, ML, and industrial engineering for
value creation in businesses.
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3. Identify concepts
Three main concepts are identified: data characteristics, application purposes and
ML algorithms.
4. Discover the concepts
Investigate the different data characteristics, application purposes and ML algo-
rithms.
5. Integrate the concepts
This might be an unnecessary step in the process, since the three main concepts
have been identified in step 3.
6. Synthesise the concepts into a framework
In the context of this work, the independent variables are the data characteristics
and the application purposes, and the dependent variable is the ML algorithms.
During this phase the relationships between the two independent variables and the
dependent variable are determined, by performing literature studies, performing
experiments and using applications found in literature. The findings are used to
develop, improve and expand the framework.
7. Validate the framework
The framework will be validated by consulting subject matter experts (SMEs) for
their technical expertise and by consulting possible end-users (PEUs) to determine
the interpretability and user-friendliness of the framework.
8. Revise the framework
As new data types, application purposes and ML algorithms are developed, the
framework should be revised and further developed to present the new insights
to the users.
In this research study Phases 1 to 5 will iteratively occur since the exploration
of each concept could lead to the discovery of new data sources and new concepts to
investigate. Phase 8 of Jabareen’s framework development methodology, revise the
framework, is not applicable to this research study since the project concludes after the
validation for the framework.
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2.3 Conclusion: Chapter 2
In this chapter, the literature study concerning frameworks, types of frameworks and a
framework development methodology were discussed. The type of framework to be de-
veloped in this research study was identified and the associated framework development
methodology determined.
The following chapter will concentrate on the literature studies of relevant con-
cepts, including data analytics, its applications and different processes of applying data




Data and data analytics
The previous chapter focused on frameworks and identified the framework to be devel-
oped in this research project. It presented the framework development methodology
which will be followed in this research study.
The research in this chapter is based on a literature study of data analytics (DA)
and the process of applying DA. Furthermore, this chapter will provide the necessary
background to enable the process of applying DA by providing literature reviews on
data, data preparation for DA, and the machine learning (ML) algorithms which will
be employed by this research study.
3.1 Data analytics
As stated in Chapter 1, DA is the process of investigating and exploring data to derive
insightful and relevant trends which can be used for a wide variety of applications,
including decision support and process optimisation (Zhu et al., 2014).
3.1.1 Types of data analytics
The focus of DA falls on the “extraction of actionable knowledge and insights from
big data” (Rajaraman, 2016). There are four main types of DA, based on what was
extracted and used from the data. The four types of DA is defined as follows:
1. Descriptive analytics
Descriptive analytics presents the past in an easily understandable and inter-




presented in the visual forms of charts, graphs, maps and diagrams for simplified
visualisation. It enables the user to gain insight into what the data implies about
the past.
2. Diagnostic analytics
Diagnostic analytics identifies and determines unexpected relationships, trends
and patterns among attributes or features in a large dataset. It is also known as
exploratory or discovery analytics. Diagnostic analytics condenses raw data to
smaller sets of information which are easier for humans to interpret compared to
the large initial raw data. It enables users to make serendipitous discoveries and
gain new insights from their data by quantitatively describing the main features
of the dataset (Mujawar & Joshi, 2015; Rajaraman, 2016). These discoveries can
lead to the development of countermeasures in cases with undesired outcomes.
3. Predictive analytics
Predictive analytics uses the known data to infer what is most likely to happen
in the near future. It enables forecasting, prediction and estimation. It exam-
ines the data (the past) to detect patterns and relationships between the inputs
and outputs and then extrapolates these relationships forward in time to make
predictions about the future (Mujawar & Joshi, 2015). The techniques employ
time-series analysis since past sequential data is needed to discover patterns over
time and it is used to make predictions with (Rajaraman, 2016). Predictive ana-
lysis can also be used to evaluate hypotheses.
4. Prescriptive analytics
Prescriptive analytics identifies opportunities and indicates the applicable course
of action to optimise solutions to existing problems. It identifies the most benefi-
cial outcome and indicates what a user should do to achieve this goal (Rajaraman,
2016). The ultimate decision to follow this course of action still remains with the
user. Prescriptive analytics is a type of predictive analytics with two additional
components: actionable data and a feedback loop that monitors the consequence
of the action taken. Additionally it can predict multiple futures where each is

















in the near future?
Prescriptive
analytics
What can be done
in the near future?
Figure 3.1: The types of data analytics (Mujawar & Joshi, 2015; Rajaraman, 2016)
3.1.2 The application purposes of data analytics
During the literature review conducted to publish Du Preez & Oosthuizen (2019b),
Du Preez & Oosthuizen (2018), and Du Preez & Oosthuizen (2019a) different appli-
cation purposes of DA were observed. The extensive review on DA applications per-
formed by Köksal et al. (2011) contributes to these findings, as does the findings of Ngai
et al. (2011), although this work is specialised in the financial fraud detection domain.
The application purposes are identified and separated based on the type of knowledge
gained. The purposes are subdivisions of the four types of DA, as illustrated in Figure
3.2. The purposes were subdivided based on the definitions of the four types of DA
as presented in previous section. The application purposes of DA are not limited to
the purposes presented here, for example, sequence discovery and time-series prediction
are other possible purposes. The application purposes presented in this section will be
used throughout the rest of this study.
The application purposes are as follows:
1. Association
Association determines a set of “if-then” rules by identifying groups of items that
frequently occur together and discovering relationships between them. The rules
are learnt from the data (diagnostic analytics). It could be used for prediction
(predictive analytics) as well.
2. Classification
Classification groups similar instances together based on the groupings done in
the past or using experience. It learns the trends in the data (diagnostic analytics)




































Figure 3.2: The application purposes of data analytics
3. Clustering
Clustering groups similar instances together based on correlations, trends and
patterns determined from the data. Unlike classification, the past experience of
grouping is not available to assist the process. Given what was learnt from the
data (diagnostic analytics), clustering can be applied as a method to predict the
groups in new data (predictive analytics).
4. Data compression
Data compression determines the most significant factors in the data or create
new factors, which represent the data in fewer dimensions. It is also called ‘data




(diagnostic analytics) and could be used for prediction (predictive analytics) as
well.
5. Educational assistance
Educational assistance focus on gaining new insights and making new discoveries
in the data. It can be used to train inexperienced employees (Nisbet et al., 2009).
Educational assistance is a subset of diagnostic analytics.
6. Optimisation
Optimisation determines the values of the independent variables needed to yield
the best or most effective dependent variables. The optimised solution provides
a possible course of action. Optimisation is a subset of prescriptive analytics.
7. Outlier detection
Outlier detection discovers anomalies, irregular patterns, anomalous behaviour or
outliers in the data (Bose & Mahapatra, 2001). It learns what outliers are in the
context of the data (diagnostic analytics).
8. Regression
Regression determines the functional relationship between the independent and
continuous-valued dependent variables. This can be used to see the effect and
influence of the independent variables on the dependent variables (Ngai et al.,
2011). The relationships are learnt from the data (diagnostic analytics) and used
for prediction (predictive analytics).
9. Reverse prediction
Given a desired output, the developed model predicts the required input variables
to achieve the desired outcome. This reverses the direction of prediction of the
developed model. This is a subset of prescriptive analytics.
10. Simulations
Simulations experiment with the developed model to create different “what-if”
scenarios and determining the outcome of each (predictive analytics). It can
lead to the development of countermeasures in cases with undesired outcomes.




user to choose. It can indicate desired course of action (prescriptive analytics),
which can be regarded as optimisation.
11. Summation
Summation discovers and interprets the trends and patterns found in the data. It
presents the general characteristics which have been learnt from the data (Köksal
et al., 2011) and is a subset of diagnostic analytics.
12. Transparency
Transparency gains insight as to what happened to the data during the DA ven-
ture. It provides clarity on the operations performed on the data before the final
result of the DA was achieved. It is a subset of descriptive analytics.
13. Visualisation
Visualisation illustrates the trends and patterns in the data visually. It enables
the communication of complex patterns and relationships discovered in a DA ven-
ture in a clear, easily understandable presentation of data or functions. Visual
characteristics such as colour, size and position can effectively be used to com-
municate the findings (Ngai et al., 2011). It is a subset of descriptive analytics.
3.1.3 Data analytics, data mining and machine learning
As previously stated, data analytics (DA) is the process of investigating and exploring
data to derive insightful and relevant relationships (Zhu et al., 2014). It is a way of
thinking and acting. It is not a tool, technique or technology (Prasad, 2016). It is
the process of dividing a problem into simpler parts and using data to make inferences
which are used for decision making and process optimisation. Typical DA tasks in-
clude descriptive, interactive, visual, diagnostic, predictive and prescriptive activities.
Interactive activities enable the viewing of the data in terms of summarised statisti-
cal parameters. Visual activities enable the viewing of graphical displays to identify
patterns or trends in the data (Nisbet et al., 2009).
According to Nisbet et al. (2009), data mining (DM) is the application of ML tech-
niques (but not limited to) to discover relationships and patterns in the data of large,
noisy and messy datasets, which can lead to decisions and activities to increase ben-




of data, application of modelling techniques and ML algorithms, interpretation of the
results and the presentation of the mined information in a format which is useful for
decision making (Alpaydin, 2010; Nisbet et al., 2009). DM was designed to exploit
large volumes of data (Brown & Brocklebank, 1997). DM combines methods and tech-
niques, including visualisation, statistical analysis and induction to explore and model
data. DM is not restricted to a single technique; it is an iterative process in which
many tools, techniques and methods may be employed (Brown & Brocklebank, 1997).
DM has various tasks, including clustering, rule discovery, classification and regression
(Nisbet et al., 2009). Each individual DM tool, technique, method or algorithm does
not perform all the DA tasks. However, when combined they can perform more DA
tasks. Thus, DM is a subset of DA.
As previously stated, machine learning which consists of algorithms (sets of rules)
that employ mathematical and statistical techniques to give computers the ability to
study, learn from, identify trends and patterns, and determine similarities in data.
These algorithms automate the work of exploring the data and require only vague
queries from the user (Moore et al., 2009). As mentioned, ML algorithms infer their
own rules from the data (experience), instead of following a set of step-by-step rules as
in traditional programmed algorithms (Thurn & Anderson, 2017). It can be applied
to different volumes of data and is not limited to large volumes of data. There are
four main categories of ML algorithms: unsupervised, semi-supervised, supervised and
reinforcement learning. The categories can be further detailed into tasks, including
clustering, association rule discovery, classification and regression.
In summation, ML is a subset of DM and DM is a subset of DA. The relationship
is illustrated in Figure 3.3. In general, DA is an overhead method of thinking and
acting, while DM builds a model based on the patterns in the data. Data analytics
utilises a greater variety of techniques and methods, for example, statistical methods,
ML, visualisation methods, simple data fittings and more which could be both manually
used in a step-by-step process or in an automated fashion. DM utilises a smaller variety
of techniques and methods (a subset of the methods and techniques which DA employ),







Figure 3.3: Data analytics, data mining and machine learning
3.1.4 The process of applying data analytics
A process consists of many steps or phases which are applied in a sequential order
and it could be repeated in multiple iterations. A DA process is used to perform or
enable DA. It is also called a framework from which to approach DA (Nisbet et al.,
2009). Two popular and widely recognised processes for applying DA are the CRoss-
Industry Standard Process for Data Mining (CRISP-DM) and the Sample, Explore,
Modify, Model and Access (SEMMA) process (Azevedo & Santos, 2008). They are
called processes since they consist of a specific course of action followed to achieve a
specific result (Azevedo & Santos, 2008).
3.1.4.1 The CRoss-Industry Standard Process for Data Mining
The CRISP-DM was created by a consortium of European companies to serve as a
standard process model for DA. It is an iterative framework which provides the industry
standard for the implementation of ML by practitioners (Clark, 2018). The process
consists of six major, sequential phases, each broken down into second-level generic
tasks called activities, which can be further divided into specific tasks called operations.
A fourth level of tasks called process instances sprout from the operations, which are
domain specific, namely they address specific business problems with specific data
(Nisbet et al., 2009). The process is illustrated in Figure 3.4 (Azevedo & Santos, 2008).













Figure 3.4: The CRoss-Industry Standard Process for Data Mining (Nisbet et al., 2009)
The phases of the CRISP-DM are:
1. Business understanding
The goal of the business understanding phase is to investigate and understand
the objectives and requirements of the project from a business perspective. The
objectives and requirements of both the business and DA are identified (Shafique
& Qaiser, 2014). This knowledge is transformed into a problem description and
project objectives, which are used to create a plan to achieve the project objective
(Azevedo & Santos, 2008). It identifies success criteria, business terminologies and
technical terms (Shafique & Qaiser, 2014). This phase consists of the following
activities:
(a) The business objectives of the project




background. Stakeholders of the problem must be consulted to identify the
effect of the problem and to create criteria of success for the solution to
the problem. Next, the business objectives are formulated based on the
success criteria. The benefits, drawbacks and the cost of the project should
be provided to the stakeholders (Nisbet et al., 2009).
(b) Assess the business environment
Inventory of the available resources must be taken, especially in the data
modelling environment, for example, the DA tools and data support struc-
ture. The limitations must be determined, especially in the deployment
environment. Plans should be made to acquire the relevant tools which are
unavailable in the business environment and risks should be identified and
addressed by creating contingency plans. This business assessment should
be thoroughly documented with sufficient explanatory material and termi-
nology for later reference. A domain expert can assist in the process and a
business use case is developed (Clark, 2018).
(c) The data analytics project plan
The goals and objectives from the DA perspective are critical to the success
of the project. It is based on the business objectives and ensures that a
sufficient and appropriate model is developed and deployed for the problem
(Niaksu, 2015). Firstly, the goals are identified and each of the goals are
further detailed with objectives. The objectives are further broken down into
tasks which will help implement the objectives. For each task a set of steps
(subtasks), which need to be followed to accomplish the task, is identified.
All the objectives with their associated tasks and steps are aggregated into
a project plan. The project plan also details the start and end dates of each
objective, task and step. It also identifies the resources required to complete
the project plan (Nisbet et al., 2009).
2. Data understanding
The data understanding phase focuses on understanding or familiarising oneself
with the data by collecting the data and performing activities which lead to
discovering insights from the data, identifying data quality problems or detecting




formulation for hidden information (Azevedo & Santos, 2008; Shafique & Qaiser,
2014). The data understanding phase consists of the following activities (Nisbet
et al., 2009):
(a) Data acquisition
The data acquisition activity consists of three operations: data access, ini-
tial data collection and data integration. The various data sources should
be identified and the applicable data for the modelling problem should be
identified and extracted. Next, the data needs to be integrated by combining
the different formats, aggregation levels and units to create a data map. The
data map expresses how each data element of each dataset must be prepared
to represent a common format and record structure.
(b) Data description
The data must be explored to determine its characteristics and it includes the
following operations: determining variables, identifying cases or instances,
employing descriptive statistics and producing a data description report.
The data should also be examined to determine if it has an inherent scale
to it (for example, it is given in Fahrenheit), if it contains biases or if the
variables are possibly in conflict (Clark, 2018).
(c) Data quality assessment
The quality of data is measured according to the number of outliers, errors
and missing values it contains. The data quality assessment activity consists
of the following operations: identifying outliers, errors and missing values,
as well as producing a data quality report (Nisbet et al., 2009).
3. Data preparation
The data preparation phase includes all activities needed to create the final
dataset from the initial raw dataset (Azevedo & Santos, 2008). The data has
to be prepared by selecting, transforming and conditioning it to create a dataset
with a suitable format for analytical modelling (Shafique & Qaiser, 2014). The
underlying data structure should be such that it fits the input requirements of the
statistical and DA algorithms. Data preparation activities include the following




filtering, abstraction, reduction and derivation (Nisbet et al., 2009). It is impor-
tant to divide the data into training and validation datasets, respectively. The
recommended ratio is 80/20, i.e. the training dataset consists of 80% of the orig-
inal dataset and the validation dataset consists of 20% of the original dataset
(Clark, 2018). Additional activities include sampling, normalisation and noise
elimination (Niaksu, 2015).
4. Modelling
The modelling phase focuses on selecting and applying various modelling tech-
niques as well as calibrating their parameters to optimal values (Azevedo & San-
tos, 2008). Different models are built for the same problem (Shafique & Qaiser,
2014). The modelling activities include the following:
(a) Select a modelling method
The modelling method is selected by performing the following process in-
stances:
i. Select a modelling algorithm
A modelling algorithm is chosen based on the outcome of the data under-
standing and data preparation phases. Further data preparation might
be necessary to ensure that the input requirements of the modelling
algorithm are met (Nisbet et al., 2009).
ii. Choose a modelling architecture
The most suitable modelling architecture must be determined. Various
architectures are available: a single model could be sufficient or multiple
models, each with different parameters, are created and the one with the
best performance is chosen as the final model. The structure or architec-
ture of the same model can be adjusted with repeated experimentation
to refine the model and to improve its performance (Clark, 2018). If
the data slightly changes with time, a feedback process is needed in the
model to iteratively adjust to the data and to improve its performance
over time. A set of different algorithms can be developed or a model is
developed on different samples of data and the results can be compared




that the most suitable architecture for the modelling problem and data
is chosen (Nisbet et al., 2009).
iii. Specify the assumptions made during the modelling process
Each modelling algorithm is based on underlying assumptions which
should correlate with the data and the modelling goal.
(b) Develop an experimental design
To ensure a suitable experimental design, the response of the model un-
der normal conditions must be determined and used as a control study to
compare results of the model under various conditions.
(c) Build the model
The model is built by performing the following process instances:
i. Set the parameters
Some modelling algorithms are automatic and do not require parame-
ters. Others are not automatic and default parameter values are used
as a suggestion or baseline. These parameters should be investigated,
since different datasets require moderately different model parameters
for improved performance (Nisbet et al., 2009). Multiple models with
parameter values covering the whole available range in values should
be build to ensure full optimisation; however, it is a computationally
expensive task (Clark, 2018).
ii. Build various types of models
Multiple algorithms modelled on the same dataset will provide multi-
ple perspectives of the data. It is recommended to develop multiple
algorithms and then use a decision rule or heuristic to determine which
output is the final output or how the output is combined to produce the
final output.
(d) Assess the model
During the model assessment activity the generalisation of the model needs
to be assessed. Generalisation is the ability to recognise similarities between
different situations or data points, which can be applied in new situations
or to new data points (Marsland, 2014). High generalisation enables the




due to, for example, measurement inaccuracies. A model’s generalisation is
an indication of its appropriateness for application or deployment.
The recommended method to assess the generalisation of a model is by ver-
ifying it with an application in reality. However, this method is not always
practical. Another method is to compare the model with the expectation
of the output without a model. Various techniques to assist in model as-
sessment are available, including tables, graphs and statistical measures of
error. Typical metrics used for assessment include accuracy, precision, re-
call, reliability, effectiveness, sensitivity, specificity and functions, such as the
Receiver Operating Characteristic (ROC) curve and Area Under the Curve
(AUC) (Niaksu, 2015).
A recommended practice is to use cross-validation, for example, k-fold cross-
validation, which randomly splits the training data into smaller subsets and
validates the model on random subsets of the data (Clark, 2018). This as-
sessment process aids in developing models with improved performance and
may also provide insight on where the model failed. Models are iteratively
assessed until the assessments converge (Nisbet et al., 2009).
5. Evaluation
Both the developed model and the steps executed to develop the model are eval-
uated to ensure the model achieves the business and project objectives properly
(Azevedo & Santos, 2008). After the outputs of the assessments converge, the
model is presented as the final model. The results of the final model are eval-
uated in terms of accuracy. The modelling process is evaluated as a whole and
the following steps for future modelling activities are determined. It is important
to evaluate the accuracy and generalisability of the model as well as examine
it for biases, including self-perpetuating bias. Futhermore, the model should be
examined for unintended effects, for example, discrimination, which violate the
principles of the business (Clark, 2018). The interpretation of the final model
depends on the algorithm implemented to develop it (Shafique & Qaiser, 2014).
The evaluation process also determines whether the business objectives have been
properly achieved and the outcome of this phase is the approval or disapproval




The following evaluation activities are reported in a modelling report (Nisbet
et al., 2009):
(a) Evaluate the model
The quality of the experimental design is reflected in the results of the model
evaluation. There are various methods of evaluating the model, for example,
the model can be applied to a new, unused dataset and assessment techniques
can be used to evaluate its performance (Nisbet et al., 2009).
(b) Evaluate the modelling process
The modelling goals, results and their correlation to the success criteria
should be investigated. The successes and failures of the project must be
identified.
(c) Future modelling goals
After evaluating the modelling goals, future modelling projects must be iden-
tified based on the merits of the present project. The modelling goals and
approaches to accomplish them must be identified and a business case must
be presented. The business case consists of the stakeholder support, busi-
ness process, resource requirements and expected business benefits of these
projects (Nisbet et al., 2009).
(d) Produce a modelling report
Create a modelling report which summarises the evaluation results of the
developed model.
6. Deployment
After the model has been created and evaluated, it has to be applied to achieve
its goal (Azevedo & Santos, 2008). The obtained knowledge and results are
organised, reported, presented and used when needed (Shafique & Qaiser, 2014).
The model deployment phase consists of the following activities (Nisbet et al.,
2009):
(a) Plan the model deployment




(b) Plan model monitoring and maintenance
The following operations should be carried out: produce a model monitoring
plan and a model maintenance plan.
(c) Final report
The following operations should be carried out: create a final modelling
report and produce a final modelling presentation (Nisbet et al., 2009).
(d) Review the project
Review and conclude the project.
This concludes the description of the CRISP-DM; the SEMMA process will be
discussed next.
3.1.4.2 The Sample, Explore, Modify, Model and Access process
The SEMMA process was developed by the SAS Institute, a leading company in busi-
ness intelligence, and is incorporated into their knowledge discovery software platform,
namely the SAS R©Enterprise Miner (Mariscal et al., 2010). It was developed to de-
scribe the process of conducting a DA project. It offers and enables the understanding,
management, development and maintenance of DA projects (Shafique & Qaiser, 2014).
The SEMMA process is illustrated in Figure 3.5. The stages of the SEMMA process
are:
1. Sample
The initial stage of the SEMMA process is optional. During the sample stage,
large sets of data are sampled from the initial dataset. These subsets must be
big enough to consist of significant information and small enough to manipulate
easily and quickly (Azevedo & Santos, 2008). SAS recommends using a sampling
method which applies to a statistically representative and reliable sample of the
initial dataset to ensure optimal cost and performances as well as reduced pro-
cessing time to retrieve information from the data (Brown & Brocklebank, 1997).
If a small niche which has an influence on the data is present, but is not well
represented in a sample, SAS suggests using summary methods to discover the
niche. Otherwise, general patterns will be traceable in a representative sample if




Sample Explore Modify Model Assess
Figure 3.5: The Sample, Explore, Modify, Model and Access process (Mariscal et al.,
2010)
2. Explore
The explore stage investigates and explores the data by searching and identi-
fying relationships, patterns, trends, outliers, anomalies and unexpected trends
in order to gain insight, understanding and ideas (Azevedo & Santos, 2008). It
aids in refining the discovery process (Shafique & Qaiser, 2014). Both visual
and numerical exploration can be utilised. If visual exploration does not indicate
trends, statistical techniques (numerical exploration) can be used instead (Brown
& Brocklebank, 1997).
3. Modify
The modify stage focuses on modifying the data by assisting in the creation,
selection and transformation of variables to direct the model selection process
(Azevedo & Santos, 2008). This stage is also called the ‘manipulate stage’ (Nisbet
et al., 2009), since the data may need to be manipulated based on the discoveries
of the exploration stage. Possible manipulations include the introduction of new
variables, information, trends or groupings (Brown & Brocklebank, 1997). This
stage may also search for outliers and reduce the dimension of the variables to
reduce the dataset to the most significant data (Shafique & Qaiser, 2014). DM is
an iterative, dynamic process and the DM models and methods can be updated
when new data or information is available. Thus, when the mined data changes,
the data needs to be modified.
4. Model
The model stage enables the modelling of the data where software is allowed
to automatically search for the optimal combination of data to reliably predict
a desired outcome (Azevedo & Santos, 2008). Various modelling techniques are
available, each with its own strengths, weaknesses and appropriateness for specific





The assess stage evaluates the usefulness and reliability of the results of the DA
process and predicts the performance quality of the developed model (Azevedo &
Santos, 2008). There are two methods for assessing the model. A general method
is to apply the model to a validation dataset, i.e. a subset of the initial dataset
which is set aside before the sampling stage. A successful and useful model should
work successfully on the validation dataset as it did on the samples or the data
which was used to develop the model (Brown & Brocklebank, 1997). A second
method is to apply the model on known data, where the true or correct output of
the data is known and the results of the model on this data is evaluated against
it.
3.1.4.3 The data analytics process for this research study
Given the literature reviews on the CRISP-DM and the SEMMA process, the researcher
decided to use the CRISP-DM throughout this research study for various reasons. These
are:
• The CRISP-DM is more complete than the SEMMA process and provides clear
guidelines (Shafique & Qaiser, 2014). The CRISP-DM is well documented and
complete. All the phases are defined, organised and structured which enables
a clear understanding and thorough revision of the project (Azevedo & Santos,
2008).
• The CRISP-DM accommodates business applications, not just academic applica-
tions (Nisbet et al., 2009).
• The CRISP-DM is a widely used process (Mariscal et al., 2010).
• It is difficult to use the SEMMA process since it is integrated into SAS tools while
CRISP-DM is tool-agnostic.
• The CRISP-DM is closer to the real project concept than the SEMMA process
(Mariscal et al., 2010).
The CRISP-DM will be employed to fulfil Objectives 2, refitm:objective3 and 4 of
the research objectives, by aiding in the design and execution of experiments to detail
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the framework to be developed. For the remainder of this work, the study will only
focus on the use of ML algorithms to limit the scope of methods and techniques which
can be employed to perform DA.
Only Phases 3 and 4 are applicable to this research study. The first two phases of
the CRISP-DM, ‘business understanding’ and ‘data understanding’ phases respectively,
are not applicable to this study, since the goal of the study is not to evaluate a specific
dataset(s) for the purpose of solving a specific business problem. The goal of the
study is to provide a general guideline of choosing an ML algorithm, regardless of the
industry from which the dataset originates or the problems which could be solved by
applying ML to the dataset. Therefore, the last two phases of the CRISP-DM, the
‘evaluation’ and the ‘deployment’ phases respectively, are not applicable to this study.
The developed models will only be evaluated in terms of the results they provide and
not whether they achieve the business objectives of each dataset. The models will
not be deployed, since the goal of the study is to create a conceptual decision support
framework and not to use the developed models for future implementation.
3.2 Some characteristics of data
According to the English Oxford Living Dictionaries (2019), data is “facts and statistics
collected together for reference or analysis”. Tien (2013) described data as “values of
qualitative or quantitative variables, belonging to a set of items”. It is the “characters
or symbols on which operations are performed by a computer, which may be stored and
transmitted in the form of electrical signals”. Data forms the basis of calculations from
which information can be derived. Information can be used for reasoning and insight.
Note that “data” is used in singular format throughout this thesis.
3.2.1 The taxonomy of data
Data may be categorised according to the types of their underlying variables. Data
types are generally grouped into two categories, namely qualitative and quantitative
data types. Data can represent various objects, including text documents, audio files,
images, video files, time-series and transactional data (Rajaraman, 2016). Figure 3.6















Figure 3.6: The taxonomy of data (Steynberg, 2016)
Data is either qualitative or quantitative. Qualitative data is subdivided into nom-
inal and ordinal data, where nominal data is further divided into dichotomous and
multichotomous data. Qualitative data is subdivided into integer and continuous data,
where continuous data is further divided into interval-scaled and ratio-scaled data. It
is important to note that all quantitative data is numeric; however, not all numeric
data is quantitative.
Qualitative data types assume both textual and numeric values, for example, ‘true’
or ‘1’. The numeric values cannot be quantified, cannot be ranked and has no math-
ematical interpretation. It is inappropriate to perform mathematical operations on
qualitative data (Hastie et al., 2009). Qualitative variables are also known as factors,
discrete variables or categorical variables, since they can be used to categorise data into
groups or classes by providing labels. The enumeration of variables is possible where
a numeric value represents a group or class which has a textual name, for example, ‘1’
represents ‘cat’ and ‘0’ represents ‘dog’. Enumeration is a common practice in database
design.
Nominal data types assume both textual and numeric values. There is no explicit
ordering in the values where one value is bigger or more important than others (Hastie
et al., 2009). Binary or dichotomous variables can only take one of two possible values
at a time, for example, ‘true’ or ‘false’, ‘1’ or ‘0’ (Bramer, 2007). Multichotomous
variables may take more than two possible values at a time.
Ordinal data types are ordered categorical variables. There is intrinsic ranking or
ordering between the values where one is more important than others; however, there is
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no metric notion. This means that the difference between values a and b is not the same
as the difference between values b and c. Ordinal data types have meaning. Examples
of ordinal variables are small, medium and large.
Quantitative data types are numeric in value and have meaning where one value or
measurement is bigger than some but also smaller than other values. Measurements
close in value are also close in nature (Hastie et al., 2009).
Integer variables assume a value from a set of countable values or values which
are isolated and separated by gaps. There is some sense of a metric notion where the
difference between values 1 and 2 is the same as the difference between values 2 and 3;
however, it is not the same as the difference between 1 and 3. Mathematical operations
can be performed on integers in a meaningful way (Bramer, 2007).
Continuous variables may take on an infinite or uncountable number of values along
a continuum (Montclair State University, 2017). There is a sense of a metric notion,
the values have meaning and mathematical operations can be performed on them in
a meaningful way. Interval-scaled variables are numerical valued variables which are
measured at equal intervals from the origin or zero point, for example, the Celsius and
Fahrenheit temperature scales. The origin does not necessarily represent the absence
of the measured characteristic. There is no metric notion, only a measurement relative
to the zero point. For example, 10 degrees is twice as far from the zero value as five
degrees; however, saying 10 degrees is twice five degrees is meaningless. Also, when
converting temperatures to an equivalent scale, the ‘twice’ relationship no longer applies
(Bramer, 2007). Ratio-scaled variables are similar to interval-scaled variables; however,
the origin or zero point does represent the absence of the measured characteristic. For
example, Kelvin temperature, money and molecular weight. There is a metric notion
where 10 dollars is twice five dollars (Bramer, 2007).
3.3 Data preparation and preprocessing
As stated previously, data can represent various objects (Rajaraman, 2016). For the
remainder of this study, data types or data characteristics refer to the objects which
data can represent and it is limited to the following: text, image, audio, video, time-
series and transactional data.
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The initial raw dataset has to be prepared by performing applicable selection, trans-
formation and conditioning activities on it to create a dataset with a suitable format
for analysis and analytical modelling (Sapp, 2017; Shafique & Qaiser, 2014). The data
is prepared prior to the application of the DA model; thus, this stage is also called the
‘preprocessing of the data’ (Harrington, 2012). Data prepossessing activities include
the following activities:
3.3.1 Data cleaning
Data is collected from a variety of sources and real-world data may contain missing
and erroneous values due to subjective measurements, judgement errors and misuse
or malfunctioning automatic recording equipment (Bramer, 2007). The goal of data
cleaning is to improve the quality of the data, prior to the analysis thereof by detecting
and removing both errors and inconsistencies. Increased data quality leads to increased
reliability and validity. According to Nisbet et al. (2009), three primary objects have
to be addressed in the data cleaning process: outliers, errors and missing values. Ad-
ditionally, inappropriate variables or attributes should be removed from the dataset,
since they decrease the accuracy and generalisation capability of the model developed
thereon (Nisbet et al., 2009).
3.3.1.1 Outliers
An outlier is a single value or instance which falls outside the norm or the overall
pattern (Moore et al., 2009). It differs so much from the other instances that it prompts
suspicion that it was created by a different or incorrect method (Nisbet et al., 2009).
Outliers are significantly different from the other instances in the dataset (Bramer,
2007). They are also called ‘abnormal values’, ‘exceptions’ or ‘deviations’. There is no
definitive way of identifying outliers since it is a matter for judgement.
Outliers are caused by a variety of sources, including unusual circumstances, equip-
ment failure or they are genuine errors made during data recording and collection
(Moore et al., 2009). An outlier can be detected by using outlier detection algorithms.
Generally, there are four types of outlier detection algorithms: based on critical distance
measures, density measure, projection characteristics and data distribution character-
istics (model-based grouping) (Nisbet et al., 2009).
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There are two methods to address outliers: remove or keep the outliers. The appli-
cation or objective of the specific problem at hand determines which method to apply.
Outliers are kept if the purpose is to detect abnormalities, unusual activities, learn
different scenarios from the data or make major discoveries. On the contrary, outliers
are discarded if the objective is to identify normal patterns or determine the typical
response of a system since they reduce the predictability of the model (Nisbet et al.,
2009).
3.3.1.2 Errors
Erroneous data is values which is incomplete, incorrect or captured in the wrong format
for the dataset. Errors can originate from a variety of sources throughout the data
collection and preparation process. It can be created by both human and device which
create, capture, collect, transform, clean, filter, reduce, manage, sample, process and
store data. Hellerstein (2008) identified the following four primary sources of data
errors:
1. Data entry errors
Data entry errors are errors due to human activity which can be related to typo-
graphic errors, misunderstandings of the data source or the invention of default
values for the sake of convenience.
2. Measurement errors
Measurement errors are errors due to human processes with errors in their design
and execution. Possible sources include a human design of sensor deployment,
incorrectly calibrated measurement devices and interferences from unintended or
unanticipated signals.
3. Distillation errors
Distillation errors are errors which originate from performing preprocessing, fil-
tering, smoothing and aggregation on data. These processes influence the final
analysis and can introduce errors in the distilled data.
4. Data integration errors
Data integration errors are errors which occur due to the integration of data from
multiple sources and the merging of pre-existing databases (Hellerstein, 2008).
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It is difficult to ensure that erroneous data does not occur since the data collection
and preparation process occurs across multiple sources, platforms, environments and
organisations over potentially large spans of time and space. The following broad
approaches to prevent the occurrence of erroneous data were presented by Hellerstein
(2008):
1. Carefully design data entry interfaces
Design data entry interfaces such that they prevent entries of non-existent data,
are user-friendly, perform data type checks and provide limits on numeric values.
These are called integrity constraints.
2. Use organisational management to improve data quality management
Include the use of technological solutions, organisational structures and organisa-
tional incentives to improve total data quality management. Examples are util-
ising archiving and analysis processes, automating data capture and collection,
capturing metadata to improve data investigation and interpretation, streamlin-
ing data collection and providing incentives for maintaining data quality.
3. Automate data auditing and cleaning
Utilise existing computational techniques and automating technologies from both
research and industry to prevent human interaction and error in data auditing
and cleaning.
4. Perform investigative data analysis and cleaning
Use operators with knowledge of the captured data to understand the charac-
teristics of the dataset, to explore the dataset and to identify and rectify errors.
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3.3.1.3 Missing values
Missing values occur when data values are not recorded for all attributes or features.
Missing values can occur due to many reasons, including:
• Some attributes are not applicable to some situations or instances, for example,
only male patients have a Y chromosome.
• The value should have been recorded; however, the measuring equipment was
malfunctioning or misused.
• The value could not be obtained, for example, the patient to gain the data from,
was unavailable.
• The data collection method was altered such that additional fields were added to
the database after some data had been collected (Bramer, 2007).
There are various strategies available for addressing missing values. The following
are three common strategies (Bramer, 2007):
1. Discard instances
This strategy removes all instances containing at least one missing value from
the dataset and use the remainder of the dataset. It is the simplest strategy;
however, when instances are removed, the reliability of data analysis becomes
questionable. In general, this method is discouraged and it is an inappropriate
method when a high proportion of the dataset is removed. It is an applicable,
conservative method when the proportion of missing values are small (Bramer,
2007). A similar method is to remove an attribute for which a high proportion of
instances have missing values.
2. Determine the correct values
This is the best preferred strategy; however, it is not always a practical solution.
The data may no longer be available, may be inaccessible or in the case of an
automated cleaning process, a manual entry is undesired. Approaches to achieve
this strategy could be to implement procedures to detect the missing values,
determine why they occur, improve the data collection process and consult subject
matter experts (SMEs) to fill in the missing data (Fritchoff, 2010).
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3. Imputing techniques
This strategy uses the captured values of the instances or of an attribute to
make a reasonable estimation of what the missing values should be replaced by.
Imputation should be used with care. Through experimentation with different
techniques, one can determine the appropriate technique for a particular dataset
(Bramer, 2007). Several imputation techniques are available, including the fol-
lowing:
(a) Mean imputation
Mean imputation uses the average or mean of the attribute. This method is
mostly used for continuous attributes.
(b) Median imputation
Mean imputation uses the median or most occurring value of the attribute.
This method is mostly used for categorical attributes.
(c) Associate rule imputation
Association rule imputation determines a set of “if-then” rules which hold
for instances in the dataset, given the attribute values (Bramer, 2007).
(d) Hot deck imputation
Hot deck imputation uses the value of that attribute which is prominent in
similar data points (Marsland, 2014).
(e) Maximum likelihood imputation
Maximum likelihood imputation determines the function which describes
the probability density map, based on the assumption that the predictor
variables are independent. This function is used to determine the probability
of a given missing value and maximises this probability (Nisbet et al., 2009).
(f) Other methods
Other methods include single imputation, multiple imputation (Fritchoff,
2010), simple random imputation and multiple random imputation (Nisbet
et al., 2009).
3.3.2 Data transformation
Both numerical and categorical variables need to be transformed to an applicable format
to increase modelling performance.
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3.3.2.1 Numerical variables
Numerical values of each feature of the data need to be standardised, especially if it has
an inherent scale to it (Clark, 2018). Standardisation is the process of transforming all
numerical values to a common range. Various standardisation methods are available.
The most common method is to calculate the z-value or z-score which uses the mean
and standard deviation of the data feature to calculate the new range (the transformed
data), which has a mean of zero and a standard deviation of one. Another option is the
zero-to-one standardisation which uses the maximum and minimum values of the data
feature to transform the data to the range [0, 1] (Nisbet et al., 2009). Another option
is to transform the values to the range [−1, 1] (Marsland, 2014).
3.3.2.2 Categorical variables
Textual categorical variables should be replaced by dummy variables (through the pro-
cess of enumeration). A binary dummy variable (‘0’ or ‘1’), where ‘0’ represents the
absence and ‘1’ represents the presence of a variable, is used. If a textual categorical
variable has only two options, for example, ‘true’ and ‘false’, only one binary variable
is required where ‘1’ represents ‘true’ and ‘0’ represents ‘false’. In cases where the
textual categorical variable has more than two options, the total number of binary
dummy variables is equal to the number of options which occur in a textual categorical
variable. An example is provided in Table 3.1. The disadvantage of this method is
that the categorical variables have integer formats which might be treated as continu-
ous values by the model instead of class labels. Additionally, dummy variables lead to
information loss and reduce the ability to successfully apply the developed model on
other new datasets (reduces the generality or generalisation capability of the model)
(Nisbet et al., 2009).
Table 3.1: Textual categorical variable transformation (Nisbet et al., 2009)
Old New
Colour Green Yellow Red
Green 1 0 0
Yellow 0 1 0
Red 0 0 1
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3.3.3 Normalisation
Weights are used to indicate the strength of the influence of one variable on another to
determine the common or normal relationship between two or more variables. In the
case of ML algorithms, the weights are learnt from the data in a case by case method
instead of viewing all the data cases at once. Thus, the weights are incrementally and
iteratively learnt (Nisbet et al., 2009).
3.3.4 Filtering
Data filtering is the removal of instances or cases containing too much unnecessary or
insignificant information. The goal is to reduce the noise and the variability in the data
to enable the model to learn more accurately from the data. Filtering activities include
low-pass, high-pass and time-series filtering. It is similar to signal processing where
high frequency signal fluctuations are removed when they are either at the bottom or
top of the range, or both. A low-pass filter accepts data which falls below a pre-specified
level of acceptability and discards the rest of the data. Conversely a high-pass filter
accepts data which falls above a pre-specified level of acceptability. A high pass filter
accepts data which falls above a pre-specified level of acceptability and discards the
rest of the data (Nisbet et al., 2009).
3.3.5 Abstraction
Abstraction is the rearrangement of data to enable improved model development since
the patterns are presented in a more recognisable way. It is similar to signal amplifica-
tion. Abstraction activities include the following (Nisbet et al., 2009):
1. Temporal abstraction
Temporal abstraction maps variables over time to time stamps per variable in-
stead.
2. Qualitative abstraction
Qualitative abstraction maps numerical expressions to qualitative expressions.
3. Generalisation abstraction
Generalisation abstraction maps an instance of an occurrence to its class, for
example, grouping similar textual representations together.
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4. Definitional abstraction
Definitional abstraction maps a single data instance from one conceptual category
to its counterpart in another conceptual category.
The first three abstractions are also called ‘recoding’ (Nisbet et al., 2009).
3.3.6 Reduction
Data reduction includes three operations, namely data sampling, dimensionality reduc-
tion and value discretisation (Nisbet et al., 2009).
3.3.6.1 Data sampling
Data sampling reduces the number of instances or cases. The following four advantages,
reasons and methods enable data sampling:
• It reduces the number of data instances used to develop the ML model, by us-
ing sampling methods like simple random sampling with the assumption that
each sample instance has an equal probability of being chosen as does any other
instance (Nisbet et al., 2009).
• It assists in selecting data instances in which the output or response patterns are
comparatively homogeneous, by performing partitioning on the dataset according
to values of an attribute, for example, geographical location or eye colour. The
partitioning should be on an attribute with limited options. It is advised to
develop separate ML models on each partition or ‘strata’. After partitioning,
random sampling called stratified random sampling is performed in each partition.
• It balances the phenomena of rare events, since ML models are sensitive to unbal-
anced datasets. An unbalanced dataset is a dataset in which the occurrence of a
single category of the output or target variable is relatively seldom compared to
the rest. Dataset balancing includes two operations: oversampling rare categories
or under-sampling common categories.
• It assists in the development of the ML model by providing datasets for training,
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3.3.6.2 Dimensionality reduction techniques
Dimensionality reduction is the process of reducing inputs to lower dimensional rep-
resentations thereof which still include the relevant information or features and re-
duces inapplicable information, including noise and outliers (Marsland, 2014). This
process is performed by techniques which are called dimensionality reduction method-
s/techniques, which can be further divided into feature extraction and feature selection
methods. It benefits ML algorithms greatly since it reduces the number of inputs, re-
duces the cost of extracting irrelevant information and makes the inputs easier to work
with. It reduces the complexity of the algorithms by reducing the memory and com-
putation requirements, increases the robustness of the algorithms, improves the results
of the algorithms and makes the results easier to interpret and understand (Alpaydin,
2010; Harrington, 2012). Dimensionality reduction is used as a preprocessing step for
ML applications (Marsland, 2014).
In feature selection methods a subset of relevant features is selected from the in-
put and the rest is discarded. An example of such a method is subset selection. In
feature extraction or feature derivation methods, a new set of inputs is created which
contains fewer and new features which are derived from the original set of inputs by
transforming and combining features (Alpaydin, 2010). Examples include both unsu-
pervised and supervised learning techniques. In the context of unsupervised learning
techniques, dimensionality reduction techniques include singular value decomposition
(SVD), probabilistic graphical models (PGMs), correlation coefficients, the Gini index,
principal components analysis (PCA), factor analysis (FA), multidimensional scaling
(MDS), locally linear embedding (LLE) (Alpaydin, 2010), isometric feature mapping
(Isomap), independent components analysis (ICA), the autoencoder (AE) (type of neu-
ral network) and the self-organising map (SOM) (Marsland, 2014; Nisbet et al., 2009).
Examples of supervised learning techniques include linear discriminant analysis (LDA)
and multiple discriminant analysis. Clustering is another dimensionality reduction
method, since similar data points are clustered together (Marsland, 2014).
3.3.6.3 Value discretisation
Value discretisation is the conversion of continuous numeric variable values into discrete
values. One method is to create bins, where the range of the numeric variable is divided
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into sub-ranges of equal size and each individual numeric variable is replaced by the
bin number of the bin into which it falls. The advantage of the binning process is that
it reduces noise and variability in the data (Nisbet et al., 2009).
3.3.7 Derivation
Derivation is the process of using the available dataset to derive other variables which
are useful for the model development process. Derivation activities include the following
(Nisbet et al., 2009):
1. Target variable derivation
This technique entails the determination of the target or output variable based
on the input variables, for example, specifying a loss when the use rate drops
below a threshold calculated from the data. The derivation is usually performed
according to a heuristic or logical rule.
2. New variable derivation
This method entails the calculation of a new variable based on the input variables,
for example, calculating a rate by dividing one input variable by another in a
meaningful way (Nisbet et al., 2009).
3. Attribute-orientated derivation
This technique entails the usage of a list of detailed categories of different at-
tributes and combining specific values of those attributes to create a higher-level
and more general expression for a new attribute through generalisation. An ex-
ample is to classify workers (new attribute) according to their salary, number of
owned vehicles and the value of their house. The opposite can be performed as
well, where a new variable is created based the combinations of other attribute
values to enable segmentation in the dataset (Nisbet et al., 2009).
3.3.8 Data division
After the previous data preprocessing activities have been performed on the dataset,
the final dataset is divided into specific subsets used during the different development
stages of the model.
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These subsets are:
1. Training dataset
The training dataset consists of data instances which are randomly selected from
the initial dataset to train the model (Nisbet et al., 2009).
2. Validation dataset
The validation dataset is a subset of the initial dataset which is set aside before
the sampling and training stage. A successful and useful model should work as
well on the validation dataset as on the samples or the data used to develop the
model (Brown & Brocklebank, 1997). Thus, it is used to assess the predictability
of the model after the model has been trained.
The validation dataset enables further refinement or model enhancement since
the results could be iteratively used to increase the performance of the trained
model. The iterative process works as follows: the validation results of the current
trained model are used to choose different parameters of the model and a new
model is then trained on the training dataset with the new parameters. This
trained model is then applied on the validation dataset and the results of the
previous and current trained models are compared to determine which performed
best. The process repeats until a trained model with desired performance has
been developed. This process is called ‘parameter tuning’, since it is used to find
the parameters such that the best model is developed.
3. Testing dataset
In addition to the training and validation datasets, a testing dataset is utilised.
The testing dataset is used to determine the final performance of the model after
all modelling, training and development are done (Nisbet et al., 2009). It enables
an objective evaluation of the developed model since the previous two datasets
were iteratively used to improve the learning and performance of the model. The
testing dataset could be a subset of the original dataset or it could be collected
separately from the original dataset.
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3.4 Conclusion: Chapter 3
This chapter provided the literature study performed on data analytics, data and data
preprocessing. Two processes for applying data analytics were discussed and the process
of applying machine learning for data analytics were presented.
The following chapter will focus on the literature study on machine learning, the
different types of machine learning and the different machine learning algorithms in-





The previous chapter discussed literature on data analytics (DA), data and data prepro-
cessing. The types of DA, DA application processes, types of data and data preparation
techniques were presented in detail. The research methodology in Chapter 1 stated that
a literature study on machine learning (ML) is necessary as well, to support this re-
search study.
This chapter will provide a definition of ML and discuss various ML algorithms,
including real-world applications, the algorithm methodologies and the advantages and
disadvantages of the algorithms. Lastly, it will discuss the different methods of evalu-
ating the performance of ML algorithms. Together, Chapters 3 and 4 fulfil Objective
1 of the research objectives.
4.1 Machine learning
As previously stated, machine learning algorithms are sets of rules that employ math-
ematical and statistical techniques to aid in the design of computer programs to enable
the computer programs to independently study, identify trends and patterns, learn
from and determine similarities in existing data (experience) without being explicitly
programmed to do so (Sonosy et al., 2016). Thereafter, predictions and decisions are
made based on what was learnt and identified. In general, ML algorithms infer their
own rules from the data instead of following a set of step-by-step rules as in traditional
programmed algorithms (Thurn & Anderson, 2017).
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Currently, ML applications are becoming increasingly popular due to the increasing
availability of digitalised data, computational power and more powerful ML algorithms.
4.2 Types of machine learning algorithms
There are four types of ML algorithms, based on the data available and the associated
type of learning developed. The terms labelled data and unlabelled data are important
concepts in ML. Labelled data consists of both the input variables (called independent
variables or features) and the associated output variables (called dependent variables,
labels or targets) (Alpaydin, 2010; Marsland, 2014). Unlabelled data is data consisting
only of the input variables or features and it does not contain any output variables
or labels. The following four types of ML algorithms have been developed (Alpaydin,
2010; Marsland, 2014):
1. Supervised learning
In supervised learning applications, labelled data is given as input to the ML
algorithm and the goal is to learn the mapping or relationship which maps the
input variables to the output variables. The model has to learn how to predict the
output variables. The labels serve as a teacher or supervisor since they provide
the desired level of output of the model and the model uses the labels to learn
how to predict the output more accurately (Alpaydin, 2010).
2. Semi-supervised learning
In semi-supervised learning applications, incomplete data (data consisting of both
labelled data and unlabelled data) is given as input to the ML model. The goal
of the ML model is to learn the mapping from the input variables to the output
variables (Manning et al., 2008).
3. Unsupervised learning
In unsupervised learning applications, unlabelled data is given as input to the ML
model and the goal is to learn similarities, regularities, patterns or structures in
the data. The discovered patterns may be used for further DA (Alpaydin, 2010).
4. Reinforcement learning
In reinforcement learning applications, complex labelled data is given as input to
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the ML model. The input variables are sequences of actions and the labels are
in the form of rewards and punishments. The goal of the ML model is to learn a
strategy or policy to achieve the highest reward by learning from past sequences
of actions and their associated rewards or punishments (Alpaydin, 2010). Rein-
forcement learning is also called ‘learning with a critic’ since a reward is given,
while no correct strategy is provided. This type of learning falls between unsu-
pervised and supervised learning (Marsland, 2014). Three important components
of this type of learning are the ML model, the actions the model can perform and
the environment the model interacts with (Portilla, 2017).
4.3 Classes of machine learning algorithms
The results of the ML algorithms enable the generation of knowledge which could be
used for prediction, prescription, decision support and optimisation objectives (Paschek
et al., 2017). In general, ML algorithms are divided into six classes, based on the desired
output of the ML model. Figure 4.1 illustrates the relationship between the six classes
and the four types of learning. To enable the class of ML, the associated learning is
required. The classes are similar to the application purposes listed in Subsection 3.1.2;
however, in this context each of the six classes was further investigated by data analysts
and engineers. Specific ML algorithms were designed and developed to achieve these
specific purposes.
The six different classes of ML algorithms are as follows:
1. Association algorithms
The goal is to find interesting relationships between specific values of categorical
variables in large datasets. Variable types include simple categorical, multiple
target and/or dichotomous variables. The relationships can be represented in
two forms: frequent item sets or association rules. Frequent item sets are sets
of items that frequently occur together. An example of an item set is {bread,
milk} (Harrington, 2012; Nisbet et al., 2009). Association rules are the “if-then”
rules which are created from the frequent item sets if there is a strong relation-
ship between items in the item set. The “if-then” rules are used to explain the
relationship of the items in the item sets (Köksal et al., 2011). An example of an
association rule is {bread} → {milk}.
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Figure 4.1: The relationship between the four types of learning and the six classes of
machine learning
Association identifies groups of items which frequently occur together, by per-
forming two sequential steps: find the frequent item sets and generate the asso-
ciation rules. Association algorithms employ unsupervised learning since hidden
patterns or regularities are uncovered (Nisbet et al., 2009). Association rule min-
ing (ARM) is the process of extracting association rules (Bramer, 2007). It is
also called ‘market/shopping basket analysis’, ‘association analysis’ and ‘associ-
ation rule learning’ (Alpaydin, 2010; Nisbet et al., 2009). Applications include
the retail industry, website traffic analysis and medicine. Examples of associa-
tion algorithms include the Apriori algorithm, Eclat algorithm and FP-Growth
(frequent pattern growth) algorithm.
2. Sequence algorithms
Sequence algorithms are similar to association algorithms; however, they deter-
mine sequential or temporal associations in the data since they are concerned
with the order in which a group of items occur (Nisbet et al., 2009). Sequence
algorithms employ unsupervised learning as well. The application of sequence
algorithms is also called ‘sequence pattern mining’, ‘pattern discovery’ or ‘pat-
tern analysis’. Applications include shopping patterns, DNA sequencing, web
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log streams and linguistic patterns. Examples of sequence algorithms include
Apriori-SPM (based on the Apriori algorithm), GSP algorithm, Sequential PAt-
tern Discovery using Equivalence classes (SPADE), FreeSpan, PrefixSpan and
MAPres.
3. Clustering algorithms
Clustering algorithms use the features or attributes of each individual instance
to determine patterns in or characteristics of the data (entire group of instances).
The algorithm then groups individual instances into measurably similar groups
called clusters based on the discovered similarities, patterns or characteristics
(Guillén et al., 2010). The instances in a cluster are similar to the other instances
in the same cluster, but dissimilar to the instances of the other clusters (Ngai
et al., 2011; Nisbet et al., 2009). There are two types of clustering: hard clustering
and soft clustering. In hard clustering an instance may only belong to one cluster,
while in soft clustering an instance’s assignment is represented as a distribution
over all the clusters (Manning et al., 2008).
Clustering can be performed according to various measures, including distance
measures, density measures and distribution measures (Manning et al., 2008; Nis-
bet et al., 2009). Table 4.1 provides a summary of different clustering algorithms
and the measurement types they are based on. Clustering can be used for cluster
identification, anomaly detection and data compression (also called dimension-
ality reduction). There are both external and internal criteria for measuring
clustering quality. External criteria evaluate the clustering results based on a
dataset which is different from the one used to perform the clustering. Internal
criteria evaluate the clustering result based on the dataset that was used for the
clustering process itself.
Clustering algorithms are unsupervised learning algorithms, since unlabelled data
is used for clustering. They are also called ‘data segmentation’ or ‘data partition-
ing’ methods. Applications include customer segmentation, document clustering
and image compression. Examples of clustering algorithms include one-class sup-
port vector machines (one class SVMs), k-means clustering (KMC), fuzzy k-means
clustering and k-medoids clustering.
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Table 4.1: A summary of types of clustering algorithms (Bijural, 2013; Moin & Ahmed,
2012)
Measure type Types of clustering Examples
Distance Partitioning methods KMC, k-medoids clustering, k-medians
(Centroid-based algorithms) clustering, fuzzy KMC, MS
Hierarchical methods Agglomerative approach (bottom-up)
(Connectivity-based algorithms) Divisive approach (top-down)
Density Density-based methods DBSCAN, CLARANS, OPTICS
Distribution Model-based methods Gaussian mixture models, STING,
CLIQUE, Expectation-maximisation
Hierarchical clustering (connectivity model), expectation maximisation (EM),
(Gaussian) mixture models (GMM) with expectation maximisation, Density-
Based Spatial Clustering of Applications with Noise (DBSCAN), CLARANS,
OPTICS, STING, CLIQUE and mean shift clustering (MS) are examples of clus-
tering algorithms as well (Alpaydin, 2010).
4. Classification algorithms
Classification algorithms perform prediction by building a model based on la-
belled data and using it to predict the categorical labels or classes of new un-
known instances (Harrington, 2012). Classification problems are discrete, since
each instance belongs only to one class and the entire set of classes covers the en-
tire possible input space (Marsland, 2014). The task is to learn the mapping from
the input to the nominal or categorical output and the resulting model can be
presented as classification rules or formulas (Alpaydin, 2010). Classification algo-
rithms perform supervised learning (Marsland, 2014) since they aim to replicate
a categorical distinction that has been given (labels) (Manning et al., 2008).
Classification can be performed according to various measures, including distance
measures and density measures. Examples of classification algorithms include
some neural networks (NNs) (including multilayer perceptrons (MLPs) and radial
basis function NN (RBFNN), restricted Boltzmann machines (RBM) (Marsland,
2014), linear discriminant analysis (LDA), decision trees (DTs), classification
and regression trees (CART), AdaBoost, Näıve Bayes or Baysian classifier (NB)
(Alpaydin, 2010), logistic regression (LogReg) and the ridge classifier.
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Binary An instance could belong to one of two
classes
NB, DT, RF, KNN, LDA,
QDA, GPC, SVC, LogReg,
Multi-class An instance can belong to one of many
classes; however, only to one class at a time
MLP and ridge classifier
Multi-label An instance can belong to many classes at
the same time
DT, RF, KNN and ridge
classifiers
Random forests (RFs), k-nearest neighbours classifiers (KNNs), some support
vector machines (SVMs) (including support vector classification (SVC)), quadratic
discriminant analysis (QDA) and the Gaussian process classifier (GPC) are exam-
ples of classification algorithms as well. Table 4.2 lists the three possible output
options of classification algorithms and the classification algorithms suited for
each output (Pedregosa et al., 2011).
5. Regression algorithms
Regression algorithms apply statistical and mathematical processes to identify
trends, patterns or features in data. They identify the most significant relation-
ships and indicate the strength of the impact of independent variables on depen-
dent variables. Regression algorithms perform supervised learning since the task
is to learn the mapping from the input to the continuous output (labels) and the
resulting model can be presented as a numeric function (Alpaydin, 2010). The
relationships are used for various reasons, including predictions (Sharma et al.,
2017), association identification, time-series modelling and to determine the most
influential factors in a dataset. Association identification determines rules which
govern the relationships between variables and/or groups of variables (Bose &
Mahapatra, 2001). The most influential factors can be utilised to improve pre-
diction accuracy (Sun et al., 2017).
Regression predicts a continuous output variable by using the input/training data,
whereas classification groups data into classes; thus, the outcome is categorical
discrete values. Classification problems can be turned into regression problems by
using an indicator variable which indicates the class of an instance. The regression
algorithm is then trained to predict this indicator variable. Another option is to
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perform repeated regression, one repetition per class, where the indicator variable
has a value of 1 for instances belonging to the utilised class and 0 for the rest of
the instances (Marsland, 2014).
Examples of regression algorithms include Gaussian process regression or regres-
sor (GPR), regression-based KNN or k-neighbours regressor (KNR), linear regres-
sion (LinReg), multivariate linear regression (MLR), real AdaBoost or AdaBoost-
R, DTs, CARTs, RFs, NNs and support vector regression (SVR) (Jiménez et al.,
2017; Lee et al., 2014; Lin et al., 2017; Šajn & Kukar, 2011).
For regression output there are two possible options: single output and multi-
output regression. In single output regression only one target variable is pre-
dicted per instance. In multi-output regression, more than one target variable is
predicted per instance (Pedregosa et al., 2011).
6. Time-series algorithms
Time-series algorithms are concerned with the order in which data occurs and
they determine the sequential or temporal associations in the data with which to
make continuous valued predictions. They are similar to regression algorithms
and employ supervised learning as well. The relationship between time-series and
regression algorithms is similar to the relationship between sequence and asso-
ciation algorithms; however, sequence and association algorithms are concerned
with groups of items (clusters) whereas time-series and regression algorithms are
concerned with continuous valued output.
Examples of time-series algorithms include hidden Markov-models (HMMs), Gaus-
sian processes, multilayered NNs and LinReg. Some regression algorithms can be
used where the time-series data is altered to accommodate the requirements of
the regression algorithms while still reflecting the time characteristic.
4.4 The selected machine learning algorithms
For this research study, the selected ML algorithms belong to the clustering, classifi-
cation and regression algorithm classes since these classes of algorithms are the most
frequently used in literature and practice. The selected algorithms are subsequently
described in more detail, with summaries of their essential characteristics.
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The selected algorithms for this study will now be presented in three classes, namely
clustering, classification and regression, using the following structure:
1. Applications of each algorithm in the class.
2. Brief descriptions of each algorithm, as well as pointers to literature for essential
detail (the researcher does not deem it necessary to present the detail in this
document).
3. Advantages and disadvantages of the algorithms in the class.
4. Presentation of some performance metrics of the algorithms in a given class.
4.4.1 Clustering algorithms
The following unsupervised clustering algorithms will be covered by the study: agglom-
erative hierarchical clustering (AHC), DBCAN, KMC, mini-batch KMC (miniKMC),
MS and the one-class SVM. These algorithms are most popularly used in practice and
are well supported in Python. Table 4.3 presents the clustering algorithms with the
following characteristics for each: 1) the source where they can be researched in de-
tail, including their mathematical formulations, 2) applications found in literature for
a variety of data types, including textual data, image data, video data, audio data,
time-series data and transactional data, and 3) the application purposes as mentioned
in Subsection 3.1.2.
4.4.1.1 Agglomerative hierarchical clustering
The goal of hierarchical clustering is finding groups of instances such that instances
in a group are more similar compared to instances in other groups (Alpaydin, 2010).
Hierarchical clustering algorithms build nested clusters by merging or splitting repeat-
edly based on similarity or dissimilarity respectively. (Pedregosa et al., 2011). In order
to determine the similarity, a measurement which is based on the distances between
instances is used.
Initially, AHC creates N groups, where N is the number of instances; thus, each
group contains one instance. Next, similar groups are repeatedly merged to form larger
groups until one group is formed. Thus, it moves from the bottom upwards.
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Divisive clustering achieves the same result as AHC; however, it approaches the
dataset from the opposite direction. Initially, a group containing all the training in-
stances is created and thereafter the group is divided into smaller groups which are
repeatedly divided until each group contains a singular instance.
The AHC algorithm merges two similar groups based on a minimum distance which
consists of two factors: the distance measurement and the linkage criterion. Vari-
ous types of distance measurements are available, including Euclidean, Minkowski and
city-block. The linkage criterion specifies which distance between groups is used for
the clustering decision. Various linkage criteria are available, including single-link,
complete-link (maximum-link), average-link, centroid-link and ward linkage. Single-
link clustering is defined as the shortest distance between all possible pairs of instances
in the two groups. Average-link clustering is defined as the average distance between all
possible pairs of instances in the two groups. Centroid-link clustering is defined as the
distance between the centres or centroids (means) of the two groups. Ward clustering
determines the sum of squared differences between all possible pairs of instances in the
two groups. The mathematical formulae are available in Alpaydin (2010).
The developed AHC model can be visualised by using a dendrogram. The den-
drogram is a hierarchical tree-like structure where leaves represent instances which are
grouped in the order in which they were merged (Alpaydin, 2010). It represents the
hierarchy of clusters (Pedregosa et al., 2011). The dendrogram may be intersected at
any level to retrieve the required number of groups. An example of a dendrogram
is provided in Figure 4.2, where there is a clear division between the two classes. A
small height (measured on the vertical axis) before joining two groups indicates that
the groups are quite similar and vice versa for larger heights.
4.4.1.2 Density-Based Spatial Clustering of Applications with Noise
The DBSCAN algorithm has a generic view on clusters. Clusters are high-density areas
separated by low-density areas. The DBSCAN algorithm focuses on core instances,
which are instances in high-density areas. Density is measured by two possible values:
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Figure 4.2: An example of a dendrogram of agglomerative hierarchical clustering with
ward linkage which was performed on audio data of cats and dogs. The instances are
on the horizontal axis and the height or depth on the vertical axis.
Formally, a core instance is an instance in the dataset which is surrounded by a
number of neighbouring instances equal to or more than the mininstances within a radius
of eps around the core instance itself. The higher the mininstances or the lower the eps,
the higher the density (Pedregosa et al., 2011).
A cluster is found by repeating the following process: find a core instance, de-
termine all neighbours which are also core instances, determine which neighbours of
the neighbours are core instances, and so forth. The non-core instances in the cluster
are non-core neighbours of the core instances. They are located on the fringes of the
cluster. Outliers are defined as non-core instances which are a minimum distance of
eps away from any core instance (Pedregosa et al., 2011). An example of DBSCAN is
illustrated in Figure 4.3, where the larger coloured dots represent the core instances,
the smaller coloured dots represent the non-core instances and the black dots represent
the outliers. Each colour, excluding the black outliers, indicates a different cluster.
4.4.1.3 k-means clustering
The KMC or k-means algorithm clusters the data into k different clusters or groups
which are represented by their centre points or centroids. It is called k-means clustering
since k unique clusters are created and each cluster centre is the mean or average of
the data points in that particular cluster.
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Figure 4.3: An example of the clustering results of Density-Based Spatial Clustering of
Applications with Noise (Pedregosa et al., 2011)
The KMC algorithm performs clustering by iteratively assigning each data point
to its nearest cluster (based on minimising the distance to the centre) and moving the
centre points based on the mean of the data points in each cluster until all the distances
from the data points in each cluster to their centre point are minimised (Marsland,
2014). The algorithm calculates the distances within the Euclidean space (Marsland,
2014).
The KMC algorithm is a hard-clustering algorithm. It can be used to determine the
distance from each data point to each cluster centre, to assign data points to clusters
(by choosing the cluster with minimised distance between its centre point and the new
data point) and to remove noise from data by replacing data points with their cluster
centres (Marsland, 2014). Therefore, it is a partitioning and centroid-based clustering
technique.
Variations of the algorithm include bisecting KMC, k-medoids clustering and miniKMC.
More information regarding the algorithm methodology, algorithm variations, initiali-
sation methods and terminating conditions can be found in Alpaydin (2010), Marsland
(2014), Pedregosa et al. (2011), Manning et al. (2008) and Harrington (2012).
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4.4.1.4 Mean shift clustering
The goal of MS is to determine groups of high density instances in a smooth density
of instances. It identifies regions and calculates the centroids of each region as the
mean of the instances within those regions. It then iteratively moves towards regions
with higher density instances and determines the centroids of the new regions. The
algorithm terminates when the changes in the centroids are negligible, i.e. when areas
of higher densities are not found (Pedregosa et al., 2011). As a post-processing stage,
the centroid candidates are then filtered to remove near duplicates and to keep centroids
in higher density regions. The remaining set of centroids is the final set of centroids
(Pedregosa et al., 2011). The MS algorithm is a centroid-based clustering technique
since it uses the centroids to perform clustering. The region size is determined by the
user and determines the number of centroids. The mathematical formulae of MS are
available in Alpaydin (2010).
4.4.1.5 One-class support vector machine
The one-class SVM is presented in the following section, since it is a variant of SVMs.
Originally SVMs were designed for classification; however, they were adapted to create
a variant suitable for clustering.
4.4.1.6 The advantages and disadvantages of the selected clustering algo-
rithms
Table 4.4 presents the advantages and disadvantages of each clustering algorithm. The
one-class SVM is not included since its advantages and disadvantages are presented
together with the advantages and disadvantages of SVMs in the following section.
Table 4.4: Advantages and disadvantages of the selected clustering algorithms
Algorithm Advantages Disadvantages
AHC 1. It can handle large input
datasets.
1. It is computationally expen-
sive.
2. Single-link clustering is com-
putationally efficient and it pro-
vides better performance with
larger datasets.
2. Ward clustering is limited in
terms of distance metrics, since it
does not support non-Euclidean
distances.
Continued on next page
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ing performs well with non-
Euclidean distances (Pedregosa
et al., 2011).
3. Single-link clustering may lead
to uneven cluster sizes and is not
robust to noisy data.
4. Ward clustering provides the
most uniform cluster sizes.
4. The trained model cannot be
stored.
DBSCAN 1. It has a minimal number of in-
put parameters.
1. It performs poorly with high
dimensional data.
2. It performs well when sepa-
rating high-density clusters from
low densities.
2. It performs poorly when sepa-
rating clusters with similar den-
sities (Pedregosa et al., 2011).
3. It discovers clusters with arbi-
trary shapes.
3. The trained model cannot be
stored.
4. It identifies outliers.
KMC 1. It is efficient (Manning et al.,
2008).
1. It is a local search procedure.
2. It is easy to implement and
simplistic in nature (Harrington,
2012).
2. It is sensitive to initialisa-
tion and local minima (Marsland,
2014). Consequently, repeated
initialisations are required.
3. It mostly converges to a local
minimum of the error function.
3. The number of clusters needs
to be determined before the al-
gorithm can be implemented.
Consequently, repeated initiali-
sations are required.
4. The trained model can be
stored.
4. Overfitting is possible with too
many clusters.
5. It is sensitive to noisy data or
outliers.
Continued on next page
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6. An assumption is made that
the clusters are isotopic and con-
vex, which is not always true (Pe-
dregosa et al., 2011).
7. The curse of dimensionality
is evident with Euclidean dis-
tances. The curse of dimension-
ality describes the growing prob-
lem which arises when more and
more features are added to a
dataset. The features are added
to increase the generalisation ca-
pability of the model; however, it
comes at the cost of an increas-
ingly slow learning model (Nisbet
et al., 2009).
MS 1. It does not make model as-
sumptions and therefore it can
model non-convex shaped clus-
ters.
1. There is no control over the
number of clusters determined
(Carreira-Perpiñán, 2015).
2. It has only one input parame-
ter.
2. It is computationally expen-
sive.
3. It does not have a local min-
imum and the region size deter-
mines unique clustering without
requiring repeated initialisations.
4. It is relatively insensitive to
outliers.
5. The trained model can be
stored.
4.4.1.7 The different clustering performance metrics
According to Pedregosa et al. (2011), there are various metrics to evaluate the perfor-
mance of a clustering algorithm, including the adjusted rand index, mutual information
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based scores, homogeneity, completeness, V-measure, Fowlkes-Mallows scores, silhou-
ette coefficient, Calinski-Harabaz index, Davies-Bouldin index and contingency matrix.
The mathematical formulations are available in Pedregosa et al. (2011).
Some metrics require ground truth class assignments (GTCA), which are the true
labels or cluster assignments of the independent variable(s). Ground truth classes are
hardly available in practice. It can be manually assigned by human annotators or
subject matter experts (SMEs) of the industry or area that the dataset originates from
(Pedregosa et al., 2011).
Metrics which require GTCA will be presented first. For all of them, excluding
the contingency matrix, the best possible value which indicates perfect labelling, good
similarity and significant agreement between two clusters is the value of 1. Metrics
which require GTCA are as follows:
1. Adjusted rand index
The adjusted rand index (ARI) determines the similarity between the predicted
output of the model and the GTCA. It ignores permutations and it performs
chance normalisation. It determines the number of pairs of instances which are
in the same set in both the GTCA and the predictions, and the number of pairs
of instances which are in different sets in both the GTCA and the predictions. It
divides this by the total number of possible pairs in the dataset to normalise the
metric. The metric is adjusted to improve its performance. A value close to 0
indicates random uniform label assignments.
2. Mutual information-based scores
The mutual information-based (MI) score determines the agreement between the
predicted output of the model and the GTCA. It ignores permutations as well. It
uses the probabilities of an instance occurring in a cluster, class and in the inter-
section of the cluster and class. Three versions are possible: as-is MI, normalised
MI (NMI) and adjusted or normalised against chance MI (AMI). A value close
to 0 indicates random, independent, uniform label assignments (not true in the
case of the as-is score).
3. Homogeneity
Homogeneity (h) measures whether a cluster consists of instances which only
belong to a single class.
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4. Completeness
Completeness (c) measures whether all members of a specified class belong to the
same cluster.
5. V-measure
The V-measure is the harmonic mean of both homogeneity (h) and completeness
and the formula is as follows: (c), V = 2hch+c .
6. Fowlkes-Mallows score
The Fowlkes-Mallows index (FMI) or score, measures the geometric average of
the pairwise precision and recall (explained at the classification metrics). A value
close to 0 indicates random, independent, uniform label assignments.
7. Contingency matrix
The contingency matrix determines the set of instances at the intersection for
every true ground truth/predicted pair, by plotting the true clusters to the pre-
dicted clusters. The contingency matrix is based on the assumption that instances
are independent and identically distributed. It is similar to the confusion matrix
used in classification.
Clustering metrics which do not require GTCA are as follows:
1. Silhouette coefficient
The silhouette coefficient measures how similar an instance is to its own clus-
ter compared to other clusters, based on distance measurements. The higher
the value, the denser the clustering model with better-defined, dense and well-
separated clusters. It is determined by using two distance measures: mean intra-
cluster and mean nearest-cluster distances. The intra-cluster distance of an in-
stance is subtracted from its nearest cluster distance and divided by the maximum
distance of the two measurements to normalise the value. The mean silhouette
coefficient is given for a dataset (a set of instances). The value ranges on (−1, 1)
where higher values are preferred since they indicate similarity. Values near 1
indicate good clustering and vice versa for values near -1. Values near 0 indicate
overlapping clusters and negative values indicate that an instance is clustered in
the wrong cluster since a different cluster is more similar to it.
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2. Calinski-Harabaz index or variance ratio criterion
The Calinski-Harabaz value is determined by using the ratio of inter-cluster dis-
persion and intra-cluster dispersion. The goal is to achieve a high Calinski-
Harabaz score, which indicates dense and well-separated clusters.
3. Davies-Bouldin index
The Davies-Bouldin index calculates the average similarity between each cluster
and its most similar cluster, by using the distance between the centroids of the
clusters as well as the distances between the instances of a cluster and its centroid.
The lowest and best possible score is 0 which indicates the best separation between
clusters.
For the purposes of this research study, FMI has been chosen as the clustering
performance metric, since it is a commonly used metric, is simplistic in nature and
easy to understand.
4.4.2 Classification algorithms
The following classification algorithms will be covered by the study: DTs, LogReg,
KNNs, NB, NNs, RFs and SVC. These algorithms are most popularly used in practice
and are well supported in Python. Table 4.5 presents the classification algorithms with
the following characteristics for each: 1) the source where they can be researched in
detail, including their mathematical formulations, 2) applications found in literature
for a variety of data types, including textual data, image data, video data, audio data,
time-series data and transactional data, and 3) the application purposes as mentioned
in Subsection 3.1.2.
4.4.2.1 Decision trees
A DT is a hierarchical data structure which identifies local regions by implementing
the divide-and-conquer strategy using a series of recursive splits. It consists of the base
(root), internal decision nodes (forks), paths between the decision nodes (branches) and
terminal leaf nodes (leaves).
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4.4 The selected machine learning algorithms
Each decision node implements a test function to its input which outputs discrete
outcomes corresponding to the labels of the branches. The input is split based on these
discrete outcomes (branches) and each subset moves to the next decision node. The
process begins at the root and is replicated recursively through the decision nodes until
a leaf node is reached. The final output is the value written on the leaf, which can
be a class code or a numeric value. Thus, DTs can be used for both classification and
regression applications.
Each test function is a simple function which defines a discriminant in the d-
dimensional input space which divides the input space into smaller regions. When
the path is taken from the root through the decision nodes, the regions become repeat-
edly subdivided until a leaf node is reached. A leaf node represents a confined region
(boundaries are determined by the test functions which lead to this leaf) in the input
space where all instances belonging to this region have the same class codes or labels
(classification) or nearly identical numeric outputs (regression). These repeated test
functions enable the simplification of a complex function or input to a series of simple
decisions.
The goal is to find the smallest DT; however, it is an NP-complete problem. Thus,
local search heuristics are used to determine the DTs (Alpaydin, 2010). In general, DTs
are trained with greedy learning algorithms where at each decision node all possible
splitting options are evaluated and the best split at that point is chosen regardless of
its effects later on in the development process and tree structure (Marsland, 2014).
A DT is an efficient non-parametric, supervised learning method. In parametric
methods a model is defined over the whole input space and its parameters are deter-
mined or learnt from the training data. Thereafter the model and its parameters are
applied to the test input. In non-parametric methods a model is defined per local re-
gion, where the local regions are determined by dividing the input space according to
a distance measure, for example, the Euclidean norm. Each local model is trained on
the training data from the region where it belongs. When presented with test data the
local region is determined and the corresponding model is applied to the data. The DT
is a non-parametric method: it grows during learning (branches and leaves are added)
since its structure is not determined before the process starts. Another reason is that
no parametric form is assumed for the class densities of the input data.
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The structure of the DT can be visualised with a decision tree diagram which
indicates the root, decision nodes and their conditions, the branches and the leaves.
For classification problems the goal of the DT is to create pure leaves where only
one class reaches a leaf node. However, when the labels of the data reaching the leaf
node are impure (mixture of classes), a majority vote is made on the class to which
these data points belong. The output of this vote is the value of the leaf node. In
regression applications the value of the leaf node is the average output value of the
data reaching the leaf node.
Important concepts regarding DTs include tree induction, tree size, DT complexity,
stopping criterion, feature selection process types, inductive bias, branching factor,
information entropy, information gain, the Gini index, complexity parameter, pruning,
pre-pruning and post-pruning. Details are available in Harrington (2012); Marsland
(2014) and Alpaydin (2010).
Different types of DTs are available, including binary trees, univariate trees, mul-
tivariate trees, classification trees, regression trees and CARTs (Alpaydin, 2010; Mars-
land, 2014). The trees relevant to this research study are as follows:
1. Classification trees
Classification trees are used for classification applications where leaf nodes have
discrete values or labels. The impurity measure measures the quality or goodness
of a split at a decision node. A split is pure if after the split all the instances
belong to the same class and a leaf node labelled with the class to which all the
instances belong can be added (Alpaydin, 2010). If a split is not pure then its
instances should be split based on a feature which results in minimised impurity
after the split since it will lead to the development of the smallest tree. There is
much emphasis on the impurity measure since it aids in developing the smallest
DT, which is the goal of the DTs. There are various methods available to measure
the impurity, including information entropy, information gain and the Gini Index.
Examples of classification trees are the iterative dichotomiser 3 (ID3) and C4.5
(an extension of the ID3).
2. Regression trees
Regression trees are used for regression applications where leaf nodes have numeric
values. Regression trees are the same as classification trees; however, the only
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difference is the impurity measure which needs to be adjusted for numeric values.
The impurity measure is determined by the mean squared error (MSE), mean
absolute error (MAE) or the worst possible error. The class labels are replaced
with averages and the error is calculated as the sum of the differences between the
output values and the mean of the output values of the instances at the decision
node (Pedregosa et al., 2011).
A leaf node is created when the error is below a pre-specified threshold value. If
the error is above the threshold value, another decision node is created to split
the instances further. At each decision node the feature and the split threshold
(only for numeric features) resulting in a split with the lowest error and largest
reduction in error from before to after the split, is chosen.
Instead of using the averages as the leaf values, linear regression fitted over the
instances at the leaf can be used. The linear regression fit creates smaller trees
at additional computation cost (Alpaydin, 2010).
3. Classification and Regression trees
The CART algorithm is a tree-based algorithm for both classification and regres-
sion applications. Classification is performed by creating binary trees and using
the Gini index or Gini impurity as the impurity measure. Binary trees split only
one feature at a time. Regression is performed by using the sum of squares er-
ror (SSE) as the impurity measure. The CART algorithm has a preprocessing
step to decrease the node complexity and reduce dimensionality through subset
selection. A multivariate version of CARTs is also available (Alpaydin, 2010). A
disadvantage of CARTs is that it is possible to repeatedly use features at splits
and therefore the number of features does not decrease after each split (Harring-
ton, 2012).
4.4.2.2 k-nearest neighbour
The KNN algorithm is a supervised learning method used to classify data (Harrington,
2012). It arranges the labelled input data and the new data point in the input vector
space according to their coordinates (the data point values) and calculates the distance
from each input point to the new point. The k nearest data points are the neighbours
of the new data point and they are used to determine the class of the new point
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(Marsland, 2014). For classification a majority vote from the classes of the neighbours
is used to determine the label of a new point. The KNN algorithm is simple and
effective; however, it is computationally expensive since the entire input dataset is used
for the classification of every new data point. Therefore, KNN is not trained and does
not learn from the data. It provides instance-based learning since instances of the data
are needed to perform the algorithm.
The variable k is an integer value specified by the user and is usually less than
20. A small value for k increases the flexibility of the algorithm at the cost of higher
variance since little data is available on which to base the classification. A small value
for k creates a model which is sensitive to noise (Harrington, 2012). A large value for
k decreases the accuracy since data points far away from the new point are considered
when classifying the new data point. With a large value for k the variance decreases,
the model is less flexible and it has more bias (Marsland, 2014).
Traditionally, the nearest neighbour distances are calculated using the brute force
method where the distances between all pairs of points in the input dataset are cal-
culated. It is an inappropriate method for large input datasets or datasets with high
dimensionality (many features). In order to address the computational expense of the
KNN algorithm, methods have been suggested to enable efficient distance calculations,
namely using DTs. These methods include the KD-tree and the ball tree.
The KD-tree (k-dimensional tree) constructs a tree of binary trees which repeatedly
splits one feature or dimension at a time and constructs a line through the median of
the coordinates of the split dimension (Marsland, 2014). The KD-tree is very fast;
however, it may become inefficient with large dimensionality (Pedregosa et al., 2011).
The ball tree initially constructs two balls or spheres (multidimensional), where
each instance belongs to only one ball, based on the shortest distance to the centroid
of the ball. The balls may overlap. Binary trees are constructed to repeatedly split
each ball into two balls and the data points are allocated to one of the new balls based
on the shortest distance to the centroid of the new ball. The ball-tree outperforms
KD-trees with high dimensionality datasets, depending on the structure of the input
dataset (Pedregosa et al., 2011).
A variety of distance measures are available, including Euclidean, Minkowski and
Manhattan (city block) distance (Marsland, 2014).
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Variants of KNN include the radius nearest neighbour classifier (RNN), nearest
centroid classifier (NC), k-nearest regressor or k-neighbours regressor (KNR) and radius
neighbour regressor (RNR).
The RNN uses the radius (specified by the user) to determine the neighbours of the
new data point which are then used to classify the new data point based on majority
vote. The NC presents every class by the centre or centroid of its members. A new data
point is assigned to the class where the distance from it to the centroid is the shortest.
An advantage of this algorithm is that is has no parameters which need to be specified
or determined by the user. A disadvantage is that it makes an assumption that the
variance is equal in all dimensions, which leads to poor performance on non-convex
classes (Pedregosa et al., 2011). The NC is only applicable for classification.
The KNN and RNN can be adjusted to accommodate regression by using the average
of the labels of the neighbours instead of the majority vote of the classes to determine
the prediction of a new data point. This leads to the KNR and RNR algorithms.
4.4.2.3 Logistic regression
The LogReg algorithm is a supervised learning technique which is used for classification
using numeric or nominal values (Harrington, 2012). It is designed for binary classi-
fication and can be adjusted for multi-class classification problems. It is also called
the ‘logit regression’, ‘maximum-entropy model’ or the ‘log-linear classifier’ (Pedregosa
et al., 2011).
The goal is to determine the optimally separating decision boundary which is defined
by the parameters or the weights of the LogReg. The algorithm starts by multiplying
the input dataset by weights, which include a bias to account for random noise. The
result is a decision boundary which distinguishes between two classes (a positive and
a negative class). Next, the result is fed to the sigmoid function, namely a non-linear
function, which outputs the probability of an instance belonging to one of the two
classes. This is called the objective function of LogReg. A probability greater or equal
to 0.5 indicates that the used instance belongs to the positive class (y = 1), else it
indicates that it belongs to the negative class (y = 0).
Optimisation algorithms (also called ‘solvers’) are used to determine the optimal
weights to ensure the best classification takes place on the current dataset (Harrington,
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2012). Gradient descent is most commonly used. Other solvers include conjugate gra-
dient descent, stochastic gradient descent (SGD), Broyden–Fletcher–Goldfarb–Shanno
(BFGS) and limited memory BFGS (LBFGS) (Ng & Stanford University, 2016). Python
implements these solvers together with stochastic average gradient descent (SAG),
SAGA (variant of SAG), truncated Newton methods (Newton-CG or NTCG meth-
ods) and LIBLINEAR (a library for large-scale linear classification) (Pedregosa et al.,
2011). The mathematical formulations of the solvers and how the solvers determine
the best-fitting weights are available in Ng & Stanford University (2016).
Due to the nature of the optimisation problem, the weights have to be determined
iteratively. The chosen solver is repeatedly applied until a stopping criterion is met.
This means that a predetermined number of iterations have been reached, the classi-
fication success is above a specified threshold or the classification is within a specified
tolerance margin (Harrington, 2012).
To enable multi-class classification, one-vs-rest (OVR), also called one-vs-all (OVA),
classification is mostly used. If there are k different classes, k different binary classifi-
cations will be performed. Each class gets a turn to be the positive class and the rest
of the classes are grouped together to create the negative class (Pedregosa et al., 2011).
Each of the k classifiers learns to identify its own positive class. When a new data
point is classified, all k classifiers are used and the classifier with maximum probability
indicates the class to which the new data point belongs.
4.4.2.4 Näıve Bayes
The NB algorithm is a supervised learning method which is based on Bayes’s theorem.
It is a subset of Bayesian decision theory and performs classification tasks. Bayes’s
theorem includes the following probabilities: P (C1|X) is the conditional probability
(the probability of class 1 given the input data), the prior probability is P (Ci), the
posterior probability is P (Ci|Xj), and the class-conditional probability is P (Xj |Ci)
(Marsland, 2014).
The prior and class conditional probabilities are determined from the training set
and used to determine the posterior probability. A new data point is assigned to the
class according to the maximum a posteriori (MAP), which is the probability which
maximises the posterior probability. MAP indicates the most likely class of new in-
stances given the history or training data.
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An important assumption is made regarding the data, to elevate the effect of in-
creasing dimensionality, namely that the features are conditionally independent, given
the classification (Marsland, 2014).
There are a variety of different Näıve Bayes classifiers available, which differ in the
assumptions made regarding the distribution of P (xi|y). The Gaussian NB (GNB)
assumes the likelihood of features to be Gaussian. The multinomial NB (MNB) is de-
signed for multinomially distributed data and is typically used for text classification.
The complement NB (CNB) is an alteration of the MNB to accommodate imbalanced
input datasets sets. It is also suitable for text classification. The Bernoulli NB (BNB)
assumes that the input data is distributed according to multivariate Bernoulli distribu-
tions. Input data and feature vectors should be binary-valued for this algorithm. It is
also suitable for text classification using word occurrence vectors instead of word count
vectors (Pedregosa et al., 2011).
4.4.2.5 Neural networks
A neural network (NN) or artificial neural network (ANN) is an arrangement of sta-
tistical algorithms whose structure is based on the biological brain patterns found in
human brains. NNs are used to identify and create the non-linear relationships between
input variables and the output variable(s).
An NN consists of an input layer, hidden layer(s) and an output layer. The input
layer provides the input variables. The hidden and output layers consist of perceptrons
or neurons which perform weighted and biased summations of their inputs, which are
passed to mathematical functions called activation functions. The results of the ac-
tivation functions are then sent to the next layer. The neurons in the hidden layers
are interconnected, in parallel and their weights are determined experimentally (itera-
tively over time). The number of neurons in the output layer is equal to the number
of objective functions or dependent variables. Figure 4.4 illustrates the basic NN.
Typical NN parameters include the number of hidden layers, number of neurons
per layer (from the first hidden layer to the output layer), number of delays or delay
units in a recurrent NN (number of hidden layer outputs which are fed back to the
input of the hidden layer), learning rate, the activation function and the momentum
rate (Alpaydin, 2010; Marsland, 2014).
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Figure 4.4: The basic neural network (Neural netwotk image, 2018)
Various trade-offs exist with NNs; usually they involve the quality-time-cost tri-
angle. For example, when increasing the number of neurons, the precision increases
(quality); however, the model development time increases as well. The following are
the most prominent parameters:
1. The number of hidden neurons
Too few or too many neurons lead to poor generalisation, where too few neurons
cannot be effectively trained and too many neurons memorise the noise in the
training set. However, if the number of hidden neurons increases, it becomes
more difficult to train the model (Alpaydin, 2010). The optimal number of hidden
neurons can be determined experimentally or via cross-validation.
2. The number of hidden layers
Theoretically the number of hidden layers is endless; however, it comes at a
computational cost. It is proven mathematically by the Universal Approximation
Theorem that one hidden layer with various neurons is sufficient for any problem
(Marsland, 2014).
3. The learning rate
The learning rate, η (also called the ‘convergence rate’), determines the adjust-
ment size of the weights in the training phase, meaning how quickly the network
learns (Attoh-Okine, 1999). If it is too small, the NN takes a long time to reach a
local optimum (converge). If it is too large, the NN overshoots or misses the local
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optima, oscillates and can fail to converge. It may even diverge. The learning
rate also determines the dependency on recent instances. If it is too large, the
dependency is large and vice versa (Alpaydin, 2010).
4. The momentum rate
The momentum rate, α, influences the training speed of the NN. It determines
the relative contribution of the current and past weight changes to the current
weight change, by adding a proportion of the previous weight change to the
current weight changes. Thus, it influences the size of the weight adjustment
(Attoh-Okine, 1999).
The goal of the model is to determine and optimise the weights and biases associated
with each neuron to minimise the error function between actual and desired output
(Corne et al., 2016). The training process continues until the error stops decreasing
or a pre-specified range is reached (Boschetto et al., 2013). The NN has to be trained
multiple times due to the dependence on the initial weight values, which influences the
error.
Optimisation algorithms are used to determine the optimal weights and biases to
ensure the best classification takes place on the current dataset ((Harrington, 2012).
A training or optimisation algorithm determines the change in the weight of a neu-
ron (Sadeghkhani et al., 2012). A variety of training algorithms for NNs are available,
including back-propagation (BP), back-propagation through time (BPTT), gradient de-
scent algorithms, Newton’s method (Newton-Raphson method), Quasi Newton method,
Levenberg–Marquardt training algorithm, Hessian, BFGS, L-BFGS, Hessian diagonal,
momentum, Delta-bar-delta technique, SuperSAB algorithm, clip the logistic activa-
tion function, Adadelta, adaptive moment estimation (ADAM), AdaMax, AdaGrad, re-
silient backpropagation (RPROP) (Riedmiller & Braun, 1993), iRPROP, RMSProp and
the Robbie Jacobs adaptive weights method. Gradient descent is further divided into
traditional or full batch gradient descent (BGD), stochastic gradient descent (SGD),
minibatch gradient descent, normal gradient descent (NGD) (Amari, 1998), conjugate
gradient descent (CGD) and vSGD (Alpaydin, 2010; Bottou, 2012; Hinton et al., 2012;
Kingma & Ba, 2015; Marsland, 2014; Pedregosa et al., 2011). Gradient-based training
algorithms are popularly used.
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Activation functions play an important role in the generalisation capability of NNs.
Activation functions are also called processing, transfer, basis or neuron function(s).
Activation functions can be categorised according to the output they provide as well
as their shape. Different activation functions are used for classification and regression
problems. Activation functions include the identity or linear function, binary step func-
tion, bipolar step function, logistic or sigmoid function (further divided into the binary
sigmoidal function and bipolar sigmoidal function), ramp function or rectified linear
unit (ReLU), leaky ReLU, periodic functions (sine, cosine, tangent, cosecant, secant
and cotangent functions), radial basis function, exponential function and hyperbolic
functions (hyperbolic sine, cosine, cosecant, secant and cotangent).
Important concepts for NNs are deep learning, online learning, offline learning, batch
training, sequential training, temporal association tasks, NN complexity, Bayesian In-
ference (BI), early stopping generalisation, adaptive learning and Bayesian regularisa-
tion (Alpaydin, 2010; Conde et al., 2018; Marsland, 2014).
Neural networks can be categorised in various ways, depending on the type of
neurons used, the connections between neurons in the network or the overall structure
of the network. The two main types of NNs are feed-forward NNs (FF-NNs) and
recurrent NNs (R-NNs). In FF-NNs the data flows unidirectionally from the input
layer, through the hidden layers(s) to the output layer. FF-NNs include the single
layer perceptron (SLP), the basic FF-NN, the multilayer perceptron (MLP), radial
basis function neural network (RBFNN), autoencoder (AE), variational autoencoder
(VAE) and the sparse autoencoder (SAE) (Alpaydin, 2010; Bengio, 2009; Boschetto
et al., 2013). Recurrent NNs (R-NNs) employ at least one feedback loop. The R-NN
is more suited for dynamic evolutions (Conde et al., 2018). R-NNs include the basic
R-NN, Elman based R-NN (ERNN), Jordan based R-NN (JRNN), long short-term
memory network (LSTM) and the gated recurrent unit (GRU) (Carcano et al., 2008;
Conde et al., 2018; Şeker et al., 2003; Tai et al., 2015). Other NNs include the modular
NN (MNN), extreme learning machine (ELM), liquid state machine (LSM), echo state
network (ESN) and the support vector machine (SVM).
4.4.2.6 Random forests
The RF algorithm is a type of ensemble method where multiple identical learners with
variances or randomness are combined to produce better results than a single learner or
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model. Variances are included to make the learners slightly different from one another.
The basic idea of RFs is that if a single tree is good, then a forest of trees (many trees)
should be better, given that there is variety between them.
The RF algorithm creates randomness from a standard dataset by utilising different
methods, including bagging and limited feature selection. Bagging is the process of
taking bootstrap samples from the dataset to create slightly different training datasets
for every tree. Bootstrap samples are samples which are the same size as the whole
dataset but are taken from the whole dataset with replacement. Different trees learn
on the different datasets and together they create the random forest. To increase the
introduced randomness, limited feature selection is used, where every decision node is
limited to a random subset of the features of the dataset. This limits the choices that
the decision tree can make and enables the decision trees to learn faster.
These two methods of introducing randomness lead to reduced variance without
affecting the bias (Marsland, 2014). The bias of the forest increases slightly (with
reference to the bias of one non-random tree). Due to averaging, its variance also
decreases which compensates more for the slight increase in bias which results in an
overall better model (Pedregosa et al., 2011). The averaging of the outputs of the DTs
also improves the prediction accuracy and the control over the overfitting of the RF.
Two parameters are required for RFs, namely the limited feature selection size and
the number of trees in the forest. The size of the subset of features to consider at each
decision node is usually set to the square root of the total number of features which are
available for classification applications (Marsland, 2014). For regression applications
it is set to the total number of features which are available. The smaller the size of
the subset, the greater the decrease in variance and the greater the increase in bias
(Pedregosa et al., 2011).
An increase in the number of trees leads to an increase in RF accuracy at the cost
of more computation time (Pedregosa et al., 2011).
The algorithm methodology works as follows. For each of the trees the following is
performed (Marsland, 2014):
1. Choose a new bootstrap sample from the training dataset.
2. Train a DT using this bootstrap sample.
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3. At each decision node of the tree, randomly determine the subset of m features
and use it to determine the impurity measure at the node. Select the optimal
feature to continue from, based on the impurity measure.
4. Repeat steps 1 to 3 until a full tree is developed.
The process of building trees continues until the error stops decreasing (Marsland,
2014). The impurity measure or criterion is the same as for DTs. For classification, the
entropy, Gini or misclassification measures could be used and for regression the mean
squared error (MSE) or mean absolute error (MAE) could be used (Pedregosa et al.,
2011).
After the trees have been built (trained), the majority vote for classification appli-
cations and the average response for regression applications is the output of the forest
(Marsland, 2014).
Python also introduces another type of tree and forest, called an extra tree (ET) and
extra forest (EF), respectively. The ET fits a number of randomised DTs on different
random subsets of the input dataset and uses averaging to increase the accuracy and
control overfitting. The extra forest creates highly randomised trees. There is added
randomness with the splitting rule compared to that of the RF. In general, RFs search
for the most discriminative threshold in the random subset of candidate features, where
the EF randomly draws thresholds for each candidate feature and the best is used as
the splitting rule. The EF has decreased variance at the cost of a slightly increased
bias (Pedregosa et al., 2011).
4.4.2.7 Support vector machines
The SVM or support vector network was invented for two group classification prob-
lems where the training data is linearly separable and labelled, making it a supervised
learning technique (Cortes & Vapnik, 1995). It is also called a ‘discriminative clas-
sifier’ since it discriminates between classes. Throughout the years different versions
were developed which can accommodate non-linear separable training data, regression
problems, clustering problems, anomaly detection (unsupervised learning), multi-class
classification and semi-supervised learning cases.
The goal of the SVM is to determine the best hyperplane which ensures the opti-
mal separation of the two classes by maximising the margin of the training data. By
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maximising the margin, the data is correctly classified and the best generalisation is
achieved (Alpaydin, 2010). The margin is the distance from the data closest to the
hyperplane on its left-hand side to the data closest to the hyperplane on its right-hand
side. Thus, it is approximately twice the distance to the closest point to the hyper-
plane. The hyperplane is defined as a linear decision function which separates data
in two groups since it is linear. The dimension of the hyperplane is always one less
than the dimension of the data: for example, if the data is one-dimensional the hy-
perplane is a dot; if the data is two-dimensional the hyperplane is a line; if the data
is three-dimensional the hyperplane is a plane; if the data is four or more dimensional
the hyperplane is a hyperplane.
In order to find the optimal hyperplane, two auxiliary, parallel hyperplanes are
constructed, one on each side of the optimal hyperplane and parallel to the optimal
hyperplane. Each auxiliary hyperplane goes through the data closest to the optimal
hyperplane. Next, the margin is determined by calculating the perpendicular distance
between the auxiliary hyperplanes. By maximising the margin, the optimal weights and
bias which construct the optimal hyperplane and ensure maximal separation between
the two classes are determined.
An optimisation process is employed to maximise the margin. The support vectors
are determined through the optimising process. The support vectors are the data points
from the input dataset which lie on the margin. They are used to calculate the bias of
the optimal hyperplane and to construct it.
A variety of SVMs have been developed, including the traditional SVM or support
vector classifier (SVC), soft-margin SVM, linear SVM, SVM with kernel trick, multi-
class SVM, Support Vector Regressor (SVR), one-class SVM, Least squares SVM (LS-
SVM), ranking SVM (RSVM), structured or structural SVM (S-SVM) and transductive
SVM (T-SVM) (Manning et al., 2008; Wang et al., 2006).
The following SVMs are relevant to this study:
1. Traditional SVM
It is a supervised learning algorithm which uses linearly separable, labelled data
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2. Soft-margin SVM
A parameter, the regularisation parameter, is added as a penalty term to the
traditional SVM to accommodate a small number of outliers which are in the
margin or are misclassified data points.
3. SVM with kernel trick
This SVM is similar to the traditional SVM; however, it uses non-linearly separa-
ble, labelled data and a kernel function or non-linear basis function, which maps
input to a usually higher dimensional space where a linear separation is possible
and constructed on the transformed data.
4. Linear SVM
The linear SVM is an SVM which does not use non-linear kernel functions; thus,
it seperates the data linearly.
5. Multi-class SVM
Originally, SVMs were designed for two-class classification and different methods
were developed to employ SVMs for multi-class classification.
6. Support Vector Regression (SVR)
The SVR uses the same method as the SVC to predict real-valued output instead
of performing classification. Kernel functions can also be employed.
7. One-class SVM
This is an SVM for unsupervised learning where high-density areas or regions are
estimated. This is usually used for outlier or novelty detection, which is a type
of clustering method.
Data is mostly not linearly separable and there is no hyperplane which can separate
that data perfectly. Therefore, a hyperplane to accommodate the deviation of the data
points from the margin is needed. Deviations take two forms: misclassified data points
which lie on the wrong side of the hyperplane and data points lying in the margin on the
correct side of the hyperplane (correctly classified) (Alpaydin, 2010). The data points
satisfying the deviations are called the non-separable points. The soft-margin SVM
accommodates the deviations by using one of two possible implementations: using a
regularisation parameter C or regularisation parameter v ∈ (0, 1].
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The SVM with kernel trick is applied when the data has too many outliers and the
classification error is too large. The idea is to map the data to a new space, usually a
higher dimensional space than the current one, by performing non-linear transformation
using a chosen basis function and then creating a linear model in the new space. A
hard- or soft-margin SVM could be used as the base. Three kernel or basis functions
are commonly used (Pedregosa et al., 2011): polynomial function, radial basis function
(RBF) or hyperbolic tangent function (also called the tanh or sigmoid function). Other
variations of kernel functions are also possible. A precomputed kernel could be specified
by the data analyst, which is an application specific kernel. Multiple kernel learning is
when kernel functions consisting of combinations of different kernel functions are used.
The SVM algorithm is designed for binary classification and generally three methods
are employed for multi-class SVM classification.
The methods for multi-class SVM classification are:
• One-versus-all (OVA) classifiers
If there are n classes, n SVCs are created. One class is chosen as the positive class
and the rest of the classes form the negative class. The class of a new data point
is determined by the classifier which outputs the highest absolute value (Manning
et al., 2008).
• One-versus-one (OVO) classifiers
This enables the pairwise separation of classes, by creating N(N−1)2 SVCs where
two classes are used per SVC. The training time may decrease since the training
dataset per classifier is smaller than the one-versus-all method. The class which is
chosen by most classifiers is the final class of a new data point (Alpaydin, 2010).
• The Crammer and Singer method
This method provides a single optimisation problem for multi-class problems by
adjusting the constraint to the objective function (Pedregosa et al., 2011).
SVC predicts categorical labels, while SVR predicts real-valued labels. A hyper-
plane is also constructed for SVR; however, it outputs numerical values. Instead of
optimally separating the classes, the hyperplane has to fit the data perfectly. The goal
is to determine the weights and bias such that the hyperplane best fits the data with
minimised error (Alpaydin, 2010). The optimisation process is the same for SVR as it is
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for SVC. The kernel trick can also be incorporated into SVR for cases with non-linearly
separable data. An equivalent C-SVC and v-SVC formulation is available for SVR.
The one-class SVM or support vector clustering is most commonly used for anomaly
detection which includes outlier and novelty detection. The one-class SVM is more
specifically designed for novelty detection but can be implemented for outlier detec-
tion. In outlier detection (unsupervised anomaly detection) the training data contains
outliers (data points which are relatively far from the others in the same set) and the
model tries to determine areas where the training data is mostly concentrated. In nov-
elty detection (semi-supervised anomaly detection) the training data does not contain
any outliers and the model tries to determine whether a new data point is an outlier or
not. If it is an outlier, it is called a novelty (Pedregosa et al., 2011). The one-class SVM
is specifically designed for detection; however, the other algorithms identify outliers as
well.
The one-class SVM constructs a sphere of radius R and with a centre a with two
objectives: 1) enclose as much as possible density or instances by finding; 2) the smallest
possible radius. It can also be adjusted to accommodate the deviation of the data points
which lie outside the sphere. A positive result indicates that the data point lies within
the sphere and vice versa for a negative result (Schölkopf et al., 2001).
The kernel trick can also be incorporated into the one-class SVM for cases with
non-linearly separable data. The kernel functions can be employed by transforming
the data to a new space and constructing the sphere there. Thus, arbitrary shapes
can be defined in the original space by using a kernel function. An equivalent C-SVC
formulation is available for the one-class SVM. Another implementation of the multi-
class SVM is available, which is widely used by programming packages (Chang & Lin,
2011).
In Python six different kernel function options are available: linear (LIN), polyno-
mial (POLY), RBF, sigmoid (SIG), precomputed and callable. Precomputed functions
use a specific matrix, the Gram matrix (G = X ·XT ), instead of X when fitting the
model. The callable option enables the user to use a function created in Python (Pe-
dregosa et al., 2011).
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4.4.2.8 The advantages and disadvantages of the selected classification al-
gorithms
As previously stated, some classification algorithms can be adjusted to accommodate
regression applications as well. The underlying algorithm methodology remains the
same; however, the output is treated differently. Table 4.6 presents the advantages
and disadvantages of the selected purely classification algorithms. Table 4.7 presents
the advantages and disadvantages of the selected algorithms which can perform both
classification and regression.
Table 4.6: Advantages and disadvantages of the selected purely classification algorithms
Algorithm Advantages Disadvantages
LogReg 1. It is easy to implement (Harring-
ton, 2012).
1. It easily overfits the data (Har-
rington, 2012).
2. It is computationally inexpensive. 2. It is prone to low accuracy.
3. Gradient descent makes it less
complex.
3. The learning rate has to be man-
ually determined or picked.
4. It enables easy interpretation of
the knowledge representation (Har-
rington, 2012).
4. Gradient descent is a slower opti-
misation algorithm (Ng & Stanford
University, 2016).
NB 1. It enables fast computation at low
computational cost.
1. It is a good classifier; however,
it is a poor estimator (Marsland,
2014).
2. It is simple to implement and can
work with small input datasets.
2. It is sensitive to the preparation
the input datasets underwent (Har-
rington, 2012).
3. It handles the curse of dimension-
ality well (Marsland, 2014).
3. An underlying assumption is that
the features are conditionally inde-
pendent.
Continued on next page
108
Stellenbosch University https://scholar.sun.ac.za
4.4 The selected machine learning algorithms
Algorithm Advantages Disadvantages
4. It handles multiple classes well
(Harrington, 2012) and enables
multi-class prediction applications.
4. The zero probability problem/fre-
quency problem: if there is no train-
ing of a specific class, it leads to
a zero posterior probability and the
model would be unable to make pre-
dictions.
Table 4.7: Advantages and disadvantages of the selected classification and regression
algorithms
Algorithm Advantages Disadvantages
DTs 1. They provide a white box
method, namely it is clear what
exactly it is doing. Therefore, it
is a transparent method. People
tend to trust white box applications
since they are transparent (Mars-
land, 2014).
1. A tree with complex nodes and
small size loses the goal of the tree,
i.e to divide the problem into a
set of simple problems (Alpaydin,
2010).
2. It enables knowledge extraction
since it is interpretable and easily
understood, which enables human
experts to verify the model (Alpay-
din, 2010).
2. With increased noise in the data,
larger trees result since there is a
strive to grow a pure tree. This may
also lead to weak generalisation and
overfitting.
3. They enable feature extraction.
It indicates which features, the fea-
tures at the root, are more impor-
tant globally. The relevant features
are also used by the DT (Alpaydin,
2010).
3. With increased node complexity,
more data is required and overfitting
prone trees are produced since less
and less data is available as the pro-
cess moves down the tree.
4. Trees with simple nodes and low
branching factors, are large trees
which are more interpretable (Al-
paydin, 2010).
4. Overfitting is possible; thus, over-
complex trees are created which do
not generalise the data well.
Continued on next page
109
Stellenbosch University https://scholar.sun.ac.za




5. A set of “if-then” rules, or log-
ical disjunctions, can easily be de-
termined from the DT which is suit-
able for use in a rule induction sys-
tem (Marsland, 2014). These are
also easy to transform into program
code.
5. Many valued dimensions are
favoured by splitting, resulting in
many branches. Although the im-
purity is low, the complexity or
branching factor is high which is
against the principle of splitting to
create simple decisions.
6. There is a low computational cost
when developing the tree and an
even lower cost to use the tree which
enables immediate results and quick
responses (Marsland, 2014).
6. The optimal decision tree cannot
be determined since it is an NP-
complete problem. The algorithm is
based on heuristic algorithms which
cannot guarantee the creation of the
globally optimal decision tree.
7. They require little data prepara-
tion and they accommodate noisy
data and missing data (Marsland,
2014)
7. If some features or classes domi-
nate, biased trees result.
8. They indicate the main character-
istics of the dataset, including the
relevant dimensions and split posi-
tions.
8. Some concepts are difficult to
learn since decision trees do not ex-
press them easily (Pedregosa et al.,
2011).
9. The learnt model can be val-
idated by using statistical tests,
which makes it possible to deter-
mine the reliability of the model
(Pedregosa et al., 2011).
9. Small variations in the data may
result in unstable decision trees
since a completely different tree is
being created.
10. They can be used in both classi-
fication and regression applications
since they can handle both categor-
ical and numerical data (Pedregosa
et al., 2011).
Continued on next page
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11. The derived “if-then” rules
are easier to read and understand.
Their order in the tree is irrelevant
as long as they are accurate in clas-
sification (Marsland, 2014).
12. It is easy to transform the tree
into a graph for visualisation pur-
poses (Marsland, 2014).
13. They can handle multi-output
problems (Pedregosa et al., 2011).
14. The hierarchical structure en-
ables fast localisation of the input
space which covers the input.
CART 1. It can perform both classification
and regression and can handle both
continuous and discrete values, in
any combination.
1. It may create unstable decision
trees.
2. It can determine the interac-
tions among variables (Singh & Giri,
2014).
2. It splits by one variable only at a
time.
3. It can handle missing values and
outliers.
3. It is non-parametric (Gupta et al.,
2017).
ID3 1. It enables pruning and the reduc-
tion of the number of tests or deci-
sion nodes.
1. It only performs classification
since it is designed for categorical
attributes or features, not numeric
values.
2. Its calculation time is a linear
function of the product of the num-
ber of features and the number of
nodes (Singh & Giri, 2014).
2. If it is applied to continuous
data it will be computationally ex-
pensive and time-consuming, since
many trees will be created to deter-
mine where to break the continuum
(Harrington, 2012).
Continued on next page
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3. It produces understandable pre-
diction rules from the data (Gupta
et al., 2017).
3. Overfitting is possible with small
datasets.
4. It searches through the whole
dataset to determine the whole tree.
4. At decision nodes, one feature is
tested at a time which results in a
time-consuming process.
5. Builds small trees fast. 5. In large datasets, ID3 is sensitive
to large valued features.
6. It does not handle missing values
well (Gupta et al., 2017).
RF 1. They produce highly accurate
models and give an estimate of the
important variables in classification.
1. Sometimes its classification is dif-
ficult to be interpreted by humans.
2. It can handle both continuous and
discrete values, in any combination
and can perform both classification
and regression.
2. Overfitting is possible with
datasets containing noise (Gupta
et al., 2017).
3. The algorithm is stable. If a new
data point is added it may impact
one tree; however, it does not influ-
ence the overall algorithm.
3. They are very complex which
leads to an increase in the computa-
tional cost and the required training
time.
4. The trees can be trained in paral-
lel since they are independent from
another which reduces the training
time.
5. Cross-validation and pruning are
not required (Marsland, 2014)
6. They deal well with large
datasets, missing values or if the
data has not been scaled well.
7. Random forests are not biased.
Continued on next page
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8. It recognises outliers and anoma-
lies.
KNN 1. It achieves high accuracy, is ro-
bust to noisy data and is effective on
large datasets (Harrington, 2012).
1. It suffers from the curse of di-
mensionality, namely it is a compu-
tationally expensive algorithm since
it calculates distances across the full
dataset for the classification of each
new instance (Marsland, 2014).
2. It is not sensitive to outliers. 2. The larger the data, the longer
the run-time.
3. It does not make assumptions
about the data and is simplistic and
intuitive.
3. It requires large memory since it
stores and uses the full dataset.
4. It works with both numerical and
categorical values.
4. It does not provide summation of
underlying structure of the data.
MLP 1. They can approximate the non-
linear relationship between indepen-
dent and dependent variables.
1. They are like black boxes: they
provide results but do not provide
explicit information about the un-
derlying processes they incorporate
to determine the results (Conde
et al., 2018).
2. They offer high accuracy and con-
sistency of results.
2. High computational complexity
can occur (Corne et al., 2016).
3. They have good capacity for gen-
eralisation (Conde et al., 2018).
3. They tend to overfit the data,
making it more sensitive to noise
and approximating the noise in data
as well whilst it should be ignored.
This increases the number of model
parameters.
4. They can model complex pro-
cesses.
4. The empirical nature of develop-
ing the model can be viewed as an-
other disadvantage.
Continued on next page
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5. Any continual and multivariate
function can be approximated by an
MLP.
5. It is time-consuming to deter-
mine the optimal number of neurons
in the hidden layer(s), the learning
rate and the momentum rate. The
hyper-parameters need to be fine-
tuned and are usually determined
on a trail-and-error basis (Boschetto
et al., 2013).
6. They enable online learning (Pe-
dregosa et al., 2011).
6. The MLP has non-convex loss
functions due to the hidden lay-
ers, which indicates that multiple
local minima are possible. There-
fore, different validation accura-
cies are achieved with different
random weight initialisations (Pe-
dregosa et al., 2011).
SVM 1. They enable sparsity of solution
since only the support vectors are
needed to solve the problem instead
of the entire training set (Alpaydin,
2010).
1. Overfitting is possible when the
number of features is much greater
than the number of samples (Pe-
dregosa et al., 2011).
2. They perform well in cases where
the number of attributes or dimen-
sions is greater then the number
of instances or samples (Pedregosa
et al., 2011).
2. An expensive five-fold cross-
validation method is used to cal-
culate the probability estimates (or
ranks for the ranking SVM) since
SVMs do not provide it directly.
3. They have a small number of pa-
rameters to specify and can learn
non-linear models with the kernel
trick.
3. They can be computationally ex-
pensive during the training process
(Sapankevych & Sankar, 2009).
4. The SVM is determined by the
sample size, not the dimensionality
of the training set.
4. The specified parameters have to
be determined empirically and ex-
perimentally.
Continued on next page
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5. They enable clustering, classifica-
tion, regression and ranking. Multi-
class classification is possible with
the multi-class SVC.
6. They are effective in high di-
mensional spaces, are computation-
ally efficient, provide high general-
isation and are guaranteed to con-
verge to an optimal solution (Rozen-
berg et al., 2012; Sapankevych &
Sankar, 2009).
7. Kernel functions enable versatil-
ity.
4.4.2.9 The different classification performance metrics
For classification output there are three possible outputs as discussed in Section 4.3,
and each has specific metrics. Some metrics are versatile and can be applied to more
than one type of classification output. Table 4.8 summarises the different performance
metrics per classification output. Alpaydin (2010) suggests methods for recomparing
different algorithms to each other, including McNemar’s Test, k-fold cross-validated
paired t test and analysis of variance (ANOVA). The mathematical formulations of the
classification metrics are available in Pedregosa et al. (2011).
Table 4.8: A summary of the classification performance metrics for the different classi-
fication outputs (Pedregosa et al., 2011)
Output type Performance metricss
Binary Precision-recall pairs for different probability thresholds, the receiver
operating characteristic (ROC), the balanced accuracy score




Accuracy, F1 score (or F-score or F-measure), F-beta score, Hamming
loss, Jaccard similarity coefficient score, logistic or entropy loss, preci-
sion, recall, zero-one classification loss
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The performance metrics for classification include the following:
1. Accuracy
Accuracy calculates the fraction of samples which have been correctly classified.
For multi-label classification, subset accuracies are used and if all the true outputs
of the validation dataset are correctly matched by the model for an individual
instance, then the subset accuracy is 1, otherwise it is 0. Accuracy is suitable
with a balanced dataset.
2. Cohen’s kappa
Cohen’s kappa is designed to compare the label allocations of different human
annotators instead of a classifier and the GTCA. Cohen’s kappa incorporates
a probability of expected agreement by chance or the proportion of the times
the human annotators would be expected to agree by chance. Cohan’s kappa is
bounded to the range (−1, 1).
3. Confusion matrix
In the multi-class case, the confusion matrix is a square contingency matrix and
it compares the true classes to the predicted classes. The diagonal indicates the
number of instances per class which were correctly classified and the rest of the
matrix indicates the number of misclassified instances, as well as what class they
were predicted to be in.
In the binary classification case, the two classes are viewed as a positive and a
negative class and the confusion matrix presents the true positives, true negatives,
false positives and false negatives. True positives and true negatives are correctly
predicted instances for the positive and negative class respectively. False positives
occur when the model predicts a negative instance to be positive and vice versa
for false negatives. The confusion matrix provides a visual interpretation of which
class is misclassified, especially in cases with class imbalance (Alpaydin, 2010).
4. Precision
Precision indicates what proportion of positive predictions truly belong to the
positive class. Precision is the ability of the model to avoid false positives or
to avoid misclassifying negative instances as positive instances. Precision gives
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information on how many predictions were correct (Harrington, 2012; Marsland,
2014).
5. Recall or sensitivity
Recall indicates what proportion of the truly positive instances were correctly
classified by the model as positive. Recall is the ability of the model to determine
all positive instances. Recall gives information on how many true instances were
misclassified (Harrington, 2012; Marsland, 2014).
6. F1-score, F-score or F-measure
The F-measure calculates the weighted harmonic mean of precision and recall.
For the purposes of this research study, accuracy has been chosen as the classification
performance metric, since it is a commonly used metric, is simplistic in nature and easy
to understand.
4.4.3 Regression algorithms
The following regression algorithms will be covered by the study: DTs, KNR, LinReg,
MLP, RFs and SVMs. DTs, KNRs, MLP, RFs and SVMs have been discussed in the
previous section. These algorithms are most popularly used in practice and are well
supported in Python. Table 4.9 presents the regression algorithms with the following
characteristics for each: 1) the source where they can be researched in detail, including
their mathematical formulations, 2) applications found in literature for a variety of data
types, including time-series data and transactional data, and lastly 3) the application
purposes as mentioned in Subsection 3.1.2.
4.4.3.1 Linear regression
The goal of LinReg is to determine the relationship or function which maps inputs
to outputs. Generally, this function is the sum of a deterministic function and some
unexplained variability (Alpaydin, 2010). The unexplained variability is random noise.
The deterministic function, also called ‘regression equation’, is a linear function. The
function remains linear with an increase in input dimensionality; however, then it
defines a linear hyperplane (Marsland, 2014).
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4.4 The selected machine learning algorithms
The regression equation multiplies the regression weights by the feature values of
an instance to determine the prediction for the instance. The process of determining
these weights or parameters is called regression (Harrington, 2012). The sum of squared
errors function (SSE) or the relative squared error (RSE) function is used to learn the
weights through a process called the least-squares optimisation (Marsland, 2014). The
derivative of the SSE error function (in terms of the weights) is determined and the
set of parameters which minimises this function is called the least squares estimates or
regression weights.
4.4.3.2 The advantages and disadvantages of the selected regression algo-
rithms
Table 4.10 presents the advantages and disadvantages of the selected purely regression
algorithms, namely LinReg.
Table 4.10: Advantages and disadvantages of the selected purely regression algorithms,
namely linear regression
Advantages Disadvantages
1. The results are easily interpreted. 1. It models non-linear data poorly.
2. Is is a computationally inexpensive
method (Harrington, 2012).
2. It is prone to under-fitting the data.
3. Multi-class classification is possible
(Pedregosa et al., 2011).
3. It is only applicable for regression
problems (Harrington, 2012)
4. It makes the assumption that the ob-
servations are independently and iden-
tically distributed, which makes it in-
appropriate for time-series data.
4.4.3.3 The different regression performance metrics
There are various metrics to evaluate the performance of regression algorithms, includ-
ing explained variance score, mean absolute error, mean squared error, mean squared
logarithmic error, median absolute error, the coefficient of determination, the root mean
squared error, the mean or maximum relative error and the mean absolute percentage
error. As mentioned in Section 4.3, regression applications have possible output options:
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single output and multi-output. The above-mentioned metrics have been adjusted to
handle the multi-output regression case as well. The mathematical formulations of the
regression metrics are available in Pedregosa et al. (2011).
1. Explained variance score
The explained variance measures the proportion to which the model represents
the variation of the input dataset. The best possible score is 1. For multi-output
regression, three options of presentation are available: an explained variance score
per output, a single explained variance score which is the average of the outputs
(uniform weighted), or an explained variance score which is the average of all
outputs’ scores which are weighted by the variances of each individual output.
2. Mean absolute error (MAE)
The MAE compares the true output to the predicted output by calculating the
average of the absolute difference between the predicted output and the true
output. The MAE is a linear score, since the individual differences are weighted
uniformly on the average. It summarises the model’s performance independently
from the direction of over-prediction or under-prediction. MAE is a risk metric
which represents the expected value of the absolute error loss function. This
metric is robust to outliers. The values are always non-negative and the best
possible value is 0. For multi-output regression, two options of presentation are
possible: an MAE per output or a single MAE which is the average of the uniform
weighted outputs.
3. Mean squared error (MSE)
The MSE compares the true output with the predicted output by calculating the
variance of the differences between the predicted output and the true output.
It is identical to calculating the average of the squared difference between the
predicted output and the true output. It summarises the model’s performance
independently from the direction of over-prediction or under-prediction. It is a
risk metric representing the expected value of the quadratic or squared error loss
function. The values are always non-negative and the best possible value is 0.
For multi-output regression, two options of presentation are available: an MSE
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4. Mean squared logarithmic error (MSLE)
The MSLE is a risk metric representing the expected value of the squared log-
arithmic error loss function. Under-predictions are penalised more than over-
predictions since this metric is more suitable for exponentially growing output,
for example, population growth or sales of a commodity over a time-line. The
values are always non-negative and the best possible value is 0. For multi-output
regression, two options of presentation are possible: an MSLE per output or a
single MSLE which is the average of the uniform weighted outputs.
5. Median absolute error (MedAE)
The MedAE compares the true output with the predicted output by calculating
the median error, where the error is calculated by subtracting the predicted value
from the true value. This metric is robust to outliers. The value is always non-
negative and the best possible value is 0. MedAE is not suitable for multi-output
regression.
6. Coefficient of determination, R2
The R2 measures how well the model fits the data. It indicates the proportion of
the variance in the output which is predictable from the input. The value is in
the range (−1, 1) and the best possible value is 1. For multi-output regression,
three options of presentation are available, namely a R2 per output, a single R2
which is the average of the uniform weighted R2 per output, or a single R2 which
is the average of the R2 of all outputs which are weighted by the variances of each
individual output.
For the purposes of this research study, MSE has been chosen as the regression
performance metric since it is since it is a commonly used metric, is simplistic in
nature and easy to understand.
4.5 Conclusion: Chapter 4
This chapter introduced machine learning, the types and classes of machine learning
algorithms and the selected machine learning algorithms for this research study. Each
of the selected machine learning algorithms was discussed, including their applications
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in literature, methodology, advantages and disadvantages, and the different metrics
used to evaluate their performance.
In the following chapter, the decision support framework for this study will be con-





Developing the decision support
framework
The previous chapter discussed literature on machine learning (ML), including the def-
inition of ML, the types of learning, the classes of ML and the different ML algorithms
which will be used in this study.
In Chapters 3 and 4, Phases 1 to 5 of Jabareen’s framework development method-
ology were applied. In this chapter, Phase 6 of Jabareen’s methodology, ‘Synthesise
the concepts into a framework’, will be applied. This chapter will present the con-
ceptual framework developed. Thereafter, it will provide the implementation of the
CRoss-Industry Standard Process for Data Mining (CRISP-DM) to aid in the design
and implementations of the ML experiments to further the framework. This chapter
will also present and discuss the datasets which will be used in this study, the prepro-
cessing performed on them and the implementations of the presented ML algorithms.
Thereafter, this chapter describes the development of the framework, by investigating
the developed ML models. Lastly, this chapter presents the developed decision support
framework. This chapter fulfils Objectives 2, 3 and 4 of this study.
5.1 Developing the conceptual framework




5.1 Developing the conceptual framework
5.1.1 The basic idea for the decision support framework
As stated in Subsection 1.3, the goal of the research is to develop a decision support
framework which considers both the data characteristics and the application purpose
to indicate the appropriate machine learning algorithm for a given scenario. There are
three main concepts: data characteristics, application purposes and ML algorithms.
Together they form a three-dimensional framework, as illustrated in Figure 5.1. As per
Phase 6 of Jabareen’s framework development methodology, the identified concepts are
used to construct the framework. Since it is difficult to illustrate a three-dimensional
figure on a two-dimensional page, the framework will be cut along the y-axis and the
interaction of the application purposes and ML algorithms will be illustrated per data
type (each cut).
As stated in Subsection 3.2.1, data types or characteristics in this study refer to
text, image, audio, video, time-series and transactional data. The application purposes
for this research study were identified in Subsection 3.1.2, while the ML algorithms for







Figure 5.1: The basic idea for the decision support framework
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5.1.2 The five criteria of the framework
As stated in Subsection 1.2, the decision support framework will be developed for a
semi-skilled analyst, with mathematics, statistics and programming education, who is
familiar with the process of programming, yet has not specialised in the variety of
ML algorithms which are available. Different indicators will be needed to assist the
analyst in understanding the factors involved per data type, application purpose and
ML algorithm interaction. Therefore, the following five criteria have been developed to
assist the analyst in the final choice of which ML algorithm to choose. The criteria are
as follows:
1. Interpretability score per application purpose
The interpretability score indicates the possibility to derive meaning from the
results, given the user’s or analyst’s (human) capability. It is a binary score (Y or
N) which describes whether the analyst can determine the relationship between
the results of the application purpose and the data to make realistic sense of
what is presented or discovered. This score is provided and explained per data
type since the format or structure of the data influences its interpretability. It is
based on the format of the preprocessed data. The score is also provided at the
visualisation application purpose of the ML algorithms.
2. Programming requirements score per application purpose
The programming score indicates the amount of programming which will be
needed to achieve the desired application purpose. The different programming
scores and their interpretations are presented in Table 5.1. In some cases the ML
algorithm will provide the desired application purpose directly (dark green score)
and no additional programming would be required. In other cases the analyst
would have to convert the results of the ML algorithm into the desired results for
the application purpose via programming. In the cases where the ML algorithms
cannot accommodate an application purpose (not designed for it) and additional
programming will not help, the programming score is white.
126
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Table 5.1: The interpretation of the programming score
Given by the algorithm; no programming needed
Mostly given by the algorithm/package; little programming needed
Little given by the algorithm; program the rest
Full programming, by using only the outputted labels, is required
Not available
3. Recommendation score per application purpose
The recommendation score indicates the usefulness of the result of the program-
ming task given the data properties or format and the ability to replicate the
developed model.
The recommendation score is a numerical value which is provided per program-
ming score. The different recommendation scores and their interpretations are
presented in Table 5.2. This score will not be indicated at dark green and white
programming scores, since dark green indicates the model provides the desired
application directly (no additional programming required) and white indicates
that the model does not provide the desired application purpose (it is not avail-
able). The recommendation score is linked to the light green, yellow and orange
programming scores.
This score is not provided for the visualisation application purpose. Visualisation
does not convert the results of the ML algorithm; it only illustrates it. The rec-
ommendation score is also not provided for the educational assistance application
purpose since it can be determined what instances in the dataset to inspect, but
not how to inspect them in order to derive meaningful results. That depends on
the dataset itself and a subject matter expert (SME) will be required.
4. Performance score per machine learning algorithm
The performance score of the ML algorithm is given as a ranking score in as-
cending order (lower value indicates better performance and vice versa). The
Fowlkes-Mallows index/score (FMI) will be used for clustering algorithms, the
accuracy score for classification algorithms and the mean squared error (MSE)
for regression algorithms. The best score is highlighted in green, the worst in red
and the average performers in orange.
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Table 5.2: The interpretation of the recommendation score
Exact copy of the model is created 3
Serves as a guideline 2
Do not use 0
5. Execution time score per machine learning algorithm
The execution time is the time it took the ML algorithm to execute the full
implementation, given as a ranking score in ascending order (lower value indicates
less execution time and vice versa).
For classification and regression algorithms the execution time is measured from
fitting the training dataset to predicting the output of the validation dataset.
In the case of clustering algorithms, only the time to fit the data is used. The
best score is highlighted in green, the worst in red and the average performers in
orange.
5.2 Populating the conceptual framework I
In this section the development of the conceptual framework will be further described.
This section will focus on evaluating the performance and execution time scores of
the ML algorithms, by applying Phases 3 and 4 of the CRISP-DM to design and
implement the experimentations with the different ML algorithms. This section will
present the datasets used in this study, the data preprocessing and the ML algorithm
implementations. Lastly, each ML algorithm implementation will be investigated and
evaluated according to the criteria of the framework.
5.2.1 The datasets
Six different data types were used in this research study: text, image, audio, video,
transactional and time-series data. All six data types are applicable to clustering
and classification; however, only transactional and time-series data are applicable to
regression. The datasets for classification are also applicable for clustering, since both
types of algorithms are concerned with the grouping of instances into classes/clusters.
A total of 75 datasets were collected from online, public data repositories, including
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Kaggle and UCI. Summaries of the datasets, including their sources and references are
available in Appendix A.
5.2.2 Data preparation and preprocessing
The following data preprocessing methods, as specified by the third phase of the CRISP-
DM, ‘Data preparation and preprocessing’, were performed on the collected datasets:
5.2.2.1 Data cleaning
The datasets should be examined for outliers, errors and missing values and treated
according to the strategies and methods provided in Subsection 3.3.1. The outliers
were not removed, since the ML algorithms were evaluated on their ability to recognise
outliers. Errors in terms of inconsistent values compared to the rest of the features,
for example, text in a numerical valued feature, were removed as if they were missing
values. Missing values were treated using the discard strategy as mentioned in Sub-
section 3.3.1.3, since the imputing strategy would be a time-consuming process. The
researcher also could not determine the correct values since she does not have access
to the infrastructures which created the datasets.
5.2.2.2 Data transformation
The numerical variables were transformed according to the zero-to-one standardisation,
since the researcher wanted to preserve the original data distributions as far as possible.
Using the z-score would introduce an underlying distribution to the data. Not all
ML algorithms can handle negative values; thus, the [−1, 1] value range was avoided.
The zero-to-one standardisation also enables the testing of the capabilities of the ML
algorithms to perform outlier detection as an application purpose since it emphasises
outliers.
The categorical variables were replaced by the binary dummy variables as explained
in Subsection 3.3.2.2 and illustrated in Table 3.1.
For clustering and classification, the target variables were transformed to integers
starting at 0. For regression the target variables were transformed to the [0, 1] value
range using the zero-to-one standardisation.
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5.2.2.3 Normalisation
Normalisation is not applicable for ML algorithms, since the ML algorithms perform it
themselves, as explained in Subsection 3.3.3.
5.2.2.4 Filtering
Unnecessary or insignificant features were filtered or removed from the datasets where
needed. For example, in the parking time-series dataset both the size and current occu-
pancy of each parking area were provided per time stamp, whereas only the occupancy
over time is needed. The size remained constant throughout the time stamps and was
removed from the dataset since it did not provide any additional information.
5.2.2.5 Abstraction
Temporal and qualitative abstraction was employed. Temporal abstraction was used
in the ordering of audio data, image data and time-series data to ensure that the order
of the instances were kept and correctly represented. Qualitative abstraction was used
to map variables to a better representative format, for example, ‘Monday’ was mapped
to a value of ‘1’ and ‘Friday’ to a value of ‘5’. Another example is the mapping of ‘30
minutes to 1 hour dedicated to homework’ to a value of ‘1’ and ‘1 to 2 hours dedicated
to homework’ to a value of ‘2’.
5.2.2.6 Reduction
As stated in the research scope and assumptions in Section 1.7, reduction techniques
are not included in this research study.
5.2.2.7 Derivation
Target variable derivation was used to transform the targets suitable for regression into
targets suitable for classification. For example, with the stock time-series dataset the
stock price was transformed into ‘0’s and ‘1’s where a ‘0’ indicates a decrease in stock
price between the current and the previous time stamps and a ‘1’ indicates an increase.
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5.2.2.8 Data division
The datasets were split in a 70:30 percentage ratio for training and testing datasets
respectively, unless otherwise stated by the data source. Training datasets are not
required for the research study since there will not be any parameter tuning of the
developed models.
5.2.3 Data type specific preparation and preprocessing
Each data type requires its own preprocessing to transform it into a suitable format
for the ML algorithms. All the datasets were shuffled after the data type specific
preprocessing, except for the time-series datasets, where the order of instances should
be retained.
5.2.3.1 Text data
The 10 text datasets were converted from strings of characters to the applicable input
format for the ML algorithms by using the CountVectorizer and TfidfTransformer
packages of sklearn in Python. These packages transform the text data into sparse
matrices containing numerical values.
5.2.3.2 Image data
A total of 11 image datasets were used. Images consist of pixels and their dimension is
presented as the number of pixels in the width by the number of pixels in the height
of the image. Pixels are represented by numerical values. In the case of greyscale,
each pixel is represented by a single value. In the case of a colour image, each pixel is
represented by four values: the three RGB values (Red, Green and Blue) and the fourth
is the transparency value. The images were converted to one-dimensional vectors of
pixel values before applying the ML algorithms.
5.2.3.3 Audio data
A total of 10 audio datasets were used. Audio files consist of different features which
change over time, meaning there is a time component. Eight audio features were
extracted from each of the audio files at a constant sampling frequency. Each audio
file was represented by a two-dimensional array where each column represented one of
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the eight audio features and each row represented a successive sample taken over time.
The order of the rows per audio file was kept intact throughout the ML process.
5.2.3.4 Video data
A total of 10 video datasets were used. For this research silent videos were utilised.
Each video file consists of a sequence of images over time, meaning there is a time
component. Each video was converted into a set of successive images and the images
were converted into one-dimensional pixel vectors. The order of images was kept intact
per video set throughout the ML process.
5.2.3.5 Transactional data
A total of 14 transactional datasets for clustering/classification and 15 transactional
datasets for regression were used. The transactional datasets did not require additional
special preprocessing.
5.2.3.6 Time-series data
A total of 10 time-series datasets for clustering/classification and regression respec-
tively, were used. The time-series datasets used in this research study had one of two
possible formats: the dataset consists of either successive instances or subsets of succes-
sive instances. An example of successive instances is the sales of bikes for a year (365
instances). An example of subsets of successive instances is the sales of 20 different
products in a year ((20 × 365) instances).
In terms of the data cleaning of time-series data, data snippets or successive in-
stances were chosen such that the order was uninterrupted by missing entries. The
time-series data was split such that the training dataset is the past sequence of in-
stances and the validation set is the sequential set of instances to the training dataset.
5.2.4 Building and implementing the models
This section presents the different ML algorithms and their implementations in Python,
as per Phase 4 of the CRISP-DM. It also discusses the problems encountered during
the preliminary deployment of the models and the steps taken to address the problems.
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5.2.4.1 The machine learning algorithm implementations
Table 5.3 presents each ML algorithm, the Python package to implement it and its
parameter specifications as implemented in Python. The column ‘#’ indicates the
number of variations of the algorithm. The parameter specifications were kept as
recommended by Python unless otherwise stated. The package names in the table
form hyperlinks to the Python package documentation and the analyst can investigate
it to determine all the parameters available, including parameters for tuning.
Herewith are some important notes on the implementations of the ML algorithms:
1. All preprocessing, implementations and experiments were performed in Python
using the sklearn libraries.
2. The algorithms were implemented in a sequential fashion and only one algorithm
was executed at a time.
3. Four identical computers were utilised: 12 GB RAM, i7 core, Windows 10.
4. During the implementations of the ML algorithms, no parameters were specified
(except for the MLP) or experimentally tuned. The goal of the study is to provide
a guideline of the applicable algorithms in terms of the application purposes and
data types of the analysts, and to provide a starting point from which to choose
an appropriate ML algorithm.
5. The datasets were shuffled, except for the time-series datasets, where the order
of instances should be retained.
6. For each data characteristic, the associated algorithms were implemented totalling
14 scripts (six for clustering, six for classification and two for regression).
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5.2 Populating the conceptual framework I
5.2.5 Problems encountered during the preliminary model deploy-
ment
Two types of problems were encountered during the preliminary deployment of the ML
algorithms: problematic ML algorithms and memory errors.
5.2.5.1 Problematic machine learning algorithms
Algorithms were named problematic when their performance was inconsistent across
all data types when their parameters were kept at fixed values. These algorithms
provided results for some datasets, instead of for all the datasets. To solve this problem,
parameter tuning is required per data type and dataset, which defeats the goal of
the study. Therefore, these algorithms were removed from the list of evaluated ML
algorithms.
The problematic ML algorithms for classification were RNN and NuSVC and for
regression it was RNR.
5.2.5.2 Memory errors
Memory errors occurred when the datasets were too large considering the computational
power available vs the computational power required by the ML algorithms. The
memory errors were addressed by implementing the following solutions.
1. For text datasets, the preprocessed datasets were limited to 50 million entries
(number of rows × number of columns) to avoid memory errors.
2. For clustering algorithms the number of instances was limited to 40 000 instances
and for classification and regression algorithms the number of instances was lim-
ited to 100 000 instances to avoid memory errors. With the reduced datasets,
the original ratio of classes (class balances) was preserved to better represent the
original datasets.
3. An error occurred during the experimental runs of the audio datasets with the
SVCs. The dataset sizes were changed to approximately 100 000, 90 000, 80 000
and 70 000 instances; however, the algorithms did not converge. They were ter-
minated when no results were yielded after 24 hours (per individual algorithm).
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Thus, SVCs were deemed inappropriate for audio data and the associated five
criteria of the framework were not applied to them.
5.2.6 Evaluating the performance and execution time scores
After the preliminary problems were addressed, the ML algorithms were fully deployed.
Each ML algorithm was implemented six times per data type and dataset, since some
ML algorithms depend on a measure of randomness which influences their results.
The averages of the performance measurements (FMI for clustering, accuracy for
classification and MSE for regression) were calculated and ranked in ascending order.
Both the average values and ranks were added to the frameworks to provide an indica-
tion of what performance was achieved on average by the ML algorithms (values) and
which ML algorithms performed best, average and worst (ranks).
The averages of the execution times (in seconds) were calculated and ranked in
ascending order. Both the average values and ranks were added to the frameworks to
provide an indication of what average execution time was achieved by the ML algo-
rithms (values) and which ML algorithms performed best, average and worst (ranks).
The performance and execution time scores were added to the z-axis of the frame-
work in Figure 5.1, below the application purposes, since it is indicated per ML algo-
rithm which is on the x-axis.
5.3 Populating the conceptual framework II
This section will focus on evaluating the interpretability, programming and recommen-
dation scores, by investigating the developed models. As previously stated, SVCs were
deemed inappropriate for audio data and the five criteria of the framework were not
applied to them.
5.3.1 Evaluating the programming scores
In this section the programming score of each application purpose and ML algorithm
pair ((z, x) pairs on Figure 5.1) is explained and provided in Table 5.4. The results
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A note on manual programming at clustering and classification:
One can manually program the association, data compression and outlier detection
application purposes. One can use the predictions of the algorithm to group the in-
stances, calculate the mean of each cluster/class and define a radius distance in the
range (0, 1) to get ranges per feature, which creates “if-then” rules for clustering/clas-
sifying the data. The score colour depends on what is provided by the algorithm. If
only predictions are provided, the score would be orange. If the cluster/class centres
are provided by the algorithm, then the score would be yellow since less programming
would be needed to achieve this result. The “if-then” rules can be used for association.
The centres and radius distances can be used for data compression, since only the cen-
tres and radius distances per feature would be needed to make the prediction for a new
data point. It can also be used for outlier detection since instances outside the feature
ranges or radii can be identified as outliers.
A note on manual programming at regression:
One can manually program the outlier detection, optimisation and reverse predic-
tion application purposes. For outlier detection, one can plot the R2 (coefficient of
determination) plot and define a margin in the range (0, 1) on both sides of the regres-
sion (ground truth) line. The data points which fall in the (triangular) regions outside
of this double margin can be labelled as outliers.
For optimisation one can program to search the dataset for the minimum or max-
imum target values (depending on the definition of optimisation for the particular
dataset, for example, maximum profit or minimum cost). In the case of categorical
data, one can use the majority vote per feature to determine the dependent variables
which lead to the optimised target or result. In the case of numerical data, one can
use the averages per feature to determine the dependent variables which lead to the
optimised target or result.
For reverse prediction one can program to search the dataset for the desired target
values and use the same methods as for the manual optimisation to determine the
dependent variables which lead to the desired target or result. The programming score
for these three manually programmable options is orange since no additional outputs,
apart from the predictions, of the ML algorithms are required.
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Table 5.4: The programming score per application purpose and machine learning algo-
rithm pair





AHC It has two manual programming options. The first
is to use the predictions and perform manual associ-
ation which would be a bottom-down process. The
second option is to work from the bottom upwards
to determine the “if-then” rules for similarity to
add groups together (try to mimic the algorithm).
The latter is done by using the ‘children’ provided
by the algorithm, which indicates in a step-wise
manner which instances were grouped to form the
next group and then the next group and so forth.
The second option would require much program-
ming, time-investment and would lead to many “if-
then” rules with many overlapping areas. It is also
doubtful whether it would deliver a good represen-
tation of the model. Therefore, the first option is
recommended.
DBSCAN It additionally provides the core data points and
by using only the predictions of the core samples
in manual association, the accuracy of the associ-
ation result is improved. The score is yellow since
additional information from the algorithm output




They additionally provide the centroids of the clus-
ters (averages of instances in the clusters identified
by the algorithm) and manual association is used.
MS It additionally provides the centroids of the clusters




It does not provide additional information and
manual association is used.
Continued on next page
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DTs They have two options. The first is to use the add-
on package (thus, the score is light green) to create
a decision tree diagram, which visually illustrates
the decisions and conditions followed by the model
until a leaf (end) node is reached. Next, “if-then”
rules can be derived from it. The second option is
to perform manual association. The first option is
better since it accurately copies the model.
KNN It does not provide additional information and
manual association is used.
NC It additionally provides the centroids of the classes
and manual association is used.
LogReg It does not provide additional information and
manual association is used.
MLP It does not provide additional information and
manual association is used.
NB The GNB algorithm additionally provides the cen-
troids of the classes and manual association is used.
The rest of the NB algorithms do not provide ad-
ditional information and manual association is im-
plemented.
SVC It does not provide additional information and
manual association is used.
Regression
algorithms
DTs They have the decision tree diagram package (re-
fer to the detail at classification DTs) which can
be used to derive the “if-then” rules. Since regres-
sion works with continuous valued labels, it would
most likely be that there are many “if-then” rules
to accurately capture all the labels.
The rest For the rest of the regression algorithms manually
programming the “if-then” rules would be too com-
plex a task. Also, the algorithms do not provide




All They cannot perform classification.
Classification
algorithms
All They can perform classification.
Continued on next page
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All They can perform clustering.
Classification
algorithms
All They cannot perform clustering.
Regression
algorithms





AHC It has two manual programming options. The first
is to perform manual data compression (a bottom-
down process). The second option is to work from
the bottom upwards to determine the “if-then”
rules for similarity to add groups together (try
to mimic the algorithm). The last option would
require much programming, time-investment and
would lead to many “if-then” rules with many over-
lapping areas. It is doubtful whether it would per-
form data compression since there will be many
“if-then” rules which are created by going step-
wise through the model’s operations. Therefore,
the first option is recommended.
DBSCAN It additionally indicates the core data points and
by using only the predictions of the core samples
in manual data compression, the accuracy of the
result is improved. The score is yellow since addi-




They additionally provide the centroids of the clus-
ters. For both algorithms only the centres are used
to make predictions with, since the centre closest to
the new instance indicates its cluster. Only centres
need be stored for data compression.
MS It additionally provides the centroids of the cluster
and the same reasoning as for KMC holds.
Continued on next page
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It additionally provides the support vectors,
weights (coefficients) and the bias (intercept) used
in the decision function, which can be used to
achieve exactly the same results as the model.
Clustering
algorithms
In the case of the LIN kernel, the score is light green
since a simple multiplication operation is required.
(cont.) In the case of the other three kernels, the kernel pa-
rameters have to be known (for example, the poly-
nomial degree) and the kernel functions have to be
manually programmed. The score is yellow, since it
requires programming effort while using additional
output of the algorithm.
Classification
algorithms
DTs They have two options. The first is to use the de-
cision tree diagram package and store the “if-then”
rules. The second option is to perform manual data
compression. The first option is better since it
accurately copies the model. It can also be com-
bined with the feature importances (explained at
the summation application purpose) to only retain
the features which are relevant.
KNN It does not provide additional information and
manual data compression is used.
NC It additionally provides the centroids of the classes.
For NC only the centres are used to make pre-
dictions with, since the centre closest to the new
instance indicates its class. Only centres need be
stored for data compression.
LogReg It additionally provides the coefficients and the in-
tercept used in the decision function, which can
be used to achieve exactly the same results as the
model. The score is light green since a simple mul-
tiplication operation is required.
Continued on next page
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MLP It additionally provides the coefficients and the in-
tercepts used in the decision function (input and
hidden layers). A new instance or data point is
multiplied by the coefficients of the input layer and
the associated intercept is added. The result is fed
to the activation function (needs to be programmed
manually) and that result is then multiplied by the
coefficients of the hidden layer and the associated
intercept is added. This is the output of the hid-
den layer and since it is a classification task, the
result is fed to the soft-max function (needs to be
manually programmed) to determine the class of
the instance. The score is yellow, since it requires
programming effort while using additional output
of the algorithm.
NB: The GNB algorithm additionally provides the cen-
troids of the classes and manual data compression
is used.
The rest of the NB algorithms do not provide ad-
ditional information and manual data compression
is used
SVC It does not provide useful additional information
and manual data compression is used. Due to the
implementation of the algorithm in Python the de-
cision boundary cannot be replicated with the use
of the support vectors, coefficients and intercepts
which are provided by the algorithm.
Regression
algorithms
DTs They can use the decision tree diagram package
and store the “if-then” rules. It can also be com-
bined with the feature importances (explained at
the summation application purpose) to only retain
the features which are relevant.
KNR It does not provide a data compression component.
LinReg It additionally provides the coefficients and the in-
tercept used in the decision function, which can
be used to achieve exactly the same results as the
model. The score is light green since a simple mul-
tiplication operation is required.
Continued on next page
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MLP It additionally provides the coefficients and the in-
tercepts used in the decision function. The same
process as for the MLP at classification holds, with
one change: the output of the hidden layer is the
prediction of the model (soft-max function is not
used for regression)
SVR It additionally provides the support vectors,
weights (coefficients) and the bias (intercept) used
in the decision function, which can be used to
achieve exactly the same results as the model. The
same process as for the one-class SVM at clustering
holds.
In the case of the LIN kernel





AHC It has an add-on package to create a dendrogram,
which visually illustrates how the model groups in-
stances from the bottom upwards. Correlations
and similarities between clusters can be seen and
possible further split points in the data or clus-
ters can be indicated. Further inspection of the
‘children’ instances will be needed; thus, more pro-
gramming is needed.





DT The “if-then” rules derived from the decision tree
diagram can be inspected to determine if any in-
formation can be learnt. The DTs (except the
ID3) provide a sparse matrix which indicates per
instance the nodes (in the tree) it followed until
it reached a leaf node. This, together with the “if-
then” rules can be inspected. This will require more
programming
The rest They do not provide an educational component.
Continued on next page
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All According to the definition of optimisation, this ap-
plication purpose desires the dependent variables
of the best instance. This application purpose
is unavailable for clustering or classification, since
with clusters/classes there is not a best, there are
only clusters/classes. Also, if one would like to
work back from a cluster/class to get the values of
the features, no specific values will be derived but
rather ranges or multiple values for the features.
Therefore, a single solution is not possible.
Regression
algorithms
All None of the regression algorithms provide this ap-
plication purpose directly. Manual optimisation





AHC It has two manual programming options. The first
option is to perform manual outlier detection (a
bottom-down process). The second option is to
work from the bottom upwards to determine the
“if-then” rules for similarity to add groups together
(as explained above). It is doubtful whether it
would enable outlier detection since there will be
many “if-then” rules with overlap which are created
by going stepwise through the model’s operations.
The overlap leads to reduced outlier detection capa-
bility. Therefore, the first option is recommended.





For KMC and miniKMC no outlier detection is pos-
sible since a new instance is assigned to the cluster
of the cluster centre closest to it. Manual outlier
detection can be used instead and the algorithms
additionally provide the cluster centres.




It is designed for outlier detection.
Continued on next page
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DTs They do not perform outlier detection since the
decision tree rules cover the entire decision space.
Manual outlier detection can be used instead.
Classification
algorithms
KNN It does not provide additional information and
manual outlier detection is used.
NC For NC no outlier detection is possible since a new
instance is assigned to the class of the class centre
closest to it. Manual outlier detection can be used
instead. The algorithm additionally provides the
cluster centres.
LogReg It does not provide additional information and
manual outlier detection is used.
MLP It does not provide additional information and
manual outlier detection is used.
NB The GNB algorithm additionally provides the cen-
troids of the classes and manual outlier detection
is used.
The rest of the NB algorithms do not provide ad-
ditional information and manual outlier detection
is used.
.
SVC It does not provide additional information and
manual outlier detection is used.
Regression
algorithms
DT They have two options. The first is to use the de-
cision tree diagram package; however, then outlier
detection cannot be performed since the decision
tree rules cover the entire decision space (program-
ming score would be white). The second option is
to perform manual outlier detection. The second
option is chosen since it provides outliers.
The rest They do not provide this application purpose di-




All They cannot perform regression.
Classification
algorithms
All They cannot perform regression.
Continued on next page
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All According to the definition of reverse prediction,
this application purpose desires the dependent vari-
ables of a single desired instance. This application
purpose is unavailable for clustering or classifica-
tion, since with clusters/classes there are no in-
dividual instances, there are only clusters/classes.
Also, if one would like to work back from a cluster
or class to get the values of the features, no specific
values will be derived but rather ranges or multiple




All None of the regression algorithms provide this ap-
plication purpose directly. Manual reverse predic-







These algorithms cannot perform simulations of
single instances since they do not store the devel-
oped model.
The rest They store the developed model and predictions of





All They can perform simulations since they store the





All None of the clustering algorithms provide addi-
tional information of what they have discovered or
learnt from the data.
Continued on next page
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DTs The ID3 tree does not provide any summations on
the data and the model; however, the rest of the
DTs do. A feature importance measurement is pro-
vided which indicates the importance or influence
of a feature. It indicates the relative contribution
of each feature to the output or predictions of the
ML algorithm. It is a percentage value and the sum
of all feature importances is 1.




AHC It provides the ‘children’, which indicates in a step-
wise manner which instances were grouped to form
the next group and then the next group and so
forth.




DTs The ID3 tree does not provide any transparency on
the data and the model; however, the rest of the
DTs do. A sparse matrix is provided which indi-
cates per instance the nodes (in the tree) it followed




They provide the neighbours used to determine the
prediction of an instance as well as the distances of
the neighbours to the instance.
The rest They do not provide a transparency component.
Visualisation
Clustering AHC It provides the dendrogram.
algorithms The rest Visualisation can be done by manually program-
ming the plots or graphs using the data and the





DTs The decision tree diagram visually illustrates the
decisions and conditions used in the decision mak-
ing process of the model. The conditions are in the
form of the data feature values.
The rest Visualisation can be done by manually program-
ming the plots or graphs using the data and the
labels outputted by the algorithms.
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5.3.2 Evaluating the interpretability and recommendation scores
In this section the interpretability and recommendation scores are explained per data
type. As previously stated, SVCs were deemed inappropriate for audio data and the
five criteria of the framework were not applied to them.
5.3.2.1 The text data
The interpretability score for the data type as a whole is N since the data is transformed
to a sparse matrix. The correlation between the features and the values of the features
are unknown and not interpretable.
In terms of clustering, the interpretability score for the visualisation application
purpose is Y only for AHC since a dendrogram is interpretable. For the rest of the
clustering algorithms it is not applicable. In terms of classification, the interpretability
score for the visualisation application purpose is N for the DTs since a decision tree
diagram is a visualisation option; however, it is not interpretable since the feature
values and the values of the “if-then” rules are in terms of the sparse matrix. For the
rest of the classification algorithms it is not applicable.
In terms of the programming score, the only deviation from the general rule is the
visualisation of the data. Plotting the data to graphs is not possible since the data is
sparse.
The recommendation score is mostly 0, except in the cases where the result is an
exact copy of the learnt model. Since the input data is a sparse matrix, the centres of
the features can be calculated; however, since there are few instances per feature, defin-
ing a radius might be impractical since no other instances might be captured. In that
case many instances would be falsely labelled as outliers. Therefore, the manual pro-
gramming of association, data compression and outlier detection is not recommended.
5.3.2.2 Image data
The interpretability score for the data type as a whole is N.
The clustering interpretability score for the visualisation application purpose is Y
for AHC (dendrogram) and N for the rest of the algorithms. The classification inter-
pretability score for the visualisation application purpose is N. The data is pixelated
and every image is parsed to a one-dimensional vector; thus, each feature represents a
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pixel location. An image cannot be clustered on a singular pixel but a group of pix-
els; thus, plotting two features on a two-dimensional plot lacks information to draw a
distinction between them. In different images of, for example, the letter ‘c’, the letter
could be at different locations on the image (left bottom corner or right top corner) or
the scale per image could be different (an upper case ‘C’ or a lower case ‘c’).
This inconsistency indicates that for the same cluster (the cluster for ‘c’) the pixel
values of a single location (feature) can vary between the whole range of pixel values and
therefore the distribution is distorted. There will also be much overlap in pixel values
for different clusters, for example, a ‘0’, ‘8’ and ‘6’ (on the same scale and location)
share many pixel locations which will overlap in a plot, as illustrated in Figure 5.2,
and no distinction can be made between them. They will also share feature centres as
calculated in the manual programming of the centres.
Subsequently, the recommendation score is mostly 0, except in the cases where the
result is an exact copy of the learnt model.
Figure 5.2: The results when plotting image data. There are 6 520 instances in the
digit dataset; however, due to overlapping only 210 instances are visualised. The digit
dataset consists of handwritten digits and each colour on the image represent a class
or a value in the integer range of zero to nine.
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5.3.2.3 Audio data
The interpretability score for the data type as a whole and interpretability score for
the visualisation application purpose for both clustering and classification is Y since
the correlations between the features and the values of the features are known and
interpretable as illustrated in Figure 5.3, where two audio features are plotted, namely
short time energy vs spectrum flux. It seems that dogs tend to have higher short time
energy and lower spectrum flux values compared to cats. It is possible to derive realistic
sense from the data. Subsequently, the recommendation score is 2, unless the result is
an exact copy of the learnt model (score is 3).
5.3.2.4 Video data
The interpretability score for the data type as a whole is N. The clustering interpretabil-
ity score for the visualisation application purpose is Y for AHC (dendrogram) and N
for the rest of the clustering algorithms. The classification interpretability score for the
visualisation application purpose is N. The same explanation as for image data in Sub-
section 5.3.2.2 is valid here for the interpretability and recommendation scores, since
the videos are sequences of images, each of which was also parsed to one-dimensional
vectors.
5.3.2.5 Transactional data
Transactional data can consist of categorical data, numerical data or a mixture of both.
1. Pure categorical data
The overall interpretability score is Y since correlation between the features and
the values of the features are known and interpretable. The clustering inter-
pretability score for the visualisation application purpose is Y for AHC and the
classification and regression interpretability score for the visualisation application
purpose is Y for DTs. For the rest of the clustering, classification and regression
algorithms, the score is N since the categorical values are either 0 or 1; thus,
only four data points ( (0,0), (0,1), (1,1), (1,0) ) can be plotted when plotting
features. This results in overlap of the data points and no distinction is possible,
as illustrated in Figure 5.4.
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Figure 5.3: The results when plotting two audio features, short time energy (vertical
axis) vs spectrum flux (horizontal axis) for an audio dataset for cats and dogs
Figure 5.4: The results when plotting categorical data. There are 1 728 instances in the
car evaluation dataset; however, due to overlapping only three instances are visualised.
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For clustering and classification, the recommendation score is mostly 0, except in
the cases where the result is an exact copy of the learnt model. Since the input
data is 0s and 1s, the centres of the features can be calculated; however, the values
would be averages and located far from the actual data points. Defining a radius
is impractical since few other instances will be captured. In that case, many in-
stances would be falsely labelled as outliers. Therefore, the manual programming
of association, data compression and outlier detection is not recommended.
For regression, the recommendation score is 2, unless the result is an exact copy
of the learnt model (score is 3).
2. Pure numerical data
The overall interpretability score and interpretability scores for the visualisation
application purpose is Y since correlation between the features and the values of
the features are known and interpretable. The recommendation score is 2, unless
the result is an exact copy of the learnt model (score is 3).
3. Both categorical and numerical data
The overall interpretability score, interpretability scores for the visualisation ap-
plication purpose and recommendation score depend on the ratio of categorical
to numerical features.
5.3.2.6 Time-series data
Time-series data can consist of categorical data (0s and 1s), numerical data or a mixture
of both. The overall interpretability score, the interpretability score for the visualisation
application purpose and recommendation score are similar to those of the transactional
data.
5.4 The developed decision support framework
In this section the developed decision support framework is presented. Firstly, an
example scenario is presented to illustrate how to interpret and use the developed




5.4 The developed decision support framework







outlier detection 2 2
visualisation Y Y
5.4.1 An explanatory example
The following scenario is presented to illustrate how to interpret the developed decision
support framework. For details on how the scores were determined, please refer to the
previous sections.
In Table 5.5 a small snippet for audio data is presented. The application purposes
are listed on the vertical axis and the ML algorithms on the horizontal axis at the top
of the table.
The application purposes are association, classification, clustering, data com-
pression, outlier detection and visualisation. The ML algorithms are NC and
LogReg with LIBLIN solver.
Interpretation of the snippet works as follows:
To achieve association with NC, little information is given by the algorithm and
programming would be required to achieve association, resulting in a yellow program-
ming score. The results of the programming task does not model the algorithm perfectly
and will be useful as a guideline only; therefore, the recommendation score is 2. To
achieve association with LogReg with LIBLIN solver, the algorithm only provides
the predicted labels and more programming would be required to achieve association,
resulting in an orange programming score. The results of the programming task does
not model the algorithm perfectly and will be useful as a guideline only; therefore, the
recommendation score is 2.
Both algorithms perform classification; thus, the programming score is dark green
for both. Neither of the algorithms can perform clustering; thus, the programming
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score is white for both.
For data compression NC provides the necessary output and the score is dark
green. Little programming would be required for LogReg with LIBLIN solver and the
programming score is light green. The results of the programming task replicate the
developed model and is reliable to use in future applications; thus, the recommendation
score is 3.
NC can perform outlier detection by manually programming it using additional
output provided by the developed model; thus, the programming score is yellow. Lo-
gReg with LIBLIN solver performs outlier detection; however, it requires program-
ming using the labels outputted by the algorithm and the programming score is orange.
In both cases the results of the programming task should only be used as a guideline;
therefore, the recommendation score is 2.
Visualisation for both algorithms is possible by using the labels outputted by
the algorithms and programming; therefore, the programming score is orange. The
interpretability score for visualisation is Y, since correlations can be made from the
data.
5.4.2 The developed decision support framework
The developed decision support framework is presented in this section using figures.
Each figure illustrates a cut or section of the framework along the data type axis of
the framework. To simplify the sections, they were further divided into the three
different classes of ML algorithms employed in this research: clustering, classification
and regression. Each section presents the application purposes and ML algorithms per
data type and ML algorithm class.
A total of 14 different figures are presented (six for clustering, six for classification
and two for regression). Figure 5.5 provides a guide for the framework to navigate to
the correct framework section given the data type and ML algorithm class.
The analyst or user should follow the following steps to locate the appropriate ML
algorithm given their data type and application purpose:
1. Identify the data type.
2. Identify the class of the ML algorithm, i.e whether it is clustering, classification
or regression. The questions at the top of Figure 5.5 can assist the analyst.
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3. Locate the applicable framework section by using Figure 5.5 and the previously
identified information.
4. On the framework section, identify the desired application purpose of the appli-
cation on the vertical axis.
5. Follow the application purpose horizontally to identify the best score for it.
6. Identify the appropriate ML algorithm by reading vertically upwards from the
identified score until the name of the ML algorithm appears.
After locating the appropriate ML algorithm, it is the analyst’s responsibility to
investigate the chosen ML algorithm in depth, including the required data preprocessing


































Figure 5.5: A guide for the developed decision support framework
156
Stellenbosch University https://scholar.sun.ac.za


































































































































































































































































































































































































































































































































































































5.5 Conclusion: Chapter 5
5.5 Conclusion: Chapter 5
This chapter presented and discussed the process of developing the decision support
framework for this research study. It introduced the conceptual framework and the
five criteria of the framework. It presented the process of developing and deploying
the machine learning algorithms used to further the framework. The investigation of
the developed models to populate the framework were presented as well. Lastly, it
presented the developed decision support framework.
The following chapter will focus on the validation of the developed decision support





Validation of the developed
framework
In this chapter Phase 7 of Jabareen’s methodology, ‘validate the framework’, will be
applied. The developed decision support framework is validated by consulting subject
matter experts (SMEs) and possible end-users (PEUs). In this chapter their feedback
is interpreted and synthesised.
6.1 The subject matter experts for this study
A total of 6 SMEs were consulted to evaluate the technical and quantitative aspects
of the developed framework. These SMEs were selected based in their experience and
expertise. They were provided with a document presenting the goal of the study, a
summary of the machine learning (ML) algorithms, the different data types, the defi-
nitions of the application purposes, the five criteria of the framework, the assumptions
and limitations of the study and the developed decision support framework. The inves-
tigation of each ML algorithm was presented along with the reasoning used to allocate
the five criteria to the ML algorithms, data types and application purposes.
The SMEs were asked to provide their opinions on the following aspects: the defini-
tions of the application purposes, dataset preprocessing, ML algorithm implementations
and the five criteria of the framework. Next, they were asked their opinions regarding
the evaluation and allocation of the five criteria of the framework.
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6.1 The subject matter experts for this study
The following people were SMEs for this research study:
1. J. Du Preez, Professor in speech processing and pattern recognition, Department
of Electrical and Electronic Engineering, Stellenbosch University
2. J. Grobler, Associate professor, Department of Industrial Engineering, Stellen-
bosch University
Prof Grobler has published more than 15 journal articles and 15 conference papers
in the research areas of data management, data mining (DM) and optimisation
heuristics (Google scholar profile).
3. M. Kidd, Professor, Director: Centre of Statistical Consultation (CSC), Stellen-
bosch University (CSC).
Prof Kidd has published over 100 journal articles and 27 conference papers in the
research areas of statistics, DM, optimisation heuristics and ML.
4. A. Pretorius, PhD student, Department of Computer Science, Stellenbosch Uni-
versity
Dr Pretorius has completed his PhD titled ‘On noise regularised neural networks:
initialisation, learning and inference’. He has published 12 articles in the research
areas of artificial intelligence (AI), ML and DM (Google scholar profile).
5. M. Hoffmann, CEO and co-founder of Praelexis, Technopark, Stellenbosch (Prealexis)
Prealexis is an AI and ML company which provides ML consultation and solutions
in the banking, eduction, insurgence and healthcare sectors. The company was
founded in 2013. Dr Hoffmann has published 4 journals and 11 conference papers
in the research areas of ML and computer vision.
6. B. Herbst, Employee at Prealexis, former professor at Stellenbosch University
(Prealexis).
Prof Herbst has published more than 60 journal articles and 50 conference pa-
pers in the research areas of applied mathematics, AI, ML, computer vision and
pattern recognition.




6.1 The subject matter experts for this study
6.1.1 The application purposes
The SMEs were questioned on the applicability and definitions of the application pur-
poses. The following criticisms were provided:
1. Some of the application purposes are somewhat related, for example, association
and clustering (Du Preez, 2019).
2. The definition of detection in this work is different to ML practice. Detection is
to determine whether something is present or not in the dataset. The definition
used in the study is a subset of this definition (Du Preez, 2019; Herbst, 2019).
3. The definition of optimisation in this study differs from ML practice. In ML
practice, optimisation is the process of changing the parameters over time by
using an algorithm or solver (Herbst, 2019; Pretorius, 2019).
4. The definition of simulation is slightly different than in practice. In this work it
is implied as casual modelling (Hoffmann, 2019).
The criticisms were addressed by stating that the definitions of the application pur-
poses are in context of this research study. For example, to a data scientist optimisation
has to do with the learning of a model to increase its performance. In this study the
definition of optimisation is in the context of industrial engineering, namely finding the
optimal solution to a problem or question. Furthermore, the name of the application
purpose of detection was adjusted to ‘outlier detection’ since it better describes the
detection used in the context of this research study.
6.1.2 The dataset preprocessing
The SMEs were questioned on the applicability of the preprocessing performed on the
datasets. The following acknowledgements were provided:
1. Good missing value handling, especially for time-series data (Grobler, 2019).
2. Good standardisation (Grobler, 2019).




6.1 The subject matter experts for this study
The following criticisms were provided:
1. It is recommended to use balanced datasets to obtain unbiased results (Grobler,
2019; Pretorius, 2019).
2. It is recommended to scale data using the z-score. The standardised method used
in this study emphasises outliers (Du Preez, 2019).
3. It is unlike common practice to transform the target variables of regression to the
[0, 1] value range (Kidd, 2019; Pretorius, 2019). A user or analyst would like to
make predictions on the scale that matters, i.e. the scale of the target variable.
An additional transformation is needed to interpret the prediction. It might
influence the underlying prediction structure of the developed models (Pretorius,
2019).
4. More advanced ML algorithms, including feature descriptions as a preprocess-
ing step, have been designed specifically for image and video data, where data
transformation to one-dimensional feature vectors is not necessary (Herbst, 2019;
Hoffmann, 2019; Pretorius, 2019).
5. Dataset size has an influence on ML algorithm performance. An algorithm which
is successful for a small dataset might not be as successful for a large dataset of
the same data type (Pretorius, 2019).
6. Hoffmann (2019) and Herbst (2019) view the investigation of missing values as
important to businesses.
In the future work section, suggestions were added to compare the performance of
the ML algorithms on 1) both balanced and unbalanced datasets, 2) different input
dataset formats and 3) different dataset sizes, to determine the significance of the dif-
ference. Another suggestion was added: to explore with more complex ML algorithms,
including convolutional neural networks and deep learning.
The zero-to-one standardisation was used in this research study, since it allows the
testing of the capabilities of the ML algorithms to perform outlier detection as an
application purpose by emphasising outliers. As stated before, it also preserved the
original data distributions as far as possible.
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The target variables were only used to determine the performance of the ML algo-
rithms; the values of the predictions were not further interpreted or used. Therefore,
the scale of the target variable is not significant in this research study.
Missing value investigation was not part of the research study, since the goal of
the study is not to evaluate a specific dataset(s) for the purpose of solving a specific
business problem, as stated in Subsection 3.1.4.3. The goal of the study is to provide a
general guideline of choosing an ML algorithm, regardless of the industry from which
the dataset originates.
6.1.3 The machine learning algorithm implementations
The SMEs were questioned on the ML algorithm implementations. The following ac-
knowledgements were provided:
1. It was a good choice to use Python since it provides a variety of useable code in
one place (Du Preez, 2019; Hoffmann, 2019).
2. The performance of the ML algorithms was reliable, sound and comparable to
those found in practice (Du Preez, 2019; Kidd, 2019).
3. The execution times of the ML algorithms were reliable, sound and comparable
to those found in practice (Du Preez, 2019).
The following criticisms were provided:
1. Perhaps employ cross-validation when implementing repeated experiments (Grob-
ler, 2019).
2. Parameter tuning has a significant effect on algorithm performance and is recom-
mended, although it is noted that it is not part of the goal of the study (Grobler,
2019; Pretorius, 2019). Therefore, for this study the variability in the datasets
determined the performance results of the ML algorithms (Pretorius, 2019). Hoff-
mann (2019) and Herbst (2019) strongly advised parameter tuning.
3. Due to the ‘no-free-lunch’ theorem, the performance of the algorithms with re-
spect to accuracy can always be questioned. However, the additional criteria used
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4. Only training and validation datasets were used; however, testing datasets are
generally used to objectively evaluate the final performance of the developed
models (Du Preez, 2019).
5. Investigate whether the employed packages run directly in Python or if it is imple-
mented using another programming language since it has a significant influence
on the execution times of the algorithms (Du Preez, 2019).
6. The programming score might be different if the ML algorithms were implemented
in a different programming languages (Pretorius, 2019).
7. Every problem is unique. An algorithm which is successful for a data type might
not be as successful for another dataset of the same data type (Hoffmann, 2019;
Pretorius, 2019).
Prof Du Preez helped the researcher to better define the dataset division used in
this study and the amendments were added to Subsection 5.2.2.8. In this research
study validation datasets were not used since parameter tuning was not performed.
Only training and testing datasets were used to train and objectively evaluate the
performance of the developed models respectively.
Cross-validation was not employed since validation and parameter tuning was not
performed in this research study. Only training and testing were performed. However,
the use of cross-validation is a recommended practice and it was added to the future
work section.
In the future work section a suggestion was made to compare the performance of the
ML algorithms in different programming environments to determine the significance of
the difference in terms of the five criteria of the framework.
The researcher is aware that parameter tuning is important during the development
of ML algorithms; however, this was not part of the goal of the project. As stated, the
developed framework is a guideline or is used to provide a starting point for the analyst.
Thereafter, it is the analyst’s responsibility to investigate the chosen ML algorithm in
depth, including the required data preprocessing and parameter tuning aspects. The
analyst’s responsibilities were added to the small manual in Subsection 5.4.2.
Parameter tuning is not included in this research study, since the researcher wanted
to determine which ML algorithms are robust and reliable, regardless of a specific
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dataset. Parameter tuning focusses on the specific dataset to try to capture its under-
lying structure, for example learning the difference between Afrikaans and English text
data or spam and not-spam email text data. In this study, datasets in general were
approached, for example text or audio datasets.
6.1.4 The five criteria of the framework
The SMEs were questioned on the applicability, definitions and evaluation of the five
criteria of the framework. The following acknowledgements were provided:
1. The explanatory example assisted the SMEs in understanding the interaction
amongst the criteria and how to interpret the developed framework.
2. The criteria are applicable and well chosen (Grobler, 2019; Kidd, 2019). The
criteria is applicable to semi-skilled analysts (Herbst, 2019; Hoffmann, 2019).
3. The interpretability and programming scores are sound, reliable and appropriately
applied (Herbst, 2019; Hoffmann, 2019).
4. The use of the performance metrics for the clustering, classification and regression
applications are appropriate for simplicity (Du Preez, 2019; Kidd, 2019; Pretorius,
2019).
5. Du Preez (2019), Grobler (2019)) and Kidd (2019) were satisfied with the different
criteria and the reasoning on which the scores were allocated.
The following criticisms were provided:
1. Motivate why the Fowlkes-Mallows index (FMI) was used as the performance
measure for clustering algorithms when there are many other clustering perfor-
mance metrics available (Du Preez, 2019; Kidd, 2019).
2. Explain how the execution times and ranks were obtained (Grobler, 2019).
3. The execution times will differ depending on the computational power available
to the analyst and if parallel processing is available. Some algorithms are more
sequential than others. However, some algorithms can be easily parallelised, which
make them ideal for situations where time is of essence (Pretorius, 2019).
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4. Hoffmann (2019) and Herbst (2019) mentioned that in some cases training time
is favoured, while in other cases scoring time is favoured. The execution time
score in this work is the summation of both.
5. In the cases of clustering/detection problems, generally performance metrics such
as recall, precision or F1-score is used (Grobler, 2019). The clustering metric
depends on the application (Herbst, 2019; Hoffmann, 2019).
6. Other classification performance metrics are available, including cross-entropy,
log-likelihood, precision and recall (Grobler, 2019; Herbst, 2019; Hoffmann, 2019).
7. The programming (Pretorius, 2019) and recommendation scores (Herbst, 2019;
Hoffmann, 2019; Pretorius, 2019) were unclear.
The FMI was used, since after initial experimentation with the different cluster-
ing performance metrics FMI proved most comparable with the accuracy performance
metric. The FMI requires the ground truth labels, which are available with clustering
since the same datasets were used for both clustering and classification. It is also a
simplistic measurement. As stated in Chapter 4, simplistic and popular classification
and regression performance metrics were chosen for this study.
The explanation of the execution time and ranks was amended in Subsection 5.1.2 to
improve the definition thereof. The execution times were provided as a basic indication
of the time requirements of the ML algorithms, therefore training and scoring time were
not separately indicated. The use of parallelisation is beyond the scope of this work
as it requires more complex programming. For this study, the developed framework is
designed to assist semi-skilled analysts with little experience in ML. The ML algorithms
were implemented in a sequential fashion, one after the other, and this detail was added
to Subsection 5.2.4.1.
The definitions of the programming and recommendation scores were amended in
Subsection 5.1.2 to improve the understanding thereof.
6.1.5 General criticisms on the framework
The following general criticisms were provided:





2. The framework is complex, perhaps try to simplify it in terms of the perspective
of a practitioner (Du Preez, 2019; Kidd, 2019; Pretorius, 2019).
3. Hoffmann (2019) and Herbst (2019) mentioned that a analyst can achieve the
same results by looking in a textbook or reading API (application programming
interface) documentation.
In the developed framework the performance and execution time ranks were colour-
coded to aid the analyst in quickly identifying the best, average and worst performers.
To aid a user of the framework, the researcher has added a small manual on how
to use the developed framework in Subsection 5.4.2. A quick-link guide in the form
of a figure, Figure 5.5, was added to quickly guide a user to the correct section of the
developed framework. The responsibilities of the user were also included.
In conclusion, Hoffmann (2019) and Herbst (2019) disagreed on the performance
of the ML algorithms due to lack of parameter tuning, however they do agree on the
applicability of the framework as a good reference on the data type interpretability,
programming aspects, the application purposes and ML algorithms.
In general, the SMEs found the framework acceptable and reliable. It provides a
good reference on the data type interpretability, programming requirements, the appli-
cation purposes, ML algorithms and performance trade-offs. The developed framework
is condensed, summarised and enables a quick lookup of ML algorithms, compared
to searching through textbooks or various API documentation, which might confuse
the user. The framework indicates appropriate ML algorithms given the application
purpose and data type of the user.
In the following section, the feedback of the PEUs are provided.
6.2 Possible end-users
A total of 12 possible end-users were consulted to determine whether the target au-
dience can interpret and use the framework. The PEUs consisted of five final year
B.Eng(Industrial), four M.Eng(Industrial) students, two working industrial engineers
and a senior industrial engineering lecturer at Stellenbosch University. They all have
knowledge and experience with programming. They were provided with a document




types, the definitions of the application purposes, the five criteria of the framework,
the assumptions and limitations of the study and lastly the developed decision support
framework.
They were asked to provide their opinions on the following three aspects: the def-
initions of the application purposes, the five criteria of the framework and the use of
framework. The questions asked whether these three aspects were clear, understand-
able, applicable, easy to interpret and easy to derive meaning from. They were also
presented with three small exercises where they had to consult the framework to answer
the related questions. Lastly, they were welcomed to provide any recommendations and
criticisms.
The following people were PEUs for this research study:
1. Final year B.Eng(Industrial) students: J.M. Louw, S.H. Jordaan, A. Devenish,
T. Jonker and J.R. Bosch
2. M.Eng(Industrial) students: A. Ellis, B. Leuvennink, K. Heyns and F. Adams
3. Industrial engineers: N. Kotzé and N. De Bruyn
4. Industrial engineering lecturer: T. Dirkse van Schalkwyk
All of the PEUs found the definitions of the application purposes and five criteria
clear, understandable, applicable and useful. The following additional criteria were
suggested: sample efficiency, the computational power required by each ML algorithm
(big O notation) and whether the ML algorithms can be implemented or are accessible
in a variety of programming languages, including R, Julia, C and C++. Due to time
constraints, these criteria were not added to the developed decision support framework,
but were added to the future research and recommendation section.
A PEU suggested to use either a ranking score or a performance value, not both, for
the performance and execution time scores. The researcher decided to keep both and
explained why both are available for the analyst. Some PEUs asked for better explana-
tions of the recommendation score and the interpretability scores, especially the distinc-
tion between the interpretability for the data type as a whole and the interpretability





Two participating PEUs disagreed with the framework being understandable and
clear. They mentioned that it is a lot of information to internalise and organise. Some
PEUs found the framework congested and that it takes time to navigate through the
framework. Suggestions included adding a small explanatory example, moving the
legends of the scores closer to the framework and providing a navigation tool to help
locate the appropriate framework section quicker. These suggestions were added to
the previous chapter. Other suggestions included an Excel sheet or a graphical user
interface (GUI), where the analyst enters the application purpose and data type, and the
interface outputs the appropriate algorithm. This would save time and avoid mistakes.
These suggestions were added to the future research section, since the goal of this work
was to develop an initial conceptual decision support framework.
Other suggestions, which were implemented in the framework, were to provide a
better distinction between the interpretability of the data type and the interpretabil-
ity of the visualisation application purpose, provide a small legend on the framework
to indicate what is meant by the ‘/’ symbol in the recommendation score, and for
consistency rather say ‘performance’ than using the FMI, accuracy and MSE scores.
The PEUs were presented with three different scenarios with questions, where they
had to consult the framework to answer the questions. Scenario 1 one was based on
the clustering of text data, Scenario 2 on the classification of video data and 3 on the
regression of time-series data. The results of the answers are illustrated in Figure 6.1.
The different colours indicate sub-questions, dark colours the correct answers and light
colours the incorrect answers.
Figure 6.1: The results of the three scenarios
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From the results it was clear that some PEUs did not understand the interpretability
and programming scores. The definitions of these scores were altered to improve their
understanding and explanatory examples were added to the documentation. With
Scenario 3 sub-question 2, the question was misunderstood in terms of what it wanted
the PEU to provide. This was due to a sentence structure error.
Overall, all of the PEUs mentioned that they would consult the framework when
faced with an ML opportunity, whilst 11 mentioned that they would recommend it to
a friend. One PEU wanted experience with the framework before recommending it to
a friend. Some PEUs found the colours helpful as well. An explanatory example was
added to the guideline before providing it to the final six PEUs, who found the example
very helpful.
6.3 Conclusion: Chapter 6
This chapter presented the feedback of the subject matter experts and possible end-
users. Their feedback was interpreted, synthesised and used to improve the developed
decision support framework.






In this chapter the research project is summarised and research conclusions are pre-
sented. Suggestions for future research are discussed and concluding remarks are pre-
sented.
7.1 Project summary and conclusion
Chapter 1 detailed the problem background and motivation, problem statement, re-
search objectives and research design. The research methodology, scope, limitations,
assumptions and ethical considerations were discussed. The research assignment was
presented in Section 1.3. The goal of this study was to develop and validate a decision
support framework which considers both the data characteristics and the application
type to enable small, medium and micro enterprises (SMMEs) to choose the appropriate
machine learning (ML) algorithm for their unique data and application purpose. This
study aimed to develop the framework for a semi-skilled analyst, with mathematics,
statistics and programming education, who is familiar with the process of programming,
yet has not specialised in the variety of ML algorithms which are available. The deci-
sion support framework provides proper guidance as to how to employ ML algorithms
in a low-cost and useful way.
The project objectives were stated in Section 1.4 and included the provision of
literature studies in data, data analytics (DA) and ML, as per Objective 1. The
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developed decision support framework provides a variety of ML algorithms given the
characteristics of the data and the application purpose, as per Objective 2. Further-
more, the framework is expanded to indicate the appropriate ML algorithm per data
characteristic and application purpose pair, whilst considering the project management
or iron triangle, as per Objective 3. Lastly, the developed framework indicates the
relative trade-offs of the iron triangle per ML algorithm application, as per Objective
4.
In Chapter 2 a literature study was conducted on the topic of frameworks. The
literature study focused on three components of frameworks: the definition of a frame-
work as per literature, the different types of frameworks and a methodology to develop a
conceptual framework, namely Jabareen’s framework development methodology. Given
the literature study the definition of a framework for the purposes of this research study
was developed and presented. Lastly, the presented framework development method-
ology was applied and aligned to the research methodology of this research study.
Chapter 3 contained an in-depth literature review regarding DA. The types of DA;
the application purposes of DA; the relationship between DA, data mining (DM) and
ML; and two different processes of applying DA: the CRoss-Industry Standard Process
for Data Mining (CRISP-DM) and the Sample, Explore, Modify, Model and Access
(SEMMA) process, were explored and presented. The CRISP-DM was the process
used throughout the study to perform ML. Based on the requirements to perform the
CRISP-DM, a literature study on data and data preparation for ML applications was
subsequently presented.
A literature review on ML was presented in Chapter 4. The definition of ML,
types of ML, classes of ML and the variety of ML algorithms employed in this study
were discussed. Applications in literature, algorithm methodology and the advantages
and disadvantages of each algorithm were presented. Lastly, different performance
metrics for each ML class were presented and the applicable metrics to this study were
identified.
The literature studies of Chapter 3 and Chapter 4 were performed to satisfy
Objective 1 and they completed Phases 1 to 5 of Jabareen’s framework development
methodology.
Chapter 5 discussed the creation and development of the decision support frame-




methodology. The conceptual framework was introduced, as well as the criteria used to
assist the analyst in the final choice of which ML algorithm to choose. The framework
was populated by applying Phase 3 and 4 of the CRISP-DM. The origin of the datasets
utilised in this study, their preprocessing for the ML algorithms and the implementa-
tions of the ML algorithms were presented. The framework was furthered by evaluating
different aspects of the developed ML algorithms in terms of the criteria of the frame-
work. Lastly, the developed decision support framework was presented together with
an explanatory example of how to use and interpret the decision support framework.
The application purposes provided in Chapter 2, the machine learning algorithms
provided in Chapter 4 and the data characteristics or types were used to develop the
decision support framework and satisfy Objectives 2, 3 and 4.
Chapter 6 reported on the validation of the developed framework, as per Phase 7
of Jabareen’s framework development methodology. The framework was validated by
consulting subject matter experts (SMEs) and possible end-users (PEUs).
7.2 Future research
DA and ML are broad fields which continuously develop and deepen as new discoveries
are made and contributions are added to the fields. The research presented in this
study utilises the capabilities of ML algorithms without considering the detail. The
research can be further developed and refined by considering the following suggestions
for further research:
• Experiment with more complex ML algorithms, including convolutional neural
networks and deep learning.
• Experiment with the use of cross-validation to determine its influence on the
performance of ML algorithms.
• Determine the relationship between dataset size and the computational cost or
memory requirements per ML algorithm.
• Explore with different sized datasets, for example, 100 000 instances vs 1 million
instances to determine the effect of different dataset sizes on the performance,
execution time and computational cost of the ML algorithms.
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• Per data type, explore with the parameters to determine the optimal value range
of parameters per ML algorithm to increase the performance of the developed
model.
• Utilise dimensionality reduction techniques in order to improve the performance
of the ML algorithms and to compare models with dimensionality reduction to
models without dimensionality reduction.
• Experiment with balanced and unbalanced datasets for clustering and classifica-
tion algorithms in order to determine the effect on the performance of the ML
algorithms and to measure the robustness of the different ML algorithms.
• Investigate the influence of different input formats for the ML algorithms given
the type of data. For example, compare two-dimensional pixels arrays with one-
dimensional pixels vectors for image data.
• Determine the applicability of the framework in different programming languages,
including C++, Julia and R.
• Evaluate the framework in different business environments, for example, manu-
facturing, healthcare and maintenance.
• Implement the framework as an online tool.
7.3 Appraisal of research work
After conducting the research study regarding the development of a decision support
framework, the researcher established the principles of ML and the process of applying
ML to data. The researcher feels confident in having achieved the research objectives
of creating a decision support framework, which is applicable to various data types
and application purposes, whilst indicating the project management triangle trade-
offs. The developed decision support framework is a good guideline to provide a starting
point for a semi-skilled analyst given their application purpose and data characteristics.
However, the researcher is aware that the datasets in this research were unbalanced and
more datasets could be employed. The researcher is also aware of the importance of




Utilising the decision support framework requires the user to have an understanding
of the application purposes incorporated in the framework, as well as the required data
preprocessing before applying the ML algorithms to the data. However, the researcher
feels confident that a semi-skilled analyst will be aware of these requirements, and know
how to address them, before applying the ML algorithm suggested by the decision
support framework.
The decision support framework has not yet been commercialised and is unique.
The research study applied DA and ML principles throughout this entire research,
which included the interaction of various components, including data types, DA, ap-
plication purposes, ML algorithms and value creation via the project management
triangle.
7.4 Concluding remarks
In this final section of the research document, the researcher wishes to share some
reflections. The research study that was conducted and documented introduced the
researcher to the domains of DA and ML. It was discovered that these domains are
large and ever growing in both width and depth. There is no limit to the application
domains or industries in which DA an ML can be applied. DA and ML are constantly
explored and expanded to accommodate the ever growing variety in data and data
structures.
The use of DA and ML creates more possibilities and opportunities to learn from
and to use to improve our environment, from improving business practices to identifying
cancerous cells. By expanding their DA and ML capabilities, businesses can improve
their value creation processes, gain competitive advantage and provide optimised prod-
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Köksal, G., Batmaz, I. & Testik, M.C. (2011). Review: A Review of Data Mining
Applications for Quality Improvement in Manufacturing Industry. Expert Systems
with Applications, 38, 13448–13467. 39, 42, 72
Koskela, T., Lehtokangas, M., Saarinen, J. & Kaski, K. (1997). Time Series
Prediction with Multilayer Perceptron, FIR and Elman Neural Networks. In Proceed-
ings of the World Congress on Neural Networks, 1–5. 119
Kuehne, H., Jhuang, H., Garrote, E., Poggio, T. & Serre, T. (2011). HMDB:
A large video database for human motion recognition. In International Conference
on Computer Vision, 2556–2563. 223
Kumar, S. & Antonenko, P.D. (2014). Connecting practice, theory & method:
Supporting professional doctoral students in developing conceptual frameworks.
TechTrends: Linking Research & Practice to Improve Learning , 58, 54–61. 27
Lamrini, B., Gjini, A., Daudin, S., Armando, F., Pratmarty, P. & Travé-
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Summary of the datasets
The following tables provide information on the different datasets used in this study.
For clustering and classification, the columns are as follows: the dataset name, the size
of the dataset, an explanation on what the target is, the number of clusters/classes,
the dataset reference and the dataset acknowledgement. The size of the dataset have
different interpretations, which is explained in Table A.1.
The text datasets were reduced to avoid memory errors during clustering and clas-
sification. The ratio of classes were preserved, however, in some cases the size reduction
lead to the elimination of a class(es).
In the original format, each instance in the image dataset is an image and an image
is a matrix with dimensions width by height of the image, or in colour, which then
results in an image being represented by a three-dimensional matrix width by height
by RGB (Reg, Green, Blue) values. Each image is transformed such that the matrix
becomes a one-dimensional vector of length (width x height x colour). In some cases,
the image dimensions were reduced to reduce the memory requirements.
Table A.1: Abbreviations used in the tables
o original
p preprocessed





Generally, audio datasets are collections of audio files of either the same or variable
length. In the case of uniform length, it is indicated by the number of files by the
duration in seconds of each. In the case of variable length, the total length of the entire
dataset is indicated in brackets. Samples were taken from each audio file at a constant
rate and nineteen features were extracted per sample. The following features were
extracted from the audio data sets: zero crossing rate, short time energy, spectrum
flux, spectrum rolloff, spectral centroid, mel-frequency cepstral coefficients, spectral
bandwidth and pitch. Each is one-dimensional, except for the mel-frequency cepstral
coefficients which are twelve-dimensional, overall resulting in nineteen features.
The original format of the video datasets, in order, is the total number of videos, the
total number of images and lastly the approximate dimension of each image. The pre-
processed datasets are the total number of images by the size of each image transformed
to a one-dimensional vector.
The transactional and time-series dataset tables have an additional column, ‘Type’,
which indicates whether the data consists of only categorical, only numerical or a
mixture of both types of data.
The time-series dataset tables have an additional column, ‘Lag’, which indicates the
time measurement per lag unit if it is provided by the source.
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