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Abstract 
In this  work,  we focus on studying the structural  behavior  of some cutin polymers  when
deposited on a mica surface. We study structural behavior from a theoretical point of view,
using classical  molecular  dynamics  in  its  different  force field modalities.  We use various
types of force fields available in the literature, such as (1) atomistic force field (AFF), (2)
coarse-grained force field (CGFF) and (3) reactive force field (RFF). In this way, we will be
able to study system properties that are at different time scales. The cutin monomers used
specifically for this work were: aleuritic acid (9,10,16 trihydroxyhexadecanoic acid, ALE),
and palmitic acid (hexadecanoic acid, PAL).
With AFF molecular dynamics, we solve the problem of effective surface density (ρ), which
occurs in cutin monomers when they are deposited on a support surface. Having defined the
effective density (ρ), we continue to study the behavior of monomers ALE and PAL when
deposited in their pure forms as in their mixtures 75:25 (75% ALE and 25% PAL) and 25:75
(25% ALE and 75 % PAL). Besides, we study the behavior of functional groups that could
favor an esterification reaction in pure ALE systems and  the 75:25 and 25:75 mixtures.
With CGFF molecular dynamics, we study the pure ALE and PAL systems. With this force
field, we can observe properties that were not observed with the AFF dynamics, due to their
time scale limitation. We had to develop the CGFF force field parameters for our systems
since the CGFF parameters do not have good transferability.
With RFF molecular dynamics, we support our studies on esterification reactions developed
with AFF dynamics.
                                                          Resumo
Neste  trabalho  focamos  em estudar  o  comportamento  estrutural  de  algums  polímeros  de
cutina,  quando  depositados  em  uma  superfície  de  mica.  Estudamos  o  comportamento
estrutural  de  um  ponto  de  vista  teórico,  usando  a  dinâmica  molecular  clássica  em  suas
diferentes modalidades de campos de força. Utilizamos variados tipos de campos de força
disponíveis na literatura,  como: (1) campo de força atomístico (AFF), (2) campo de força
coarse-grained (CGFF)  e  (3)  campo de  força  reativo  (RFF).  Desta  forma,  conseguiremos
estudar propriedades do sistema que estão em diferentes escalas temporais. Os monômeros de
cutina usados especificamente para este trabalho foram: ácido aleurítico (9,10,16 tri-hidroxi-
hexadecanoico, ALE), e ácido palmítico (hexadecanóico, PAL).
Com a dinâmica molecular AFF, resolvemos o problema da densidade superficial efetiva (ρ),
que ocorre nos monômeros de cutina quando são depositados em uma superfície de suporte.
Definida a densidade efetiva (ρ), continuamos estudando o comportamento dos monômeros
ALE e PAL, quando depositados em suas formas puras como em suas misturas 75:25 (75%
ALE e 25% PAL) e 25:75 (25% ALE e 75% PAL). Além disso, estudamos o comportamento
dos grupos funcionais que poderiam favorecer uma reação de esterificação nos sistemas puros
de ALE e nas misturas 75:25 e 25:75.
Com a dinâmica molecular CGFF, estudamos os sistemas puros de ALE e PAL. Com esse
campo  de  força  conseguimos  observar  propriedades  que  não  foram  observadas  com  a
dinâmica  AFF,  devido  à  sua  limitação  de  escala  de  tempo.  Tivemos  que  desenvolver  os
parâmetros do campo de força CGFF para nossos sistemas, uma vez que os parâmetros CGFF
não têm uma boa transferibilidade.
Com a dinâmica molecular RFF, respaldamos nossos estudos sobre as reações de esterificação
desenvolvidos com dinâmica AFF.  
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Cutin biopolymers - 
Introduction
In  this  chapter,  the  concepts  of  biomimetics,  cutin-based biopolymers,  self-assembly  and
types of supports are presented. Reading provides the theoretical basis necessary to face our
study in the next chapters.
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1.1 Biomimetics
Biomimetics is a research area that studies phenomena and processes of nature, in order to use
its mechanisms for the benefit of society 1. One of the oldest materials manufactured, based
on  this  concept,  is  velcro  (Figure  1.1).  The  developer  of  this  material  (Swiss  engineer
Georges de Mestral, 1907) observed how the burr was attached to his pet during his routine
walk. His experience as a researcher and his knowledge about microscopy led him to observe
that the seeds of these plants have strands intertwined with small hooks at the tip. Using this
observation, he was able to apply this same logic to manufacture materials with those same
characteristics, giving rise to velcro materials. This material was widely improved and used in
the textile industry.  
Figure 1.1 Material manufactured using the concept of biomimetics. Velcro is one of the first
manufactured materials.
Specifically, biomimetics, aims to study biological systems, to learn from their behavior, and
apply that knowledge in different domains of science. Therefore, it has a multidisciplinary
approach that connects several areas of science with nature 2. Biomimetics allows to obtain
materials with innovative properties 2.
There are numerous examples to show this idea, to name some as nylon fibers whose main
characteristic is its great resistance, inspired by the spiderweb, nowadays nylon fibers with
chemical modification are studied to achieve a resistance equivalent to metal cables 3. Another
characteristic materials are biodegradable plastics, whose main characteristic is to decompose
in a short time, inspired by the degradation mechanism caused by some bacteria 4,5.
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In this work, taking into account the concept of biomimetics, the growth of the cutin in its
different stages of formation is observed and analyzed. With this information, we focus on
studying the behavior of some cutin biopolymers when deposited on a support. The main
feature of the support is not allowing covalent bonds to form. Under these conditions, we
focus on studying the structural behavior of these systems.
 
1.2 Biopolymers
Cutin biopolymers are an essential part of vegetables 6. Cutin biopolymers are present on the
outside of vegetables. The outer part of the vegetables is covered by a cell membrane named
epidermal cell (Figure 1.2) 7.
The  epidermal  cell  is  a  system of  cells  of  varied  shape  and functions,  which  covers  the
primary body of plants, leaves, flowers, roots, and stem 7. The epidermal cell secret to the
outside waterproofing substances that form coating films called cuticle 8.  The cutin is the
main component of the cuticle 8. The thickness and structure of the cuticle change markedly
during the growth and development of the plant organs, and these changes are correlated with
changes in the composition of the cutin 9.
The cutin can be considered as a protective interface between the plant and the environment,
minimizing the impact of pathogen deterioration 7. The cutin is embedded and coated with
intracuticular and epicuticular waxes, forming complex mixtures of hydrophobic material that
contain  long-chain  fatty  acids 7.  The  combination  of  cutin,  waxes  and  possibly
polysaccharides, forms the cuticle 8.
The chemical composition of cutin varies greatly between plants. Basically, it is composed of
poly-hydroxylated carboxylic acids of 16 and 18 carbon atoms in the aliphatic chain. The
different  monomers  present  in  the  cutin  are  normally  classified  as  C16 and  C18 families,
respectively (Figure 1.3) 10. Of all these monomers, aleuritic acid (ALE) and palmitic acid
(PAL) are the ones chosen for this study.
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Figure 1.3 Chemical structure of the main components of the cutin.
In the first stages of cutin development, the formation of well-organized laminar structures is
observed,  which  is  predominant  in  the  general  structure  of  the  cutin,  according  as  the
vegetable matures, the laminar arrangement loses prevalence to give way to reticulated and
amorphous forms (Figure 1.4) 11.
The synthesis  of these monomers,  using a  variety of  chemical  methods,  has widely been
reported. The most used methods  are based on hydroxylation and epoxidation reactions, all
catalyzed by oxygen or enzyme systems.  A summary of the methods can be consulted in
references [12-16].
Here, we only focus on the advancement in the theoretical computational study of these cutin
monomers. In the present decade, the monomers of the C16 family were widely studied, with
the aim of obtaining biomimetic materials, focusing on properties such as biodegradability
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and non-toxicity 17. Specifically, these studies are based on understanding the role of hydroxyl
groups (primary and secondary) and their effect on their structural behavior 17.
Theoretical and experimental studies show that hydroxyl groups located in the middle of the
aliphatic chain favor the growth of 2D networks, forming homogeneous monolayers. When
the hydroxyl groups are located at the end of the chain they favor their growth in 3D, forming
layers of different thicknesses 18. All theoretical studies carried out so far confirm that the
location and quantity of hydroxyl groups in the aliphatic chain of cutin monomers define their
macroscopic behavior, which was confirmed by experimental techniques such as transmission
electron microscopy (TEM) and atomic force microscopy (AFM) 19.
Figure 1.4. TEM topographic images. (B) Primary stages in the formation of the cutin, an
organized laminar behavior is observed. (A) Advanced stage of the cutin, an amorphous behavior is
observed. Figure adapted from [11].
In this thesis, we focus on organized laminar behavior that was observed in the early stages of
cutin formation. We will seek to study self-assembling behaviors of these monomers, defining
different systems consisting of cutin monomers, such as aleuritic acid (9,10,16 tri-hydroxy-
hexadecanoic acid, ALE) and palmitic acid (hexadecanoic acid, PAL). From the entire C16
family of the cutin, the ALE and PAL monomers were chosen. The monomer ALE was chosen
for having the largest number of functional groups in the entire aliphatic chain.  The PAL
monomer was chosen as being suitable for use as a reference due to the absence of hydroxyl
groups in the aliphatic chain.
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1.3 Self-assembled systems
Self-assembly is a recurring mechanism in nature to build highly complex structures. The
common supports where this behavior is observed, are metal oxides and metals such as gold,
platinum,  silver,  etc 20.  In  these  supports,  the  self-assembly  behavior  observed  when
depositing organic molecules is due to the formation of covalent bonds formed between the
surface atoms and the organic molecule 21. One of the most studied cases is the gold support
forming  covalent  bonds  with  the  sulfur  atoms  of  the  thiol  groups  (Figure  1.5) 21.  The
formation of covalent bonds between the organic  molecules and the support in many cases
dramatically  influences  the  self-assembling  process.  A  summary  of  this  type  of  self-
assembling systems and the manufacturing technique that was used to obtain these  materials
can be found in references [22,23].
Figure 1.5 Illustration of the self-assembled monolayer adsorbate in a representative film gold.
However, the self-assembled laminar behavior observed in the first stages of cutin formation
does  not  require  any type  of  metal  support.  In  these  cases,  the  self-assembling  behavior
intrinsically depends on the structures of the cutin monomers. Therefore, to cover this study it
is necessary to define a support where the intermolecular forces between adsorbate-adsorbate
are dominant than the adsorbate-support intermolecular forces.
Taking  this  into  account,  experimentally,  mica  was  chosen  and  used  as  ideal  support  to
conduct studies on the behavior of these monomers. The use of mica prevents the formation
of covalent bonds and also ensures that the intermolecular force between the mica and the
cutin monomers is much less than between the monomers. There are other types of support
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such as graphite that also guarantee this type of behavior. Next, we will discuss a few of the
characteristics of these supports.
1.4 Support
Mica supports proved to be an excellent option because they can be easily cleaved on flat and
atomistically clean surfaces 17. For the study of substrate deposition, muscovite is considered
the most abundant mica and one of the most chemically stable minerals. Some Si4+ cations
from tetrahedral  sites  are  replaced  by the  Al3+ cations  (Al/Si  ratio  =  1:3),  resulting  in  a
permanent negative charge, offset by some alkaline cations such as K+ 24. The nature and
location of these ions strongly influence the properties of the mica surface. In addition, being
exposed to the wet environment, a thin layer of water molecules is formed, further modifying
the surface properties 17.
In the experimental studies of this work, muscovite mica (KAl2(AlSi3O10)(OH)2) was used as
a support for the deposition of cutin monomers.
For the theoretical computational study, it is well reported in the literature that, to simulate
muscovite  surfaces,  the  CLAYFF  25 force  field  is  one  of  the  most  suitable  since  it  was
developed  specifically  for  muscovite  systems  25.  This  force  field  has  the  advantage  of
quantifying support-adsorbate interactions with simple arithmetic and geometric averages of
the Lennard-Jones parameters 26.
However,  several  problems  arise  when  using  the  mica  as  support.  The  first  one  is  the
computational cost when using a relatively large surface to deposit cutin monomers (surface
area of approximately 60x60 Å2). This would only allow studying some systems, and also
limiting the simulation, by classical molecular dynamics, for a few nanoseconds. The variety
of systems that we wish to cover in our study would be limited if we use an explicit support
model.
The other problem that arises would be to control the thin layer of water that would form on
the surface of mica. Solving this problem would be a challenge and of little interest to our
purpose since the intermolecular forces between cutin monomers are the responsible for the
self-assembling process and the focus of our investigations.
Alternative supports  such as graphene are good options  for  our  purpose since this  would
greatly reduce the computational cost. Graphene has been widely used as an ultra-thin surface
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for the deposition of different types of organic molecules such as polar solvents such as water.
It was also used to study the deposition behavior of lipids, proteins, ionic liquids, etc 27,28.
There are two common ways to use graphene as support. One of them is using the GAFF 27
force field and the other is freezing graphene atoms (Figure 1.6). When freezing graphene
atoms, only Lennard-Jones parameters are necessary to simulate the support. There is paper
that  use  this  approach with  good results  reported  [29].  In  our  work,  we use  this  second
approach, which already speeds up simulations considerably.
Figure 1.6. Graphene support where all surface atoms are frozen (blue color). This support is used
to deposit the ALE and PAL cutin monomers.
In  addition,  there  are  other  support  models  based  on  different  types  of  Lennard-Jones
potentials that will allow us to cover even more system properties  30. We have made use of
this  approach from models  already developed in  our  group  31.  In  this  support  model,  an
external potential 12-3 is used (equation 1.1).
 












The details and parameters of this potential  will be given in Chapter 3. It  is important to
highlight  that  the C12 and C3 parameters  guarantee an adsorbate-support interaction much
weaker than a substrate-substrate interaction. In the next chapter the methodology to be used
in this thesis will be described.
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Chapter 2
Methodology - molecular 
dynamics
This chapter presents a brief and general description of the basic fundamentals of molecular
dynamics simulations. For a complimentary reading consult, the reference [32], for a deep
reading the references [33] and [34], for a computational approach the reference [35].
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2.1 Classical molecular dynamics
Molecular  dynamics  consists  of  quantifying  the  temporal  evolution  of  a  set  of  particles
subjected to a force field 35. The temporal evolution of the particles is carried out under the
principle  of  conservation  of  linear  momentum.  The  set  of  differential  equations  that  are
formed for a system of N particles do not present analytical solutions, all equations are solved
using numerical methods.
In  simulation  codes,  the  positions  and velocities  of  the  particles  are  defined by the  user
(defining the boundary conditions). Subsequent positions and speeds are made by increasing
time  dt  (defined  as  time  step)  in  an  arithmetic  way  (dt,  2dt,  3dt,  ...,  ndt),  generating  n
integration stages. The n integration stages that are generated are known as trajectories. The
trajectory is an important concept in molecular dynamics because, through this, the properties
of the system are obtained 33.
Defining an appropriate dt value is fundamental in molecular dynamics. A characteristic value
in most organic systems varies between 1-2 fs. For systems with the presence of free metal
ions,  a  suitable  dt  would be approximately 0.1 fs.  Too short  values  of  dt  could generate
trajectories that do not provide adequate information to study the properties of the system.
Too large values of dt could generate energy fluctuations and the simulation could become
unstable 32.
In addition to defining the initial positions and velocities of the particles, it is also necessary
to  define  the  forces  which  the  particles  interact  with  (equation  2.1).  In  this  case,  unlike
positions and speeds, the force cannot be arbitrarily defined. Using the potential definition of
equation  2.1 it is possible to determine the force acting between the particles. The force is


















2.2 Integration of motion equations
There are many algorithms in the literature to integrate the equations of motion, each of them,
with its advantages and disadvantages  32,36.  Here, only the algorithm that was used in our
simulations will be described. The most used algorithms, already implemented in all classical
molecular dynamics codes, are the Verlet and Velocity-Verlet algorithms 35.
The Verlet algorithm is obtained by developing the Taylor series of the position functions r(t +
dt) and r(t-dt) around time t (equations 2.2 and 2.3).
21
( ) ( ) ( ) ( )2
21





t dt t t t
t dt t t t
r r v dt dt a
r r v dt dt a


   
   
To manipulate these expressions arithmetically, the series is truncated and excluded from the
fourth term, introducing an error of O(dt4),  the truncation in the third term does not exist
because the dtodd terms are null due to the symmetry dt→(-dt). From these expressions, the
Verlet algorithm of the position is deduced.
2
( ) ( ) ( ) ( )2 ...... (2.4. )t dt t t dt tr r r a dt   
It is observed that to use the algorithm that generates the equation 2.4 it is necessary to define
two positions  in  time,  r(t)  and r(t-dt).  This  creates  a  problem since  initial  conditions  are
usually provided for r(t-dt). Therefore, it is not possible to use this algorithm directly. This
impasse is solved considering the acceleration a(t)  constant in the interval [t-dt,  t].  Under
these conditions r(t) is calculated with equation 2.5.
21
( ) ( ) ( ) ( )2 ....... (2.5)t t dt t dt t dtr r v dt a dt    
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By defining r(t-dt) and v(t-dt), r(t) is obtained and using the Verlet algorithm, it gets r(t + dt),
and all subsequent positions, this set of positions (trajectory), as mentioned above, allows to
obtain the system properties.
Besides, it is important to keep in mind that in Verlet's algorithms there are no equations that
allow calculating velocities at  each stage of integration 35.  Velocities  are  calculated using
equation  2.6.  This  allows  calculating  system  properties  such  as  temperature  and  kinetic
energy.
( ) ( )
( ) ...... (2.6)2
.







In  the  case  of  the  Velocity-Verlet  algorithm,  the  velocity  v(t)  is  determined  in  the  same
instants in which the position r(t) is determined, defining in the following order in equations
2.7 and 2.8.
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    
These  equations  were obtained similarly  to  the  previous  case,  only  now additionally,  the
Taylor series of the velocity function v(t + dt) environment of t is expanded. It is noted that
the velocity update must be done after updating the position.  That is,  r(t + dt) is used to
calculate a(t + dt). Next, r(t + dt) and a(t + dt) are used to calculate v(t + dt).
It is important to note that by manipulating these equations (2.7 and  2.8),  considering the
change of variable, t→t+dt, the same expression of the position r(t) of the Verlet algorithm is
reached. Therefore, both algorithms (Verlet and Velocity-Verlet) produce the same trajectory.
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2.3 Potential energy in molecular dynamics
The potential energy of a system has a quantum-mechanical origin. This potential is defined
by the interactions between nuclei-nuclei, electrons-electrons and nuclei-electrons.
The following equation (equation  2.9)  is  a  general  expression,  in  molecular  dynamics,  to
calculate the potential energy of any system, whose particles may or may not be keeping any
correlation between them 33. Not correlated type particles, for example, would be an argon gas
system. Particles that have a certain correlation, for example, would be a system of organic
molecules.
( ) 1( ) 2( , ) 3( , , ) ...... .... (2.9).i i j i j kr r r r r r r molecular
i i j i i j i k j i
V V V V V
   
        
The first term represents the interaction of the system with an external potential. The second
term represents the interaction between two particles. The third term represents the interaction
between three particles, and so on. The term Vmolecular represents a set of particles that are
correlated with each other (eg, atoms forming organic molecules).
The second term is one of the most important terms of the potential, regardless of how the
particles are in the system, it always contributes to the total potential of the system. Two terms
are  used  to  (V2(ri,  rj)):  one  for  the  electrostatic  contribution  and  other  for  van  der  Waals
interactions.
The third potential term (V3(ri,  rj,  rk)) is usually negligible for gas and liquid phase systems.
However, it has to be considered in inorganic systems such as crystalline metals or amorphous
systems such as silica glass. The fourth potential term and the following ones have very little
contribution when compared to the third term, and they are generally depressed.
For molecular systems, as in our case, the equation of total potential could be rewritten only
including V1(ri), V2(ri,  rj) and Vmolecular  terms. The potential V1(ri), in some of our simulations,
was considered  to  be  used  as  a  support  model.  Vmolecular is  in  most  cases  considered  the
contribution  of  Vbond,  Vangle,  Vdihedral,  and  Vinvertion. Therefore,  the  total  potential  energy
equation, for many organic systems, is defined by equation 2.10.
 Vsystem =  Vbond + Vangle + Vdihedral + Vinvertion  + VCoulomb + Vvan-der-Waals      (2.10)
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The potentials  Vbond,  Vangle,  Vdihedral,  and Vinvertion,  in  principle,  can be represented by any
analytical function. For example, Vbond can be represented by analytical functions such are,
Morse, quartic harmonic, Buckingham, etc. The different ways of defining a function for the
potentials  delineate different types of force fields. For example, CHARMM 37 and OPLS 38
prefer to define Vbond, Vangle, and Vinvertion with harmonic potentials. The difference between
both force fields is that both use different functions of the Vdihedral potential. The analytical
expression for both force fields and the graphical representation of a classical potential for an
organic system are represented in equations (2.11) and (2.12) and  Figure 2.1, respectively.
The parameters (eg, Kb, Kθ…) are obtained from two different ways: one is using quantum) are obtained from two different ways: one is using quantum
methods and the other one using experimental information.  Some common computer codes
for parameterization are Force Field Toolkit plugin 39 and GAAMP 40.
Figure 2.1. Schematic representation of the common potential functions used in classical molecular
dynamics, to represent most organic systems.
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Due to the way that Vmolecular  is defined, these force fields cannot be used to study reactive
systems,  such  as  chemical  reactions.  These  functions  are  defined  to  oscillate  around
equilibrium bond distances (Figure 2.1).
There  are,  however,  alternative ways  of  defining  Vmolecular.  For  example,  in  the  ReaxFF
potential, the concept of correlated particles is replaced by the concept of bond-order 41. This
allows  defining  different  analytical  functions  that  allow  studying  the  formation  and
breakdown of the chemical bond. For more information on this force field (chapter 6).
2.4 Periodic boundary conditions
The common way to solve the problem of surface effects is using the technique of periodic
boundary conditions  (PBC).  Such small  systems,  used in  molecular  dynamics simulations
(from ~ 102 to ~ 10  particles), have the big problem that a large number of their particles are⁶ particles), have the big problem that a large number of their particles are
on the surface. For example, in a system of 1000 copper atoms, with a simple cubic lattice
structure (FCC, face-centered cubic),  approximately half  of  the atoms are on the surface.
Under these conditions, simulations cannot reproduce the bulk properties of the copper metal.
However, using PBC this problem would be easily overcome. With this implementation, you
can make simulations that reproduce the properties of the bulk 33.
This technique uses exact replicas of the simulation box in all directions, forming a huge
system with no surface limits.  With this idea, the particles of the replica boxes may move in
the same way as the particles of the true box. That is, if a particle leaves the true box, on the
one hand, another particle of the opposite replica box enters the true box   33. This idea is
shown graphically in Figure 2.2 A.
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Figure 2.2 (A) two-dimensional representation of the use of replica boxes to understand the idea of
PBC. (B and C) Verlet techniques to calculate the potential of van-der-Waals.
However, several problems arise that need to be clarified. Interactions arise between particles
and  particle-replicas  that  lead  to  infinite  sums  when  quantifying  different  potential
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contributions (V2(ri,  rj) = VCoulomb + Vvan-der-Waals). This problem of infinite sums is solved by
different types of approximations for each type of potential (VCoulomb and Vvan-der-Waals).
The most used method for approximation of the Vvan-der-Waals potential, by rapidly converging
(V ~ r-6), is to define a cutting radius rcut  in a way that for r > rcut, Vvan-der-Waals(ro) = 0. In the
case of Vcoulomb, it is common to use the Ewald sums. In this case, a cutting radius cannot be
used directly, because this potential decays slowly (V ~ r-1). Alternatively, this method breaks
down this potential in a sum of two terms that decay rapidly with distance and allowing the
use of cutting radius.
In the approximation for the calculation of the Vvan-der-Waals potential,  the minimum image
criterion  is  used,  which  consists  of  defining  a  fictitious  simulation  box  for  each  of  the
particles  and locating  them in  the  center  of  their  boxes  (Figure 2.2 B).  The  sum of  the
potential of the particle that is in the center of the box is only evaluated with all the particles
that are inside this box. Thus, the infinite sum is restricted to (N/2)*(N-1) interactions, where
N is the number of particles in the system. For systems with large numbers of particles, this is
still a big problem because of the high computational cost. Therefore, another approach is still
required, where a cutting distance is defined rcut (rcut = 0, taking as reference the particle in the
center  of  the  artificial  box)  with  the  maximum length  of  L/2  (Figure  2.2  C).  Now,  the
potential contribution is constructed by adding the particles within the sphere defined by rcut.
Normally,  the  cutting  distance  has  a  length  of  ~  2.5σ,  where  ‘σ’ is a parameter of theσ’ is  a  parameter  of  the
Lennard-Jones  (LJ)  potential 33.  By defining  a  rcut that  is  at  most  half  the  length  of  the
simulation box (L/2) and the length of the box much larger than the cutting distance (L/2 >>
rcut), many artificial problems are avoided in the simulation. For boxes of the order of L/2 ~
rcut problems arise such as the interaction of a particle with its same image, as well as the
interaction of a particle with itself. Therefore, for correct simulation, it is necessary to take
into  account  these  restrictions.  Simulation  boxes  with  L ~  30  Å  this  problem is  widely
overcome 32.
However,  in  spite  of  greatly  reducing  the  cost  of  these  calculations,  there  are  still
computational  cost  problems.  To  evaluate  the  interaction  of  all  these  particles  and  their
accounting to decide whether they are inside or outside of rcut, is still expensive. In this sense,
Verlet developed the Verlet neighbor list method. Taking into account that there are atoms that
enter and leave the sphere defined by rcut, and that only these particles have to be counted, a
distance rl (rl> rcut) that defines the sphere of Verlet's list of neighbors was defined (Figure 2.2
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C). Now the particle accounting to decide whether they are inside or outside of rcut is done
only in the region defined between rl and rcut. This greatly reduces the computational cost and
allows us to address systems with a large number of particles. Verlet's list of neighbors is
updated every certain number of time steps, normally ~ 10 and 20 steps are most appropriate,
for rl ~ rcut + 0.3σ 32.
2.5 Stages of a simulation by molecular dynamics
Molecular dynamics simulations involve generally the next stages, where each one requires
specific knowledge and even programming skills.
2.5.1 Initial system configuration
Defining an initial configuration that is appropriate to start the simulation is of the utmost
importance. Some prior knowledge about the behavior of the system is required to generate an
adequate initial configuration. Also, it is important to define an initial configuration leading to
a  minimum local  that  allows  you to  obtain  the  properties  of  your  interest.  This  is  often
difficult,  but  now  with  the  help  of  sophisticated  codes  that  aid  to  generate  initial
configurations, this becomes relatively simple.
There  are,  in  the  literature,  various  free-use  programs  such  as  Packmol 42,  Atomsk 43,
Moltemplate 44, Enhanced Monte Carlo (EMC) 45  and CIF2Cell  46 to name a few, also, we
have commercials such as SCM 47, Materials Studio 48 and LAMMPSfe 49. In our case, we use
Packmol to build some of our systems and for our self-assembled systems, a code was written
in FORTRAN.  All these programs require the position information of atoms from a single
molecule  (coordinates  of  the  positions)  to  generate  the  initial  configuration.  A common
program to design molecules is AVOGADRO 50.
2.5.2 Force fields
Choosing a force field to perform simulations by molecular dynamics is a critical point. There
are different force fields to simulate almost any type of system, ranging from an inorganic to
an organic system. For example, if the purpose is to simulate a protein, using the CHARMM
and AMBER 51 force fields would be one of the most appropriate. If the purpose is to simulate
polymers, some good options would be OPLS, UFF 52, COMPASS 53, etc. Now, if the purpose
is to simulate inorganic systems, such as metals and alloys, some suitable force fields would
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be EAM 54 or COMB 55. A repository of force fields widely used for metal systems and their
alloys  is  NIST 56.  Other  common  inorganic  systems  such  as  Muscovite  type  micas  are
normally simulated with the CLAYSS force field.
There are even more complex systems that require the combination of different types of force
fields  and define specifically the parameters for the Vvan-der-Waals potential.  For example,  a
system  with  these  characteristics  would  be  a  platinum  crystalline  metal  where  organic
molecules are deposited on one of its surfaces. In this case, it is common to use an EAM for
the metal part and some of the many force fields already mentioned for the organic part. The
parameters of the Vvan-der-Waals potential between the interactions of the organic and metallic
parts, in most cases, are obtained using different types of codes. Some of the most common
codes are Potfit-Wiki 57 and Ocolem.org 58.  Both these codes use quantum calculations to
obtain van der Waals parameters. Also, these parameters can be obtained from experimental
data, for example, the Theoretical and Computational Biophysics research group, obtained the
Vvan-der-Waals potential parameters for a silica system where water is deposited on its surface,
using the experimental result of the contact angle 59. To simulate the silica, they used the
CHARMM  force field and for water, they used TiP3P 59,60.
Arming a force field is an extremely laborious task, the chance of making a mistake when
doing it manually is high. Fortunately, there are different types of codes in the literature to
facilitate this tedious work.
To name a few, LigParGen 61 is a program that allows you to build a force field for organic
systems, creating formats for different simulation codes. DL_FIELD 62 is a code that allows
you to build force fields for organic and inorganic systems for the DL_POLY 63 code format.
The FFTOOL 64 code, assembles force fields for organic systems for different simulation code
formats. The ATB 65 program is a powerful CHARMM  and GROMACS 66 force field builder
for organic molecules, with the ability to validate the quality of the force field. In addition to
building force fields for specific atoms, ATB can also build for united atoms.
2.5.3 Molecular dynamics simulation code
Now, it is necessary to choose a simulation code to integrate the equations of motion. All
codes need inputs where they are defined: (1) the coordinates of the positions of the particles,
(2) the topology of the molecules (how the particles are connected), (3) the parameters of the
force field and (4) the conditions for MD simulations. Each code asks for this information
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differently. Therefore, it is necessary to specialize in the use of one of them, to overcome the
problems that arise, and be able to solve them with ease. There are different simulation codes
for  free  and  commercial  use.  For  example,  to  list  some  of  the  best  known  today  are
CHARMM 67, NAMD 68, TINKER 69, GROMOS 70, DL_POLY  and LAMMPS 71. Each of
these codes has its strengths and disadvantages. The choice of one of them will depend mainly
on the type of system to simulate. In this thesis, the codes DL_POLY  and LAMMPS  were
used.
We chose the DL_POLY  code because of its great capacity to allow the use of any type of
force field and its  simplicity for its  implementation in DL_POLY format.  The DL_POLY
code asks for 3 inputs files to perform the simulation: CONFIG, CONTROL, and FIELD. In
the case of using a non-analytical force field, DL_POLY requests an additional input, TABLE.
The TABLE file provides an alternative way of reading the Vvan-der-Waals potential, in the form
of a table. This is particularly useful if there is no analytical form of the potential or it is too
complicated to specify.
LAMMPS  was also used because it is one of the few free codes that allow you to use the
ReaxFF  force fields. Possibly this is the code with the most documentation available and the
most  complete to  perform molecular dynamics simulations.  To show its  potential  we will
show a specific example. With this code you can create temperature gradients locally and
globally in your system, you can also create regions with different temperatures with great
ease, defining simple commands in the input (for example, fix hot_rescale, temp/rescale and
cold_rescale).  Making  this  complex  maneuver,  using  the  code  DL_POLY,  would  be  an
unfeasible task.
Additionally, if the purpose is to study thermodynamic behaviors of a system, such as free
energy, there is a powerful code, PLUMED 72. Plumed can be coupled to many simulation
programs,  such  as  LAMMPS   and  DL_POLY.  This  allows  potentiating  the  molecular
dynamics codes in a very effective way. To give an example, it is now possible to simulate
rare  events  very  easily,  and  with  a  little  computational  cost.  In  this  thesis,  we  coupled
LAMMPS  with PLUMED  to study a rare event (chapter 5).
2.5.4 Simulation analysis
Analyzing the simulation trajectory is a difficult task. As expected, many codes and programs
facilitate the task. Some of the best known are VMD 73 and OVITO 74. The VMD  program
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allows you to analyze all types of structural information of the simulation. It reads a wide
variety of output formats of different simulation codes. Especially, for the NAMD   format,
VMD  is an extremely powerful tool. However, for other code formats, it only allows you to
read the trajectory. In the case of the DLPOLY format, this is a big problem, since the VMD
cannot  rebuild  the  molecules  that  were  destroyed  by  the  use  of  PBC,  nor  even  use  the
TopoTools Plugin tool 75. In this thesis, using the DP_POLY  code, a FORTRAN code had to
be  developed to  reconstruct  the  molecules  that  were  destroyed  and to  be  able  to  do  the
structural analyzes using the VMD  program. The DL_POLY  code also provides a complete
scripts kit to perform simulation analysis.
Another powerful tool is the TRAVIS  76 code. TRAVIS  is a tool to analyze and visualize
trajectories of all types of simulations of Molecular Dynamics or Monte Carlo. It is easy to
install and easy to use. It can be used for any format of trajectory since the code allows you to
use general formats such as xyz and pdb, therefore, it is necessary to move to these formats
before using it.
MDAnalysis  77 is another code for MD trajectory analysis. MDAnalysis  allows one to read
trajectories  in  pdb  format  provides  a  flexible  and  relatively  fast  framework  for  complex
analysis tasks of organic systems such as biomolecules. A graphic summary of all the steps to
perform a molecular dynamics simulation is shown in Figure 2.3.




Atomistic Force Field (AFF)-
SAMs
This chapter describes the behavior of the ALE and PAL cutin monomers when deposited on a
support.
This chapter has been partially adapted from a manuscript published in reference [78].
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3.1 Introduction
Self-assembled  layers  (SA)  and  particularly  self-assembled  monolayers  (SAMs)  of
functionalized alkyl molecules are highly ordered 2D arrangements that have been intensively
studied  in  the  past  decades  79.  Advances  in  their  characterization  and manipulation  have
allowed  the  construction  and  engineering  of  well-defined  molecular  architectures  with
tailored  physical  and chemical  properties.  SAMs have  been used,  for  instance,  to  design
lubricants 80, anti-corrosion, metal passivation additives 81, and molecular recognition systems
82;  also,  in  nanolithography  and  the  creation  of  complex  hierarchical  mechanical  and
optoelectronic nano and microdevices 83.
Most of SAMs are constituted by a metal or semiconductor as support and a molecule bearing
a  functional  group  with  a  high  chemical  affinity  for  the  substrate.  The  strong  chemical
bonding  is  the  driving  force  for  the  molecules  to  pack  in  a  competitive  mechanism and
therefore,  conditions the structure of the monolayer.  This  way,  robust  and highly ordered
monolayers are obtained but the contribution of the intermolecular interactions plays a minor
role.  
When  support-to-molecule  and  molecule-to-molecule  interactions  are  comparable,
intermolecular energy becomes a relevant factor in the process of packing within the confined
space of a self-assembled monolayer  84. For this reason, SAMs of amphiphilic functionalized
alkyl molecules on chemical inert flat substrates have been proposed as models to study the
role of secondary functional groups in the molecule-to-molecule associations. To address this
issue, atomic force microscopy (AFM) has been used and topographic and frictional data have
been interpreted in terms of molecular in-plane (lateral) and end-group interactions 85.
Structural molecular resolution in standard AFM imaging is obtained from the lateral force
signal when operating in contact mode. In weakly adsorbed SAMs, the dragging force exerted
by  the  scanning  probe  may  overcome  the  magnitude  of  the  adhesion  and  cohesion  of
molecules and the structure of the SAMs may result distorted if not destroyed while being
imaged. Furthermore, in the absence of strong bonding with the support univocally defining
the energy state of the SAM, other secondary interactions like hydrogen bonding, electrostatic
and van der Waals forces can originate the coexistence of a series of arrangements close in
energy and cause packing defects due to structural mismatch between domains. For instance,
fatty  alkylamine  SAMs on mica  has  been found to contain  a  significant  number  of  void
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defects  though  looking  uniform to  AFM. In  these  situations,  the  support  from molecular
dynamics  calculations  is  a  very  valuable  tool  to  characterize  the  structure  of  such “soft”
SAMs 86 or organizational processes in biomineralization 87.
In previous studies, our group has been able to resolve the structure of a series of hydroxy
fatty acids SAMs on mica showing topographic, friction and adhesion contrast in AFM using
molecular  dynamics simulations.  It  was  found that  the number and position of  hydroxyls
groups  condition  the  final  molecular  arrangement. In  this  thesis,  we  have  addressed  the
analysis of segregation processes in SAMs formed by a mixture of hydroxylated and non-
hydroxylated fatty acids (ALE and PAL) using molecular dynamics simulations.  
3.2 Computational details
Molecular dynamics (MD) simulations were carried out using the classic DL_POLY  code  in
the canonical ensemble (NVT) 88. The temperature was kept constant at 300 K by applying a
Nosé-Hoover thermostat 89. The equations of motion were integrated by using the velocity-
Verlet algorithm with a time step of 1.0 fs. The -CH3 and -CH2- groups were treated as pseudo
atomic units using the CHARMM19 force field. 15 Å spherical cutoffs were used to treat the
Lennard-Jones (LJ) and Coulomb interactions.  Periodic boundary conditions  were applied
along the  x and  y directions. The Ewald method with periodic boundary conditions in two
dimensions,  as  implemented  in  the  DL_POLY code,  was  used  to  treat  the  electrostatic
interactions. Two computational boxes were considered to simulate all systems (systems with
hexagonal and rectangular patterns) with length parameters of (a) Lx = 60.0 Å, Ly = 34.6 Å
and (b) Lx = 60.0 Å, Ly = 40.0 Å, respectively and Lz = 200 Å.
Two support models were used to study the deposition of these monomers. The Lennard-Jones
type support model taken from reference  90-92  and the graphene support model taken from
references 27,29. In the Lennard-Jones type support model, the interaction between each particle
and the surface was computed according to equation 1.1 (chapter 1). The σ and ε  Lennard-
Jones  potential  parameters  this  equation  were  calculated  using  the  Lorentz-Berthelot
combining rules. Furthermore, Cn parameters for –CH2–, –CH3, C and O were taken from
references 90,91. In the graphene model, the parameters were taken from the references [27,29].
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The  Lorentz-Berthelot  rule  was  also  used  to  determine  cross-interactions.  The  graphene
surface was frozen, as is common, for stability.
To explore the behavior of the effective surface density (ρ), the ALE and PAL molecules were
distributed in a hexagonal network and the distance between the carbon of the carboxylic
groups was varied to control the effective surface area.
In the case of the study of mixtures, a total of 16 systems were defined to model ALE-PAL
mixtures of compositions 25:75 (25% aleuritic acid and 75% palmitic acid) and 75:25 (75%
aleuritic  acid and 25% palmitic  acid).  Based on experimental  results,  these systems were
chosen  as  representative  cases  for  ideal  dispersed  and  segregated  SAMs. Thus,  initial
configurations were constructed by placing a total of 96 molecules of ALE and PAL vertically
on a support, with the carboxylic group near the support.     
For each of these two compositions, two network categories (hexagonal, H, and rectangular,
R) with dispersed (D) and segregated (S) configurations, were defined. For example, for a
composition  75:25  in  a  hexagonal  arrangement,  two  dispersed  configurations,  named  as
H75D1 and H75D2, and two segregated configurations, referred to as H75S1 and H75S2,
were established. Similarly, for a composition 25:75, there are two dispersed (H25D1 and
H25D2) and two segregated (H25S1 and H25S2) systems. The nomenclature and details for
each type of system are compiled in Table 3.1, and top views of each system are depicted for
the H and R networks in Figure 3.1 and Figure 3.2, respectively.
The  initial  configurations,  created  with  structural  tension,  were  submitted  to  a  relaxation
process using the 'zero' technique implemented in the DL_POLY  code for 1 ns. Next, the
equilibration process was carried out gradually at 100, 200 and 300 K, during 1 ns for each
temperature and verifying that equilibrium was reached at each stage.  Finally,  all  systems
were simulated for 10 ns, and in specific cases, simulations were extended up to 20 ns. The
configurations were saved every 1000 steps (1ps), and the statistical data analysis was done in
the last 0.5 ns (9.5-10.0 ns).
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Figure 3.1 Top views of the initial layouts for a hexagonal network of 75:25 (A, B, C, and D) and
25:75 (E, F, G, and H) ALE:PAL mixed systems. Segregated systems are set up in column (C and G)
and island (D and H).
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Figure 3.2 Top views of initial configurations in a rectangular network of 25:75 (A, B, C, and D) and
75:25 (E, F, G, and H) ALE:PAL compositions. Segregated systems are set up in column (C and G)
and island (D and H).
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Table 3.1. Description of the nomenclature used for the simulated systems.
ALE  (%) System Type System Name Characteristics
75
Dispersed H75D1 H75D2
Hexagonal  network.  (1)  and (2)  for  different  ALE
and PAL locations.
R75D1 R75D2
Square network. (1) and (2) for different ALE and
PAL locations.
Segregated H75S1 H75S2
Hexagonal network. (1) for column type and (2) for
island type segregations.
R75S1 R75S2




Hexagonal  network.  (1)  and (2)  for  different  ALE
and PAL locations.
R25D1 R25D2
Square network. (1) and (2) for different ALE and
PAL locations.
Segregated H25S1 H25S2
Hexagonal network. (1) for column type and (2) for
island type segregations.
R25S1 R25S2
Square  network.  (1)  for  column  type  and  (2)  for
island type segregations.
3.3 Results and discussions
3.3.1 Effective surface density (ρ)
The first issue to explore when adding cutin monomers on a support is the effect of the lateral
molecular  interactions  to  conduct  to  organized  structures.  In  this  section,  we  start
investigating for pure ALE and PAL systems different possible structures when modifying the
effective surface density (ρ), defined as the number of molecules in a given surface area.
Pure ALE systems
Simulations  show that  the arrangement  adopted by ALE molecules,  when deposited on a
support,  depends  strongly  on  the  effective  surface  density  (ρ).  Four  zones  with  different
behaviors  were  observed  (Figure  3.3),  in  each  of  these  zones,  the  ALE molecules  have
different degrees of organization. At high effective surface density (ρ=52.27x10-3 molecules/
Å2), see  Table 3.2 and  Figure 3.3 zone (1), the system exhibits a self-assembled behavior,
however, the system loses this arrangement within 2 ns of simulation (Figure 3.4). After that,
the system acquires a new structure less stable than the initial configuration.
The  energy  change is  due  to  the  loss  of  hydrogen-bond  between  (-COOH)----(-COOH),
(secondary-OH)---(secondary-OH)  and  (primary-OH)----(primary-OH)  (Figure  3.5  A)  and
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also  the  formation  of  hydrogen-bond  between  (-COOH)---(secondary-OH),  (-COOH)---
(primary-OH) and  (primary-OH)---(secondary-OH) (Figure 3.5 B).
Figure 3.3 Behavior of the configurational energy as a function of surface density, for the pure ALE
system.
In zone (4), for example at  ρ= 34.32x10-3  molecules/(Å2), the system simply does not have
self-assembling capacity, and the molecules are disorganized. A density profile along the Z-
direction  shows  that  the  carboxyl,  secondary  hydroxyl  and  primary  hydroxyl  groups  are
indeed superimposed on each other (Figure 3.6 C). When ρ increases, for example, from  ρ=
36.82x10-3 to 39.59x10-3 molecules/(Å2), the systems do not self-assembly neither. However,
it was also observed that the superposition between these groups decreases slightly, mainly
between the  -COOH and  primary-OH  groups. The secondary-OH groups, main responsible
for  the  organization,  still  cannot  present  a  homogeneous  profile  distribution  along the  Z-
direction.
Between zone (2) and zone (3), the systems always self-assembly. Specifically, in the zone
(2),  the  systems  achieve  the  highest  stability.  For  the  system  with  ρ=48.09x10-3
molecules/(Å2),  the  density  profile  analysis  shows  that  the  -COOH,  primary-OH,  and
secondary-OH groups, have symmetrical distribution and they are not overlapped (Figure 3.6
A). For this  ρ value,  the maximum capacity of self-organization is achieved.  As we will
present in Chapter 4, this will be a potential zone to extract the CG parameters.
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In zone (3), whatever the effective surface density, the configurational energy is similar, that
is, the stability of the systems stays constant (Figure 3.6 B).
Therefore,  all  atomistic simulations were performed with an effective surface density  ρ=
48.09x10-3 molecules/(Å2) of zone 2.
   Tabla 3.2 Minimum distance between the -COOH groups and the corresponding  effective
surface density.  
Distance between molecules
(Å)










Figure 3.4 Behavior of the configurational energy for the ALE system with effective surface density
of  ρ = 52.27x10-3 (molecules/Å2).
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Figure 3.5 Behavior of the number of H-bonds in the ALE system with ρ = 52.27x10-3 (molecules/Å2).
(A) H-bonds between: (-COOH)---(-COOH), (primary-OH)---(primary-OH), and  (secondary-OH)---
(secondary-OH). (B) H-bonds between: (primary-OH)---(-COOH), (secondary-OH)---(-COOH), and
(primary-OH)---(secondary-OH).
Figure 3.6 Density profile along the Z axis of the -COOH, primary-OH, and secondary-OH groups. For
(A) zone 2 , (B) zone 3 , and (C) zone 4.
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Pure PAL systems
The behavior of pure PAL systems is different from the previous case. Defining, as in the
previous case, different values of effective surface density (ρ), Table 3.3 and Figure 3.7, the
following behavior is achieved. Only for low temperatures, around 50-200 K, there is a zone
(zone 2) where a  self-assembled pure PAL system is  obtained.  In this  zone,  with density
ρ=54.57x10-3 molecules/(Å2), PAL molecules can form self-assembled systems.
In  zones  1  and  3,  PAL  systems  always  disorganize,  more  rapid  when  starting  with
configurations from zone 1, and slower from zone 3.
Systems from zone 1 disorder easily between 0.1 and 0.5 ns (Figure 3.8 D and E). From 1.0
ns (Figure 3.8 F), the system achieves an entirely messy configuration. Similar behavior is
observed when the system has a high surface density (zone 3, Figure 3.8 A, B and C), but the
disordering process occurring more slowly. For example, to achieve an utterly disorganized
configuration, it takes at least 2.5 ns of simulation to be observed (Figure 3.8 C).
However, around 300 K, the PAL system will always be disorganized. The molecules are
oriented in any direction concerning the Z-direction, independent of their initial configuration,
and the PAL molecules always end up one above the other.
Figure 3.7 Behavior of the configurational energy as a function of surface density, for the PAL
system.
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Figure 3.8 Representation of PAL systems with different effective surface density. For zones 3 (A, B
and C) and zone 1 (D, E and F). All systems are 200 K.
The parameters for the Coarse-Grained simulations of pure and mixed systems were set up
using  ρ from zone 2 for PAL (ρ= 54.57x10-3 molecules/Å2) and zones 2-3 for ALE systems.
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3.3.2 Behavior of pure systems
The  simulations  of  the  pure  ALE  system  show  a  self-assembling  behavior  with  slightly
inclined ALE molecules concerning the Z-direction. As expected, the effective surface density
value  of 48.09x10-3  molecules/Å2 guarantees this behavior. However, the simulations of the
study of effective surface density  were made for short  simulation times (~2 ns),  here we
perform much longer simulations. Therefore, the system was simulated until 40 ns, and the
evolution is shown in Figure 3.9. It is observed that the system remains self-assembled in all
simulated time, and the distribution of the active groups (-COOH, primary and secondary -
OH)  maintains  the  same  distribution,  showing  that  the  system  does  not  disturb  its  self-
assembly configuration.
Figure 3.9 Density profile along the Z-axis of the active groups -COOH and primary and secondary -
OH, for the pure ALE system.
 
Bilayer  formation  in  the  pure  ALE  system  was  also  observed  experimentally  78.  Our
simulations predict the same structural behavior. The density distribution of the molecules
along the Z-direction is shown in  Figure 3.10. The results show that the bilayers are also
organized, where the molecules are slightly more inclined than in the monolayer. The height
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of the bilayer predicted by the simulations is approximately Lz ~ 46 Å, the ratio between the
lower and upper layers is approximately 1.2. These results match our experimental results.
Figure 3.10 Density profile on the Z-direction of the ALE molecules, for the pure ALE system
forming bilayer.
For pure PAL systems, it is observed that the molecules are disorganized regardless of the
effective surface density. The Z-direction density profile in Figure 3.11 shows this behavior.
It is observed that for 5-10 ns of simulation, the molecules are not only oriented in different
directions, but also on top of each other. This fact suggests that the -COOH groups do not
have sufficient capacity to form H-bonds that guarantee the self-assembling. This suggestion
will be analyzed in the next section.
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Figure 3.11 Density profile on the Z axis of PAL molecules.
3.3.3 Behavior of mixtures systems
In this section, we focus on the segregation processes emerging when preparing mixtures with
different  compositions  of  ALE and  PAL monomers.  This  work  was  developed  using  the
combination of atomic force microscopy (AFM) and molecular dynamics (MD) simulations.
It  allowed  proving  the  role  of  the  functional  groups  in  the  formation  of  self-assembled
monolayers (SAMs) on muscovite mica surfaces. In this thesis, only the results concerning the
simulations are presented.
MD simulations indicate  that  segregation processes are  favored in  high ALE composition
mixtures  in  agreement  with  the  experimental  pieces  of  evidence,  whereas  low  ALE
compositions  promote  the  co-existence  between  segregated  and  dispersed  systems.  The
secondary hydroxyl groups play a central role in the self-assembling mechanism because they
control the formation of hydrogen bonding networks guarantying system stability.
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Stability of dispersed and segregated systems
In this section, we discuss the stability of the systems from the analysis of the configurational
energy. The results for systems with 75:25 and 25:75 (ALE:PAL) compositions are shown in
Figures 3.12 A and 3.12 B, respectively. For 75:25, all segregated systems (R75S1, R75S2,
H75S1, and H75S2) are more stable than dispersed systems (R75D1, R75D2, H75D1, and
H75D2),  comparing the average values of their  configuration energies:  -21.99 and -20.98
(103kJ/mol)  for  segregated  and  dispersed  systems,  respectively.  Therefore,  it  would  be
expected  that,  for  systems  with  high  ALE  composition,  segregation  processes  might  be
favored.  Also,  when  analyzing  each  system separately,  it  is  observed  that  all  segregated
systems are more stable than any dispersed system, which shows that there is a marked favor
in the formation of segregated systems. However, there are dispersed and segregated systems
with small differences in configurational energy (H75D1 and R75S2, for example), which
suggests a possible coexistence of both systems.  
Figure 3.12. Configurational energy for systems with compositions of (A) 75:25 and (B) 25:75
ALE:PAL.
For 25:75 (ALE:PAL) composition, the mean configurational energy difference between the
segregated and dispersed systems decreases to  -0.45 (103  kJ/mol) (Figure 3.12 B), making
the appearance of dispersed systems feasible. In fact, on analyzing each case, it is observed
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that, unlike the previous case, there are dispersed systems more stable than segregated ones,
such as H25D2 and R25S2.
Therefore, based on the configurational energy, we can conclude that systems with a higher
amount of ALE (75:25)  favor the formation of segregated phases, while systems with low
ALE composition (25:75) lead to the coexistence of segregated and dispersed phases.
Tilt angle distributions
The structural compactness and inclinations of the molecules are analyzed from the tilt angle
distribution function, which is calculated from the e1 vector and the Z axis. The e1 vector is
computed by diagonalizing the moment of inertia matrix and corresponds to the molecular
axis containing the main aliphatic chain of ALE and PAL molecules (Figure 3.13). Results for
the  most  stable  configurations  in  the  75:25 and 25:75 (ALE:PAL) systems are  shown in
Figure 3.14.
  
Figure 3.13. Tilt-angle distribution of the inclination angle formed by vectors 1 and Z axis.
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Systems 75:25 (ALE:PAL) composition
For systems with 75:25 composition, the analysis of the tilt angle distributions for ALE and
PAL molecules  show  different  behaviors.  The  ALE molecules  present  sharp  mono-nodal
distributions with angles between 0° and 40° and peaked at 17°, resulting in quasi-vertical
monolayers. It is also observed that the organization, verticality, and compactness of ALE
molecules  are  enhanced  in  the  most  stable  systems  (segregated  systems  in  hexagonal
arrangements).  These results  indicate that systems with a high ALE composition maintain
their capacity to form ordered self-assembled systems.
Figure 3.14. Tilt-angle distribution (ALE and PAL in black and blue, respectively) formed by vectors
ε1 and Z-direction, for the most stable systems with 75:25 and 25:75 ALE:PAL composition. In both
cases, the systems are ordered from higher (left) to lower (right) stability.
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Concerning PAL molecules, in segregated systems (H75S1, H75S2, R75S1, and R75S2), PAL
molecules are not as disorganized as in pure PAL SAMs (Figure 3.15), due to the restriction
that  ALE  molecules  impose,  mainly  through  the  interactions  between  –COOH  groups.
Therefore, it is expected that PAL molecules that do not interact with ALE molecules tend to
behave  similarly  to  the  pure  PAL,  which  is  a  characteristic  behavior  for  non-midchain
functionalized amphiphilic alkyl molecules.
Height distribution profile obtained from AFM images for ALE rich (ALE:PAL) mixtures
confirms the quasi-vertical packing of ALE molecules into monolayers. Regarding the PAL
component,  configurational  energy  values  indicate  that  segregated  islands  are  the  most
feasible situation and isolated PAL moieties ~9.0 Å high are detected by AFM. Such value is
slightly lower than the one obtained for pure PAL SAMs (10.0 – 12.0 Å), but in both cases,
they  correspond  to  a  tilt  of  ~60-70°,  in  agreement  with  the  tilting  susceptibility  of  PAL
predicted by molecular dynamics simulations (~50-70° and ~110-130° in Figure 3.15).  
Figure 3.15. The tilt-angle distribution for pure PAL system.
Systems 25:75 (ALE:PAL) composition
Configurational energy calculations have shown that the 25:75 ALE:PAL system is less prone
to segregation than 75:25 ALE:PAL. Simulations have also shown that tilt-angle distributions
of ALE and PAL are reversed in both systems. Generally, in 25:75, ALE molecules are more
inclined and disorganized than in 75:25 while  PAL molecules  are  more vertically  packed
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(Figure  3.14).  This  behavior  shows  that  the  presence  of  small  amounts  of  ALE in  PAL
systems prevents PAL molecules from completely disorganized. Even the presence of ALE
molecules can favor the formation of organized PAL systems. As a result, more PAL units can
be deposited in the same surface area. Also, the experimental results, on surface coverage data
show that the presence of ALE molecules favors PAL adsorption. Therefore, it is presumable
that  the system dispersed in  25:75 ALE:PAL is  a  dispersed mixed system with few ALE
molecules acting as anchorage points  and reinforcing lateral  interactions  within the SAM
structure. Such reinforcement would lead to the more vertical distribution of PAL units, as
indicated by calculated tilt angle distributions and would explain the higher phase-shift (lower
compressibility) values observed experimentally at 25:75  ALE:PAL.
In next  section,  will  be discussed how the active groups (-COOH, and -OH primary and
secondary) are distributed for both compositions, and how this distribution determines the
stability, compactness and the degree of inclination of the molecules.
Density profiles
Here, we focus on the density distributions of the active groups: -COOH, primary-OH, and
secondary-OH. Figure 3.16 shows these profiles for the two mixtures and also for pure ALE
as a reference case, in which molecules are highly organized (Figure 3.16 C). It becomes
evident that ALE molecules in 75:25 are more organized than in 25:75 (Figure 3.16 B).  
In  75:25,  the active groups maintain a  separation distance between them, minimizing the
cross-interactions that favor the disorganization of the systems. In 25:75, there is no well-
defined separation between the active groups, and it is expected that the cross-interactions
might gain relevance leading the systems to lose their ability to form an ordered structure
(Figure 3.16 A).  
For  25:75,  the  ALE  molecules  are  disorganized  because  the  cross-interactions  could  be
predominant,  that  is,  (-COOH)---(primary-OH),  (-COOH)---(secondary-OH) and (primary-
OH)---(secondary-OH) interactions. Based on the results of tilt angle distributions and density
profiles, we propose that in low ALE content SAMs, the molecular disorganization would be
a consequence of favoring ALE cross-interactions. In this scenario, ALE molecules would act
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as anchoring of PAL molecules avoiding their disorganization as indicated in the previous
section.
Figure 3.16. Density profile along the Z-direction of the active groups (primary-OH and secondary-
OH and –COOH groups), for 75:25 (A) and 25:75 (B) ALE:PAL compositions. Pure ALE system is
taken as reference (C) .  
H-bond interactions  
In this section, the role of H-bonds in the structural arrangement of segregated and dispersed
systems  was  examined.  To  understand  the  behavior  of  H-bond  interactions,  all  systems
defined for composition 75:25 were treated. Whereas, for composition 25:75 only systems
H25S2  and  R25D1  were  analyzed  (most  stable  segregated  system  and  the  least  stable
dispersed system).
For 75:25, the amount of H-bonds of the primary and secondary-OH groups is higher in the
segregated system than in the dispersed system and the amount of H-bonds of the -COOH
groups  is  the  same in  all  systems  (Figure  3.17  and  Figure  3.18).  Therefore,  segregated
 54
systems  are  more  stable  mainly  due  to  the  H-bonds  formed  by  the  primary-OH  and
secondary-OH groups.
Also, it is observed that in all systems the number of H-bonds formed by the active groups
always  has  this  behavior:  secondary-OH  >  primary-OH  >>  –COOH.  Therefore,  the
secondary-OH groups are primarily responsible for forming self-assembling systems. On the
contrary, the -COOH groups have a minor ability to form H-bonds, and therefore, they have
little control over the packing process. This fact confirms that pure PAL systems (Figure
3.15) do not lead to the formation of organized systems. The primary-OH groups have the
intermediate  capacity  to  form  H-bonds  when  compared  to  secondary-OH  groups,  and
therefore, they have a limited control in the organization process.   
The  next  step  is  to  understand  why  the  systems,  despite  having  the  same  number  of
secondary-OH groups (main self-assembly controller), have different behavior respect to the
ability to form H-bonds.  For  this analysis,  the most stable segregated system and the least
stable  dispersed  system were  chosen for  75:25 composition,  those  systems correspond to
H75S1 and R75D2, respectively.
Combined distribution functions (CDF) were used to monitor the variables that define an H-
bond,  using  the  TRAVIS  76 code.  In  particular,  we  use  radial  and  angular  distribution
functions (RDF and ADF) to monitor the r0-0 distance and α angle, respectively (Figure 3.19
A, B and C). It was observed that in the H75S1 system, the zone that favors formation of H-
bonds (r0-0  = 2.4 - 3.2 Å and α = 0.0 – 30.0°) is dominant. It has a relative intensity of 1.42
times than the R75D2 system. In addition, in the less stable system (R75D2) the  r0-0  and  α
parameters define zones that have no relation to an H-bond zone (therefore it is less stable),
mainly those zones comprising r0-0 = 2.4 - 3.2 Å, α = 30.0 - 180.0° and r0-0 = 3.5 - 3.8 Å, α =
70.0 - 150.0° (Figure 3.19 B). By contrast, in the most stable system (H75S1), the r0-0 and α
parameters have values concentrated in the zone that favors the H-bond (therefore it is most
stable, Figure 3.19 A).
For 25:75 composition, the behavior of the active groups is different for each type of system.
For the less stable system (Figure 3.20 A, R25D1), the -COOH group has the highest number
of H-bonds, and there is no H-bond formation between secondary-OH groups. Therefore, the
primary and secondary-OH groups have less influence on stability than the -COOH groups.
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These results indicate that the ALE molecules are not organized, according to the previous
results  from density profiles.  Also,  the predominance of the H-bond between the -COOH
groups suggests that ALE molecules are somewhat anchored at their base.
In the case of the most stable system (Figure 3.20 B, H25S2), the secondary-OH groups form
a  higher  number  of  H-bonds;  that  is,  they  are  the  dominant  groups.  However,  its
predominance decreases considerably in the first 5 ns of simulation, after that, all groups have
practically the same predominance. As a consequence of this, it is expected that in segregated
systems the ALE molecules are a little more organized than in the dispersed systems.
Figure 3.17. Number of H-bonds between: -COOH, primary-OH and secondary-OH groups, for
systems with 75:25 (A and B) and 25:75 compositions (E and F).
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Figure 3.18. Number of H-bonds between: -COOH, primary-OH and secondary-OH groups, for
systems with 75:25 (A and B) and 25:75 compositions (E and F).
Figure 3.19. Combined distribution function (CDF) with two channels: rO-O distance and α angle, for
H75S1 and R75D2 systems (C and D).
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Figure 3.20. Number of H-bonds between: -COOH, primary-OH and secondary-OH groups, for
systems with 75:25 (A and B) and 25:75 compositions (E and F).
3.3.4 Segregated and dispersed systems and its coexistence
It  was  shown  that  for  low  ALE  concentrations  the  coexistence  between  segregated  and
dispersed systems is favoured. In this section, this behaviour is further analysed from systems
with different ALE:PAL concentrations (95:5, 90:10, 85:15, ... 10:90). Specifically, we studied
18 segregated systems and 18 dispersed systems. Since each system contains a total of 100
molecules (ALE + PAL), each system will contain different number of atoms. Therefore, to
compare the stability of all systems, we defined the R parameter following the equation 3.1.
..............(3.1)conf
ALE ALE PAL PAL
E
R




where Econf is the total configurational energy, EALE and EPAL are the configurational energies
of  an  isolated  molecule of  ALE and PAL,  respectively.  The quantities  of ALE and PAL
molecules in each system are represented by NALE and NPAL, respectively. The results of this
behaviour are shown in Figure 3.21.
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Figure 3.21. Configurational energy behavior as a function of the ALE:PAL concentration, for
segregated and dispersed systems.
As expected, segregated systems are more stable than dispersed systems, here it is shown that
this is maintained for any ALE:PAL composition. The effect that is caused by  adding PAL
molecules to pure ALE systems can be observed for concentrations less than 75:25 (Figure
3.21). This means that there is a range (ALE:PAL, 75:25-100:0) where the self-assembling
behavior of ALE systems is maintained without being drastically affected by introducing PAL
molecules.
3.4 Conclusions
Selected linear hydroxylated fatty acids such as 9,10,16 trihydroxyhexadecanoic (aleuritic,
ALE)  and  hexadecanoic  (palmitic,  PAL)  acids  have  been  used  to  study  the  role  of  the
functional groups in their ability to form mixed self-assembled monolayers (SAMs) on mica
surfaces.  AFM data reveal that rich ALE systems behave as ideal mixtures giving rise to
segregated SAMs corresponding to either pure ALE or PAL assemblies.
On  the  other  side,  rich  PAL systems  are  more  susceptible  to  form dispersed  structures.
Classical molecular dynamics simulations have confirmed that, in systems with a high ALE
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composition,  segregation  processes  are  favored  and  the  presence  of  dispersed  phases  is
unusual. On the contrary, in low ALE content mixtures, a cooperative effect between ALE and
PAL molecules leads to a more extended and better packing of PAL units when compared to
the pure PAL system. Carboxylic acid and hydroxyl functional groups have different influence
on the self-assembly process. Thus, hydrogen bonding between secondary -OH groups is the
main interaction and their preponderance favors the formation of self-assembled systems. On
the contrary, -COOH groups, have less influence and they do not guarantee by themselves the
formation of self-assembled systems.
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Chapter 4
Atomistic Force Field (AFF)-
ER
This chapter describes speculations about esterification reactions (ER) that were performed
within the limits allowed by a fully atomistic force field (AFF).      
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4.1.  Introduction
Fatty polyhydroxyacids (C16, C18) are the building monomers of ubiquitous biopolyesters such
as cutin and suberin in higher plants tissues 93. Both constitute the fourth most abundant plant
biopolymer  in  Nature  after  cellulose,  hemicellulose  and lignin.  In  addition  to  the  natural
abundance, their extraordinary barrier capacity has attracted the interest for the obtaining of
synthetic mimetic polymers to replace hazardous and non-biodegradable  petroleum derived
materials 94. Fatty polyhydroxyacids have been found to have the capability to self-assemble
and self-esterify at ambient condition to form nanometer size  particles named as cutinsomes
19. Such nanoparticles have been detected  in planta 95 and they  can further aggregate and
spontaneously  polymerize  at  standard  environmental  conditions  to  form  a  continuous
polyester layer, thus providing a plausible mechanism for in vivo cutin biosynthesis 96,97.Such
hypothesis is gaining recognition since analogous nanometer size structures have also been
recently detected in the elucidation of the molecular architecture of suberin 98.
The structure of nanoparticles constituted by fatty hydroxyacid is primarily conditioned by
intermolecular  interactions.  Those  interactions  have  been  studied  by  our  group  both
theoretically  and  experimentally  by  the  formulation  of  confined  and  geometrically  well-
defined systems such a self-assembled (SA) layers on flat inert surfaces. 
Several analytical techniques such as atomic force microscopy (AFM) and scanning tunneling
microscopy  (STM)  combined  with  molecular  dynamics  simulations,  were  essential  to
understanding the behavior of these monomers  17 .With these techniques, it was possible to
show  that  the  deposition  of  polyhydroxy  acids  leads  to  the  formation  of  self-assembled
bilayers  (SABs) and monolayers  (SAMs),  depending on the presence and position of  the
functional groups (–COOH, and –OH) in the aliphatic chain.  
The importance of these studies lies on the transference of this seminal knowledge to the
design  and  manufacturing  of  layered  biodegradable  biomimetic  materials  with  potential
applications as, protective films for food and cosmetics packaging  99-102.
Therefore, to investigate other properties, in addition to the structural ones, the feasibility of
the esterification reaction (ER) is of major importance for this purpose. Our first ER studies
by attenuated total  reflection Fourier  transform infrared (ATR-FT-IR) spectroscopy,  X-ray
photoelectron  spectroscopy  (XPS)  and  molecular  dynamics  (MD)  techniques  in  self-
assembled  (SABs)  systems  of  aleuritic  acid  bilayers  show that  the  esterification  reaction
occurs as a consequence of the formation of SA 31. However, in this preliminary study, is was
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not  satisfactorily  clarified  experimentally  whether  the  water  detected  originates  from
esterification, or from the environment. Our results from MD simulations suggested that it
comes from esterification. 
This reaction could be classified as a rare event since it would present a high activation energy
barrier and requires catalysts to happen 103. In this work, this possibility will be a little more
explored by studying with MD techniques different nanostructures observed in AFM images
in pure ALE systems. Additionally, we also study mixed systems of ALE and palmitic acid
(PAL) with different compositions (25:75 and 75:25 ALE:PAL). PAL molecule has only a
terminal  -COOH, and when mixing with ALE modifies the capability  of self-assembling,
resulting  in  systems  with  different  degrees  of  disordering,  which  constitutes  an  essential
aspect in the understanding of the ER mechanisms.
4.2 Computational details
Molecular dynamics (MD) simulations were carried out using the Classic DL_POLY 104  code
in the canonical ensemble NVT 105. The temperature was kept constant at 300 K by applying a
Nosé-Hoover thermostat  106. The equations of motion were integrated by using the velocity-
Verlet algorithm with a time step of 1.0 fs.
The –CH3 and –CH2– groups were treated as pseudo atomic units using the CHARMM19
force field 107, Figure 4.1. Lennard-Jones (LJ) and Coulomb interactions were truncated at 15
Å in our simulations. Periodic boundary conditions were applied along the x and y directions.
The Ewald method with periodic boundary conditions in two dimensions was used to treat the
electrostatic interactions. Computational box with lengths of Lx = 60.0 Å and Ly = 34.6 Å
were considered to simulate all systems. The substrate was represented as a flat surface using
the external potential 12-3 Lennard-Jones defined in chapter 1. 
L-J potential parameters between different crossed atoms were calculated using the Lorentz-
Berthelot combining rules. In the Short-range flat potential model, the parameters were taken
from the references [29,38] and the atoms were frozen for stability.  
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Figure 4.1 Representation of ALE and PAL molecules using the CHARMM19 force fields.
A total of 10 systems were defined to model mixtures of ALE compositions in weigh of 25, 75
and  100%,  named  as  25:75,  75:25  and  100:00  (ALE:PAL),  respectively.  Based  on
experimental results, these systems were chosen as representative cases for (1) segregated, (2)
dispersed, and (3) pure systems, respectively. Thus, initial configurations were constructed by
placing a total of 96 molecules of ALE and/or PAL vertically on a support, with the carboxylic
group near the support.
For each of these compositions, in a hexagonal network, the dispersed (D), segregated (S) and
pure (P) systems were built. For a 75:25 composition, two dispersed configurations, named
H75D1 and H75D2, and two segregated configurations, denoted as H75S1 and H75S2, were
established. Similarly, for a 25:75 composition, there are two dispersed (H25D1 and H25D2)
and two segregated (H25S1 and H25S2) systems.  For  pure ALE systems,  monolayer  and
bilayer  systems were  defined and named as  H100M and H100B.  The nomenclature and
details for each type of system were detailed in chapter three.
The initial configurations, created with high structural tension, were submitted to a relaxation
process using the ‘σ’ is a parameter of thezero’ technique implemented in the DL_POLY code for 1 ns. Next, the
equilibration process was carried out gradually at 100, 200, and 300 K, during 1 ns for each
temperature, and verifying that equilibrium was reached at each stage. Finally, all systems
were simulated for 10 ns, and in specific cases, as in bilayers, the simulations were extended
up to 20 ns. The configurations were saved every 1000 steps (1ps), and the statistical data
analysis was done in the last 0.5 ns (9.5-10.0 ns).
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4.3 Results and discussions
4.3.1 Pure ALE systems
AFM images of pure self-assembled ALE (Figure 4.2, right) show mostly isolated compact
island  ≈ 2.4  nm  high  (L2),  as  well  as  scattered  detached  tinny  rounded  agglomerates.
Occasionally, bilayers (L3) can also be observed. Higher resolution scanning (Figure 4.2, left)
reveals another flat and compact phase characterized by a lower height (L1). Additional AFM
measurements (not shown) indicate that L1, if compared to L2, L3 and mica background, are
a  low  friction  and  low  adhesion  moieties.  Previous  work  has  demonstrated  that  L1
corresponds to a disordered and esterified arrangement of ALE molecules 18. This study also
justifies the predominance of vertically packed monolayer islands (L2) vs. bilayers (L3) due
to the enhancement of the 2D vs. the 3D growing mechanism conditioned by the presence of
the two secondary hydroxyls in the molecular skeleton.         
Simulations on these systems (L1, L2, and L3, Figure 4.3) reveal two different ways for the –
COOH and –OH groups interact and conduct to esterification reactions, namely route 1 (R1):
when involving interactions between –COOH and primary –OH groups (POH); and route 2
(R2): for –COOH and secondary –OH groups (SOH) interactions (Figure 4.4).
Figure 4.2 Topographic AFM  images of self-assembled island of pure aleuritic acid on mica.
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Figure 4.3 Height profile of all pure systems. Disorganized ALE monolayer (L1), self-assembled ALE
monolayer (L2), and ALE bilayer (L3).
Figure 4.4 Possible routes for an ER, first route (R1): –COOH and primary–OH groups and second
route (R2): –COOH and secondary–OH groups.
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ALE bilayer (L3)
In the bilayers (  Figure 4.2,  Figure 4.3 and Figure 4.5), the only way to favor an ER is
through route R1, that is, when –COOH and POH groups interact (Figure 4.4).  Figure 4.7
shows  the  radial  distribution  functions  (RDF) for  these  groups.  The  plot  for  carbon  and
oxygen distances (g(C-O)) presents two peaks at 3.2 and 3.7 Å, whereas the g(H-O) shows three
peaks at 1.8, 3.0, and 3.8 Å. We analyze these distances (named as δ1 and δ2) to understand
which of those peaks are related to an ER. Taking advantage of the fact that δ1 and δ2 would
be correlated if an ER were given; combined distribution functions (CDF) were used to poll
zones where ER can occur. We use the TRAVIS 76 code to perform all analyses, and they are
illustrated in Figure 4.7. These results show that zone 1 is the only region where the –COOH
and POH groups get an adequate configuration to favor an ER. That is, peaks at δ1 = 3.7 Å
and δ2 = 1.8 Å (Figure 4.6) evidence an occurring ER. For this reason, the presence of these
peaks is only monitored in the next systems.
The RDF analysis of δ1 and δ2, shows the presence of three predominant zones: (zone 1) 1.6
< δ1 <2.5 Å and 3.5 < δ2 <4.0 Å ; (zone 2) 2.5 < δ1 <3.3 Å and 3.0 < δ2 <3.8 Å; (zone 3) 3.5
< δ1 <4.5 Å and 3.4 < δ2 <4.1 Å (Figure 4.7). When comparing the relative intensity of all
zones,  it  is  clear  that  the  zone  that  favors  ER (zone  1)  is  rarely  visited.  Therefore,  this
suggests that a pure ALE system would have difficulty in initiating the reaction, since the
system remains the longest in zones 2 and 3.
Analyzing  the  configurational  arrangements  that  exist  in  those  three  zones,  they  can  be
schematically summarized as represented in  Figure 4.8. In zone 1, there is a configuration
possibly  stabilized  by  H-bond interactions  formed by the  POH group and the  protonated
oxygen of the –COOH group. If this type of H-bond exists, its presence will guarantee an
initial configuration necessary to favor an ER (H-bond 1).
In zone 2, we find two different configurations that are also possibly stabilized by H-bond
interactions. In this zone, the POH group interacts with the unprocessed oxygen of –COOH
(H-bond 2).  This  type  of  H-bond prevents  an  ER from occurring  since  it  would  not  be
possible to get a satisfactory initial configuration.
Similarly, the main configuration in zone 3 may also be stabilized by H-bond interactions. The
–OH  of  the   –COOH  group  interacts  with  the  oxygen  of  the  POH   (H-bond  3).  This
configuration also prevents an ER from occurring.
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All  these results  show that  to favor  an ER it  is  necessary to  meet  two requirements:  the
hydrogen of the –COOH group has to be oriented upwards, and also, there must be H-bond
interactions of type 1 (H-bond 1).
The  presence  of  the  three  types  of  H-bonds  (H-bond  1,  H-bond  2,  and  H-bond  3)  was
confirmed  by  Combined  Distribution  Function  (CDF).  Specifically,  radial  and  angular
distribution functions (RDF and ADF) were used to verify the presence of H-bond (r0-0 and α),
and the results are presented in Figure 4.9.
Analyzing all the possible H-bonds, it is clear that, effectively, all zones are stabilized by H-
bond interactions (ro-o <~ 3.0 Å and α <~ 20º). Also, it was confirmed that the local minimum
in zone 1 is the least stable by having less H-bond number (H-bond number ratio: H-bond2/H-
bond1 ~ 2.5 and H-bond3/H-bond1 ~ 4.3). This result confirms that the local minimum that
favors an ER (zone 1) is the least visited and is not the most stable region, making clear that
an ER could be poorly favored.
Figure 4.5 Density profile along the Z-axis of the active groups –COOH and primary and secondary–
OH, for the pure ALE bilayer L3 system.
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Figure 4.6 Radial distribution function (RDF). Analysis of the R1 route for an ER. Bilayer ALE L3
system.
Figure 4.7 Combined Distribution Function (CDF) with one channel being a distance δ1 and the other
one being a distance δ2 for bilayers L3.
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Figure 4.8 Arrangements configurations that are formed when the -COOH and -OH groups interact
with each other when arranged in a self-assembled bilayer. Bilayer ALE of type L1/L2 ~ 1 system.
Figure 4.9 Combined Distribution Function (CDF) with one channel being a distance rO-O and the
other one being an  α angle. (A) For H-bond 1 (C) For H-bond 2 and (C) For H-bond 3. Bilayer ALE
L3 system.
 70
ALE monolayer (L2): organized systems
The ALE monolayers L2 system are self-assembled. Analyzing the density distribution along
the  Z-direction  of  the  –COOH, POH and  SOH groups,  it  is  observed  that  the  way they
distribute prevents any possibility of favoring an ER (4.3 and 4.10 Figures). Therefore, it is
expected that an ER does not occur in monolayers of vertically packed ALE molecules as
deduced from AFM results 18.
Figure 4.10 Density profile along the Z-axis of the active groups –COOH and primary and secondary–
OH, for the pure ALE monolayer  L2 system.
ALE monolayer (L1): disorganized systems
In the monolayer L1 (4.3 and 4.11 Figures), the RDF results for both ER routes show similar
behaviors (Figure 4.12). Thus, g(C-O)  has two peaks at 3.2 and 3.7 Å and g(H-O) plot shows
three peaks at 1.8, 3.0, and 3.8 Å (Figure 4.12A and 4.12B). All these peaks form three local
minima (zones) that are most visited throughout the simulation trajectory (Figure 4.6). Zone 1
(about d(C-O)=3.7 Å and d(H-O)=1.8 Å) corresponds to the zone that favors an ER, where,
the presence of the peak at d(C-O)=3.7 Å ensures a required approximation distance favorable
to a nucleophilic attack. Also, the peak at d(O-H)=1.8 Å indicates a propitious distance for the
formation of the water molecule.
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Figure 4.11 Density profile along the Z-axis of the active groups –COOH and primary and secondary–
OH, for the pure ALE monolayer L1 system.
Figure 4.12 Radial distribution function (RDF) of the (A) COOH and OH1 groups, route 1 and (B)




In  a  previous  study  78,  we analyzed  the  self-assembling  process  of  mixtures  of  75:25
composition, and we showed that the ALE molecules are still well organized when compared
to the pure ALE monolayers. That work shows that the density profile along the Z-direction,
ρ(z)  of  the  active  groups  shows  a  slight  dislocation  of  the  molecules  that  could  favor
interaction between the –COOH and SOH groups, both for segregated and dispersed systems.
Also, ρ(z) shows that there is not a convenient approach between the other reacting groups,
and therefore, the interactions between –COOH and POH groups are hampered. Under these
conditions,  an ER could  occur  exclusively  between the –COOH and SOH groups.  These
suggestions  were  also  analyzed  using  the  radial  distribution  functions  (RDF),  which  are
depicted in Figure 4.13 for all systems.
It  can  be  seen  that  all  studied  systems  (dispersed  and  segregated)  for  R2  route  present
characteristic  peaks  for  g(C-O) and  g(O-H) at  3.7  and  1.8  Å,  respectively  (Figure  4.13B),
whereas, the absence of these peaks for R1 route (Figure 4.13A)  indicates that both groups
are  not  arranged conveniently  to  favor  an  ER.  These  results  imply  that  under  high  ALE
concentrations, ER can only occur through the R2 route.
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Figure 4.13 Radial distribution function (RDF) of the COOH and OH1 groups (route 1) and of the
COOH and OH2 groups (route 2). (A), (B), (C) and (D) possible ER on route R2. (E), (F), (G) and (H)
possible ER on route R1.
It was also observed that the –COOH groups of the ALE and PAL molecules exhibit different
behaviors, indicating a different role in the ER through the R2 route. They were analyzed by
defining the  angle  β formed between the  Z–direction and the normal  vector  to  the  plane
formed by the C-O-O atoms of the –COOH group. The β distributions are shown in Figure
4.14. It is observed that, even though the molecules remained confined in a compacted and
orderly configuration, the –COOH groups, both in ALE and PAL molecules, can reorient in
any possible orientation, mainly PAL–COOH groups.
The ALE–COOH groups have different orientations when compared between segregated and
dispersed  systems.  The  angles  at  30°  and  140°  are  more  pronounced  in  the  most  stable
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(segregated) systems and slightly less in the dispersed ones. On the other hand, PAL–COOH
groups are randomly distributed in all systems (Figure 4.14). This fact suggests that PAL–
COOH groups could be interacting to a lesser extent than ALE–COOH groups with other
functional groups such as SOH. In ALE rich systems, the lower tendency of PAL-COOH to
interact with SOHs of ALE molecules is  compatible  with the ideal behavior  observed by
AFM, i.e., a low degree of mixing and the occurrence of segregation between ALE and PAL
phases 78.
Figure 4.14 Angle distribution  (β). The distribution in red represents the COOH groups of PAL  and
the blue of ALE . (A) and (B) dispersed systems, (C) and (D) segregated systems.
25:75 (ALE:PAL) composition
In  these  systems,  due  to  a  large  number  of  PAL molecules,  the  self-assembling  of  ALE
molecules  is  almost  entirely  lost.  The density  profile  ρ(z)  analysis  shows that  there  is  a
dislocation  of  ALE  molecules  along  the  Z-direction,  facilitating  interactions  between  all
groups, that is, (–COOH)---(POH) and (–COOH)---(SOH) (Figure 4.15). Again, RDF was
used  to  check  whether  these  interactions  could  effectively  favor  possible  ER.  The
corresponding plots for all systems are reported in Figure 4.16.
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Figure 4.15 Density profile along the Z-axis of the active groups –COOH and primary and secondary–
OH, for the composition 25:75  system.
As expected, due to the increased disorder in the systems, an ER via R2 route is even more
favored,  as indicated from the intensity of the peak at  3.7 Å for g (C-O) (Figure 4.16). On
analyzing the R1 route, unlike the previous case for 75:25 systems, it is now observed that ER
also occurs via R1 route (Figure 4.16). This is evidenced by the peaks in g(C-O) and g(O-H) at
3.7 and 1.8 Å, respectively. Also, the higher height of the first peak and lesser overlapping
with the close peak at 3.3 Å, suggests that this route (R1) would be slightly more favored
compared to R2 route, only in disordered systems. The potentiation of both the R1 and R2
mechanism in  PAL rich  mixtures  would  support  the  reported  non-ideal  behavior  and the
enhanced development of the mixed configuration in 25:75 ALE:PAL systems, as revealed by
AFM data. The nature of such a mixed phase (phase II) would be constituted by both pure
assembled PAL and PAL-ALE interacting molecules 78.   
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Figure 4.16 Radial distribution function (RDF) of the COOH and OH1 groups (route 1) and  the
COOH and OH2 groups (route 2). (A), (B), (C) and (D) possible ER on route R1. (E), (F), (G) and (H)
possible ER on route R2.
4.4 Conclusions
Despite  the  limitations  of  classical  molecular  dynamics  simulations  to  study  chemical
reactions,  we  present  valuable  parameters  allowing  us  to  infer  possible  routes  for  ER
occurring when ALE molecules are deposited on a support.
Systems formed of some cutin monomers have the ability to form self-assembled structures.
The  loss  of  ability  for  self-assembling  of  these  systems  leads  to  favoring  esterification
reactions, and as the disorder increases, the esterification routes increase. For example, the
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75:25 system, by partially losing its ordering, shows that an ER is favored only through R2
route (-COOH and SOH interactions). For the 25:75 ALE system, having lost  all its self-
assembly ability, it is observed that both R1 and R2 routes are favored. In pure ALE systems,
it is observed that self-assembled monolayers do not have the ability to form ER. However,
when monolayers are disorganized, the R1 and R2 routes are favored. Finally, for bilayer pure
ALE  systems,  where  the  system  is  well  organized  only  the  R1  route  is  favored  due  to
interactions between -COOH from the upper layer with the POH in the lower layer.
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Chapter 5
Coarse-Grained Force Field 
(CGFF)
In  this  chapter,  Coarse-Grained  force  field  parameters  were  developed  from  atomistic
simulations. The MARTINI and Interactive Boltzmann Inversion (IBI) methods were used to
achieve a CG force field.
The force field obtained was applied for pure ALE forming self-assembled systems and also
for the pure PAL system forming disorganized systems.
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5.1 Introduction
Molecular dynamics (MD) simulations, with force fields at  an atomic scale, require small
timestep, in the order of femtoseconds, to correctly integrate motion equations. Due to this,
the lengths of the trajectories are limited. For example, processes such as protein folding,
ionic  channel  activation,  and  membrane  remodeling  are  difficult  to  investigate  108,109.
However, there are different ways to get out of this problem, one of them is using different
types of force fields that allow you to reduce the degrees of freedom of the system. The
choice of the force field is related to the type of information that one wishes to have. For our
purpose, the Coarse-Grained force field is best suited to solve our problem. With the Coarse-
Grained force field, it is possible to reduce the computational cost considerably mainly for
these  reasons:  by  reducing  the  number  of  degrees  of  freedom  of  the  system  and  by
considering  molecules  with  all  its  neutral  CG-atoms,  which  allows  simulations  of  larger
systems and for longer. In this thesis, the basic principles of the Coarse-Grained model are
briefly reviewed 110.
The MARTINI force field was initially developed to treat lipids 110,111. Promising results were
achieved  with  this  first  model,  predicting  reliable  results  and  low  computational  cost.
However, its application for lipid bilayer systems showed that it was necessary to continue
improving  this  force  field.  The  next  version,  MARTINI  2.0  112, in  addition  to  clearly
overcoming this inconvenience, was also developed to cover a variety of organic systems,
defining different types of CG-atoms 113.
In MARTINI 2.0 112 there are 18 types of atoms in total to represent any organic molecule.
These atoms are divided into 4 groups: Polar (P), nonpolar (N), apolar (C) and charged (Q).
For example, in the polar group (P) there are five different atoms: P1, P2, P3, P4 and P5,
where the number indicates the degree of polarity of the atom, 1 is low polarity and 5 is high
polarity. In the same sense, in the Q group there are 4 atoms: Qda, Qd, Qa and Q0, each of
these atoms has  different  capacities  to  form hydrogen bonds,  where d=donor,  a=acceptor,
da=both,  0=none.  With  this  nomenclature,  for  example,  butane  and propane can  only  be
represented with the CG-atoms C1 and C2, respectively. Also, four water molecules can be
represented by only the CG-atom: P4.
It is important to highlight that different functional groups with similar chemical behaviors
can be represented by the same CG-atom. For example, the C3=O groups of 2-propanone, C-
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NO2 of nitromethane, C3=N of propionitrile and C2HC=O of propanal can all be represented
by the CG-atoms: Na.
In MARTINI 2.0 and any other version it is preferred to make the grouping of atoms in sets of
4, that is,  4 atoms would be represented by a CG-atom which is named as 4:1 resolution
(hydrogen  atoms  are  not  taken  into  account).  This  grouping  is  defined  arbitrarily  and
experience shows that it gives good results. It must be said that higher resolution (3:1 or 2:1)
does not guarantee for a higher quality in predicting the system properties, likewise, a lower
resolution would not necessarily lead to a worse result.
Also, the transformation of a molecule, that is, going from an organic molecule with atomistic
atoms to a molecule with CG-atoms is totally arbitrary. The success of a good transformation
depends on many factors. The general criterion is to maintain the symmetry of both molecules
(in their atomistic and CG representations). To clarify this idea, an example of the MARTINI
website will be shown. The PEG9 molecule is mapped in different ways and with different
resolutions (Figure 5.1).
Figure 5.1 Different mapping strategies for PEG9.
The PEG9 molecule has high symmetry, and by choosing an asymmetric mapping, as shown
in the upper part of  Figure 5.1, the resulting CG-molecule has no relation to its atomistic
representation.  Therefore,  this  mapping  choice  would  be  inappropriate  and  could  lead  to
results  without  physical  sense.  In the following two mappings (lower and middle part  of
Figure 5.1), their symmetry is maintained, along with the molecules and also at the ends.
These  representations  would  be  adequate  since  they  are  related  to  their  atomistic
representation. The only difference between them is the resolution level, one with 3:1 and the
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other with 6:1. Any of them could be used for a CG simulation. The choice will depend on the
information you wish to obtain.
In the MARTINI 3.0 version 114, these same ideas are still maintained, however, additional
finer mapping of up to two to one atoms (resolution 2:1) is used when the symmetry of the
molecules requires it or for aromatic rings structures. In these cases, small (S, with resolutions
of 3:1 or 2:1) or tiny (T, with 2:1 resolution) are used.
In all versions of MARTINI, the interaction potentials that are used are the same as those used
in  atomistic  force  fields.  Non-bonded interactions  potentials  use Lennard-Jones  (LJ)  12-6
potentials and Coulombic potential. Bonded interactions potential use second-order harmonic
functions to represent bond and angle potential and harmonic cosine functions for dihedral
angle potential. This is detailed in the next section.
5.2. Methodology
5.2.1 Coarse-Grained mapping
In this thesis, a diversity of types of resolutions in the CG mapping and different ways of
grouping the same number of atoms were tested. Mappings with resolutions of 4:1, 3:1, and
2:1 resolution were made on the ALE and PAL molecules. Some of the most representative
CG molecules are shown in Figure 5.2.
Figure 5.2. Different form of mapping and with different resolutions in the Coarse-Grained (CG)
model. In all cases, the mapping for ALE and PAL molecules is shown.
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The mapping with the ALE molecule was started by presenting various paths  for its  CG
representation.  Once  the  mapping  of  the  ALE  is  defined,  the  mapping  of  the  PAL is
automatically defined for symmetry reasons. The details of the ALE mapping are discussed in
3  parts:  lower,  middle  and  upper  part  of  the  molecule.  In  the  lower  part,  defining  the
carboxylic group of ALE as a CG bead (CG-atoms), it is observed that the aliphatic chain
between the secondary hydroxyl groups and the carboxylic group is conditioned in two CG
bead of 4:1 and 3:1 (Figure 5.2). In our mapping we choose the order of 3:1 (-COOH), 3:1 (-
CH2-CH2-CH2-) and 4:1 (-CH2-CH2-CH2-CH2-), instead of the order 3:1 (-COOH), 4:1 (-CH2-
CH2-CH2-CH2-) and 3:1 (-CH2-CH2-CH2-), since with this order we get a mapping that keeps
greater symmetry with the atomistic model. In the middle part of the molecule, the mapping
of the secondary hydroxyl groups with a CG bead of 4:1 (HO-CH-CH-OH) was chosen.
In the upper part, in the mapping of the other half of the molecule, the head that contains the
primary hydroxyl group can be mapped in two different ways, 4:1 or 3:1. By choosing the 3:1
mapping (HO-CH2-CH2-) the remainder of the molecule to be mapped is defined with a 4:1 (-
CH2-CH2-CH2-CH2-),  this  guarantees  symmetry  around  the  CG  bead  (HO-CH-CH-OH)
(Figure 5.2).
5.2.2 MARTINI force field
In the MARTINI protocol, the parameters for the bonded potentials are normally obtained
from atomistic  simulations.  The  parameters  for  non-bonded  potentials  are  obtained  from
experimental data such as density and free energy 112. In this work, regarding the parameters
for the bonded potentials, that is, bond stretching and angles bending potentials, they were
obtained from the atomistic simulations, using the potentials described in the equations  5.1
and 5.2. The dihedral angle potential was frozen due to their problem of causing instability in
the simulations 115. The parameters were obtained when the molecules are in self-assembling
conditions, in all systems. Although in Martini the potential Ua is defined by equation  5.3,
other works  115-118  showed that using the potential defined by equation  5.2, the results are








































Where, Kb and Ka represent the bond length and bond angle constants, respectively. ro and θ0
represent the distance and angle for which the potential is zero. Starting from the MARTINI
2.0 force field 112,  the parameters were adjusted until  the CG and their  respective atomic
distribution  frequencies  coincide.  That  is,  the  bonded  interactions  were  tuned  until  to
reproduce the distributions of bonds and angles obtained from atomistic simulations. All CG
parameters  determined were  tabulated  in  Tables  5.1 and  5.2.  The  comparison of  bonded
distribution  function  between  the  atomistic  and  coarse-grained  are  shown  in  the  results
section.
           
5.2.3 Iterative Boltzmann inversion (IBI) method
Currently, the Iterative Boltzmann inversion (IBI) method has become a popular method to
obtain the parameters of bonded and non-bonded potentials for coarse-grained simulations
(CG) due to its nature and applicability for all types of systems 119. In the IBI method, the
probability distributions of bond Pr(r), angle Pθ(θ) and dihedral angle PΦ(Φ) are optimized
separately assuming that the probability distributions are not correlated with each other, that
is, they are factored as the products of individual components 119,  equation  5.4.  With this
assumption,  the  probability  distributions  are  obtained  independently  of  each  other,  from
distribution histograms of the atomistic simulations. For example, for the specific case of the
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Where r, θ, and Φ are the bond length, bond angle and dihedral angle, respectively, KB is the
Boltzmann constant and T is the temperature. Equation 5.6 starts an iterative process until its
convergence value is reached, once this is achieved, this potential is set and the other iterative
process related to other degree of freedom is initiated.
In the case of non-bonded potentials, CG parameters are obtained from the radial distribution
function  (RDF).  In  the  same  way  that  bonded  potentials  are  obtained,  the  non-bonded
potential is obtained iteratively until the RDF test coincides with the data obtained from the
atomistic simulations. The potential is obtained from the iterative equation 5.7.
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Where  Ui(r)  is  the  interaction  potential  after  step  i,  α is  a  scale  factor  to  avoid  large
fluctuations in the updated potential, KB the Boltzmann constant, T the simulated temperature,
gi(r)  is  the  arbitrary  initial  RDF and  gt(r)  the  RDF that  you want  to  obtain.  In  our  CG
simulations, the IBI method was used to obtain the parameters of non-bonded interactions
potentials from the atomistic simulations.
Some  of  the  simulated  systems,  using  this  method,  gave  problems  when  their  initial
configuration changed considerably, overestimating structural parameters when compared to
their  respective  atomistic  system.  This  problem has  already been widely  reported  in  this
method  120-122.  Using  MARTINI  for  the  parameters  of  bonded  potential  and  IBI  for  the
parameters of non-bonded potential, this problem was solved. In addition, simulations can be
performed with an integration time (timestep) of up to 6 times for the atomistic simulations.
Taking into account these improvements, our force field is defined as follows: (1) for the
parameters of bonded interactions simple analytical functions defined by the MARTINI force
field  were  used,  and  (2)  for  the  parameters  of  non-bonded  interactions  were  used  PDF
probability distribution obtained by the IBI method.
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5.2.4 MARTINI model surface
The non-bonded potential between ALE and PAL molecules and the support was modeled
using  the  parameters  of  MARTINI  force  field 123.  The  support  is  a  flat  graphite  surface
developed to study diffusion processes and the organization of organic molecules 123. In this
model, the beads are obtained from the mapping of a graphite network with a resolution of
3:1. The beads are hexagonally packed and with a distance bead of 2.7 Å, the parameters LJ
for this model are defined with σ = 2.4 Å for support-molecule interactions and with a large
value of σ = 102 kJ/mol for support-support interactions. As noted in the article, this model
has two drawbacks: (1) does not allow a very large integration time (time step) and (2) for
long simulation times, the network begins to show ripple defects. Therefore, to solve these
drawbacks,  for  all  our  simulations,  the  surfaces  were  frozen  in  all  the  simulations,  as
recommended in the article 123.  
5.2.5 CG simulation setup and details
All CG mapping was made with DL_CGMAP 124 and VOTCA tool-kit 125. The coarse-grained
systems  were  simulated  in  boxes  of  different  sizes,  according  to  the  needs  to  obtain
information  about each system. All the initial configurations of our systems were built with
the same effective surface density (ρ), obtained from atomistic simulations, studied in chapter
3. All CG simulations were done using the DL_POLY4.09 code  126, in the NVT and NPT
ensemble  using  a  Nosé-hoover  thermostat  and  a  barostat  Berendsen,  respectively.  The
pressure and temperature were  set  at  0.001 katm and 300 K.  The NPT simulations  were
basically  used  to  perform  the  equilibrations  processes  in  all  the  systems.  The  initial
configurations were generated by placing the carboxyl group near the graphite support with an
arbitrary distribution, using the PACKMOL 42 code. The equations of motion were integrated
by using the velocity-Verlet algorithm with a timestep of 0.004 ps. PBC were used in the X
and Y directions  and removed in Z.  The electrostatic  interactions  were deactivated in  all
systems. The non-bonded LJ interactions were truncated at 24 Å. The neighbor list for all
non-bonded interactions was updated every 10 steps. The parameters of non-bonded potential,
using the IBI method, were obtained through the DL_POLY4.09 code in the 'replay history'
mode,  and 'RDF analysis'  option,  invoking in the CONTROL and HISTORY files.  These
intups contain the necessary information to extract all this information. Additionally, the script
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'pmf2tab.f', available in the utilities of the latest version of the DLPOLY4.09 code, were used
to obtain the final format of the parameters of non-bonded interactions.
With the atomistic simulations of chapter 3, where studies on the effective surface density (ρ)
were  carried  out,  varying  the  distance  between  the  molecules  distributed  in  a  hexagonal
network (all these values are shown in Table 5.1), one can choose those ρ values to perform
coarse-grained studies. With ρ values that guarantees a self-assembling behavior, simulations
were carried out to obtain the coarse-grained (CG) parameters using the MARTINI protocol
112 and the Boltzmann interactive inversion method (IBI) 119.
5.3 Result and discussions
5.3.1 CG parameters
The transformation of the ALE and PAL systems from their atomistic representation to their
coarse-grained representation is shown in Figure 5.3.
Figure 5.3 Atomistic and coarse-grained representations of ALE and PAL systems. (A) ALE system
with atomistic representation. (B) ALE system with CG representation. (C) PAL system with atomistic
representation. (D) PAL system with CG representation.
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Once these systems were defined, using the VMD 73 program, all distribution functions were
obtained. The functions of distribution of bonded interactions, for the CG force field, were
made with the MARTINI 2.0 force field. As an example, the results for ALE, specifically, for
the bonds distribution function for two cases (A-B and E-F), are shown in Figure 5.4. This
figure  compares  both distribution  functions,  the  atomistic  and the CG. The other  bonded
interactions have the same behavior.
Figure 5.4 Comparison of the distribution functions of the bonds (A-B and E-F) for the atomistic and
coarse-grained representations.
When comparing both distributions it is evident that the transferability of the MARTINI force
field is  unsatisfactory,  therefore,  it  is  necessary to obtain CG parameters for our systems.
MARTINI 2.0 101 predicts a distance of equilibrium (A-B and E-F) shorter than its atomistic
equivalent (Figure 5.4). A much wider distribution than its corresponding atomistic is also
observed. This CG MARTINI behavior indicates that the force constant should be  tougher
than its current value.
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Using  the  MARTINI  protocol,  the  CG  parameters  were  obtained  by  adjusting  the  CG
distribution  functions  to  match  their  corresponding  atomistic  distribution.  The  adjustment
process was done using the DL_POLY4.09 115 code due to its flexibility to allow the use of
parameters  both explicitly  as  implicitly  (through numerical  methods tabulated in  different
tables). The results of all the parameters obtained as well as the respective comparison of their
distribution functions are shown in Tables 5.1 and 5.2 and Figures 5.5 and 5.6, respectively.
              Table 5.1. Bond parameters.
Molecule Bond Kb[kJ/mol Å2] r0 [Å]
Aleuritic acid
O1 C1 92.4 4.10
C1 O2 180.5 3.74
O2 C2 185.6 3.68
C2 C3 93.6 4.20
C3 O3 96.0 2.65
Palmitic acid
C4 C5 25.4 5.24
C5 C6 36.8 5.21
C6 C7 47.6 4.51
C7 O4 90.9 2.85
               Table 5.2. Angle parameters.
Molecule Angle Ka[kJ/mol rad2] θ0[degree]
Aleuritic acid
O1 C1 O2 25.4 171.10
C1 O2 C2 14.2 175.97
O2 C2 C3 14.3 174.73
C2 C3 O3 70.5 122.50
Palmitic acid
C4 C5 C6 50.2 178.91
C5 C6 C7 50.5 178.72
C6 C7 O4 80.5 146.26
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Figure 5.5.  Comparison of bonded distributions between CG and AA models. Probability
distributions of bond and angle for ALE molecule.
Figure 5.6.  Comparison of bonded distributions between CG and AA models. Bond and angle
probability distributions for the PAL molecule.
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It is observed that the MARTINI protocol allows the functions of atomic distributions and CG
to be adjusted satisfactorily, both for the parameters of PAL and ALE. Therefore, this allows
for  obtaining  reasonably  reliable  parameters.  The  quality  of  these  parameters  will  be
evaluated  by  comparison  with  an  atomistic  force  field,  comparing  different  structural
properties. These will be done in the next section.
5.3.2 Pure PAL system
Pure PAL systems were constructed by arbitrarily depositing the molecules on the graphite
support. In this construction, different irregularities were generated such as specific defects
(vacancy and interstitial),  grain boundaries and linear defects (Figure 5.7, system at 0 ns
simulation). Much more homogeneous systems were also built, deposited on the support with
a hexagonal distribution.
It  is  observed  that  for  the  system  with  irregularities,  for  short  simulation  times,  PAL
molecules undergo rearrangements through different diffusion mechanisms on the graphite
support. These diffusion mechanisms are observed in different time scales, for example, they
can occur in the first 6 ns of simulation whose dominant mechanism is to fill vacancy defects
and around 10-16 ns whose mechanism is to reorganize grain boundaries (Figure 5.7, from 0-
16 ns). All these behaviors lead to forming regions packed in a hexagonal distribution.
For longer simulation times, around 16 ns the rearrangement processes decrease dramatically.
The system is maintained without changes. Around  20 ns, the system begins to experience
another  type of  behavior  that  completely transforms the  system.  The molecules  initiate  a
process of agglomeration. To observe this behavior, the other system that had been uniformly
deposited on a hexagonal network was used, the system is shown in Figure 5.7 (system with
20  ns simulation).  It  is  observed  that  PAL molecules  begin  to  agglomerate  to  favor  the
formation  of  spherical  islands.  The complete  formation  of  these  islands  can  be  observed
around 55 ns.
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Figure 5.7. Temporal evolution of the simulation of the PAL system deposited on a CG surface for
systems with different types of defects. For 0-16 ns, system presents less vacancy defects than for 20-
55 ns.
One of the main characteristics of these islands is that they have spherical agglomerations
when few molecules  are  present.  Its  spherical  shape  is  controlled  by  the  O4 atoms (O4,
carboxylic functional group, -COOH), which try to maximize their interactions.
The experimental results obtained by AFM microscopy show that the deposition of PAL leads
to the formation of dendritic islands of different shapes and sizes (Figure 5.8 A). Dendrites
are observed with sizes between approximately 0.02 and 1.25 μm.m. The largest number of
dendritic islands that are formed maintain a homogeneous size of approximately 1.25 μm.m with
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little presence of dendrites with sizes between 0.02 μm.m. This fact makes clear that there is a
need to  increase the size of the agglomerates in  our  simulations,  to see the effect  of O4
interactions based on the size of the islands. Therefore, model systems with surface areas of 4
times the initial system were generated.
Figure 5.8. Topography AFM image: dendritic monolayer island. Cluster formation, in different time
scales, in CG systems of pure PAL.
In CG simulations, with a system length of approximately 0.01 μm.m, the formation of islands
with low dendritic morphology is observed (Figure 5.8 B). For this system size, the spherical
shape of the islands is lost giving way to a more amorphous behavior. This result suggests that
larger systems are needed to observe dendritic behavior. Thus, the size of the system was
increased to four times the initial area (Figure 5.8 C) and it was observed that the PAL islands
acquire a much more dendritic behavior in good agreement with the experimental images.
5.3.3 Pure ALE system
The experimental AFM results show that the deposition of ALE leads to the formation of two
types  of  systems.  Systems  where  ALE  monolayers  are  predominantly  formed  and  less
frequently systems formed by bilayers. With this available information, CG simulations were
used to  study the  structural  behavior  of  the  ALE molecule  and relate  it  to  the  observed
experimental results.
The systems were built  by depositing arbitrarily  the molecules on the support,  presenting
different types of defects and grain boundaries  as was done in  the case of the pure PAL
system. In the simulations, it is observed that in the deposition of ALE, the molecules, in fact,
 93
acquire a self-assembled arrangement. Again, it is observed that the molecules are rearranged
to reduce irregularities or defects through diffusion processes (Figure 5.9 A). However, in
these systems, unlike pure PAL systems, it is observed that the diffusion mechanisms occur
more slowly and with more difficulty. That is,  diffusion mechanisms are present on much
longer time scales than for pure PAL systems. In the first 450 ns of simulation these diffusion
mechanisms are still present.
For a system with homogeneous deposition and hexagonal distribution, the self-assembling
behavior was analyzed through the analysis of the mass density profile along the Z-direction
of the polar beads (O1, O2 and O3). All the results are shown in  Figure 5.9 B. The results
show that the distribution of these CG beads is highly symmetric and there is no overlap
between them, therefore, the system is highly organized. Compared to its equivalent atomistic
system, the same behavior is observed (comparison made between 10-12 ns of simulation).
 
Figure 5.9. Temporal evolution of the simulation of the ALE system deposited on a CG surface, of
300-540 ns of simulations. Mass density profile along the Z-direction to show the behavior of the most
influential CG beads in the system.
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Besides,  tilt  angle  distribution  function  was  used  to  obtain  information  on  how  the  CG
molecules are inclined and also to know how compact they are between them, see chapter 3
for  more  information.  Tilt-angle  analysis  provides  more  selective  information  about  the
organization of the system. In systems that form monolayers, it is observed that the molecules
are slightly inclined. CG simulations predict a value of approximately 6.0° (Figure 5.10).
With this inclination the height would be approximately 20.0 Å, which is within the value
observed in the AFM analysis. This comparison is only qualitative and does not guarantee that
our force field is good enough. Therefore, we compare our result with atomistic simulations
within the first 10-12 ns  (Figure 5.10). It was observed that our force field is in agreement
with the behavior of the inclination angle distribution predicted by the atomistic force field.
Both force fields predict a similar tilt distribution even with same maximum value.
The small difference in the thickness of the distribution is attributed to the different support
models that were used. In the atomistic simulations the Lennard-Jones type support model
was used and in the CG simulations the graphene support model was used.
Figure 5.10. Results of tilt-angle distribution for tow type of force field (CG and AA), for systems that
represent mono-layers.
Then  the  systems  that  form  bilayers  were  analyzed,  in  the  same  way,  that  the  systems
constituted by monolayers. We compared our CG force field with an atomistic force field, in
systems with homogeneous deposition, the results are shown in the Figure 5.11. It is observed
that both force fields predict the same behavior, both predict an average inclination of 19.5°.
Both force fields show approximately the same behavior of tilt-angle distribution. Again, our
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CG force field predicts properties consistent with those predicted by an atomistic force field.
It is important to note that this result is only achieved with relatively large atomistic systems
(~17x17 molecules). Working with smaller atomistic systems (~9x9 molecules), it is observed
that the undulation effect present in the bilayers is affected by periodic boundary conditions.
This  fact  overestimates  the  interactions  between  the  molecules,  giving  different  CG
parameters, which predict different tilt-angle values according to the size of the system.
Figure 5.11. Results of tilt-angle distribution for two types of force fields (CG and AA) for bilayers
systems.
5.4 Conclusions
We develop CG parameters for systems of pure ALE and also for pure PAL systems, using the
Martini  protocol  and  the  iterative  Boltzmann  inversion  method  (IBI).  Combining  both
approaches the simulations produce satisfactory results with the experimental observations by
AFM. The CG force field predicts structural parameters comparable to that predicted by the
atomistic force field. The deposition of ALE leads to the formation of self-assembled systems,
where the systems that form monolayers the molecules are slightly inclined, and the systems
that  form  bilayers  are  inclined  approximately  3.5  times  more  than  the  molecules  in  the
monolayers. Also, deposition of PAL leads to the formation of dendritic islands of different
sizes, where the shape and size of these dendrites are highly dependent on the interactions
between the O4 beads.
 96
Chapter 6
Reactive Force Field (RFF)
This chapter describes the basic principles of the ReaxFF force field, as well as the basic
principles of the method of metadynamics. Before exploring an esterification reaction (ER) in
the condensed phase, basic studies in gas phase ware carried out, using the DFT method. This
information  was  used  to  obtain  the  parameters  required  to  perform  a  simulation  with
metadynamics. Finally, molecular dynamics simulations were performed using the ReaxFF
force field for pure ALE system forming a self-assembled configuration in a bilayer array.
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6.1 Introduction
ReaxFF is a reactive force field, developed by Adri van Duin, William A. Goddard III and
collaborators at the California Institute of Technology 127. In ReaxFF, the potential describes
events in equilibrium and non-equilibrium (reactive events) through a bond order formalism,
where the bond order is calculated empirically from the positions of the particles  41. In this
context, a part of the total potential of the system is obtained from the bond order, and the
other part of the potential is obtained in the same way as a classical atomistic force field, that
is, of van der Waals and electrostatic potential.
This allows ReaxFF to simulate complex systems that involve multiple phases in contact with
each other. That is, it allows simulations that involve reactive events whether in solid, liquid
or gas phases. For example, among many systems explored, it was seen that ReaxFF is very
easily used to study systems that involve heterogeneous catalysis. Murrer and collaborators 128
used it to study the catalytic effect of a nickel nanoparticle on low molecular weight organic
molecules at high temperatures. Of course, it should be borne in mind that, systems of this
type are very complicated to be treated with other methods or even with ab-initio methods.
Also, ReaxFF capacity is not limited to inorganic systems, but also biological systems. For
example, Monti S. and collaborators 129 developed a ReaxFF force field from the glycine to
treat different systems, such as peptides, proteins and different types of amino acids. For a
complete reading on the ReaxFF capacity, reference [130] can be consulted.
About the transferability of a ReaxFF force field, it is limited when compared to a classic
atomistic force field.  However,  it  is much more transferable than a classic coarse-grained
force field. As the ReaxFF force field developed, different systems were tested, making it
clear that ReaxFF transferability is limited to different branches and sub-branches (Figure
6.1).
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Figure 6.1 Transferability behavior of the ReaxFF force field represented in a tree format, figure
extracted from the reference [130].
For  example,  using  a  ReaxFF force  field  that  was  parameterized  in  the  aqueous  branch,
transferability is achieved for similar systems (aqueous systems). However, if a ReaxFF force
field parameterized in the aqueous branch were used in other branches such as, for example,
in  the combustion branch,  poorly satisfactory results  are  achieved and,  in  the best  cases,
qualitative results are achieved. It is necessary to know this behavior to avoid the incorrect
use of a ReaxFF force field.
ReaxFF is currently integrated into the open-source packages LAMMPS 71 and PuReMD 131
or in commercial simulation packages such as SCM 132 and Materials Studio 133. A database of
ReaxFF force fields can be found on the ADF website 134 and in the repository 135.
6.2 Methodology
6.2.1 ReaxFF force field
The ReaxFF force field uses the concept of bond order to define analytical functions that
guarantee a continuous transition in the formation and breaking of bonds 41. These functions
allow us to study the existence of possible reaction intermediaries that could occur along the
reaction  path,  allowing  a  chemical  reaction  mechanism to  be  studied  naturally.  Unlike  a
classical  force  field,  ReaxFF  employs  many  empirical  functions  to  determine  the  total
potential of the system (equation 6.1).
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From its first application in the combustion of hydrocarbons  41 to the present  130, different
terms have been added progressively to the expression of ReaxFF potential to study different
varieties of increasingly complex systems 130. The current expression of potential is given by
equation 6.1.
2
.............. .............. (6. .1).
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Each  of  these  terms  of  potential  is  described  in  detail  in  the  article  by  Chenoweth  and
collaborators 136. Here only the Vbond term is described, the other terms can be explained in the
same way.
Most of the parameters of each of these potential terms have a physical interpretation, but
there are empirical parameters that do not represent a physical sense of the system. Adri van
Duin and collaborators describe the physical interpretation of most of the parameters in the
ReaxFF manual 127.
Due to the way ReaxFF evolved, it is important to highlight that many of these potential terms
may be irrelevant for one type of system and critical for other systems. As, for example, in
systems,  covalent  materials,  metal  alloys,  metals,  ionic  materials,  and  noble  gases,  the
potential  of  the  system  can  be  defined  as  shown  in  Table  6.1.  This  Table  shows  the
importance of each potential term for different types of systems. Due to this characteristic, it
is possible to use a ReaxFF force field that was parameterized for a system with n atoms, it is
used in a system that contains a smaller amount of atoms, even in systems with only one type
of atom.  
Table 6.1. Main potential terms for different types of systems.
Type of systems Energy expression Ref.
Covalent materials
system bond over val tors vdWaaals CoulombV V V V V V V     
137
Metal alloys
system bond over vdWaaals CoulombV V V V V   
138
Metals
system bond over vdWaaalsV V V V  
139
Ionic materials






As indicated above, the ReaxFF method is highly versatile to study different types of systems,
because in this method many empirical functions allow addressing any type of system.
In the ReaxFF method it is assumed that the bond order BOij1 (between two particles) can be
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Each component of this equation represents a type of bond, within the valence bond theory,
the first term represents a single bond (sigma bond), the second term represents a double bond
(sigma bond + pi bond) and the last term represents a triple bond (sigma bond + two pi bond).
The  parameters  of  each  of  these  terms  are  adjusted  so  that  each  of  the  terms  has  a
predominant value within a defined distance, as well as, converge smoothly to zero for very
long distances.
For example, for an organic molecule in whose structure a carbon-carbon triple bond (-C≡C-)
is present, the third term can be neglected above 1.4 Å. At this distance, only the double and
tripe bond would be contributed (first and second term). As the distance between these atoms
increases, the second term contribution will  be negligible above 1.7 Å, and the first  term
contributes up to 2.6 Å 41 (Figure 6.2 A). In the case of a silicon-silicon bond, the bond order
is obtained with the functions of single and double bonds. The first term can be neglected
above 3.5 Å,  and the second term above 2.5 Å  137 (Figure 6.2 B).  For  other  atoms,  for
example,  carbon-hydrogen or hydrogen-hydrogen only the contribution of the single bond
term is considered.
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Figura 6.2. Behavior of bond order as a function of the intertatomic distance.
The bond order BOij1 is corrected in specific situations such as, for example when an atom is
bonded to other atoms exceeding the limit  imposed by the valence layer,  in this  case the
correction  is  made  by  the  correction  term f1(∆i,∆j).  Also,  it  is  corrected  in  situations  of
residual 1-3 bond order, that is, when the atom is surrounded by other atoms forming ‘σ’ is a parameter of thevalence
angles’ with this atom, terms f4(∆i,∆j) and f5(∆i,∆j) are used to make these corrections. To see
in detail the nature of these correction functions consult reference [41]. The final bond order
expression is obtained by multiplying these corrections with the BOij1 bond order, the final
expression is represented in equation 6.3.
     1 1 4 5, , , (6.......... 3)ij ij i j i j i jBO BO f f f      
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Where ∆i and ∆j are the relative deviations of the bond order in the neighborhood of the atom,
where the valence of the Vali atom is taken as a reference to obtain these deviations (Vali is the
valence of the atom i, for example: Vali=4 for the carbon atom, Vali=1 for the hydrogen atom).
For more information on how to calculate these values, consult the reference [41]. Finally,
corrected the bond order, the bond energy Vbond is calculated using equation 6.4.
 ,1,1. .exp 1 (6........ ). 4.bepbond e ij be ijV D BO p BO   
The other terms, except VvdWaals and Vcoulomb, are defined and corrected with the same criteria
explained for Vbond. Also, numerous correction terms are defined for each energy expression.
The  VvdWaals and  Vcoulomb energy  terms  are  slightly  modified  by  introducing an  empirical
parameter called the damping factor.  This parameter avoids fluctuations of very high energies
when two atoms are very close to each other.
6.2.2 Metadynamics
With integration time (timestep) of the order of femtoseconds, the events usually observed are
related only to bond stretching and bond bending and events where the activation energy
barrier is within the reach of a thermal fluctuation (E++ ~ KbT). Interesting events in most
cases  are  present  on  much  longer  time  scales,  poorly  accessible  with  simple  routine
simulations, due to the computational cost. For example, as noted in this article [108] to study
the denaturation of a small protein (~ 32,000 atoms) it takes more than 10 -4 seconds to sample
the  landscape  energy and find  its  folded  state.  These  would  require  at  least  one  year  of
simulation in supercomputers that process information in petaflop per second. This example
makes  clear  the  critical  problem presented  by  atomistic  molecular  dynamics  simulations.
Fortunately,  there  are  many  methods  to  solve  this  problem.  In  this  thesis,  we  use
metadynamics to face our esterification reaction (ER) study.
Metadynamics  is  a  computational  method  developed  to  improve  sampling  in  molecular
dynamics simulations and reconstruct the surface of free energy based on a few degrees of
freedom (collective variables, CV). Therefore, with this method, it is possible to estimate the
free energy of systems (like ours) that are not manageable in reasonable computation time,
with normal molecular dynamics. The algorithm implemented in metadynamics has the job of
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improving the exploration of the free energy surface F(S(q)) of a limited set of collective
variables S(q) (lengths bond, torsion angles, coordination numbers, etc) 109.
In  metadynamics,  the  general  idea  is  to  add a  potential  term in  the  Hamiltonian  system,
equation 6.5. This potential is commonly known as bias potential, Vbias.
....... (6.. ). 5...biasH T V V  
This potential is constructed with a sum of Gaussians deposited along the collective variable
space S(q), equation 6.6, in such a way that allows us to leave a local minimum and visit new
regions of the phase space 109.
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Where τ is the period to add Gaussians, σi the width of the Gaussians, and W(kτ) the height of
the Gaussian. Through experience, it was demonstrated that for long simulation times, that is,
in  mathematical  terms  t→∞,  this  potential  converges  to  the  negative  of  free  energy,  in
function of the collective variables (CV), equation (6.7).
( , ) ( ) ............(6.7)s t sV F C   
When the height of the Gaussians W(kτ) varies throughout the simulation, in that case, it
refers to well-tempered Metadynamics  140. If the height of the Gaussian decreases with the
simulation time, the behavior of the Gaussians W(kτ) is represented according to equation 6.8
109,140.
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Where  W0 is  the  height  of  the  initial  Gaussian,  ΔT  is  a  convergence  parameter  with
temperature  dimension,  and  KB the  Boltzmann  constant.  In  this  case,  the  bias  potential
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converges smoothly for long simulation times (t→∞) and it is related to free energy according
to equation 6.9.
( , ) ( ) ( )
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Where T is the system temperature. A correct convergence of free energy is controlled by the
parameter bias factor (ᵧ). Also, by correctly manipulating ᵧ the sampling of rare events can be
accelerated, without the need for long simulation time 141. By controlling this parameter, new
reaction paths are explored to the extent that the system tends to escape from the local minima
that  were  already visited  109.  With  metadynamics,  a  priori  knowledge  of  the  free  energy
landscape is  not  required.  Metadynamics inherently first  explores  the regions of low free
energy.
6.2.3 Force field Optimization
There are  ReaxFF force fields  available  in  the  literature  that  can be used in  our  system.
However, in order to publish our results, we found ourselves in need of justifying the quality
of  that  force field.  Therefore,  the GARFfield code (reactive force field optimizer  method
based on a genetic algorithm) 142 was used to improve the quality of our force field. The force
field from reference [143] was chosen to be optimized. This force field was selected because
it only has the same atom types that our systems have (C/H/O). Even with only three atoms,
approximately one thousand parameters will be generated to optimize.
Assuming that a ReaxFF force field has been optimally trained, from a diverse training set, its
accuracy and transferability will be in a much longer range of systems, and it can even be
used for systems of different branches. Therefore, to ensure that our force field is good, our
training sets cover different paths, such as a scan of potential energy surfaces (PES) around
the  groups  that  control  the  esterification  reaction,  reaction  pathways,  configurations  of
minimum energy,  partial  charges,  optimization  of  various  configurations  of  geometry and
simulation cell parameters.
GARFfield  142 provides  unique capabilities to  allow the exploration of multiple solutions,
through  the  scaling  and  randomization  of  the  weight  of  objective  functions.  Different
 105
objective functions are currently supported in this code. In this work, the objective function
MPE (mean percent error) was used, defined in equation (6.10).
 
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where wi is a probability weight assigned to each corresponding objective function, pFF is the
property calculated by the force field being optimized, and pQM the corresponding value of a
quantum  mechanics  calculation  (QM).  Weights  can  be  configured  to  alter  the  relative
importance of an objective function section, providing the flexibility necessary to capture the
correct dissociation barriers for a reactive force field.
 
6.2.4 Simulation details
In this thesis, the force fields of the combustion and aqueous branches were used, specifically
the  works  by  Susanna  Monti  and  collaborators  129 ,as  well  as,  Adri  C.T Van  Duim and
collaborators  144. ReaxFF/MD  simulations  were  performed  using  the  Large-scale
Atomic/Molecular Massively Parallel Simulator, LAMMPS 71 package. All MD simulations
were  performed  in  the  NVT  ensemble,  the  system temperature  was  controlled  using  the
Berendsen thermostat with 40 fs time for the coupling constant. The initial velocities were set
using the Boltzmann distribution. The equations of motion were integrated using the velocity-
Verlet  algorithm with  a  timestep  of  0.1fs.  The  simulations  were  extended  to  2.5  ns,  for
simulations without the use of metadynamics. A simulation box with lengths of Lx = 57.5 Å,
Ly = 50.0 Å, and Lz = 100 Å was used. To simulate a bilayer, a total of 288 ALE molecules
were used, giving a total of 15264 atoms.  
After performing several simulations, it was clear that the use of the metadynamics method
would  be  necessary  to  observe  ER,  without  requiring  prolonged  simulation  times.  After
testing a wide range of collective variables (CV), available in PLUMED  145, with most of
them promoting collective movements of atoms, it  was discovered that CVs that promote
individual  atom  displacements are  more  suitable  for  our  purpose.  Therefore,  the  d(C-O)
distance between the carbon of the carboxylic group and the oxygen of the primary hydroxyl
was used as a collective variable.
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To  ensure  that  the  system  in  the  self-assembled  configuration  is  not  destroyed  by  the
fluctuation of the CV, its value had to be restricted to an upper limit. After many tests, it was
observed that for d(C-O) < 4.3 Å, the system can maintain its configuration without being
destroyed. Therefore, in all simulations, the movement of the CV was restricted to < 4.3 Å.
Gaussian  width  was  obtained  from  the  standard  deviation  of  the  CV of  a  ReaxFF/MD
simulation without using metadynamics. The height of the Gaussian was chosen from the
activation energy barrier of a gas phase esterification reaction. It was found that for heights
less than one third (h < (1/3)E++), the free energy profile is obtained with a less computational
cost. Therefore, heights around h~(1/3)E++ were chosen. Well-tempered metadynamics was
used to obtain a good convergence of the free energy profile based on the collective variable
d(C-O). The convergence of free energy was evaluated using the difference between the local
minimum of the reagent and the product.
All  data  processing  of  the  metadynamics  simulations  were  done with  the  Matadym-view
program 146. This program allows you to plot all the local minima visited by the system and
represent them in 1D or 2D dimensions.
6.3 Results and discussions
In this part, our objective is to study the chemical reactivity of ALE molecules where they are
highly organized forming self-assembled systems in bilayers. Specifically, an esterification
reaction (ER) given by route R1 (-COOH  and primary-OH).
Before studying an ER with molecular dynamics using a ReaxFF force field, previously this
reaction will be studied in the gas phase.
6.3.1 Esterification reaction in gas phase
Two molecules ALE are used, one on top of the other, to study the ER. In this configuration, it
is ensured that only the -COOH and primary-OH groups interact. It is ensured that geometry
optimizations are maintained in that position, otherwise, the molecules lose that configuration
and the other functional groups modify the structure of the transition state (TS), and this fact
would not represent an ER in a self-assembled configuration (Figure 6.3).
We employ different strategies to obtain the transition state structure, such as the QST2 and
QST3 methods  147,  available  in  the Gaussian program, although unsuccessfully.  However,
through experience, it was noted that the most efficient method for obtaining a TS, was to
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obtain a TS close to the desired one, from different scanning of the Potential Energy Surface
(PES) and its subsequent optimization. Once the TS structure was achieved, the IRC method
was applied to ensure that the TS connects to the reactants and products.  The results  are
shown in Figures 6.4, 6.5, 6.6, and 6.7.
Figure 6.3. Esterification reaction through route R1 (-COOH and primary-OH).
An activation energy barrier of approximately 45.0 kcal/mol is observed (Figure 6.4 A). This
activation barrier is very high for the ER to be conducted by thermal fluctuations (E++~76KBT,
KBT = 0.592 kcal/mol), in short simulation times. This barrier height makes clear that the use
of the metadynamics technique is necessary. With these results, the initial Gaussian sizes of
smaller than 10-15KBT are chosen to observe ER.
Reaction mechanism
The minimum reaction path between the reactant and the product is shown in  Figures 6.4,
6.6, and 6.5. All these results show that this reaction takes place synchronously and in only
one stage. This reaction is described as follows:
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Before TS, distances d1 and d2 (Figure 6.6) vary by forming and breaking chemical bonds,
respectively. In this part, d1 has a predominant behavior, that is, it changes much more than
d2, this is confirmed by the presence of the first RMS peak (Figure 6.4 B).
During the TS, both distances (d1 and d2) acquire a value of approximately 1.75 Å (Figure
6.6). The formation of the structure of the TS is confirmed by the presence of a minimum in
RMS (Figure 6.4 B).
After the TS, distances d1 and d2 (Figure 6.6) continue to change to complete their final
state, where the formation and breakdown of chemical bonds are completed. In this part, d2
has a predominant behavior, that is, it changes much more than d1, and this is confirmed by
the presence of the second RMS peak (Figure 6.4 B).
Figure 6.4. Intrinsic reaction coordinate (IRC) and RMS gradient norm at reference level ωB97XD/6-B97XD/6-
311G(d,p).
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Figure 6.5. Graphic representation of an esterification reaction.
Figure 6.6. Intrinsic reaction coordinate (IRC) at reference level ωB97XD/6-B97XD / 6-311G (d, p).
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Further,  we  could  also  find  another  transition  state  (Figures  6.7) which  presents
approximately the same kinetic behavior as the previous case, but with a slight difference in
its thermodynamic behavior (Figure 6.4 and Figure 6.7). The difference between the reaction
paths is due to the position of the hydrogen atom of the carboxyl group. In the previous case,
the position of the atom is above the equatorial plane, and in this case below the equatorial
plane. Despite being a simple reaction, it already shows different structures of the transition
state. This small difference suggests that in the condensed phase, where there is no solvent, an
ER could occur in still a complex way. The condensed phase study begins in the next section.
Figure 6.7. Intrinsic reaction coordinate (IRC) and RMS gradient norm at reference level ωB97XD/6-B97XD /
6-311G (d, p).
6.3.2 Esterification reaction in condensed phase
In this part, the studies with molecular dynamics are started using the ReaxFF force field.
Figure 6.8 shows the region of interaction between  the carboxylic (-COOH) and primary
hydroxyl (-OH) groups in a self-assembled bilayer system of ALE molecules. The purple-
painted functional groups were chosen for the study with metadynamics (Figure 6.8). Before
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starting the studies, ReaxFF force fields that are transferable for our system were searched in
the literature.
Figure 6.8. ALE system for an ER through route R1 in condensed phase.
ReaxFF force fields
We select 12 force fields that are most suitable for our system, the details of the force fields
are shown in  Table 6.2. The force fields were chosen from the combustion,  aqueous and
independent branches. The minimum reaction path between the reactant and products of an
ER (obtained through the IRC method) was used to compare the behavior of the ReaxFF force
fields with a standard reference method. They are usually compared with DFT methods. In
this case, the IRC path was determined at ωB97XD/6-B97XD/6-311G(d,p) level. Each minimum slope
path  contains  approximately  400  points,  therefore,  in  total  approximately  4800  MD
simulations were required. All results are shown in Figure 6.9.
Table 6.2. ReaxFF force fields that were chosen to be used in our system.
Type of ReaxFF Characteristics Ref.
ReaxFF-field2 Force Field for Tetrabutylphosphonium Glycinate/CO2 Mixtures  144
ReaxFF-field3 Biomolecules in solution using version of the glycine force field    129
ReaxFF-field4 Sulfonate/phosphate/Ti/Na/Cl/water force field    148
ReaxFF-field5 Force Field for Glycine and Application to Solvent Effect    149
ReaxFF-field6 Methanol to Olefin Reactions in HZSM-5 Zeolite  Using a ReaxFF    150
ReaxFF-field7 Adsorption of ammonia and ammonia water on CuBTC    151
ReaxFF-field8 Hydrocarbon/Water Weak Interactions in the Condensed Phase       152
ReaxFF-field9  Describing the Reactive Cross-Linking of Polymers    153
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ReaxFF-field10 Disulfide Mechanochemistry, Fitted to Multireference ab Initio    154
ReaxFF-field11  Water Stability of Interpenetrated Metal–Organic Frameworks     155
ReaxFF-field12 Combustion Mechanisms and Kinetics of Fuel Additives    143
ReaxFF-field13 Functionalized Poly(phenylene oxide) Anion Exchange Membrane    156
Figure 6.9. Comparison of the relative energy of the minimum reaction path (reactant and product)
between the DFT method at level ωB97XD/6-B97XD/6-311G (d,p) and various ReaxFF force fields.
The following characteristics were observed. Regardless of which branches were taken, there
are force fields that fit better and others worse to the DFT reference method. Another common
feature is that all ReaxFF force fields behave in the same way as the reference method only in
the reactant zone (IRC < -5.0) (Figure 6.9). In the product zone (IRC > 5.0) each force field
behaves differently. In the same way, the zone of the transition state (-5 <IRC <5.0) each force
field behaves differently.
For example, the worst force fields in the product zone (IRC > 5.0) are the force fields: field2,
field4,  field6,  field7 and field11.  From all  these,  the field4 and field7 also present  a bad
behavior  in the TS zone (-5< IRC <5.0).  These force fields  are  discarded for use in  our
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systems. Field10 and field12 predict senseless activation energy barriers, much higher than
the reference method (DFT), therefore, are also discarded.
Field5, field8, and field9 behave in the same way and are in excellent agreement with the
reference  method in  the  three analysis  zones (reactant,  product  and TS zones).  However,
analyzing the trajectories obtained by these force fields, with a routine dynamic, it is observed
that they exhibit behavior without chemical sense. These force fields  allow water formation
when the -OH of the carboxylic  group interacts  with one of the hydrogens of the -CH2-
group. Therefore, these force fields were discarded.
Field3 and field13 turned out to be suitable for our system. However, these force fields predict
activation  energy  values  slightly  lower  and  higher  than  the  reference  value  (DFT),
respectively.  Hence,  Field3 was used for our purpose,  this  field behaves in an acceptable
manner at the level of our optimized force field.
Early stages of an esterification reaction
The first  chemical  events  that  occur  are  proton transfer  reactions.  It  is  observed that  the
carboxyl  groups  are  those  that  provide  proton  for  the  system  through  deprotonation  (or
dehydrogenation) and protonation reactions. On the other hand, hydroxyl groups, at this same
time  of  observation,  do  not  experience  proton  transfer  reactions.  The  protonation-
deprotonation reactions were analyzed over the distance d(O-H) (Figure 6.10  and  Figure
6.11). For any carboxylic group, it is observed that protonation and deprotonation occur at
different  time  scales.  The proton  wanting  to  leave  the  carboxylic  group is  trapped  in  its
neighborhoods  for  long  simulation  times,  leaving  and  returning  from this,  repeating  this
process several times (Figure 6.10). After experiencing these processes, the proton leaves the
vicinity of the carboxylic group to propagate through the system (around the -COOH and -OH
groups). These behaviors are possibly due to the restriction of movement of the functional
groups in a self-assembled configuration, slowing the propagation of the proton in the system.
To deepen the analysis of the proton propagation mechanism, the behavior of the distances
d(O-H) of different carboxylic groups was analyzed (Figure 6.11). In this case, the transfer of
protons between carboxylic groups takes about 3.3x10-3 ps. It is observed that the proton of a
carboxylic group when interacting with the oxygen of another carboxylic groups (H---O=C-)
is  transferred  to  this  oxygen  (d1  and  d2)  and  simultaneously  the  other  proton  (d3)  is
transferred to another oxygen from another carboxylic group (Figure 6.11).  Analyzing the
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entire simulation trajectory, it is observed that this behavior is given to all carboxylic groups.
Therefore, protonated and deprotonated carboxylic groups coexist in the system. This implies
that  the  carboxylic group by  providing  protons  for  the  system acts  as  a  catalyst  for  the
esterification reaction, that is, the system is self-catalyzed.
Figure 6.10. Protonation and deprotonation reaction, represented by the distance d (O-H), of the
carboxylic group as a function of time.
With these results it is suggested that an ER would occur between the hydroxyl groups (-OH)
and the carboxylic groups in one of its two states (-COOH and -COO-), and this could lead to
observe different paths for a possible ER.
Figure 6.11. Mechanism of propagation of the proton represented through the d(O-H) distances of
different carboxylic groups as a function of time.
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Esterification reaction (ER)
The  free  energy  profile  as  a  function  of  the  collective  variable  d(C-O),  for  the  first
esterification reaction, is shown in Figure 6.12. It is observed that in the reactant zone (d(C-
O)> ~ 2.5 Å) there are different local minima with activation energy barriers around ~5.0
kcal/mol. These local minima are formed due to the different configurations acquired by the
carboxylic and hydroxyl groups when interacting with each other. This same behavior was
observed in Chapter 3. The difference is that the depth of these local minima is known here.
Both force fields (classic and ReaxFF force fields) predict the same behavior, showing the
same local minimum. This result supports the good performance of our ReaxFF force field.
Since the depth of these wells is approximately within reach of the thermal fluctuations (E+
+~8.4KBT) it is also possible to observe this behavior without the need to use metadynamics.
The representation of these groups interacting in some of these local minima are represented
in the chemical equation 6.1.
Figure 6.12. Free energy profile based on the collective variable d(C-O), for the first reaction of
esterification, in a self-assembled system. The images show the system at different stages of the
reaction.
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The first esterification reaction occurred in the same way as was observed in the gas phase.
That is to say: in both cases, they  happen  with the protonated carboxylic group (-COOH),
they start from the same local minimum (chemical equation 6.1), they form the same structure
TS  and  form an  ester  group  and  water  as  products (Figure  6.12 and  equation  6.1).  On
analyzing the simulation trajectory, it was noted that, the hydroxyl and carboxylic groups in
their neighborhood do not interact with the TS structure (in this first esterification reaction),
so a behavior similar to its gas phase was expected.    
Also, it is observed that the predicted activation energy barrier is around E++~30.0 kcal/mol,
showing a discrepancy of around 15.0 kcal/mol. This difference was to be expected since in
the transferability analysis it was seen that this force field predicted a barrier of approximately
10.0 kcal/mol less than the one shown in the reference (DFT method). Using the force field
optimized with GARFfield, the barrier difference is reduced to 2.6 kcal/mol. This shows that
the process of optimization of parameters, of our force field is acceptable.
After the first esterification reaction, interesting behaviors were observed, and the results are
summarized in the chemical mechanism 6.2.
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It is observed that the water formed from the first ER is trapped in the vicinity of the ester
group, trapped by a nearby carboxylic group (chemical equation 6.2). Then, the water attacks
the  carbon  (-C=O) forming  an  unstable  intermediate  and a  double  protonated  carboxylic
group. Then, by a proton propagation mechanism, the intermediate is stabilized forming an
alkoxy-diol (chemical equation 6.2). The simulation was extended to 2.0 ns and the alkoxy-
diol was maintained without suffering any other chemical reaction, such as tautomerization.
The reason for the stability of alkoxy-diol could be due to the restriction of the molecules in
their self-assembled configuration, restricting the mobility of other molecules or functional
groups to react.
Intermediate stages of an esterification reaction
The  following  two  esterification  reactions  (ER)  that  occur  close  to  each  other  (four
neighboring functional groups, two -COOH and two -OH) were promoted with metadynamics
using collective variables not correlated with each other (d1(C-O) and d2(C-O)). This ensures
that reactions are promoted independently, and the results are shown in  Figure 6.13. This
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figure shows how the zones of the products are formed, confirming that the reactions occur
independently of each other.
Figure 6.13. Construction of local minima (reactant and product zones) as a function of the collective
variables d1 (C-O) and d2 (C-O) for two esterification reactions that occur one near the other, in a self-
assembled system.
Analyzing  the  minimum trajectory  between  two  local  minima  (reactant  and  product)  the
following  behaviors  were  observed.  One  of  the  reactions  occurs  with  the  deprotonated
carboxylic group (-COO), in this case, the possible TS structure is affected by another nearby
carboxylic group, slightly modifying the TS structure that had been previously observed in the
gas phase (chemical equation 6.3). In this case, the reaction mechanism leads directly to the
formation of alkoxy-diol, without forming the ester.
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In addition, the behavior of the water reaction near an ester group was analyzed (when the
water  near  the  ester  group  is  not  affected  by  the  neighborhood,  chemical  equation  6.4).
Another reaction path is observed, forming another possible TS structure that also leads to the
formation of alkoxy-diol, as shown in the first ER reaction.
In the other reaction promoted by the collective variable d2(CO) it is given in the same way
that was observed in the gas phase (with -COOH and not with -COO-) but now, the possible
TS structure is being influenced by the neighborhood, specifically for the oxygen O=C- of the




observed that the influence of the neighborhood modifies the mechanism and first leads to the
formation of various unstable protonated ester. Through these intermediaries, the formation of
alkoxy-diol  is also reached (chemical equation 6.5).
With all  these mechanisms studied,  it  is  suggested that in the first stages of the reaction,
alkoxy-diol is mostly formed and, to a lesser extent, the ester. The ester formed, in these first
moments, quickly gives way to the formation of alkoxy-diol when a water molecule is nearby.
Therefore, in the first moments of reaction, the alkoxy-diol intermediate is favored.
Advanced stages of  an esterification reaction
Different system models (types) were used to represent an advanced state of esterification
reactions.  The system models  were constructed with the majority  presence of  alkoxy-diol
groups and a small amount of -COOH and -OH, where different amounts of water molecules
are added in each system near the alkoxy-diol groups. These systems would represent the
advanced stages of an ER.
It is observed that the greater the presence of water in the system, the more the formation of
the ester is favored and the formation of alkoxy-diol is limited. On the contrary, when water
molecules are scarce,  the formation of the alkoxy-diol group is still  favored and the ester
groups the least favored. This behavior suggests that for long simulation times, where the
system already has the presence of water, ester formation will be favored.  So, it is expected
that ester groups will be detected experimentally.
6.4 Conclusion
The esterification reaction (ER) in the gas phase occurs in a single stage and synchronously.
In  spite  of  being  a  simple  reaction,  the  first  indications  are  observed  that  with  small
differences  in  the  carboxylic  group  it  could  lead  to  reactions  with  different  kinetic  (it
generates different structures in the TS) and thermodynamic behaviors. The analysis of the ER
in the condensed phase confirms the complexity of this reaction. In the condensed phase, ER
occurs in different stages,  with the presence of alkoxy-diol intermediate which eventually
leads to the ester formation.
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Conclusions and future 
perspectives
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The  studies  in  chapter  three  showed  that,  in  systems  with  a  high  ALE  composition,
segregation processes are favored and the presence of dispersed phases is unusual. On the
contrary, in low ALE content mixtures, a cooperative effect between ALE and PAL molecules
leads to a more extended and better packing of PAL units when compared to the pure PAL
system. Mixing of other types of cutin monomers is still an unexplored issue, therefore future
studies are necessary to explore this behavior.
Furthermore, active groups were found to play an important role in mixing processes. For
example, hydrogen bonding between secondary -OH groups is the main interaction and their
preponderance  favors  the  formation  of  self-assembled  systems.  On  the  contrary,  -COOH
groups, have less influence and they do not guarantee by themselves the formation of self-
assembled systems. Additional studies are necessary to understand the effect of the location
and quantity of active groups in the aliphatic chain.
The  studies  in  chapter  four  showed  that,  the  loss  of  ability  for  self-assembling  of  these
systems  leads  to  favoring  esterification  reactions,  and  as  the  disorder  increases,  the
esterification  routes  increase.  75:25  system shows  that  an  ER is  favored  only  through  -
COOH---S-OH route.  25:75  ALE system,  it  is  observed  that  both  -COOH---S-OH and  -
COOH---P-OH routes are favored. Future studies of esterification of other cutin monomers
are  still  unexplored;  therefore,  additional  studies  would  help  to  better  understand  this
behavior.
The studies in chapter five showed that,  the CG force field predicts  structural parameters
comparable to that predicted by the atomistic force field. The deposition of ALE leads to the
formation  of  self-assembled  systems.  Also,  deposition  of  PAL leads  to  the  formation  of
dendritic islands of different sizes, where the shape and size of these dendrites are highly
dependent on the interactions between the O4 beads. Future studies using this approach would
be adequate to explore the behavior of other cutin monomers.
The studies in chapter six showed that, ER occurs in different stages, with the presence of
alkoxy-diol intermediate which eventually leads to the ester formation. For future studies, the
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