The first step to rational design of a batch chemical reactor generally consists of guaranteeing safety and operability objectives. Once these goals are achieved, the next step is to make its operation profitable. Since batch processes typically produce low-volume-highcost products, optimal operation is extremely important. Every small improvement in the process may result in considerable reduction in production costs. Batch processes are transient in nature; the process variables undergo significant changes during the batch cycle and there is no process steady state. Generally, the major objective is not to keep the system at a set point but to maximize the product of interest at the end of the batch cycle. Thus, in this situation, the role of control is to optimize a performance index at the final time rather than to regulate the process.
INTRCJDUCTJON
Batch and semi-batch processes are of great importance to the chemical industry. A wide variety of specialty chemicals such as antibiotics and polymers are produced in batch reactors; they are preferred due to their ease and flexibility of operation. Batch reactors are used when there are many processing steps in the chemical process, when isolation is required for reasons of sterility or safety and when the materials involved are hard to handle.
The first step to rational design of a batch chemical reactor generally consists of guaranteeing safety and operability objectives. Once these goals are achieved, the next step is to make its operation profitable. Since batch processes typically produce low-volume-highcost products, optimal operation is extremely important. Every small improvement in the process may result in considerable reduction in production costs. Batch processes are transient in nature; the process variables undergo significant changes during the batch cycle and there is no process steady state. Generally, the major objective is not to keep the system at a set point but to maximize the product of interest at the end of the batch cycle. Thus, in this situation, the role of control is to optimize a performance index at the final time rather than to regulate the process.
There is a vast body of literature dealing with the solution of end-point optimization problems on a case-by-case basis for specific batch processes. There are two different approaches that have been used.
Open-loop optimization
In this approach, the optimal trajectory of the manipulated input is first calculated off-line via optimal control theory and then implemented on the process in an open-loop fashion. There have been a plethora of articles in using this approach, primarily because of its simplicity in implementation. Hicks et al. (1969) applied Pontryagin's principle to a free-radical polymerization reactor to minimize a performance index 'Author to whom correspondence should be addressed.
which was a function of deviations of conversion, number average degree of polymerization and polydispersity from their desired values. Sacks et al. (1972) used Pontryagin's principle to calculate the optimal temperature and initiator addition policy to achieve a given conversion in a free-radical polymerization batch reactor. Chen and Jeng (1978) studied batchwise bulk polymerizations operated under optimal temperature and initial initiator concentration. Thomas and Kiparissides (1984) applied Pontryagin's minimum principle to a batch polymerization reactor to calculate the optimal temperature and initiator policies that are required to produce a polymer with a desired final conversion, and desired number average and weight average molecular weights. Fishman and Biryukov (1974) considered the problem of optimal glucose feed strategy for penicillin production. Ohno et al. (1976) used a method based on Greens' theorem for optimizing the production of lysine. Weigand (1981) calculated the optimal feeding strategy in a repeated fed-batch fermentation to maximize cell mass production.
Optimal state feedback
Using an open-loop optimization scheme is appropriate in situations where the process model is accurately known and there are no external disturbances to the process. To account for unanticipated changes in the process or the environment, the use of optimal state feedback has been proposed in the literature in a number of specific applications. In this approach, the solution to the optimization problem is calculated off-line as a function of the states and implemented as a state feedback law. In this way, the process is "forced" to follow a path in state space which has been determined LI priori. Modek and Lim (1987) used this approach to show that the closed-loop system was able to attenuate errors in initial conditions in lysine fermentation. Chen and Huang (1981) derived the optimal initiator feeding policy as a function of the system states in a semi-batch isothermal solution polymerization process. The derivation of optimal state feedback laws is available in the literature only for sgeci$c batch applications. There are no results available which provide conditions under which a state feedback exists or general formulae for the control law. The purpose of this paper is to study the general problem of synthesizing optimal state feedback laws which guarantee optimality at a fixed final time of the batch. We first give a brief review of the optimal control formulation of the end-point optimization problem both in the context of the classical Pontryagin's principle as well as from the modern geometric perspective. The latter provides the notion of degree of singularity that allows a more transparent characterization of the necessary conditions for optimality. We then proceed to the main mission of this paper, which is to derive for the first time, optimal state feedback laws for the singular region of operation. Time-invariant systems are studied first. Theorem 1 provides a complete characterization of the case of infinite degree of singularity; it is shown that either a singular extremal does not exist or, when it does, the end-point optimization problem reduces to a standard regulator problem. Theorems 2 and 3 study the case of finite degree of singularity; they provide explicit state feedback laws for optimality at the end of the batch time. All the results are then extended to include time-varying systems (via theorems 4 and 5). Once we have derived state feedback laws for end-point optimization, we discuss some issues on how these laws can be implemented as part of a closed-loop scheme. Outside the singular interval, the manipulated input, u, takes either its maximum value, u,,,, or its minimum value, u,,,~" depending on the sign of the switching function. When LTg(x) -C 0, u = urnaX and when /IT&J(x) > 0, u = Urnin. The time(s) at which the input switches from singular to nonsingular interval and vice versa or the time(s) at which the input switches from minimum to maximum value and vice uersa is called switching time.
Gabasov and Kirillova (1972) have reviewed the higher-order necessary conditions for optimality. These conditions distinguish the optimal controls from nonoptimal controls which satisfy the first-order conditions. A second-order necessary condition for for all x. 
Characterization of singular extremals: a geometric perspective
The previous subsection gave an overview of the classical optimal control formulation. In the present subsection it will be seen that geometric tools can be used to obtain a more concrete and transparent representation of the necessary conditions for optimality. These results will be used in the next subsection to develop, for the first time, a general framework for end-point optimal state feedback synthesis.
In the classical approach, the optimal control is determined by solving the algebraic equations which result by successively differentiating the switching function H&c, 1, u) until the control, II, appears ex- . . . ad;-'g(x)] $0.
Uncontrollable situations where some of these vector fields are linearly dependent for every x can be handled as will be illustrated in examples 2 and 3. 
Zfeq. (2) has an infinite degree of singularity, then the first-order necessary conditions for optimality take the form A=ad;g(x) = 0 for all v z 0. Singular extremal as a state feedback law independent of the adjoint states
The previous subsections provided a brief review of the classical as well as the geometric perspective of singular .optimal control theory. It was seen in proposition 2 that the first-order and second-order necessary conditions for optimality in the singular region can bc put in a very concrete form in terms of the system Lie brackets. The key difficulty in using these necessary conditions arises from the presence of the adjoint states. To be able to calculate the optimal control input, u(t), one must solve a two-point boundary value problem that involves forward-in-time integration of the state equations and backward-in-time integration of the adjoint equations. The analysis of the optimality conditions would be greatly facilitated if the adjoint states could be eliminated from the necessary conditions. This elimination problem was studied in a general (not necessarily singular) setting in the work of Rouff and Lamnabhi-Lagarrigue (1986) .
In the present subsection we will address for the first time the problem of synthesizing state feedback laws to track singular trajectories, based on eliminating the adjoint states from the first-order necessary conditions for optimality. The case s = cc will be studied first; theorem 1 will show that the problem of tracking singular extremals can be formulated as a standard regulator problem whenever a singular extremal exists. In theorem 2, we will derive a static state feedback law that tracks the singular extremal when the degree of singularity is equal to (n -2). Finally, in theorem 3, we will derive a dynamic state feedback law that tracks the singular trajectories when the degree of singularity is less than (n -2). (i) 1fg(x), ad:g(x), . . . , ad:-'g(x) are linearly Mependent for all x, then a singular extremal does not exist.
(ii) If g(x), ad: g(x), _ . , ad;-' g(x) are linearly independent almost everywhere, then the state trajectories corresponding to a singular extremal evolve on the surface S(x) = 0 where linear independence of g(x),
is lost:
. . . ad;-'g(x)] = 0.
(15)
Proof of (i): We prove this part of the theorem by contradiction. Let us assume that a singular extremal exists for the system (2) with degree of singularity s = co. The first-order necessary conditions on the singular extremal are as follows:
The first n equations can be written in compact form as
Since Aft) is an absolutely continuous nonzero vector
, . . 
Equations (22) and (23) constitute a set of n equations in n adjoint variables which can be eliminated to give the dynamic state feedback law. This is obtained by setting the determinant of the vector fields in eq. (21) equal to zero. q
END-POINT OFITMIZATION FOR TIMEVARYING

SYSTEMS
In the previous section, we derived state feedback laws for end-point optimization for processes which are described by time-invariant models. These feedback laws can be used directly for a large class of yield optimization problems in batch chemical reactors. However, there is a class of yield optimization problems which fall in the framework of end-point optimization formulated in this paper with the exception that the process models have time appear explicitly as a parameter or have parameters that vary with time. For example, in biological processes, the system models can have time-varying parameters to account for intracellular events. For instance, Miura et al.
(1975) developed a mathematical model to describe growth of a microorganism, in this model, time appears explicitly as a parameter. Staniskis and Levisauskas (1984) developed a mathematical model for the production of a-amylase by B. subtilis; this model contains time-varying parameters. End-point optimization of such processes is important in terms of maximizing production of biomass or product yield and this motivates the extension of the results developed in the previous section to time-varying systems. Consider the following optimization problem. Minimize the performance index J = #+(t,)) subject to the dynamics (24) rn=f(x,t)+g(x,t)u O<t<r,
where w is the (scalar) manipulated input, x is the n-vector of states, t, is the final time, 4 is a nonconstant scalar function of the system states and (and g are vector functions that depend explicitly on the time variable, t. The classical optimal control perspective presented in the previous section is applicable to the above system. Thus, in the singular region, the first-order necessary conditions are given by eqs (6) and (7), where g(x) is replaced by g(x, t). However, the recursive "ad" notation has to be modified to take into account the explicit dependence of the system model on time.
We define modified Lie brackets of the rime-varying system (25) as
&7(x, t) = [J ;;z;-'g](x, t) + ""yr"", ?
As in the case of time-invariant systems, we make the standing assumption that the vector fields g(x, t), Zig(x, t). . . . , iii; t) are linearly independent almost everywhere in x and t. This assumption is equivalent to det C&x, t) zjg (x, f) .
;f 0.
(27) Definition 2: The system governed by eq. (25) has a finite degreeof singularity s zy Cs,;;;i;sl(x,t)Espan(g(x,f),;;;i;g(x,t),.
. ., ;;;ijg(x, f) ).
(29)
The system governed by eq. (25) 
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It follows immediately from the definition that I<s<(n-2)ors=ec.
Using the definitions of the modified Lie brackets of the system and the degree of singularity, the firstorder necessary conditions on the singular region can be written as (i) If g(x, t), adf g(x, t), . . . , adf"-' g(x. t) are [ine&y independent for all x and t, then a singular extremal does not exist.
(ii) If g(x, t), ad:g(x, t), . . , ad;-'g(x, t) are linearly independent almost euerywhere, then the state trajectories corresponding to a singular extremal satisfy the following relationship: s(x, t) = det [g(x, t) zjg(x, t) . . . 2r-l g(x, t)] = 0.
The first n equations can be written in compact form as nr[g(x, r) ;l;i)g(x, t)
. . ad;-'g(x, t)] = 0.
Since A.(t) is an absolutely continuous nonzero vector function in W", it follows that det [g (x, t) z&t(x, t) . z?-1 g(x, t)] = 0.
for all x and t in some nonempty set in R" x R. This contradicts the assumption of global linear independence of g (x, t), adjg(x, t), . _ , aJ-tg(x,  t) . q
Proof of (ii):
The first-order necessary conditions on the singular extremal are given by eq. (33). Using exactly the same argument as in the proof of (i), we conclude that the state trajectories corresponding to the singular control must satisfy the following relationship:
&7(x, t) = 0. 
with zero set point.
Theorem 5: Consider a system of the form of eq. (25) and a performance index of the form of eq. (24).
(i) For s = (n -J), the singular trajectories can be tracked by the following state feedback:
. . . a;-'8(x, t) L-g. ad;-' gl (x, tI1
Proof of (i): We prove this part of the theorem by contradiction. Let us assume that a singular extremal exists for the system (25) with degree of singularity s = co. The first-order necessary conditions on the singular extremal are as follows:
A'g(x, t) = 0 
For s < (n -3), the first-order necessary conditions can be written as eq. (31) which constitute (s + 2) equations in n adjoint states. Differentiating the last equation in eq. (31) (a -s -2) times we obEquations (31) and (39) constitute a set of n equations in n adjoint variables which can be eliminated to give the dynamic state feedback law. This is obtained by setting the determinant of the vector fields in eq. (37) equal to zero. If the time dependence of the system model is in terms of time-varying parameters, f(x, k(t)) and g(x, k(t)), where k(t) is the vector of time-varying parameters, it is necessary to express the quantities adig, Z;g, . . . in terms of the partial derivatives of f and g with respect to k and the time derivatives dk/dt, d2k/dt2, _ . to obtain concrete formulae for the state feedback law. This can be done in a very straightforward manner: 
> (40)
In general, ad$g(x, t) will be expressed as a function of x, k(t), dk/dt,. . . , d'kldt'.
0
IMPLEMENTATION
The results obtained in the previous sections provide optima1 feedback laws strictly in the singular region. In the nonsingular region, the manipulated input takes the minimum or the maximum value. To determine what values (minimum or maximum) the manipulated input takes in the nonsingular region as well as the switching times between the singular and nonsingular regions, one has to integrate, off-line, the adjoint equations in addition to the state equations. The singular region corresponds to vanishing of the switching function ATg, whereas the nonsingular regions correspond to nonzero values of the switching function. To determine whether the singular control is indeed optimal, one has to check the higher-order necessary conditions as well.
To implement the optimal state feedback laws as a closed-loop scheme, the switching times between singular and nonsingular regions are required. These switching times can be calculated analytically only for a restricted class of models. In most practical situations, these have to be computed numerically. From the off-line solution of the first-order necessary condi- (39) tions of optimality, the switching times and the values of the system states at the junctions between singular and nonsingular regions are known. This information can be used to set up on-line criteria for the onset of the singular region in terms of the system states. For instance, Modek (1988) determined the onset of the singular interval in ethanol fermentation by using an expression relating cell mass and substrate concentrations at the junction of the nonsingular and singular regions. Alternatively, one can use the a priori calculated switching times determined from the offline analysis. In this case a successful feedback implementation of the optimal feedback law depends on how sensitive the final performance index is to errors in the switching times. In example 3, it will be seen that the final performance index is not very sensitive to small errors in the switching time. Whan s <(n -3), we also need initial conditions for the dynamic state feedback law. These initial conditions have to be set up in a similar fashion as the switching times.
If the model parameters are known a priori, the feedback laws derived in the previous sections can be used in conjunction with state estimators. Such an implementation can attenuate errors in the initial conditions and process disturbances.
If some of the model parameters are not accurately known a priori, these need to bc estimated on-line. In this situation, a parameter estimation algorithm is also required. If the model parameters are time-varying and the functional form of these time-varying parameters is not known, the theory developed in the preceding sections can be used as a basis for an adaptive optimal state feedback. In this approach, the optimal state feedback is coupled with a state and parameter estimation algorithm. The state and parameter estimation algorithm provides estimates of the system states and model parameters which are used to update the state feedback law periodically.
A variety of stochastic methods such as extended Kalman filtering (Jazwinski, 1970) , and predictionerror identification (Ljung, 1985) (1984) demonstrated the use of Kalman filtering to estimate the specific growth rate and cell mass in a batch fermentation using on-line off-gas data. Numerical implementation aspects relating to coupling of a state and parameter estimation algorithm with the optimal feedback laws developed in this work will be addressed in a future communication.
ILLUSTRATIVE
Ex.4mvxs
In this section we will illustrate, through four simulation examples, applications for the theory developed in the preceding sections. where the manipulated input, u, is the feed rate of species A. The objective is to operate the batch reactor so that the total amount of B is maximized at a prespecified final time t,. Thus, the performance index to minimize is 3= -G VI,=,,. It can be easily verified that the vector fields g(x), adig( ~&g(x), ad;&) are linearly independent constant vectors and so the system is controllable everywhere. We note from the vector fieldsf(x) and g(x) that the system under consideration is linear. Thus, this system does not possess a singular extremal (corollary l), and therefore the optimal control is bang-bang in nature. The sign of I'g(x) = s&,(t) determines if the maximum value or the minimum value of u should be used. It can be easily seen that k, 'l(') = kc _ k, _ kD {expCk(t -f,)l -exp I& + kdt -t/)1 I.
(47) Figure 1 shows the time profile of A'g(x) for the model parameters given in Table l (a) and the initial conditions given in Table l(b). Since ITg(x) is always negative in this region, the optimal operation is to use the maximum feed rate u,.. throughout the batch time. Figure 2 shows the time profile of species B when the maximum feed rate is used.
We consider a fed-batch fermentation for the production of baker's yeast (Menawat et al., 1987) . The unsteady-state material balances are as follows (see Notation for explanation of symbols):
The objective is to maximize the cell mass at a prespecified final time, tf. Thus
The manipulated variable, u, is the feed rate of the substrate. The specific growth rate, p, is given by the Haldane-Monod function (Edwards, 1970)
P,W K2
p(S, t) = --.
K1+SK*+S (4%
The parameter F,,,(f) decreases with time due to degradation of intracellular enzymes and its time variation 
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is shown in Fig. 3 . Condition (27) is violated everywhere for this system. In this situation, we need to do model reduction to eliminate the redundant state equations, so that condition (27) In terms of the original variables (S and X), the above equation takes the form $g(SF -S)X = 0.
Since S # sR, X # 0, this further simplifies to which from the kinetic expression (49) for ,u leads to s--=0.
Thus, the problem of maximizing cell mass at the end of the batch time reduces to regulating the substrate concentration to ,/m. On intuitive grounds also, this solution makes sense. To maximize biomass, the system must operate at that level of S that maximizes the specific growth rate p.
We use the following state feedback law to regulate the substrate concentration to m:
Since the reactor starts with a high substrate concentration, there will be an initial nonsingular phase where no substrate is fed. The switch to the singular phase occurs when S reaches the value m. Figures 4 and 5 show the optimal feeding profile, the optimal cell mass profile and the optimal substrate concentration profile for the system parameters in Table 2 (a) and initial conditions designated case A in Table 2 (b). The first-order necessary condition for optimality @'g(x) = 0) was verified by integrating the adjoint equations backwards in time and is shown in Fig. 6 .
The robustness of the control law to errors in the kinetic parameters was tested. In the control law, the values of parameters K1 and K2 used were 10% lower than those of the system parameters shown in Table  2 (a). The results are summarized in Table 2 (c). It is observed that the performance index is very close to -=a 4 0.9 , 1 ., IJ I , ,
. , 43 ,
Fig. 4. Optimal input profile (example 2).
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SRINIVAS PALANKI et al. case where the input profile was determined by the state feedback in closed loop. The condition SE= was used to calculate the switching time from the nonsingular to singular region in the closedloop implementation.
The closed-loop scheme provides optimal performance since the switching time is calculated on-line and the substrate concentration is kept at the optimum level. The results are summarized in Table 2 Table 2 Since the fermentor starts with a high substrate concentration, there is an initial nonsingular phase where no substrate is fed, followed by a singular phase which involves substrate feeding. In this region there is some accumulation of substrate. Substrate feeding leads to enhancement of product formation. However, the product also gets diluted due to increase in volume. Since these are competing effects, there will be a short nonsingular phase at the end to use up the accumulated substrate. Thus, on intuitive grounds, we expect to have three phases-nonsingular, singular, nonsingular with two switching times to be calculated. The SRINIVA~ PALANKI et al.
presence of the second nonsingular region is further necessitated by the fact that the terminal conditions for the adjoint states, I, are incompatible with the first-order necessary condition on the singular region, ITg(x, t) = 0.
A two-dimensional search was performed numerically as described in Lim et al. (1986) to get initial estimates of the two switching times. These estimates were further refined till the first-order condition dTg(x, t) = 0 was satisfied on the singular region. Figures 8 and 9 show the optimal feeding profile and the corresponding product profile for the model parameters in Table 3 (a) and the initial conditions designated case A in Table 3 (b) . Figure 10 depicts the corresponding time profile of the switching function (I"g(x, t)) and the second-order condition ( --ilT[g, zj g] (x, t) ). The switching function vanishes on the singular time interval and is positive everywhere else. The positivity of the switching function is consistent with u(t) taking its minimal value (u = 0) in the nonsingular intervals. Furthermore, the secondorder condition -IT[g, ad$g](x, t) > 0 is satisfied in the singular region and so the singular extremal is indeed optimal.
I lo-' The sensitivity of the performance index to errors in the first switching time was checked. In the nonsingular regions u was set to 0. It was assumed that there was an error in estimating the first switching time. Assuming various values of the first switching time, the feeding profile was calculated using the static state feedback law in the singular region. It is observed [Table 3(c) ] that the final performance index is quite robust to errors in the assumed switching time. A similar effect was observed for errors in the second switching time (results not shown). From this study, we conclude that the performance index is not very sensitive to errors in the switching times and so a priori estimates of the switching times can be used in closed-loop implementation.
The sensitivity of yield optimization with respect to errors in the initial conditions was also studied. Feedback implementation was compared
to the conventional open-loop implementation.
The results are summarized in system n = 4 and s = 1. Thus, the optimal state feedback in the singular region will bc dynamic. Substituting n = 4 and s = 1 in eq. (21), we obtain a dynamic feedback law by setting the determinant of
a&? (x) &g(x) + Cs, &dbb ad;&) + (CCL &d(x) + CL Ca 4sllW + Cs, b, ad)dlCWu + Cs, ~dhAb)~ equal to zero. Since the reactor starts with a high concentration of A and the reaction rate is a decreasing function of A, we expect that there will be an initial nonsingular phase where no A is fed, so that the concentration of A decreases, followed by a singular phase which involves feeding of species A. The terminal conditions of the adjoint states d are compatible with the first-order necessary condition on the singular region, J'g(x) = 0. Thus, intuitively we expect that there will be two phases-a nonsingular phase followed by a singular phase with one switching time to be calculated.
An initial estimate of the switching time was found by performing a one-dimensional numerical search as described by Lim et al. (1986) . This estimate was further refined till the first-order condition nrg(x) = 0 was satisfied on the singular region. Figures 11 and 12 show the optimal feeding profile and the optimal profiie of species B for the system parameters in Table  4 (a) and the initial conditions in Table 4 (b). Figure 13 depicts the corresponding time profiles of the switching function ( ATg (x)) and the second-order condition (-Ir[g. adfg] (x) ). The switching function vanishes in the singular time interval and is positive everywhere else. The positivity of the switching function is consistent with u(t) taking its minimum value (u = 0) in the nonsingular interval. Furthermore, the secondorder condition -,?r [ g, ad)g] (x, t) 2 0 is satisfied in the singular region and so the singular extremal is indeed optimal.
Since the optimal state feedback is dynamic, we need the initial condition of u to implement the state feedback law. The effect of error in the initial condition of IA on the final performance index was studied.
The results are shown in Table 4 (c)_ It is observed that the final performance index is very robust to errors in the assumed initial condition for u(t). From this study, we conclude that the performance index is not sensitive at all to errors in the initial condition for u(t) and so an c priori estimate of the initial condition for u(t) can be used in closed-loop implementation.
The robustness of the dynamic state feedback law with respect to errors in the system parameter ki was tested. With the initial condition for u and switching time from the nominal case+ the dynamic feedback law was implemented using a 13.4% higher ki than its true value. The results are summarized in Table 4 (d). It is observed that the performance index is very close to that obtained in the nominal case. 
