Integrating mobile-edge computing (MEC) and wireless power transfer (WPT) is a promising technique in the Internet of Things (IoT) era. It can provide massive lowpower mobile devices with enhanced computation capability and sustainable energy supply. In this paper, we consider a wireless powered multiuser MEC system, where a multi-antenna access point (AP) (integrated with an MEC server) broadcasts wireless power to charge multiple users and each user node relies on the harvested energy to execute latency-sensitive computation tasks. With MEC, these users can execute their respective tasks locally by themselves or offload all or part of the tasks to the AP based on a time division multiple access (TDMA) protocol. Under this setup, we pursue an energy-efficient MEC-WPT system design by jointly optimizing the transmit energy beamformer at the AP, the central processing unit (CPU) frequencies and the offloaded bits at each user, as well as the time allocation among different users. In particular, we minimize the energy consumption at the AP over a particular time block subject to the computation latency and energy harvesting constraints per user. By formulating this problem into a convex framework and employing the Lagrange duality method, we obtain its optimal solution in a semi-closed form. Numerical results demonstrate the merits of the proposed joint design over alternative benchmark schemes.
I. INTRODUCTION
The recent advancement of Internet of Things (IoT) has motivated various new applications (such as autonomous driving, virtual reality, and tele-surgery) to provide real-time machine-to-machine and machine-to-human interactions [1] . These emerging applications critically rely on the real-time communication and computation of massive mobile devices (e.g., sensors). As extensive existing works focus on improving their communication performances [1] , how to provide these devices with enhanced computation capability is a crucial but challenging task to be tackled, especially when they are of small size and low power. To resolve this issue, mobile-edge computing (MEC) has emerged as a promising technique by providing cloud computing at the edge of mobile networks via integrated MEC servers at wireless access points (APs) and base stations (BSs) [2] . With MEC, resource-limited wireless devices can offload partial or all their computation tasks to APs; then MEC servers integrated there can compute these tasks remotely. In general, the computation offloading can be implemented in two ways, namely full and partial offloading. In full offloading case, the computation task is not partitionable and should be offloaded as a whole. In partial offloading case, the task can be partitioned into two parts, and only one of them is offloaded. The MEC technique facilitates the * J. Xu is the corresponding author.
real-time implementation of computation-extensive tasks at massive low-power devices, and thus has attracted growing research interests in both academia and industry [2] - [7] .
On the other hand, how to provide sustainable and costeffective energy supply to massive computation-heavy devices is another challenge facing IoT. Radio-frequency (RF) signal based wireless power transfer (WPT) provides a viable solution by deploying dedicated energy transmitters to broadcast energy wirelessly [8] . Recently, emerging wireless powered communication networks (WPCNs) and simultaneous wireless information and power transfer (SWIPT) paradigms have been proposed to achieve ubiquitous wireless communications in a self-sustainable way [9] - [12] , where WPT and wireless communications are combined into a joint design. Motivated by these approaches, in this paper we pursue a joint design of WPT and MEC to facilitate self-sustainable computing for a large number of wireless devices.
In particular, we consider a wireless powered multiuser MEC system consisting of a multi-antenna AP and multiple users. Each user is equipped with two antennas: one for WPT and the other for computation offloading. These two antennas operate over different frequency bands such that WPT and computation offloading can be performed simultaneously without co-channel interference. Suppose a block-based operation, where each user relies on its harvested wireless energy to execute the latency-sensitive computation tasks per time block via local computing or (partial) offloading to the MEC server. The computation task per user needs to be accomplished within the block. Suppose that partial offloading is allowed such that each user can arbitrarily partition the computation task into two parts for local computing and offloading, respectively. A time division multiple access (TDMA) protocol is employed, where computation offloading per user is executed within an orthogonally allocated time slot. Under this setup, we pursue an energy-efficient wireless powered MEC system design by jointly optimizing the transmit energy beamformer at the AP, the central processing unit (CPU) frequency and the offloaded bits at each user, as well as the TDMA time allocation among different users. We minimize the energy consumption over a time block at the AP subject to the computation latency and energy harvesting constraints per user. By formulating this problem into a convex framework and leveraging the Lagrange duality method, we obtain its optimal solution in a semiclosed form. Numerical results show that the proposed joint design enjoys substantial performance gains over alternative benchmark schemes in terms of the achieved energy efficiency. 
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a wireless powered multiuser MEC system in Fig. 1 , where an N -antenna AP (with an integrated MEC server) employs RF signal based transmit energy beamforming to charge K users. Let K {1, . . . , K} denote the set of the users. The K users utilize the harvested energy to accomplish their computation tasks by computing locally and offloading partial/all their respective tasks remotely to the MEC server. It is assumed that the WPT and the wireless communications (for offloading) are operated over orthogonal frequency bands simultaneously without co-channel interference. Each user is equipped with two antennas: one connecting to the energy harvesting circuit to harvest wireless energy from the AP and the other connecting to information transceivers to communicate with the AP (to offload tasks or to receive computed results).
We consider a block-based model for both the WPT and the MEC. Let T denote the length of each block. Each of the K users relies on its harvested wireless energy in each block to execute the corresponding computation task. The latencysensitive computation task at each user must be accomplished before the end of this block. It is assumed that the AP knows the perfect channel state information from/to the K users, as well as the perfect computation information of all the K users. Suppose that user i has a computation task with R i input bits 1 , which can either be computed locally by itself, or remotely computed at the MEC server via offloading. In practice, the computation task can be separated into various modules and computed in a distributed manner [2] - [4] . This enables partial offloading, such that i bits of the task are offloaded to the MEC server remotely, while the remaining (R i − i ) bits are computed locally.
A. Transmit Energy Beamforming from AP to Users
Let s ∈ C N ×1 denote the energy-bearing transmit signal by the AP and Q = E[ss H ] ∈ C N ×N denote its transmit covariance matrix, where E[·] stands for the statistical expectation and the superscript H stands for the conjugate transpose. In general, the AP can use multiple transmit beams to deliver the wireless energy, i.e., Q can be of any rank. If d = rank(Q) ≤ N , then a total of d energy beams can be obtained via the eigenvalue decomposition (EVD) of Q [8] . In this case, the total transmit power at the AP is given as tr(Q), where tr(·) denotes the matrix trace operation. Let h i ∈ C N ×1 denote the energy channel vector from the AP to user i ∈ K, and define H i
Then the harvested energy amount by user i over this time block is
where 0 < ζ ≤ 1 is the energy conversion efficiency and | · | denotes the absolute value of a scalar. The harvested energy E i is used by user i for both computation offloading and local computing.
B. Computation Offloading from Users to AP
In order for the MEC server to successfully compute the task on behalf of the users, each user should first offload the computation bits to the AP; and then the AP transmits the computation results back to the users after MEC computations. Practically, the AP with an integrated MEC server could provide sufficient CPU capability and high transmit power, while the computation results are usually of small sizes. Therefore, the time consumed at the MEC server and that consumed for delivering the computation results are relatively small. The energy required for each user to download the computation result from the AP is generally negligible. Hence, we only consider the uplink offloading time as the total MEC latency time and ignore users' energy consumption for downloading computation results throughout the paper.
We consider a TDMA protocol for the uplink offloading. The whole time block is divided into a total of K time slots, where user i offloads its task in the i-th time slot with a length of t i ∈ [0, T ]. Let g i ∈ C N ×1 denote the uplink channel from user i to the AP and p i the transmission power for offloading. Assume further that the AP employs the maximum ratio combining (MRC) receiver to decode the information. The achievable communication rate from user i to the AP is
where B denotes the bandwidth for offloading,g i g i 2 , and σ 2 is the receiver noise power at the AP; · denotes the Euclidean norm of a vector. Since each user i needs to offload a total number of i bits over the time slot of length t i , without loss of generality, we have
(3) For each user i, the power consumption consists of the transmit power p i (for offloading) and a constant circuit power p c,i (by the digital-to-analog converter (DAC), filter, etc.). Here, the transmit power p i can be calculated as
where β(x) σ 2 (2 x B − 1) is a monotonically increasing and convex function of x ≥ 0; we define β( i ti ) = 0 when either i = 0 or t i = 0 holds. By combining p i and p c,i , the total energy consumption at user i to offload i bits over the i-th time slot is then
Note that the computation offloading also incurs additional energy consumption at the AP, as it needs to receive the offloaded bits from the K users, execute the computation sub-tasks (by the integrated MEC server), and send the computation results back to the users [2] . As the AP and its integrated MEC server generally have sufficient communication and computation capacities, it can adopt a constant large receive/transmit power and a constant high CPU frequency to minimize the communication and computation time. In this case, the AP's energy consumption is generally proportional to the computation bits. Therefore, we adopt a linear energy consumption model for the computation at the AP:
where α denotes the energy consumption per offloaded bit at the AP. In practice, α is generally determined by the transceiver structure of the AP, the chip structure of the MEC server, and its operated CPU frequencies, etc. [2] .
C. Local Computing at K Users
Denote by C i the number of CPU cycles required for computing one input bit at user i. Let f i,n ∈ (0, f max i ] be the CPU frequency for the n-th CPU cycle required for user i, where f max i denotes the maximum CPU frequency. Then the total number of CPU cycles for each user i is C i (R i − i ) and the corresponding delay is
Since all the local computing should be accomplished before the end of each given time block, the computation latency for executing these C i (R i − i ) CPU cycles by user i should satisfy
Under the assumption of a low CPU voltage that normally holds for low-power devices, the consumed energy for local computing is expressed as [13] 
where κ i is the effective capacitance coefficient that depends on the chip architecture at user i. By combining the computation offloading energy in (5) and the local computation energy in (8) , the total energy consumed by user i within the block is given as E offl,i + E loc,i . Note that user i is powered by the wireless charging from the AP. In order for each user i ∈ K to achieve self-sustainable operation, the total consumed energy E loc,i + E offl,i cannot exceed its harvested energy E i as in (1) per block. Therefore, we have
Note that for the energy constraints in (9) to be sufficient for sustainable operation, we assume that the initial energy stored at the battery of each user is sufficiently large, such that the energy at the user will never be used up at any time within each block and the energy storage level will be refilled by the end of each block. Therefore, the "energy causality" constraints (see, e.g., [11] ) could be satisfied automatically.
D. Problem Formulation
Targeting an energy-efficient design, our objective is to minimize the energy consumption at the AP while ensuing the successful execution of the K users' computation tasks per time block. To this end, we jointly optimize the energy transmit covariance matrix Q at the AP, the local CPU frequencies {f i,1 , . . . , f i,Ci(Ri− i ) } and the number i of the offloaded bits at each user, as well as the time allocation t i among different users. Let t
where the superscript † denotes the transpose operation. Mathematically, the joint computing and offloading problem is formulated as
The two sets of the constraints in (10b) represent the local computation latency and CPU frequency constraints at user i, respectively. The i-th constraint of (10c) represents the energy harvesting constraint for user i ∈ K. Furthermore, (10d) and (10e) correspond to the constraints about the users' offloading bits and their TDMA offloading time allocation, respectively. Suppose that each user has a sufficient computing capacity, i.e., f max
Then problem (P1) is always feasible since one can always scale Q to guarantee that the energy harvesting constraints in (10c) hold for any (t, , f ). Note that problem (P1) is non-convex due to the non-convexity of the constraints in (10b) and (10c).
III. OPTIMAL SOLUTION
In this section, we provide the optimal solution to problem (P1). To cope with the non-convex constraints (10b) and (10c), we first establish the following lemma. Lemma 1: Given the offloaded bits , the optimal solution of the CPU frequencies f to (P1) satisfies
Proof: See Appendix A in the technical report [18] . Lemma 1 indicates that at each user i ∈ K, the local CPU frequencies for different CPU cycles are identical in the optimal strategy. Hence, problem (P1) can be equivalently reformulated as
is a convex function of x ≥ 0, it can be shown that its perspective tĩ gi β i ti is a joint convex function of t i and i [15] . As a result, the energy harvesting constraints in (12c) become convex. Furthermore, since the objective function in (12a) is affine and the other constraints are all convex, problem (P1.1) is a convex problem which can be then efficiently solved by standard convex optimization techniques [15] . To gain engineering insights, we next derive its semi-closed solution by leveraging the Lagrange duality method [15] . Let μ ≥ 0 and λ i ≥ 0 denote the dual variables associated with the time-allocation constraint in (12b) and the i-th energy harvesting constraint in (12c), respectively. Then the partial Lagrangian of (P1.1) is expressed as
where
L (Q, t, , λ, μ) s
Consequently, the dual problem of (P1.1) is (D1.1) : max
μ ≥ 0, (15d) where I N denotes the N × N identity matrix. Note that F (λ) 0 is necessary to ensure that the dual function is bounded below (as proved in Appendix B in [18] ). We denote the feasible set of (λ, μ), characterized by (15b)-(15d), as X .
Since problem (P1.1) is convex and satisfies the Slater's condition, strong duality holds between (P1.1) and (D1.1) [15] . As a result, we can solve problem (P1.1) by equivalently solving its dual problem (D1.1). In the following, we first obtain the dual function g(λ, μ) for any given (λ, μ) ∈ X , and then obtain the optimal dual variables to maximize g(λ, μ) using the ellipsoid method [16] . For convenience of presentation, we denote (Q * , t * , * ) as the solution to problem (14) under given λ and μ, while (Q opt , t opt , opt ) denotes the primary solution to (P1.1) (or equivalently, (P1)) and (λ opt , μ opt ) denotes the optimal dual solution to problem (D1.1).
A. Evaluating the Dual Function g(λ, μ)
For the given λ and μ, problem (14) can be decomposed into (K +1) subproblems, one for optimizing Q and the other K for optimizing t i 's and i 's. min
where the i-th subproblem in (17) is for user i. Under the condition of F (λ) 0, it is evident that the optimal value of (16) is zero and the optimal solution Q * to (16) can be any positive semi-definite matrix in the null space of F (λ). Here, we simply set Q * = 0 to obtain the dual function g (λ, μ) , which is only for the purpose of computing the optimal dual solution (see Section III-B). Note that Q * = 0 is not a unique solution to (16) when F (λ) is rank-deficient, i.e., rank(F (λ)) < N, and it is not the primary solution to (P1.1) since it violates the energy harvesting constraints in (12c). We will show how to retrieve the primary solution of Q opt to problem (P1.1) later in Section III-C.
For the i-th subproblem in (17), it is convex and satisfies the Slater's condition. Based on the Karush-Kuhn-Tucker (KKT) conditions [15] , one can obtain the optimal solution (t * i , * i ) to (17) in semi-closed form, as stated in the next lemma. Lemma 2: For a given λ i ≥ 0 and μ ≥ 0, the optimal solution to (17) can be obtained as follows.
where the first K components and the last one of (19) correspond to the first-order derivatives of g(λ, μ) with respect to λ and μ, respectively. For the positive semidefinite constraint F (λ) 0, we establish the following lemma. Lemma 3: Let v ∈ C N ×1 be the eigenvector corresponding to the smallest eigenvalue of F (λ), i.e., v = arg min ξ =1 ξ H F (λ)ξ. Then the constraint F (λ) 0 is equivalent to the constraint of v H F (λ)v ≥ 0. In this case, the subgradient of v H F (λ)v at the given λ and μ is ζv H H 1 v, . . . , ζv H H K [18] . Furthermore, the subgradient of the i-th constraint in (15c) is given by the elementary vector e i ∈ R (K+1)×1 (i.e., e i is of all zero entries except for the i-th entry being one), while that of (15d) is e K+1 . With (19), (20) , and the subgradients of (15c)-(15d), we can then apply the ellipsoid method to efficiently update λ and μ towards the optimal λ opt and μ opt for (D1.1).
C. Finding the Optimal Primary Solution to (P1)
With λ opt and μ opt obtained, it remains to determine the optimal primary solution to (P1.1) (or equivalently (P1)). Specifically, by replacing λ and μ with λ opt and μ opt in Lemma 2, respectively, one can obtain the optimal (t opt , opt ) for (P1) in semi-closed form. Based on (t opt , opt ), one can then obtain the optimal local CPU frequencies {f opt i,n } per user and the optimal transmit covariance matrix Q opt of the AP for (P1). We can then readily establish the following proposition. Proposition 1: The optimal solution ({f opt i,n }, Q opt , t opt , opt ) for problem (P1) is given by
corresponds to the offloading rate for user i, ∀i ∈ K. Proposition 1 can be verified by simply combining Lemmas 1 and 2; hence, we omit its detailed proof for conciseness. Note that (24) is an instance of semidefinite program (SDP), which can thus be efficiently solved by off-the-shelf solvers, e.g., CVX [17] . Summarizing, we present Algorithm 1 to obtain the optimal solution ({f opt i,n }, Q opt , t opt , opt ) to the joint offloading and computing problem (P1). Additional discus-sion on the optimal solution to (P1) can be found in the technical report [18] .
Algorithm 1 for Solving Problem (P1) 1: Initialization: Given an ellipsoid E((λ, μ), A) containing (λ opt , μ opt ), where (λ, μ) is the center point of E and A 0 characterizes the volume of E. 2: Repeat • For each user i ∈ K, obtain (t * i , * i ) with λ i and μ according to Lemma 2; • Compute the subgradient of g(λ, μ) as in (19) and that of the constraints in (15b) by (20), then update λ and μ using the ellipsoid method [16] . 3 : Until λ and μ converge within a prescribed accuracy. 4 : Set (λ opt , μ opt ) ← (λ, μ). 5: Output: Obtain (t opt , opt ) by (21) and (22), {f opt i,n } by (23), and Q opt by (24).
IV. NUMERICAL RESULTS
In this section, we provide numerical results to gauge the performance of the proposed optimal joint design. For comparison, we consider the following three benchmark schemes.
1) Local computing only: In this approach, each user i ∈ K accomplishes its computation task by only local computing, i.e., by setting i = 0, ∀i ∈ K. The CPU frequencies at each user i are obtained as f i = C i R i /T i ; the transmit energy covariance matrix Q opt is obtained by solving problem (24) with t opt i = 0 and opt i = 0, ∀i ∈ K. 2) Computation offloading only: In this approach, each user i ∈ K accomplishes its computation task by fully offloading to the AP, i.e., by setting i = R i , ∀i ∈ K. The CPU frequencies at all the users are set as zero; the allocated time slot t i and the transmit covariance matrix Q opt are determined by solving problem (P1.1) with opt i = R i , ∀i ∈ K. 3) Joint computing and offloading design with isotropic WPT: In this approach, we set the transmit covariance matrix Q = pI N , where p denotes the transmit power to be optimized at each antenna. The CPU frequencies {f i,n } at each user, the offloading bit number i , and the allocated time slot t i , ∀i ∈ K, are obtained by solving problem (P1.1) with Q opt = pI N .
In the simulations, we consider a K-user MEC system, where the AP is equipped with N = 4 antennas. The energy conversion efficiency ζ is 0.8. All channels are modeled as independent Rayleigh fading with an average power loss of 5 × 10 −6 (i.e., −53 dB) which corresponds to a distance of about 5 meters from users to the AP in urban environment. We set the same computation task of R = R i input bits for all users, C i = 10 3 cycles/bit, and κ i = 10 −28 [7] . The circuit power is p c,i = 10 −4 W and the energy per bit consumed by the MEC server is α = 10 −5 Joule/bit. In addition, we set the receiver noise power as σ 2 = 10 −9 W and the bandwidth as B = 2 MHz. We average the energy consumption over 500 Monte-Carlo runs. Fig. 2 shows the average energy consumption at the AP versus the computation task of R at each user for different schemes with K = 4 and T = 0.1 s. It is observed that the proposed scheme outperforms the three benchmark schemes. The average energy consumption increases for all schemes as R increases, especially for the local computing scheme. For the task size R as shown in Fig. 2 , the full offloading scheme outperforms the local computing one especially when R becomes large. Therefore, for large R values, it is desirable to offload a large proportion of computation tasks to the AP to improve the system energy efficiency. As expected, the benchmark full offloading scheme achieves a near-optimal performance as with the proposed one for large R. Due to the loss of multi-antenna array gain, the isotropic WPT scheme is strictly sub-optimal.
By fixing R = 10 4 bits and K = 4, Fig. 3 shows the average energy consumption at the AP versus the time block length T . Interestingly, for small T (e.g., T = 0.05 s), the full offloading scheme consumes almost the same energy as the proposed one. However, when T increases, the energy consumption for the full offloading scheme remains almost unchanged. This suggests that there exists some critical value for the time block length to enable energy saving for full offloading. By contrast, the energy consumption of the local computing only scheme is observed to decrease significantly as T increases. This is because as T increases, we could lower down the CPU frequency such that the power consumption for local computing becomes smaller than that for offloading at each user. For a large T (e.g., T ≥ 0.2 s), the local computing scheme outperforms the full offloading scheme, and even approaches the optimal performance with T ≥ 0.4 s.
V. CONCLUSION
In this paper, we investigated the joint offloading and computing design in emerging wireless powered multiuser MEC systems. We developed a new energy-efficient design principle for the AP to minimize its energy consumption while maintaining the self-sustainable computation at mobile devices, by jointly optimizing the transmit energy beamformer at the AP, the local CPU frequencies and the offloaded bits for each user, as well as the TDMA time allocation among different users. Leveraging the Lagrange duality method, we obtained the optimal solution in a semi-closed form. Numerical results demonstrated the merits of the proposed design over alternative benchmark schemes in terms of the achieved energy efficiency.
