Abstract: The present paper discusses some classes of shrinkage estimators for the variance of the exponential distribution in the presence of large true observations when some a priori or guessed interval containing the variance parameter is available from some past experiences. Empirical study shows the high efficiency of the developed classes of shrinkage estimators when compared with Pandey and Singh's estimator, minimum MSE estimator and special classes of shrinkage estimators. 
Introduction
The exponential distribution has its significance due to its variety of applications in reliability engineering and life testing problems. The exponential distribution would be an adequate choice for a situation where failure rate appears to be more or less constant. The problem considered in this paper can be illustrated by the question that a sampler frequently asks himself, particularly if he is working with relatively small samples. The question is, "what do I do with large or extreme observations in the sample?" The sampler first attempt to answer this question by a careful review of the data to see if an outlier has somehow appeared or if in fact the offending observation or observations are actually true observations. It is also noted that in practice the experimenter often possesses some knowledge of the experimental conditions, based on awareness with the performance of the system under investigation or from the past experience or from some extraneous source and thus in opinion to give an adequate guessed interval of the value of the variance. In this paper we suggest some classes of shrinkage estimators for the variance of exponential distribution in the presence of large true observations when some a priori or guessed interval (θ , say, is available from some past experiences.
Let x 1 , . . . , x n be a random sample of size n, drawn from the exponential distribution. The probability density function of which is given by
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Austrian Journal of Statistics, Vol. 37 (2008), No. 2, 207-216 where θ is the mean and acts as a scale parameter and θ 2 is the variance. Pandey and Singh (1977) and Tracy et al. (1996) envisaged a class of shrinkage estimators for θ 2 when some point prior information θ 2 0 of θ 2 is available, and is given as
and h is a non-zero real number. In particular, if h = 1 then ξ (h) reduces to the point estimator for the variance, which is given as
and is due to Tracy et al. (1996) . The distribution (1) is positive valued and positive skewed. It has positive probability that the sample may contain one or more observations from right tail of the distribution leading to a larger estimate of the parameter using unbiased estimator. In such a situation, where some "extremely large" values x i > t are present in the sample, Searls (1966) suggested an estimation procedure suitable to estimate the population mean θ, which reduces the effect of such large true observations for the distribution which is unimodal, positive valued, and positively skewed. Searls (1966) defined the estimator for θ as
which is formulated by replacing all the observations greater than a predetermined cutoff point t by the value of t itself. Searls (1966) has shown that there exists a wide range of t values for which the MSE ofx t is less than the variance of the usual unbiased estimatorx. We also refer to Bartholomew (1957) , Ojha and Srivastava (1979) , Ojha (1982) , Srivastava et al. (1985) , Srivastava (1986) , Singh (1987) , Srivastava and Kumar (1990) , Upadhyaya et al. (1997) , and Singh and Shukla (2002) in this context.
The estimation problem using some a priori information regarding some population parameters has been investigated by various authors, for example see Mehta and Srinivasan (1971) , Jani (1991) , Singh and Saxena (2003) , Saxena and Singh (2004) , , Singh and Saxena (2005) , Saxena (2006) , Saxena and Singh (2006) , and also Singh and Chander (2007) . Thompson (1968) considered the problem of shrinking an unbiased estimatorψ of ψ towards an interval (ψ 1 , ψ 2 ) and suggested a shrinkage estimatorψ + (1 − p)(ψ 1 + ψ 2 )/2, where 0 ≤ p ≤ 1 is constant. The objective is to propose a class of shrinkage estimators of θ 2 , when a prior or guessed interval of θ 2 is available in the form of (θ (1). We define the familỹ
where α (h) is given by (4) and h is a non-zero real number. Moreover,
and i = 1, 2, 3 corresponds to pairs (a, b) respectively taken as (0, 1), (1/2, 0),
It is interesting to note that (6) we get a class of shrinkage estimators based on the arithmetic mean (θ
we get a class of shrinkage estimators based on the geometric mean θ
• for (a, b) = (1, −1) we get a class of shrinkage estimators based on the harmonic mean 2θ
.
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where
Replacingx byx t in (6), we define the class of estimatorŝ
for the variance in the presence of large true observations, where α (h) andx t are respectively given by (4) and (5). Also here m denotes the number of observations less than a predetermined cutoff point t and follows a binomial distribution with parameters n and p, where
The necessary expectations are
Bias and MSE of the estimates defined in (8) are
Substituting (9) in (10) gives
As t → ∞, we get p → 1, q → 0, and thus MSE ξ (i) (h,t) → MSE ξ (i) (h) . From (7) and (10) we have
,
Thus we established the following theorem:
Theorem 2.1: The classes of shrinkage estimatorsξ
(h,t) are more efficient thanξ
Special Cases
For h = 1 in (6) we get classes of shrinkage estimatorsψ
where α (1) = n 2 /(n + 2)(n + 3). The MSE ofψ
(1) can be easily obtained by putting h = 1 in (10) and is given as
For h = 1 in (8) we get shrinkage estimators in the presence of large true observations aŝ
Putting h = 1 in (11), we get
As t → ∞, we get p → 1, q → 0, and MSE ψ (i) (1,t) → MSE ψ (i) (1) . Thus we proved the following theorem: Theorem 2.2: The classes of shrinkage estimatorsψ (i) (1,t) are more efficient thanψ 
Numerical Illustrations and Comparisons
To have a concrete idea about the performance of the proposed estimatorsψ , and for different cutoff points t. The following formulae are used for this calculation:
, where MSE θ MMSE , MSE ψ (i) (1) , and MSE ψ (i) (1,t) are given by (3), (13) and (15). From Table 1 From extended computation and from Table 1 , we further observe that
(1,t) (based on the AM) is more efficient thanθ MMSE ,ψ (2) (1,t) , andψ
(1,t) (based on the HM) is more efficient thanθ MMSE ,ψ (2) (1,t) , andψ (1) (1,t) ,
• for ∆ = 1 and 1 ≤ t/θ ≤ 3,ψ
(1)
(1,t) shows higher efficiency thanθ MMSE ,ψ (2) (1,t) , and ψ (3)
(1,t) , whereas for ∆ = 1 and 3 < t/θ ≤ 10,ψ Further, it reveals from Table 2 thatψ (i) (1,t) shows better efficiency thanψ • t/θ = 1, 5 < n ≤ 25, and ∆ ∈ [1.2, 2.5],
• 2 ≤ t/θ < 6, n ≤ 25, and ∆ ∈ [0.7, 2.0].
It is also observed that
• for ∆ ≤ 1, the estimatorψ (1) (1,t) (based on the AM) is more efficient thanψ
(1,t) ,
• for ∆ > 1, the estimatorψ (1,t) (based on the HM) is more efficient thanψ
• for t/θ ≥ 6, the classes of estimatorsψ
(1) are equally efficient. Austrian Journal of Statistics, Vol. 37 (2008), No. 2, 207-216 
Conclusion
From the above we conclude that the developed classes of estimatorsψ (i) (1,t) , i = 1, 2, 3, are to be preferred overθ MMSE andψ (i) (1) in practice as they are more efficient thanθ MMSE and ψ (i) (1) with larger gain in efficiency.
We also note thatψ
(1,t) (based on the AM) performed better thanθ MMSE ,ψ
(1,t) ,ψ
(1,t) , andψ (i) (1) , i = 1, 2, 3, when t/θ ≤ 10, n ≤ 25, and 0.7 ≤ ∆ < 1.0, while for t/θ ≥ 6, n ≤ 25, and 0.7 ≤ ∆ < 1.0, the proposed estimatorsψ (1) are equally efficient, so one can choose any one of them. It is further observed that the suggested estimator ψ (3)
(1,t) (based on the HM) has smaller MSE thanθ MMSE ,ψ
(1,t) , andψ (i) (1) , i = 1, 2, 3, when t/θ < 6, n ≤ 25, and 1 ≤ ∆ < 2. In such situations we suggest the use of the estimatorψ (3) (1,t) . On the other hand it is noted that for t/θ ≥ 6, n ≤ 25, and 0.7 ≤ ∆ < 1 the estimatorsψ (3) (1,t) andψ (3) (1) approximately have the same MSE and hence any one of them can be chosen in such situation.
