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A METHOD FOR DIMENSIONALLY ADAPTIVE SPARSE
TRIGONOMETRIC INTERPOLATION OF PERIODIC FUNCTIONS
ZACK MORROW∗ AND MIROSLAV STOYANOV†
Abstract. We present a method for dimensionally adaptive sparse trigonometric interpolation
of multidimensional periodic functions belonging to a smoothness class of finite order. This method
targets applications where periodicity must be preserved and the precise anisotropy is not known
a priori. To the authors’ knowledge, this is the first instance of a dimensionally adaptive sparse
interpolation algorithm that uses a trigonometric interpolation basis. The motivating application
behind this work is the adaptive approximation of a multi-input model for a molecular potential
energy surface (PES) where each input represents an angle of rotation. Our method is based on
an anisotropic quasi-optimal estimate for the decay rate of the Fourier coefficients of the model; a
least-squares fit to the coefficients of the interpolant is used to estimate the anisotropy. Thus, our
adaptive approximation strategy begins with a coarse isotropic interpolant, which is gradually refined
using the estimated anisotropic rates. The procedure takes several iterations where ever-more accu-
rate interpolants are used to generate ever-improving anisotropy rates. We present several numerical
examples of our algorithm where the adaptive procedure successfully recovers the theoretical “best”
convergence rate, including an application to a periodic PES approximation. An open-source imple-
mentation of our algorithm resides in the Tasmanian UQ library developed at Oak Ridge National
Laboratory.
Key words. Sparse interpolation, trigonometric interpolation, adaptive refinement, periodicity-
preserving approximation
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1. Introduction. Consider the approximation of a periodic multidimensional
function (i.e., model) f : Td → R, where T = [0, 1] represents the unit interval and
f is both differentiable and periodic up to a given finite order. Since the domain
in our motivating application is a torus, we chose the letter T to help reinforce the
notion of periodicity. The order of differentiability and periodicity can vary with each
dimension. The main challenge of approximating a computationally expensive model
in a multidimensional (multi-input) setting is the rapid growth of required model
simulations per dimension d, a phenomenon known as the curse of dimensionality [3].
Various techniques exist to mitigate, or in rare cases eliminate, the curse of di-
mensionality. Global and derivative-based sensitivity analysis enables the identifica-
tion of non-influential parameters, thereby reducing the effective dimensionality of
the problem to include only inputs and directions that contribute towards the model
output variability [18, 56]. Other methods seek to reduce the complexity of the tar-
get function f by approximating it with functions that are in some sense “simpler,”
e.g., [4, 10, 11, 22, 24, 39, 45, 57]. This could be done, for instance, by projection
onto or interpolation within a polynomial or trigonometric function space, both of
which use samples, i.e., the values of the target function for a set of independent
inputs. Sampling methods are attractive because those can be wrapped around ex-
isting third-party or black-box models in a non-intrusive way, i.e., without the need
to modify the original solver.
Let {φν}ν∈Nd be an orthonormal basis for the Hilbert space where f resides, e.g.,
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L2(Td), and let Λ ⊂ Nd be finite.1 It is well known that orthogonal projection of f
onto S = span{φν}ν∈Λ yields the optimal L2 error [29, p. 352]; that is,
(1.1) cν = 〈f, φν〉L2(Td) ⇒
∥∥∥∥∥f −
∑
ν∈Λ
cνφν
∥∥∥∥∥
L2(Td)
= min
g∈S
‖f − g‖L2(Td) .
Here, {cν}ν∈Λ are the optimal expansion coefficients, and 〈·, ·〉 and ‖ · ‖ denote the
L2(Td) inner product and norm respectively. In general, the integral coefficients in
(1.1) must be evaluated numerically, e.g., with a multidimensional numerical quadra-
ture. Thus, projection methods often come at a high computational cost due to the
large number of function samples necessary to approximate cν to a sufficient accuracy
which could far exceed the number of basis functions [2, 57, 58]. In contrast, inter-
polation methods require a single sample per basis function, although the resulting
approximation is not Hilbert-optimal. The interpolation error is bounded by the best
projection error multiplied by a penalty term called the Lebesgue constant, but the
degradation in accuracy is usually offset by the reduction in computational cost. In
particular, sparse interpolation methods [50], which are of focus of this paper, often
have better overall convergence rate with respect to the number of samples [57].
Aiming to further improve the convergence rate of sparse-grid interpolation, many
methods gauge the approximation error in order to determine the most important di-
rections and spatial locations in which to sample next. Such procedures are known
as adaptive refinement, and the overall goal is to select the samples that would re-
sult in the fastest convergence rate. Bungartz and Griebel formulated this procedure
as a knapsack problem in which they maximize the added accuracy subject to cost
constraints at each refinement iteration until the interpolation error reaches a desired
accuracy [4]. The greedy construction of an approximate knapsack set has demon-
strated good performance in many applications; however, the exact solution to the
knapsack problem remain intractable and the greedy approach is susceptible to stag-
nation and premature termination due to non-monotonic behavior of cν when the grid
is still fairly coarse (also called the preasymptotic regime).
Recent developments in quasi-optimal approximation utilize theoretical upper
bounds on the decay rates of the expansion coefficients cν (rather than the exact cν
themselves) in order to refine the approximation iteratively. For a fixed number of
terms M in the expansion, such approaches often result in a tighter error bound.
Much of the previous work on quasi-optimal approximation is done in the context of
Legendre expansions of holomorphic functions. Authors have deployed quasi-optimal
approximation in the context of projection [59] and sparse-grid interpolation [37, 57].
In contrast to previous work, this paper considers periodic functions, i.e., f ∈
L2(Td), such that, for each 1 ≤ k ≤ d,∥∥∥∥∂mf∂xmk
∥∥∥∥
L2(Td)
<∞, ∂
mf(0)
∂xmk
=
∂mf(1)
∂xmk
, ∀m ∈ {0, 1, . . . , nk}
where nk is the order of periodicity in dimension k. The periodic boundary condi-
tions lead to the natural choice of basis of trigonometric polynomials [21]. In this
paper, we present a multidimensional sparse-grid trigonometric-basis adaptive inter-
polation technique for periodic functions with different degrees of smoothness in each
direction. The smoothness affects the convergence rate, so we will use anisotropic
1This paper adopts the convention N = {0, 1, 2, . . . }.
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grids with rates of anisotropy estimated using a least-squares fitting of the Fourier
coefficients of the interpolant, which is similar to previous work in the context of
total-degree, polynomial-based interpolation for holomorphic functions [57]. To the
authors’ knowledge, this is the first instance of a method for adaptive sparse-grid
interpolation with a trigonometric basis.
The rest of the paper is organized as follows. In section 2, we derive the trigono-
metric quasi-optimal approximation space using theoretical bounds on the decay rates
of the Fourier coefficients. In section 3, we describe anisotropic sparse trigonometric
interpolation and present our adaptive refinement algorithm. In section 4, we pro-
vide several numerical examples using both simple polynomials with known degrees
of periodicity and the PES model. Finally, section 5 offers a brief summary of our
results.
2. Quasi-optimal function space. First, we consider the space of multidimen-
sional periodic functions. Using upper bounds on the Fourier coefficients, we derive
the quasi-optimal approximation space in the context of projection. From projection,
we proceed to interpolation and derive the quasi-optimal interpolation space. We con-
clude by discussing how to estimate the anisotropic coefficients of the target function
on-the-fly.
Let Hn(T) ⊂ Cn(T), with n ≥ 0, denote the space of n-times continuously dif-
ferentiable functions f : T → R such that f has n periodic derivatives and f (n+1) is
piecewise continuous with only finitely many jump discontinuities. Functions arising
from science and engineering applications often satisfy this mild requirement of piece-
wise differentiability (see e.g., [32, 35] and section 4). In the d-dimensional case, for
n = (n1, n2, · · · , nd), we define
Hn(Td) = Hn1(T)⊗ · · · ⊗Hnd(T)
so that for any f ∈ Hn(Td), 1 ≤ k ≤ d, and (x1, x2, · · · , xd) ∈ Td
f(x1, · · · , xk−1, x, xk+1, · · ·xd) ∈ Hnk ,
i.e., restricting f to a single dimension yields a function in Hnk(T). Here, without
loss of generality, we take the canonical Td = [0, 1]d since any arbitrary hypercube
Γ =
⊗d
k=1[ak, bk] can be translated to T
d with a simple affine transformation.
The coefficients of the L2-Fourier expansion of f ∈ Hn are defined as
(2.1) cj(f) =
∫
Td
exp(−2πi j · x)f(x) dx, j ∈ Zd,
with i2 = −1 and j ·x =∑dk=1 jkxk. In a single-dimensional context, using Theorems
1.6, 4.4, and 4.5 from [25, pp. 4, 25] and trivial re-indexing, we obtain
(2.2) |cj(f)| ≤ C(f)
(1 + |j|)n+2 , j ∈ Z , f ∈ H
n(T),
for some constant C(f) > 0 that depends on f . Furthermore, since f (n+1) has jump
discontinuities, the bound in (2.2) is asymptotically sharp [14, p. 200]. In a multidi-
mensional context, using the tensor-product structure of the space, we have
(2.3) |cj(f)| ≤ C(f)∏d
k=1(1 + |jk|)nk+2
, j ∈ Zd, f ∈ Hn(Td) .
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Function spaces like this have appeared in the literature as weighted Sobolev
and Korobov spaces. In an early work on sparse trigonometric interpolation, Hal-
latschek [17] considered the Korobov space
(2.4) Eda =
{
f ∈ L2([0, 1]d) : ∃C > 0 s.t. ∀j ∈ Zd, |cj(f)| ≤ C
d∏
k=1
(1 + |jk|)−a
}
where a > 1 is a smoothness parameter. In general, a may take on any real value
greater than one, but integer values have an interpretation in terms of the order
of differentiability [43]. One may directly connect a ∈ {2, 3, . . .} back to Hn(Td)
and (2.3) by taking n = (a−2, . . . , a−2). There is also a precedent in the literature for
our consideration of anisotropic, rather than isotropic, approximations for functions
obeying (2.3). Authors have recently studied tractability questions in anisotropic
Korobov spaces [31, 42, 43] in addition to approximation in anisotropic Sobolev and
Besov spaces [15, 49]. There is also a long tradition of dimensionally and spatially
adaptive refinement within the context of sparse-grid interpolation with a piecewise or
Lagrange polynomial basis, e.g. [4, 16, 22, 23, 24, 26, 27, 34, 36, 37, 38, 44, 45, 53, 55,
57]. Our method differs from previous work by using trigonometric basis functions
rather than polynomials and by estimating the anisotropy using a fit to a sharp
bound on the decay rate of Fourier coefficients (2.3); see subsection 2.3. Furthermore,
to the authors’ knowledge, this method is the first to use adaptive refinement with
trigonometric interpolation on sparse grids.
2.1. Quasi-optimal projection space. Consider the projection of f ∈ Hn(Td)
onto a space of real trigonometric polynomials defined by the finite lower complete2
multi-index set Λ ⊂ Nd:
(2.5) PΛ = span
⋃
ν∈Λ
Pν = span
⋃
ν∈Λ
d⊗
k=1
Pνk
where
(2.6) Pn = span{exp(2πi j x)}nj=−n , i2 = −1 ,
which is the set of all univariate trigonometric polynomials of degree at most n. In the
context of the sparse grid construction presented in section 3, it is more convenient
to represent the spaces in terms of non-negative multi-index sets. As a result, we
introduce the re-indexing
(2.7) φν(x) = exp(2πiσ(ν)x), ν ∈ N
where
(2.8) σ(ν) =
{
−ν/2, ν even
(ν + 1)/2, ν odd
,
so that
Pn = span{φν}2nν=0 .
2A set Λ is called lower if ν ∈ Λ implies {i ∈ Nd : i ≤ ν} ⊂ Λ, where i ≤ ν if and only if
ik ≤ νk for each 1 ≤ k ≤ d.
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Note that when using the scalar subscript on Pn we are in fact referring to the one
dimensional space defined by the lower-complete set {ν ∈ N : ν ≤ n}.
Let fΛ be the best approximation to f in PΛ in the L
2(Td) sense, i.e., fΛ is
defined from the orthogonal decomposition of f in terms of trigonometric polynomials
φν(x) ∈ PΛ:
(2.9) fΛ(x) =
∑
ν∈Λ
cν φν(x), φν(x) =
d∏
k=1
φνk (xk)
which is the familiar Fourier series. It follows that the best M -term approximation
space for projection is associated with the M largest Fourier coefficients of f . There-
fore, taking the upper bound in (2.3) with αk = nk + 2, we obtain the quasi-optimal
space
(2.10) Λα(L) = {i ∈ Nd : (i + 1)α ≤ L}, where να =
d∏
k=1
ναkk .
and the parameter L ∈ N discretizes the multi-index space into levels. Note that the
structure of the multi-indexes corresponds to a hyperbolic space, which is in contrast
to the total-degree space, commonly used for sparse grids [1, 17, 40, 41]:
(2.11) ΛαTD(L) = {i ∈ Nd : α · i ≤ L}
where α · i =∑dk=1 αkik.
2.2. Quasi-optimal interpolation. Projection yields the optimal L2 error, but
computing cν to a sufficient accuracy involves a number of function samples typically
much larger than the size of the basis PΛ(L). In contrast, interpolation requires exactly
the same number of samples as basis functions at the cost of slight reduction of
accuracy. Thus, in many practical situations, interpolation results in a better overall
convergence rate.
In this subsection, we consider fΛ(L) as an interpolatory (rather than projective)
approximation to f . Specifically, fΛ(L) is obtained from applying the interpolation
operator IΛ(L) to f , where the operator is exact for all functions in PΛ(L). Following
classical results in interpolation (e.g., [13]), for all φ ∈ PΛ(L) we have∥∥f − fΛ(L)∥∥∞ = ∥∥f − φ+ φ− fΛ(L)∥∥∞
=
∥∥f − φ+ IΛ(L)[φ− f ]∥∥∞
≤ ‖f − φ‖∞ +
∥∥IΛ(L)∥∥ ‖f − φ‖∞ ,
where
(2.12) ‖IΛ(L)‖ = sup
‖u‖∞=1
∥∥IΛ(L)[u]∥∥∞
and ‖ · ‖∞ is the L∞ norm on Td. Taking the infimum over all φ ∈ PΛ(L), we obtain
(2.13) ‖f − fΛ(L)‖∞ ≤
(
1 + LΛ(L)
)
inf
φ∈PΛ(L)
‖f − φ‖∞ ,
where LΛ(L) is norm of the interpolation operator, commonly called the Lebesgue
constant. Note that in our context the word constant is a misnomer since it strongly
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depends on the approximation set Λ(L) and the specific choice of samples; a detailed
discussion is included in section 3. Using (2.9), we observe that
(2.14) inf
φ∈PΛ(L)
‖f − φ‖∞ ≤
∥∥∥∥∥∥f −
∑
ν∈Λ(L)
cν φν
∥∥∥∥∥∥
∞
where the coefficients cν come from the best L
2 approximation. We can chain together
(2.13)-(2.14) and note that the only difference from the optimal L2 approximation
comes from using the L∞ rather than L2 norm. We end up deriving the same quasi-
optimal space as in Equation (2.10) by heuristically approximating interpolation error
as a combination of L2 projection error and the Lebesgue constant. Other papers
have included more parameters in the quasi-optimal interpolation space in order to
incorporate the effects of the Lebesgue constant [57], but this is not necessary in our
context; see subsection 3.3.
2.3. Estimating anisotropy. The specific values of the entries in the anisotropy
vector α, while critical for constructing a quasi-optimal approximation, are seldom
known a priori. In this section, we describe a method for estimating the anisot-
ropy from an already constructed approximation fΛ(L) for some lower set Λ(L). By
definition, since fΛ(L) ∈ PΛ(L)
fΛ(L)(x) =
∑
ν∈Λ(L)
cˆν φν(x)
where cˆν are either the projection coefficients from subsection 2.1 or a correspond-
ing set of interpolation coefficients. Often times, the cˆν are explicitly computed as
part of the respective projection or interpolation procedure and hence available at no
additional cost. If the estimate in (2.3) bounds the decay of cˆν sharply, then
(2.15) |cˆν | ≈ C(f)
d∏
k=1
(1 + |σ(νk)|)−αk , ∀ν ∈ Λ(L)
where we make use of σ(ν) in (2.8) to re-index j ∈ Zd in the estimate (2.3) to
ν ∈ Λ(L).
The hyperbolic space defined in (2.10) does not depend on the constant C(f);
thus, we focus our attention on estimating α, and we include the constant only as a
regularizing term. If Λ(L) is defined by (2.10) and L ≥ 2, we can replace the approx-
imate sign in (2.15) by an equal sign and solve the system of equations; however, in
practice, the estimate is only an asymptotic upper bound and the individual coeffi-
cients cˆν can vary in the preasymptotic regime, which gives an effect similar to noise.
Thus, we take more samples in each direction and solve for the effective rates of decay
from an over-determined set of equations. Taking the log of both sides and changing
signs, we obtain
(2.16) − log(|cˆν |) ≈ − log(C(f)) +α · log(σ˜(ν) + 1), ∀ν ∈ Λ(L).
where
(2.17) log(i) = (log(i1), . . . , log(id)) , σ˜(ν) = (|σ(ν1)|, . . . , |σ(νd)|).
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We average out the fluctuations in the coefficient values by we taking the least-squares
solution, i.e., the solution that minimizes the ℓ2 norm
(2.18) min
α∈Rd, C¯∈R
1
2
∑
ν∈Λ(L)
(C¯ +α · log(σ˜(ν) + 1) + log(|cˆν |))2 ,
which can be written in a matrix form
(2.19) min
v∈Rd+1
1
2
‖Av − b‖22,
where the rows of A have the form
(1, log(|σ(ν1)|+ 1), log(|σ(ν2)|+ 1), · · · , log(|σ(νd)|+ 1)) ,
the vector b holds the corresponding entries of − log(|cˆν |), and the solution vector
is v = (C¯, α1, · · · , αd)T . Note that C¯ is not the same as log(C(f)) from (2.3), since
C(f) defines an upper bound while the curve defined by C¯ and α has coefficients
− log(cˆν) both above and below.
The derivation of the anisotropic rates α links them to integers orders of dif-
ferentiability; however, in our context, we are only interested in the quasi-optimal
approximation space and w.l.o.g. we can allow α to be any positive real numbers.
We see this by observing that the L parameter is a dummy discretization variable
in (2.10) and more obviously in (2.11). If we multiply both α and L by the same
positive constant, the total degree space (2.11) remains the same; similarly, in the
hyperbolic case (2.10), we can multiply α and raise L to the same positive power. For
the isotropic total degree space with α = 1, L indicates the total degree polynomial
order; however, the relation is lost for an isotropic space with α 6= 1 and even more
so for an anisotropic space. In the hyperbolic cross section construction, the notion of
L does not relate to polynomial order even for α = 1. In both cases, the factor that
determines the structure of the quasi-optimal space is the ratio between the pairs of
coefficients in α. Since most least-squares solvers operate on real valued numbers, it
is convenient to remove any integer restrictions in (2.18)-(2.19) and seek v ∈ Rd+1.
Equation (2.19) admits a unique solution so long asA has full column rank, i.e., so
long as we have at least two coefficients in each direction to estimate the corresponding
decay rate. However, since the coefficients may not decay monotonically and since the
accuracy of the solution heavily depends on the condition number of the matrix A,
the approximation with only two coefficients will not suffice. The estimated α may
be too inaccurate or even yield negative decay rates, which according to (2.10) results
in Λ(L) with infinitely many multi-indexes. Nevertheless, we employ the estimate in
an adaptive refinement strategy presented in subsection 3.4, and in Remark 3.5 we
propose an ad-hoc strategy, specific to the refinement procedure, that would allow us
to move forward with the adaptive steps even if some of the computed αk are negative.
3. Sparse trigonometric interpolation. In this section, we describe a sparse-
grid approach for constructing an interpolant fΛ(L) ∈ PΛ(L) based on the values of f
at a set of nodes x1, . . . ,xM ∈ Td. Here, we make no optimality assumptions about
Λ(L); we only assume that Λ(L) is a lower set. After discussing the sparse inter-
polation algorithm, we examine the sparse-grid Lebesgue constant. We conclude by
coupling the anisotropy-estimation procedure of subsection 2.3 with a general sparse
trigonometric interpolation algorithm in order to produce a dimensionally adaptive
interpolant.
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3.1. One-dimensional and fully tensorized rule. First, we define the one
dimensional m-point trigonometric interpolation rule. The nodes and (global) basis
functions are
(3.1) xj =
j
m
, φj(x) = exp(2πiσ(j)x), j = 0, 1, . . . ,m− 1,
Because approximations using cosines and sines up to mode n require complex expo-
nentials with powers ranging between −n ≤ j ≤ n [52], we use the re-indexing σ(j)
first introduced in (2.8). To resolve all sine and cosine modes up to n, it is necessary
and sufficient to take m = 2n+ 1 points [52]. The interpolation operator is
(3.2) Um : C0(T)→ P(m−1)/2, Um[f ](x) =
m−1∑
j=0
cˆj φj(x),
where cˆj are the interpolation coefficients, Pn is defined by (2.6), and C
0(T) is the set
of all real-valued continuous functions on T.
Remark 3.1. One-dimensional (non-adaptive) trigonometric interpolation with an
even number of points has precedent in the literature [9, 52]. Indeed, much work with
Fourier transforms on sparse grids uses 2l points at each level since powers of 2 are
highly amenable to fast Fourier transforms [15, 17]. However, for the purposes of
interpolation, an even number of points m = 2n exactly reproduces all modes up to
n− 1 due to the missing conjugate exponent for mode n. Put differently, there is an
additional basis function for m = 2n vs. m = 2n − 1 without a general increase in
exactness in terms of both sines and cosines. Therefore, we use an odd number of
interpolation nodes, which means Um is exact up to mode (m− 1)/2.
The interpolation conditions at the nodes xj
Um[f ](xj) = f(xj), j = 0, 1, . . . ,m− 1,
can be imposed by selecting the coefficients as [15, 17, 52]
(3.3) cˆj =
1
m
m−1∑
p=0
f(xp) [φj(xp)]
∗
where [ · ]∗ denotes complex conjugation. With some algebra work, it becomes appar-
ent that (3.3) is a normalized and re-indexed discrete Fourier transform. Because the
target function f ∈ C0(T) is real-valued, symmetry in cˆj and φj makes the interpolant
real-valued in exact arithmetic; in implementation when computing (3.2) numerically,
we only compute the real part.
We extend the one dimensional construction to a multidimensional context using
tensor products of the points and basis functions expressed in multi-index notation.
Let m = (m1,m2, . . . ,md) represent the vector with (potentially) different number
of points in each dimension, then
xj = (xj1 , xj2 , · · · , xjd) ,
φj(x) =
d∏
k=1
φjk(xk) = exp
(
2πi
d∑
k=1
σ(jk) · xk
)
.
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The anisotropic fully tensorized operator becomes:
Um : C0(Td)→
d⊗
k=1
P(mk−1)/2 ,
Um[f ](x) =
∑
j≤m−1
cˆjφj(x) .
As one may expect, the fully tensorized interpolation coefficients are analogous to the
one-dimensional case:
(3.4) cˆj =
1
m1 · · ·md
∑
p≤m−1
f(xp) [φj(xp)]
∗
,
which is a normalized and re-indexed d-dimensional discrete Fourier transform.
The fully tensorized construction is easy to implement, using only one-dimensional
nodes and basis functions and employing a suitable algorithm for fast-Fourier trans-
form. However, the resulting approximation belongs to a fully tensorized space which
is very far from optimal. First, we observe that the extra point incurred by the even
rules in one-dimension combines with all the “good” points in other dimensions and
results in a much higher penalty, e.g., in 6-dimensions the 4-point rule has 4096 points
and it covers the same basis as the 3 point rule with only 729 points, thus wasting the
majority of the computational effort. Restricting our attention to rules with only odd
number of points, we then look at our estimate for the quasi-optimal basis. At L = 2,
in 6 dimensions, the space has 7 exponential powers which results in 13 basis functions
(all powers except zero require two basis functions), the smallest fully tensorized space
including L = 2 hyperbolic space has the aforementioned 729 points. Fully tensorized
interpolation is not a feasible approach in a multidimensional context.
3.2. Sparse-grid interpolation. Sparse-grid interpolation aims at exploiting
the implementational simplicity of fully tensorized rules while alleviating (and some-
times completely avoiding) the restrictions on the basis space. To this end, sparse-grid
algorithms employ a family of one dimensional interpolation rules with different num-
ber of points and basis functions and combine (superimpose) a set of anisotropic full
tensors interpolants into a single grid. The set of tensors is chosen so that the com-
bined approximation space includes a desired (quasi-) optimal space with as little
extra basis functions as possible.
Starting with the one-dimensional nodes and basis (3.1), we select the family of
rules via the node growth m(l); i.e., m(l) is a strictly increasing function indicating
the number of points on level l ≥ 0. See Remark 3.2 for the specific choice used in
our examples. Following the approach used in [57], we define the surplus operators
∆m(l) = Um(l) − Um(l−1), ∆m(i) =
d⊗
k=1
∆m(ik),
with the convention∆m(0) = Um(0). For any lower set Θ(L), we define the generalized
interpolation operator
(3.5) IΘ(L) =
∑
i∈Θ(L)
∆m(i).
10 ZACK MORROW AND MIROSLAV STOYANOV
Our objective is to relate Θ(L) to the quasi-optimal Λ(L), but first we observe that
(3.6) Um(i) =
∑
j≤i
∆m(j)
since the sum is telescoping [4, 39, 57]. We wish to express
(3.7) IΘ(L) =
∑
i∈Θ(L)
ti Um(i)
for some coefficients {ti}i∈Θ(L). By substituting (3.6) into (3.7) and equating the
coefficients of the ∆m(i) operators, we derive the system
(3.8)
∑
i∈Θ(L)
j≤i
ti = 1, ∀j ∈ Θ(L) .
The system (3.8) can be expressed as an upper triangular matrix of zeroes and ones,
with a diagonal of all ones, so a unique integer solution {ti}i∈Θ(L) does indeed exist.
The interpolation nodes associated with IΘ(L) are the union of the nodes of all
tensors Um(i). If we want to minimize the number of nodes (and the associated
expensive simulation of the target model), it is best to reuse the nodes as much as
possible; i.e., we want the nodes associated with Um(l) to be a subset of the nodes
of Um(l+1). It is well known that such nested rules are advantageous for sparse-grid
methods, and thus, we restrict out attention to only those m(l) that satisfy the nested
property; see Remark 3.2.
Let Θm(L) denote the multi-indexes of the interpolation nodes for the interpolant
defined by Θ(L). Then exploiting the nested structure of the rule gives
(3.9) Θm(L) =
⋃
i∈Θ(L)
{
j ∈ Nd : j ≤m(i)− 1} ,
which comes from
{xj}j∈Θm(L) =
⋃
i∈Θ(L)
{xj}j≤m(i)−1 .
With (3.7)-(3.9), we can explicitly write the sparse trigonometric interpolant as
(3.10) IΘ(L)[f ](x) =
∑
j∈Θm(L)
∑
i∈Θ(L)
j≤m(i)−1
ti cˆ
i
j φj(x) =
∑
j∈Θm(L)
wj φj(x) .
Here, cˆij and φj are defined in subsection 3.1, and
(3.11) wj =
∑
i∈Θ(L)
j≤m(i)−1
ti cˆ
i
j , j ∈ Θm(L).
Since each of the tensor operators exactly reproduces the basis functions, constructing
IΘ(L)[φj ](x) means that the only non-zero coefficient will be the corresponding cˆ
i
j and
from (3.8) follows that the interpolant is exact for all basis functions, i.e., the union
of the space of all tensors. Therefore, Theorem 1 in [57] applies; since the exactness
ADAPTIVE SPARSE TRIGONOMETRIC INTERPOLATION 11
of level l ∈ N is (m(l) − 1)/2, then for an arbitrary lower trigonometric polynomial
space PΛ(L), we define the optimal sparse grid tensor set by
(3.12) Θopt(L) = {i ∈ Nd : (m(i − 1) + 1)/2 ∈ Λ(L)} .
That is, Θopt(L) is the smallest set of tensors that results in an interpolant which is
exact for PΛ(L). Depending on the choice of m(l), the actual interpolation space may
be larger.
Remark 3.2. We choose m(l) = 3l, which gives us nodes that are both nested and
odd, i.e., we avoid the cost of extra basis functions noted in Remark 3.1. The Radix-
3 FFT algorithms are slightly less efficient than the Radix-2 and Radix-4 variants;
however, from (3.11), we observe that the weight can be pre-computed and reused
every time we need to compute the value of the interpolant. Thus, the FFT procedure
is a one-time effort resulting in a small increase in computational cost, which is far
offset by the reduction in interpolation nodes and model simulations. Furthermore,
when targeting hyperbolic cross-section interpolation space, e.g. (2.10), exponentially
growingm(l) have a natural advantage. Suppose that Θ(L) is chosen as a total degree
multi-index space:
(3.13) Θ(L) =
{
i ∈ Nd :
d∑
k=1
αkik ≤ L
}
⇒
d∏
k=1
(
3ik
)αk ≤ 3L .
Then from the definition ofΘm(L) in (3.9) and the one-to-one correspondence between
nodes and basis functions, we have that the resulting space will include all φj for j
such that
j + 1 ≤m(i), i.e. jk + 1 ≤ 3ik ∀1 ≤ k ≤ d.
Combining the above with (3.13), we get the anisotropic cross-section space:
d∏
k=1
(jk + 1)
αk ≤ 3L .
Therefore, using an exponential m(l) and total degree multi-index selection produces
an interpolant in a hyperbolic cross-section space, modulo a constant in the exponent
and some rounding in the actual implementation due to non-integer anisotropic rates.
3.3. Lebesgue constant. Consider the Lebesgue constant Ln for (2n+1)-point
trigonometric interpolation. Well-known estimates for Ln exist [9], including quite
sharp ones [8, 48]. In terms of the Lebesgue constant, trigonometric interpolation is
closely related to polynomial interpolation with the Clenshaw–Curtis and Chebyshev
nodes [6, 9]. In [48], Rivlin showed the equality
(3.14) Ln =
2
π
ln(n) + βn, n ≥ 1,
where βn decreases monotonically from 5/3 to
2
π
(
ln
(
16
π
)
+ γ
)
≈ 1.404,
where γ is the Euler–Mascheroni constant. For our family of one dimensional rules
defined by m(l) = 3l, the Lebesgue constant grows as a logarithm in the number of
points and linearly in level.
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In general, no sharp estimates exist for the Lebesgue constant of sparse inter-
polation with space of exactness PΛ(L). However, Lemma 3.1 in [5] yields an upper
bound, i.e., when the Lebesgue constant of the one-dimensional family of rules exhibits
a polynomial growth, the sparse grids constant grows no faster than the polynomial
with one additional power. Let Θ(L) be the optimal multi-index set corresponding
to Λ(L). Because the one-dimensional rules obey (3.14), we can bound the Lebesgue
constant of the sparse interpolation operator IΘ(L) in (3.10) as
(3.15)
∥∥IΘ(L)∥∥ ≤ Cd (#Θ(L))2 ,
where #Θ(L) is the number of multi-indexes in Θ(L). As in [5], the operator norm
is defined by (2.12).
In [57], Stoyanov and Webster considered many different one-dimensional rules,
some of which have Lebesgue constants that grow slowly at first but increase quite
rapidly after only a few levels. As a result, the authors included an additional param-
eter to account for the different “effective” Lebesgue constant in each dimension since
some dimensions may have far fewer points than others. However, we do not consider
such a correction in our context for the following reasons. First, the rapid increase
in Lebesgue constants in [57] was not observed for the Clenshaw–Curtis nodes, which
have the same linear-in-level and logarithmic-in-nodes growth as our rule. Second,
the variability of βn in (3.14) is small. Third, by using (3.14) in (2.13) and following
the derivation in subsection 2.3, the Lebesgue penalty term in (2.18) is the logarithm
of a logarithm, which is negligible in practical situations.
3.4. Adaptive refinement. In this subsection, we will link the anisotropy least-
squares problem from subsection 2.3 to the sparse trigonometric interpolation algo-
rithm in subsection 3.2. We use (2.18), but with the sparse interpolation coefficients
wj given by (3.11), which are linear combinations of cˆ
i
j over the constituent tensors
of the sparse grid. Also, by (3.1) and (3.3), the sparse discrete Fourier coefficient wj
corresponds to mode σ(j). In general, multi-index space is not easily discretizable in
the sense of (2.10) after adaptive refinement takes place, so we omit the dependence
on L here. Thus, for a general lower set Λ and the corresponding Θm, the relevant
least-squares problem becomes
(3.16) min
α∈Rd, C¯∈R
1
2
∑
j∈Θm
(C¯ +α · log(σ˜(j) + 1) + log(|wj |))2 .
where Θm is defined by (3.9) and σ˜(j) by (2.17).
The motivation for the least-squares fitting (2.18) can be demonstated in the
following one-dimensional example
(3.17) f(x) = x sin(πx) + x sin(5πx), x ∈ [−1, 1],
where f ∈ H0(T). In Figure 3.1, we show the computed continuous and discrete
Fourier coefficients, the theoretical decay rate according to (2.3), and the decay rate
estimate coming from (2.18). We observe that on each level, for the largest indexes
in Λ, the discrete Fourier coefficients (◦) differ systematically from the continuous
Fourier coefficients (+). This can be explained by observing that the discrete Fourier
transform (3.3) is a left-hand Riemann sum discretization of (2.1); therefore, the
largest indexes in Λ correspond to the highest frequencies, and the discretization is
not able to resolve those to the same degree of accuracy. A refinement criterion could
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Figure 3.1. Left column: discrete and L2 Fourier coefficients (F.C.) of (3.17) on 1D grids of
various sizes. Right column: decay rates from (2.2) and (3.16).
be based on the surplus or the correction introduced by the high frequencies, e.g.,
similar to the greedy knapsack problem [4], but such refinement would be guided
by the least accurate coefficients. This phenomenon is not present in the methods
using hierarchical Lagrange approximation where adding more indexes to Λ would not
alter the current set of polynomial coefficients. Furthermore, there are unpredictable
fluctuations in the preasymptotic low-frequencies. Since the breaking point between
the two regimes is unknown, we use the least-squares approach defined in (3.16) to
incorporate all coefficients and balance out the “noise-like” effects.
We show pseudocode for our algorithm in Algorithm 3.1. Importantly, since the
solution of the least-squares problem (3.16) is heavily dependent on Θm, then one
should choose Λ0 so that it contains enough points to compute an initial anisotropy
estimate that is reliable for each direction. Thus, we select isotropicΛ0 and in practical
application, the choice is usually guided by considerations regarding the minimum
number of samples needed to saturate the computational resources, e.g., the number of
computing nodes, see Remark 3.3 and Remark 3.5. After we compute an approximate
ansitropic coefficients, we want the set Λα(L) in (2.10) to be invariant when α is
multiplied by a constant factor; for instance, Λ(1,1)(L) should be equal to Λ(2,2)(L),
and Λ(1,2)(L) equal to Λ(2,4)(L). Additionally, we want Λ(L) to grow conservatively,
not suddenly or dramatically, when incrementing L. Thus, we normalizeα by dividing
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by the smallest element before constructing Λα(L).
Algorithm 3.1 Adaptive refinement algorithm
Input: L0 ≥ 2, f ∈ Hn(Td), m(l) defined in Remark 3.1
Output: quasi-optimal Λ
1: n← 0
2: Start with isotropic Λ = Λ1(L0) from (2.10); define Θ according to (3.12)
3: Compute the samples of f and load the values into the grid
4: while num_samples< budget do
5: Solve (3.16) for αˆ; set αˆ← αˆ/(mink αˆk) and apply Remark 3.5
6: Find Ln+1 such that Λ
αˆ(Ln+1) 6⊆ Λ; define Θαˆ(Ln+1) by (3.12)
7: Λ← Λ ∪ Λαˆ(Ln+1); Θ← Θ ∪Θαˆ(Ln+1); n← n+ 1
8: Compute the samples of f at the new points
9: end while
Remark 3.3. One may modify Line 6 of Algorithm 3.1 so that the number of new
points is large enough to exploit parallel computations of the sample of f . When
the model is sufficiently complex, parallelism must be exploited to make the problem
feasible. A possible drawback is that, if the initial grid is too coarse, Algorithm 3.1
may add a large number of unnecessary nodes due to an unreliable initial anisotropy
estimate.
Remark 3.4. The quasi-optimal approach aims to construct the best M -term ap-
proximation for some M given beforehand. For this reason, the termination criterion
in Line 4 relies on reaching some predetermined computational budget. Alternatively,
if computing resources are sufficiently abundant, one could terminate upon reaching
a desired error tolerance.
Remark 3.5. Given a black-box model, it is not feasible to determine a priori the
appropriate size of Λ(L0) that would yield a stable initial estimate of the anisotropic
coefficients. However, the weights are only used to guide the refinement process.
Thus, if we encounter a negative weight αk ≤ 0 for some direction k, we can simply
replace that weight with the smallest positive one, which will force the refinement to
put additional points in direction k, which in turn will improve the estimate in the
following iterations. If all weights are negative, then we continue the refinement using
isotropic weights α = 1. The correction strategy will allow us to work past negative
weights, but it is still possible for a coarse grid to yield positive yet incorrect weight
that would deteriorate the convergence. However, the theoretical estimates are only
asymptotic and in our numerical examples we observe the opposite behavior, namely
that the preasymptotic weights improve the initial error compared to the optimal
analytic weights, e.g. in Figure 4.2. Therefore, in our examples we use isotropic
initial Λ(L0) with L0 = 3 which is one more than the absolute minimum.
4. Numerical results. We include several examples in this section to illustrate
the performance of Algorithm 3.1. We will apply our algorithm to purpose-built
periodic polynomials of known anisotropy and then to the chemistry problem that
motivated this work. These simulations use the open-source Tasmanian package de-
veloped at Oak Ridge National Laboratory [54], which implements Algorithm 3.1 for
sparse trigonometric interpolation.
First, to obtain a theoretical convergence rate for our interpolation algorithm, let
f ∈ Hn(T). Using a theorem of Jackson [46], we can bound the infimum term in
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(2.13) by
inf
T∈PΛ
‖f − T ‖∞ ≤ C(f)
NM+1
where C > 0 is a constant depending on f , M = mink nk, and N = #Θ
opt
m is the
number of nodes. Then, using (3.15) and heuristically approximating#Θopt as log(N)
in light of Remark 3.2,
(4.1) ‖f − IΘ[f ]‖∞ ≤ O
(
log2(N)/NM+1
)
for N sufficiently large.
Remark 4.1. (Alternative Function Space) As noted in subsection 2.2, much early
work on sparse grids sought to approximate function spaces of some total degree (2.11).
In Fourier interpolation, the total-degree space is suitable for target functions f having
a holomorphic extension in component k within a polyellipse of radius αk around the
real axis, for each 1 ≤ k ≤ d. To see why, suppose f is a function satisfying the
previous analyticity assumptions. From, e.g. [25, p. 27], the Fourier coefficients obey
the asymptotically sharp estimate
(4.2) |cj(f)| ≤ C(f) exp(−α · j) , j ∈ Zd .
By taking the negative logarithm of the right-hand side of (4.2) and ignoring the
constant, we obtain the total-degree space (2.11). For functions of this type, the
least-squares problem (3.16) in subsection 3.4 becomes
(4.3) min
α∈Rd, C¯∈R
1
2
∑
j∈Θm
(C¯ +α · σ˜(j) + log(|wj |))2 ,
where σ˜(j) is defined by (2.17). Our numerical examples will include a modifica-
tion of Algorithm 3.1 that uses the total-degree space (2.11) and the least-squares
problem (4.3).
4.1. Periodic polynomials. We manufacture some multidimensional target
functions that are engineered to have a certain order of differentiability and peri-
odicity. We define the univariate functions gi : [−1, 1]→ R as
g1(x) = x
3 − x ,
g2(x) =
x4
4
− x
2
2
,
g3(x) =
x5
20
− x
3
6
+
7x
60
,
g4(x) =
x6
120
− x
4
24
+
7x2
120
,
g5(x) =
x7
840
− x
5
120
+
7x3
360
− 31x
2520
,
which we have derived by starting with g1(x) and integrating repeatedly and choosing
the constant to preserve periodicity. By construction, gk ∈ Hk([−1, 1]), where we
translate [−1, 1] to [0, 1] using a linear transformation and note that the k + 1-th
derivative is discontinuous across the periodic boundary. For 1 ≤ i ≤ 5, we normalize
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Figure 4.1. Isotropic refinement for trigonometric interpolation of f(1,1,1)(x) =
∏3
k=1 h1(xk)
with different choices of Λα(L). Here, α = 1 and refinement occurs solely by incrementing L. As
expected, the hyperbolic cross-section refinement converges at the expected rate and outperforms the
total-degree and fully tensorized methods.
in the sup-norm by taking hi = gi/‖gi‖L∞([−1,1]). Thus, the multivariate target
functions are
(4.4) fi(x) =
d∏
k=1
hik(xk), 1 ≤ i ≤ 5 .
The domain of interpolation for (4.4) is Γ = [−1, 1]d. The Fourier coefficients
obey the estimate (2.3), so a hyperbolic function space like (2.10) is appropriate,
as Figure 4.1 demonstrates. We calculate the error by drawing 2000 validation points
xj ∼ U(Γ), where U(Γ) is the uniform distribution on Γ, with
error = max
1≤j≤2000
|f(xj)− IΘ[f ](xj)| .
In the isotropic example, the initial grids have approximately the same number of
nodes, and we refine up to a maximum of 700000 nodes.
We now consider target functions with various numbers of inputs and anisotropy.
The initial grid for each refinement strategy has approximately the same number of
nodes, and we refine up to a maximum of 200000 nodes.
Next we consider an anisotropic example. In Figure 4.2, we compare different
anisotropic grids, and we use the six-dimensional target function
(4.5) f˜(x) = h1(x1)h5(x4) + h2(x2)h5(x5) + h3(x3)h5(x6) .
Since hk ∈ Hk(Γ), then by (2.3) and (2.10), we know the anisotropy of f˜ beforehand:
α = (1, 2, 3, 5, 5, 5)+ 2 = (3, 4, 5, 7, 7, 7).
The line in Figure 4.2 labeled “Analytical hyperbolic” uses the known anisotropy α,
while the adaptive strategies solve the relevant least-squares problem for αˆ at each
refinement iteration. In terms of convergence behavior, all strategies with a hyperbolic
cross-section space outperform the total-degree space of Remark 4.1. Additionally, the
adaptive algorithms based on solving the least-squares problem (3.16) converge at a
similar rate as using the known target space Λα(L) directly. Both the adaptive and
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Figure 4.2. Convergence results for (4.5). The adaptive hyperbolic cross section methods
matches the convergence rate of the analytic anisotropy, but without using any prior knowledge.
fi Final αˆ1/αˆ2 (hyperbolic) Final αˆ1/αˆ2 (TD) True α1/α2
(1, 2) 0.72 0.73 0.75
(1, 3) 0.61 0.61 0.60
(1, 4) 0.49 0.49 0.50
(1, 5) 0.45 0.45 0.43
(2, 3) 0.84 0.84 0.80
(2, 4) 0.68 0.68 0.67
(2, 5) 0.62 0.62 0.57
(3, 4) 0.81 0.81 0.83
(3, 5) 0.74 0.74 0.71
(4, 5) 0.91 0.91 0.86
Table 4.1
Anisotropy ratios for two-dimensional product functions at the end of refinement. Column 2
uses Algorithm 3.1 and Column 3 uses Remark 4.1.
analytical anisotropic strategies converge at approximately the rate given in (4.1).
This shows that Algorithm 3.1 is well suited to handle periodic models where the
anisotropy is not known a priori.
At the end of refinement, we obtain the following anisotropy estimates (normalized
so that αˆ1 = α1 = 3):
αˆhyp = (3.00, 3.53, 4.35, 5.58, 5.70, 5.73),
αˆTD = (3.00, 3.63, 4.51, 6.11, 5.73, 5.40) .
In Table 4.1, we show the anisotropy ratios at the end of adaptive refinement for two-
dimensional product polynomials of the form (4.4). We compute the true anisotropy
ratio for fi by recalling αk = ik + 2. Both Algorithm 3.1 and the modifications
in Remark 4.1 are reasonably able to detect the relative anisotropy of the target
function.
4.2. Particle in a two-dimensional box. We construct a two-dimensional
particle in a box (PIB) system. This is a staple example in textbooks on quantum
mechanics, e.g. [32]. Here, the anisotropy arises from different perturbations in the
x and y directions. As discussed in [32], the Hamiltonian for the unperturbed one-
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dimensional PIB on the interval [0, 1] is
(4.6) Hˆ = −1
2
d2
dx2
+ V (x), V (x) =
{
0, x ∈ [0, 1]
∞, else
where we have used atomic units and set the particle mass equal to the electron rest
mass, me = 1. For n = 1, 2, . . . , the normalized wavefunctions satisfy
Hˆψn = En ψn =⇒ ψn(x) =
√
2 sin (nπx) , En =
1
2
n2π2 .
Inspired by exercises in quantum mechanics textbooks [32, p. 261], we use the
potentials
f1(x) =
{
15, x ∈ [0, 1/4]∪ [3/4, 1]
0, else
, f2(y) = 60
(
y − 1
2
)2
in our two-dimensional perturbed PIB system and treat them as perturbations. Note
that the maximum value of each perturbation is less than E
(0)
2 , the energy of the
unperturbed n = 2 energy level. The two-dimensional Hamiltonian is
(4.7) Hˆ = −1
2
∇2 + V (x) + V (y) + f1(x) + f2(y)
where V is given in (4.6). The full two-dimensional wavefunction has the form
Ψn(x, y) = ψn1(x)ψn2 (y)
where nk is the quantum number in dimension k.
We will demonstrate the performance of various refinement strategies on the wave-
function of (4.7) corresponding to nx = ny = 2. To evaluate the target wavefunction,
we first decompose (4.7) into the x and y parts and apply first-order nondegenerate
perturbation theory (see, e.g., [32, p. 233]). The first-order correction to the wave-
function for the x component is
(4.8) ψ
(1)
2,x(x) =
∑
n6=2
∫ 1
0
ψ
(0)
n (u) f1(u)ψ
(0)
2 (u)du
E
(0)
2 − E(0)n
ψ(0)n (x)
where ψ
(0)
n and E
(0)
n are the unperturbed wavefunctions and energies corresponding
to (4.7). Similarly, for the y component, we get
(4.9) ψ
(1)
2,y(y) =
∑
n6=2
∫ 1
0
ψ
(0)
n (u) f2(u)ψ
(0)
2 (u)du
E
(0)
2 − E(0)n
ψ(0)n (y) .
Thus, we take the two-dimensional target wavefunction as
(4.10) Ψ2,2(x, y) =
(
ψ
(0)
2 (x) + ψ
(1)
2,x(x)
) (
ψ
(0)
2 (y) + ψ
(1)
2,y(y)
)
.
We evaluate the integral coefficients in (4.8)-(4.9) with Maple and find that the
only nonzero coefficients correspond to functions of the form sin(2πkx), yielding an a
priori anisotropy estimate. The L2-Fourier coefficients ofΨ2,2(x, y) decay like O(1/k
3)
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Figure 4.3. Convergence history of approximating (4.10) with various techniques.
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Figure 4.4. Λhyp at final iteration of adaptive refinement (left); lower completion of indices for
the largest Fourier coefficients (right). Note the logarithmic scaling. Equal vertical and horizontal
axes are chosen to display the anisotropy.
in the x component and O(1/k5) in y, where k is the coefficient index. This both
justifies the use of approximation space Λαhyp and gives the prior anisotropy α = (3, 5).
Computationally, we truncate the series in (4.8)-(4.9) at N = 104 terms and use (4.10)
as our target function. In practice, though, one would not use Fourier interpolation
on a known truncated Fourier series; instead, a more accurate solution technique
would provide the target wavefunction, e.g. [7]. Perturbation theory, however, is
straightforward enough to use for the end goal of demonstrating the convergence
behavior of our adaptive refinement method.
For sparse interpolation, we use the hyperbolic index set Λhyp and refine accord-
ing to three strategies: adaptive (Algorithm 3.1), analytical anisotropy, and isotropic.
We show the convergence behavior in Figure 4.3. Similarly to subsection 4.1, adap-
tive refinement performs as well as analytical anisotropic refinement, but without any
prior knowledge. Asymptotically, the errors of the analytical anisotropic and adaptive
strategies in Figure 4.3 decay at roughly the same rate and are an order of magnitude
better than isotropic refinement. Furthermore, since we know the Fourier coefficients
explicitly as a result of (4.8)-(4.9), we may construct the optimal lower approxima-
tion space directly from the explicit coefficients. In Figure 4.4 we show Λhyp at the
final iteration of adaptive refinement along with the smallest lower set of size #(Λhyp)
containing the N ≤ #(Λhyp) largest Fourier coefficients. Figure 4.4 shows that adap-
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Figure 4.5. Molecular structure of 2-butene, labeled with rotations of interest.
tive refinement closely resembles the lower set containing the N ≤ #(Λhyp) largest
Fourier coefficients, except for some rectangular gaps introduced by the growth rule
m(l) = 3l. We chose equal vertical and horizontal axes to make the anisotropy clear.
4.3. The 2-butene potential energy surface. Now we consider the motivat-
ing application of this paper: the adaptive approximation of a molecule’s potential
energy surface (PES) where the anisotropy α is not known beforehand. The molecule
of interest is 2-butene, whose molecular structure is shown in Figure 4.5.
At the quantum-mechanical level, the energy En of a molecule with an arrange-
ment of nuclei described by q satisfies the Schrödinger equation [32]:
(4.11) Hˆ(q)Ψn(y; q) = En(q)Ψn(y; q) .
Above, Hˆ is the molecular Hamiltonian operator, En is the energy of electronic state
n ≥ 0, and Ψn is the (possibly complex-valued) wavefunction of state n as a function
of electron position y. All terms depend parametrically on the nuclear geometry q.
Physically, |Ψn(y; q)|2 is the probability distribution function of observing an electron
of energy state n at position y in a molecule of geometry q. As a function of geometry,
En(q) is the PES corresponding to energy state n.
For an N -atom molecule, one may express q in Cartesian coordinates as a vec-
tor with 3N components or in internal coordinates (bond lengths, bond angles, and
torsion angles) as a vector of 3N − 6 components. We opt for the latter, which has
fewer components and directly enables the varying of geometric features. Only a few
of the geometry components, denoted by x (the design variables), may be needed in
a particular study; we optimize over the rest, ξ (the remainder variables):
(4.12) En(x) = min
ξ
En(x, ξ) .
En(x) is called the relaxed PES for state n. Chemical intuition and knowledge of the
system guides the selection of design variables. Furthermore, for rotational design
variables θ, a polynomial interpolant does not guarantee periodicity of ∇En with
respect to θ, which leads to nonphysical phenomena (e.g., nonconservation of energy).
Therefore, a trigonometric interpolation basis is appropriate when x contains only
bond angles and torsion angles.3
As hinted earlier, solving the optimization (4.12) subject to the generalized ei-
genvalue problem (4.11) is a prohibitively expensive calculation. To trim down com-
putational cost, it is common practice in quantum chemistry to use approximate
3Bond lengths, in general, are not periodic over an interpolation domain, so approximation by
trigonometric polynomials would lead to inaccuracies at the domain boundary [19].
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Figure 4.6. Slice of 2-butene PES for x3 = 0.
Hamiltonians and wavefunctions [32]. In our case, we use density functional theory
(with the B3LYP hybrid functional) to simplify the Hamiltonian [20, 28, 51], and we
approximate the wavefunctions with the 6-311G* Pople basis set [30]. We use the
Gaussian 16 software package [12] to handle the approximation of Hamiltonians and
wavefunctions. By default, Gaussian 16 performs the optimization in (4.12) using a
variant of the EDIIS algorithm tuned for molecular geometry optimizations [33].
Previous work constructed a sparse polynomial interpolant of E0(x) and E1(x)
for 2-butene to study the transition from the cis- to trans- conformation via the first
singlet excited state [35]. We use the same design variables from that study, shown
in Figure 4.5. The design variable x1 is more influential on the PES than x2 and x3,
but the exact anisotropy is not known in advance.
The domain for our 2-butene ground-state (n = 0) PES is Γ = [0, 360]×[−60, 60]×
[−60, 60]. The coordinates x2 and x3 correspond to dihedral rotations of CH3, which
have period 120◦. We show a slice of the 2-butene PES in Figure 4.6. The ridges
at x1 = 90 and x1 = 270 indicate a discontinuous first derivative, so we hypothesize
that the hyperbolic function space (2.10) and Algorithm 3.1 are appropriate for this
problem.
There are numerous sources of noise going into the evaluation of E0(x): den-
sity functional theory approximates the Hamiltonian, the 6-311G* basis set approxi-
mates the wavefunction Ψ, and the optimization (4.12) has internal stopping criteria.
Therefore, we do not report the max error of the interpolant IΘ[E0](x), which could
be heavily skewed by non-interpolatory error. Instead, we give the root-mean-square
error (RMSE) over 2000 validation points drawn uniformly over Γ:
(4.13) RMSE =
√∑2000
j=1 (E0(xj)− IΘ[E0](xj))2
2000
, xj ∼ U(Γ) .
In our sparse grid constructions, we use Θopt based on the hyperbolic function
space Λ in (2.10) as well as the total-degree space (2.11). For each variety of Θ, we
refine both adaptively (according to Algorithm 3.1 or Remark 4.1) and isotropically
(taking α = 1 and incrementing L). In all cases, we initialize each grid with 37 nodes.
Each function sample takes approximately 30 seconds to evaluate, and occasionally
the optimization (4.12) may fail to converge to the correct (or any) local minimum.
Due to limitations on available computing time, we refine up to a maximum of only
4000 nodes. If a refinement strategy terminates prior to 4000 nodes, that is because
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Figure 4.7. Absolute (left) and relative (right) error results for sparse interpolation of 2-butene
ground-state PES.
the next increment of L would result in the number of nodes exceeding 4000. We
show the results in Figure 4.7. Following Pople in his 1998 Nobel lecture, we adopt 1
kcal/mol as the threshold of acceptable chemical accuracy for energies [47].
First, we note that the asymptotic absolute RMS errors in Figure 4.7 are con-
sistent with Pople’s definition of chemical accuracy for energies (i.e., less than 1
kcal/mol). Furthermore, the limiting relative error for adaptive hyperbolic refine-
ment is approximately 1%. Second, even though the one-dimensional interpolation
rule (3.1) grows exponentially, we can still add smaller batches of nodes at each iter-
ation by using (3.12) and Algorithm 3.1, which mitigates the exponential growth of
(3.1). Third, in both the adaptive and isotropic cases, the asymptotic error is lower
for a hyperbolic cross-section than for a total-degree space.
5. Conclusion and future work. In this work, we have presented a quasi-
optimal dimensionally adaptive method for sparse interpolation with a trigonomet-
ric basis. Our approach targets applications where the surrogate models must be
periodicity-preserving and where the anisotropy is not known beforehand. For target
functions of known finite smoothness, our algorithm matches the theoretical conver-
gence rate, outperforms the total-degree space asymptotically, and produces a good
approximation to the anisotropy. The open-source and freely available Tasmanian
package contains a user-friendly implementation.
In the future, we will apply adaptive refinement to more complicated chemical
systems. In particular, we aim to approximate potential energy surfaces where the
geometry domain includes bond lengths, bond angles, and dihedral angles—a mix
of periodic and nonperiodic inputs. To do this, we will apply trigonometric and
polynomial interpolation to the periodic and nonperiodic components, respectively.
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