Abstract. In this paper we propose a unified methodology for computing the set
1. Introduction.
Motivation and contribution.
Computing all complex and/or real solutions of a system of polynomial equations is a fundamental problem in mathematics with many important practical applications. Let I ⊆ R[x] := R[x 1 , . . . , x n ] be an ideal generated by a set of polynomials h j (j = 1, . . . , m). Fundamental problems in polynomial algebra are: (I) The computation of the algebraic variety V C (I) = {v ∈ C n | h j (v) = 0 ∀ j = 1, . . . , m} of I, (II) The computation of the real variety V R (I) = V C (I) ∩ R n of I, as well as a set of generators for the radical ideal J = I(V K (I)) for K = R or C, assuming V K (I) is finite.
One way to solve problem (II) is to first compute all complex solutions and to sort out V R (I) = R n ∩V C (I) from V C (I) afterwards. This is certainly possible when I is a zero-dimensional ideal, but even in this case one might perform many unnecessary computations, particularly if |V R (I)| ≪ |V C (I)|, i.e. in case there are many more complex than real roots. In addition there are cases where V R (I) is finite whereas V C (I) is not! These two reasons alone provide a rationale for designing a method specialized to problem (II) , that is, a method that takes into account right from the beginning the real algebraic nature of the problem.
In [10] we have provided a semidefinite characterization and an algorithm for approximating V K (I) (K = R, C) as well as a basis of the radical ideal I(V K (I)) (in the form of a border or Gröbner basis). The approach there utilizes well established semidefinite programming techniques and numerical linear algebra. Remarkably, all information needed to compute the above objects is contained in the so-called moment matrix (a matrix with a particular quasi-Hankel structure, indexed by a basis of R [x] , and whose entries depend on the polynomials generating the ideal I) and the geometry behind it when this matrix is required to be positive semidefinite with maximum rank. For the task of computing the real roots and the real radical ideal R √ I = I(V R (I)), the method is real algebraic in nature, as we do not compute (implicitly or explicitly) any complex element of V C (I).
The method proposed in [10] for solving problem (I) treats C n as R 2n and essentially applies the same algorithm as for problem (II), but now working in R 2n instead of R n . Hence one has to use semidefinite matrices of much larger size since they are now indexed by a basis of C[x,x] (as opposed to R[x] for problem (II)).
This latter remark is one of the motivations for the present paper in which we provide a method for computing V C (I), a complex analogue of the method of [10] for computing V R (I), which also uses a moment matrix indexed by a basis of R[x] (instead of C[x, x] as in [10] ). The algorithm is very similar to the one proposed in [10] for problem (II), except for the important fact that we now do not require the positivity of the moment matrix; therefore the algorithm only uses basic numerical linear algebra techniques and no semidefinite programming optimization. The price to pay for the reduced complexity is that our algorithm now finds a basis for an ideal J with I ⊆ J ⊆ √ I (instead of J = √ I in [10] ), though with the same algebraic variety V C (J) = V C (I). Note however that once a basis B of R[x]/J and the corresponding multiplication matrices are known, generators for the ideal √ I can be computed numerically e.g. via the algorithm proposed in [7] .
On the other hand there is a plethora of methods and algorithms to compute the (finite) complex variety V C (I) and certain distinguished bases as Gröbner and border bases to name just a few. This motivates the second contribution of this paper, which is to relate the proposed method based on moment matrices to existing methods and, in particular, to the method of [18] (and [17] ) for the (finite) complex variety. It turns out that, by adding the positive semidefiniteness constraint, the method of [18] can be adapted and extended for computing the (finite) real variety V R (I); this will be treated in detail in the follow-up paper [9] . Summarizing, our results provide a unified treatment of the computation of real and complex roots either by means of moment matrices or by means of a dual form characterization as in [9] , [17] and [18] .
Related literature.
The importance and relevance to various branches of mathematics of the problem of solving systems of polynomials is reflected by the broad literature, see e.g. [6] . Various methods exist for problem (I), ranging from numerical continuation methods (see e.g. [22] ), to exact symbolic methods (e.g. [19] ), or more general symbolic/numeric methods (e.g. [16] or [18] , see also the monograph [23] ). For instance, Verschelde [24] proposes a numerical algorithm via homotopy continuation methods (cf. also [22] ) whereas Rouillier [19] solves a zero-dimensional system of polynomials symbolically by giving a rational univariate representation (RUR) for its solutions, of the form f (t) = 0, x 1 = g1(t) g(t) , . . ., x n = gn(t) g(t) , where f, g, g 1 , . . . , g n ∈ K[t] are univariate polynomials. The computation of the RUR relies in an essential way on the multiplication matrices in the quotient algebra K[x]/I which thus requires the knowledge of a corresponding linear basis of the quotient space.
The literature tailored to problem (II), i.e. to the real solving of systems of polynomials, is by far not as broad as the one for finding all (complex) solutions. Most algorithms (beside our previous work [10] ) are based on real-root counting algorithms using e.g. Hermite's quadratic forms or variants of Sturm sequences (see e.g. [1] or [20] for a discussion).
Sketch of the moment-matrix algorithm. Let us now give a more specific sketch of the algorithm of [10] for V R (I) and of its extension for V C (I) proposed in the present paper. Given L ∈ (R[x] t ) * and 1 ≤ s ≤ ⌊t/2⌋, define its moment matrix M s (L) as the matrix indexed by N n s = {α ∈ N n | |α| = i α i ≤ s}, with (α, β)th entry L(x α x β ). For a matrix M , positive semidefiniteness, i.e. the property 5) after setting d := ⌈D/2⌉. Algorithm 1 is our moment-matrix algorithm for finding V K (I).
Algorithm 1
The moment-matrix algorithm for V K (I): Iterate (go to 1)) replacing t by t + 1 7: end if Remark 1.1. Here K t = K t, for the task of computing V R (I) as in [10] , and K t = K t for the task of computing V C (I) in the present paper. In Step 1, we say that L ∈ K t is generic if, for all 1 ≤ s ≤ ⌊t/2⌋, rank M s (L) is maximum over K t .
Consider first the real case, treated in [10] . A first observation is that in the above definition of a generic element, it suffices to require the maximum rank property for s = ⌊t/2⌋. The algorithm relies on the following crucial properties. If the answer in Step 2 is 'yes' then Ker M s (L) , the ideal generated by polynomials p of degree no more than s whose coefficient vector vec(p) lies in Ker M s (L), coincides with I(V R (I)), the real radical of I. Moreover the set B is a basis of the quotient space R[x]/ Ker M s (L) and thus one can apply the classical eigenvalue method to compute V R (I). Additionally, a border (or Gröbner) basis of I(V R (I)) is readily available from the kernel of the matrix M s (L) (cf. [10] for details).
We show in the present paper that the same algorithm works also for the task of computing finite V C (I) (whenever finite), except we now use the set K t = K t . Although the algorithms are apparently identical in the real and complex cases, the proofs of correctness are however distinct as well as the implementations. For instance, a generic element L ∈ K t, is any element in the relative interior of the cone K t, and can be found with appropriate interior-point algorithms for semidefinite programming optimization. On the other hand, a generic element in K t can be found using some randomization argument (cf. details later in Section 3.
, a property which is not true in general for a generic element L ∈ K t (namely it is not true if the algebra R[x]/I is not Gorenstein; cf. Section 3.2 for details). For a generic L ∈ K t (K t = K t or K t, ), a useful property is that Ker M s (L) ⊆ I(V K (I)). This property is true in both cases K = R, C. However, while this fact is fairly immediate in the real case, the proof is technically more involved in the complex case (cf. Section 3.1.2). Finally, in the complex case, if the answer is 'yes' in Step 2, we can only claim that the ideal J := Ker M s (L) is nested between I and I(V C (I)); as V C (J) = V C (I) this property is however sufficient for the task of computing V C (I).
Another contribution of the paper is to relate the stopping criteria (1.4) and (1.5) used in our moment based approach to the stopping criterion
(where π s denotes the projection from (R[x] t ) * onto (R[x] s ) * ) used e.g. in the method of Zhi and Reid [18] .
Roughly speaking, if (1.6) holds for some
(enabling computing V C (I)) (see Section 4.1 for details). Thus the condition (1.6) is a global condition on the set K t while (1.4) and (1.5) are conditions on a generic element L ∈ K t . However these two types of conditions are closely related as shown in Section 4.2.
Contents of the paper. The paper is organized as follows. In Section 2 we introduce some definitions and results about polynomials and moment matrices that we need in the paper. In Section 3 we present our algorithm for computing the complex roots of a zero-dimensional ideal using moment matrices and discuss some small examples. In Section 4 we revisit the involutive base method of Zhi and Reid and compare the various stopping criteria.
Preliminaries.
In this section we recall some preliminaries of polynomial algebra and moment matrices used throughout the paper.
2.1. Some basics of algebraic geometry.
2.1.1. Polynomial ideals and varieties. Let R[x] := R[x 1 , . . . , x n ] denote the ring of multivariate polynomials in n variables. For α ∈ N n , the monomial
denotes the set of all monomials in n variables and T n t := {x α | α ∈ N n t } the subset of monomials of degree smaller or equal to t. Given polynomials h 1 , . . . , h m ∈ R[x],
is the ideal generated by h 1 , . . . , h m . The algebraic variety of I is the set
of common complex zeros to all polynomials in I and its real variety is
we may also define the ideal
called the radical of I, and the ideal 
We will mostly work here with the vector space A = R[x] (or subspaces). Examples of linear functionals on R[x] are the evaluation p ∈ R[x] → p(v) at any v ∈ R n and, given α ∈ N n , the differential functional
which evaluates at v ∈ R n the (scaled) derivative of p;
Therefore the monomial basis
and the basis
* are dual bases. Throughout we will mainly use these two canonical bases. In particular, we write a polynomial
are the respective coefficients of p and L in the canonical bases and L(p) = y T vec(p) = α p α y α . Here we let vec(p) := (p α ) α denote the vector of coefficients of the polynomial p. Finally, given v ∈ C n and t ∈ N, set 
A useful property is that, when I is zero-dimensional (i.e. |V C (I)| < ∞), then R[x]/I is a finite-dimensional vector space and the cardinality of V C (I) is related to its dimension, as indicated in Theorem 2.2 below. A proof of this theorem and a detailed treatment of the quotient algebra R[x]/I can be found e.g. in [3] , [23] .
Assume |V C (I)| < ∞ and set Following Stetter [23] , for an ideal I ⊆ R[x], define its dual space
consisting of all linear functionals vanishing on I. Thus D[I] is isomorphic to (R[x]/I) * and, when I is zero-dimensional,
When I is zero-dimensional and radical the sum of the real and imaginary parts of the evaluation at points v ∈ V C (I) form a basis of D [I] ; that is,
vanishes at all p ∈ I and thus belongs to D[I]; moreover, they are linearly independent and dim
, which is equal to |V C (I)| since I is zero-dimensional and radical (using Theorem 2.2).
Multiplication operators. Given a polynomial h ∈ R[x]
, we can define the multiplication (by h) operator as
with adjoint operator
Then the multiplication operator X h can be represented by its matrix, again denoted X h for simplicity, with respect to a given basis
with respect to the dual basis of B. Namely, setting N B (hb j ) := N i=1 a ij b i for some scalars a ij ∈ R, the jth column of X h is the vector (a ij ) 
Throughout the paper we also denote by X i := X xi the matrix of the multiplication operator by the variable x i . By the above theorem, the eigenvalues of the matrices X i are the ith coordinate of the points v ∈ V C (I). Thus the task of solving a system of polynomial equations is reduced to a task of numerical linear algebra once a basis of R[x]/I and a normal form algorithm are available, permitting the construction of the multiplication matrices X i .
2.1.5. Normal form criterion. The eigenvalue method for solving polynomial equations (recall Theorem 2.3) requires knowledge of a basis of R[x]/I and an algorithm to compute the normal form of a polynomial with respect to this basis. This, in turn, permits the construction of multiplication matrices X i (i = 1, . . . , n) and therefore the computation of V C (I).
A well known basis of R[x]/I is the set of standard monomials with respect to some monomial ordering. A classical way to obtain this basis is to compute a Gröbner basis of I from which the normal form of a polynomial can be found via a polynomial division algorithm using the given monomial ordering. (See e.g. [3, Chapter 1] for details.) Other techniques have been proposed for producing bases of the ideal I and of the vector space R[x]/I, which do not depend on a specific monomial ordering. In particular, algorithms have been proposed for constructing border bases of I leading to general (stable by division) bases of R[x]/I (see [6, Chapter 4] , [8] and [23] ). Another normal form algorithm is proposed by Mourrain [14] (see also [15, 17] ) leading to more general (namely, connected to 1) bases of R[x]/I. The moment-matrix approach of this paper allows the computation of general polynomial bases of R[x]/I (or of R[x]/I(V R (I)) as explained in [10] ). We now recall the main notions and results about border bases and rewriting families needed for our treatment, following mainly [15, 17] . 
Obviously, B is connected to 1 if it is stable by division. Assume B ⊆ T n is connected to 1. For each monomial m ∈ ∂B, consider a polynomial f m of the form
The family
is called a rewriting family for B in [15, 17] (or a B-border prebasis in [6, Chapter 4] ; note that B is assumed to be stable by division there). Thus a rewriting family enables expressing all monomials in ∂B as linear combinations of monomials in B modulo the ideal F . Such a rewriting family can be used in a polynomial division algorithm to decompose any
(2.6)
Therefore the set B spans the vector space R[x]/ F and in addition, if B is linearly independent in R[x]/ F then B is a basis of R[x]/ F . This latter condition is equivalent to requiring that any polynomial can be reduced in a unique way using the rewriting family F and thus the decomposition (2.6) does not depend on the order in which the rewriting rules taken from F are applied.
Formally we can define a linear operator X i : Span R (B) → Span R (B) using the rewriting family F ; namely, for
, and extend X i to Span R (B) by linearity. Denote also by X i the matrix of this linear operator, which can be seen as a formal multiplication (by x i ) matrix. The next result shows that the pairwise commutativity of the X i 's is sufficient to ensure the uniqueness of a decomposition (2.6). (See also [6, Chapter 4] in the case when B is stable by division.) Theorem 2.4.
[14] Let B ⊆ T n be a set connected to 1, let F be a rewriting family for B, with associated formal multiplication matrices X 1 , . . . , X n , and let J := F be the ideal generated by F . The following conditions are equivalent.
Then F is called a border basis of the ideal J, and the matrix X i represents the multiplication operator m xi of R[x]/J with respect to the basis B.
2.2. Bilinear forms and moment matrices.
Bilinear forms. Given L ∈ (R[x])
* , we can define the symmetric bilinear form on
The kernel of this bilinear form (·, ·) L is an ideal of R[x] (see e.g. [5] ), which is real radical whenever the quadratic form (·) L is positive semidefinite, i.e. [12] , [13] ). We can define truncated analogues of (·,
Moment matrices.
Fixing the canonical basis (x α ) α of the polynomial ring, the quadratic form (·) L is positive semidefinite precisely when the matrix (L(x α+β )) α,β (with rows and columns indexed by N n when L ∈ (R[x]) * , and by
is positive semidefinite. Note that the (α, β)-entry of this matrix depends only on the sum α + β and such a matrix is also known as the moment matrix associated with L. We may identify L ∈ (R[x])
* with its coordinate sequence y := (L(x α )) α∈N n in the canonical basis of (R[x])
* , in which case we also write L = L y .
Given y ∈ R N n , let M (y) denote the matrix with rows and columns indexed by N n , and with (α, β)-entry y α+β , known as the moment matrix of The kernel of M (y) (resp. M ⌊t/2⌋ (y)) can be identified with the set of * is ζ v = (v α ) α , the matrix associated with (·) L is just ζ v ζ T v , and its kernel is the set of polynomials p ∈ R[x] that vanish at the point v. The above features explain the relevance of positive semidefinite quadratic forms and moment matrices to the problem of computing the real solutions of a system of polynomial equations. In [10] the 'real radical ideal' property of the kernel of a positive semidefinite quadratic form played a central role for finding all real roots and the real radical ideal for a zero-dimensional ideal of R[x]. Here we will extend the method of [10] and show that, without the positive semidefiniteness assumption, bilinear forms and moment matrices can still be used for finding all complex roots of zero-dimensional systems of polynomial equations.
Flat extensions of moment matrices.
We recall here some results about moment matrices needed throughout. We begin with recalling the following elementary property of kernels of block matrices, used for flat extensions of moment matrices in Theorems 2.5, 2.6 below.
Proof. (i) As rank M = rank A, there exists a matrix U for which
When a matrix M with the block form shown in Lemma 2.1 satisfies rank M = rank A, one says that M is a flat extension of A. Curto and Fialkow [5] show the following result (see also [11] for a detailed exposition).
Then one can extend y toỹ ∈ R N n 2t+2 in such a way that rank M t+1 (ỹ) = rank M t (y).
Based on this, one can prove the following result which plays a central role in our moment-matrix approach (as well as in the previous paper [10] ). Theorem 2.6. Let y ∈ R N n 2t and assume that rank M t (y) = rank M t−1 (y).
Then one can extend y toỹ ∈ R N n in such a way that rank M (ỹ) = rank M t (y). Moreover, Ker M (ỹ) = Ker M t (y) , and any basis B ⊆ T
Proof. The existence ofỹ follows applying iteratively Theorem 2.5.
. Let B ⊆ T n t−1 index a basis of the column space of M t (y). Hence B also indexes a basis of the column space of M (ỹ), which implies Span R (B) ∩ Ker M (ỹ) = {0} and thus Span R (B) ∩ Ker M t (y) = {0}. We now show that
For this it suffices to show that x α ∈ Span R (B)+ Ker M t (y) for all α ∈ N n . We use induction on |α|. If |α| ≤ t just use the definition of B. Next, let |α| ≥ t + 1 and write x α = x i x δ . By the induction assumption, x δ =
x β ∈B λ β x β + q where q ∈ Ker M t (y) . Hence,
lies in Span R (B) + Ker M t (y) and therefore x α also lies in Span R (B) + Ker M t (y) . Hence (2.7) holds. This implies Ker M (ỹ) = Ker M t (y) .
Indeed let
3. The moment-matrix approach for complex roots. In this section we show how the method from [10] can be simply adapted to find all complex roots for a zero-dimensional ideal. The method of [10] was designed to find V R (I) (assuming it is finite) and uses the set K t, introduced in (1.3). We now show that only by omitting the positivity condition in (1.3) and working instead with the set K t from (1.2), we can find the complex variety V C (I).
3.1. Approaching I with kernels of moment matrices. Let I = h 1 , . . . , h m be a zero-dimensional ideal whose associated complex variety V C (I) has to be found. Throughout we set
Recall the definition of the sets H t , K t from (1.1), (1.2):
Equivalently, identifying L ∈ (R[x] t ) * with its sequence of coefficients y = (y α ) α in the canonical basis of (R[x] t ) * and setting L y := L,
For further reference, notice the following fact about the moment matrix
We now show several results relating the kernel of the moment matrix M ⌊t/2⌋ (y) of y ∈ K t to the ideal I.
3.1.1. The inclusion I ⊆ Ker M ⌊t/2⌋ (y) . The next two lemmas give sufficient conditions ensuring that the ideal generated by the kernel of M ⌊t/2⌋ (y) contains the ideal I. 
Lemma
, and in turn is equal to 0 since x α h j ∈ H t and y ∈ K t .
The inclusion
Ker M t (y) ⊆ I(V C (I)) for generic y. We now show that, under some maximality assumption on the rank of the matrix M ⌊t/2⌋ (y), the polynomial ideal Ker M ⌊t/2⌋ (y) is contained in I(V C (I)).
Theorem 3.1. Given 1 ≤ s ≤ ⌊t/2⌋, let y ∈ K t for which rank M s (y) is maximum; that is,
Proof. It suffices to show that Ker M s (y) ⊆ I(V C (I)). Suppose for contradiction that there exists f ∈ R[x] s with vec(f ) ∈ Ker M s (y) and f ∈ I(V C (I)). Then there exists v ∈ V C (I) for which f (v) = 0.
We first consider the case when v ∈ R n . Then ζ t,v ∈ K t . Set
We now consider the case when v ∈ C n \ R n . The proof is along the same lines but needs a more detailed analysis. We start with the following observation.
Claim 3.2. For v ∈ C n \ R n and s ≥ 1, the two vectors ζ s,v and ζ s,v are linearly independent over C.
Proof. Assume λζ s,v + µζ s,v = 0 where λ, µ ∈ C. Then λ + µ = 0 (evaluating at the coordinate indexed by the constant monomial 1) and λ(v i − v i ) = 0 (i = 1, . . . , n), implying λ = µ = 0 since v i ∈ R for some i.
Define the two vectors
where i denotes the complex root of −1. Then,
In what follows, Re a, Im a denote, respectively, the real and imaginary parts of a ∈ C.
Proof. (i) For g ∈ R[x]
s with vec(g) ∈ Ker M s (y ′ ), we have:
implying that g(v) is a pure imaginary complex number, i.e., Re
which implies that g(v) ∈ R, i.e., Im g(v) = 0.
. By Claim 3.3, g(v) = ia for some a ∈ R. As g − af ′ vanishes at v and v,
, we have dim Ker M s (y) ≥ k 0 + 1; moreover equality holds for otherwise one would have rank
which, using Claim 3.2, implies that f (v)g(v) = 0 and thus g(v) = 0.
Proof. We first show that vec(
and thus Re f (v) = Im f (v).
We are now ready to conclude the proof of Theorem 3.1. We have just proven the following fact: Let y ∈ K t for which rank M s (y) is maximum; if vec(f ) ∈ Ker M s (y) satisfies f (v) = 0 for some v ∈ V (I) \ R n , then Re f (v) = Im f (v). On the other hand we have constructed y ′ ∈ K t for which rank M s (y ′ ) is maximum (since rank M s (y ′ ) = rank M s (y) by Claim 3.4) (i) and (ii)) and vec(f ′ ) ∈ Ker M s (y ′ ) with f ′ (v) = 0 and Re f ′ (v) = 0 = 1 = Im f ′ (v). Therefore we reach a contradiction. We now state the main result on which our algorithm is based. Theorem 3.6. Let y ∈ K t , let 1 ≤ s ≤ ⌊t/2⌋, assume that rank M s (y) is maximum, i.e. that (3.3) holds, and consider the conditions: Proof. Directly using Theorems 2.6, 3.1 and Lemmas 3.1, 3.2.
The ingredients for our algorithm for V C (I). As a direct
The next result will be used for proving termination of our algorithm.
Proposition 3.1. Assume 1 ≤ |V C (I)| < ∞. There exist integers t 1 , t 2 such that, for any t with ⌊t/2⌋ ≥ t 1 +t 2 , rank M t1 (y) = rank M t1−d (y) holds for all y ∈ K t .
Proof. Let y ∈ K t and assume t ≥ 2D. Then, by Lemma 3.1, h 1 , . . . , h m ∈ Ker M ⌊t/2⌋ (y). We will use the following fact which follows from (3.2):
Let B be a basis of R[x]/I and set d B := max b∈B deg(b) (which is well defined as |B| < ∞ since |V C (I)| < ∞). Write any monomial as
where r (α) ∈ Span R (B) and u
and let t be such that ⌊t/2⌋ ≥ t 1 + t 2 . Let y ∈ K t ; we show that
. Hence, by (3.7), the γth component of M ⌊t/2⌋ (y) vec(u (α) j h j ) is equal to 0 and thus the γth component of M ⌊t/2⌋ (y) vec(x α − r (α) ) is equal to 0. In other words, for |α| ≤ t 1 , the αth column of M t1 (y) is a linear combination of the columns of M t1 (y) indexed by B and thus M t1 (y) is a flat extension of
We next provide a criterion for detecting when the variety V C (I) is empty. (ii) There exist t 1 , t 2 ∈ N such that, for all t with ⌊t/2⌋ ≥ t 1 + t 2 and all y ∈ K t , y α = 0 for all α ∈ N n t1 . Proof. If v ∈ V C (I), then y := ζ t,v + ζ t,v ∈ K t with y 0 = 2; this showing (ii) =⇒ (i). Conversely, assume V C (I) = ∅. Then, by Hilbert's Nullstellensatz, 1 ∈ I, i.e., 1 = m j=1 u j h j for some u j ∈ R[x]. Set t 1 := D, t 2 := max j deg(u j ) and consider y ∈ K t where ⌊t/2⌋ ≥ t 1 + t 2 . Then, for each j, [M t (y) vec(u j h j )] α = 0 if |α| ≤ t 1 (using (3.7) ). Therefore, y α = [M t (y) vec (1)] α = 0 for all |α| ≤ t 1 .
3.1.4. Sketch of the algorithm for finding V C (I). We can now describe our algorithm for finding V C (I). Algorithm 2 is similar to the one introduced in [10] for the task of computing real roots, except that now it only uses standard numerical linear algebra and no semidefinite programming.
Algorithm 2 The moment-matrix algorithm for V C (I):
Find y ∈ K t for which rank M s (y) is maximum for all 1 ≤ s ≤ ⌊t/2⌋. Iterate (go to 1)) replacing t by t + 1 7: end if Remark 3.1. Proposition 3.1 guarantees the termination of this algorithm.
More details concerning
Step 2 (in particular, about finding a basis of the column space and implementing the eigenvalue method) can be found in our preceding paper [10] . We now discuss the issue raised in Step 1 of Algorithm 2, that is, how to find y ∈ K t satisfying
As we now show, this property is in fact a generic property of K t , i.e. the set of points y ∈ K t that do not have this property has measure 0. For this, set N t := dim K t and let z 1 , . . . , z Nt ∈ R N n t be a linear basis of K t , so that
Lemma 3.3. Ω t,s = V R (P t,s ) for some finite set P t,s ⊆ R[x 1 , . . . , x Nt ] containing at least one nonzero polynomial.
Proof. The condition rank M s ( Nt i=1 a i z i ) < R t,s is equivalent to requiring that all R t,s × R t,s submatrices of M s ( Nt i=1 a i z i ) have zero determinant. Each such determinant can be expressed as a polynomial in the variables a 1 , . . . , a Nt . Therefore there exists a finite set P t,s of polynomials in R[x 1 , . . . , x Nt ] for which Ω t,s = V R (P t,s ). By definition of R t,s , there exists a ∈ R Nt for which rank M s ( i a i z i ) = R t,s . Hence, at least one R t,s × R t,s minor of M s ( i a i z i ) is nonzero; that is, p(a) = 0 for some p ∈ P t,s and so p is nonzero.
s=1 Ω t,s ; by Lemma 3.3, this set has Lebesgue measure 0, which shows that the property (3.8) is a generic property of the set K t . This shows:
Corollary 3.1. The subset G t ⊆ K t of all generic elements (i.e. satisfying (3.8)) of K t is dense in K t .
Our strategy for Step 1 of Algorithm 2 is to choose y = Nt i=1 a i z i where the scalars a i are picked randomly according to e.g. a uniform probability distribution on [0, 1]. Then the maximality property (3.8) holds almost surely for y.
Example 1. The following example
taken from [4, Ex. 4, p.57], is used to illustrate Algorithm 2. Table 1 shows the ranks of the matrices M s (y) for generic y ∈ K t , as a function of s and t. Condition (3.5) is satisfied e.g. for t = 8 and s = 3 as we have: rank M 3 (y) = rank M 2 (y), with y ∈ K 8 . Table 1 Rank of Ms(y) for generic y ∈ Kt in Example 1.
Applying Algorithm 2 we have computed the following 8 complex solutions: Table 2 displays the ranks of the matrices M s (y) for generic y ∈ K t, ; now the rank condition (3.5) is satisfied at s = 2 and t = 6; that is, rank M 2 (y) = rank M 1 (y), with y ∈ K 6, . Table 2 Rank of Ms(y) for generic y ∈ K t, in Example 1.
The real roots extracted with the algorithm proposed in [10] are
with a maximum error of ǫ ≤ 9 · 10 −11 .
The Gorenstein case.
We address here the question of when equality I = Ker M s (y) can be attained in (3.4). We begin with an example showing that both inclusions in (3.4) may be strict.
Example 2. Consider the ideal
and dim R[x]/I(V C (I)) = 1 (with basis {1}). On the other hand, we have dim R[x]/ Ker M s (y) = 2 (with base {1, x 1 } or {1, x 2 }) for any generic y ∈ K t (i.e. satisfying the maximality property (3.8)) and t ≥ 2, 1 ≤ s ≤ ⌊t/2⌋. Indeed any such y satisfies y α = 0 for all |α| ≥ 2; therefore its moment matrix has the form 
Hence, R t,0 = 1 and for s ≥ 1 R t,s = 2 where, for generic y 1 , y 2 ∈ K t , e.g. 
for some y ∈ K ∞ , after setting
Moreover the bilinear form (·, ·) y is nondegenerate precisely when I = Ker M (y). As I = Span R (∪ t≥1 H t ), we have
That is, K ∞ is the analogue of the sets K t for t = ∞, and K ∞ is isomorphic to the dual space .2)). Based on the above observations and Theorem 2.6 we obtain:
The following assertions are equivalent.
(ii) There exists y ∈ R N n such that I = Ker M (y). (iii) There exist t ≥ 1 and y ∈ K 2t such that rank M t (y) = rank M t−1 (y) and I = Ker M t (y) .
Proof. The equivalence of (i), (ii) follows from the definition of a Gorenstein algebra and the above observations. Assume (ii) holds. Let B be a basis of R[x]/I and suppose B ⊆ T n t−1 . It is immediate to verify that B indexes a maximal linearly independent set of columns of M (y). Hence, rank M t−1 (y) = rank M (y) = rank M t (y) and I = Ker M t (y) (by Theorem 2.6). Thus (iii) holds. The reverse implication (iii) =⇒ (ii) follows directly from Theorem 2.6. The next lemma illustrates how the kernels of moment matrices M t (y) for y ∈ K t are related to the ideal I even in the non-Gorenstein case.
Lemma 3.4. Assume that the ideal I is zero-dimensional. Then,
Ker M (w i ) .
(ii) Let z 1 , . . . , z Nt be a basis of K t . Then
with equality for ⌊t/2⌋ ≥ D.
Proof. (i) The inclusion
As above let L = L y with y = N i=1 a i w i . As w i ∈ K ∞ , its projection π t (w i ) is an element of K t and thus is of the form
(y) for all y ∈ K t using Lemma 3.1, which gives the desired equality
4. Link with other symbolic-numeric methods. In this section we explore the links between the moment based approach from the preceding section with other methods in the literature, in particular the work of Zhi and Reid [18] and Mourrain et al. [15, 17] . The method we discuss here again uses the sets K t introduced in (1.2) but is more global. Namely while in the moment based method we used a generic point y ∈ K t , we now use the full set K t and its defining equations. More precisely, while in the moment based method the stopping criterion was a certain rank condition ((3.5) or (3.6)) on moment matrices M s (y) for a generic point y ∈ K t , the stopping criterion is now formulated in terms of the dimension of projections π s (K t ) of the set K t .
The basic techniques behind the work [18] originally stem from the treatment of partial differential equations. Zharkov et al. [25, 26] were the first to apply these techniques to polynomial ideals. We will describe the idea of their algorithm (a simplified version, based on [18] ) for the complex case in Section 4.1, using the language (rewriting families, multiplication matrices, etc.) presented earlier in the paper. Then, in Section 4.2 we show relations between the stopping criteria for the moment based method and the Zhi-Reid method. In a follow-up work [9] we will show that the method can be extended to the computation of real roots by adding some positivity constraints, thus working with the set K t, in place of K t .
4.1. Dual space characterization of I. Again consider the sets H t and K t in (1.1) and (1.2). K t is a linear subspace of (R[x] t ) * and
* | L(p) = 0 ∀p ∈ I} is isomorphic to the set K ∞ (by the linear mapping y → L y ). As H t ⊆ I, we have
We will show some dimension conditions on K t ensuring that equality holds in (4.2), thus leading to a dual space characterization of I. The main result of this section is the following theorem, similar to some well known results from the theory of involutive bases (see [21] ) and used e.g. in the algorithm of [18] . 
Assume that (4.3a) and (4.3b) hold for some integer s with
and assume that B is connected to 1.
holds in (4.2).
Proof.
. We can complete L 1 to a basis of (R[x] s−1 ) * using members of the canonical basis. That is, let
It suffices to verify that Span R (B) ∩ (π s−1 (K t )) ⊥ = {0} as the dimensions of both sides then coincide.
since p uses only monomials from B, and if (4.3a) , this set is in fact a basis of π s (K t ) and the analogue of (4.4) holds:
In particular, Span R (B) ∩ (π s (K t )) ⊥ = {0} and any polynomial p ∈ R[x] s can be written in a unique way as p = r p + f p , where r p ∈ Span R (B) and
Thus F 0 is a rewriting family for B and
where r := m∈T n s λ m r m ∈ Span R (B) and f :
, equal to Span R (F ) by the above; this thus gives I = F .
As π s (K t+1 ) ⊆ π s (K t ), condition (4.3b) implies equality of these two sets and thus of their orthogonal complements, i.e. (recall (4.1) ). The next lemma shows that (π s (K t )) ⊥ = R[x] s ∩ Span R (H t ) enjoys some ideal like properties.
Proof. It is sufficient to show the result for g =
Note that 1 ∈ (π s (K t )) ⊥ ; otherwise we would have (π s (K t )) ⊥ = R[x] s−1 (by Lemma 4.2) and thus Span R (B) = {0} (by (4.5)), contradicting our assumption N ≥ 1. Hence we can choose the basis B satisfying (4.5) in such a way that 1 ∈ B. We now establish a relation between the two families F and F 0 .
Lemma 4.3. If 1 ∈ B then F ⊆ F 0 and so
We have x i r m1 = r xirm 1 + f xirm 1 , where r xirm 1 ∈ Span R (B) and
, and
is thus equal to 0. This shows f m = f xirm 1 + x i f m1 , where f xirm 1 ∈ Span R (F 0 ). Using induction on the distance of m to B, we can conclude that f m ∈ F 0 . (The distance of m to B is defined as the minimum value of |α| for which m = x α x β with x β ∈ B; it is at most deg(m) since 1 ∈ B.)
Using the rewriting family F 0 we can construct the formal multiplication matrices X 1 , . . . , X n . Next we show that they commute pairwise.
Lemma 4.4. The formal multiplication matrices X i defined using the rewriting family F 0 commute pairwise.
Proof. Recall that the formal multiplication operator X i is defined by X i (m) = x i m − f xim = r xim for any m ∈ B (and extended by linearity to Span R (B)). We have to show that X i (X j (m 0 )) = X j (X i (m 0 )) for all i, j ≤ n and m 0 ∈ B. Let m 0 ∈ B. Assume first that x i m 0 , x j m 0 ∈ B and thus lie in ∂B. We have:
⊥ (by Lemma 4.2) and q 2 ∈ Span R (F )(π s (K t )) ⊥ (by Lemma 4.1). Therefore, p ∈ Span R (B) ∩ (π s (K t )) ⊥ = {0}, which shows the desired identity X i (X j (m 0 )) = X j (X i (m 0 )). The proof is analogous in the other cases; say, x i m 0 ∈ B, x j m 0 ∈ ∂B.
Corollary 4.1. Assume B is connected to 1. Then,
• B is a basis of
Proof. As B is connected to 1, F 0 is a rewriting family for B, and the associated multiplication matrices commute pairwise (by Lemma 4.4), we can conclude using Theorem 2.4 that the set B is a basis of R[x]/ F 0 . Now F 0 = F (by Lemma 4.3) and I = F since s ≥ D (by Lemma 4.1). Finally, write p ∈ I ∩ R[x] s as p = r + q, where r ∈ Span R (B) and
This concludes the proof of Theorem 4.1.
Example 4. We continue with Example 1 to illustrate the condition on the dimension of K t and its projections π s (K t ). Table 3 shows the dimension of the set π s (K t ) for various orders t and projection orders s. Note that the conditions (4.3a) and (4.3b) are satisfied at (t, s) = (7, 4), i.e. 4.2. Links between the stopping criteria of both methods. We show some connections between the stopping criteria (3.5) and (3.6) for the moment based method and the stopping criteria (4.3a), (4.3b) for the ZhiReid method [18] .
First we show that the rank condition (3.5) for a generic element y ∈ K t at a pair (t, s) implies the conditions (4.3a) -(4.3b) at the pair (t, 2s).
Proposition 4.1. Assume rank M s (y) = rank M s−1 (y) for some generic y ∈ K t and D ≤ s ≤ ⌊t/2⌋. Then, dim π 2s (K t ) = dim π 2s−1 (K t ) = dim π 2s (K t+1 ), i.e. (4.3a) and (4.3b) hold at the pair (t, 2s).
Proof. Consider the linear mapping
As ϕ is onto, if we can show that ϕ is one-to-one, then this will imply dim π 2s (K t ) = dim π 2s−1 (K t ). Let z ∈ K t for which π 2s−1 (z) = 0; we show that π 2s (z) = 0. Set R := rank M s (y) = rank M s−1 (y) and let B ⊆ T n s−1 index a maximum linearly independent set of columns of M s−1 (y), thus also of M s (y). Consider the element y ′ := y + z. Thus π 2s−1 (y ′ ) = π 2s−1 (y) and the matrices M s (y) and M s (y ′ ) differ only at their entries indexed by
where the latter inequality follows from the fact that y is generic, implying rank M s (y ′ ) = R. Hence B also indexes a maximal linearly independent set of columns of
) α = y α+γ −y ′ α+γ = 0 as π 2s−1 (y) = π 2s−1 (y ′ ). Therefore M s−1 (y) vec(q − q ′ ) = 0, implying q = q ′ as q − q ′ ∈ Span R (B) and B indexes linearly independent columns of M s−1 (y). This now implies M s (y) vec(x γ ) = M s (y) vec(q) = M s (y ′ ) vec(q ′ ) = M s (y ′ ) vec(x γ ), i.e. π 2s (y) = π 2s (y ′ ), giving π 2s (z) = 0. Thus we have shown dim π 2s (K t ) = dim π 2s−1 (K t ).
We now show π 2s (K t ) = π 2s (K t+1 ); it suffices to show the inclusion π 2s (K t ) ⊆ π 2s (K t+1 ). Let z ∈ K t be generic; we show that π 2s (z) ∈ π 2s (K t+1 ). Note that rank M s (z) = rank M s−1 (z) since both z and y are generic. By Theorem 2.6 there exists an extension z * ∈ R N n of π 2s (z) satisfying rank M (z * ) = rank M s (z) and Ker M (z * ) = Ker M s (z) . From s ≥ D, it follows that h j ∈ Ker M s (z) ⊆ Ker M (z * ), which implies L z * (h j x α ) = 0 for all α, i.e. z * ∈ K ∞ . Hence π 2s (z) = π 2s (z * ) with π 2s (z * ) ∈ π 2s (K t+1 ). With G t denoting the set of generic elements of K t , we have just shown that π 2s (G t ) ⊆ π 2s (K t+1 ). This implies that π 2s (K t ) ⊆ π 2s (K t+1 ) since G t is dense in K t (by Corollary 3.1), which concludes the proof.
Remark 4.1. The above result combined with the result of Proposition 3.1, which shows that (3.5) holds for all y ∈ K t and some (t, s) provides an alternative proof for the termination of the method proposed in [18] .
We now prove some converse relation: If (4.3a) holds then (3.5) and (3.6) eventually hold too. Table 4 and the ranks of M s (y) for generic y ∈ K t in Table 5 . Observe that dim π 2 (K 2 ) = dim π 1 (K 2 ) = dim π 2 (K 3 ) as predicted by Proposition 4.2 (ii).
Conclusion.
In this paper we have presented a new method for computing the complex variety of a zero-dimensional ideal I given by its generators. The method is a complex analogue of the moment-matrix algorithm proposed in [10] for the task of computing the real variety of an ideal and its real radical ideal. In contrast to the latter algorithm, the newly proposed method does not use semidefinite optimization and is based purely on numerical linear algebra.
The two methods allow a unified treatment of the algebraic and realalgebraic root finding problems. Remarkably, all information needed to compute the roots is contained in the moment matrix of a single generic linear form associated to the problem. The moment matrix can be computed numerically and, simply by adding or neglecting a positive semidefiniteness constraint, one can move from one problem to the other. While the methods are almost identical in the real and complex cases, substantially different proofs were needed for the complex case.
Furthermore, we have shown how this algorithm is related to other methods in the field, particularly to border basis methods and the Zhi-Reid algorithm based on involutive bases. Indeed, simple relationships between their stopping criteria and the rank conditions used in the moment-matrix method have been established.
In a follow-up paper [9] we show how these other numerical-algebraic methods for complex roots can be adapted to design real-algebraic variants for computing real roots directly by incorporating sums of squares conditions extracted from moment matrices.
