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Resumo
Os polinómios matriciais têm um papel importante na teoria das equações diferenciais matriciais
resultantes de formulações matemáticas cada vez mais exigentes. Precisamente, uma abordagem
para o problema de cálculo numérico de soluções de equações diferenciais matriciais é feita através
da computação de solventes do polinómio matricial associado P (X) (Lancaster [25], pag. 525).
O primeiro trabalho que se conhece neste âmbito está presente em Dennis [9], que deu origem
ao desenvolvimento da teoria algébrica dos polinómios matriciais Dennis [10] e [11] e onde são
apresentados Algoritmos de cálculo de solventes. Chama-se à atenção do leitor para Dennis [11],
pág. 524, onde são denidos dois métodos iterativos que permitem o cáculo de solventes.
O primeiro, citado como método de Traub, permite a computação do solvente dominante, isto é,
do solvente cujos valores próprios são maiores, em módulo, do que os valores próprios de qualquer
outro solvente. O segundo Algoritmo é uma versão matricial do método de Bernoulli, que consiste
basicamente no método da Potência aplicado à matriz companheira de P (X). Após Dennis [11]
vários trabalhos consideraram este método (Lancaster [22], Tsai [38], Higham [19], Pereira [34]).
O método de Newton clássico também foi adaptado ao contexto dos polinómios matriciais, pri-
meiro à equação quadrática (Davis [5], Kratz [21], Higham [18], Long [26]) e posteriormente para
polinómios de grau m qualquer. Recentemente foi também objeto de estudo em Higham [19] e
Pereira [33].
Todos os métodos referidos são desenvolvidos com base na álgebra matricial, isto é, com base
na equação P (X) = 0n×n em Cn×n. No presente trabalho é desenvolvido um método do ponto
xo considerando as entradas do polinómio matricial P (X), reduzindo o problema ao nível escalar
tentando com isso evitar os problemas de cálculo derivados da álgebra matricial sobretudo quando
estes envolvem a inversa de uma matriz.
É também apresentada uma versão vetorial do método de Newton para polinómios matriciais. Na
sequência da ideia desenvolvida em (Marcos [27], pág. 357), onde a equação matricial
P (X) = 0n×n é trabalhada ao nivel escalar, é também considerado o método de Newton apli-
cado à equação formada por n×n equações polinomiais. O objetivo é evitar a derivada de Fréchet
e a resolução da respetiva equação matricial de Silvester em cada iteração, tal como acontece no
método denido em (Higham [18], pág. 4).
De acordo com Dennis [9], pág. 80, se X é um solvente do polinómio matricial P (X) então X
um bloco valor próprio da matriz companheira, CV = V X no caso mónico, ou bloco valor próprio
do feixe companheiro, C1V = C2V X no caso não mónico. Relativamente a métodos iterativos
com aplicação no cálculo de blocos valores próprios, pelo que se conseguiu apurar, existe apenas o
método da Potência denido em (Dennis [9], pág. 83) e aplicado apenas a polinómios mónicos.
Assim, é apresentado o Método Newton Vetorial para Blocos Valores Próprios denido para blocos
valores próprios da matriz companheira e posteriormente adaptado ao cálculo de blocos valores
próprios do feixe companheiro ou de um feixe genérico (A,B) = λB −A qualquer.
Por último generalizou-se esta formulação para o cálculo de feixes próprios,
(λB −A)V = W (λY −X).
resultando no Método de Newton Vetorial para Feixes Próprios, denido para um feixe genérico
(A,B) = λB −A.
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Abstract
Matrix polynomials play an important role in the theory of matrix dierential equations. An
important approach in searching numerical solutions to matrix dierential equation is through the
computation of solvents of the associated matrix polynomial P (X) (Lancaster [25], page 525). The
rst work we know in numerical analysis dealing with matrix polynomials is in Dennis [9], which
gave origin to Dennis [10] and [11] where an algebraic theory was developed and some algorithms
were presented. We refer the reader to Dennis [11], page 524, where two iterative methods to nd
solvents are dened.
The rst is a generalization of a scalar algorithm and its purpose is the computation of a dominant
solvent, that is a solvent with the eigenvalues greater, in modulus, than the eigenvalues of any
other solvent. We will refer this as the Traub method.
The second algorithm is a matrix version of the Bernoulli's algorithm, which is essentially a block
matrix power method applied to a block companion matrix of P (X). Since Dennis [10], several
works have considered this method (Lancaster [22], Tsai [38], Higham [19], Pereira [34]). The
classical Newton's method also had been generalized to matrix polynomials, rst to the quadratic
equation (Davis [5], Kratz [21], Higham [18], Long [26]) and then to a general degree m. Also this
method have been studied in the last years by Higham [19] and Pereira [33].
All methods referred above are based in matrix arithmetics, that is, solving the matrix equation
P (X) = 0n×n in Cn×n. Here we will develop a xed point method considering the matrix ele-
mentwise, so the computations will be carried at the scalar level, our attempt is to avoid the
complications of matrix manipulations specially when dealing with the inverse of a matrix.
We present here a vectorial version for the Newton's method for matrix polynomials. This follows
the approach of (Marcos [27]), which is to treat again a polynomial matrix equation at a scalar level,
for these we consider the polynomial equation by n × n scalar multivariate complex polynomials.
The goal here is to avoid the use of the Fréchet derivative which in the respective algorithm it is
needed to solve a generalized Sylvester equation at each step (see Higham [18], page 4).
In Dennis [9], page 80, it is referred that if X is a solvent of P (X) then it is a block eigenvalue
of the companion matrix , CV = V X in the monic case, or a block eigenvalue of the companion
pencil, C1V = C2V X in the nonmonic case.
Another approach in searching numerical solutions to matrix dierential equation is through the
eigenvalues and generalized eigenvectors of the companion matrix or pencil. Related to block
eigenvalue calculus, as much as we could, we just nd out the block matrix power method (Dennis
[9], page 83) and with application only to monic polynomials.
It is therefore presented the Vectorial Newton method to block eigenvalue dened for the monic
case, or a block eigenvalue of the companion pencil, in the nonmonic case. Finally we generalize
this formulation for calculating eigenpencils,
(λB −A)V = W (λY −X).
resulting in the Vectorial Newton Method for eigenpencils.
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Capítulo 1
Introdução
Neste capítulo faz-se o enquadramento dos polinomiais matriciais e/ou λ-matrizes no âmbito da
Álgebra Linear Matricial e é exposta a forma como esse enquadramento serviu de base para a
motivação e delineação dos objetivos gerais deste trabalho. Faz-se ainda a introdução conceptual
relativa aos polinomiais matriciais e/ou λ-matrizes e a sua relação e aplicação com as equações
matriciais, quer algébricas, quer diferenciais. Neste âmbito ainda, são apontados diversos métodos
de cálculo efetivo, quer de solventes, quer de blocos valores próprios ou pares próprios.
1.1 Notação
A notação encontra-se discriminada no Glossário, pág. 99. Salienta-se que, sempre que se re-






A notação x = vec(X) ∈ Cmn (ver Horn [20], pág. 243, Grassó [29] pág. 58), dependendo do
contexto, pode designar tanto a matriz coluna em x ∈ Cmn×1 como o vetor ou ponto x ∈ Cmn
denido pelas mn coordenadas (x1, . . . , xmn). Por uma questão de simplicidade, usa-se vec(V,X),
onde V e X são matrizes de diferentes dimensões, V ∈ Cm×n, X ∈ Cn×n, tendo como signicado
o vetor (v, x) = (vec(V )T , vec(X)T )T ∈ Cmn+n2 .
Da mesma forma, quando perfeitamente identicados m e n, a notação vec−1(v, x), deve ser en-
tendida como o par (V,X) = (vec−1(v), vec−1(x)) com V ∈ Cm×n e X ∈ Cn×n.
A norma matricial usada é a norma de Frobenius (‖A‖2) por ser aquela que se relaciona mais
diretamente com a função vec, ‖vec(A)‖ = ‖A‖2, omitindo-se o índice sempre que for irrelevante
a norma utilizada.
Consideram-se apenas λ-matrizes P (λ) regulares, isto é, λ-matrizes cujo determinante det(P (λ)) é
um polinómio não identicamente nulo. Desta forma, a escolha da letra K para a Forma Canónica
de Weierstrass de um feixe (A,B), notação K(A,B), prende-se com o fato de a Forma Canónica de
Kronecker (ver Gantmacher [12], pág. 29, Dooren [6], pág. 111), no caso de um feixe regular, ser
também designada por Forma Canónica de Weierstrass.
1.2 Enquadramento
Com o desenvolvimento em áreas cientícas tão díspares como análise dinâmica de sistemas me-
cânicos e acústicos, circuitos elétricos ou eletrónicos, teoria de controlo, mecânica dos uidos, (ver
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Tisseur [36], Gohberg [15], Lancaster [23], Pereira [33]), e também o desenvolvimento informático
ao nível da capacidade de processamento e cálculo, caram reunidas as condições para a aplica-
bilidade do cálculo numérico, de áreas da matemática que, até há pouco, por serem impraticáveis
relativamente ao cálculo efetivo, estavam ligadas exclusivamente ao formalismo puro, como é o
caso da generalidade das equações matriciais. O desenvolvimento de novas formulações matemá-
ticas cada vez mais exigentes, que em diversas áreas correspondem a modelos matriciais, aliado à
capacidade de processamento que os novos computadores vieram permitir, dá origem ao desenvol-
vimento de inúmeros trabalhos na área (inclusive a presente dissertação). Assim, trata-se de um
campo em franca expansão quer ao nível de cálculo efetivo quer ao nível dos conceitos matemáticos
envolvidos, que abrangem, desde as equações algébricas matriciais (que podem ser convertidas em
equações unilaterais através do produto de Kronecker, ver Hernandez [14], pág. 3, Horn [20], pág.
239), como por exemplo a equação de Silvester,
AX −XB = C,
a equação de Lyapunov,
ATX +XA = −C,
ou a equação de Riccati,
XCX −XD −AX +B = 0,
onde A,B,C são matrizes complexas de ordem n e X é a matriz incógnita, às equações diferenciais








(m−1)(t) + · · ·+Amx(t) = f(t),
com A0, A1, . . . , Am matrizes complexas de dimensão n × n e f : R → Rn, onde x(t) é a função
incógnita, de classe Cm(R) e x(j) := d
jx
dtj .
A solução x(t) deste tipo de sistemas, do ponto de vista teórico, está bem denida mas levanta uma
série de diculdades do ponto de vista do cálculo efetivo. Se bem que na generalidade, as equações
diferenciais matriciais lineares mais estudadas, afetas às diversas áreas das engenharias, são de
ordem dois, a teoria matemática envolvida está denida para uma ordem qualquer m. Portanto,
em termos de cálculo efetivo, o caso geral da equação diferencial matricial de ordem m, é um
campo pouco explorado, ao contrário do caso de ordem 2, associado ao problema conhecido como
O problema de valores próprios quadrático (ver Tisseur [36]).
Este problema, (m = 2), consiste na determinação de valores e vetores próprios de uma equação
quadrática cujos coecientes, neste caso, são matrizes reais ou complexas de dimensão n× n.
No caso escalar (n = 1), como é bem sabido, a solução da equação diferencial de ordem 2 é denida
em função das raízes da equação caraterística. A generalização deste conceito para n > 1, relaciona








′(t) +A2x(t) = 0,
com A0, A1, A2 ∈ Cn×n, e as raízes do polinómio caraterístico, com as devidas adaptações ao
caso matricial, que se traduz no chamado Problema dos Valores Próprios Quadrático (PVPQ), o
qual consiste na obtenção de escalares λ ∈ C (valores próprios), tais que
det
(




Algoritmos para Solventes de Polinómios Matriciais
e vetores não nulos v ∈ Cn (vetores próprios) que veriquem a equação
(
λ2A0 + λA1 +A2
)
v = 0.
A seguir é apresentado um exemplo elucidativo de um PVPQ onde se percebem as semelhanças e
diferenças existentes entre a resolução de um problema deste tipo e o simples cálculo de valores e
vetores próprios de uma matriz A (ou, de acordo com formulação agora usada, da λ-matriz λI−A).


















λ2A0 + λA1 +A2 =
[
λ2 − 4λ+ 4 2− λ




det(λ2A0 + λA1 +A2) = (λ
2 − 4λ+ 4)(λ2 − 3λ+ 2) = (λ− 1)(λ− 2)3,
pelo que se obtém o valor próprio λ = 1 e o valor próprio λ = 2 com multiplicidade 3. Assim,
considerando λ = 1 tem-se



















para qualquer vetor ~v com v2 = v1;










Repetindo o processo em relação ao valor próprio λ = 2, tem-se














para qualquer vetor ~v 6= 0;
Este problema (PVPQ) consiste numa dupla generalização do cálculo da solução de uma equação
diferencial linear, quer em termos da ordem da equação diferencial m quer em termos da dimensão
das matrizes envolvidas n.
Para uma dimensão n xa, o problema consiste na generalização da noção de valor e vetor próprio
de uma matriz A, ou valor e vetor próprio do polinómio P (λ) = λI − A, para polinómios de grau
maior ou igual a 2 na variável λ,
P (λ) = λmA0 + λ
m−1A1 + · · ·+Am.
Por outro lado, à semelhança da linearização usada numa equação diferencial linear (a transforma-
ção desta num sistema de equações diferenciais de ordem 1) uma linearização de P (λ) corresponde
à redução deste polinómio ao caso linear (λI −A ou λB −A). Com efeito, tem-se que a λ-matriz
3
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é equivalente a λI−C, onde C é a matriz companheira (ver Gohberg [15], pág. 491) no caso mónico
ou equivalente ao feixe companheiro (ver Gohberg [15], pág. 186, Tisseur [36], pág. 253) no caso
não mónico, como será visto na secção 2.2, Observação 2.2.3.
Atendendo à transitividade da relação de equivalência entre λ-matrizes, uma linearização do po-
linómio P (λ) é qualquer λ-matriz da forma λImn − C, com C ∈ Kmn×mn, equivalente a λI − C,
no caso mónico ou equivalente ao feixe companheiro no caso não mónico (ver Gohberg [15], pág.
187).
Assim, se o polinómio P (λ) for mónico, i.e. A0 = In, a equação diferencial homogénea correspon-
dente,
x(m)(t) +A1x
(m−1)(t) + · · ·+Amx(t) = 0,
pode ser associada a uma linearização da forma λI−C, onde C é a matriz companheira. A solução
do sistema x(t) =
[
In 0n · · · 0n
]




In 0n · · · 0n
]
eCtw,
onde w ∈ Cmn, eCt representa a exponencial da matriz companheira, Ct e w o vetor com as
condições iniciais x(0).
Observação 1.2.2. Em Lancaster [25], pág. 308 (ou Gantmacher [12], pág. 113), dene-se a
função de uma matriz A ∈ Kn×n, f(A) desde que a função f : K → K esteja denida no
espectro de A. Isto é, sempre que existam os valores f(λk), f ′(λk), . . . , f (mk−1)(λk), para todo o




(j)(λk)ϕk,j(A), onde ϕk,j(λ) constituiem um conjunto fundamental de polinómios













λkϕk,j(A). Em Lancaster [25],
pág. 310, é também demonstrado que dadas duas matrizes semelhantes A,B com A = PBP−1,
então eA = PeBP−1.
Contudo a matriz exponencial da matriz companheira eCt quando a dimensão n é grande não
se apresenta como uma verdadeira alternativa em termos de cálculo. As alternativas disponíveis
consistem em transformar a matriz companheira, através de transformações de semelhança, numa
matriz J mais simples do ponto de vista do cálculo da respetiva matriz exponencial eJt. A escolha
óbvia é a forma canónica de Jordan C = SJCS−1.
A caraterização da matriz companheira é, deste modo, obtida utilizando a forma canónica de
Jordan da matriz companheira, C = SJCS−1, onde a matriz de semelhança S ca denida à custa
dos vetores próprios (eventualmente, vetores próprios generalizados) da λ-Matriz P (λ) e a matriz
JC é a forma canónica de Jordan de C.
Neste caso, dado {(V1, J1), . . . , (Vl, Jl)} um sistema completo de pares próprios de P (λ) (ver Pereira
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[30], pág. 21, Gohberg [15], pág. 44), a matriz companheira pode ser representada por C = SJCS−1,
onde JC = Diag(J1, . . . , Jl) e S = [VjJ ij ]i=0,...,m−1
j=1,2,...,l
, pelo que, nestas condições, a solução da equação
diferencial x(t) = PSeJCtS−1w poderá caraterizar-se na forma, (ver Gohberg [15], pág. 221)
x(t) = V1e
J1tz1 + V2e
J2tz2 + · · ·+ VleJltzl,
onde zi ∈ Cki são vetores arbitrários com ki = dim(Ji) para i = 1, . . . , l.
Uma abordagem alternativa, consiste em caraterizar a matriz companheira em termos de solventes
do polinómio matricial P (X) = A0Xm+A1Xm−1+· · ·+Am, onde X representa a matriz incógnita
em Cn×n. Em Pereira [30], faz-se o estudo relativamente à existência e contabilização do número
de solventes de polinómios matriciais mónicos, com base na relação estabelecida entre as duas
alternativas.
De forma idêntica, dado {X1, X2, ..., Xm} um conjunto completo de solventes de P (X), (ver Lan-
caster [25], pág. 524, Dennis [9], pág. 16), a matriz companheira pode ser representada por
C = VDV−1, com V a matriz bloco de Vandermonde (Lancaster [25], pag. 524) dos solventes
considerados, V(X1, . . . , Xm) e D = Diag(X1, X2, ..., Xm).
Assim, a solução da equação diferencial x(t) = PVeDtV−1w admite a forma,
x(t) = eX1tz1 + e
X2tz2 + ...+ e
Xmtzm,
com z1, z2, ..., zm ∈ Cn.





x = 0 for singular então det(P (λ)) tem grau p < mn a que
correspondem apenas p valores próprios nitos. O valor próprio innito de P (λ) corresponde ao
valor próprio nulo da λ-matriz λmP (1/λ) (ver Gohberg [15], pág. 184, Tisseur [36], pág. 250). Para
efeito de cálculo da solução da equação homogénea interessam apenas os pares próprios relacionados





x = f(t), a determinação
da respetiva solução, é feita com base no resolvente de P (λ), P (λ)−1.
Nesta situação, pode ainda considerar-se a linearização de P (λ) do tipo, λC2 − C1. Agrupando
os pares próprios associados aos diversos valores próprios nitos em (VF , JF ) e designando o par
próprio associado ao valor próprio innito por (V∞, J∞) (ver Gohberg [15], pág. 188), então a
matriz de semelhança, generaliza-se para a forma, dada em (2.3.12), com
λC2 − C1 = SmK(C1,C2)S
−1,
onde a matriz K(C1,C2) representada a Forma Canónica de Weierstrass (ver Gantmacher [12], pág.
29, Dooren [7], pág. 111) do feixe λC2 − C1. A solução geral da equação diferencial completa está
denida por (ver Gohberg [15], pág. 219, Lancaster [25], pág. 334, 339, 493, 510),












onde w é um vetor arbitrário de Cp, e v tal que Jv∞ = 0.
Relativamente à resolução total ou parcial de um sistema de equações diferenciais está implícita a
distinção entre os métodos numéricos usados, uma vez que, do ponto de vista analítico, a solução
x(t) pode ser obtida, quer a partir dos solventes do polinómio matricial P (X), quer a partir dos
valores e vetores próprios de P (λ) ou dos blocos valores próprios da matriz companheira, o que
será estudado nas seções 2.4 e Capítulo 4.
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Desta forma, alguns métodos que permitem a computação de solventes são descritos a seguir. O
método Newton, que corresponde a uma adaptação do método Newton clássico (ver Higham [18],
pág. 306, Kratz [21], pág. 359, Pereira [33], pág. 2) ao contexto dos polinómios matriciais, o
método de Bernoulli, versão matricial (ver Lancaster [22], pág. 213, Tsai [38], pág. 683, Higham
[19], pág. 509), que é essencialmente o método da Potência aplicado à matriz companheira C e o
método de Traub (assim designado por se tratar de uma generalização do método de Traub escalar,
ver Traub [37], pág. 138) que permite obter uma aproximação do solvente dominante de P (X)
(ver Dennis [9], [10], [11], pág. 44, pág. 844 e pág. 524 respetivamente).
Da mesma forma, consideram-se alguns métodos iterativos, que permitem a computação de valores
e vetores próprios quer da λ−matriz associada (ver Tisseur [36], pág. 271), quer dos blocos valores
próprios da linearização λI−C (ver Dennis [9], pág. 83). Os métodos diretos abordam o problema
a partir de uma das suas linearizações possíveis λB −A, através da redução das matrizes A e B à
forma de Schur generalizada complexa, A = QSZ∗ e B = QTZ∗ onde Q e Z são matrizes unitárias
e S e T são matrizes triangulares superiores (ou no caso real, Q e Z são matrizes ortogonais e S e
T são matrizes quase-triangulares superiores, se pelo menos alguma das raízes for complexa).
As variantes deste tipo de métodos resultam apenas da linearização usada, uma vez que a forma de
Schur não admite generalização ao caso não linear (ver Tisseur [36], pág. 266), impossibilitando,
por isso, a sua aplicação ao problema original P (λ).
Se P (λ) for regular e λB − A uma linearização, considerando as matrizes triangulares superiores,
S = [si,j ]i=0,...,n
j=1,...,n
e T = [ti,j ]i=0,...,n
j=1,...,n
, então (ver Tisseur [36], pág. 267)
Λ(P ) = {λi =
sii
tii




:=∞ se tii = 0.
Para sistemas de grande dimensão n  1, deixa de ser viável a utilização dos métodos diretos
referidos, porque ao considerarem uma linearização λB−A (porque se baseiam na forma de Schur)
a dimensão do problema é ainda incrementada (de n passa para n×m).
Os métodos iterativos que consideram o problema original P (λ) são, basicamente, variantes do
método de Newton enquanto que os métodos desenvolvidos a partir da linearização do problema
baseiam-se no método de projeção em subespaços de Krylov de P (λ), nomeadamente os métodos
de Arnoldi e de Lanczos (ver Tisseur [36], pág. 272, Datta [4], pág. 446).
Relativamente a métodos iterativos com aplicação no cálculo de blocos valores próprios da equação
AV = V X, pelo que se conseguiu apurar através da consulta da diversa documentação e bibliograa
existente, identicou-se apenas o método da Potência (ver Dennis [9], pág. 86).
1.3 Objetivos
Nesta secção são traçados os objetivos gerais deste trabalho e a motivação para o desenvolvimento
dos métodos de cálculo referidos na introdução. Como foi visto, a caraterização da matriz compa-
nheira C (ver Lancaster [25], pág. 491, Gohberg [15], pág. 13) de um polinómio matricial P (X),
ou de uma forma mais geral, do feixe companheiro λC2 − C1 (ver Gohberg [15], pág. 187), pode
ser equacionada em termos de solventes de P (X) ou ainda em termos de blocos valores próprios,
isto é, soluções da equação C1V = C2V X, onde o bloco vetor próprio associado V tem caraterís-
tica máxima. Portanto agura-se como algo essencial nessa caraterização o cálculo numérico de
solventes ou de blocos valores próprios. Relativamente ao cálculo de solventes, após a análise dos
diversos métodos referidos, considerou-se a ideia de abordar o problema em termos das entradas
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das matrizes envolvidas, com o objetivo de evitar a álgebra matricial. Para esse objetivo foi fun-
damental o estudo do método dos produtos de Kronecker (ver Hernandez [14], pág. 28 e apêndice
pág. 3), usado na análise e determinação de soluções de diversas equações algébricas matriciais,
como por exemplo a já citada equação de Silvester AX −XB = C. A ideia que está na base deste
método que permite transformar o polinómio matricial numa equação vetorial equivalente, à qual
será possível aplicar os métodos iterativos próprios dos sistemas de equações não lineares. Desta
maneira, são apresentadas generalizações do método do Ponto Fixo (ver Marcos [27], pág. 356) e
do método de Newton (Marcos [28]).
A formulação que resultou da agregação destes dois procedimentos, a transformação da equação
polinomial matricial original numa equação vetorial equivalente e a posterior aplicação dos métodos
clássicos, permitiu construir uma adaptação destes métodos iterativos ao contexto dos polinómios
matriciais numa forma vetorial.
Relativamente ao método do Ponto Fixo (ver Marcos [27], pág. 356), apresentado na secção 3.2,
a sua conceção consiste em resolver cada equação vec(P (X))l = 0, do sistema vec(P (X)) = 0, em
ordem à maior potência de xl, coordenada com o mesmo índice do vetor x = vec(X), resultando
na equação x = f(x) e no Algoritmo 3.2.1. A convergência é estabelecida com base no Teorema do
Ponto Fixo de Schauder e na respetiva estabilidade assimptótica (ver Shih [35], pág. 144), também
conhecida por conjetura de Belitski e Lyubich.
A construção do chamado método de Newton Vetorial (Marcos [28]), apresentada na secção 3.3,
resulta da aplicação do método de Newton clássico à equação vetorial F (x) = vec(P (X)) = 0, onde
a derivada é formulada em termos de matriz jacobiana evitando-se o uso da derivada de Frechét
e a resolução da equação de Silvester em cada iteração, tal como acontece no método de Newton
Matricial denido em Higham [18], pág. 306. O método de Newton Vetorial está denido através
do Algoritmo 3.3.1 e a sua convergência ca estabelecida com o Teorema de Kantorovich, válido
para uma função entre espaços de Banach.
Como foi mencionado na parte nal da secção 1.2, após pesquisa da diversa documentação existente,
foi apenas conrmado o método da Potência (ver Dennis [9], pág. 83) como a única alternativa
para o cálculo de blocos valores próprios. Para além disso, este método está apenas denido para
um feixe do tipo (A, I) = λI −A, isto é blocos valores próprios soluções da equação AV = V X. É
na sequência desta lacuna que se adaptou a mesma formulação ao cálculo de blocos valores próprios
de C1V = C2V X. Primeiramente, a adaptação foi feita relativamente a um feixe do tipo λC2 − C1,
no capítulo 4, onde é apresentado uma aplicação do Método Newton Vetorial para Blocos Valores
Próprios para um feixe genérico (A,B) = λB −A, Algoritmo 4.1.1.
Por último generalizou-se ainda esta formulação para o cálculo de feixes próprios,
(λB −A)V = W (λY −X),
através da construção do método de Newton Vetorial para Feixes Próprios, denido para um feixe
genérico (A,B) = λB −A através do Algoritmo 4.2.1.
1.4 Estrutura
Este trabalho encontra-se estruturado da seguinte forma.
No capítulo 2, secções 2.1 e 2.2, são apresentadas as denições e os resultados fundamentais de Ál-
gebra Linear Matricial que permitem a caraterização da matriz companheira ou feixe companheiro,
quer em função dos solventes do respetivo polinómio matricial P (X), quer em função dos valores
e vetores próprios da λ-matriz associada. Os métodos numéricos mencionados nos capítulos 3 e 4
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são, por este motivo, classicados segundo a caraterização escolhida.
A parte original deste trabalho é desenvolvida nos capítulos 3 e 4, secções 3.2, 3.3, 4.1 e 4.2. Os
métodos aqui desenvolvidos têm na sua essência a transformação da equação polinomial matricial
original numa equação vetorial equivalente, através dos resultados relativos ao produto de Kronec-
ker (ver Hernandez [14], pág. 3 do apêndice), evitando-se a álgebra matricial e beneciando da
possibilidade de aplicação dos métodos clássicos à nova equação vetorial.
No capítulo 3, secção 3.2, faz-se a construção do método do Ponto Fixo (PF), onde a coordenada
índice l da equação vetorial vec(P (X)) = 0 é resolvida em ordem à maior potência de xl, coordenada
com o mesmo índice de x = vec(X), obtendo-se a equação x = f(x) e resultando no Algoritmo
3.2.1.
Na secção 3.3, faz-se a construção do chamado método de Newton Vetorial (NV). Como refe-
rido, este método resulta da aplicação do método de Newton-Rapshson clássico à equação vetorial
vec(P (X)) = 0 (ao contrário do método de Newton denido em Higham [18], pág. 306, e Kratz
[21], pág. 359, onde se considera a equação original P (X) = 0) evitando-se, deste modo, o uso da
derivada de Frechét e a consequente resolução da equação de Silvester.
No capítulo 4, adapta-se o método NV ao cálculo de blocos valores próprios X e blocos vetores
próprios V , soluções da equação matricial AV = BVX, resultando no Método Newton Vetorial
para Blocos Valores Próprios (NVBVP), Algoritmo 4.1.1.
Por último, na secção 4.2, generaliza-se o método anterior, NVBVP, para o cálculo de feixes
próprios λY −X de um feixe λB −A, isto é
(λB −A)V = W (λY −X),
onde os vetores V,W têm caraterística máxima. O método assim obtido, NVFP está denido para
um feixe genérico (A,B) = λB −A através do Algoritmo 4.2.1.
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Capítulo 2
Resultados Preliminares
Neste capítulo são apresentados resultados e denições próprios da teoria dos polinomiais matriciais
e/ou λ-matrizes no âmbito da Álgebra Linear Matricial com base nos diversas obras consultadas
(Dennis [9], Lancaster [25], Gohberg [15], Tisseur [36], Hernandez [14]).
Neste sentido, na secção 2.1, são expostos os conceitos e denições considerados essenciais, quer
relativamente aos polinómios matriciais, quer em relação às λ-matrizes, e realçadas as anidades
existentes entre os dois conceitos.
Na secção 2.2 são formalmente apresentadas as diversas formas canónicas já referidas na introdução,
matriz companheira, feixe companheiro, forma canónica de Jordan e forma canónica de Weierstrass.
Na secção 2.3, estabelece-se a relação entre cadeias de vetores próprios generalizados (ou de uma
forma global, de pares próprios) e formas canónicas e respetivas matrizes de equivalência. Esta
relação é estabelecida de forma fracionada, subseções 2.3.1 e 2.3.9, fazendo-se a distinção entre
valores próprios nitos e innito.
Por último, na secção 2.4 institui-se a relação existente entre solventes do polinómio e cadeias de
Jordan da λ-matriz e, mais geralmente, com os blocos vetores próprios e de que forma essa relação
se manifesta em termos de formas canónicas e respetivas matrizes de equivalência.
2.1 Denições
Seguidamente são registadas formalmente as denições, consideradas essenciais, de polinómio, λ-
matriz, solvente, vetores próprios e vetores próprios generalizados, cadeia de Jordan (ver Tisseur
[36], pág. 251, Gohberg [15], pág. 24, Lancaster [25], pág. 504), função vetor e produto de
Kronecker (ver Horn [20], pág. 243, Grassó [29] pág. 58).
Na parte nal desta secção é também apresentado um exemplo ilustrativo contendo o cálculo
detalhado de vetores próprios generalizados e das correspondentes cadeias de Jordan.
Denição 2.1.1. (Lancaster [25], pág. 488 e 520) Sejam A0, A1, . . . , Am ∈ Cn×n, com A0 uma
matriz não nula,
• os polinómios matriciais associados às matrizes
P (X) = A0X
m +A1X
m−1 + · · ·+Am, (2.1.1)
e
P̂ (X) = XmA0 +X
m−1A1 + · · ·+Am. (2.1.2)
de grau m na variável X ∈ Cn×n;
• e a λ-matriz associada
P (λ) = λmA0 + λ
m−1A1 + · · ·+Am, (2.1.3)
que representa uma matriz com entradas em C[λ] de grau menor ou igual m.
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Os polinómios P e P̂ denidos em (2.1.1) e (2.1.2) dizem-se mónicos se A0 = In.
Denição 2.1.2. (Gantmacher [13], pág. 145, Gantmacher [12], pág. 24) Chama-se feixe de matrizes
ou simplesmente feixe a uma λ-matriz de grau 1,
λA0 +A1, (2.1.4)
cando este identicado pelo par (−A1, A0).
Por exemplo, o feixe λI −A é o par (A, I) e o feixe λC2 − C1 ca identicado pelo par (C1, C2).
Observação 2.1.3. Uma λ-matriz P (λ) diz-se regular se o polinómio det(P (λ)) não é identicamente
nulo. Caso contrário, se det(P (λ)) ≡ 0, diz-se singular. No decorrer deste trabalho, se nada for
dito em contrário, consideram-se λ-matrizes regulares.
Denição 2.1.4. (Lancaster [25], pág. 520) Uma matriz X ∈ Cn×n, solução de P (X) = 0, onde 0
é a matriz nula de Cn×n, é designada por solvente de P (X). Isto é, a matriz X verica
A0X
m +A1X
m−1 + · · ·+Am = 0. (2.1.5)
Atendendo à não comutatividade das matrizes em (2.1.5), X é também designando por solvente à
direita e, desse ponto de vista, uma matriz R ∈ Cn×n diz-se um solvente à esquerda se
RmA0 +R
m−1A1 + · · ·+Am = 0. (2.1.6)
Isto é, R diz-se um solvente à esquerda se for um solvente do polinómio P̂ (X). Evidentemente que
se a matriz R comutar com todas as matrizes coecientes (RAi = AiR, ∀i = 0, 1, . . . ,m) então R
é simultaneamente um solvente à direita e à esquerda de P (X).
Além da questão da comutatividade a designação direita e esquerda está relacionada com a fa-
torização que se obtém para a λ-matriz associada P (λ). Por exemplo, para m = 2, dado X um
solvente à direita de P (X) = A0X2 +A1X +A2 o problema PVPQ pode caraterizar-se através da
fatorização (Tisseur [36], pág. 252)
λ2A0 + λA1 +A2 = (λA0 +A1 +A0X)(λI −X),
obtendo-se uma fatorização idêntica para um solvente à esquerda R, mas com o fator (λI − R)
situado precisamente à esquerda do produto. Em Grassó [29], pág. 88, estão denidos resulta-
dos relativos à fatorização de λ-matrizes de grau m qualquer, onde são identicadas condições
necessárias e sucientes para que uma λ-matriz admita uma fatorização linear
P (λ) = (λA0 −X1)(λI −X2) · · · (λI −Xm),
para um conjunto completo de solventes de P (X).
Ainda relativamente a uma λ-matriz regular P (λ) considera-se a seguinte Denição.
Denição 2.1.5. (ver [15], pág. 24) Um escalar λ0 ∈ C, tal que det(P (λ0)) = 0, diz-se um valor
próprio de P (λ). Dado λ0 ∈ C um valor próprio de P (λ), um vetor v ∈ Cn\{0}, diz-se um vetor
próprio à direita de P (λ) se verica
P (λ0)v = 0.
O vetor v diz-se um vetor próprio à esquerda de P (λ) se verica v∗P (λ0) = 0, com v∗ = vT .
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Duas λ-matrizes P (λ) e Q(λ) dizem-se equivalentes (ver Gantmacher [13], pág. 133) se existirem
λ-matrizes E(λ) e F (λ) com determinantes não nulos e independentes de λ tais que
P (λ) = E(λ)Q(λ)F (λ). (2.1.7)
Sempre que P (λ) e Q(λ) forem λ-matrizes equivalentes usa-se a seguinte notação:
P (λ) ∼ Q(λ). (2.1.8)
Observação 2.1.6. No caso de as λ-matrizes consideradas serem regulares e de grau m = 1 então
as λ-matrizes E(λ) e F (λ) referidas podem ser substituidas (ver Gantmacher [13], pág. 145) por
matrizes constantes (corresponde à noção de λ-matrizes estritamente equivalentes).
O determinante da λ-matriz P (λ) terá grau mn se A0 for não singular e, nesta situação, P (λ)
é necessariamente regular e terá mn valores próprios em C simples ou múltiplos (neste caso,
contabilizando as multiplicidades).
Observação 2.1.7. Se A0 for singular então det(P (λ)) terá um grau p inferior a mn a que corres-
pondem p valores próprios nitos. Nesta situação, considera-se o valor próprio innito de P (λ)
corresponde ao valor próprio nulo da λ-matriz Q(λ) = λmP (1/λ).
Com efeito (ver Gohberg [15], pag. 185 e 388, Dooren [7], pág. 546), a função F (λ) = λ−mP (λ) =
A0 + λ
−1A1 + · · · + λ−mAm é analítica em ∞ pois F (1/λ) = λmP (1/λ) é analítica em 0. Se o
valor λ = ∞ ∈ C é um valor próprio de F (λ), uma cadeia de Jordan de F (λ) associada a λ = ∞
é também uma cadeia de Jordan de F (1/λ) associada ao valor próprio λ = 0. Ou, de forma
equivalente, a λ-matriz Q(λ) = F (1/λ) = λmP (1/λ) = A0 + λA1 + · · · + λmAm admite o valor
próprio nulo com multiplicidade algébrica mn− p.
Denição 2.1.8. (ver [15], pág. 24) O conjunto formado por todos os valores próprios (nitos ou
innitos) de P (λ) é designado por espectro de P e representa-se por
Λ(P ) = {λ ∈ C : det(P (λ)) = 0}.
Além da multiplicidade algébrica de um valor próprio λi, importa também determinar a multipli-
cidade geométrica que designa a dimensão do núcleo da aplicação linear P (λi) : Cn×n → Cn×n,
ker(P (λi)). Um valor próprio diz-se simples (ver Tisseur [36], pág. 251) se ambas as multiplicida-
des forem iguais a 1. Diz-se semi-simples se as multiplicidades forem iguais entre si e maiores do
que 1 e defectivo caso contrário. Evidentemente, se a multiplicidade algébrica de λi for superior
a n, este valor próprio é necessariamente defectivo uma vez que a multiplicidade geométrica é no
máximo n.
Paralelamente a esta terminologia, Wilkinson [39], pág. 13, designa por matriz não derrogatória
uma matriz que todos os seus valores próprios tenham multiplicidade geométrica 1. Em termos de
polinómios matriciais, uma matriz A é não derrogatória se todos os valores próprios da λ-matriz
λI − A tiverem multiplicidade geométrica 1. Ainda segundo Wilkinson [39], pág. 15, uma matriz
A é semelhante à matriz companheira do seu polinómio caraterístico se e só se A for uma matriz
não derrogatória.
De uma forma geral e independentemente da terminologia, se λi for um valor próprio defectivo com
multiplicidade algébrica mi, por denição, o número pi de vetores próprios 1 associados a λi será
1Vetores próprios linearmente independentes, bem entendido, cujo número corresponde à
dim(ker(P (λi))).
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inferior ami. Isto é, relativamente a um valor próprio defectivo λi, é necessário alargar o conceito de
vetor próprio de modo a obter-se um número de vetores associados igual à multiplicidade algébrica
do valor próprio λi. Assim, diz-se que v2 ∈ Cn é um vetor próprio generalizado se, para algum
vetor próprio v1 6= 0, se tem
P (λi)v2 + P
′(λi)v1 = 0, (2.1.9)
e, de uma forma geral:
Denição 2.1.9. (ver [15], pág. 25) O conjunto formado pelos l vetores v1, v2, . . . , vl ∈ Cn diz-se
uma cadeia de vetores próprios generalizados (cadeia de Jordan) de comprimento l de P (λ) relativa
ao valor próprio λi se verica:
P (λi)v1 = 0
P (λi)v2 + P
′(λi)v1 = 0




P ′′(λi)v1 = 0
... =
...
P (λi)vl + P






P (l−1)(λi)v1 = 0, (2.1.10)
onde v1 6= 0 é um vetor próprio de P (λi).
Observação 2.1.10. O valor l é também designado por multiplicidade parcial relativa ao valor
próprio considerado λi. A soma das multiplicidades parciais é igual à multiplicidade algébrica
do valor próprio λi (ver (Pereira [30], pág. 20, Lancaster [25], pág. 504). Isto é, se λi tiver
multiplicidade algébrica mi e tiver si cadeias de Jordan (si a multiplicidade geométrica de λi) de
comprimento mi,j , j = 1, . . . , si, então
∑si
j=1mi,j = mi.
Observação 2.1.11. Os vetores próprios generalizados (param > 1) não têm que ser necessariamente
linearmente independentes, podendo mesmo acontecer que uma cadeia de Jordan contenha vetores
nulos (ver Tisseur [36], pág. 251, Gohberg [15], pág. 24, Lancaster [25], pág. 504).
Para realçar esta ideia, apresenta-se de seguida um exemplo que se julga ser elucidativo pois é
detalhado o cálculo dos vetores próprios generalizados, relativamente a cada valor próprio, e faz-se
a identicação das correspondentes cadeias de Jordan.
Exemplo 2.1.12. Seja a λ-matriz,
P (λ) =
[
λ2 − 4λ+ 4 2− λ
0 λ2 − 4λ+ 4
]
,
com det(P (λ)) = λ4 − 8λ3 + 24λ2 − 32λ+ 16 = (λ− 2)4.
P (λ) tem um único valor próprio λ = 2 de multiplicidade 4. Assim,
P (λ) =
[
λ2 − 4λ+ 4 2− λ
0 λ2 − 4λ+ 4
]
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, para qualquer vetor ~v 6= 0.



























obriga a que v2 = 0.



































implica que u2 = v1.
Considerando





































então v1 = 0, o que não pode acontecer pois implicaria que ~v = ~0.




















Observação 2.1.13. No exemplo anterior, 2.1.12, ca também clara a noção de multiplicidade parcial
(ver Observação 2.1.10) de um valor próprio. Nesta situação, P (λ) tinha um único valor próprio
λ = 2 de multiplicidade algébrica 4 e multiplicidade geométrica 2 (portanto defectivo), tendo-se
obtido duas cadeias de Jordan de comprimentos 3 e 1. Assim, a soma das multiplicidades parciais,
3 + 1 é igual à multiplicidade algébrica 4.
Por outro lado, foi considerado um vetor nulo na primeira cadeia de Jordan calculada.
Os resultados que generalizam o conceito de divisão de polinómios para polinómios matriciais e
λ-matrizes, (ver Dennis [10], pág. 832, Gohberg [15], pág. 85), estipulam que, X é um solvente de
P (X) se e só se existe uma fatorização do tipo
P (λ) = Q(λ)(λI −X), (2.1.11)
onde Q(λ) é um polinómio matricial de grau m− 1.
A equação (2.1.11) indica que os valores próprios de um solvente de P (X) são ainda valores próprios
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da λ-Matriz, P (λ).
Para m = 2, se X for um solvente de P (X) = A0X2 +A1X +A2, então
P (λ) = (λA0 +A1 +A0X)(λI −X). (2.1.12)
No caso m = 2, equação (2.1.12) indica ainda que os valores próprios da λ-Matriz, P (λ) cam
determinados pelos valores próprios do solvente X juntamente com os do feixe (−A1 − A0X,A0),
ambos problemas lineares, det(λI −X) = 0 e det(λA0 +A1 +A0X) = 0.
Na teoria das equações matriciais lineares, entre as quais se destacam a equação de Silvester
AX −BX = C,
e a equação de Stein
X − CXD = E,
são introduzidas as seguintes denições (ver Horn [20], pág. 243, Grassó [29] pág. 58), cuja
aplicação é recorrente durante este trabalho.
Denição 2.1.14. (ver Horn [20], pág. 243) Para X ∈ Cm×n, X = [xi,j ]i=1...,m
j=1...,n
, vec(X) representa
o vetor x ∈ Cmn denido por




onde x1, . . . , xn ∈ Cm são as colunas de X.
Denição 2.1.15. (ver Horn [20], pág. 243) Para X ∈ Cm×n, Y ∈ Cp×q, com X = [xi,j ]i=1...,m
j=1...,n
e
Y = [yi,j ]i=1...,p
j=1...,q
, a matriz
X ⊗ Y =

x1,1Y x1,2Y · · · x1,nY





xm,1Y xm,2Y · · · xm,nY
 ,
representa o produto de Kronecker, X ⊗ Y ∈ Cmp×nq, das matrizes X e Y .
Observação 2.1.16. Relativamente à função vec : Cm×n → Cmn, a notação x = vec(X) ∈ Cmn,
dependendo do contexto, pode designar tanto a matriz coluna em x ∈ Cmn×1 como o vetor ou
ponto x ∈ Cmn denido pelas mn coordenadas (x1, . . . , xmn).
Observação 2.1.17. Fixo o valor de n, está denida a aplicação inversa vec−1 : Cmn → Cm×n,
onde X = vec−1(x) ∈ Cm×n, representa a matriz denida por

x1 xm+1 · · · xmn−m+1





xm x2m · · · xmn
 .
Observação 2.1.18. Utiliza-se, por uma questão de simplicidade, a notação vec(V,X), onde V e
X são matrizes de diferentes dimensões, V ∈ Cm×n, X ∈ Cn×n, tendo como signicado o vetor
(v, x) = (vec(V )T , vec(X)T )T ∈ Cmn+n2 . Da mesma forma, quando perfeitamente identicados
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m e n, a notação vec−1(v, x), deve ser entendida como o par (V,X) = (vec−1(v), vec−1(x)) com
V ∈ Cm×n e X ∈ Cn×n.
Um dos possíveis métodos diretos usados na resolução de equações matriciais, o chamado o método
dos produtos de Kronecker (ver Hernandez [14], pág. 100, Grassó [29], pág. 59), tem como base o
seguinte resultado que está na base da formulação apresentada nas secções 3.2, 3.3, 4.1 e 4.2.2.
Lema 2.1.19. (ver Horn [20], pág. 254) Sejam A,B,X matrizes, com dimensões apropriadas, para
as quais o produto AXB está denido. Então
vec(AXB) = (BT ⊗A)vec(X).
2.2 Formas Canónicas
Como referido na introdução, uma linearização de uma λ-matriz de grau m, P (λ), corresponde à
redução desta ao caso linear, λI−A ou λB−A. Tem-se que (ver Lancaster [25], pág. 491, Gohberg





é equivalente a λI − C, onde C é a matriz companheira de P (λ) (ver Gohberg [15], pág. 491), no
caso mónico, ou equivalente ao feixe companheiro de P (λ), λC2 − C1 (ver Gohberg [15], pág. 186,
Tisseur [36], pág. 253), no caso não mónico.
Atendendo à transitividade da relação de equivalência entre λ-matrizes, uma linearização do po-
linómio P (λ) é qualquer λ-matriz da forma λImn − C, com C ∈ Kmn×mn, equivalente a λI − C,
no caso mónico ou equivalente ao feixe companheiro no caso não mónico (ver Gohberg [15], pág.
187).
No entanto, as linearizações consideradas neste trabalho e descritas a seguir, consistem em conside-
rar A = C, no caso mónico, ou A = C1 e B = C2, no caso não mónico. São ainda expostas as formas
canónicas já referidas na introdução, forma canónica de Jordan e forma canónica de Weierstrass.
Denição 2.2.1. (ver Lancaster [25], pág. 491) Seja P (X) o polinómio mónico,
P (X) = Xm +A1X
m−1 + · · ·+Am, (2.2.1)
com Ai ∈ Cn×n, i = 1, . . . ,m. Chama-se matriz companheira de P (X) (e de P (λ)) à matriz
C ∈ Cnm×nm denida por
C =







. . . In
−Am −Am−1 · · · −A1
 . (2.2.2)
Teorema 2.2.2. (Gohberg [15], pág. 491) Seja P (λ) a λ-matriz associada a um polinómio matricial
mónico P (X) e C a respetiva matriz companheira.
Então λI − C é uma linearização da λ-matriz P (λ). Isto é, existem λ-matrizes E(λ) e F (λ) com




= E(λ)(λI − C)F (λ),
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ou simplesmente,







det(λI − C) = det(P (λ)), (2.2.4)
pelo que os valores próprios de λI − C e P (λ) coincidem e têm a mesma multiplicidade algébrica.
Na realidade a equivalência 2.2.3 obriga a que, para cada valor próprio, as multiplicidades parciais
(ver Observação 2.1.10) também sejam coincidentes.
Observação 2.2.3. Se o polinómio P (X) for não mónico,
P (X) = A0X
m +A1X
m−1 + · · ·+Am. (2.2.5)















. . . 0
0 · · · 0 A0
 e C1 =







. . . In
−Am −Am−1 · · · −A1
 .
À λ-matriz, de grau 1,
λC2 − C1 (2.2.7)
denida em (2.2.6), chama-se (ver Gohberg [15], pág. 186, Tisseur [36], pág. 253) feixe companheiro
de P (λ).
Sempre que A0 = I então
C1 = C e C2 = I,
pelo que, esta linearização coincide com a anterior (2.2.3) quando o polinómio P (X) for mónico.
Tal como referido na introdução, são também enunciadas a seguir as respetivas formas canónicas e
matrizes de equivalência, quer da matriz companheira, quer do feixe companheiro, e estabelece-se
a relação destas com as cadeias de vetores próprios generalizados.
Denição 2.2.4. (Gohberg [15], pág. 47) Um bloco de Jordan Jk(λi) é uma matriz triangular
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Teorema 2.2.5. (ver Horn [20], pág. 126) Uma matriz A ∈ Cn×n é semelhante a uma única2 matriz,
soma direta de blocos de Jordan, da forma:
J =





. . . 0
0 · · · 0 Jkl(λl)
 , (2.2.9)
onde Jki(λi) são bloco de Jordan, com
∑
i
ki = n. Isto é, existe uma matriz S ∈ Cn×n não singular
tal que A = SJS−1.
Dada a forma única da matriz (2.2.9), esta designa-se por forma canónica de Jordan de A e
representa-se por
JA = Diag (Jk1(λ1), Jk2(λ2), . . . , Jkl(λl)) .
O equivalente à forma canónica de Jordan de uma matriz A para um feixe de matrizes regular
(A,B) = λB − A, com A,B ∈ Cn×n, é a forma canónica de Weierstrass3 (ver Gantmacher [12],
pág. 29, Dooren [7], pág. 111) denida por
K(A,B) =
[
λI − J 0
0 λN − I
]
, (2.2.10)
com J e N matrizes de Jordan do tipo
J = Diag (Jk1(λ1), Jk2(λ2), . . . , Jkl(λl)) ,
onde os valores próprios λi não têm que ser distintos, e
N = Diag
(
Jj1(0), Jj2(0), . . . , Jjp(0)
)
,











Teorema 2.2.6. (Lancaster [24], pág. 26) Se λB − A for um feixe regular, então existem matrizes
P,Q ∈ Cn×n não singulares tais que
P (λB −A)Q =
[
λI − J 0
0 λN − I
]
,
onde a matriz J contém os valores próprios nitos de λB −A e N contém apenas o valor próprio
nulo de λA−B, que corresponde ao valor próprio innito de λB −A.
2.3 Valores e vetores próprios da λ-matriz P (λ)
De acordo com o Teorema 2.2.2, os valores próprios da λ-Matriz, P (λ) e da matriz companheira
C, ou de uma forma geral, do feixe companheiro 2.2.6, assim como as respetivas multiplicidades,
coincidem. Este resultado corresponde a uma linearização do problema de cálculo de valores e
2A menos de uma permutação na ordem de disposição dos blocos de Jordan.
3A letra K usada tem a ver com o fato de a forma canónica de Kronecker, no caso de um feixe regular,
ser também designada por forma canónica de Weierstrass.
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vetores próprios da λ-matriz (não é única mas, de certa forma, é entendida como a linearização
canónica do problema, ver Gohberg [15], pág.186). A λ-Matriz, P (λ) terá mn valores próprios
(contabilizando as multiplicidades e, no caso de A0 ser singular, considerando o valor próprio
innito).
Na subseções seguintes, estabelece-se a relação entre cadeias de vetores próprios generalizados
e formas canónicas ou linearizações do problema, matriz companheira ou feixe companheiro, de
forma fracionada fazendo-se a distinção entre valores próprios nitos e innito.
2.3.1 Valores próprios nitos
Uma λ-Matriz de graum terámn valores próprios nitos (contabilizando as multiplicidades) sempre
que o coeciente A0, do termo de grau m, seja uma matriz não singular e, nesta situação, pode
transformar-se numa λ-Matriz mónica (multiplicando eventualmente todos os seus coecientes por
A−10 ),
P (λ) = λm + λm−1A1 + · · ·+Am. (2.3.1)
Com vista ao estabelecimento da relação entre cadeias de vetores próprios generalizados ou pa-
res próprios e formas canónicas (matriz companheira ou a linearização correspondente λI − C),
consideram-se os seguintes resultados.
Teorema 2.3.2. (Gohberg [15], pág. 40) Considere-se a λ-Matriz (2.3.1) e V =
[
v1 . . . vk
]
uma matriz n × k, onde os vetores v1, . . . , vk formam uma cadeia de Jordan associado ao valor








V Jm +A1V J
m−1 + · · ·+AmV = 0. (2.3.3)
Fixado λ, um valor próprio de P (λ), no caso de a multiplicidade geométrica ser p > 1, podem
agrupar-se as várias cadeias de Jordan associadas V1, . . . , Vp, com Vl de dimensão n×kl, l = 1, . . . , p,
considerando o vetor V e a matriz J denidas por
V =
[
V1 . . . Vp
]
e J = Diag(J1, . . . , Jp) =





0 . . . Jp
 , (2.3.4)
onde cada Jl é um bloco de Jordan de dimensão kl × kl, l = 1, . . . , p, com λ na diagonal principal.
Denição 2.3.3. (ver Pereira [30], pág. 16) Seja P (λ) a λ-Matriz dada por (2.3.1) e V e J as matrizes
dadas por (2.3.4) de dimensões n × k e k × k respetivamente com (
∑
kl ≤ k, k a multiplicidade
algébrica de λ). Nestas condições, diz-se que o par (V, J) é um par próprio de P (λ), associado ao
valor próprio λ.
Observação 2.3.4. O par próprio (V, J) não é único, da mesma forma que a cadeia de Jordan
também depende da escolha dos vetores próprios (uma vez que o sistema correspondente é indeter-
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minado). Para além deste aspeto, o par próprio (V, J) depende também da ordenação considerada
para as diversas cadeias de Jordan em (2.3.4).
O par próprio (V, J) satisfaz ainda o Teorema 2.3.2 (ver Gohberg [15], pág.40).
Denição 2.3.5. (ver Pereira [30], pág. 18) Seja P (λ) uma λ-Matriz mónica e sejam (V1, J1), . . . , (Vl, Jl)
pares próprios de P (λ) associados aos valores próprios (λ1, . . . , λl). Se
Diag(J1, . . . , Jl) = JC , (2.3.5)
onde JC representa a forma canónica de Jordan da matriz companheira C, diz-se que (V1, J1), . . . , (Vl, Jl)
é um sistema completo de pares próprios de P (λ).
Teorema 2.3.6. (ver Pereira [30], pág. 21, Gohberg [15], pág. 44) Seja P (X) um polinómio matricial
mónico e C a matriz companheira associada e JC a respetiva forma canónica de Jordan, com
C = SJCS−1. (2.3.6)
Então a matriz de semelhança S é da forma
S =

V1 V2 · · · Vl











onde (V1, J1), . . . , (Vl, Jl) é um sistema completo de pares próprios de P (λ).
Apresenta-se a demonstração deste resultado porque está na base da relação entre blocos valores







−Am −Am−1 · · · −A1


V1 V2 · · · Vl





































V1 V2 · · · Vl












J1 0 · · · 0
0 J2 · · · 0
...
...
















2 · · · VlJml
 .
onde a igualdade da última linha resulta de (2.3.3) aplicada a cada par próprio (Vi, Ji).
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Observação 2.3.7. Da mesma forma, se λ1, . . . , λl são todos os valores próprios da λ-Matriz,
podem ainda agrupar-se os diversos pares próprios (V1, J1), . . . , (Vl, Jl) associados em matrizes
V =
[
V1 . . . Vl
]
e J = Diag(J1, . . . , Jl), designado-se o par assim construido (V, J) por par
de Jordan (ver Gohberg [15], pág.40) que satisfaz ainda o Teorema 2.3.2.
Com o objetivo de claricar os resultados desta subsecção é apresentado de seguida um exemplo
onde são calculados os pares próprios e identicadas as respetivas matrizes de semelhança.















cuja λ-matriz associada é,
P (λ) =
[
λ2 − 4λ+ 4 2− λ
0 λ2 − 3λ+ 2
]
.
Tem-se que det(P (λ)) = (λ2−4λ+ 4)(λ2−3λ+ 2) = (λ−1)(λ−2)3 pelo que, P (λ) admite o valor
próprio λ = 1 e o valor próprio λ = 2 com multiplicidade 3. Assim, considerando
P (λ) =
[
λ2 − 4λ+ 4 2− λ
0 λ2 − 3λ+ 2
]






























, para qualquer vetor ~v com v2 = v1;



























o que não pode acontecer pois implicaria que v2 = v1 = 0.
























, para qualquer vetor ~v 6= 0;



























implica que v2 = 0 e ~u qualquer;
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implicaria u2 = 0 e v1 = −u2 = 0 o que não pode suceder.




























 2 0 00 2 1
0 0 2















0 1 0 1
1 0 0 1
]







2 0 0 0
0 2 1 0
0 0 2 0
0 0 0 1
 .
Tem-se que,
C = SJCS−1 =

0 0 1 0
0 0 0 1
−4 2 4 −1
0 −2 0 3
 ,








0 1 0 1
1 0 0 1
0 2 1 1
1 0 0 1
 .
Verica-se ainda que os pares próprios (V1, J1), (V2, J2) constituem um sistema completo de pares
próprios de P (λ).
2.3.9 Valor próprio innito
Tal como referido, estabelece-se agora a relação entre cadeias de vetores próprios generalizados
associados ao valor próprio innito e respetivo feixe companheiro λC1−C2 que corresponde de fato
a uma linearização do problema. Assim, no caso de uma λ-Matriz não mónica,
P (λ) = λmA0 + λ
m−1A1 + · · ·+Am, (2.3.8)
em que o coeciente A0 é singular, esta terá mn valores próprios contabilizando as multiplicidades
e considerando necessáriamente o valor próprio innito.
Isto é, como a matriz A0 é singular então det(P (λ)) tem grau p < mn a que correspondem apenas
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p valores próprios nitos. Neste caso, como det(A0) = 0, a λ-matriz
λmP (1/λ) = A0 + λA1 + · · ·+ λmAm, (2.3.9)
terá o valor próprio nulo com multiplicidade algébrica mn− p.
Como dito na introdução, o valor próprio innito de P (λ) corresponde ao valor próprio nulo da
λ-matriz λmP (1/λ), (ver Gohberg [15], pág. 185). Deste ponto de vista, agrupando as diversas
cadeias de Jordan relativas ao valor próprio λ = 0 da λ-matriz (2.3.9), Vi =
[












onde i = 1, . . . , q e
∑
i ki = mn− p, então o par próprio,
V =
[
V1 . . . Vq
]
e J = Diag(J1, . . . , Jq), (2.3.10)
de forma idêntica à usada em (2.3.4), ainda verica a igualdade
A0V +A1V J + · · ·+AmV Jm = 0. (2.3.11)
Tendo em conta a construção usada em (2.3.4) e (2.3.10) e agrupando os pares próprios associados
aos diversos valores próprios nitos em (VF , JF ) e designando o par próprio associado ao valor pró-
prio innito por (V∞, J∞), a matriz de semelhança denida em (2.3.7), generaliza-se (ver Gohberg
















λC2 − C1 = SmK(C1,C2)S
−1,
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Com efeito,























λVF − VFJF λV∞Jm−1∞ − V∞Jm−2∞


































λVF − VFJF λV∞Jm−1∞ − V∞Jm−2∞
λVFJF − VFJ2F λV∞Jm−2∞ − V∞Jm−3∞
...
...
λW1 −W1JF λW2J∞ −W2
 ,
onde a igualdade da última linha das matrizes, (λC2 − C1)S e SmK(C1,C2), resulta das equações
(2.3.3) e (2.3.11):














Uma vez mais, recorre-se a um exemplo ilustrativo dos conceitos apresentados e onde são calculados
os pares próprios, nito e innito, e identicadas as respetivas matrizes de semelhança.
Exemplo 2.3.10. Seja a λ-matriz,
P (λ) =
[




Tem-se que det(P (λ)) = λ2−2λ+1 = (λ−1)2 pelo que, P (λ) admite apenas o valor próprio nito




−2 λ2 + 1
−1 λ
]
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para qualquer vetor ~v com v2 = v1;


















−2u1 + 2u2 + 2v1








implica u1 = v1 + u2;
Se


























−2w1 + 2w2 + 2v1 + 2u2 + v1








implicaria v1 = 0, o que não pode suceder.
Portanto, para λ = 1, tem-se uma cadeia de Jordan com dois vetores próprios generalizados[






















Q(λ) = λ2P (1/λ) =
[














tem-se que det(Q(λ)) = λ4 − 2λ3 + λ2 = λ2(λ − 1)2 pelo que, Q(λ) admite o valor próprio nulo,





















































































implicaria v1 = 0, o que não pode suceder.
































1 2 0 1
1 1 0 0
1 3 1 1
1 2 0 0
 , com S−1 =

0 2 0 −1
0 −1 0 1
−1 1 1 −1














1 2 1 1
1 1 0 0
1 2 0 2





1 2 1 1
1 1 0 0
1 2 0 2
0 0 0 1


λ− 1 −1 0 0
0 λ− 1 0 0
0 0 −1 λ
0 0 0 −1


0 2 0 −1
0 −1 0 1
−1 1 1 −1




λ 0 −1 0
0 λ 0 −1
−2 1 0 λ
−1 0 0 1
 = λ

1 0 0 0
0 1 0 0
0 0 0 1
0 0 0 0
−

0 0 1 0
0 0 0 1
2 −1 0 0
1 0 0 −1

= λC2 − C1.
Observação 2.3.11. Segundo Dooren [7], pág. 552, da mesma forma que a multiplicidade algébrica
de um valor próprio nito λ0 está relacionada com o número de soluções linearmente independentes
associadas à função eλ0t a multiplicidade algébrica do valor próprio innito λ =∞ está relacionada
com o número de soluções associadas à função delta de Dirac, δ(t). Com efeito, considerando a
forma canónica de Weierstrass do exemplo anterior,
K(C1,C2) =

λ− 1 −1 0 0
0 λ− 1 0 0
0 0 −1 λ
0 0 0 −1
 ,
o sistema de equações diferenciais associado (tal como referido na introdução), com λ = ddt e Y (t)
o vetor incógnita tal que Y (0) =
[
y1(0) y2(0) y3(0) y4(0)
]T
, é denido por

d
dt − 1 −1 0 0
0 ddt − 1 0 0
0 0 −1 ddt
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O sistema (2.3.13) pode decompor-se em dois sistemas independentes{
y′1(t)− y1(t)− y2(t) = 0
y′2(t)− y2(t) = 0
e
{
−y3(t) + y′4(t) = 0
−y4(t) = 0
,
e, relativamente a este último (aquele que está relacionado com o valor próprio innito), obtém-se




Evidentemente que se a multiplicidade geométrica do valor próprio innito λ = ∞ for um a
correspondente solução é a função nula (tal como sucede com a coordenada y4(t)).
2.4 Solventes do polinómio matricial P (X)
Dado um polinómio,
P (X) = Xm +A1X
m−1 + · · ·+Am, (2.4.1)
a relação existente entre solventes do polinómio (2.4.1) e cadeias de Jordan da λ-matriz (2.3.1) e,
mais geralmente, os blocos vetores próprios (como será visto no seguimento da Denição 2.4.8), é
estabelecida pelo seguinte resultado:
Teorema 2.4.1. (Lancaster [25], pág. 521 e Dennis [9], pág. 79) X é um solvente de P (X) se e só
se
CV = V X, (2.4.2)








Observação 2.4.2. Note-se que a matriz V denida em (2.4.3) tem necessariamente caraterística
máxima n uma vez que o primeiro bloco de V é a matriz identidade In.
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Denição 2.4.3. (Pereira [30], pág. 13) Se X1, . . . , Xm ∈ Cn×n, o bloco de Vandermonde é a matriz
de ordem mn
V(X1, . . . , Xm) =

In In . . . In











Teorema 2.4.4. (Lancaster [25], pag. 524) Sejam X1, X2, ..., Xm ∈ Cn×n, m solventes do polinómio
matricial P (X), da forma (2.4.1). Se o bloco de Vandermonde V = V(X1, X2, ..., Xm) é regular
então
C = V Diag(X1, X2, ..., Xm)V−1, (2.4.5)
e diz-se que os m solventes formam um conjunto completo de solventes de P (X).
Portanto, nas condições do Teorema 2.4.4, os valores próprios dos solventes percorrem todo o
espectro Λ(P ), isto é, a união dos espectros dos solventes X1, X2, ..., Xm é igual ao espectro da
matriz companheira. Esta condição é necessária mas não suciente para se constituir um conjunto
completo de solventes de P (X).
Observação 2.4.5. Na realidade, para se construir um conjunto completo é suciente (e necessário,
ver Pereira [30], pág. 111) que os valores próprios e respetivas multiplicidades parciais dos m
solventes X1, X2, ..., Xm e da matriz companheira coincidam.
Dos m solventes distingue-se aquele que possui os valores próprios de maior módulo, com diversas
aplicações, nomeadamente no método de Bernoulli, Algoritmo A.1.2, e método de Traub, Algoritmo
A.1.3.
Denição 2.4.6. (Dennis [11], pág.524) Dadas m solventes X1, X2, ..., Xm do polinómio matricial
P (X), diz-se que Xj é o solvente dominante se os seus valores próprios são maiores, em módulo,
do que os valores próprios de todos os outros solventes.
Observação 2.4.7. Se for considerado um conjunto completo de solventes X1, X2, ..., Xm então,
segundo a Observação 2.4.5, os valores próprios e respetivas multiplicidades parciais dosm solventes
e da matriz companheira coincidem, tal como no caso de ser considerado um sistema completo de
pares próprios (V1, J1), . . . , (Vl, Jl) (ver Denição 2.3.5). Cada par próprio (Denição 2.3.3, secção










mas não têm todos necessariamente a mesma dimensão (ver Exemplos 2.1.12, 2.3.8 e 2.3.10) pois
dependem das multiplicidades algébrica e geométrica do valor próprio associado. Pelo contrário,
segundo o Teorema 2.4.1, os solventes do polinómio X1, X2, ..., Xm vericam ainda a equação
CV = V X, com V dado por (2.4.3), e têm uma dimensão xa n.
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Com base na Observação anterior (2.4.7), pode optar-se em contrapartida pela seguinte formulação
mais genérica.
Denição 2.4.8. (Dennis [9], pág. 72) Seja A uma matriz quadrada, A ∈ Cm×m. Uma matriz
quadrada X ∈ Cn×n, com n < m, diz-se um bloco valor próprio de A se existir um bloco vetor
V ∈ Cm×n de caraterística máxima tal que
AV = V X. (2.4.6)
Nestas condições V diz-se um bloco vetor próprio de A associado a X.
Observação 2.4.9. De acordo com a Denição 2.4.8, o Teorema 2.4.1 corresponde a armar que X
é um solvente de P (X) se e só se for um bloco valor próprio da matriz companheira CV = V X,
onde o bloco vetor próprio V é a matriz coluna dada por (2.4.3).
Por outro lado (ver Dennis [9], pág. 85), dado X um bloco valor próprio da matriz companheira
CV = V X de dimensão n× n, se o bloco V1 ∈ Cn×n de V ∈ Cmn×n, for não singular, então
Y = V1X(V1)
−1
é um solvente do polinómio P (X).
Se X é um bloco valor próprio da matriz companheira CV = V X, com V o seu bloco vetor próprio
associado, então todos os valores próprios de X são ainda valores próprios de C e, por sua vez, da
λ-matriz P (λ).
Ainda em Dennis [9], pág. 74, estão denidos alguns resultados relativos ao conceito de blocos
valores próprios.
Ao contrário de solventes, que poderão não existir (nem sempre se poderá contar com a hipótese
de o bloco V1, de um bloco vetor próprio V , ser não singular) a matriz C admitirá sempre um bloco
valor próprio. Por exemplo, seja V = [v1, . . . , vk] uma cadeia de Jordan associada ao valor próprio
λi de C com J um bloco de Jordan de dimensão k× k e λi na diagonal principal verica, conforme
o Teorema 2.3.2,
V Jm +A1V J
m−1 + · · ·+AmV = 0.








tiver caraterística máxima, tem-se CS′ = S′J , e portanto J é um bloco valor próprio de C com S′
o bloco vetor próprio associado.
A Denição seguinte é uma adaptação do conceito de sistema completo de pares próprios, Denição
2.3.5 para blocos valores próprios com uma dimensão xa n (ver Teorema 3.3.4 em Pereira [30],
pág. 113).
28
Algoritmos para Solventes de Polinómios Matriciais
Denição 2.4.10. Um conjunto de blocos valores próprios X1, . . . , Xm de uma matriz particionada
A ∈ Cmn×mn diz-se conjunto completo de blocos valores próprios se existir um conjunto de blocos
vetores próprios associados V1, . . . , Vm tal que a matriz
[










V1 · · · Vm
]
Diag(X1, . . . , Xm), (2.4.7)
onde a matriz Diag(X1, . . . , Xl) tem a mesma dimensão que A.
Poderá mesmo suceder que um dado polinómio P (X) não tenha solventes mas que, por outro
lado, a respetiva matriz companheira C admita um conjunto completo de blocos valores próprios
de ordem n (ver exemplo apresentado em Pereira [30], pág. 121).
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Capítulo 3
Cálculo de Solventes do Polinómio matricial P (X)
Neste capítulo será apresentada e desenvolvida parte do trabalho original desta dissertação.
Como referido, a caraterização da matriz companheira pode ser feita ao utilizarem-se valores e
vetores próprios da λ-Matriz P (λ), Teorema 2.3.6, ou através dos solventes do polinómio matricial
P (X), Teorema 2.4.4. Por outro lado, se existirem, um conjunto completo de blocos valores próprios
ou um conjunto completo de solventes, pode ser obtido pelo método da potência associado a uma
deação (Block Wielandt Deation ou Block Hotelling Deation (ver Pereira [34], pág. 1179), ou
quando se trate do feixe companheiro (ver Pereira [32], pág. 2915)).
Assim, o trabalho exposto neste capítulo consiste em denir métodos alternativos de cálculo de
solventes. Esses métodos, aqui desenvolvidos, têm na sua génese a transformação da equação
polinomial matricial original numa equação vetorial equivalente, através dos resultados relativos
ao produto de Kronecker (ver Hernandez [14], pág. 3 do apêndice), evitando-se a álgebra matricial
e beneciando da possibilidade de aplicação dos métodos clássicos à nova equação vetorial.
Deste ponto de vista, começa-se por fazer o enquadramento referindo alguns métodos iterativos
conhecidos que permitem o cálculo de solventes. Este enquadramento permite, em simultâneo, ter
um termo de comparação para os novos métodos agora apresentados. No decurso deste capítulo
são apresentados diversos exemplos onde se comparam as prestações e eciências dos métodos aqui
desenvolvidos com o método Newton, que corresponde à adaptação do método clássico ao contexto
dos polinómios matriciais, (ver Kratz [21], pág. 359, Higham [18], pág. 4 , Pereira [33], pág. 3),
com o método de Bernoulli, versão matricial (ver Lancaster [22] , Tsai [38] , Higham [19], pág.
508), que é essencialmente o método da Potência aplicado à matriz companheira C e também com
o método de Traub, assim designado por ser uma generalização do método de Traub escalar (ver
Traub [37], pág. 138) e que permite obter-se uma aproximação do solvente dominante de P (X).
3.1 Métodos Iterativos
Inicia-se o enquadramento referido, começando-se por descrever de forma sintética a essência do
método de Newton antes citado. Para esse efeito, é fundamental considerar a noção de derivada
adaptada ao contexto dos polinómios matriciais que é expressa na seguinte Denição.
Denição 3.1.1. (Kratz [21]) Dado um polinómio matricial de grau m,
P (X) = A0X
m +A1X
m−1 + ...+Am,










Assim, a adaptação do método Newton clássico ao contexto dos polinómios matriciais (ver Kratz
[21], pág. 359, Higham [18], pág. 4 , Pereira [33], pág. 3) resulta da expansão de P (X) em X,
uma aproximação do solvente de P (X), na direção de Q,
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P (X +Q) = P (X) + P ′(X)[Q] +
1
2
DP ′(X)[Q](X)[Q] + · · · ,
desprezando os termos de ordem maior ou igual a 2 em Q.
Dada uma aproximação inicial X(0) do solvente de P (X), para cada k = 1, 2, . . ., a aproximação
seguinte é calculada resolvendo a equação
P ′(X(k))[Q(k)] = −P (X(k)),
em ordem a Q(k) e considerando X(k+1) = X(k) +Q(k).
Em cada iteração a matriz Q(k) pode ser estimada por diversos processos, quer calculando a
inversa de P ′(X(k)), se esta for regular, quer usando a inversa generalizada de P ′(X(k)), em cada
ponto X(k) ou no ponto inicial X(0), dependendo das condições, sobretudo a dimensão do próprio
polinómio matricial. Em todo o caso, por exemplo para m = 2, o método de Newton (ver Anexo
A, ponto 6 do Algoritmo A.1.1), implica a resolução da respetiva equação matricial de Silvester
(X(k) +A1)Q
(k) +Q(k)X(k) = −P (X(k)), (3.1.2)
em cada iteração k.
Quando as matrizes X e Q comutam, então a derivada de Fréchet P ′(X)[Q] corresponde à derivada




O método de Bernoulli, (ver Dennis [9] e [11], pág. 69 e 529), permite calcular uma sucessão de
matrizes, X(0), X(1), . . . , X(k), . . . a partir de matrizes iniciais X(0) = X(1) = · · · = X(m−2) = 0 e
X(m−1) = In, onde a matriz X(k+1) ca denida por X(k+1) = −A1X(k) − · · · −AmX(k−m+1).












0n . . .
. . . In








que, como foi dito, corresponde ao método da Potência aplicado à matriz companheira C (ver
Lancaster [22] , Tsai [38] , Higham [19], pág. 508).
Se P (X) tem um conjunto completo de solventes X1, X2, ..., Xm, com X1 um solvente dominante,
Denição 2.4.6, e a matriz bloco de Vandermonde V(X2, ..., Xm) é não singular, então o produto
X(k)(X(k−1))−1, onde X(k−1), X(k) são dois termos consecutivos da sucessão obtida através do





O método de Traub permite calcular uma sucessão de matrizes, X(0), X(1), . . . , X(k), . . ., com
X(k+1) = ϕl(X
(k)), para k = 0, 1, 2, ..., onde as funções ϕl são construídas com base nos Teoremas
da divisão (ver Dennis [10], pág. 832) e interpolação (ver Dennis [9], pág. 29) da álgebra dos
polinómios matriciais.
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Com efeito, (ver Dennis [11], pág. 524) é construída uma sucessão de polinómios matriciais
G0(X), G1(X), . . . , Gj(X), . . . ,
com G0(X) = In e Gj+1(X) = XGj(X) − Γj1P (X), onde Γ
j
1 é a matriz coeciente da potência





m−i. Numa primeira fase, o método de
Traub procura uma aproximação (em l) dentro do espetro de convergência das iterações do ponto
xo, e só depois, calcula iterações em k com vista à obtenção de uma aproximação do solvente
dominante X1.
Nas condições de convergência (condições identicas às do método de Bernoulli, P (X) tem um
conjunto completo de solventes X1, X2, ..., Xm, onde X1 é o solvente dominante e V(X2, ..., Xm)
é não singular), as funções ϕl(X) = Gl(X)G
−1
l−1(X) estão bem denidas e, para um valor de l
sucientemente grande, l = 1, 2, ..., a sucessão X(k+1) = ϕl(X(k)) obtida através do respetivo
Algoritmo (ver Algoritmo A.1.3, Anexo A), converge para o solvente dominante X1.
Observação 3.1.2. Quando se considera G0(X) = In = 0Xm−1 + 0Xm−2 + · · · + InX0, isto é,
Γ01 = Γ
0
2 = · · · = Γ0m−1 = 0 e Γ0m = In, então
G1(X) = XG0(X)− Γ01P (X)
= XIn − 0P (X)
= X
= 0Xm−1 + 0Xm−2 + · · ·+ InX1 + 0X0,
ou seja, o coeciente Γ1m−1 do polinómio G1(X) é a matriz identidade, In, e os restantes coecientes
são nulos, Γ11 = Γ
1
2 = · · · = Γ1m−2 = 0 e Γ1m = 0.
Repetindo este processo para l = 1, 2, 3, . . . ,m− 1, tem-se
G2(X) = XG1(X)− Γ11P (X) = XX − 0P (X) = X2
= 0Xm−1 + 0Xm−2 + · · ·+ 0X3 + InX2 + 0X1 + 0X0
G3(X) = XG2(X)− Γ21P (X) = XX2 − 0P (X) = X3
= 0Xm−1 + 0Xm−2 + · · ·+ InX3 + 0X2 + 0X1 + 0X0
...
Gm−1(X) = XGm−2(X)− Γm−21 P (X) = XXm−2 − 0P (X) = Xm−1
= InX
m−1 + 0Xm−2 + · · ·+ 0X3 + 0X2 + 0X1 + 0X0,
e
Gm(X) = XGm−1(X)− Γm−11 P (X) = XXm−1 − InP (X),
isto é,
P (X) = XXm−1 −Gm(X). (3.1.3)
Resolvendo equação XXm−1 −Gm(X) = 0 em ordem ao primeiro fator X, através da inversa de
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onde,
ϕm(X1) = X1 (3.1.5)
e
‖ϕm(X)−X1‖ ≤ cσm−1‖X −X1‖,
com σ < 1 e X sucientemente próximo do solvente dominante X1 (ver Dennis [11], pág. 528).
De fato, atendendo à equação (3.1.5), o método de Traub é um método do tipo ponto xo em
Cn×n.
3.2 Método do Ponto Fixo
Com o objetivo de apresentar um método do Ponto Fixo, no qual não seja necessário o cálculo da
inversa da matriz Xm−1 a cada passo como no método de Traub são desenvolvidas nesta secção os
conceitos básicos que irão permitrir a construção do algoritmo. Assim, com base na Observação
3.1.2, tenta-se agora resolver a equação Xm −Gm(X) = 0 em ordem a X, não através da inversa
de Xm−1, mas através de X = [Gm(X)]
1
m  em termos das entradas do polinómio.
O polinómio matricial P (X) pode ser escrito como uma função,
P : Cn×n −→ Cn×n
X → P (X)
. (3.2.1)
Assim, as entradas do polinómio matricial P (X),
pi,j := p(x1,1, x1,2, . . . , xi,j , . . . , xn,n)i,j , (3.2.2)
com i, j = 1, 2, ...n, são funções analíticas nas variáveis xi,j . Trata-se de resolver cada função pi,j
em ordem a xi,j .
Considerando P (X) como a função denida em (3.2.1), pode compor-se esta com a função vec, ver
Denição 2.1.14, de modo a obter-se
f : U ⊆ Cn2 −→ Cn2
x = vec(X) → f(x)
, (3.2.3)
onde as coordenadas fl(x), l = 1, 2, ..., n2, são obtidas resolvendo o respetivo polinómio pi,j , com
l = (j − 1)n+ i, em ordem à maior potência da variável xi,j .
Observação 3.2.1. Intuitivamente, ao considerar-se fl(x) = (xmi,j − pi,j)
1












e, portanto, quanto maior for o valor de m considerado (e o valor de |fl(x)| > 1), menor será o
valor do raio espetral da matriz Jacobiana que, sendo menor do que 1, garante a convergência do
método.
34
Algoritmos para Solventes de Polinómios Matriciais
Pode vericar-se que a maior potência da variável xi,j depende do grau do polinómio m e dos




2 , se m par
m+1
2 , se m ímpar
. (3.2.4)
Uma vez que o elemento xi,j da matriz X é a coordenada (j − 1)n+ i do vetor vec(X), para cada









m1 , if i 6= j
, (3.2.5)





(m1.(xi,i + xj,j) + (a1)i,i
)




xj,lxl,i − xj,ixi,i − xj,jxj,i
)
,




Como consequência direta desta construção tem-se:
Observação 3.2.2. Se x é um ponto xo de f , então X = vec−1(x) é um solvente de P (X).
Por construção: Se x é um ponto xo de f , xl = fl(x) ⇒ xm1l = fl(x)m1 , l = 1, . . . , n2. Então
xm1l − fl(x)m1 = 0 e, considerando (3.2.2),
pi,j = (x1, x2, . . . , xn2) = 0, (3.2.6)
para cada i, j = 1, . . . , n.
Isto é, para X = vec−1(x), vec(P (X)) = 0 e P (X) = 0.
De uma forma geral, o inverso não se verica dependendo da determinação considerada para a
função m
√
2. Por exemplo, para m = 2 se X for um solvente de P (X), para i = j, as coordenadas
de vec(X) podem ser ±f(i−1)n+i(s).
3.2.3 Algoritmo
O método pode ser aplicado seguindo os seguintes passos:
Algoritmo 3.2.1 PF
1: Dada uma aproximação inicial, x(0) = vec(X(0)), e uma margem de erro ε > 0.
2: x(1) = f(x(0)).
3: para k = 1, . . . , fazer
4: se ‖x(k) − x(k−1)‖2 < ε então
5: o método para;
6: caso contrário
7: x(k+1) = f(x(k))
8: X = vec−1(x(k)) é uma aproximação do solvente.
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3.2.4 Convergência
A convergência do Algoritmo 3.2.1 baseia-se no Teorema do ponto xo de Schauder e na respetiva
estabilidade assimptótica (Teorema 3.2.5) também conhecido pela conjetura de Belitski e Lyubich
(ver Shih [35], pág. 144), resultados apresentados de seguida.
Teorema 3.2.5. (Shih [35], pág. 144) Seja X um espaço de Banach, Ω um subconjunto aberto de
X e F : Ω ⊆ X → X uma função contínua, compacta e com derivada de Fréchet em Ω. Se D ⊂ Ω
for um subconjunto aberto, convexo e não vazio X tal que F (D) ⊂ D and sup
x∈D
ρ(F ′(x)) = r < 1.
então existe um único ponto xo de F em D, isto é x ∈ D tal que F (x) = x.
O seguinte Teorema é uma adaptação do resultado anterior e estabelece as condições necessárias
para assegurar a convergência do Algoritmo 3.2.1 (PF). Mediante a exigência de a função f ser de
classe C1 numa vizinhança de um ponto xo s, Vε(s) = {x ∈ Cn
2
: ‖x − s‖ < ε}, e de a norma
da respetiva matriz jacobiana vericar ‖Jf (s)‖∞ = r < 1  portanto o seu raio espetral ρ(Jf (s)),
sendo o ínmo das normas ‖Jf (s)‖p em Cn
2
, também é menor do que 1  assegura-se que a função
é uma contração em Vε(s) (‖f(x1) − f(x2)‖∞ < r‖x1 − x2‖∞, com r < 1, para x1, x2 ∈ Vε(s))
e que portanto a sucessão x(k+1) = f(x(k)) converge para s independentemente da aproximação
inicial considerada x(0) ∈ Vε(s).
Teorema 3.2.6. (Shih [35], pág. 144) Seja f a função denida em (3.2.5). Se
i) existe um ponto s, tal que s = f(s) e Vε(s) = {x ∈ Cn
2
: ‖x− s‖ < ε}, com




contínua e diferenciável em Vε(s),
ii) sup
x∈Vε(s)
‖Jf (x)‖∞ = r < 1.
Então, para qualquer aproximação inicial x(0) ∈ Vε(s) a sucessão x(k+1) = f(x(k)) ∈ Vε(s) é
convergente e converge para s, a única solução de f(x) = x em Vε(s).
Demonstração. Usando a alínea i) tem-se que a função f é contínua e diferenciável com f ′(x) =
Jf (x) em Vε(s). Por outro lado,
sup
x∈Vε(s)
‖Jf (x)‖∞ < 1⇒ sup
x∈Vε(s)
ρ(f ′(x)) < 1.
Ao considerar x ∈ Vε(s), onde Vε(s) um subconjunto convexo não vazio e compacto de Cn
2
, então
‖f(x)− s‖∞ < r‖x− s‖∞ ≤ ε, ou seja, f(x) ∈ Vε(s).
Assim, f(Vε(s)) ⊂ Vε(s) pelo que pode considerar-se f : Vε(s) −→ Vε(s) onde Vε(s) é um subcon-
junto convexo não vazio e compacto do espaço de Banach Cn
2
.
Então, pelo Teorema do ponto xo de Schauder (Teorema 3.2.5), existe um único x ∈ Vε(s) tal
que f(x) = x. Logo x = s.
Usando a alínea ii), então para qualquer x(0) ∈ Vε(s), a sucessão x(k+1) = f(x(k)) pertence a Vε(s)
e






O Teorema anterior assegura a convergência da sucessão x(k), gerada pelos pontos de 2 a 7 do
Algoritmo 3.2.1, para s um ponto xo de f . Este resultado aliado à Observação 3.2.2 assegura que
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no ponto 8 do mesmo Algoritmo se obtém realmente uma aproximação de um solvente de P (X),
isto é:
Corolário 3.2.7. A sucessão vec−1(x(k)) converge para um solvente de P (X).
3.2.8 Exemplos
Seguidamente, são apresentados exemplos onde se compara o comportamento deste método, Al-
goritmo 3.2.1, com o métodos de Traub, Algoritmo A.1.3, e de Newton, Algoritmo A.1.1. No
primeiro exemplo é considerado um polinómio matricial para o qual o método do Ponto Fixo (PF)
converge e o método de Newton não converge. No segundo exemplo, é considerado um polinómio
matricial que, como será visto, não se encontra nas condições de convergência do método de Traub,
mantendo-se a convergência do método PF.
No exemplo seguinte calcula-se o raio espetral da matriz Jacobiana avaliada no ponto xo s,
ρ(Jf (s)), em vez de ‖Jf (s)‖∞. Na realidade, por uma questão de simplicidade, na condição
presente na alínea ii) do Teorema 3.2.6 considerou-se a norma innito mas essa condição poderia
ser substituída por sup
x∈Vε(s)
ρ(Jf (x)) = r < 1.




‖Jf (x)‖p < r + δ < 1.
Exemplo 3.2.9. Seja P (X) o polinómio matricial
P (X) =
 1 0 00 1 0
0 0 1
X2 +
 −0.15 −0.075 −0.0450.01 −0.355 0.085
−0.05 −0.085 0.125
X +




X(0) = 48.05.I3, com ρ(Jf (x
(0))) = 0.0724,
após 14 iterações do método 3.2.1 PF, obtém-se a aproximação para um solvente de P (X),
X(14) =
 0.07677 + 2.2711i 0.074741− 1.30772i 0.00881 + 0.81865i−0.005145− 0.16994i 0.1774 + 5.9222i −0.04302− 1.50722i
0.02435 + 0.92074i 0.02937 + 1.51598i 0.06103 + 1.8335i
 ,
com ‖P (X(14))‖∞ = 0.00328 e ρ(Jf (x(14)) = 0.409693.
Relativamente à aproximação inicial
X(0) = A2 =
 6.1333 −9.46667 5.3333−2.7333 33.0333 −11, 8333
3.5333 10.5667 1.8333
 ,
esta não verica o critério de convergência pois ρ(Jf (x(0))) = 6.531 > 1, no entanto, o método
3.2.1 PF converge em 22 iterações para
X(22) =
 0.0749956 + 2.27125i −0.0378964− 1.30585i 0.0227793 + 0.818851i−0.0051091− 0.164025i 0.177403 + 5.92228i −0.0424566− 1.50716i
0.0249551 + 0.920662i 0.0425912 + 1.51625i 0.0623993 + 1.83337i

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com ‖P (X(22))‖∞ = 0.00276 e ρ(Jf (x(22)) = 0.41106.
Observação 3.2.10. Neste exemplo, o Algoritmo A.1.1 MN claramente não converge. Para a mesma
aproximação inicial, X(0) = 48.05.I3, obtém-se uma sucessão X0, X1, . . . , X4000, com
X4000 =
 78.5719 −431.678 196.776147.124 −806.574 367.412
291.594 −1598.28 727.987
 ,
onde ‖P (X4000)‖2 = 111.834. De fato, uma vez que os coecientes do polinómio matricial são
reais e considerando uma aproximação inicial real, todas as iterações do método de Newton serão
reais o que invalida a sua convergência para um solvente com coecientes complexos (para uma
aproximação inicial complexa o método de Newton já converge).
Observação 3.2.11. Tendo em conta os valores da Tabela 3.1, observa-se que após a sexta aproxi-
mação a distância destas ao solvente (‖X(k) −X(14)‖∞) diminui e o seu raio espetral (ρ(Jf (x(k)))
mantém-se menor do que 1 o que sugere que a partir desta iteração o exemplo já se encontra nas
condições de convergência (Teorema 3.2.6) em Vε(s), com ε ≈ 3.83926.
















Tabela 3.1: Evolução do raio espetral das aproximações no método do Ponto Fixo
No exemplo apresentado a seguir aplica-se o método do Ponto Fixo (PF) quer considerando uma
aproximação inicial X(0) próxima de um dos 5 solventes do polinómio P (X) = X2 + A1X + A2
quer considerando X(0) = −A1, sem a preocupação de validar a condição ii) do Teorema 3.2.6 (que
de uma forma geral é difícil de estabelecer).



















































2.02− 10i 2.02 + 10i
]
, com ‖P (X(0))‖2 = 0.91307,
o método do Ponto Fixo, Algoritmo 3.2.1 PF, converge em 21 iterações para uma aproximação
X(21) =
[
4 + 2.05755× 10−6i 0
2.00001− 10i 2.+ 10i
]
, com ‖P (X(21))‖2 < 0.5× 10−4.
Para a aproximação inicial X(0) = −A1, que satisfaz as condições de convergência, o método do
Ponto Fixo, Algoritmo 3.2.1 PF, converge em 23 iterações para uma aproximação X(23) de X5,











2.00004− 10.0001i 2.+ 10.i
]
, com ‖P (X(23))‖2 = 0.000349.
Observação 3.2.13. Neste caso, o polinómio não está nas condições de convergência do método
de Traub, Algoritmo A.1.3, pois não existe um solvente dominante. Para a mesma aproximação






, com ‖P (X(30))‖2 = 1.25764× 1015.
3.3 Método de Newton Vetorial
Nesta secção serão apresentados três Algoritmos construídos a partir do chamado método de New-
ton Vetorial. O Algoritmo principal que resulta da aplicação do método de Newton-Rapshson
clássico à equação vetorial F (x) = vec(P (X)) = 0 e tratando-se apenas de uma nova versão deste
método, é possível acelerar a sua convergência através da através da otimização do acréscimo h(k)
(adaptação dos métodos 3.2 e 3.3 de denidos em Jian-hui [26], pág. 647, 650 e 651, a este contexto)
obtendo-se os dois Algoritmos com Procura Unidimensional.
No primeiro destes Algoritmos é introduzido um novo parâmetro ε0 > 0 e, em cada iteração,
sempre que o valor da função F em x(k) + h(k) for superior a ε0 procede-se à otimização do
acréscimo h(k) minimizando o valor de ‖F (x(k) + sh(k))‖2 em função de s ∈ [0, 2]. No segundo
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Algoritmo, para além da otimização já referida, considera-se ainda, sempre que o valor da função
F em x(k) + h(k) seja inferior a ε0, um termo da sucessão intermédio x(k,1). A solução h(k,1) de
JF (x
(k))h(k,1) = −F (x(k,1)) pode ser obtida a partir da resolução já considerada na determinação
de h(k) uma vez que a matriz JF (x(k)) é comum a ambos os sistemas.
Na sequência da construção do método do Ponto Fixo (PF), Algoritmo 3.2.3, mantendo a mesma
ideia relativamente à análise do polinómio matricial em termos das suas entradas, procedeu-se à
adaptação do método de Newton a este contexto.
Como foi visto em (3.2.1), o polinómio matricial P (X) pode ser associado à função
F : Cn
2 −→ Cn2



















e onde cada coordenada Fl(x), l = 1, 2, . . . , n2 com l = (j − 1)n + i, corresponde à coordenada
i = mod(l − 1, n) + 1, j = quoc(l − 1, n) + 1 de P (X). Deste ponto de vista, aplicando o método
de Newton à função F : Cn
2 −→ Cn2 , obtém-se
x(k+1) = x(k) +Qk, k = 1, 2, . . .
com Qk solução do sistema
JF (x
(k))Qk = −F (x(k)), (3.3.2)
onde JF é a matriz Jacobiana de F .
Dado um polinómio matricial de grau m = 2,
P (X) = A0X
2 +A1X +A2,















l = (j − 1)n+ i, e a respetiva matriz Jacobiana denida por
JF = In ⊗A0X +XT ⊗A0 + In ⊗A1, (3.3.4)
onde ⊗ representa o produto de Kronecker, Denição 2.1.15.
Caraterizando o sistema P (X) = 0 em termos de zeros da função analítica F com matriz Jacobiana
denida por (3.3.4) para m = 2 e, mais geralmente, (3.3.6), obtém-se um sistema linear com a
mesma dimensão (3.3.2) evitando-se o cálculo da derivada de Fréchet bem como a resolução da
respetiva equação matricial de Silvester (3.1.2).
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Observação 3.3.1. Tratando-se de uma abordagem do problema P (X) = 0 diferente da considerada
nos artigos Higham [18] e Jian-hui [26], pág. 310 e 649, a matriz Jacobiana JF é idêntica às matrizes
P e F ∗ denidas apenas para m = 2. Em Bin Zhou [41], pág. 328, está denido o Kronecker
matrix polynomial A⊗(F ), para qualquer m mas não do ponto de vista da derivada de Fréchet
que conduz neste caso à matriz JF .
De uma maneira geral, para um polinómio de grau m, a função F denida por
F = vec(P (X)), (3.3.5)









Das seguintes considerações pode ver-se como a igualdade (3.3.6) pode ser obtida.










 Pelo lema 2.1.19,
vec(Am−iX
i−jHXj−1) = ((Xj−1)T ⊗Am−iXi−j)vec(H).
 O operador vec : Cn×n → Cn2 comuta com a operação derivação D. Ou, dito de outra forma,
Dvec(X)[H] = vec(H), H ∈ Cn×n.
Assim, considerando (3.3.5),
F (x) = vec(P (X)), (3.3.7)
com x = vec(X), e derivando ambos os membros de (3.3.7) no ponto X ∈ Cn×n e na direção de
H ∈ Cn×n, tem-se
DF◦vec(X)[H] = Dvec ◦P (X)[H]
DF (vec(X))Dvec(X)[H] = Dvec(P (X))DP (X)[H]
DF (x)[vec(H)] = vec(DP (X)[H])
JF (x)vec(H) = vec(P
′(X)[H]),
onde
















Esquematicamente, considerando a composição já vista em (3.3.1) e derivando as funções
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(vec ◦ P )(X) e (F ◦ vec)(X) no ponto X ∈ Cn×n e na direção de H ∈ Cn×n, com x = vec(X) e









































De acordo com as considerações feitas e considerando ainda a composição já vista em (3.3.1) é
imediato o seguinte resultado.
Observação 3.3.2. Se x é um zero de F , então X = vec−1(x) é um solvente de P (X).
Por construção, se x é um zero de F então, por construção (3.3.5) e considerando X = vec−1(x),
vec(P (X)) = F (vec(X)) = F (x) = 0, pelo que, P (X) = 0.
Uma vez denida a função F , (3.3.5), e a derivada respetiva, (3.3.6), o Método de Newton Vetorial,
(NV) é agora deduzido através da expansão de F (x) em x na direção de h, onde X = vec−1(x) é
uma aproximação do solvente de P (X) e H = vec−1(h),
F (x+ h) = F (x) + F ′(x)(h) +
1
2
F ′′(x)(h) + · · · ,
desprezando os termos de ordem maior ou igual a 2 em h e admitindo que F (x+ h) = 0 para um
vetor h a determinar. Isto é,
F (x) + F ′(x)(h) ≈ 0. (3.3.8)
3.3.3 Algoritmo Principal
Como referido, o Algoritmo principal resulta da aplicação do método de Newton-Rapshson clássico
à equação vetorial F (x) = vec(P (X)) = 0. Isto é, resolvendo (3.3.8) em ordem a h obtém-se uma
nova aproximação x+ h.
Assim, dada uma aproximação inicial x(0), para cada k = 1, 2, . . ., a aproximação seguinte é
calculada resolvendo a equação
F ′(x(k))(h
(k)) = −F (x(k)),
em ordem a h(k) de modo a que F (x(k) + h(k)) ≈ 0, isto é, considerando x(k+1) = x(k) + h(k).
Nestas condições, o Algoritmo do Método de Newton Vetorial pode ser expresso usando os seguintes
passos:
Algoritmo 3.3.1 NV
1: É dada uma aproximação inicial x(0) e uma margem de erro ε > 0.
2: para k = 0, 1, 2, . . . fazer
3: se ‖F (x(k))‖2 < ε então
4: o método pára.
5: caso contrário
6: h(k) solução de JF (x(k))h(k) = −F (x(k));
7: x(k+1) = x(k) + h(k);




é uma aproximação do solvente.
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A convergência deste método (NV, Algoritmo 3.3.1), atendendo a que corresponde ao método de
Newton clássico aplicado à função F : Cn
2 −→ Cn2 , satisfaz os critérios de convergência dos
Teoremas de Kantorovich de Smale ou de Nesterov-Nemirovskii (ver Gutierrez [17] e [16], pág. 9
e 135 e Argyros [1] e [2], pág. 154 e 12).
3.3.4 Convergência
O primeiro resultado referido (Teorema de Kantorovich), válido para uma função entre espaços
Banach F : X → Y, baseia-se na convergência do método de Newton escalar relativamente ao
polinómio p(t) = γ2 t












são reais e positivas, com t∗ < t∗∗, desde que 2βγ < 1.




, tem-se t∗ ∈ I e
p′(t) = γt− 1 < 0 , ∀t ∈ I;
p′′(t) = γ > 0 , ∀t ∈ I;
p(0)p′′(t) > 0 , ∀t ∈ I.
Portanto, para t0 = 0 a sucessão obtida através do método de Newton,




é crescente e converge para t∗.
Observação 3.3.5. O método de Newton denido por (3.3.9) nas condições referidas é convergente










Além disso, são válidos os seguintes resultados, necessários na demonstração do critério de conver-
gência:
Lema 3.3.6. Considerando ϕk = θ
2k
1−θ2k
, com k = 0, 1, 2, . . ., onde θ = t
∗
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Lema 3.3.7. Seja tk a sucessão denida por (3.3.9). Então
t∗ − tk = (t∗∗ − t∗)ϕk. (3.3.11)
Demonstração. A prova é feita por indução. Para k = 0,
t∗ − t0 = t∗ − 0 = (t∗∗ − t∗)
t∗
t∗∗ − t∗
= (t∗∗ − t∗) θ
1− θ
= (t∗∗ − t∗)ϕ0.
Admitindo que o resultado é válido para k, isto é,
t∗ − tk = (t∗∗ − t∗)ϕk,
então, considerando tk+1, tem-se











2 (tk − t
∗)(tk − t∗∗)
γ
2 (2tk − t∗ − t∗∗)
=
(tk − t∗)(tk − t∗∗)
(2tk − t∗ − t∗∗)
=
(tk − t∗)(tk − t∗∗)
2(tk − t∗) + (t∗ − t∗∗)
,
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obtendo-se
t∗ − tk+1 = t∗ − tk +
(tk − t∗)(tk − t∗∗)
2(tk − t∗) + (t∗ − t∗∗)
=
−(t∗ − tk)2
2(tk − t∗) + (t∗ − t∗∗)
=
−(t∗∗ − t∗)2ϕ2k
−2(t∗∗ − t∗)ϕk + t∗ − t∗∗
=
−(t∗∗ − t∗)2ϕ2k




= (t∗∗ − t∗)ϕk+1.

Lema 3.3.8. (Lema de Banach sobre Operadores Invertíveis, ver Driver [8], pág.95, Datta [4], pág.
22) Se T é um operador linear e contínuo denido de X em X , então existe T−1 se e só se existir
um operador linear P de X em X , limitado1 e invertível tal que ‖I − PT‖ < 1. Nestas condições,
‖T−1‖ ≤ ‖P‖
1− ‖I − PT‖
.
De seguida apresenta-se uma versão do Teorema de Kantorovich baseada no desenvolvimento feito
por Gutierrez [17], pág. 11, em que a demonstração foi adaptada ao contexto agora apresentado.
Teorema 3.3.9. (Kantorovich) Se a função F : Cn
2 → Cn2 é diferenciável em Cn2 e verica as
seguintes condições em Br(x(0)) = {x ∈ Cn
2
: ‖x− x(0)‖ ≤ r} :




2. ‖J−1(JF (x)− JF (y))‖ ≤ γ‖x− y‖, x, y ∈ Br(x(0)), γ > 0;
3. ‖J−1F (x(0))‖ ≤ β;
4. βγ < 1/2;





i) x(k+1) = x(k)−J−1F (x(k))F (x(k)), está bem denido para cada k = 1, 2, . . . e converge para uma
solução s de F (x) = 0;




iii) A sucessão x(k+1), denida em i), tem ordem de convergência quadrática e
‖x(k) − s‖ < (t∗∗ − t∗) θ
2k
1− θ2k




1P um operador linear e contínuo entre espaços de Banach X ,Y é limitado em X , i.é.,‖P (x)‖ ≤ c‖x‖.
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Demonstração. Para cada x ∈ Bt∗(x(0)),
‖I − J−1JF (x)‖ = ‖J−1JF (x(0))− J−1JF (x)‖ ≤ γ‖x(0) − x‖ ≤ γt∗ = 1−
√
1− 2βγ < 1,
logo, pelo Lema 3.3.8, o operador JF (x) é invertível para todo x ∈ Bt∗(x(0)) e
‖J−1F (x)‖ ≤
‖J−1‖
1− ‖I − J−1JF (x)‖
, ou ‖J−1F (x)J‖ ≤
1




Assim, x(k+1) = x(k) − J−1F (x(k))F (x(k)), está bem denido para cada x(k) ∈ Bt∗(x(0)).
Por outro lado, ‖x(1) − x(0)‖ ≤ t1 − t0 pois
‖x(1) − x(0)‖ = ‖J−1F (x(0))‖ ≤ β = − p(0)
p′(0)
= t1 − t0,
e, admitindo que ‖x(k) − x(k−1)‖ ≤ tk − tk−1, então
‖x(k+1) − x(k)‖ = ‖J−1F (x
(k))F (x(k))‖ ≤ ‖J−1F (x
(k))J‖‖J−1F (x(k))‖ (3.3.12)
onde,






































‖x(k+1) − x(k)‖ ≤ ‖J−1F (x
(k))J‖‖J−1F (x(k))‖
≤ 1







1− γ‖x(k) − x(0)‖
‖x(k) − x(k−1)‖2,
onde a última desigualdade resulta do fato de
‖I − J−1JF (x(k))‖ ≤ γ‖x(k) − x(0)‖ ⇒ −‖I − J−1JF (x(k))‖ ≥ −γ‖x(k) − x(0)‖
⇒ 1− ‖I − J−1JF (x(k))‖ ≥ 1− γ‖x(k) − x(0)‖
⇒ 1
1− ‖I − J−1JF (x(k))‖
≤ 1
1− γ‖x(k) − x(0)‖
.
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Atendendo a que ‖x(k) − x(0)‖ ≤ tk pois,
‖x(k) − x(0)‖ ≤ (tk − tk−1) + (tk−1 − tk−2) + · · ·+ (t1 − t0) = tk,
e tendo em conta que β = tk − γtktk−1 + γ2 t
2
k−1 + tk−1 então pode concluir-se,






= tk+1 − tk. (3.3.13)
Assim, ‖x(k) − x(k−1)‖ ≤ tk − tk−1, ∀k = 1, 2, . . ., e atendendo a que a sucessão tk é convergente
(Observação 3.3.5) e, portanto, uma sucessão de Cauchy, então por (3.3.13), xk é também uma
sucessão de Cauchy,
‖x(k+p) − x(k)‖ ≤ (tk+p − tk+p−1) + (tk+p−1 − tk+p−2) + · · ·+ (tk+1 − tk) = tk+p − tk,
logo convergente (xk → s ∈ Bt∗(x(0)), tk < t∗,∀k).
Para além disso, tem-se que
‖J−1F (x(k))‖ ≤ γ
2
‖x(k) − x(k−1)‖2 ≤ γ
2
(tk − tk−1)2, (3.3.14)
pelo que, passando ambos os membros de (3.3.14) ao limite, tem-se
F (s) = 0,
o que prova i).
Para provar a unicidade da solução s em Bt∗∗(x(0)), considere-se outra raiz da equação F (x) = 0,
s′ ∈ Bt∗∗(x(0)). Assim,
0 = J−1(F (s)− F (s′)) = J−1
∫ 1
0









‖M − I‖ = ‖
∫ 1
0




















(t∗ + t∗∗) = 1,
logoM é invertível (Lema 3.3.8, onde ‖I−MI‖ = ‖I−M‖ < 1, com I um operador linear limitado
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e invertível) e portanto s = s′, o que prova ii).
Relativamente à alínea iii), para p ≥ 1, ‖x(k+p) − x(k)‖ ≤ tk+p − tk e passando ao limite com
p→ +∞, tem-se ainda
‖s− x(k)‖ ≤ t∗ − tk, (3.3.15)
onde, pelo lema 3.3.7,









O Teorema anterior assegura que, nas condições de convergência (Teorema 3.3.9), a sucessão xk é
uma sucessão de Cauchy e converge para uma solução s da equação F (x) = 0. Segundo a Observa-
ção 3.3.2, considerando S = vec−1(s), tem-se que P (S) = 0, pelo que ca também assegurado que,
no ponto 8 do Algoritmo 3.3.1, se obtém realmente uma aproximação de um solvente de P (X),
situação descrita através do seguinte Corolário.
Corolário 3.3.10. A sucessão X(k) = vec−1(x(k)) converge para um solvente de P (X).
Assegurada a convergência do método de Newton Vetorial, fez-se posteriormente a análise do
comportamento do respetivo Algoritmo 3.3.1, quando comparado com outros Algoritmos, nomea-
damente os Algoritmos 2.1, 3.1, 3.2 e 3.3, denidos em Jian-hui [26].
Nesta comparação usou-se o polinómio matricial,
P (X) =
 17.6 1.28 2.891.28 0.84 0.413
2.89 0.413 0.725
X2 +
 7.66 2.45 2.10.23 1.04 0.223
0.6 0.756 0.658
X +
 121 18.9 15.90 2.7 0.145
11.9 3.64 15.5
 . (3.3.16)
Tendo em conta a Observação 3.2.10 consideram-se aproximações iniciais complexas para assegurar
que os métodos convergem, mesmo no caso de o solvente ser complexo.
Usando o Algoritmo 3.3.1 (NV), com a aproximação inicial
x(0) = vec(iA2) = vec





obtém-se após 9 iterações,
X(9) = vec−1(x(9)) =
 −0.365507 + 3.20705i 0.00526813 + 0.19849i 0.0502906− 0.728978i0.226552− 2.05575i −0.568877 + 1.39304i 0.245173− 2.21197i
1.00784− 2.36984i −0.0508553 + 0.106218i −0.755884 + 8.08455i
 ,
com ‖F (x(9))‖2 = 2.61022× 10−7.
Nas tabelas 3.2, 3.3 e 3.4 apresentam-se os resultados obtidos através do Algoritmo 3.3.1 (NV) e
dos Algoritmos 2.1, 3.1, 3.2 e 3.3, denidos em Jian-hui [26], pág. 647, 650 e 651, quer em termos
de iterações necessárias (k), para se obter uma aproximação do solvente com uma determinada
margem de erro (ε), quer em termos de tempo de CPU gasto nesse cálculo (t  medido em
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segundos através do comando Timing[ ] do Mathematica).
Assim, usando o Algoritmo 3.3.1, com a aproximação inicial x(0) = vec(iI3), obtém-se para k = 7,
X(7) = vec−1(x(7)) =
 −0.365507 + 3.20705i 0.00526813 + 0.19849i 0.0502906− 0.728978i0.226552− 2.05575i −0.568877 + 1.39304i 0.245173− 2.21197i
1.00784− 2.36984i −0.0508553 + 0.106218i −0.755884 + 8.08455i
 ,






NV 2.1 3.1 3.2 3.3
k 7 7 6 6 6
t 0.125s 0.172s 1.406s .766s 1.047s






NV 2.1 3.1 3.2 3.3
k 7 7 5 5 5
t 0.11s 0.171s 1.188s 0.562s 0.782s






NV 2.1 3.1 3.2 3.3
k 20 20 7 7 6
t 0.25s 0.484s 1.969s 1.203s 1.531s
Tabela 3.4: Comparação do Algoritmo 3.3.1 com os Algoritmos 2.1, 3.1, 3.2 e 3.3.
Destaca-se o fato de que o presente Algoritmo é o mais económico em termos de tempo gasto
no cálculo da aproximação (ver tabela (3.4)): para calcular 20 iterações, o método (NV) necessita
apenas 1/6 do tempo daquele que usa o método (3.3) a calcular X(6).
Necessita, contudo, mais iterações que os Algoritmos 3.1, 3.2 e 3.3 mas, como se trata apenas de
uma nova versão do método de Newton, a sua convergência é também suscetível de ser acelerada:
fazendo uma adaptação dos métodos 3.2 e 3.3 ao contexto do Método de Newton Vetorial (NV),
obtêm-se os Algoritmos 3.3.2 e 3.3.3 denidos a seguir.
3.3.11 Algoritmos com Procura Unidimensional
Basicamente, a Procura Unidimensional permite acelerar a convergência do Método Newton Ve-
torial (NV) através da otimização do acréscimo h(k). A ideia consiste em admitir que a solução
do sistema JF (x(k))h(k) = −F (x(k)) determina a melhor direção h(k) para encontrar a solução da
equação F (x) = 0, mas que o seu comprimento ‖h(k)‖2 pode não ser o mais adequado.
Assim, no Algoritmo seguinte (NV 3.2), é introduzido um novo parâmetro ε0 > 0 e, em cada
iteração, sempre que o valor de ‖F (x(k) + h(k))‖2 for superior a ε0, procede-se à otimização do
acréscimo h(k) minimizando o valor de ‖F (x(k) + sh(k))‖2 em função de s ∈ [0, 2]. Isto é, nestas
condições o termo x(k+1) é calculado usando x(k+1) = x(k) + th(k), onde t é o mínimo da expressão
‖F (x(k) + sh(k))‖2 para s ∈ [0, 2].
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Algoritmo 3.3.2 (NV 3.2)
1: É dada uma aproximação inicial x(0), ε0 > 0 e uma margem de erro ε > 0.
2: para k = 0, 1, 2, . . . fazer
3: se ‖F (x(k))‖2 < ε então
4: o método pára.
5: caso contrário
6: h(k) solução de JF (x(k))h(k) = −F (x(k));
7: se ‖F (x(k) + h(k))‖2 ≤ ε0 então
8: x(k+1) = x(k) + h(k);
9: caso contrário
10: t = mins∈[0,2] ‖F (x(k) + sh(k))‖2;
11: x(k+1) = x(k) + th(k);




é uma aproximação do solvente.
Enquanto que, no Algoritmo anterior apenas se altera o método de Newton Vetorial (NV quando
‖F (x(k)+h(k))‖2 > ε0, mantendo a versão original se ‖F (x(k)+h(k))‖2 ≤ ε0, no próximo Algoritmo
(NV 3.3) são também introduzidas alterações de cálculo, mesmo no caso de o valor ‖F (x(k)+h(k))‖2
ser inferior a ε0.
Isto é, uma vez determinado o acréscimo h(k), solução do sistema JF (x(k))h(k) = −F (x(k)), para
além da otimização já introduzida no Algoritmo NV 3.2 considera-se ainda, sempre que o valor
‖F (x(k) +h(k))‖2 seja inferior a ε0, um termo da sucessão intermédio x(k,1) (ponto 8 do Algoritmo
NV 3.3) e o sistema JF (x(k))h(k,1) = −F (x(k,1)). A solução h(k,1) pode ser obtida a partir da
resolução já considerada na determinação de h(k) uma vez que a matriz do sistema é comum a
ambos os sistemas.
Algoritmo 3.3.3 (NV 3.3)
1: É dada uma aproximação inicial x(0), ε0 > 0 e uma margem de erro ε > 0.
2: para k = 0, 1, 2, . . . fazer
3: se ‖F (x(k))‖2 < ε então
4: o método pára.
5: caso contrário
6: h(k) solução de JF (x(k))h(k) = −F (x(k));
7: se ‖F (x(k) + h(k))‖2 ≤ ε0 então
8: x(k,1) = x(k) + h(k);
9: h(k,1) solução de JF (x(k))h(k,1) = −F (x(k,1));
10: x(k+1) = x(k,1) + h(k,1);
11: caso contrário
12: t = mins∈[0,2] ‖F (x(k) + sh(k))‖2;
13: x(k+1) = x(k) + th(k);




é uma aproximação do solvente.
Voltando novamente a considerar o polinómio matricial introduzido em (3.3.16) e as aproximações
iniciais x(0) = vec(iI3), X(0) = 10iI3 e X(0) = 105iI3, os Algoritmos agora denidos, NV 3.2 e NV






NV NV 3.2 NV 3.3
k 7 6 6
t 0.203s 0.687s 0.75s
Tabela 3.5: Comparação do Algoritmo NV com os Algoritmos NV 3.2 e NV 3.3.
Destaca-se o fato de os Algoritmos NV 3.2 e NV 3.3 terem um comportamento idêntico ao dos
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NV NV 3.2 NV 3.3
k 7 5 5
t 0.187s 0.562s 0.579s






NV NV 3.2 NV 3.3
k 20 6 6
t 0.36s 0.797s 0.718s
Tabela 3.7: Comparação do Algoritmo NV com os Algoritmos NV 3.2 e NV 3.3.
métodos (3.2) e (3.3), em termos de iterações necessárias e uma redução de tempo gasto no cálculo






NV NV 3.2 NV 3.3 3.2 3.3
k 20 6 6 7 6
t 0.36s 0.797s 0.718s 1.203s 1.531s
Tabela 3.8: Comparação dos Algoritmos NV, NV 3.2 e NV 3.3 com os Algoritmos 3.2 e 3.3.
A seguir são apresentados exemplos onde se faz a comparação, para além dos Algoritmos NV 3.2
e NV 3.3 e os Algoritmos 3.2 e 3.3, do Algoritmo principal NV com o Algoritmo A.1.1, Anexo A.
3.3.12 Exemplos
No exemplo seguinte faz-se a comparação do Algoritmo principal do método de Newton Vetorial,
Algoritmo NV, com o Algoritmo A.1.1, Anexo A, relativamente a um caso extremo onde o Algo-
ritmo A.1.1 não converge, devido ao mau condicionamento das primeiras iterações na equação de
Silvester.























, com ‖F (x(0))‖2 = 34.6392,
obtém-se, para k = 127,
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com ‖F (x(127))‖2 = 1.89842× 10−6.
Neste caso, usando o método de Newton com derivada de Fréchet denido na secção (A.1.1), para







com ‖P (X(200))‖2 = 1333.86, tendo esta discrepância origem no mau condicionamento das primei-
ras iterações na equação de Silvester uma vez que, para outras aproximações iniciais, ambos os
métodos conduzem a resultados semelhantes: para X(0) = A0, obtém-se, para ambos os métodos,






com ‖P (X(36))‖2 = 3.05771× 10−7.
Relativamente aos métodos 2.1, 3.1, 3.2 e 3.3, denidos em Long [26], pág. 650, bem como aos






, com ‖F (x(0))‖2 = 34.6392,
tão pouco convergem pois, para cada iteração k, o valor de t que minimiza a expressão
t = min
s∈[0,2]
‖P (Xk − sEk)‖ ≈ 0.
Considerando X(0) = A0, os métodos referidos conduzem, ainda pelo mesmo motivo, a resultados




0.0758396 + 2.39461i,−0.0380847− 1.16685i
−0.00721708− 0.337056i, 0.17666 + 5.71038i
]
.
A seguir considera-se um exemplo onde se faz a comparação do Algoritmo principal do método
de Newton Vetorial, Algoritmo 3.3.1, com os Algoritmos 3.3.2 e 3.3.3, para a mesma aproximação
inicial e xando o número de iterações.
Exemplo 3.3.14. Considere-se o polinómio matricial
P (X) =
 17.6 1.28i 2.891.28 0.84 0.413
2.89 0.413 0.725
X4 +
 7.66 2.45 2.10.23 1.04 0.223
0.6 0.756 0.658
X3 +




 −36 −348 −2−174 −558 −0.2
−2 −0.2 −1
X +
 −20 −50 −10−30 −39.19 −1
−10 −1 −50
 ,
e a aproximação inicial
x(0) = vec

 100i 0 00 100i 0
0 0 100i

 , com ‖F (x(0))‖2 = 1.82× 109.
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Relativamente aos Algoritmos 3.3.1, 3.3.2 e 3.3.3, xando o número de iterações em k = 11,
obtêm-se as seguintes aproximações do solvente de P (X):
 Algoritmo 3.3.1
X(11) = vec−1(x(11)) =
 −0.342175 + 5.59429i −0.536225 + 2.55359i −0.173195− 0.504011i−1.6514 + 1.36415i −5.28056 + 9.16863i −0.434563− 0.61365i
2.02363− 5.29662i 4.54403− 12.4746i 0.490706 + 7.82669i
 ,
com ‖F (x(11))‖2 = 5360.47;
 Algoritmo 3.3.2
X(11) = vec−1(x(11)) =
 0.0607777 + 3.70645i −0.340695 + 2.64189i −0.0970939− 0.794576i−1.63195 + 2.01579i −5.30708 + 9.17079i −0.427085− 0.500204i
0.641935− 5.59857i 4.10972− 12.467i 0.120044 + 7.71921i
 ,
com ‖F (x(11))‖2 = 3.1864× 10−10;
 Algoritmo 3.3.3
X(11) = vec−1(x(11)) =
 0.0607777 + 3.70645i −0.340695 + 2.64189i −0.0970939− 0.794576i−1.63195 + 2.01579i −5.30708 + 9.17079i −0.427085− 0.500204i
0.641935− 5.59857i 4.10972− 12.467i 0.120044 + 7.71921i
 ,
com ‖F (x(11))‖2 = 1.71621× 10−11.
Na tabela (3.9) apresentam-se os resultados obtidos com os Algoritmos 3.3.1, 3.3.2 e 3.3.3 em
termos do tempo de CPU t, gasto no cálculo da aproximação x(11) (medido em segundos através






NV NV 3.2 NV 3.3
t 3.766s 15.875s 17.485s
‖F (x(11))‖2 5360.47 3.19× 10−10 1.72× 10−11
Tabela 3.9: Comparação dos Algoritmos 3.3.1, 3.3.2 e 3.3.3
Como seria de esperar, em 11 iterações os Algoritmos 3.3.2 e 3.3.3 conseguem calcular uma apro-
ximação muito boa (com ‖F (x(11))‖2 < 12 × 10
−9) enquanto que o Algoritmo principal, 3.3.1,
não apresenta um resultado aceitável (‖F (x(11))‖2 > 5000). Para se obter uma aproximação com
‖F (x(k))‖2 < 12×10
−9, são necessárias 18 iterações do Algoritmo principal. Apesar de convergirem
mais depressa, os Algoritmos 3.3.2 e 3.3.3, consomem mais tempo de CPU nesses cálculos (quase
o quíntuplo do tempo gasto pelo Algoritmo principal).







NV NV 3.2 NV 3.3
t 1.89s 6.812s 7.469s
‖F (x(11))‖2 0.006056 3.804× 10−7 3.988× 10−11
Tabela 3.10: Comparação dos Algoritmos 3.3.1, 3.3.2 e 3.3.3
Neste caso, para se obter uma aproximação com ‖F (x(k))‖2 < 12 × 10
−9 são necessárias apenas 17
iterações com Algoritmo principal.
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Capítulo 4
Cálculo de Blocos Valores Próprios
De acordo com a Observação 2.4.9, dado X um bloco valor próprio da matriz companheira
CV = V X de dimensão n× n, se o bloco V1 ∈ Cn×n de V ∈ Cmn×n, for não singular, então
Y = V1X(V1)
−1
é um solvente do polinómio P (X). Sendo o assunto principal deste trabalho o cálculo de solventes,
um bloco valor próprio nas condições referidas é também, deste ponto de vista, uma alternativa
de cálculo de solventes.
De uma forma geral, uma das maneiras de se calcular um bloco valor próprio e um bloco vetor
próprio (Denição 2.4.8) de uma matriz A ∈ Cm×m é através da resolução da equação
AV = V X, (4.0.1)
onde V ∈ Cm×n é uma matriz de caraterística máxima e X ∈ Cn×n, que corresponde a um sistema
não linear de m× n equações (AV ∈ Cm×n) com n2 +m× n variáveis,
X = [xi,j ]i,j=1,...,n e V = [vl,j ]j=1,...,n
l=1,...,m
.
Nestas condições, tendo em conta a informação espetral da matriz A (ou, se for esse o caso, da
λ-Matriz P (λ), tal como referido atrás, Denição 2.3.3), a resolução do sistema (4.0.1) só é possível
xando ou o bloco valor próprio X ou o bloco vetor próprio V .
Deste ponto de vista, um dos métodos iterativos com aplicação no cálculo de blocos valores próprios
da equação (4.0.1) é o método da Potência (ver Dennis [9], pág. 83), Algoritmo A.1.4.
Na secção seguinte é feita a construção de um método alternativo ao método da Potência de-
signado por método Newton Vetorial para Blocos Valores Próprios, Algoritmo 4.1.1, e que será
posteriormente generalizado para Blocos Valores Próprios de um feixe (A,B).
4.1 Método Newton Vetorial para Blocos Valores Próprios








com V2 ∈ C(m−n)×n.
Assim, a equação correspondente,
AV − V X = 0, (4.1.2)
é um sistema não linear com m × n equações (AV ∈ Cm×n) e m × n variáveis, uma vez que, n2
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variáveis de V estão xas (V1 = In).
Observação 4.1.1. Considerando bloco vetores normalizados (tal como em (4.1.1)) em certa medida,
corresponde a considerar um caso particular de blocos valores próprios não englobando portanto
todas as possibilidades que constam na Denição 2.4.8 (um bloco vetor próprio tem n linhas









tem caraterística 2 mas as duas primeiras linhas são linearmente dependentes.
Nas condições consideradas na equação (4.1.2), adaptando o método de Newton Vetorial, secção
3.3, a este problema, obtém-se o seguinte Algoritmo:
4.1.2 Algoritmo do Método
Após as adaptações efetuadas ao Algoritmo 3.3.1, NV, que resultam apenas da função
F := vec
(
AV − V X
)
agora considerada e cuja construção será desenvolvida na secção 4.1.3,
considera-se o seguinte Algoritmo.
Algoritmo 4.1.1 (NVBVP)
1: Dados ε > 0, A, V
(0)
e X(0).
2: para k = 0, 1, . . . fazer
3: z(k) = vec(AV
(k) − V (k)X(k));
4: se ‖z(k)‖2 < ε então
5: o método pára.
6: caso contrário
7: (h̃(k), λ(k)), solução de
(
In ⊗A− (X(k))T ⊗ Im
)
h̃(k) − (In ⊗ V
(k)
)λ(k) = −z(k);
8: (H̃(k),Λ(k)) = vec−1(h̃(k), λ(k));
9: (V
(k+1)
, X(k+1)) = (V
(k)
, X(k)) + (H̃(k),Λ(k))
10: V = V
(k)
, X = X(k) tais que AV = V X.
A convergência deste método pode ser obtida pelo Teorema 3.3.9 aplicado à função F referida
(denida na equação (4.1.6)), com as adaptações resultantes da construção que se apresenta a
seguir.
4.1.3 Convergência
No sentido de serem estabelecidas as condições de convergência do Algoritmo anterior, começa-se
por descrever essa construção, fazendo-se posteriormente a adaptação do Teorema 3.3.9.







a restrição desta ao conjunto {In} × C(m−n)×n é uma bijeção sobre C(m−n)×n com inversa p−11
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denida por p−11 (V2) = V . Na realidade é um difeomorsmo e
Dp−11 (V2) : C
(m−n)×n ←→ {0n×n} ×C(m−n)×n,
onde Dp−11 (V2)[H2] = H̃ ∈ {0n×n} ×C(m−n)×n.
Deste ponto de vista, pode entender-se a função G(V ,X) = AV − V X como denida em
C(m−n)×n ×Cn×n, uma vez que n2 variáveis de V estão xas (V1 = In).
Isto é,
C(m−n)×n ×Cn×n L−−−→ {In} ×C(m−n)×n ×Cn×n
G−−−−−→ Cm×n
(V2, X) −−→ (In, V2︸ ︷︷ ︸
=V
, X) → AV − V X , (4.1.3)
onde L = (p−11 × id), id a função identidade em Cn×n.
Designando a função composta G ◦ L por F̃ = G ◦ L, tem-se
F̃ (V2, X) = G ◦ L(V2, X) = G(p−11 [V2]︸ ︷︷ ︸
=V
, id(X)) = G(V ,X), (4.1.4)
e, derivando ambos os membros de (4.1.4), no ponto (V2, X) e na direção de (H2,Λ), tem-se
F̃ ′(V2, X)[H2,Λ] = G
′(V ,X)[H̃,Λ] (4.1.5)







e Λ ∈ Cn×n.


















onde v2 = vec(V2), x = vec (X), as soluções da equação (4.1.2) cam caraterizadas em função dos
zeros de F ,
F : Cmn −→ Cmn
(v2, x) → vec(AV − V X).
Dito de outra forma,
F (vec(V2, X)) = vec(F̃ (V2, X)) = vec(AV − V X), (4.1.6)
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v2 = vec(V2), x = vec (X) , h2 = vec(H2), h̃ = vec(H̃), v = vec(V ) e λ = vec (Λ) .
Atendendo ao lema 2.1.19, obtém-se








F ′(v2,x)[h2, λ] = vec
(
AH̃ − H̃X − V Λ
)
JF (v2,x)(h2, λ) =
(








JF (v2,x)(h2, λ) =
(



























, k = 1, 2, . . . (4.1.8)
onde (h(k)2 , λ









(k)) = −F (v(k)2 , x(k)). (4.1.9)











, k = 1, 2, . . . (4.1.10)
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(k) − V (k)X(k)
)
. (4.1.11)
O Algoritmo 4.1.1 resulta da aplicação do método de Newton à função F , denida em (4.1.6).




(0)) = {(v2, x) ∈ C(m−n) ×Cn
2
: ‖(v2, x)− (v(0)2 , x(0))‖2 ≤ r},














está bem denida para cada k = 1, 2, . . . e converge para uma solução (v2, x) de F (v2, x) = 0.
Os próximos resultados visam precisamente assegurar que, nas condições de convergência do Teo-
rema 3.3.9, o Algoritmo 4.1.1 está bem denido e gera uma sucessão que converge para um bloco
valor próprio e bloco vetor próprio da matriz A.
De seguida faz-se a transposição do resultado em termos dos zeros da função F para blocos valores
próprios e blocos vetores próprios da matriz A, soluções da equação AV = V X.
Observação 4.1.5. Se (v2, x) ∈ C(m−n)n ×Cn
2











(Por construção) Seja (V2, X) = vec−1(v2, x) ∈ C(m−n)×n × Cn×n. Se (v2, x) é um zero de
F , então, por construção (4.1.6), F̃ (V2, X) = 0, e tendo em conta (4.1.4), então F̃ (V2, X) =
G(p−11 [V2]︸ ︷︷ ︸
=V
, id(X)) = G(V ,X), isto é, vec(AV − V X) = 0.
A seguir é feita a adaptação do Teorema 3.3.9 à função F agora considerada, de modo a garantir
a convergência do Algoritmo 4.1.1 para um zero de F .
Teorema 4.1.6. Se a função F , para uma aproximação inicial (v(0)2 , x
(0)) ∈ C(m−n)n×Cn2 , satisfaz
as condições de convergência do Teorema 3.3.9 (Gutierrez [17], pág. 9), então a sucessão calculada
nos pontos 3) e 4) do Algoritmo 4.1.1 está bem denida e converge para (v, x), onde (V ,X) é uma
solução da equação AV = V X.
Demonstração. Nas condições do Teorema e atendendo à igualdade (4.1.7), a solução do sistema
considerado em 3), (








está denida por (h̃(k), λ(k)), onde (h(k)2 , λ






(k)) e as restantes co-







+ (h̃(k), λ(k)) está bem denida.







(k)) converge para (v2, x) ∈
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(v, x). Pela Observação 4.1.5, AV = V X. 
Este resultado aliado à Observação 4.1.5 garante que o Algoritmo 4.1.1 permite o cálculo de um
bloco valor próprio e bloco vetor próprio da matriz A.
Assim, na secção seguinte, são apresentados exemplos elucidativos da convergência do Algoritmo
4.1.1 para um bloco valor próprio e bloco vetor próprio da matriz A
4.1.7 Exemplos
Nos exemplos seguintes consideram-se aproximações iniciais do tipo,
X(0) = αIn, (4.1.13)









onde a matriz U tem todas as entradas iguais a 1 em C(m−n)×n, m e n são as dimensões da matriz
A e do bloco valor próprio X, respetivamente, β = 1.13mn e α igual ao raio espetral1 da matriz
A.
Relativamente a cada exemplo, faz-se ainda a comparação deste método, Algoritmo 4.1.1, com o
método da Potência (Algoritmo A.1.4). São também apresentados os espectros, quer da matriz A,
quer do bloco valor próprio X calculado através do Algoritmo 4.1.1, vericando-se Λ(X) ⊂ Λ(A),
uma vez que é uma condição necessária (mas não suciente, ver Teorema 1 em Pereira [31], pág.
47) para que X seja um bloco valor próprio de A.
Neste primeiro exemplo são ainda apresentados de forma detalhada os cálculos que permitem a
determinação da iteração seguinte, nomeadamente os pontos 7, 8 e 9 do respetivo Algoritmo 4.1.1.
Exemplo 4.1.8. Considere-se a matriz
A =

−22 −86 −6 50 8 −6
43 107 −25 −81 3 17
−434 −1330 80 800 40 −100
665 1561 −400 −1120 50 190
−5180 −14140 1826 8770 100 −1140
7070 16030 −4385 −11329 570 1810

,


















1Sem que constitua um critério rigoroso que assegure à partida a convergência, nos exemplos conside-
rados esta escolha revelou-se eciente quando comparada com outras aproximações iniciais para as quais
o método diverge.
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, está denido por

−6H3,1 + 50H4,1 + 8H5,1 − 6H6,1 − Λ1,1
−25H3,1 − 81H4,1 + 3H5,1 + 17H6,1 − λ2,1
−432H3,1 + 800H4,1 + 40H5,1 − 100H6,1 − 13.56Λ1,1 − 13.56Λ2,1
−400H3,1 − 1632H4,1 + 50H5,1 + 190H6,1 − 13.56Λ1,1 − 13.56Λ2,1
1826H3,1 + 8770H4,1 − 412H5,1 − 1140H6,1 − 13.56Λ1,1 − 13.56Λ2,1
−4385H3,1 − 11329H4,1 + 570H5,1 + 1298H6,1 − 13.56Λ1,1 − 13.56Λ2,1
−6H3,2 + 50H4,2 + 8H5,2 − 6H6,2 − Λ1,2
−25H3,2 − 81H4,2 + 3H5,2 + 17H6,2 − Λ2,2
−432H3,2 + 800H4,2 + 40H5,2 − 100H6,2 − 13.56Λ1,2 − 13.56Λ2,2
−400H3,2 − 1632H4,2 + 50H5,2 + 190H6,2 − 13.56Λ1,2 − 13.56Λ2,2
1826H3,2 + 8770H4,2 − 412H5,2 − 1140H6,2 − 13.56Λ1,2 − 13.56Λ2,2


















cuja solução é o vetor




























































































Após 7 iterações obtém-se uma aproximação do bloco vetor próprio e bloco valor próprio com
‖AV (7) − V (7)X(7)‖2 < 10−5,
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onde o bloco X(7) é dominante pois Λ(X(7)) = {512, 343} e Λ(A) = {512, 343, 64, 27, 8, 1}.


















após 5 iterações obtém-se uma aproximação do bloco vetor próprio e bloco valor próprio com


















onde Λ(X(5)) = {8, 1}.
Para outras aproximações iniciais obtêm-se diferentes blocos valores próprios: considerando βmn =
−10000 e α = 1, obtém-se um bloco valor próprio X(10) com Λ(X(10)) = {64, 1}.












o método da Potência (Algoritmo A.1.4) converge em 11 iterações para o mesmo bloco vetor próprio
da matriz A. Quanto ao tempo dispendido no cálculo, o método 4.1.1 apesar de convergir em menos
iterações consome mais tempo de CPU, (0.078s) contra (0.016s) do método da Potência.
O próximo exemplo corresponde a um caso em que o método da Potência não converge (na reali-
dade, a matriz A considerada não tem um bloco valor próprio dominante (Denição equivalente a
2.4.6), condição necessária para assegurar a sua convergência (ver Dennis [9], pág. 84) enquanto
que o método de Newton Vetorial para Blocos Valores Próprios converge em 8 iterações.
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−0.835461− 0.450355i 0.31773 + 0.0283688i −5.71915 + 0.382979i
−1.50922− 0.0070922i 0.55461 + 0.567376i −13.583− 1.34043i




2.67021 + 4.50355i −0.0851064− 0.283688i 1.53191− 3.82979i
0.404255 + 0.070922i 2.29787− 5.67376i 3.6383 + 13.4043i
0.170213− 0.496454i −0.0851064− 0.283688i 4.03191 + 1.17021i

.


















após 8 iterações obtém-se uma aproximação do bloco vetor próprio e do bloco valor próprio com


















onde Λ(X(8)) = {0.5, 0.5} e Λ(A) = {2− 5i, 2− 5i, 2 + 5i, 2 + 5i, 0.5, 0.5}.











após 600 iterações obtém-se
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V (600) =

1.08556− 0.0841213i 0.348377− 0.250739i
1.30348− 0.197716i −0.62027 + 0.0572379i
1 0
0 1
−0.88636 + 0.890544i 1.32035 + 0.141066i





−0.591718− 0.259536i 3.04955− 1.24041i




Λ(X(600)) = {2 + 5i,−0.612306− 3.80525I} * Λ(A) = {2− 5i, 2− 5i, 2 + 5i, 2 + 5i, 0.5, 0.5}.
4.1.10 Aplicação à matriz C
Considere-se um polinómio matricial mónico
P (X) = Xm +A1X
m−1 + · · ·+Am, (4.1.15)
de grau m na variável X ∈ Cn×n. A matriz companheira é da forma
C =






. . . In
−Am −Am−1 · · · −A1
 , (4.1.16)
que corresponde a uma matriz particionada em m2 blocos Ci,j ∈ Cn×n, i, j = 1, . . . ,m, onde
Ci,i+1 = In, i = 1, . . . ,m − 1, Cm,j = −Am−j+1, j = 1, . . . ,m e as restantes bloco matrizes são
nulas.
A equação
CV = V X, (4.1.17)








é condição necessária e suciente (Teorema 2.4.1) para que uma matriz X seja um solvente de
P (X) = 0.
Isto é, X é um solvente de P (X) se e só seX for um bloco valor próprio da matriz companheira onde
V , o vetor denido em (4.1.18), é o seu bloco vetor próprio associado. Assim, é possível determinar
um solvente de P (X) através do cálculo de um bloco valor próprio da matriz companheira C, desde
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que o bloco vetor próprio associado seja normalizado na forma V .
A exemplo do que pode ser feito com o método da Potência, em que se usam os blocos valores
próprios para obter solventes, o método Newton Vetorial para Blocos Valores Próprios, quando
aplicado à matriz companheira C, é ainda um método viável no cálculo de solventes de P (X).
De seguida é apresentado um exemplo de utilização do método Newton Vetorial para Blocos Valores
Próprios, aplicado à matriz companheira C de um polinómio de grau 5, com o objetivo de exibir
as potencialidades deste método quando aplicado no cálculo de um solvente.
Utilizam-se ainda aproximações iniciais do tipo,
X(0) = αIn, (4.1.19)









onde a matriz U tem todas as entradas iguais a 1 em C(m−n)×n, n é a dimensão do bloco valor
próprio e mn é a dimensão da matriz companheira considerada.
Exemplo 4.1.11. Considere-se o polinómio matricial mónico




com Ai ∈ C2×2 e seja
C =

0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1
−1950 −5790 1006 5390 100 −1700 −120 220 20 −10
2895 6735 −2695 −7079 850 2650 −110 −450 5 35

,
a sua matriz companheira.
Aplicando, para n = 2, o método 4.1.1 e considerando α = 10 (igual ao raio espetral da matriz C)
e β = 1.3,
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obtém-se, após 8 iterações, uma aproximação do bloco vetor próprio e do bloco valor próprio com



































Além disso, o bloco (e solvente) X(8) é dominante (Denição 2.4.6) pois Λ(X(8)) = {10, 9} e
Λ(C) = {10, 9, 8, 7, 6, 5, 4, 3, 2, 1}.
4.1.12 Aplicação ao Feixe λB − A
Como já referido, um dos possíveis métodos iterativos com aplicação no cálculo de blocos valores
próprios da equação AV = V X é o método da Potência, Algoritmo A.1.4. Acontece que este
método está denido apenas para um feixe do tipo (A, I) = λI − A. Ou seja, relativamente
aos polinómios matriciais, este método, Algoritmo A.1.4, apenas está denido para polinómios
matriciais mónicos em que a linearização é da forma λI − C.
Se o polinómio P (X) for não mónico,
P (X) = A0X
m +A1X
m−1 + · · ·+Am. (4.1.21)
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pode considerar-se a linearização (2.2.6) (feixe companheiro de P (λ)),
λC2 − C1.
Estende-se a Denição 2.4.8, de bloco valor próprio e bloco vetor próprio de uma matriz A, como
soluções da equação AV − V X = 0, para bloco valor próprio e bloco vetor próprio de um feixe
(A,B), como sendo as soluções da equação,
AV −BVX = 0. (4.1.22)
Se B = I, esta Denição coincide com a Denição 2.4.8. Isto é, os blocos valores próprios e blocos
vetores próprios de uma matriz A são os blocos valores próprios e blocos vetores próprios do feixe
(A, I).
Adaptando a função F , denida em (4.1.4), ao contexto atual e repetindo todo o processo com
G(V,X) = AV −BVX, tem-se
F̃ (V2, X) = G(p
−1
1 [V2]︸ ︷︷ ︸
=V
, id(X)) = G(V ,X) = AV −BVX, (4.1.23)
e, derivando ambos os membros de (4.1.23),
F̃ ′(V2, X)[H2,Λ] = G
′(V ,X)[H̃,Λ] = AH̃ −BH̃X −BV Λ, (4.1.24)







e Λ ∈ Cn×n.
Aplicando a função vec() a ambos os membros de (4.1.23), caraterizam-se as soluções da equação
(4.1.22) em termos dos zeros função
F : Cmn
2 −→ Cmn2










) (h(k)2 , λ(k)) = (In ⊗A− (X(k))T ⊗B) h̃(k) − (In ⊗BV (k))λ(k). (4.1.25)
Feita a adaptação da função F , pode agora apresentar-se uma versão do Algoritmo 4.1.1 para a
equação (4.1.22).
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Algoritmo 4.1.2 (NVBVP - Polinómios não mónicos)
1: Dados ε > 0, A, B, V
(0)
e X(0).
2: para k = 0, 1, . . . fazer
3: z(k) = vec(AV
(k) −BV (k)X(k));
4: se ‖z(k)‖2 < ε então
5: o método pára.
6: caso contrário




h̃(k) − (In ⊗BV
(k)
)λ(k) = −z(k);
8: (H̃(k),Λ(k)) = vec−1(h̃(k), λ(k));
9: (V
(k+1)
, X(k+1)) = (V
(k)
, X(k)) + (H̃(k),Λ(k))
10: V = V
(k)
, X = X(k) tais que AV = BVX.
O Algoritmo 4.1.2, denido para um feixe genérico (A,B) é também aplicável à linearização λC2−C1
de um polinómio não mónico (4.1.21).
A seguir são apresentados exemplos onde se utiliza o Algoritmo 4.1.2 quer a um feixe genérico
(A,B) quer ao feixe companheiro λC2 − C1 de um dado polinómio.
Consideram-se aproximações iniciais do tipo,
X(0) = αIn, (4.1.26)









onde a matriz U tem todas as entradas iguais a 1 em C(m−n)×n, n é a dimensão do bloco valor
próprio e mn é a dimensão das matrizes consideradas.
São ainda apresentados os espectros, quer do feixe dado (A,B), quer do bloco valor próprio X
calculado através do Algoritmo 4.1.2, vericando-se Λ(X,Y ) ⊂ Λ(A,B), uma vez que é uma
condição necessária (mas não suciente, ver Pereira [31] e [32], pág. 74 e pág. 2914) para que X
seja um bloco valor próprio de (A,B).
Neste primeiro exemplo, o Algoritmo 4.1.2 é aplicado ao feixe companheiro λC2−C1 de um polinómio
de grau 5 em que a matriz A0 é singular.
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a sua linearização, com
C2 =

1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 2 −10





0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1
−1950 −5790 1006 5390 100 −1700 −120 220 20 −10
2895 6735 −2695 −7079 850 2650 −110 −450 5 35

.



















































Λ(X(12)) = {2.30009, 0.932517}
e
Λ(P ) = {∞,−17.4325, 3.60583 + 1.81647i, 3.60583− 1.81647i,−0.309128 + 3.29155i,−0.309128− 3.29155i,
2.30009, 1.24075 + 0.854468i, 1.24075− 0.854468i, 0.932517} .












o que conrma novamente o resultado do Teorema 2.4.1 relativamente a blocos valores próprios do
feixe companheiro λC2 − C1.
Chama-se à atenção para o fato de, no exemplo anterior 4.1.13, apesar de a matriz A0 ser singular,
o Algoritmo 4.1.2 converge. No exemplo seguinte considera-se um polinómio em que a matriz A0,
para além de ser singular, tem uma coluna nula.





























a sua linearização, com
C2 =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 −10




0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1006 53.9 10 −17 −12 22i 2 −1
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13.4868− 0.122121i 1.6654 + 0.488237i
−0.137183− 0.000316732i 1.83784− 0.153651i
181.651− 3.36155i 25.6563 + 7.0228i
−2.10237 + 0.0329774i 3.12572− 0.632277i
2445.97− 68.4915i 352.394 + 92.0551i






13.4868− 0.122121i 1.6654 + 0.488237i




Λ(X(7)) = {13.4672− 0.127882i, 1.85748− 0.14789i}
e
Λ(P ) = {∞,−9.39951 + 16.7307i,−8.97873− 16.618i, 13.4672− 0.127882i,−2.05344 + 0.214975i,
1.85748− 0.14789i,−0.0451072− 1.74532i,−0.347861 + 1.69348i} .
Tem-se ainda que X(12) sendo um bloco valor próprio do feixe companheiro λC2 − C1 é também
um solvente do polinómio P (X) segundo o resultado do Teorema 2.4.1 o que se verica pois,
P
([
13.4868− 0.122121i 1.6654 + 0.488237i








A seguir é apresentado um exemplo onde se utiliza o Algoritmo 4.1.2 aplicado a um feixe genérico
(A,B), onde A,B ∈ C10×10.
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Exemplo 4.1.15. Considere-se o feixe (A,B), com
A =

10.06 53.9 1. −17 0 1 1 10.06 53.9 0
−3.5 −707.9 8.5 26.5 0 0 −17 −3.5 −707.9 0
0 0 0 0 0 0 26.5 −5 1 0
10 −1.7 −3.5 −1.95 −5.79 1.006 1.006 53.9 10 0
85 26.5 −5 28.95 6.735 −26.95 0 0 0 1
0 0 1 10.06 53.9 1. −17 −3.5 2.75 3.5
53.9 10 −17 −3.5 −707.9 8.5 26.5 −5 −11.5 3
−707.9 8.5 26.5 −5 1 0 0 0 0 1
−1.95 −5.79 1.006 53.9 10 −1.7 −3.5 2.75 3.5 −1.25





−8.5 −17.5 −9.75 −28.95 0 5 5 50.3 269.5 0
132.5 −25 50 −8.5 −17.5 −9.75 −85 −17.5 −3539.5 0
0 0 425 132.5 −25 269.5 5. −85 −17.5 0
50 −8.5 −17.5 −9.75 −28.95 −3539.5 42.5 132.5 −25 0
425 132.5 −25 144.75 33.675 −134.75 0 0 0 0
0 0 5 50.3 269.5 5. −85 −17.5 13.75 0
269.5 50 −85 −17.5 −3539.5 42.5 132.5 −25 −57.5 −85
−3539.5 42.5 132.5 −25 5 0 0 0 0 132.5
0 0 −9.75 −28.95 −3539.5 0 0 0 0 0
0 0 144.75 33.675 −134.75 0 0 0 0 −17.5

.
Aplicando o método de Newton vetorial (Algoritmo 4.1.2) com vista a determinar uma aproximação






1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
50 50 50 50 50
50 50 50 50 50
50 50 50 50 50
50 50 50 50 50




−500 0 0 0 0
0 −500 0 0 0
0 0 −500 0 0
0 0 0 −500 0
0 0 0 0 −500
 ,
obtém-se após 17 iterações uma aproximação dos bloco vetor próprio e bloco valor próprio com
‖AV (17) −BV (17)X(17)‖ < 10−5,
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1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
4.47619 0.858355 −0.193582 0.96915 2.61045
7.64241 −0.796121 0.0482937 −0.119137 16.5432
−1.67735 0.0147786 −0.223734 0.0617392 −1.20449
−1.87017 −0.929085 −0.0032418 −1.06489 −0.781837





0.123459 0.00748767 −0.0191711 −0.483788 0.255922
22.9467 0.77147 −2.11311 −43.8363 24.3675
6.57105 0.160109 −0.571606 −11.9761 7.57909
−20.3329 −0.708471 1.91586 40.0359 −22.0694
0.183158 0.00626411 −0.0146748 −0.30924 0.197733
 ,
com
Λ(X) = {40.6567,−0.134035, 0.0453263,−0.00552832 + 0.0120668i,−0.00552832− 0.0120668i}
sendo o espectro de (A,B)
Λ(A,B) = {40.6567, 0.221016, 0.2, 0.2, 0.2, 0.199485,−0.134035, 0.0453263,−0.00552832− 0.0120668i,
−0.00552832 + 0.0120668i} .
4.2 Cálculo de Feixes Próprios
Após a adaptação do Método Newton Vetorial, Algoritmo 3.3.1, para o cálculo de blocos valores
próprios de um feixe (A, In), Algoritmo 4.1.1, secção 4.1.2, e posteriormente, para o cálculo de
blocos valores próprios de um feixe genérico (A,B), Algoritmo 4.1.2, secção 4.1.12, pretende-se
agora construir uma nova versão do Método Newton Vetorial para o cálculo de feixes próprios de
um feixe (A,B).
Salienta-se que se Y for um bloco valor próprio do feixe (B,A) (isto é, verica BV = AV Y onde V
tem caraterística máxima) então o valor próprio nulo da matriz nilpotente Y corresponde ao valor
próprio innito de (A,B).
De uma forma geral (ver Pereira [32], pág. 2913), um feixe regular (A,B), com A,B ∈ Cn×n,
admite matrizes V ∈ Cn×p e W ∈ Cn×r de caraterística máxima, com p+ r ≤ n, tais que
AV = BVX e BW = AWY, (4.2.1)
se e só se todos os valores próprios de X são valores próprios nitos de (A,B) e o valor próprio
nulo da matriz nilpotente Y corresponde ao valor próprio innito de (A,B), tendo as matrizes BV
e AW caraterística máxima também.
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Para além disso, se p + r = n então a matriz (λIp − X) ⊕ (λY − Ir) é equivalente ao feixe
(A,B) = λB − A e se X e Y estiverem na forma canónica de Jordan (isto é, X = JX e Y = JY ,
equação (2.2.9)), então a matriz (λIp−X)⊕(λY −Ir) corresponde à forma canónica de Weierstrass
do feixe (A,B), equação (2.2.10).
Nestas condições ainda, as matrizes J = JX e N = JY são designadas por forma canónica nita e
forma canónica innita, respetivamente, do feixe (A,B).
Por outro lado, segundo Xian [40], pág. 1036, para s0 /∈ Λ(A,B) = {λ ∈ C : det(λB −A) = 0}, se










então o feixe λB −A tem a seguinte forma canónica nita e innita
Jf =

J(s0 − 1/s1) 0
J(s0 − 1/s2)
. . .
0 J(s0 − 1/sk)





Com efeito, se λ ∈ Λ(A,B) com AV = λBV , então
(s0B −A)V = s0BV −AV = s0BV − λBV = (s0 − λ)BV.
Isto é, (s0 − λ) ∈ Λ((s0B −A), B).
Da mesma forma,
V = (s0 − λ)(s0B −A)−1BV,
ou seja, (s0 − λ) ∈ Λ(I,Ω). Como para cada par (A,B) se tem ainda Λ(A,B) = 1/Λ(B,A) então
1/(s0 − λ) ∈ Λ(Ω, I) = Λ(Ω).
Esta relação é ainda válida se, em vez de valores próprios, forem considerados blocos valores
próprios. Se Λ é um bloco valor próprio de Ω, i. é., ΩV = ImV Λ então
(s0B −A)−1BV = V Λ⇔ BV = (s0B −A)V Λ,
Λ é um bloco valor próprio de (B, (s0B −A)),
BV Λ−1 = (s0B −A)V,
Λ−1 é um bloco valor próprio de ((s0B −A), B),
BV Λ−1 = s0BV −AV ⇔ BV Λ−1 −BV s0In = −AV ⇔ BV (s0In − Λ−1) = AV,
(s0In − Λ−1) um bloco valor próprio de (A,B).
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Deste ponto de vista, na Denição seguinte é adaptada o conceito de bloco valor próprio ao feixe
λB −A, considerando blocos valores próprios λY −X tais que (λB −A)V = W (λY −X).
Denição 4.2.1. (Pereira [32], pág. 2914) Seja (A,B) um feixe onde A,B são matrizes quadradas de
ordem m×m com entradas em C. O feixe (X,Y ) = λY −X, onde X,Y são matrizes quadradas de
ordem n×n, com n < m, diz-se um feixe próprio de λB−A se existirem bloco vetores V,W ∈ Cm×n
de caraterística máxima n tais que
(λB −A)V = W (λY −X). (4.2.2)
Note-se que, neste caso, o processo de cálculo de um feixe próprio passa ainda pela resolução de
um sistema não linear com m× n equações ((λB −A)V ∈ Cm×n) e 2m× n+ 2n2 variáveis, que é
apenas possível, ou reduzindo o número de variáveis ou aumentando o número de equações.
A construção de um método iterativo para o cálculo de feixes próprios é feita na secção seguinte com
base nesta redução do número de variáveis e aumentando simultaneamente o número de equações
consideradas.
4.2.2 Método Newton Vetorial para Feixes Próprios
Pretende-se, como já referido, construir uma nova versão do método Newton Vetorial para o cálculo
de feixes próprios de um feixe (A,B). Recorrendo novamente à ideia usada na secção 4.1, se em













(λB −A)V −W (λY −X) = 0, (4.2.4)
traduz um sistema não linear de m×n equações, (λB−A)V ∈ Cm×n, com 2m×n variáveis, uma
vez que, estão xas 2n2 variáveis, de V e W (V 1 = In e W 1 = In).
Para além disso, uma vez que o sistema (4.2.4) é independente do parâmetro λ, este pode ser
decomposto em
AV −WX = 0 ∧BV −WY = 0. (4.2.5)
que resulta num número de equações, 2m × n, igual ao número de incógnitas, e que pode ser
comparável com um duplo sistema do tipo bloco valor próprio, denido em (4.1.22).
Trata-se agora de generalizar o Método do Algoritmo 4.1.2 e adaptá-lo a esta situação. A seguir
apresenta-se uma nova versão do Algoritmo do método Newton Vetorial ajustado ao cálculo de
feixes próprios que, basicamente, consiste em duplicar o número de equações, como apontado em
(4.2.5), e em reduzir o número de variáveis, através da utilização de vetores V e W normalizados
na forma (4.2.3).
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4.2.2.1 Algoritmo do Método
Como dito atrás, o sistema (4.2.4) é independente do parâmetro λ e, por esse motivo, pode ser
decomposto em dois sistemas, equação (4.2.5), idênticos aos usados no cálculo de blocos valores
próprios.
Assim, o Algoritmo seguinte resulta da adaptação feita ao método NVBVP 4.1.2, nomeadamente
nos pontos 3, 7, 8 e 9.
Algoritmo 4.2.1 (NVFP)





2: para k = 0, 1, . . . fazer
3: z(k) = vec(AV
(k) −W (k)X(k), BV (k) −W (k)Y (k));
4: se ‖z(k)‖ < ε então




s̃(k), λ(k), t̃(k), ω(k)
)
, solução do sistema linear(
In ⊗As̃(k) −XT ⊗ Imt̃(k) − In ⊗Wλ(k)
In ⊗Bs̃(k) − Y T ⊗ Imt̃(k) − In ⊗Wω(k)
)
= −z(k);









, Y (k)) + (S̃(k),Λ(k), T̃ (k),Ω(k))
10: V = V
(k)
, W = W
(k)
, X = X(k) e Y = Y (k) tais que (λB −A)V = W (λY −X).
Atendendo à Observação 4.1.4 e considerando a função G(V ,X,W, Y ) = (AV −WX,BV −WY ),
esta pode entender-se como denida em C(m−n)×n×Cn×n×C(m−n)×n×Cn×n uma vez que, estão















onde L = (p−11 × id× p
−1
1 × id),
(V2, X,W2, Y )
F̃ ++
L−−−→ (V ,X,W, Y )
G

(AV −WX,BV −WY )
,
pelo que, considerando a função composta F̃ = G ◦ L, tem-se
F̃ (V2, X,W2, Y ) = G ◦ L(V2, X,W2, Y )
= G(p−11 (V2)︸ ︷︷ ︸
=V
, id(X), p−11 (W2)︸ ︷︷ ︸
=W
, id(Y ))
= G(V ,X,W, Y )
= (AV −WX,BV −WY ),
ou seja,
F̃ (V2, X,W2, Y ) = (AV −WX,BV −WY ). (4.2.6)
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Derivando ambos os membros de (4.2.6) no ponto (V2, X,W2, Y ) segundo a direção de
(S2,Λ, T2,Ω) ∈ C(m−n)×n ×Cn×n ×C(m−n)×n ×Cn×n (ver Observação 4.1.4) tem-se
F̃ ′(V2, X,W2, Y )[S2,Λ, T2,Ω] = G
′(V ,X,W, Y )[S̃,Λ, T̃ ,Ω]
= (AS̃ − T̃X −WΛ, BS̃ − T̃ Y −WΩ), (4.2.7)












e Λ,Ω ∈ Cn×n.
Aplicando a função vec() a ambos os membros de (4.2.6) então as soluções da equação (4.2.5)
podem caraterizar-se em termos dos zeros função
F : C2mn −→ C2mn












G′(V ,X,W, Y )[S̃,Λ, T̃ ,Ω]
)
JF (vec(V2,X,W2,Y ))(vec(S2,Λ, T2,Ω)) = vec
(










In ⊗Avec(S̃)−XT ⊗ Imvec(T̃ )− In ⊗Wvec(Λ)
In ⊗Bvec(S̃)− Y T ⊗ Imvec(T̃ )− In ⊗Wvec(Ω)
)
.
Ou seja, a derivada de vec ◦ F̃ no ponto (V2, X,W2, Y ) na direção do vetor (S2,Λ, T2,Ω) é igual
ao produto da matriz matriz jacobiana de F avaliada no ponto (v2, x, w2, y) = vec(V2, X,W2, Y )
pelo vetor (s2, λ, t2, ω) = vec(S2,Λ, T2,Ω) que está denido por
JF (v2,x,w2,y)(s2, λ, t2, ω) =
(
In ⊗As̃−XT ⊗ Imt̃− In ⊗Wλ
In ⊗Bs̃− Y T ⊗ Imt̃− In ⊗Wω
)
. (4.2.9)





























, k = 0, 1, 2, . . .
onde
(
s̃(k), λ(k), t̃(k), ω(k)
)











) (s(k)2 , λ(k), t(k)2 , ω(k)) = −F (v(k)2 , x(k), w(k)2 , y(k)) , (4.2.10)
e corresponde ao acréscimo da iteração k do Método de Newton, equação (4.2.9).
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4.2.2.2 Convergência
A convergência deste método (NVFP denido no Algoritmo 4.2.1), enquadra-se ainda no Teorema
3.3.9 aplicado à função F denida em (4.2.8), com os ajustamentos resultantes da sua construção,
equações (4.2.6), (4.2.7), (4.2.9) e (4.2.10).
À semelhança das considerações feitas na secção 4.1.3 relativamente à convergência do Algoritmo
4.1.1, também são agora apresentados Teoremas que visam assegurar que, nas condições de con-
vergência do Teorema 3.3.9, o Algoritmo 4.2.1 está bem denido e gera uma sucessão que converge
para um feixe próprio do feixe (A,B).
Assim, faz-se a adaptação do resultado, denido em termos dos zeros da função F , para feixes
próprios do feixe (A,B), soluções da equação (λB −A)V = W (λY −X).




é um zero de F , então (λB − A)V =

















Se (v2, x, w2, y) é um zero de F , então, por construção (4.2.6), F̃ (V2, X,W2, Y ) = (0, 0), ou seja,(
AV −WX,BV −WY
)
= (0, 0). Isto é,
λ(BV −WY ) + (AV −WX) = λ0 + 0,
ou
(λB −A)V −W (λY −X) = 0.
A seguir são adaptadas as hipóteses do Teorema 3.3.9 de modo a garantir a convergência do
Algoritmo 4.2.1 para um zero da função F , e que, segundo a Observação 4.2.3, se traduz também
na convergência da sucessão (X(k), Y (k)) para um feixe próprio (X,Y ) do feixe (A,B).
Teorema 4.2.4. Se a função F , denida em (4.2.8), para uma aproximação inicial
(v(0), x(0), w(0), y(0)) ∈ (C(m−n)n ×Cn2)2, verica as condições de convergência do Teorema 3.3.9
(Gutierrez [17], pág. 9), então a sucessão calculada nos pontos 3) e 4) do Algoritmo 4.2.1 está
bem denida e converge para (v, x, w, y), onde (V ,X,W, Y ) = vec−1(v, x, w, y) é uma solução da
equação
(λB −A)V = W (λY −X).
Demonstração. Nas condições do Teorema e atendendo à igualdade (4.2.9), a solução do sistema
considerado em 3), (
In ⊗As̃(k) −XT ⊗ Imt̃(k) − In ⊗Wλ(k)
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e as restantes coordenadas de s̃(k) e t̃(k) são nulas. Portanto, para cada k = 1, 2, . . ., a sucessão(








s̃(k), λ(k), t̃(k), ω(k)
)
está bem denida.




















converge para (v2, x, w2, y) ∈ (C(m−n)n ×Cn
2
)2 um zero da função F e, por conseguinte, segundo
a Observação 4.2.3, a sucessão
(
v(k+1), x(k+1), w(k+1), y(k+1)
)
converge para (v, x, w, y) tal que
(λB −A)V = W (λY −X). 
Assegurada a convergência do Algoritmo 4.2.1, através da Observação 4.2.3 e Teorema 4.2.4, são
apresentados de seguida, secção 4.2.4.1, exemplos deste método.
4.2.4.1 Exemplos






X(0) = α1In , Y
(0) = α2In,









onde U ∈ C(m−n)×n é a matriz com entradas iguais a 1.
São ainda apresentados os espectros, quer do feixe dado (A,B), quer do feixe próprio (X,Y )
calculado através do Algoritmo 4.2.1, vericando-se Λ(X,Y ) ⊂ Λ(A,B), uma vez que é uma
condição necessária (mas não suciente, ver Pereira [32], pág. 2914 e Observação 2.4.5) para que
(X,Y ) seja um feixe próprio de (A,B).
Neste primeiro exemplo são ainda expostos de forma detalhada os cálculos que permitem a deter-
minação da iteração seguinte, nomeadamente os pontos 3, 7, 8 e 9 do Algoritmo 4.2.1
Exemplo 4.2.5. Considere-se o feixe
λB −A =
 3λ− 1 2− 3λ λ− 2−λ −1 0
11λ− 18 14− 3λ λ− 2
 ,
A,B ∈ C3×3, isto é m = 3, relativamente ao qual se irá determinar uma aproximação de um feixe





 1 00 1
6.78 6.78






 1 00 1
−6.78 −6.78


























I2 ⊗As̃(0) −XT ⊗ I3t̃(0) − I2 ⊗Wλ(0)






2s3,1 + 20.t3,1 + 6.78λ1,1 + 6.78λ2,1
2s3,2 − λ1,2
−λ2,2
2s3,2 + 20.t3,2 + 6.78λ1,2 + 6.78λ2,2s3,1 − ω1,1
−ω2,1
s3,1 − 4t3,1 + 6.78ω1,1 + 6.78ω2,1
s3,2 − ω1,2
−ω2,2
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Logo,
(




















































 1 00 1
−2.70988 2.52442







 1 00 1
−5.91071 −7.705














 1 00 1
−4.92 3







 1 00 1
−0.923077 −4.30769










com Λ(X,Y ) = {−4.25,∞} ⊂ Λ(A,B) = {−4.25, 2,∞}.
A forma canónica de Weierstrass do feixe (A,B) é a λ− matriz
K(A,B) =
 λI − JF 0
0 λJ∞ − I
 =
 λ− 2 0 00 λ+ 4.25 0
0 0 −1
 .
A seguir apresenta-se um exemplo de um feixe (A,B), com A,B ∈ C4×4, relativamente ao qual
se irá determinar uma aproximação de um feixe próprio de dimensão n = 3. São ainda indicados
os espectros, quer do feixe dado (A,B) quer do do feixe próprio (X,Y ) calculado, vericando-se
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Λ(X,Y ) ⊂ Λ(A,B).
Exemplo 4.2.6. Considere-se o feixe λB −A dado por
λB −A =

3λ− 1 2− 3λ λ− 2 2λ− 1
−λ −1 0 1− λ
11λ− 18 14− 3λ λ− 2 6λ− 10
3− 2λ −2 0 2− λ
 ,

















 6 0 00 6 0
0 0 6
 e Y (0) =
 −30 0 00 −30 0
0 0 −30
 .























 −1.85 −0.35 1.452.85 −0.65 0.55
−10.5 2.5 −3.5
 e Y (8) =





 1.85− 2.7λ 0.3λ+ 0.35 −0.1λ− 1.451.85λ− 2.85 0.65− 1.65λ 0.55λ− 0.55
10.5− 6.1λ 6.9λ− 2.5 3.5− 2.3λ
 ,
com
Λ(X,Y ) = {0.875−1.21835i, 0.875+1.21835i,∞}⊂ Λ(A,B) = {0.875−1.21835i, 0.875+1.21835i, 2,∞}.
A forma canónica de Weierstrass de λB −A é a matriz
K(A,B) =
 λI − JF 0
0 λJ∞ − I
 =

λ− 2. 0 0 0
0 λ− (0.875 + 1.21835i) 0 0
0 0 λ− (0.875− 1.21835i) 0
0 0 0 −1
 .
Mantendo a margem de erro usada até agora, ‖z(k)‖2 < 10−5, se forem consideradas matrizes de
maior dimensão o número de iterações necessárias, k, aumenta mas mantém-se claramente abaixo
das 50 iterações, valor que se julga ser aceitável. Neste sentido, a seguir apresentam-se exemplos de
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feixes (A,B), onde A,B ∈ Cm×m para m = 7 e m = 8, relativamente aos quais se irá determinar
uma aproximação de um feixe próprio de dimensão n = 2.
Em cada caso, tal como nos exemplos anteriores, são ainda apresentados os espectros, quer do feixe
dado (A,B) quer do do feixe próprio (X,Y ) calculado.
Exemplo 4.2.7. Para m = 7, considere-se o feixe
λB −A =

λ 0 2 0 −3 0 0
0 −λ− 3 0 −λ 2λ+ 2 0 0
0 0 λ− 1 2λ− 2 0 0 λ− 1
λ− 1 0 0 0 0 1 0
0 1 0 0 −1 0 0
0 0 3λ− 3 0 0 0 3
0 0 −λ −1 0 0 0

,















































































onde Λ(X(19), Y (19)) = {1.00004,∞} e Λ(A,B) = {0, 0.666667, 1, 1,∞}.
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Exemplo 4.2.8. Para m = 8, considere-se o feixe λB −A dado por
λB −A =

3λ− 1 2− 3λ λ− 2 2λ− 1 1− 2λ λ− 3 3λ− 4 1
−λ 3λ− 1 0 1− λ λ 2− 2λ 1− 2λ λ
11λ− 18 14− 5λ λ− 2 6λ− 10 12− 6λ 4− 4λ 2λ− 5 3
3− 2λ −λ− 2 0 2− λ −1 3λ− 1 λ+ 1 1− 2λ
10− 5λ 5λ− 7 2− λ 5− 2λ 4λ− 7 −λ 4− 3λ 2λ− 1
λ− 3 −2λ 0 −1 1− λ 2λ− 1 2λ− 2 −λ− 1
λ− 1 3− 3λ λ− 2 λ− 1 3− 2λ 3λ− 4 3λ− 4 3− 2λ
3λ− 11 5− λ 0 λ− 4 6− 2λ λ+ 1 2λ− 5 1− λ

.



















































































onde Λ(X(22), Y (22)) = {∞} e Λ(A,B) = {1, 2,∞}.
No caso de o feixe considerado ser o feixe companheiro λC2 − C1 a aplicação do Algoritmo 4.2.2.1
é naturalmente viável mas dadas as caraterísticas muito particulares deste tipo de feixe, na secção
seguinte 4.2.9, é-lhe dedicada uma atenção especial.
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4.2.9 Feixe Próprio do Feixe Companheiro λC2 − C1
As caraterísticas particulares que irão considerar-se nesta secção prendem-se essencialmente com
as dimensões, quer do feixe companheiro λC2 − C1, quer do feixe próprio λY −X.
Isto é, pretende-se agora particularizar o Algoritmo 4.2.1 para o cálculo de feixes próprios de
dimensão n×n, do feixe companheiro λC2−C1 de dimensãomn×mn, correspondente à linearização
de um polinómio não mónico (2.2.6),
λC2 − C1 =






Am Am−1 · · · λA0 +A1
 .
Segundo a Denição 4.2.1, λY − X é um feixe próprio de dimensão n × n do feixe companheiro
λC2 − C1 se existirem vetores V,W ∈ Cnm×n de caraterística máxima tais que
(λC2 − C1)V = W (λY −X). (4.2.11)
Considerando-se ainda a normalização escolhida em (4.2.3) e, uma vez que a dimensão do feixe
próprio n divide a dimensão do feixe companheiro mn, os vetores V,W ∈ Cnm×n podem ser


















onde V1 = W1 = In.
Partindo deste pressuposto (4.2.12) e não tendo sido possível encontrar qualquer resultado que
generalizasse o Teorema 2.4.1 (onde se relaciona solventes com bloco valores proprios da matriz
companheira, ver Observação 2.4.9), é apresentado e demostrado o seguinte Teorema que esta-
belece uma relação entre solventes de um polinómio matricial e feixes próprios do respetivo feixe
companheiro.
Teorema 4.2.10. A matrix X ∈ Cn×n é um solvente do polinómio
P (X) = A0X
m +A1X
m−1 + · · ·+Am−1X +Am
se e só se o feixe λI − X for um feixe próprio do respetivo feixe companheiro λC2 − C1 onde os
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Demonstração. De acordo com a caraterização considerada em (4.2.12) para os vetores V e W , a

















V1 = W1Y e V2 = W1X;
V2 = W2Y e V3 = W2X;
...
...
Vm−1 = Wm−1Y e Vm = Wm−1X;
A0Vm = WmY e AmV1 +Am−1V2 + · · ·+A1Vm = −WmX.
Considerando a normalização (4.2.3), tem-se que V1 = W1 = In o que também obriga a que Y = In.
Nestas condições, tem-se
Vj = Wj e Vj+1 = WjX, ∀j = 1, . . . ,m− 1.,























Assim, a equação (4.2.11) depende apenas da matriz X e é equivalente a
AmIn +Am−1X + · · ·+A1Xm−1 +A0Xm = 0,
isto é, X é um solvente de P (X). 
Uma vez mais, tendo em conta o Teorema 4.2.10 e a exemplo do que pode ser feito com o método
da Potência, em que se usam os blocos valores próprios para obter solventes, o método (NVFP),
Algoritmo 4.2.1, quando aplicado ao feixe companheiro λC2 − C1, é ainda um método viável no
cálculo de solventes de P (X).
Com o intuito de claricar esta ideia e mostrar as potencialidades deste método quando aplicado
no cálculo de um solvente, é apresentado o exemplo seguinte que resulta da linearização de um
polinómio não mónico de grau 5.
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λC2 − C1 =

λ 0 0 0 0 0 0 0 0 0
0 λ 0 0 0 0 0 0 0 0
0 0 λ 0 0 0 0 0 0 0
0 0 0 λ 0 0 0 0 0 0
0 0 0 0 λ 0 0 0 0 0
0 0 0 0 0 λ 0 0 0 0
0 0 0 0 0 0 λ 0 0 0
0 0 0 0 0 0 0 λ 0 0
0 0 0 0 0 0 0 0 2λ −10λ





0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1
−1950 −5790 1006 5390 100 −1700 −120 220 20 −10
2895 6735 −2695 −7079 850 2650 −110 −450 5 35

,
a linearização de P (X) denida em (2.2.6), com m = 5, n = 2 e C1, C2 ∈ C10×10.

















































































































































(7) −W (7)X(7), C2V
(7) −W (7)Y (7)
)
‖2 < 10−5.




, satisfaz as condições (4.2.14) para cada



























Tem-se ainda que a matriz,
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onde U ∈ C(10−2)×2 é a matriz com entradas iguais a 1, a sucessão obtida converge ainda em 10
iterações para o mesmo resultado.
Comparando este resultado com aquele obtido no Exemplo 4.1.13, secção 4.1.12, observa-se que
para a mesma aproximação inicial o método atual converge mais depressa (10 iterações) do que o
método usado então, Algoritmo 4.1.2, que convergiu para o mesmo valor próprio X em 12 iterações.
Quando comparados em termos do tempo (medido em seg. através do comando Timing [ ] do
Mathematica) gasto no cálculo das aproximações, X(10) e X(12), observa-se que o método atual
consome mais tempo de CPU (0.406 s em vez dos 0.125 s usados pelo Algoritmo 4.1.2).
Da mesma forma, utilizando-se o método de Newton Vetorial (NV), Algoritmo 3.3.1 denido na
secção 3.3.3, para a aproximação inicial x(0) = vec (10I2) equivalente, obtém-se ainda a convergên-
cia deste mas necessitando de mais iterações (13 iterações) e usando mais tempo de CPU (0.454
s).
Apesar de, neste exemplo, o método Newton Vetorial (NV) ter sido menos vantajoso do que os
Algoritmos 3.3.1, 4.1.2 e 4.2.1, uma vez que necessita mais iterações e mais tempo de CPU para
calcular a mesma aproximação, só um estudo mais aprofundado (explorando estes resultados para
polinómios de maior dimensão e maior grau) permitiria uma conclusão mais fundamentada o que,
por outro lado, obrigaria a dispor de outros meios informáticos.
89
Algoritmos para Solventes de Polinómios Matriciais
90
Algoritmos para Solventes de Polinómios Matriciais
Capítulo 5
Conclusões
Dentro dos objetivos inicialmente propostos, foi possível alcançar:
Na primeira parte implementaram-se os seguintes métodos para polinómios matriciais.
• Método do Ponto Fixo, secção 3.2, cuja conceção consiste em resolver cada equação
vec(P (X))l = 0, do sistema vec(P (X)) = 0, em ordem à maior potência de xl, coorde-
nada com o mesmo índice do vetor x = vec(X), resultando na equação x = f(x) e no
Algoritmo 3.2.1. A convergência é estabelecida com base no Teorema do ponto xo entre
espaços de Banach de Schauder e na respetiva estabilidade assimptótica (ver Shih [35], pág.
144), também conhecida por conjetura de Belitski e Lyubich;
• Método de Newton Vetorial, secção 3.3, resulta da aplicação do método de Newton clássico
à equação vetorial F (x) = vec(P (X)) = 0, onde a derivada é formulada em termos de matriz
jacobiana evitando-se o uso da derivada de Frechét e a resolução da equação de Silvester em
cada iteração, tal como acontece no método denido em Higham [18], pág. 4. O Método de
Newton Vetorial está denido através do Algoritmo 3.3.1 e a sua convergência ca estabelecida
com o Teorema de Kantorovich, válido para uma função entre espaços de Banach.
Como foi mencionado na introdução, relativamente a métodos iterativos com aplicação no cálculo de
blocos valores próprios, após consulta da diversa documentação e bibliograa existente, apenas se
conseguiu encontrar o método da Potência (Dennis [9], pág. 83), estando este denido unicamente
para um feixe do tipo (A, I) = λI − A. Foi na sequência desta lacuna que se adaptou a mesma
formulação ao cálculo de blocos valores próprios C1V = C2V X do feixe (C1, C2) ou, de uma forma
geral, de um feixe qualquer (A,B).
Assim, numa segunda parte, a construção usada na conceção do Algoritmo 3.3.1, foi generalizada
para o contexto quer dos blocos valores próprios quer dos feixes próprios:
• Método Newton Vetorial para Blocos Valores Próprios denido para um feixe genérico
(A,B) = λB −A, Algoritmo 4.1.1;
• Método de Newton Vetorial para Feixes Próprios, denido para um feixe genérico
(A,B) = λB −A através do Algoritmo 4.2.1.
Contudo, relativamente a cada método apresentado, não foi possível denir um critério de escolha
para a aproximação inicial (por ex. a partir das matrizes Ai coecientes do polinómio P (X), ou
a partir das matrizes A ou B de um feixe (A,B)). De uma forma geral, seguindo o critério usado
em [21] e [28], entre outros, essa escolha consistiu em considerar matrizes escalares ou múltiplos de
alguma matriz coeciente Ai, no caso dos Métodos do Ponto Fixo e Newton Vetorial, ou múltiplos
da matriz com entradas iguais a 1 no caso dos Métodos Newton Vetorial para Blocos Valores
Próprios e Newton Vetorial para Feixes Próprios, mas sem que se conseguisse estabelecer um
critério rigoroso que assegurasse à partida a convergência destes (exceção feita às aproximações
iniciais consideradas nos Teoremas de convergência, difíceis de obter do ponto de vista prático uma
vez que é necessário conhecer previamente a solução exata).
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Um conjunto completo de blocos valores próprios (ou um conjunto completo de solventes) pode ser
obtido com a utilização de uma deação (Block Wielandt Deation ou Block Hotelling Deation).
Sempre que o polinómio tenha valores próprios innitos, há que determinar blocos valores próprios
quer relativamente à equação BV = AVX quer em relação a AV = BVX. Ou seja há que resolver
dois sistemas e identicar 2nm×m+ 2m2 variáveis.
5.1 Trabalho Futuro
A formulação usada na construção dos método Método do Ponto Fixo e de Newton Vetorial, resul-
tante da transformação da equação polinomial matricial original numa equação vetorial equivalente
com base no método dos produtos de Kronecker, é extensível aos restantes métodos iterativos pró-
prios dos sistemas de equações não lineares, nomeadamente o método de Broyden que consiste na
generalização do método da secante para sistemas de equações não lineares.
Ainda no que se refere ao método de Newton Vetorial, sempre que, nalguma iteração, a matriz
JF (x
(k)) for singular então rank(J) < n2 e o método é obrigado a parar.
Uma alternativa consiste na utilização da inversa generalizada J† de JF (x(k)): se o sistema
JF (x
(k))Qk = −F (x(k)) for impossível, J†F (x(k)) representa o mínimo de ‖JF (x(k))Q+ F (x(k))‖;
se sistema JF (x(k))Qk = −F (x(k)) for indeterminado, neste caso, J†F (x(k)) representa o mínimo
de ‖Q‖ quando sujeito à condição JF (x(k))Q+ F (x(k)) = 0.
Segundo a Denição 2.4.8, um bloco vetor próprio V ∈ Cm×n deverá ter caraterística máxima
n. Na conceção do método Newton Vetorial para Blocos Valores Próprios, denido no capítulo 4,
Algoritmo 4.1.1, consideraram-se blocos vetores normalizados da forma V = [ In V2 ]
T . Isto é,
partiu-se do princípio que as primeiras n linhas do bloco são linearmente independentes o que, em
certa medida, corresponde a considerar um caso particular de blocos valores próprios não englo-
bando portanto todas as possibilidades (ver Observação 4.1.1, o fato de a matriz V ter característica
máxima implica que tem n linhas linearmente independentes mas não têm que ser necessáriamente
as primeiras n linhas). Permanece a convicção que, num trabalho futuro, é possível alargar esta
construção para um bloco vetor próprio qualquer, ou seja, um bloco vetor próprio em que as n
linhas linearmente independentes não sejam necessáriamente as primeiras.
Da mesma forma, na construção do método de Newton Vetorial para Feixes Próprios, secção 4.2,
Algoritmo 4.2.1, onde foram considerados vetores V e W normalizados na forma V = [ In V2 ]
T
e W = [ Im W2 ]
T , pensa-se também ser viável alargar este método para qualquer bloco vetor
próprio.
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Apêndice A
Anexos
A.1 Algoritmos dos métodos referidos
O Algoritmo do método de Newton (ver Kratz [21], pág. 359),
Algoritmo A.1.1 MN
1: É dada uma aproximação inicial X(0) e uma margem de erro ε > 0.
2: para k = 1, 2, . . . fazer
3: se ‖P (X(k))‖ < ε então
4: o método pára.
5: caso contrário
6: Q(k) solução de P ′(X(k))[Q(k)] = −P (X(k));
7: X(k+1) = X(k) +Q(k);
O Algoritmo do método Bernoulli, (ver Dennis [9] e [11], pág. 69 e 529),
Algoritmo A.1.2 MB
1: Dadas as matrizes iniciais X(0) = X(1) = · · · = X(m−2) = 0 e X(m−1) = In,
2: para k = m− 1,m, . . . denem-se as matrizes Xk por fazer
3: S = X(k)(X(k−1))−1;
4: se ‖P (S)‖ < ε então
5: o método pára.
6: caso contrário
7: X(k+1) = −A1X(k) − ...−AmX(k−m+1).
8: X = S
O Algoritmo do método de Traub (ver Dennis [11], pág. 524),
Algoritmo A.1.3 MT
1: Dada uma aproximação inicial X(0), l e uma margem de erro ε > 0.
2: G0(X) = In = Γ
0
1X
m−1 + · · ·+ Γ0mX0







5: Gj+1(X) = XGj(X)− Γj1P (X);
6: ϕl(X) = Gl(X)G
−1
l−1(X);
7: para k = 0, . . ., fazer
8: se ‖P (X(k))‖ < ε então
9: o método pára.
10: caso contrário
11: X(k+1) = ϕl(X
(k)).
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O Algoritmo do método da Potência (ver Dennis [9], pág. 83),
Algoritmo A.1.4 (MP)
1: Dados A,X(0), V (0), e ε > 0.
2: para k = 0, 1, . . . fazer
3: se ‖V (k)X(k) −AV (k)‖ < ε então
4: o método pára.
5: caso contrário
6: W (k+1) = AV (K);





8: X(k+1) = (AV (k+1))j
9: V = V (k) e X = (AV (k))j tais que AV = V X.
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Glossário
R Corpo dos números reais.
C Corpo dos números complexos.
K Corpo R ou C.
Cn×m Espaço vetorial das matrizes n×m com entradas complexas.
In Matriz identidade em Cn×n.
0m×n Matriz nula em Cm×n.
X ⊗ Y Produto de Kronecker das matrizes X e Y .
vec(X) Função vetor de uma matriz X ∈ Cm×n.
C Matriz companheira.
P (X) Polinómio matricial.
Df (X)[H] (Ou = f ′(X)[H]) Derivada de Frechét de f em X na direção de
H ∈ Cm×n.
f ′(x)(h) Derivada de f em x na direção de h ∈ C
n.
P (λ) λ-Matriz.
(A,B) Feixe λB −A.
λC2 − C1 Feixe companheiro.
Jk(λi) Um bloco de Jordan de dimensão k × k com λi na diagonal principal.
JA Forma canónica de Jordan da matriz A.
K(A,B) Forma canónica de Weierstrass do feixe (A,B).
V(X1, . . . , Xm) Matriz bloco de Vandermonde dos solventes X1, . . . , Xm.
Diag(J1, . . . , Jl) Matriz bloco diagonal com as matrizes J1, . . . , Jl na diagonal
principal.
J1 ⊕ J2 Matriz soma direta das matrizes J1 e J2 (o mesmo que Diag(J1, J2)).
Λ(P ) Espectro da λ-Matriz P (λ).
P (λ) ∼ Q(λ) λ-Matrizes equivalentes. A λ-Matriz P (λ) é equivalente a Q(λ)
id Função identidade id : K→ K.
mod(m,n) O resto da divisão de m por n, m,n ∈ N.
quoc(m,n) O quociente da divisão de m por n, m,n ∈ N.
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valor próprio de, 7, 10, 22, 28
valor próprio innito, 11
Bloco valor próprio, 1, 58, 28, 55, 56, 6163,
66, 67, 69, 7175, 91, 92
conjunto completo, 31
da matriz companheira, 28, 55, 64
denição, 28




bloco valor próprio da matriz, 28, 55, 64
blocos valores próprios da matriz, 5
denição, matriz, 15
forma canónica de Jordan da matriz, 19
matriz, 47, 15, 1719, 26, 31, 32, 64, 65
Espectro, 27, 73
denição, 11
Feixe, 7, 66, 91
bloco valor próprio, 75, 85
bloco vetor próprio, 67




forma Canónica de Weierstrass, 5
próprio, 7, 8, 85, 91
próprio, denição, 75
regular, 17
valor próprio do, 14
Feixe Companheiro, 86
Fréchet
derivada, 31, 32, 36, 40, 41, 52
Jordan
bloco de, 1618, 28
cadeia de, 9, 1113, 18, 22, 26, 28
cadeia de, multiplicidade parcial, 12, 13




método classico, 6, 31, 43
método classico, algoritmo, 97
método vetorial, 7, 8, 39, 49, 56, 58, 59, 91,
92
método vetorial para blocos valores próprios,
7, 8, 62, 65, 91, 92
método vetorial para blocos valores próprios,
algoritmo, 56
método vetorial para blocos valores próprios,
convergência, 56
método vetorial para feixes próprios, 7, 8,
75, 91, 92
método vetorial para feixes próprios, algo-
ritmo, 76
método vetorial para feixes próprios, con-
vergência, 78
método vetorial, algoritmo, 42
método vetorial, convergência, 43
Polinómio matricial, 6, 7, 13, 32, 34, 40
denição, 9
derivada de Fréchet, 31
grau 2, 40
mónico, 10, 15, 19, 64
solvente dominante, 27
solventes, 5, 7, 27, 31
Problema dos valores próprios quadrático, 2
Produto de Kronecker, 8, 15, 31, 40
denição, 14
lema, 15
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Silvester
equação de, vii, 2, 7, 8, 14, 32, 40, 51, 52,
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com coecientes complexos, 38
conjunto completo de, 5, 10, 27, 3133, 92
denição, 10
dominante, 6, 3133, 39
dominante, denição, 27
e bloco valor próprio, 28, 64
exsitência e contabilização de, 5
relação com cadeia de Jordan, 26
valores próprios do, 13, 14
Valores próprios, 2, 11, 1719, 21
da λ-Matriz, 13, 17
da matriz companheira, 28
de maior valor absoluto, 27
do bloco valor próprio, 28
do solvente, 13, 14, 27




denição, matriz bloco de, 27
matriz bloco de, 5
não singular, 27
Vandermonde, matriz bloco de, 32
Vetores próprios, 2, 3, 57, 18




forma canónica de, 5, 17, 81, 82
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