When reporting on well-conducted research, a characteristic of a complete and proper manuscript is one that includes analyses and interpretations of all interactions. Our purpose is to show how to analyze and interpret interactions in agronomy and breeding research by means of three data sets comprising random and xed e ects. Experiment 1 tested wheat (Triticum aestivum L.) at two N and four P fertilizer rates in two soil types. For this data set, we used a xed-e ect linear model with the highest order (three-way) interaction considered rst and then worked down through the lower order interactions and main e ects to illustrate the importance of interactions in data analysis. Experiment 2 evaluated maize (Zea mays L.) hybrids under four rates of N for 3 yr. For this data set, we used a linear mixed model and partitioned the four N rates into orthogonal polynomials. Experiment 3 evaluated genotypes in six environments where the objective was to show how to study genotype × environment interactions. Researchers must analyze all interactions, determine if they are due to changes in rank (crossover) or only to changes in scale, and then judge whether reporting on signi cant main e ects or interactions would best explain the biological responses in their experiments. In an experiment with more than one factor, complete and correct analysis of interactions is essential for reporting and interpreting the research properly. Abbreviations: COI, crossover interaction; GE, genotype ´ environment interaction; GY, grain yield; HWCI, half width confi dence interval; NCOI, non-crossover interaction; TE, treatment ´ environment interaction.
The presence of a treatment ´ environment interaction (TE) in agronomy experiments and a genotype ´ environment interaction (GE) in breeding trials is expressed either as inconsistent responses of some treatments relative to others due to treatment rank change (crossover interaction [COI] ) or as changes in the absolute diff erences between treatments without rank change, meaning a scale change or non-crossover interaction (NCOI) . Th e most important interaction in agriculture is due to rank change or COI, given that NCOI does not prevent making general recommendations at the level of one factor across all levels of the other factors. Several models and displays are commonly used for describing the mean response of treatments across environments and for studying and interpreting TE and GE.
Th ree-way interactions may arise in agricultural experiments that include treatments established in several environments across years. Also, three-way and four-way interactions can arise for other conditions or treatments applied by the researcher, such as sowing date, fertilizer rate, and/or plant density. Although years themselves may not be intrinsically interesting, they provide the environmental conditions in which the crop is grown, and diff erent responses of environments in years may be relevant for identifying stable treatments across geographical regions and years. McIntosh (1983) provided guidance for analyzing experiments combined across multiple locations or years. Agronomy experiments may also include diff erent treatments in environments under diff erent plant densities evaluated across several years. In these experiments, three-and four-way interactions can be dissected by combining graphical displays and statistical analyses that can reveal COI or NCOI among levels of factors. Milliken and Johnson (1992) provided a comprehensive assessment of how to examine and study twoway fi xed-eff ect treatment interactions in agriculture and other fi elds of research. A vast review of fi xed and mixed linearbilinear models for assessing and studying interaction eff ects in the context of plant breeding, genetics, and genomics has been provided by Crossa (2012) .
Suppose a researcher needs to know if there is a common structure underlying locations (environments) with respect to years and how the various treatments respond across the structure formed by environments and years. Some treatments may respond similarly in some environments and differently in others, and some environments may be more associated with others in some years. An approach for gaining insight into three-way interactions is important and useful and, when possible, this type of approach is more useful than condensing three-way data into two-way data. A less useful approach is to explicitly exclude years and analyze the two-way TE array in each year separately. The limitations of this approach are that it does not explain the significance of the overall TE across years and that there is a loss of information because the data are not analyzed in their original format, which is the three-way interaction (Varela et al., 2006 (Varela et al., , 2009 .
When analyzing data from experiments, researchers need to answer questions related to different hypotheses; for example, how does each treatment affect the response variable? What kind of interaction is there between treatments? Other important questions are whether conclusions regarding the main effects can be reached despite the existence of significant interactions, and whether or not there are specific levels of treatment effects causing the interaction. Crossa et al. (2014) gives a detailed account of how to deal with interactions in several practical situations related to agriculture, plant breeding, and other fields of research using linear fixed-and mixed-effect models.
Usually when levels of a factor are discrete, mean comparisons among them are used (Carmer, 1976; Carmer and Swanson, 1971, 1973; Saville, 2014) , whereas polynomial orthogonal contrasts are recommended for quantitative levels of a factor (Swallow, 1984; Little, 1978; Saville, 2014) . For multiple comparisons among means, a recommended procedure for researchers who are equally concerned about Type I and Type II errors, and also about comparison-wise rather than experimentwise error rates, is the unprotected least significant difference (LSD) (Glaz and Dean, 1988: Saville, 2014) .
This study analyzed agronomic and breeding experimental data sets with random and fixed effects. We selected data sets that will be meaningful to a large number of agricultural researchers; our examples are meant to serve as useful and practical resources for many researchers as they analyze their data. The analyses of two agronomic experiments (Exp. 1 and 2) and one multienvironment breeding trial with unstructured sets of wheat lines are described to illustrate some of the basic analyses that can be performed for studying and dissecting TE (Exp. 1 and 2) and assessing and studying GE (Exp. 3).
BASELINE MODELS

Two-Way Model without Interaction
The basic two-way main fixed-effect linear model considers that the empirical mean response, ij y , of the ith treatment (i = 1, 2, …, I) in the jth environment ( j = 1, 2, …, J) with n replications in each of the I ´ J cells is expressed as
where m is the grand mean across all treatments and environments, t i is the additive effect of the ith treatment, d j is the additive effect of the jth environment, and ij e is the average error of the ith treatment in the jth environment assumed to be normally, identically, and independently distributed (IID) N(0,I n s 2 /n, where s 2 is the withinenvironment error and I n is the identity matrix of order n ´ n. The possible existence of significant TE or GE is ignored and its effects are estimated together with the average error.
Two-Way Model with Interaction
Taking the model given in Eq.
[1] as a starting point, the inclusion of the interaction term in the basic two-way fixedeffect linear model for TE or GE analyses becomes
where (td) ij is the nonadditive fixed interaction (TE or GE) effect of the ith treatment in the jth environment. For a random model, it is assumed that t i , d j , and (td) ij are IID normally distributed with zero expectations and variances I I s t 2 , I J s d 2 , and I IJ s td 2 , respectively (where I I , I J , and I IJ are the identity matrices of order I ´ I, J ´ J, and IJ ´ IJ, respectively). This is the most restrictive random model, for it considers equal variances for all levels of treatments and environments as well as no covariances among the different levels of treatments and environments. These restrictions can be relaxed under more realistic situations that consider heterogeneity of variances and different correlation structures among the levels of treatments and environments.
Three-Way Model with Interaction
Now consider a situation in which the trial data of the model represented in Eq. [2] are performed across several years (i.e., treatment ´ environment ´ year) (k = 1, 2, …, K). Usually in agronomy and/or breeding trials, years are considered random effects. Assume that the main effects of treatments and environments, as well as their interactions, are considered as fixed effects. The linear model represented in Eq. [2] is now extended to include the random effects of years and their twoway and three-way random interactions with treatment and environments:
jk ijk ijk y = m +t +d +z + td + tz
where z k is the random effect of the kth year assumed to be IID N(0,I K s z 2 ), where s z 2 is the variance between years and I K is the identity matrix of order K ´ K, (tz) ik is the random interaction effects of the ith treatment in the kth year assumed to be IID N(0,I IK s tz 2 ), where s tz 2 is the variance of the treatment ´ year interaction and I IK is the identity matrix of order IK ´ IK, (dz) jk is the interaction of the jth environment in the kth year assumed to be IID N(0,I JK s dz 2 ), where s dz 2 is the variance of the environment ´ year interaction and I JK is the identity matrix of order JK ´ JK, and (tdz) ijk is the three-way random interaction of the ith treatment in the jth environment and the kth year assumed IID N(0,I IJK s tdz 2 ), where s tdz 2 is the variance of the three-way interaction treatment ´ environment ´ year interaction and I IJK is the identity matrix of order IJK ´ IJK.
EXPERIMENTAL DATA
Three data sets were used to illustrate methods for studying TE and GE. The first data set (Exp. 1) is from an experiment conducted on high-latitude rainfed spring wheat in northern Kazakhstan at two sites with distinct soil types (Chestnut and Black), two rates of N fertilizer (0 and 30 kg ha -1 ), and four unevenly spaced P fertilizer rates (0, 50, 150, and 250 kg ha -1 ), with trait grain yield (GY, Mg ha -1 ) measured in one wheat genotype in 2007. This experiment was conducted using a randomized complete block design with two replicates at each of the two sites.
The second data set (Exp. 2) is from an agronomy trial conducted in Mexico that comprised eight maize hybrids representing 8 yr of their release (1-8) evaluated at four N rates (0, 75, 150, and 300 kg ha -1 ) for 3 yr with the objective of studying the responses of historical maize hybrids under different N rates. Each hybrid ´ N rate treatment was arranged in a randomized complete block design with three replicates each year.
The third data set (Exp. 3) came from a breeding trial conducted in Mexico with the objective of evaluating the response of seven wheat lines (1-7) sown in two low-yielding environments (1 and 2) and four intermediate-yielding environments (3-6). The seven wheat lines were arranged in a randomized complete block design with two replicates in each environment.
RESULTS AND DISCUSSION
Experiment 1
The researcher in Exp. 1 might ask: How do I investigate the response patterns of main effects in the presence of significant interactions? Is it possible to reach conclusions about the main effects of soil, N, and P when several of these factor levels showed significant interactions? Are there COI or NCOI patterns revealed? To dissect and interpret high-order complex interactions is challenging and not straightforward.
The three-way soil ´ N ´ P interaction was not significant and neither were any of its linear, quadratic, or cubic polynomial responses (Table 1 ). The nonsignificant three-way interaction may have been due to the almost parallel response of GY in the Black soil for N 30 and N 0 at all P rates and the similar responses at all P rates for each of the two N rates. The nonsignificant interaction between the two soil types and the two N rates for all P rates is clearly depicted in Fig. 1 .
It must be noted that more complicated three-and four-way interactions may arise in agronomy experiments conducted at different sites and/or years, and untangling such interactions may be even more complicated than the case presented in Exp. 1. This may be especially true when more factor levels are involved. Nevertheless, the example given here illustrates an approach for dissecting and partitioning complex interactions. Aided by proper partitioning of all factorial combinations and graphic displays of significant effects, one can search for and identify COI and NCOI interactions. Then, significant interactions that are caused by NCOI can be studied, and conclusions about the main effects can often be appropriately drawn. Other conclusions regarding only main effects or combinations of main effects cannot be drawn when pertinent COI are significant. Under these circumstances, the researcher must interpret the effects of the interactions and their subsequent inferences to report on the research completely and correctly.
Dissecting Two-Way Interactions
Attempting to interpret interactions is a challenge. As mentioned above, a descriptive method of tackling the complexity of higher order interactions in the context of a fixed-effect model is to present the information in a graphic Table 1 . Experiment 1: Main effects, two-way, and three-way interactions ANOVA for grain yield (Mg ha -1 ) in an experiment with two soil types, two N rates, and four P rates. Phosphorus rates are partitioned into linear, quadratic, and cubic orthogonal polynomial contrasts. display and see whether the interactions are COI (rank change), NCOI (scale change), or a mixture of both. In this data set, all the two-way interactions (soil ´ N, soil ´ P, and N ´ P) were significant, including the linear responses of P in the soil ´ P interaction and the cubic responses of P in the N ´ P interaction (Table 1) . First, the significant cubic trend of P in the N ´ P interaction shows higher GY for N 30 than for N 0 with a NCOI trend ( Fig. 2; Table 2 ). Second, the significant linear soil ´ P interaction (Fig. 3) shows a much higher linear response to P at all rates in the Black soil than in the Chestnut soil; the NCOI interaction between soil and P is clearly depicted. The reason for the soil ´ P interaction was that GY increased linearly at the rate of 0.0029 Mg ha -1 with each incremental 1 kg ha -1 increase in P fertilizer on the Black soil, while GY increased linearly at the much slower rate of 0.0003 Mg ha -1 with each incremental increase in P on the Chestnut soil from 0 through 250 kg P ha -1 . This NCOI was an important interaction to report because it indicates that although both GY increases were linear and significant, GY increases on the Black soil were much more substantial than GY increases on the Chestnut soil. Depending on the cost of P fertilizer, it may not be economical to apply it on the Chestnut soil. By partitioning the two-way interactions, we have shown that grain yield responses were significant on both soils, but the linear response on the Black soil was significantly more positive than on the Chestnut soil. Key information for the researcher was identified by including two-way interactions and the polynomial contrasts of P in the model. Table 2 . Experiment 1: Least significant difference (LSD 0.05 ) means comparison for the main effects of soil, N, and P for grain yield (Mg ha -1 ) and their interactions (soil ´ N, soil ´ P, N ´ P, and soil ´ N ´ P) of an experiment including two soil types (Black and Chestnut), two N rates (N 0 , and N 30 ), and four P rates (P 0 , P 50, P 150 , and P 250 ). 
Main Effects
The main effects of soil, N, and P and the linear and quadratic orthogonal decomposition of P were significant (Table 1) . Grain yield production on the Black soil was significantly higher than on the Chestnut soil, and N 30 gave significantly higher grain yield than N 0 ( Table 2) . The quadratic trend response of P indicates that P 150 and P 250 did not differ between themselves but had a significantly higher grain yield than P 0 and P 50 (Fig. 4) .
Had we analyzed only the main effect of P in this study, we would have concluded that GY responded positively and similarly to P on both soils. In fact, the soil ´ P interaction indicated that farmers with Black soil could expect a much more robust response to P than farmers with Chestnut soil. A similar conclusion can be reached regarding the response to N on each soil (Table 2 ; Fig. 5 ). Had we analyzed only the main effects, we would have told all farmers to apply the higher rates of N and P. However, based on the significant interactions, it is much clearer that most of the positive response for each element was due to the response on the Black soil. Thus, we can recommend that it is crucial for farmers with Black soil to add each fertilizer at the higher rates but that only marginal yield increases would be realized on the Chestnut soils.
Appendices for SAS Codes
The three appendices show SAS codes applied to the Exp. 1 data set for: (i) computing the coefficients of orthogonal polynomials when the levels of one factor are unevenly spaced (levels of P) (Appendix A); (ii) computing and graphing the LSD of least squares means for interactions (Appendix B); and (iii) directly computing and graphing the confidence intervals of the least squares means for main effects and interactions (Appendix C).
Coefficients of Orthogonal Polynomials: The SAS codes to develop the coefficients for orthogonal polynomials for unequally spaced levels of factors are given in Appendix A. The coefficients for orthogonal polynomials when the levels of factors are equally spaced are easy to obtain directly from tables in books on statistics. For example, Steel and Torrie (1980, Section 15.7, Table 15 .11) for two-, three-, four-, five-, and six-factor levels and Kuehl (1999, Section 6.5, Table 6 .12 and Display 6.3) for equally spaced and equal replications (no missing data, must be balanced) provided a fairly detailed explanation of how to calculate the regression coefficients. However, when the factor levels are unevenly spaced (for instance, in the Exp. 1 data set there are four unevenly spaced P rates: 0, 50, 150, and 250 kg ha -1 ), it is helpful to use software to compute those coefficients. The SAS codes shown in Appendix A are also useful for equally spaced factor levels.
The SAS codes for Computing and Graphing Least Significant Difference for Interactions: Because the LSD = (t dfe,a/2 )[2Ö(2MSE/V)] and the half width of the confidence interval HWCI = (t dfe,a/2 )[Ö(MSE/V)], where t dfe,a/2 is Student's t quantile with error degrees of freedom and significance level a/2, MSE is the mean square error from the analysis of variance, and V is the number of replications multiplied by the number of factor levels not involved in that LSD value (or the number of observations for those means), it is easy to see that LSD = Ö(2) ´ HWCI.
For the main effects, SAS Proc GLM directly calculates and outputs the LSD value. However, SAS does not directly calculate the LSD values for the interactions. Using the above relationship between the LSD and HWCI, it is possible to obtain the confidence interval for the least squares adjusted means (lsmeans).
The above relationship is valid only for balanced data. For unbalanced data, the LSD expression becomes LSD = (t dfe,a/2 ) Ö[MSE(1/v i + 1/v j )], where v i and v j are the number of observations involved in the corresponding levels i and j of the factor being analyzed. If the cell sizes are unequal, SAS uses the harmonic mean of the cell sizes to compute the critical ranges in the mean statement and for the confidence limits for the individual lsmeans. This approach is reasonable if the cell sizes are not too different, but it can lead to liberal tests if the cell sizes are highly disparate. Because it is difficult to automatically compute the harmonic mean in the SAS data step, we have included a correction factor given by the ratio of the number of real observations used (OU) in the analysis of variance divided by the total number of observations read (OR). This ratio is the coefficient CF = OU/OR. When the data is balanced, CF = 1.
Graphing the Interaction Profiles in Factorial Experiments Using the GLIMMIX Procedure: An easy way to obtain the graphs for the mean response profiles for main effects and interactions in a factorial experiment is through the generalized linear mixed models procedure (GLIMMIX). The SAS code for the Exp. 1 data set is shown in Appendix C. Also, the response profile and 95% confident interval (CI) for the combination level of lsmeans of soil, N, and P are given in Fig.  C1 of Appendix C. The difference between the intervals for the interactions obtained from Appendix B using GPLOT and those computed in Appendix C using the GLIMMIX procedure are twofold: (i) GLIMMIX does not allow a curvilinear polynomial fit to the data but rather only depicts the lsmean profile (and its 95% confident interval) at each level of the factor plotted in the x axis, while the GPLOT procedure will fit the curvilinear polynomial and the LSD at each lsmean point; and (ii) the GPLOT produces a computer graphics metafile (CGM) that can be easily edited and modified; the graphs produced by GLIMMIX are not easy to edit and modify.
Experiment 2
The mixed linear model considers year and its two-and three-way interactions with N and the maize hybrid as random effects. The magnitude of these variance components is shown in the upper part of Table 3 . Results indicate that after the residual variance component, year was the most important factor in terms of variance components, followed by a year ´ N interaction. Two-way year ´ hybrid and three-way year ´ N ´ hybrid interactions were negligible. However, the year variance component had the largest p value for the hypothesis of variance equal to zero by using the approximate Z test. In addition, the zero (or negative) variance components of year ´ hybrid and year ´ N ´ hybrid could be due to an artifact of the optimization algorithm that includes a non-negative constraint; a negative variance component could also represent competition effects between adjacent plots in the same block in the field.
The fixed main effects of N and their linear and quadratic orthogonal contrasts were significantly different from zero, indicating that hybrids had a curvilinear response at higher levels of N fertilizer. The significant quadratic response of the combined eight maize hybrids to the four N rates is clearly depicted in Fig. 6 and shown in the means separation in Table 4 . Also, as expected, highly significant differences among historical maize hybrids were detected, as indicated by their mean separation (Table 4) . Table 3 . Experiment 2: Estimate of variance components of random effects, standard error, approximate Z value, and their approximate probability (Pr > Z) for grain yield (Mg ha -1 ) in an experiment with eight historical maize hybrids evaluated at four N rates for 3 yr, and fixed main effects of N and genotype, and their two-way interaction, their numerator and denominator degrees of freedom, and probability of F values (Pr > F). Rates of N are partitioned into linear, quadratic, and cubic orthogonal polynomial contrasts. 
Dissecting the Two-Way Interaction
The test of the linear response on the N ´ hybrid interaction was significant (lower part of Table 3 ) because the more recently released hybrids (5-8, depicted by blue lines in Fig. 7 ) had higher yields than hybrids released earlier (1-3, black lines in Fig. 7 ) across N rates, while Hybrids 4 through 8 had similar yields at N 0 but Hybrids 5 through 8 had higher yields than Hybrid 4 at higher N rates (N 150 and N 300 ). Thus the rank change of Hybrid 4 with respect to Hybrids 5 through 8 from low to high doses of N was the major cause of the significant linear N ´ hybrid interaction. The researcher should also note that the earlier releases (Hybrids 1 to 3) had less pronounced responses to N than Hybrids 5 to 8. Also, Hybrids 2 and 3 had similar productivity at N 300 but the yield of Hybrid 2 was less than that of Hybrid 3 at N 0 ; this change in Hybrid 2 productivity throughout the four rates of N compared with that of Hybrid 3 is a NCOI that also contributed to the linear N ´ hybrid interaction indicated.
In general, the significant linear N ´ hybrid interaction shown in Table 3 and depicted in Fig. 7 is due to a scale change in the productivity of the eight historical hybrids from low to high N rates. At N 0 , grain yield ranged from 2.5 to 3.5 Mg ha -1 , whereas at N 300 , grain yield production ranged from about 2.95 to 7.85 Mg ha -1 . However, it should be noted that the only COI was the relationship of Hybrid 4 with Hybrids 5 through 8 across the N rates, as described above.
Experiment 3
In Exp. 3, there were two fixed effects: environment and wheat line. There were seven wheat lines, but they were not structured. There were six environments, but the researcher had enough prior knowledge to structure them into two categories: one containing two low-yielding environments (1 and 2) and the other containing four intermediate environments (3-6).
Fixed effects, environments and wheat lines, as well as their interactions were highly significant (Table 5 ). The comparison between the two low grain yielding environments and the four intermediate grain yielding environments explained almost 98.6% of the environment main effect sum of squares. The means of the main effects of environment clearly show the differential productivity of Environments 1 and 2 compared with Environments 3 through 6 (Table 6 ). In terms of the yield of the wheat lines, Lines 1 and 2 had significantly higher GY than Lines 3 and 4 across environments. However, the researcher may be interested in examining the performance of the wheat lines under the low-and intermediate-yielding environmental groups to possibly detect lines with high yields in one or the other environmental group vs. lines that yield well across all environments. Any of these lines may be of value to farmers; the key is for the researcher to identify and communicate their value properly.
Dissecting the Two-Way Interaction
Because the factor wheat line was unstructured, there was no previous indication as to how the wheat lines could be grouped to dissect the interaction. However, the factor environment, with six levels, can be further studied because it has one group with two low-productivity environments and a second group with four environments having intermediate productivity levels. Furthermore, a great deal of the variation among environments can be explained by a single contrast: the mean of Environments . 1-6) . Decomposition of the sum of squares of genotype ´ environment interaction based on factorial regression contrasts is shown in the lower part of the 2.69 C 3 2.51 C 1 + 2 vs. the mean of Environments 3 to 6. This suggests a strategy for partitioning the interaction into contrasts that is related to the natural structure of the data. Therefore, we describe two strategies for dissecting a two-way interaction: singular value decomposition and factorial regression contrasts.
Singular Value Decomposition of the Two-Way Interaction
In Table 7 , wheat lines in Environments 1 and 2 had lower grain yield than in other environments. Wheat Line 2 was the most productive line (2.88 Mg ha -1 ) in Environment 2, and Line 4 was the highest yielding line in Environment 1 (2.26 Mg ha -1 ). Concerning the response of the lines in the more productive environments, Line 1 was the highest yielding in Environments 4 and 6, whereas Line 2 had high yields in Environment 4. However, this table is dense and not easy to use for extracting the response patterns of wheat lines in environments.
A much more useful and complete description of the performance of the wheat lines in the different environments can be achieved by fitting the fixed-effect linear-bilinear model called the site regression model (SREG) (Cornelius et al., 1996; Crossa and Cornelius, 1997) . In the SREG model, the effect of lines (genotypes) plus the genotype ´ environment interactions are subjected to singular value decomposition. Site regression is a useful model for analyzing multienvironment trials and studying the response patterns of genotypes and environments. The mixed linear-bilinear SREG can also be used for modeling the interaction in these types of trials (Crossa et al., 2014) .
The biplot obtained from the SREG model describes in one graph (Fig. 8 ) the complete response patterns of the wheat lines in the six environments as presented in the mean separation of Table 7 . The two low-yielding environments (Environments 1 and 2) are clearly separated in the lower quadrants of Fig. 8 , whereas the intermediate-yielding environments (3-6) are located in the upper right quadrant. The biplot additionally shows that Environment 2 caused much more interaction than Environment 1; this conclusion is based on the much more negative location on the y axis of Environment 2. In the environments with intermediate grain yields, Environments 3 and 4 caused most of the interaction with the wheat lines--in this case, based on their higher positive location on the y axis.
Regarding the performance of the wheat lines in the environments, the SREG biplot (Fig. 8) indicates that Line 4 was the best in Environment 1, whereas Line 2 was the most productive in Environment 2; this graphically confirms what we concluded using mean separation and LSDs above. On the other hand, Line 1 performed well at the intermediateyielding Environments 3 through 5. Based on these results, the researcher can conclude that Lines 1 and 2 had good performance in one low-yielding environment each. On the other hand, the GY of Lines 6 and 7 is highly dependent on the environment because these lines had low grain yield in Environments 1 and 2 but good yield performance in Environments 3, 4, and 6 (Table 7 ; Fig. 8 ). Line 3 showed poor grain yield performance in all the environments.
Factorial Regression Contrasts for Two-Way Interaction
The factorial regression model can be efficiently applied in the context of any two-way table to define sets of covariables that can be used for analyzing and interpreting interactions (Crossa et al., 2014) . Factorial regression models are ordinary linear models that approximate the interaction effects by using external covariables or defining specific contrasts between levels of a factor in its interaction with another factor. The use of defined covariable contrasts can help dissect interactions between factors and detect possible levels or combinations of levels of one factor that interact with levels of the other factor. By using the factorial regression model with a stepwise procedure for variable selection, the important covariables affecting the interaction can be identified and quantified. The use of covariables to define contrasts can be approached with a linear fixed-effects model or a linear mixed-effects model.
For the data in Exp. 3, there was a clear separation of environments into those with low and intermediate productivity. This can be done by defining the interaction contrast [(Environments 1 + 2 vs. Environments 3-6) ´ lines], which gives a comparison with six degrees of freedom that is significant (F value = 2.88, P < 0.0157) ( Table 5 ). This interaction contrast used 20% of the degrees of freedom of the interaction and explained 30.49% of the interaction sum of squares. Similarly, the researcher may be interested in studying the interaction of the seven wheat lines with one low-productivity environment when compared with the intermediate grain yield environments; this was evaluated by defining the interaction contrast (Environment 1 vs. Environments 3-6) ´ lines, which was highly significant and explained 34.49% of the total interaction sum of squares. Furthermore, the interaction contrast (Environment 2 vs. Environments 3-6) ´ lines was highly significant and explained 40.72% of the total interaction sum of squares (Table 5) .
These results indicate that the covariables in the factorial regression model are useful for rapidly and efficiently partitioning the interaction into contrasts that explain portions of its complexity. When several covariables are defined, a variable selection procedure can be used for determining the most important interaction comparisons (Crossa et al., 2014) . Furthermore, the results of the factorial regression are in agreement with the dissection of the interaction performed using the singular value decomposition approach when fitting the linear-bilinear model SREG. The SREG biplot determined that Environments 1 and 2 caused most of the interaction among wheat lines; this is especially clear for Environment 2, which discriminated the lines with a different pattern than Environment 1, as shown by the magnitude of the scores of the second eigenvector represented by the abscissa (Factor 1) and by the coordinate (Factor 2) in Fig. 8 .
CONCLUSIONS
It is essential to analyze and interpret all possible interactions among treatments in experiments with more than one treatment. The researcher should report on the significance of all the interactions in the study and explain the nature of the significant interactions. Then, he or she should strategize on how best to communicate the results of the study. There are no rules of statistics that mandate how the results must be described based on which interactions were significant. The researcher's final explanation may focus on two-way interactions when higher order interactions were significant, or it may focus on main effects when two-way interactions were significant. Often it will be necessary to use the highest order interactions that were significant. Our most important message to the researcher is that all of the meaningful research should be analyzed by interpreting all possible interactions; all meaningful interactions that are statistically significant should be reported, and meaningful results should be reported properly and fully while seeking to do so in a simplified manner. Final reports of results and conclusions should be based on biological knowledge and interpretation of statistical procedures that were properly conducted and interpreted. Fig. C1 . Response profiles and 95% confidence interval (CI) for the means of various combinations of levels of the soil factor (Chestnut and Black), two levels of N (0 and 30 kg ha -1 ), and four unevenly spaced P fertilizer rates (0, 50, 150, and 250 kg ha -1 ): (a) grain yield using two N rates (0 and 30 kg ha -1 ) on Black and Chestnut soils; (b) grain yield using two N rates (0 and 30 kg ha -1 ) and four unevenly spaced levels of P fertilizer; (c) grain yield on two soil types, Chestnut and Black, and four unevenly spaced levels of P fertilizer; (d) grain yield using two N levels (0 and 30 kg ha -1 ) and four unevenly spaced levels of P fertilizer; and (e) grain yield using four unevenly spaced levels of P fertilizer.
