which is a generalization of a congruence due to W. Kohnen. In this note we give an elementary proof of the above congruence which is based on several combinatorial identities and congruences involving the Fermat quotient q p (2), harmonic or alternating harmonic sums.
INTRODUCTION AND MAIN RESULT
Using a polynomial method, W. Kohnen [12, Theorem] proved that for any odd prime p, Here, as usually in the sequel, we consider the congruence relation modulo a prime power p e extended to the ring of rational numbers with denominators not divisible by p. For such fractions we put m/n ≡ r/s (mod p e ) if and only if ms ≡ nr (mod p e ), and the residue class of m/n is the residue class of mn ′ where n ′ is the inverse of n modulo p e . In the proof of the above congruence Kohnen [12, the congruence (3) and the congruence after this] showed that (2)
Now the congruence (1) immediately follows from (2) and the fact that the sum on the left of (2) can be rewrite as
We point also that Z. W. Sun proved in [23] that for any odd prime p,
where [a] denotes the integer part of a real number a. The congruence (3) with the bound [p/2 n ], n = 1, 2, . . ., instead of (p − 1)/2 in the sum on the right hand side of (3) was generalized by W. Kohnen [13, Theorem] .
The congruences (1) and (2) may be very interesting if we observe their connection with the Fermat quotient. The Fermat Little Theorem states that if p is a prime and a is an integer not divisible by p, then a p−1 ≡ 1 ( mod p). This gives rise to the definition of the Fermat quotient of p to base a,
which is an integer. It is well known that divisibility of Fermat quotient q p (a) by p has numerous applications which include the Fermat Last Theorem and squarefreeness testing (see [6] , [9] and [19] ). A particular interesting one, due to Glaisher ([7] ; also see [10] ) for a prime p ≥ 3, is
Recently, Z. H. Sun [22] established the following extension of the congruence (1).
Sun's proof [22, Lemmas 4.1-4.3] of the congruence (4) is based on the congruential properties of Mirimanoff polynomials obtained by "the antiderivative method". In his proof it was also used the congruence for the sum These auxiliary congruences are interesting in themselves, such as 
where E n (n = 0, 1, 2, . . .) are Euler numbers, that is, integers defined recursively by E 0 = 1, and
(it is well known that E 2n−1 = 0 for each n = 1, 2, . . .).
Comparing (4) and (5), we have
whence we conclude that the congruence (5) can be considered as another generalization of the congruence (1). Notice that numerous combinatorial congruences recently obtained by Z. W. Sun in [25] - [28] and by Z. H. Sun in [22] contain the Euler numbers E p−3 with a prime p. Namely, many of these congruences become "supercongruences" if and only if E p−3 ≡ 0 (mod p). Using the congruence (5), a computation via Mathematica 8 shows that only three primes less than 3 · 10 6 satisfy the condition E p−3 ≡ 0 (mod p) (such primes are 149, 241 and 2946901). Recall that investigations of such primes have been recently suggested by Z. W. Sun in [26] ; namely, in [26, Remark 1.1] Sun found the first and the second such primes, 149 and 241, and used them to discover curious supercongruences (1.2)-(1.5) from Theorem 1.1 in [26] involving E p−3 .
By 
6 , we can assume that the remainder modulo p of E p−3 is random. Then applying the previous mentioned McIntosh's argument we propose the following Conjecture. There are infinitely many primes p such that E p−3 ≡ 0 (mod p).
PROOF OF THE THEOREM
For a nonnegative integer n let H n = 1 + 1 2 + · · · + 1 n be the nth harmonic number (we assume that H 0 = 0).
We begin with well known result.
Lemma 2.1. ([29, Lemma 2.1]). If p is an odd prime, then
which is actually the congruence (6). 
Proof. Applying the binomial formula, using the identity
and the congruence (6) reduced modulo p, we find that
By Wolstenholme's theorem ( [30] ; also see [1, Theorem 1] or [11] ), if p is a prime greater than 3, then the numerator of the fraction
2 . This together with the congruence (8) gives
Analogously, we obtain the third congruence from (7).
Lemma 2.3. Let p ≥ 5 be a prime. Then
and (10)
Proof. By a result of Bayat [2, Theorem 3 (ii)], for any prime p ≥ 5 the numerator of the fraction 1 +
2 is divisible by p, which is the congruence (9) .
Notice that the set of all quadratic residues modulo p is actually the set
. . , (p − 1)/2, it follows that regarding modulo p this set coincides with
2 }, and so by the mentioned result of Bayat, we have
This is (10) and the proof is completed.
Lemma 2.4. Let n be a positive integer. Then
Proof. The identity (11) easily follows by induction on n, and hence its proof may be omitted. In order to prove the equality (12), observe that for fixed i, j with 1 < j ≤ 2n the sum of all terms on the left of (12) containing 1/(ij) is equal to
This immediately yields (12).
The equality in (13) is satisfied as follows.
This completes the proof.
Lemma 2.5. Let p ≥ 5 be a prime. Then
Proof. The second congruence in (7) from Lemma 2.2 and the congruence (10) from Lemma 2.3 immediately give
Further, we have
The above two congruences yield (14) .
Lemma 2.6. Let p ≥ 5 be a prime. Then
Proof. Applying the fact that p | H p−1 and the congruence (9) of Lemma 2.3 to the left hand side of the identity
we immediately obtain
Substituting the congruence (16) into the identity (13) of Lemma 2.4 with 2n = p − 1, we obtain the first congruence from (15) . Further, taking the first congruence of (14) from Lemma 2.5, we obtain
Hence, it remains to determine S := 1≤i<j≤p−1
Then it is easily seen that the map f : A → N 2 defined as f (i, j) = (j −i, j) is a bijection from A to A, and thus
Observing also that the map g : A → N 2 defined as g(i, j) = (i, p − (j − i)) is also a bijection from A to A, it follows that S ′ = S. Replacing this equality into (18), we obtain 3S ≡ 0 (mod p), that is,
Substituting this into (17), we obtain the second congruence of (15). This completes the proof.
Lemma 2.7. Let p ≥ 5 be a prime. Then
Proof. After summation of the congruence (6) of Lemma 2.1 over k, using the identities (11) and (12) from Lemma 2.4 with n = (p − 1)/2, we find that
Dividing the above congruence by p, we immediately obtain
whence substituting the second congruence in (15) from Lemma 2.6, we immediately obtain (19) .
Remarks. The congruence (19) was proved in 1938 by E. Lehmer [14, the congruence (45), p. 358]. This proof followed the method of Glaisher [8] , which depends on Bernoulli polynomials of fractional arguments. Using (19) and other similar congruences, E. Lehmer obtained various criteria for the first case of Fermat Last Theorem (cf. [19] ). In the conclusion of this paper [14, p. 360] it was observed that a beautiful Morley's congruence [17] published in 1895, follows immediately inserting the congruences (19) and (10) of Lemma 2.3 into (6) of Lemma 2.1 with k = (p − 1)/2. This congruence asserts that for a prime p > 3,
Notice also that the congruence (19) 
and
Proof. The identity 
This proves the congruence (20) . The congruence (6) from Lemma 2.1 reduced modulo p 2 , the identity (11) of Lemma 2.4, the congruences (20) and (19) of Lemma 2.7 yield
This is the congruence (21) and the proof is completed.
Finallly, in order to prove Theorem, we still need the following identity established in [18, Eq. (40) ] by using the Sigma package.
Lemma 2.9. For a positive integer n we have
Proof. We proceed by induction on n ≥ 1. As (25) is trivially satisfied for n = 1, we suppose that this is also true for some n ≥ 1. Then using the induction hypothesis (in the last equality below), the identities and H k = H k−1 + 1/k with 1 ≤ k ≤ n + 1, we get
Hence, the induction proof will be finished if we prove that
Substituting H n+1 = H n + 1/(n + 1) into above relation, it immediately reduces to 
