Abstract. This paper explores the feasibility of using an eye tracker as an image retrieval interface. A database of image similarity values between 1000 Corel images is used in the study. Results from participants performing image search tasks show that eye tracking data can be used to reach target images in fewer steps than by random selection. The effects of the intrinsic difficulty of finding images and the time allowed for successive selections were also investigated.
Introduction
Images play an increasingly important part in the lives of many people. There is a critical need for automated management, as the flow of digital visual data increases and is transmitted over the network. Retrieval mechanisms must be capable of handling the amount of data efficiently and quickly. Existing systems are capable of retrieving archiving material according to date, time, location, format, file size, etc. However, the ability to retrieve images with semantically similar content from a database is more difficult.
One of the major issues in information searching is the problem associated with initiating a query. Indeed lack of high-quality interfaces for query formulation has been a longstanding barrier to effective image retrieval systems [19] . Users find it hard to generate a good query because of initial vague information [18] (i.e. "I don't know what I am looking for but I'll know when I find it"). Eye tracking presents an adaptive approach that can capture the user's current needs and tailor the retrieval accordingly. Understanding the movement of the eye over images is an essential component in the research.
Research in the applications of eye tracking is increasing, as presented in Duchowski's review [3] of diagnostic and interactive applications based on offline and real-time analysis respectively. Interactive applications have concentrated upon replacing and extending existing computer interface mechanisms rather than creating a new form of interaction. The tracking of eye movements has been employed as a pointer and a replacement for a mouse [5] , to vary the screen scrolling speed [12] and to assist disabled users [1] . Dasher [20] uses a method for text entry that relies purely on gaze direction. In its diagnostic capabilities, eye-tracking provides a comprehensive approach to studying interaction processes such as the placement of menus within web sites and to influence design guidelines more widely [10] . The imprecise nature of saccades and fixation points has prevented these approaches from yielding benefits over conventional human interfaces. Fixations and saccades are used to analyze eye movements, but it is evident that the statistical approaches to interpretation (such as clustering, summation and differentiation) are insufficient for identifying interests due to the differences in humans' perception of image content. More robust methods of interpreting the data are needed. There has been some recent work on document retrieval in which eye tracking data has been used to refine the accuracy of relevance predictions [16] . Applying eye tracking to image retrieval requires that new strategies be devised that can use visual and algorithmic data to obtain natural and rapid retrieval of images.
Traditional approaches of image retrieval suffer from three main disadvantages. Firstly there is a real danger that the use of any form of pre-defined feature measurements will be unable to handle unseen material. Image retrieval systems normally rank the relevance between a query image and target images according to a similarity measure based on a set of features. Pre-determined features can take the form of edges, colour, location, texture, and others. Secondly the choice of lowlevel features is unable to anticipate a user's high-level perception of image content. This information cannot be obtained by training on typical users because every user possesses a subtly different subjective perception of the world and it is not possible to capture this in a single fixed set of features and associated representations. Thirdly descriptive text does not reflect the capabilities of the human visual memory and does not satisfy users' expectations. Furthermore the user may change his/her mind and may also be influenced by external factors.
An approach to visual search should be consistent with the known attributes of the human visual system and account should be taken of the perceptual importance of visual material. Recent research in human perception of image content [7] suggests the importance of semantic cues for efficient retrieval. Relevance feedback mechanisms [2] is often proposed as a technique for overcoming many of the problems faced by fully automatic systems by allowing the user to interact with the computer to improve retrieval performance. This reduces the burden on unskilled users to set quantitative pictorial search parameters or to select images (using a mouse) that come closest to meeting their goals. This has prompted research into the viability of eye tracking as a natural input for an image retrieval system. Visual data can be used as input as well as a source of relevance feedback for the interface. Human gaze behaviour may serve as a new source of information that can guide image search and retrieval.
Human eye behaviour is defined by the circumstances in which they arise. The eye is attracted to regions of the scene that convey what is thought at the time to be the most important information for scene interpretation. Initially these regions are pre-attentive in that no recognition takes place, but moments later in the gaze the fixation points depend more upon either our own personal interests and experience or a set task. Humans perceive visual scenes differently. We are presented with visual information when we open our eyes and carry out non-stop interpretation without difficulty. Research in the extraction of information from visual scenes has been explored by Yarbus [21] , Mackworth and Morandi [9] and Hendersen and Hollingworth [6] . Mackworth and Morandi [9] found that fixation density was related to the measure of informativeness for different regions of a picture and that few fixations were made to regions rated as uninformative. The picture was segmented and a separate group of observers were asked to grade the rate of informativeness. Scoring the informativeness of a region provides a good insight into how humans perceive a scene or image. Henderson and Hollingworth [6] described semantic informativeness as the meaning of an image region and visual informativeness as the structural information. Fixation positions were more influenced by the former compared to the latter. The determination of informativeness and corresponding eye movements are influenced by task demands [21] .
Previous work [13] used a visual attention model to score the level of informativeness in images and found that a substantial part of the gaze of the participants during the first two seconds of exposure is directed at informative areas as estimated by the model. Subjects were presented with images with clear regions-of-interest and results showed that these attracted eye gaze on presentation of the images studied. This led credence to the belief that the gaze information obtained from users when presented with a set of images could be useful in driving an image retrieval interface. More recent work [14] compared the performance of the eye and the mouse as a source of visual input. Results showed faster target identification for the eye interface than the mouse for identifying a target image on a display.
In this paper, experiments are described that explore the viability of using the eye to drive an image retrieval interface. Preliminary work was reported in [15] . In a visual search task, users are asked to find a target image in a database and the number of steps to the target image are counted. It is reasonable to believe that users will look at the objects in which they are interested during a search [13] and this provides the machine with the necessary information to retrieve a succession of plausible candidate images for the user.
Data and Apparatus
1000 images were selected from the Corel image library. Images of 127 kilobytes and 256 x 170 pixel sizes were loaded into the database. The categories included boats, landscapes, vehicles, aircrafts, birds, animals, buildings, athletes, people and flowers. The initial screen (including the position of the target image) is shown in Figure 1 . Images were displayed as 229 x 155 pixel sizes in the 4 x 4 grid display.
An Eyegaze System [8] was used in the experiments to generate raw gazepoint location data at the camera field rate of 50 Hz (units of 20ms). A clamp with chin rest provided support for chin and forehead in order to minimize the effects of head movements, although the eye tracker does accommodate head movement of up to 1.5 inches (3.8cm). Calibration is needed to measure the properties of each subject's eye before the start of the experiments. The images were displayed on a 15" LCD Flat Panel Monitor at a resolution of 1024x768 pixels. The loading of 16 images in the 4 x 4 grid display took an average of 100ms on a Pentium IV 2.4GHz PC with 512MB of RAM. Gaze data collection and measurement of variables were suspended while the system loaded the next display. The processing of information from the eye tracker is done on a 128MB Intel Pentium III system with a video frame grabber board. A measure [17] was used to pre-compute similarity scores between all pairs of images in the database. Images are presented in a 4 by 4 grid with target image presented in the top left corner of the display. The user is asked to search for the target image and on the basis of the captured gaze behaviour, the machine selects the most favoured image. The next set of 15 images are then retrieved from the database on the basis of similarity scores and displayed for the next selection. The session stops when the target image is found or a prescribed number of displays is reached.
A random selection strategy (the machine randomly selects the most favoured image) was employed to provide a performance base-line which any more intelligent approach would need to exceed.
Experiment Design

Selection of Target Images
It was found that as the number of randomly retrieved images in each display was increased, the likelihood of finding the target image also increased. A histogram plot of the frequency distribution of steps to target for every image in the database revealed the easy-to-find and hard-to-find images. 4 easy-to-find and 4 hard-to-find target images were picked for the experiment. These are shown in Figure 2 . 
Experimental Procedure
Thirteen unpaid participants took part in the experiment. Participants included a mix of students and university staff. All participants had normal or corrected-to-normal vision and provided no evidence of colour blindness. One practice run was allowed to enable better understanding of the task at hand and to equalise skill levels during the experiment. Participants understood that there would be a continuous change of display until they found the target but did not know what determines the display change. The display change is determined by eye selection of an image, using the sum of all fixations of 80ms and above on an image position, up to a fixation threshold. Two fixation thresholds of 400ms and 800ms were employed as a factor in the experiment. The display included either no randomly retrieved image (all 15 images are selected on the basis of similarity scores) or one randomly retrieved image (one image is randomly selected from the database). Participants performed 8 runs, using all image types (easy-to-find and hardto-find). Four treatment combinations of the two fixation thresholds (400ms and 800ms) and two randomly-retrieved levels (0 and 1) were applied to each image type. Any sequence effect was minimised by randomly allocating each participant to different sequences of target images. The first four runs were assigned to each image type. There was a 1 minute rest between runs. The maximum number of steps to target was limited to 26 runs.
Results and Discussion
Three dependent variables, the number of steps to target, the time to target (F 1 ), and the number of fixations (F 2 ) of 80ms and above were monitored and recorded during the experiment. 8 dependent variables were recorded for each participant. The average figures are presented in Table 1 . The results of the ANOVA performed on the steps to target revealed a significant main effect of image type, F(1,12)=23.90, p<0.0004 with fewer steps to target for easy-to-find images (14 steps) than the hard-to-find images (22 steps). Easy-to-find target images were found in fewer steps by participants than the hard-to-find images as predicted by the evidence obtained using the random selection strategy.
The main effect of the fixation threshold was not significant with F(1,12)=1.50, p<0.25. The main effect of randomly-retrieved was also not significant, F(1,12)=0.17, p<0.69. Generally, the influence of including one randomly retrieved image in each display produced little or no difference in the steps to target, time to target and fixation numbers. Even when compared with the random selection tool, the steps to target did not significantly differ. All two-factor and three-factor interactions were not significant.
The analysis of the time to target produced similar results to the analysis of the number of fixations. There was a significant main effect of image type, F 1 (1,12)=24.11, p<0.0004, F 2 (1,12)=21.93, p<0.0005, with shorter time to target and fewer fixations for easy-to-find images (40.468s and 125 fixations) than the hard-tofind images (71.331s and 229 fixations). The main effect of the fixation threshold was also similarly significant with F 1 (1,12)=18.27, p<0.001 and F 2 (1,12)=16.09, p<0.002. There were more fixations and more time was spent on hard-to-find images than the easy-to-find images. This is consistent with the conclusion of Fitts et al [4] that complex information leads to longer fixation durations and higher fixation numbers.
In line with the steps to target, the main effect of randomly-retrieved was also not significant, F 1 (1,12)=1.49, p<0.25 and F 2 (1,12)=0.76, p<0.40.
Image type interacted with the fixation threshold, F 1 (1,12)=8.04, p<0.015 and F 2 (1,12)=5.84, p<0.032, and an analysis of simple main effects indicated a significant difference in time to target and fixation numbers for the fixation thresholds when hard-to-find images were presented, F 1 (1,12)=20.00, p<0.001 and F 2 (1,12)=16.25, p<0.002, but interestingly, no significant difference when easy-tofind images were presented, F 1 (1,12)=3.62, p<0.08 and F 2 (1,12)=3.57, p<0.08. There was no significant difference in the time to target and fixation numbers between the threshold levels for the easy-to-find images as opposed to the hard-to-find images. In other words, setting a higher threshold did not significantly differ when either 400ms or 800ms was used for the easy-to-find images, but it did for the hard-to-find images. However, the steps to target did differ for both image types under either of the threshold conditions. A future experiment will be needed to investigate whether the thresholds can be reduced further, at least for the easy-to-find images.
The same treatment combinations experienced by all participants were applied to the random selection tool to obtain 104 dependent variables (steps to target). By combining the variables, 208 figures were entered into a mixed design multivariate ANOVA with two observations per cell and three factors (selection mode, image type and randomly-retrieved). The average figures are presented in Table 2 . In summary the results of the ANOVA revealed a main effect of the selection mode, F(2,23)=3.81, p<0.037, with fewer steps to target when the eye gaze is used (18 steps) than when random selection is used (22 steps). There was also a main effect of image type, F(2,23)=28.95, p<0.00001 with fewer steps to target for easyto-find images (16 steps) than the hard-to-find images (24 steps).
Further analysis of simple main effect revealed that there was a significant difference between the modes for the hard-to-find images, F(2,23)=3.76, p<0.039 as opposed to the easy-to-find images, F(2,23)=2.02, p<0.16.
The participants using the eye tracking interface found the target in fewer steps than the automated random selection strategy and the analysis of simple effect attributed the significant difference to the hard-to-find images. This meant that the probability of finding the hard-to-find images was significantly increased due to human cognitive abilities as opposed to the indiscriminate selection by random selection. Some did not reach the hard target after 26 successive displays. Future experiment will concentrate on improving the chances of getting to the target using information extracted from the scan path.
Conclusions
Experiments have shown that an eye tracking interface together with pre-computed similarity measures yield a significantly better performance than random selection using the same similarity information. A significant effect on performance was also observed with hard-to-find images. This was not seen with easy-to-find images where with the current database size a random search might be expected to perform well.
An eye controlled image retrieval interface will not only provide a more natural mode of retrieval but also have the ability to anticipate the user's objectives coupled with user relevance feedback, thereby retrieving images extremely rapidly and with a minimum of thought and manual involvement. In future interfaces, eye tracking will not only be used as a rapid and continual information gathering tool for input to improve query formulation but also to build up a visual behavioural pattern using the time series information from the data. The ensuing interface will require a model for matching possible interests between images in the database. Visually similar regions will need to be linked between all regions within the images present in the database. Adaptive algorithms could then be used to improve the model for individual users.
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