Load Forecasting of Supermarket Refrigeration by Rasmussen, Lisa Buth et al.
Load Forecasting of Supermarket Refrigeration
Lisa Buth Rasmussen, Peder Bacher, Henrik Madsen
DTU Compute, Technical University of Denmark, DK-2800 Lyngby, Denmark
Henrik Aalborg Nielsen
ENFOR A/S, DK-2970 Hrsholm, Denmark
Christian Heerup
Danish Technological Institute, DK-2630 Taastrup, Denmark
Torben Green
Danfoss A/S, DK-6430 Nordborg, Denmark
Abstract
This paper presents a study of models for forecasting the electrical load for
supermarket refrigeration. The data used for building the models consists of
load measurements, local climate measurements and weather forecasts. The
load measurements are from a supermarket located in a village in Denmark.
Every hour the hourly electrical load for refrigeration is forecasted for the fol-
lowing 42 hours. The forecast models are adaptive linear time series models.
The model has two regimes; one for opening hours and one for closing hours,
this is modelled by a regime switching model and two different methods for
predicting the regimes are tested. The dynamic relation between the weather
and the load is modelled by simple transfer functions and the non-linearities
are described using spline functions. The results are thoroughly evaluated
and it is shown that the spline functions are suitable for handling the non-
linear relations and that after applying an auto-regressive noise model the
one-step ahead residuals do not contain further significant information.
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1. Introduction
Nowadays there is an increased focus on the studies concerning the in-
tegration of renewable energy sources into existing energy systems. In 2020
the national goal is that 50% of the electrical energy consumption in Den-
mark should be covered by wind energy and hence the development of a
Smart Grid is of high priority in Denmark. This development is going to
ensure an optimal coherence between the fluctuating energy production from
renewables and the energy consumption. The study presented in this paper
is carried out as part of iPower, which is a Danish collaboration platform
including 32 partners, universities and research institutions as well as indus-
trial companies from various countries. The idea of iPower is to develop an
intelligent and flexible energy system, a Smart Grid, that can handle a fluc-
tuating power generation, by enabling increased flexibility in the power load
such that it better can follow the generation of wind power and thus decreases
the need for grid and reserve capacity investments. The ability for the power
consumers to contribute with flexibility is a key issue and one of the chal-
lenges is to create application-configurable control schemes for the industrial
consumption side. An industrial consumer, that could provide flexibility is
the Danish supermarkets, they are using a large amount of electricity on
lightning, cashiers, refrigerators and coolers, etc. In many of the proposed
Smart Grid setups in the literature load forecasting is an important part of
the control schemes [Fang et al., 2012].
Many approaches to load forecasting are found in literature, however no
studies were found which specifically consider forecasting of load for refriger-
ation. For load forecasting different kinds of data-driven modelling methods
are used from parametric models, such as ARIMA and ARMAX models,
and over to fully non-parametric methods, such as Support Vector Machines
(SVM) and Artificial Neural Networks (ANN). Regression based methods are
used by Chen et al. [1995], and Charytoniuk et al. [1998] and Fan and Hyn-
dman [2012] propose a semi and non-parametric regression models. Penya
et al. [2011] compare an ARIMA model with ANNs for forecasting of electric-
ity load for a HVAC system for an office building. Fard and Akbari-Zadeh
[2013] presents a combined method based on several of the commonly used
methods. A good overview of references with ANNs approaches to load fore-
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casting is given by Hippert et al. [2001], and Datta et al. [2000] apply an ANN
model for prediction of the total electrical load for a supermarket. Halvgaard
et al. [2012] use heat load forecasting as part of an economic Model Predic-
tive Control (MPC) for providing demand response using a hot water tank
for thermal energy storage, in the same way load forecasting for refrigeration
can be used with an MPC and an ice storage tank, see [Henze et al., 2004].
The subject of flexible power consumption in refrigeration systems has a huge
potential, see for example Hovgaard et al. [2012] and Shafiei et al. [2013].
This paper presents a study of models for forecasting the electrical load
from supermarket refrigeration. The data used for building the forecast mod-
els are hourly load measurements, local measured ambient temperature and
numerical weather predictions (NWPs) for a summer period of 3 months
(May, June, July). The forecast models are adaptive linear time series mod-
els which are fitted with a computationally efficient recursive least squares
scheme (RLS). Every hour the hourly load for refrigeration for the following
42 hours is forecasted. The dynamic relations between the inputs and the
load are modelled using linear transfer functions and non-linearities are han-
dled with spline functions. The refrigeration system operates in two regimes;
one during opening hours and another during closing hours, which is mod-
elled by a regime switching model. Different approaches to predicting the
regime is tried; one simply by using the fixed opening and closing hours and
another more automatized approach where a forecasted diurnal curve is used.
The results are thoroughly evaluated and discussed. Finally, ideas for further
modifications are suggested and conclusions are drawn.
2. Data
The data used in the study consists of measurements from a supermar-
ket located in a village in Denmark. The local measured load and ambient
temperature are used together with NWPs.
2.1. Electrical load for refrigeration and local temperature measurements
The load measurements are the electrical load of the compressors of a
trans critical CO2 refrigeration system which provides cooling to four low
and seven medium temperature cooling units. The period acquired is from
May 1st to August 1st 2012. The measured time series are hourly averaged
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values in kW and are denoted by
{Qt, t = 1, . . . , N}
Local measured ambient temperature is also hourly average values, in ◦C,
denoted by {
T a,obst , t = 1, . . . , N
}
where N = 2208. A few small parts of the time series are missing. Two
gaps, first approx. two days long, and second approx. one day long, are
replaced with data, corresponding to the same hours and weekdays, from the
week before. Smaller gaps are replaced with the corresponding hour from
the day before. In the gaps other corresponding series (ambient temperature
and NWPs) are also replaced. These simple replacements are limited and
will therefore only affect the results marginally. A plot of data is found in
Figure 1, where the replaced gaps are displayed in green. In Figure 2 a
period of five days is plotted. It is clearly seen that the system operates
in two regimes, which are identified as closing and opening hours, where at
closing hours the load is lower than opening hours. This is mainly because the
supermarket is closed at night, and the cabinets without doors are covered by
isolation material. Also high frequency peaks are seen in the opening hours,
which could be related to defrosting of the low temperature cabinets, that is
scheduled in the morning and evening, individually for the different types of
low temperature cabinets. For more detailed information about the system,
see [Fredslund, 2013].
In Figure 3, the load and the local ambient temperature are plotted
against each other, together with a smooth local regression estimate Cleve-
land et al. [1992]. The opening hours for the supermarket are all day 8 am
to 9 pm and the period is separated from 7 am to 10 pm as the opening
hours, which was found as the best interval for the separation by visual in-
spection of plots. The plots shows the positive dependency between the load
and the local ambient temperature. The main cause of the increasing load
when the ambient temperature raise, is that the compressors need to work
more to increase the pressure of the refrigerant gas, in order to transfer the
needed amounts of thermal energy to the surroundings. The smoothed local
estimates (red lines) indicates of a non-linear dependency, which should be
taking into account by the forecast models.
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Figure 1: Time series plot with hourly average values of the load and the local ambient
temperature. The green parts are the replaced values
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Figure 2: Time series plot of hourly average values of the load for five days
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Figure 3: Ambient temperature versus load, for opening hours (left) and closing hours
(right). The red lines are smoothed local second order regression estimates fitted using
the R R Core Team [2013] function loess with default values.
2.2. Numerical weather predictions
The numerical weather predictions (NWPs) used in the models are pro-
vided by Danish Meteorological Institute (DMI). The model used by DMI,
to make the NWPs, is DMI-HIRLAM-S05, which has a 5 kilometers grid and
40 vertical layers [DMI]. The NWPs consist of climate variables, with hourly
values of the forecasts, which are updated four times per day and takes 4
hours to complete, i.e. the forecast starting at 06:00 is available at 10:00.
The predicted ambient temperature has the unit ◦C and the kth horizon
is denoted by {
T a,nwpt+k|t , t = 1, . . . , N, k = 1, . . . , 42
}
(1)
where N = 2208.
2.3. Combining local observations with NWPs
When a load forecast is calculated at time t, past values of the model
inputs are being used, therefore the local measured ambient temperatures
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are combined with the NWPs. The combining is achieved by forming a time
series at time t, for a specific horizon k, denoted{
T at+k|t
}
=
{
. . . , T a,obst−1 , T
a,obs
t , T
a,nwp
t+1|t , T
a,nwp
t+2|t , . . . , T
a.nwp
t+k|t
}
(2)
The combined series are used to include dynamics in the model in an efficient
way by low-pass filtering as explained in Section 3.3.
The NWP predicted ambient temperature T a,nwpt+1|k represents the tempera-
ture for the local area where the supermarket is located and compared to the
measured ambient temperature a bias is observed, approximately between 1
to 5 ◦C below the measured temperature. The forecasts are therefore cali-
brated to the local measurements with a simple local polynomial regression
model.
3. Methods
The applied models are formed using the same techniques as [Nielsen and
Madsen, 2000] for forecasting of the total heat load for many houses and
by Bacher et al. [2013b] for forecasting of the heat load for single family
houses. The models are based on prior physical knowledge of the heat dy-
namics, which is coupled with statistical time series modelling techniques.
This allows for inclusion of heat transfer effects related to the climate vari-
ables in combination with a time adaptive estimation scheme applied to meet
changing conditions or variables not directly accounted for by the model, for
example the effect of the delivery of new goods placed in cabinets. In order
to describe the systematic patterns in the load, a diurnal curve and regime
switching models are used, furthermore the non-linear correlation between
load and temperature is described using splines. Two parameters of the
forecasting models are estimated by minimizing the root mean square error
(RMSE) in an off-line setting, they are related to slow varying features of
models, as explained below. The forecast models are fitted separately for
each forecast horizon k, which means that the same model formulation - i.e.
same inputs and model structure - is used, only the parameters and coeffi-
cient values are different for each horizon. By this approach the increasing
uncertainty related to the forecast horizon is taken into account.
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3.1. Time adaptive models
The models are fitted with a k-step recursive and adaptive least squares
scheme Madsen [2008]. This means that the coefficients in the model can
change over time and adapt optimally to changing conditions in a least
squares sense, hence if the residuals are Gaussian white noise (identical and
independently normal distributed) then the predictions are based on the
maximum likelihood estimates of the parameters. The coefficients are recur-
sively updated, which means that only a few matrix operations are required
to compute an updated forecast, hence the scheme is computationally very
fast.
The RLS scheme used to update the coefficients is
Rt = λRt−1 +Xt−kXTt−k (3)
θˆt = θˆt−1 +R−1t Xt−k[Yt −XTt−kθˆt−1]
It is a recursive implementation of a weighted least squares estimation, where
the weights are exponentially decaying over time. With Xt as the regressor
vector, θt as the coefficient vector and Yt is the dependent variable (obser-
vation at time t), the k-step prediction at t is
Ŷt+k|t = XTt θˆt (4)
A single parameter is required, the forgetting factor λ, for describing how
fast historical data is down-weighted. The weights are equal to
w(∆t) = λ∆t
where ∆t is the age of the data in hours. This implies that for λ = 0.95
the weights are halved in 13 hours and for λ = 0.998 they are halved in 346
hours (∼ 14 days). Further details about the algorithm are found in [Bacher
et al., 2009].
3.2. Diurnal curve
A diurnal curve is included in the models for describing systematic diurnal
patterns in the load. The curve is modelled as a harmonic function using the
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Fourier series
µ(t, nhar,αdiu) =
nhar∑
i=1
αwor1,i sin
(
ttodipi
12
)
It + α
wor
2,i cos
(
ttodipi
12
)
It (5)
+
nhar∑
i=1
αwee1,i sin
(
ttodipi
12
)
(1− It) + αwee2,i cos
(
ttodipi
12
)
(1− It)
where ttod is the time of day in hours at time t, nhar is the number of har-
monics included in the Fourier series,
αdiu = (α
wor
1,1 , . . . , α
wor
1,nhar
, αwor2,1 , . . . , α
wor
2,nhar
, αwee1,1 , . . . , α
wee
1,nhar
, αwee2,1 , . . . , α
wee
2,nhar
)
(6)
is a vector consisting of the coefficients for the included harmonics and
It =
{
1 for workdays
0 for weekend
(7)
is an indicator time series switching between a diurnal curve for workdays
and another for weekends. Note that αdia are the coefficients which are fitted
with the RLS scheme, i.e. they become part of θt in Equation (3), and they
could be denoted with a t since they are time varying, however this is left of
for simplicity of writing. In the present study 10 harmonics are included in
order to be able to match the almost square shaped daily load pattern.
3.3. First order low-pass filtering
The main effect causing the positive dependence between the load and
ambient temperature is the increased work needed from the compressors to
increase the pressure of the refrigerant gas. This should lead to a fast response
(on an hourly time scale) from the ambient temperature to the load. How-
ever the refrigeration system consists in a addition to the compressor rack of
piping and cabinets, and it is interacting thermally with the building and its
surroundings, therefore some low-pass filtering could also be expected. The
heat dynamics of a passive thermal system, e.g. a building, can be described
by lumped parameter RC-models, see for example Braun and Chaturvedi
[2002] and Jime´nez et al. [2008], which correspond to rational transfer func-
tions. The response in the load to changes in the climate variables is modelled
with rational transfer functions. The simplest first order low-pass filter, with
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a stationary gain of one, is a model of the system heat dynamics formed by
an RC-model with a single resistor and a single capacitor. As an example
the transfer function from the ambient temperature to the load is modelled
with
Qt = αaHa(q)T
a
t (8)
where
Ha(q) =
1− aTa
1− aTaq−1
(9)
and where q−1 is the backward shift operator (q−1xt = xt−1), αa is the sta-
tionary gain from the ambient temperature to load and aTa ∈ [0, 1] is a
parameter which corresponds to the time constant for the part of the system
affected by changes in ambient temperature. If the system has a high thermal
mass and good insulation, a relatively high aTa is expected, thus the filter
parameter needs to be adapted to the particular system in order to describe
the dynamics properly.
3.4. Splines
The non-linear relation between ambient temperature and load, described
in Section 2.1 is modelled using splines. A spline function is a piecewise-
defined smooth polynomial function of order p with a sequence of knot points
z = (z1, z2, . . . , zn) and it has a continuous derivative up to order p−1 at the
knot points [Boor, 2001]. A spline can be formed by a linear combination of
basis splines (B-splines)
Sp,z(x) =
{
n∑
j=1
βjBj,p,z(x) , βj ∈ R
}
. (10)
where x is the input. To fit a spline function for two data series a linear
regression model can be applied
Yi =
n∑
j=1
βjBj,p,z(Xi) + 
spl
i (11)
where the coefficients βj and B-splines then forms a spline function. The
knots are where the polynomial pieces connect. The amounts and placement
of the knots needs to be considered: too few knots makes the spline model
biased and too many knots makes the splines too varying with the possibility
of over-fitting to data.
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4. Models
In this study three models are presented. The first model is the best
linear model identified in Bacher et al. [2013a] and the two other models are
modifications of the first model for better prediction of the regimes and for
improving the description of the non-linear effect of the ambient temperature.
In this section the models are presented and in the next section the results
are presented and analysed. The models are in general presented as
Qt+k = Q̂t+k|t + t+k (12)
where Qt+k is the load at time t + k, Q̂t+k|t is the forecasted value available
at time t and t+k is the residual for forecast horizon k.
4.1. Root Mean Square evaluation
To evaluate the models the root mean square error (RMSE) for the kth
horizon is used. The RMSEk is defined as
RMSEk =
√√√√ 1
N
N∑
t=1
2t+k (13)
where k = 1, . . . .42. The period before May 15th will be used as a burn-in
period and is therefore excluded from the RMSEk calculations.
4.2. Parameter optimization
As described above several parameters need to be optimized for each hori-
zon. The optimization is carried out in an off-line setting by minimizing the
RMSEk for each horizon k = 1, . . . , 42 separately. The function optim()
from the R-software [R Core Team, 2013] is used for the optimization.
The following parameters are optimized:
• The forgetting factor: λ
• The coefficient for the low-pass filtering of ambient temperature: aTa
These parameters describe properties of the system, which changes very
slowly in time, and hence their optimization do not have the need to be
updated very often, e.g. once per month is most likely sufficient. The prop-
erties of the optimization is not studied in further details in this work.
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4.3. Fixed regime and linear model
The first model is denoted by Modelfix .lin . The model includes a diurnal
curve, which switches for workdays and weekends as described in Section
3.2, and the effect of ambient temperature is included by letting the ambi-
ent temperature enter through a low-pass filter and then switched between
the opening and closing hours regimes at two fixed times of the day. The
forecasted value is
Q̂t+k|t = µ(t+ k, nhar,αdiu) + αiop I
fix
t+k|t + αaop I
fix
t+k|tHa(q)T
a
t+k|t (14)
+ αicl
(
1− Ifixt+k|t
)
+ αacl
(
1− Ifixt+k|t
)
Ha(q)T
a
t+k|t (15)
where µ(t+ k, nhar,αdiu) is the diurnal curve, the indicator time series
Ifixt+k|t =
{
1 for 8 ≤ (t+ k)tod ≤ 21
0 for (t+ k)tod < 8 ∨ 22 < (t+ k)tod (16)
where (t+ k)tod is the time of day in hours and time t+ k, switches between
the opening and closing regime, Ha(q)T
a
t+k|t is the low-pass filtered ambient
temperature. The coefficients αiop and αaop are the intercept and slope for
opening hours, and similarly αicl and αacl are for the closing hours. When
the model is fitted with the RLS scheme it is these four coefficients, which,
together with αdiu, forms the coefficient vector θt.
4.4. Variable regime and linear model
The second model introduced is denoted with Modelvar .lin . The forecasted
value is
Q̂t+k|t = µ(t+ k, nhar,αdiu) + αiop Ivart+k|t + αaop I
var
t+k|tHa(q)T
a
t+k|t (17)
+ αicl
(
1− Ivart+k|t
)
+ αacl
(
1− Ivart+k|t
)
Ha(q)T
a
t+k|t (18)
where only the prediction of opening and closing regime is different. To
make the regime switching more adaptive, then, instead of relying on a fixed
time interval for the opening and closing regimes, which could be manually
provided, a predicted diurnal curve is used. The model applied for predicting
the regime is
Qt+k = µ(t+ k, nhar,α
rgm
t+k ) + αint + αaHa(q)T
a
t+k|t + 
rgm
t+k (19)
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The model is fitted and the estimated coefficients are used to predict the
regime by
Ivart+k|t =
{
1 for µ(t+ k, nhar, α̂
rgm
t ) ≥ 0
0 for µ(t+ k, nhar, α̂
rgm
t ) < 0
Note that the coefficients α̂rgmt are estimated separately for each horizon k
using the RLS scheme in Equation (3) and that at the time t of prediction
the currently available estimates are used as in Equation (4).
4.5. Variable regime and non-linear model
The third model is denoted by Modelvar .nonlin . It is extended further
from the second model by modelling the non-linear effect for the ambient
temperature, which was found by considering the plot in Figure 3. The
forecasted value is
Q̂t+k|t = µ(t+ k, nhar,αdiu) + αiop Ivart+k|t + αaop I
var
t+k|tS
open
t+k|k (20)
+ αicl
(
1− Ivart+k|t
)
+ αacl
(
1− Ivart+k|t
)
Scloset+k|k (21)
where the ambient temperature is first low-pass filtered and then, before
included in the model as input, modelled with a spline function for each
regime
Sopent+k|k =
n∑
j=1
βˆopenj B
open
j,p
(
Ha(q)T
a
t+k|t
)
for µ(t+ k, nhar, αˆ
rgm
t ) ≥ 0 (22)
Scloset+k|k =
n∑
j=1
βˆclosej B
close
j,p
(
Ha(q)T
a
t+k|t
)
for µ(t+ k, nhar, αˆ
rgm
t ) < 0 (23)
where the opening and closing regimes are predicted the same way as de-
scribed above in Section 4.4. An order of p = 3 and number of knots n = 5
are found reasonable based on visual inspection of plots and the knots se-
quence are simply taken as the equally distributed quantiles of the ambient
temperature. This kind of two-stage approach, where non-linear effects are
modelled in an off-line setting before a linear on-line model, is widely used,
for example in wind power forecasting [Nielsen et al., 2006]. As described
in Section 3.4 a linear regression model is applied to find the estimated pa-
rameters βˆopenj and βˆ
close
j for the spline functions, here using on the observed
13
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Figure 4: The RMSEk for the models for each horizon k
load for the whole period for each regime separately. This is not opera-
tionally possible, due to use of the future observations, however due to the
lack of data for several years and since only a few degrees of freedom are
used (the number of parameters for the splines), the performance will only
be marginally lower if historical data from previous years were used instead.
5. Results
In this section the results from forecasting with the described models are
presented and evaluated. First the forecast performance for all three models
are evaluated and then residuals for the best performing model is further
analyzed.
The RMSEk of the residuals is calculated for each horizon k and plotted
for each model in Figure 4. It is seen that using the adaptive regime predic-
tion in Modelvar .lin the forecasting performance clearly increases compared
to the fixed time of day regime used in Modelfix .lin . It is also seen that includ-
ing the non-linear effects of ambient temperature improves the performance,
especially for the longer horizons (above 25-steps ahead). The linear models
can include non-linear effects by adapting the diurnal curve on the horizons
14
shorter than 24 hours, but not on longer horizons. Hence the Modelvar .nonlin
is found to be the most suitable model and the residuals from this model are
analysed in the following.
In Figure 5 the 1-step and 36-steps ahead residuals for Modelvar .lin and
Modelvar .nonlin are plotted versus the ambient temperature input including
smoothed local regression estimates. The plots reveals that for Modelvar .lin
the residuals are biased for levels of the ambient temperature above approx-
imately 17-20 ◦C, as also found by Bacher et al. [2013a]. Comparing with
Modelvar .nonlin and taking into account that the linear models are time adap-
tive and therefore do adapt to the non-linear effects over time, it is seen that
the description of the non-linear effect from ambient temperature decreases
the dependencies, however not entirely.
The optimized values of the two parameters optimized off-line, see Section
3, are plotted versus the horizon in Figure 6. The optimized forgetting factor
λˆ changes increases for the first few horizons from around 0.995 (weighting of
data is halved in approx. 6 days) up to around 0.9965 (weighting halved in
approx. 8 days) where it more or less stays for the longer horizons, with some
variations around the 32 hours horizon. These values are found reasonable
and shows that the models does adapt quite fast to changing conditions. The
optimized coefficient aˆTa of the low-pass filter from the ambient temperature
has up to the 16 hours horizon a value around 0.6, which indicates a fast
response to the ambient temperature. For longer horizons it goes up to
around 0.85 and finally drops to 0 at the 35 hours horizon. This variation is
quite high and indicates, together with the fast response, that the low-pass
filtering doesn’t have a huge influence on the forecasts for the refrigeration
system. This is also underpinned when compared to the similar forecast
models for heat load in buildings, where the coefficient was found to be
around 0.95 Bacher et al. [2013b] with much less variation, i.e. a much
slower response and hence more low-pass filtering effect from the ambient
temperature for buildings.
The behaviour of the fitted coefficients for the splined and low-pass fil-
tered ambient temperature inputs are analysed by plotting them for July,
together with the forecast and measured load and the observed temperature
in Figure 7. From this plot it is seen that the slope coefficients are adapting
to changes in the ambient temperature. It is seen in both in the closing and
opening regime, very clearly in the opening regime during the 8’th of July.
The intercepts are normally changing opposite of the slope. It is seen that
15
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Figure 5: Plot of residuals versus ambient temperature for 1-step horizon (top) and 36-
steps horizon (bottom), to the left Modelvar .lin , to the right Modelvar .nonlin
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Figure 6: The two parameters which are optimized off-line for each horizon. The left plot
is of the forgetting coefficient and the right plot is of the low-pass filtering coefficient.
the coefficient values for the slope are not far from one, which indicates that
the spline functions describe the non-linear effect well.
In Figure 8 the auto-correlation function (ACF), histogram and QQ-
normal plot for the one-step ahead residuals are shown. In the ACF plot
a significant correlation for the shorter lags is seen. The histogram shows
a non-skewed bell shaped distribution, which indicates normal distributed
residuals, however the QQ-normal plot shows that the tails of the distribu-
tion are a bit heavy compared to the normal distribution. The ACF indicates
that some un-described information remains and therefore the auto-regressive
(AR) noise model
t+1 = αnoise,1t + αnoise,2t−1 + αnoise,24t−23 + noiset+1 (24)
is applied and fitted with RLS scheme optimizing the forgetting factor by
plotting the RMSE1 for steps of 0.001 and finding λ = 0.997 as the optimal
value. This is the AR model with fewest lags having residual not significantly
different from white noise. The ACF, histogram and QQ-normal plot for the
noise model residuals are displayed in Figure 9. From the ACF it is seen
that the residuals are not significantly different from white noise (assuming
no non-linear dependency), however the QQ-normal plot reveals that the
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Figure 8: The ACF, histogram and QQ-normal plot of the one-step ahead residuals from
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Figure 9: The ACF, histogram and QQ-normal plot of the one-step ahead residuals from
Modelvar .nonlin after the noise model.
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tails are still a bit too heavy for the residuals to normal distributed.
6. Discussion
It is found that the applied methods and models performs very well for
forecasting of the electrical load for refrigeration. The non-linearities are
modelled in a two-stage approach, first using an off-line spline based regres-
sion model which then feeds into a linear time-adaptive model in a second
stage. Using this approach the non-linear effects from ambient temperature
are described and improves the model performance. However it is noted,
that this effect must be confirmed with studies including data from a longer
period, such that the first stage (the non-linear part) of the model can be
fitted to historic data only.
A possible physical explanation to this dependency above around 17-20
◦C, could be that if the indoor air temperature is normally kept at a level
around 20 ◦C by a climate system, but on warm sunny days the indoor air
temperature increases to above 20 ◦C and then the heat transfers of the
cabinets to the surroundings increases. It could also be a decrease in the
coefficient of performance (COP) of the compressor rack on warm days.
In the report [Fredslund, 2013] the load is found to have highly non-linear
dependency with the relative humidity in the supermarket, therefore imple-
menting the local humidity as input could be considered as input to the
models. Another possible improvement could be to optimize the coefficient
for the low-pass filtering separately for each regime, in order to include dif-
ferent dynamical relations in the regimes.
Further work could also be focusing on modelling the forecast uncertain-
ties, since this will give valuable information for operation of the energy
system with a high level of fluctuating renewable energy production. Fur-
thermore, the models should be tested on other supermarkets to see how well
they adapt to different systems and conditions, and to further confirm the
results especially with regards to the non-linear effects.
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7. Conclusion
A method for forecasting electrical load for refrigeration in a Supermar-
ket is presented. It issues load forecast from 1 to 42 hours ahead. Load
measurements and local measured ambient temperature for the period May
1st to August 1st 2012 have been used as basis for the modelling. Three
models are presented, which all are formed by adaptive linear time series
modelling techniques using local observations and weather forecasts as in-
put. The models are formed by a diurnal curve and low-pass filtered ambient
temperature input. In the first model the effect of ambient temperature is
linear and switched between two regimes at a fixed time interval each day.
The second model has a more adaptive regime switching using of a predicted
diurnal curve. The third model has additionally a first stage in which a
non-linear spline function is applied for modeling non-linear effects of am-
bient temperature. It is shown, by comparing the RMSEk for all models,
that the third model performs better than the two first models due to the
inclusion of the non-linear effect of ambient temperature, however it is also
noted that this should be confirmed by studies in which the first stage is
applied to historic values only. Finally, a thorough analysis of the residuals
shows that after applying an auto-regressive noise model the one-step ahead
residuals are not significantly different from white noise indicating that only
little further improvement will be possible.
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