The problem of recovering images with sharp edges by total variation denoising has recently received considerable attention in image processing. Numerical diculties in implementing this nonlinear lter technique are partly due to the fact that it involves the stable evaluations of unbounded operators. To o vercome that di culty w e propose to approximate the evaluation of the unbounded operator by a stable approximation. A convergence analysis for this regularized approach is presented.
Introduction
We consider the penalized least squares problem 1.2
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Following the original work of Rudin, Osher, and Fatemi 10 , this problem has received considerable attention recently in image processing as a means of recovering images u with sharp edges from noisy measurements z 1, 2, 11, 5 .
Compared to problems involving standard Tikhonov regularization, minimization of 1.1 is quite di erent to handle since the functional 1.2 involves evaluations of the unbounded operator ru. Groetsch 1.7
Of course one could think of many other di erent schemes to replace u ! ru by a bounded operator, for example operators based on di erence quotients, nite element methods, etc. Actually the general results of this paper will not be based on the speci c features of the approximation scheme, but on its approximation properties. Each general result will be followed by an example of an approximation scheme which satis es the general assumptions. To consider the minimization of 1.6 re ects computational relevance for problem 1.1, since in practice the minimization of 1.1 is often done by approximately evaluating the gradient with a nite di erence scheme.
In the following section, we show that solutions to problem 1.6 are stable with respect to perturbations in the data and converge to the true solution" uncorrupted by noise as the noise level is reduced, provided that , , and are taken to zero at appropriate rates. In Section 3, we show that a xed point scheme for solving the nonlinear problem 1.6 is convergent for appropriate values of , , and . Finally in Section 4 we illustrate some of these ideas with some simple numerical experiments.
Convergence and Stability
In this section some general results concerning minimization of the functional 1.6 are established. The rst result assures that minimization of 1.6 is a well de ned problem, i.e., that the minimum of 1.6 is actually attained. In the proofs presented below we make use of the Fenchel transform see e.g. 3 of the convex functional fx = q jxj 2 + 2 , which is q jxj 2 + 2 = supfx y + q 1 , j yj 2 : y 2 R d ; jyj 1g
2.1
The Fenchel transform has been already used successfully by A c a r a n d V ogel 1 , Dobson and Vogel 5 , Chambolle and Lions 2 for the convergence analysis of bounded variation penalty methods.
Throughout this paper the following will be assumed to hold: is a bounded domain in R d with su ciently smooth" boundary, L is a bounded linear operator from L 2 into L 2 d , for 0. Note that for now we do not assume the speci c form 1.5 for L . and there exists a subsequence fu n g of fu m g satisfying u n *ẑ; J z lim n!1 J u n ; ku n ,ẑk L 2 ! c:
As a consequence of 2.8 we obtain lim n!1 J u n = J z + kẑ , zk 2 L 2 , c 2 J z which is a contradiction to 2.9. This shows u n !ẑ in L 2 and lim n!1 J u n = J z. Since each sequence fu m g has a convergent subsequence fu n g which converges toẑ note that the minimizer of 1.6 is unique the sequence is itself convergent; and analogously it can beveri ed lim n!1 J u m = J u : 2
In the following we denote by an estimate for the measurement error, i.e., Example 2.4 Here we verify that conditions 2.13 2.14 hold for certain nite di erence approximations and for the approximation 1.5. In the case of the nite di erence schemes, we assume = 0 ; 1 for simplicity. In this section we establish a convergence result for a xed point iteration to minimize the functional 1.6. The basic xed point s c heme we consider was introduced by Vogel and Oman 11 in the case of the non-regularized penalty functional 1.2. Our analysis modi es their scheme to the case of regularized penalty functionals 1.7, where L is any operator satisfying certain properties. A convergence analysis for the non-regularized iteration was carried out in 5 , but with somewhat weaker results than can beobtained for regularized formulations. Chambolle and Lions 2 used di erent t e c hniques for proving convergence of an iterative relaxation technique for solving the unregularized least squares problem 1. The xed point iteration can be written u n+1 = I + L u n ,1 z = u n , I + L u n ,1 gu n ; n = 0 ; 1; 2; : : :
Thus gu n = ,I + L u n d n ; d n := u n+1 , u n :
The following properties are immediate consequences of 3.12 3.13 and the fact that L u n is positive semide nite:
Lemma 3.1 For n = 0 ; 1; 2; 3; : : : ,
3.14 For n = 1 ; 2; 3; : : : ,
3.15 Property 3.14 implies that d n is a descent direction for f at u n , while 3.15 shows for xed ; ; that the iterates are bounded. In the following a proof of convergence of 3.4 is presented there is a special emphasis on the constants depending on parameters ; ; to make evident their interplay, w h i c h is of considerable interest for the numerical implementation of the iterative s c heme. Due to the fact that L 0 u n u n is negative semide nite fu n+1 , fu n 1 2 hgu n ; d n i + rd n :
Since by Taylor which proves the lemma.
2
The crucial assumption in the proof of Lemma 3.2 is that kL k L 2 !L 3 is bounded; it guarantees that the third derivative of f is well-de ned. The following examples shows that indeed approximation schemes can be constructed which satisfy this assumption and the general assumptions of Sections 2. 
3.21 From 3.21, 3.14 and 3.15 follows for n = 1 ; 2; 3:::
3.22 and consequently from 3.19
From 3.14 and Lemma 3.2 it follows fu n+1 , fu n , 1 2 kd n k 2 L 2 + C kd n k 3 L 2 :
3.24
Using 3.23 we nd fu n+1 , fu n , 1 2 , kd n k 2 L 2 :
3.25
Since fu n is positive and monotonically decreasing, it is also convergent; moreover, from 3.25, kd n k L 2 ! 0, and consequently from 3.15, kgu n k L 2 ! 0:
Due to the boundedness of fu n g in L 2 cf. 3.15, it has a weakly convergent subsequence: u k *ẑ; weakly in L 2 : 3.27 In the sequel we verify that f z = lim Since the right hand side of the last inequality is independent of v 2 V Z q jL ẑj 2 + 2 = s u p 
and consequently from 3.26, 3.29, and 3.33 3.36
Since the right hand side of the last inequality is negative the only choice
is left.
To p r o ve t h a t z is a minimizer of 1.6, it is proved below t h a t gu k ! g z i n L 2 . Since kgu k k L 2 ! 0 this shows then that g z = 0 . Since f is strictly convex, there is only one point which satis es gz = 0 , and this must bethe minimizer of 1.6. To prove that gu k ! g z in L 2 it su ces to prove L u k u k ! L z z:
Both terms on the right hand side of this inequality tend to 0 for u k !ẑ in L 2 . Since every subsequence of fu n g has a convergent subsequence, which is convergent to the minimizer of 1.6, fu n g is itself convergent, which completes the proof. 2
The assumptions 3.19 and 3.20 can always beful lled, by making small, kL k small, or large. Since dealing with an unstable problem, it seems curious that for = 0 the iterative s c heme 3.4 is convergent. But note that for = 0 the functional f reduces to ku , zk 2 L 2 , which is quadratic and the solution is obvious: u = z.
So f a r i t i s a n open question how to choose ; ; in an optimal way to get both Optimal convergence of the minimizers of 1.6
Fast convergence of the iterative s c heme 3.4
Some Numerical Experiments
In this section we illustrate some of the ideas analyzed in this paper, by means of some simple numerical experiments. It should be emphasized that we are not attempting here to explore the e cacy of total variation denoising techniques, as this is beyond the scope of the paper and has been studied elsewhere. Our goal is merely to illustrate the role of the parameters , , h in the convergence of the regularized xed point s c heme analyzed in Section 3. Consider the mean value forward di erence scheme on the domain = 0; 1 described in Example 2.4. As mentioned previously, the convergence results in Sections 2 and 3 are valid for this approximation scheme. Numerically, the regularized" derivative operators L m h de ned in 2.20 can be realized by representing functions u 2 L 2 as piecewise constant over n uniform subintervals on 0; 1 . The discretization parameter h = 1=n then serves the role of the regularization parameter in the analysis. In other words, the nite di erence operator L m h is bounded for all h 0, but its operator norm grows without boundas h ! 0.
Applying the xed point iteration scheme 3.4 with the regularized derivative operators L m h , we wish to examine the convergence behavior as the parameters , , and h are varied. Recall that Theorem 3.4 guarantees strong convergence of the iterates in L 2 for small, h large, or large.
For all of our experiments we take the same noisy" function z 2 L 2 , shown in Applying the regularized xed point iteration with parameters = 12 10 ,4 , = 1 0 ,4 , a n d h = 1 =512, a typical reconstruction u is shown in Figure 4 .2. This reconstruction was obtained after 10 iterations of the xed point scheme. Roughly speaking, choosing larger results in reconstructions with smaller total variation, and hence less detail"; larger makes the penalty functional J u more like arclength, and can result in reconstructions with slightly rounded corners; and larger h decreases the resolution of the reconstruction.
In Figure 4 .3 the convergence behavior of the scheme is examined as = 10 ,4 and h = 1=256 are held xed, and takes on the values 3; 6; 12; 24 10 ,4 . Theorem 3.4 guarantees strong L 2 convergence for su ciently small. The numerical results indicate that the convergence rate actually improves with decreasing . A similar conclusion was obtained in 5 , where convergence results are also obtained for large . Convergence behavior appears to be much less sensitive t o . In several experiments was varied from 1 to 10 ,5 with relatively little e ect on the rate of convergence, although larger were usually somewhat faster.
Finally, we examine convergence as = 12 10 ,4 and = 10 ,4 are held xed, and h takes on the four values 1=64, 1=128, 1=256 and 1=512. As shown in Figure  4 .4, convergence is slower for smaller regularization" parameters h. As indicated by the results in Section 3, the di culty is caused by the growing operator norms of the regularized derivative operators L m h as h ! 0, and is a re ection of the unboundedness of the operators in the underlying in nite-dimensional problem. 
