With the increasing numbers and importance of Electronic Control Units (ECUs) in modern automobiles, there is a need to monitor system and signal integrity to enable desired system behavior. Among the various signals in a vehicle, those associated with torque commands must be prioritized over others while preserving signal integrity as they have a large impact on meeting the powertrain performance and safety requirements. In the case of a Hybrid Electric Vehicle (HEV), there are multiple torque actuators (Motor, ICE) that need to be controlled and failure to do so can damage the powertrain. Hence in all cases, the torque requested by the driver should be the same as the sum of the outputs of all the torque actuators and within the limits, which is referred to as ensuring Torque Security (TS). In this paper, we propose a priority-based multi-level signal integrity monitoring technique in which we divide controller signals into different groups and monitor them by making use of performance counters. The proposed technique was implemented and verified using Hardware-In-the-Loop (HIL) testing as a part of the Colorado State University (CSU) EcoCAR3 advanced vehicle technology competition.
INTRODUCTION
As the number of Electronic Control Units (ECUs) in modern vehicles increases, the in-vehicle control and communication network has become highly complex. This problem is perhaps more acute in the case of a Hybrid Electric Vehicle (HEV) as there are a greater number of electrical components such as motors, batteries, and DC-DC converters, than in conventional vehicles. In most modern HEVs and conventional vehicles, Controller Area Network (CAN) is the most widely used communication protocol because of its simplicity, low cost, noise immunity and ease of implementation. However, it suffers from low bandwidth, poor security, message delays etc. as discussed in (Kleberger et al. 2011) . The typical communication system in a HEV is shown in figure 1 . The driver inputs are sent to the supervisory controller via CAN, and it sends the appropriate signals to all the other local controllers via CAN messages. If there are multiple nodes connected to the same CAN channel, then the network congestion increases which leads to many issues such as signal delay, loss of signal integrity, jitter, and other failures as mentioned in (Tindell et al. 1994 ). All of these communication system limitations must be detected and remedied to avoid catastrophic vehicle-level malfunction.
Comprehensively monitoring the integrity of 100% of the signals in the vehicle would greatly increase the required bandwidth of the communication system. To avoid this naïve approach to signal integrity monitoring, we seek in this study to monitor signal integrity for only those signals that are of importance to vehicle safety and performance. In particular, we focus on monitoring the signal integrity of torque-related signals because of their importance in preserving the safety and performance of the vehicles.
Comprehensively monitoring the integrity of 100% of the signals in the vehicle would greatly increase the required bandwidth of the communication system. To avoid this naïve approach to signal integrity monitoring, we seek in this study to monitor signal integrity for only those signals that are of importance to vehicle safety and performance. In particular, we focus on monitoring the signal integrity of torque-related signals because of their importance in preserving the safety and performance of the vehicles. Vipin Kumar Kukkala et al. / IFAC-PapersOnLine 48-15 (2015) ( Sundaram et al. 2006 ) discuss different controller integrity techniques and propose asymmetric and extended asymmetric controller strategies. In these strategies an auxiliary controller is used to check the integrity of the primary controller. Some of these techniques have synchronization hardships, size and power overhead, and also encounter overhead in making changes to the existing network. (Buur. H et al. 2013) introduce a signal integrity technique in which the original signal, along with a redundant signal in encrypted form is sent in the same message. This signal is validated by comparing the original signal and decrypted redundant signal. The main limitation of this technique is that the bandwidth requirements get doubled, leading to a high bus load. Also, encrypting and decrypting signals can incur high computational overhead in the system.
The motivation for our research is to come up with a signal integrity technique that helps to improve the signal integrity in the CSU EcoCAR3 project without incurring significant overhead on the controller while trying to minimize bus traffic. In this paper we introduce a priority based, multi-level signal integrity technique in which, error tolerance for different signals are set according to the order of priority and are monitored using performance counters. The rest of the paper is organized as follows: In section 3, the proposed technique is presented in detail and in section 4 and 5, the experimental setup and results are discussed. In section 6, this method is illustrated by performing analysis on bus parameters and vehicle performance and section 7 presents our conclusions.
PRIORITY BASED MULTI-LEVEL SIGNAL INTEGRITY TECHNIQUE
An illustration of the proposed technique is shown in figure 2.
In the first step, we divide different controller signals into different groups based on their criticality. In the next step, messages are transmitted and a handshake signal is sent from the supervisory controller to the local controller to which the torque command is sent. To monitor the signal integrity we make use of performance counters in the supervisory controller and set a threshold for the number of negative acknowledgements that command the local controller to discard the message and take appropriate remediation actions. If the number of negative acknowledgements exceed the threshold, the vehicle is moved into one of the limp modes depending on the criticality level of the failed signal, otherwise the vehicle operates normally.
Fig. 2. Flow chart of proposed technique. (NACK = Negative Acknowledgement, THR = Threshold)

Grouping of torque related signals
In this subsection, we discuss how different torque-related signals are considered from various components in the vehicle and grouped together based on their criticality. Each group is assigned different levels of criticality with level-1 being the most critical group and level-4 being the lowest. The signals in different levels impact the vehicle performance and safety in different ways. Detection of failures in signal integrity should therefore be handled differently at each level of criticality. Thus, the limit of fault tolerance varies from level to level as discussed in the next sub-section. 
Message Transmission with handshake signals
In this subsection, the concept of measuring and verifying signal integrity is discussed in detail. (Mandal 2003) states that in order to preserve signal integrity, it is necessary to add some redundancy to the message which inevitably increases the bandwidth required. In the signal integrity preservation technique proposed by (Buur. H et al. 2013) , every CAN signal is transmitted twice, at every sample, which doubles the required bandwidth and increases delays. In our technique we propose a multi-channel CAN setup, in which there is a dedicated CAN channel for all the redundant and handshake signals labelled Control Bus (CB) and there can be one or multiple CAN channels for regular communications. When a CAN message is transmitted from the supervisory controller to the local controller via the CAN bus, the local controller resends the received message back to the supervisory controller via the CB. Then the supervisory controller compares the sent and received messages and sends a handshake signal to the local controller via CB, indicating faulty or not-faulty signal transmission. Performing this signal integrity monitoring and confirmation for every transmission can be expensive and bandwidth-intense. In this study, for a particular criticality level, the signal integrity monitoring and conformation is performed periodically at a rate equal to the time window of that particular level. In other words, we do not monitor all the samples of the signal, instead we perform our technique only on every n th sample of the signal (where n = Time window (ms)/ Rate of transmission of original signal (ms)). The CAN network setup for our technique is shown in figure 3.
Fig. 3. CAN network setup for our proposed technique
In figure 3 , the driver torque request is sent to the local controller continuously via CAN and is stored in the memory (M1) of the supervisory controller at the beginning of each time window. In the same time window the local controller immediately sends the received torque command back to the supervisory controller via CB, which is then stored at a different memory location (M2). The supervisory controller then sends out a signal ACK = 1 (positive acknowledgement) if values in both memory locations M1 and M2 match, else, it sends ACK = 0 (negative acknowledgement) via CB, which are referred to as handshake signals. Thus, ACK = 0 notifies the local controller that the received message is faulty while ACK = 1 indicates a flawless transmission. The torque command is not executed at the local controller until it encounters an ACK=1 (positive acknowledgement) signal from the supervisory controller.
Performance counters
Any erroneous transmissions are reported to the local controller via negative acknowledgement signals from the supervisory controller. The supervisory controller keeps a record of these signals by making use of different performance counters, which monitor the number of NACKs (Negative Acknowledgements) and the THR (Threshold). The values of NACK and THR are specific for each signal type. For example, a motor torque request signal has a dedicated counter MG_torque_NACK, which counts all the negative acknowledgements (ACK = 0) from the supervisory controller that are associated with the motor torque request. MG_torque_NACK increments every time a negative acknowledgement is encountered until it exceeds the threshold, MG_torque_THR. This threshold is set to different values for different criticality levels. The counter is reset only when the vehicle moves from either of the limp modes (discussed in the next subsection) to a normal operating state. This happens only when a set of positive acknowledgements are sent to the local controller over a set of time windows. The time windows and thresholds (shown in table 2) for different levels of signals are chosen by taking into account both safety and bus load. For example, for signals of criticality level-2, the signal integrity check must be failed 10 times to enable a corrective action. With a time window of 100ms, the time between signal integrity failure and a corrective action is 1000 ms. The choice of the time window values is discussed in more detail in the analysis section (Section 6.1).
Corrective action
The corrective or remedial action involves taking an appropriate action once a failure in a controller is detected because of erroneous message transmissions. In developing the corrective action, the first step is to keep a track of NACK counters for all the torque related signals that are monitored. The NACK counter value is less than THR for normal operation of the controller. When this condition is violated, the corrective action mechanism is initiated. is detected. Consider the example of an accelerator pedal position sensor (PPS-A) value going out of range while the other sensor (PPS-B) is in range. In this case, the error is only associated with PPS-A, which is discarded and the vehicle is moved to moderate limp mode. The PPS-B signal is taken as the valid torque command signal, and only 50% of the total requested value is sent to the local controller. In contrast, when a higher criticality level signal (e.g., brake request at level-1) is faulty, the vehicle is moved to bad limp mode in which only 20% of the maximum allowable acceleration is commanded to the vehicle, so that the driver can safely pull off the road. In the case of multiple signal failures, depending on the criticality of the failed signal, one of these limp modes is chosen. In some cases, if multiple low level signals are faulty, a bad limp mode can be chosen over a moderate limp mode. This can be in the case when, for example, when both the acceleration pedal position sensor values are faulty, whereby the vehicle is moved into bad limp mode and only 20% of the maximum allowable acceleration is given to the vehicle. The supervisory controller decides which limp mode the vehicle should enter in the case of a signal integrity failure to protect the powertrain and other actuators from deterioration. Figure 4 illustrates the Stateflow logic of a level-2 signal (motor torque request) performance counter and associated remedial action.
Fig. 4. Stateflow logic of a level-2 signal (motor torque request) performance counter and corrective action
In the initial Stateflow state, all the counters and the bad and moderate limp mode variables are set to zero. The vehicle remains in this state, until a NACK (ACK=0) is encountered. The controller checks for the maturity of the fault in the NACK_counter state. During this, if a series of positive acknowledgements are encountered, the vehicle goes back to normal operation state. If the fault is matured, the vehicle is moved into an appropriate limp mode. The vehicle goes back to normal operation state only after ensuring there's no erroneous transmission in the network.
EXPERIMENTAL SETUP
The function and performance of the proposed technique was verified using HIL testing. As a part of HIL testing, we used the Woodward Motohawk SECM-112 controller (Woodward 2015) as the supervisory controller. We adapted model based design approach to build a P2 type HEV fuel economy and powertrain control model using MATLAB/SIMULINK™. The sizing of various components such as electric motor, engine, battery etc. are determined so that they meet the EcoCAR3 competition requirements such as range of the vehicle, time for 0-60 mph, time for 50-70 mph etc. The control software was developed using Simulink and the Motohawk library and was tested using various driver inputs from hardware, including acceleration and brake pedals, PRNDL, ignition etc. Stateflow charts were used to implement performance counters and to define corrective action for various failures as shown in figure 4 . Since signals of different criticality levels have different time windows, their integrity testing mechanisms are triggered at a different rate. We used the dSPACE Mid-size real time simulator (RTS) (dSPACE 2015) to run the vehicle model in real time and established two channel CAN communication between the Motohawk controller and the dSPACE RTS as illustrated in figure 3.
RESULTS
In this section we discuss the vehicle control systems' behavior with respect to the various signals subjected to the integrity test. By implementing our technique, the total bus load in the control bus was found to be significantly lower and is approximately 0.5% for all the signals considered.
PARAMETER ANALYSIS
In order to determine the efficiency and overhead of our proposed technique, we carried out a detailed analysis on two key parameters as discussed below.
Impact of time window size on bus load
In this subsection, we present the results of how the bus load varies with different time window sizes for a particular signal level. Time window size determines the frequency of monitoring the signal. Having a higher time window size decreases the responsiveness of the vehicle to a signal integrity faulty, but a smaller time window size increases the bus load.
From the figures 10(a), 10(b) and 10(c) it is evident that bus load drops almost hyperbolically with increasing time window size. Based on these tradeoffs it is important to choose the appropriate time window for different levels. Time window for different levels are chosen such that the bus load is minimal while the vehicle is being responsive. For example, in the case of level-1, signals are transmitted every 50ms and the time window size of 150ms is chosen as the drop in bus load is insubstantial after this point (as shown in fig 10(a) ) and checking every third sample makes the system sufficiently responsive to failures in signal integrity. Also, from our study on Electric Power Research Institute (EPRI) databases of various HEVs it is observed that the rate of change of the accelerator pedal is higher than the rate of change of the brake pedal, PRNDL or ignition switch and hence the transmission rate of their associated signals. Since the signals that are 
Impact of number of monitored signals on bus load
In this subsection, we discuss how the bus load is affected by the number of signals that are being monitored. This helps to understand the communication overhead of the proposed technique. The number of signals under consideration are varied for different levels and the bus load of the control bus (CB) is obtained. (shown in table 2 ). It can be seen that the bus load increases at a faster rate in the case of level-2 signals than level-1 and it almost negligible in level-3 signals. This is because, the time windows defined for each of these levels dictate the rate of increase in bus load with increase in number of signals in that group. From this study, it can be seen that the overhead incurred by implementing our technique is minimal and also, the proposed technique is linearly scalable with the number of signals to be monitored.
CONCLUSIONS
In this paper, we have proposed a priority based multi-level signal integrity monitoring and remediation technique which groups the controller signals based on their criticality and uses performance counters and handshake signals to monitor signal integrity. Our technique effectively handles different possible faults by changing the vehicle state to appropriate limp modes that ensure the safety of the vehicle. We verified our technique using HIL testing as a part of the CSU EcoCAR3 project and verified the signal integrity of various torque associated signals.
