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Resumen
En esta nota, aparte de introducciones muy generales a tres lo´gicas sin la dualidad
verdadero/falso —la lo´gica intuicionista de Brouwer, las lo´gicas multivaluadas de
Lukasiewicz y la lo´gica difusa de Zadeh— se presenta una formalizacio´n reciente de
la lo´gica difusa.
En la lo´gica cla´sica las proposiciones pueden tomar solo dos valores de verdad, verdadero
y falso. Segu´n C. S. Peirce esta es “la hipo´tesis ma´s simple”; mucho antes Aristo´teles ya
hab´ıa formulado los principios fundamentales de la lo´gica cla´sica, el de no contradiccio´n
—nada puede ser y no ser al mismo tiempo/un enunciado no puede ser a la vez verdadero
y falso— y el principio del tercio excluso —algo es o no es/todo enunciado es verdadero
o es falso—.
Sin demeritar en manera alguna los desarrollos portentosos de la lo´gica y la matema´tica
cla´sicas, se observa con rapidez que hay muchas situaciones para cuya discusio´n se re-
quieren ma´s valores de verdad. Los feno´menos cotidianos afectados por la percepcio´n y el
comportamiento humanos —como los gustos, la riqueza, el signiﬁcado de los adjetivos—
solo pueden estudiarse con precisio´n si se consideran gradaciones muy complejas. Au´n
en modelos matema´ticos muy utilizados la lo´gica bivalente conduce a aparente paradojas,
por ejemplo: si la recta real usual se corta en un punto, ¿a cua´l de las dos semirrectas
pertenece el punto de corte? Por simet´ıa no deber´ıa pertenecer a ninguna de las dos o a
ambas...
Durante el siglo XX se han propuesto diversas lo´gicas con ma´s valores de verdad: la lo´gica
tria´dica de Peirce; la lo´gica intuicionista de Brouwer, capturada de manera parcial por
el llamado ca´lculo proposicional intuicionista cuyos modelos algebraicos son las a´lgebras
de Heyting; las lo´gicas m-valuadas de Post que tienen una contraparte algebraica en las
llamadas a´lgebras de Post; las lo´gicas multivaluadas o polivalentes introducidas por la
escuela polaca de lo´gica y en especial por Jan Lukasiewicz; la lo´gica borrosa o difusa de
Zadeh, consistente en sustituir el conjunto {0, 1} por el segmento real [0, 1].
A continuacio´n se presentan algunos detalles de tres de estas lo´gicas multivaluadas que, al
ﬁnal, resultan conectadas en cierta forma: la intuicionista, la de Lukasiewicz y la difusa.
1. La lo´gica intuicionista de Brouwer
El intuicionismo encuentra su origen en los trabajos del matema´tico holande´s L. E. J.
Brouwer (1881–1966) quien ya desde su tesis doctoral, presentada en 1907, intervino
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en la entonces candente discusio´n sobre los fundamentos de la matema´tica. Entre los
precursores de las ideas intuicionistas pueden mencionarse a Kronecker, Poincare´, Borel y
Weyl; las grandes corrientes ﬁloso´ﬁcas antagonistas fueron el formalismo propugnado por
Hilbert y el logicismo impulsado por Frege, Whitehead y Russell [7, 15].
El principio ba´sico del intuicionismo es la constructibilidad : para el intuicionista los ob-
jetos de estudio de la matema´tica son ciertas intuiciones mentales y las construcciones
que pueden hacerse con ellas. La consecuencia inmediata es que la matema´tica intui-
cionista solo maneja objetos construidos y solo reconoce las propiedades puestas en ellos
por la construccio´n. En particular, la negacio´n de la imposibilidad de un hecho no es
una construccio´n del mismo luego el principio de doble negacio´n y las demostraciones
por reduccio´n al absurdo son inaceptables para el intuicionista. De igual manera, es
perfectamente factible que un hecho y su negacio´n sean ambos imposibles de construir
luego, en general, en el intuicionismo no vale el principio del tercio excluso.
A ﬁnales de la de´cada de los 20 se propuso el problema de formalizar el intuicionismo.
Aunque a primera vista eso parezca una tarea contradictoria, lo que se pretend´ıa era
construir, dentro de la matema´tica formalista que ya se estaba imponiendo, una lo´gica
que de alguna manera reﬂejara los principios intuicionistas.
¿Y que´ debe entenderse por una lo´gica? En la matema´tica actual se maneja una variedad
inﬁnita de lo´gicas, siendo el prototipo la lo´gica proposicional cla´sica. En los cursos de
matema´ticas fundamentales se suele presentar esta lo´gica de dos maneras: mediante reglas
de inferencia y mediante tablas de verdad.
El ca´lculo proposicional cla´sico
Las reglas de inferencia representan la versio´n sinta´ctica de la lo´gica. En esencia este
aspecto de la lo´gica consiste en deducir de manera formal una conclusio´n a partir de
ciertas premisas dadas, empleando para ello reglas permitidas. Una presentacio´n rigurosa
de la sintaxis del ca´lculo proposicional cla´sico puede encontrarse en el texto de Xavier
Caicedo [3] y es la siguiente, aunque aqu´ı se han omitido los axiomas que deﬁnen los
conectivos ∧ y ∨.
Axiomas
1. (α → (β → α))
2. (α → (β → γ)) → ((α → β)→ (α → γ))
3. (¬β → ¬α) → (α → β)
Regla
La u´nica es Modus Ponens: de α y α → β puede pasarse a β.
Ahora una fo´rmula ϕ se deduce de un conjunto de fo´rmulas Γ, hecho que se denota Γ  ϕ,
si existe una sucesio´n ﬁnita de fo´rmulas, la u´ltima de las cuales es ϕ y cada una de las
cuales o bien pertenece a Γ —es una premisa— o bien es un axioma o bien se sigue de
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fo´rmulas anteriores de la sucesio´n por una regla de inferencia. A manera de ejemplo sigue
una posible deduccio´n de la fo´rmula p → p.
1. (p → ((q → p) → p)) → ((p → (q → p)) → (p → p)) Ax 2
2. p → ((q → p) → p) Ax 1
3. (p → (q → p)) → (p → p) MP/1,2
4. p → (q → p) Ax 1
5. p → p MP/3,4
Aqu´ı es claro que alterando los axiomas y las reglas es posible disen˜ar muchas lo´gicas
— de hecho, una lo´gica proposicional puede deﬁnirse en abstracto como una relacio´n de
deduccio´n  que satisface determinadas propiedades [1].
Quiza´s las fo´rmulas ma´s importantes de una lo´gica son las que —como en el ejemplo
anterior— pueden deducirse sin premisas, pues son las “verdades” de la lo´gica. Estas
fo´rmulas reciben el nombre de teoremas. Hay otras aﬁrmaciones que, en tanto teoremas
matema´ticos que aﬁrman hechos sobre determinada lo´gica, pueden denominarse metateo-
remas. Tal es el caso del llamado teorema de la deduccio´n va´lido tambie´n para el ca´lculo
proposicional cla´sico: Si Γ, α  β entonces Γ  α → β.
Las tablas de verdad representan la versio´n sema´ntica de la lo´gica. En esencia este
aspecto de la lo´gica consiste en evaluar la veracidad de una fo´rmula —veracidad relativa
a las proposiciones ato´micas que intervienen en ella— interpreta´ndola en un contexto
matema´tico. En la lo´gica cla´sica lo que se hace es leer la fo´rmula en el conjunto {0, 1},
en el cual de antemano se ha convenido la interpretacio´n de los conectivos ¬, ∧, ∨ y →.
Esa interpretacio´n no es ma´s ni menos que las tradicionales tablas de verdad de estos
conectivos.
De hecho el conjunto {0, 1} con operaciones o tablas de verdad ¬, ∧, ∨ es una a´lgebra
booleana. Una a´lgebra booleana puede deﬁnirse como un ret´ıculo —esto es, un conjunto
ordenado en el cual cada par de elementos tiene extremo superior y extremo inferior— con
ma´ximo 1 y mı´nimo 0 y dotado de una negacio´n ¬. Las condiciones adicionales exigidas
son las siguientes.
x ∧ (y ∨ z) ≈ (x ∧ y) ∨ (x ∧ z) x ∨ (y ∧ z) ≈ (x ∨ y) ∧ (x ∨ z)
x ∧ ¬x ≈ 0 x ∨ ¬x ≈ 1
Los subconjuntos de cualquier conjunto, ordenados por la inclusio´n conjuntista, consti-
tuyen una a´lgebra booleana deﬁniendo la negacio´n como el complemento. En el caso ﬁnito,
estas son las u´nicas a´lgebras booleanas existentes. Si el conjunto universal es inﬁnito se
tienen ma´s ejemplos de a´lgebras booleanas, por ejemplo la coleccio´n de subconjuntos que
son ﬁnitos o coﬁnitos —con complemento ﬁnito—.
La a´lgebra booleana {0, 1} genera todas las a´lgebras booleanas de una manera muy precisa
[2]. As´ı, cuando una fo´rmula proposicional se lee en esta a´lgebra y todas sus lecturas son
1, lo mismo sucede en cualquier a´lgebra booleana. Una fo´rmula es una tautolog´ıa en
a´lgebras booleanas si todas sus lecturas en cualquier a´lgebra booleana siempre son 1. De
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esta manera, el algoritmo de las tablas de verdad permite encontrar las tautolog´ıas en
a´lgebras booleanas.
Un hecho fundamental pero quiza´s poco enfatizado en los cursos de matema´ticas funda-
mentales es que los aspectos sinta´ctico y sema´ntico —o bien, lo´gico y algebraico— de la
lo´gica cla´sica constituyen dos lados o caras del mismo feno´meno. Pues existe un profundo
teorema de correspondencia entre sintaxis y sema´ntica que establece que las tautolog´ıas
en a´lgebras booleanas coinciden exactamente con los teoremas del ca´lculo proposicional
cla´sico [3, 8, 10]. Es decir, una fo´rmula es deducible en el ca´lculo proposicional cla´sico sin
emplear premisas si y solo si su tabla de verdad tiene 1 en todos los renglones. Se aprecia
a simple vista que la utilidad de este metateorema es incalculable, razo´n por la cual se
constituye en un modelo o prototipo emulado por otras lo´gicas propuestas.
El ca´lculo proposicional intuicionista
En 1930 Arend Heyting, uno de los disc´ıpulos de Brouwer, dio un paso decisivo en la
formalizacio´n del intuicionismo al presentar un ca´lculo proposicional expresado mediante
axiomas y reglas al estilo de Hilbert y que se conoce como ca´lculo proposicional intui-
cionista. La siguiente es una presentacio´n actual de este ca´lculo [3, 13].
Axiomas
1. (α → (β → α))
2. (α → (β → γ)) → ((α → β)→ (α → γ))
3. (α → β)→ (¬β → ¬α)
4. α → ¬¬α
5. α → (¬α → β)
Regla
La u´nica es Modus Ponens.
Algunos teoremas y deducciones de la lo´gica cla´sica tambie´n pueden probarse aqu´ı como
 α → α y α → β, β → γ  α → γ, al igual que algunos metateoremas como el teorema
de la deduccio´n. Incluso es va´lida una forma de´bil de reduccio´n al absurdo, a saber, si
Σ, α  β,¬β entonces Σ  ¬α. Pero, como podr´ıa esperarse, no es posible demostrar el
tercio excluso α ∨ ¬α ni la doble negacio´n ¬¬α → α. De aqu´ı se sigue que no es va´lida
la forma fuerte de reduccio´n al absurdo.
¿Co´mo garantizar que es imposible probar cierta fo´rmula en un ca´lculo proposicional?
Como se observo´ en el ca´lculo proposicional cla´sico, una alternativa consiste en construir
una sema´ntica adecuada. El ca´lculo proposicional intuicionista tiene como contraparte
algebraica una estructura que en la actualidad de manera muy adecuada se denomina
a´lgebra de Heyting.
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Una a´lgebra de Heyting puede deﬁnirse como un ret´ıculo con ma´ximo 1 y mı´nimo 0,
dotado de una implicacio´n → que satisface la siguiente adjuncio´n.
x ≤ a → b si y solo si x ∧ a ≤ b
En una a´lgebra de Heyting se deﬁne la negacio´n como ¬a = a → 0, de manera que e´sta
se caracteriza mediante la equivalencia
x ≤ ¬a si y solo si x ∧ a = 0,
o en otras palabras, ¬a es el mayor elemento disyunto con a.
Toda a´lgebra booleana es una a´lgebra de Heyting haciendo a → b = ¬a ∨ b, pero no al
reve´s: por ejemplo, la u´nica a´lgebra booleana lineal es {0, 1} pero todo conjunto ordenado
lineal con ma´ximo 1 y mı´nimo es una a´lgebra de Heyting haciendo
a → b =
{
1 cuando a ≤ b,
b cuando a > b.
Los abiertos de cualquier espacio topolo´gico, ordenados por la inclusio´n conjuntista, con-
stituyen una a´lgebra de Heyting deﬁniendo U → V =
Ext(U − V ) donde Ext denota el exterior de un subconjunto, esto es, el interior de
su complemento.
Puesto que se construyen con el mismo vocabulario, las fo´rmulas del ca´lculo proposicional
intuicionista pueden leerse en cualquier a´lgebra de Heyting. Conside´rese, por ejemplo, la
fo´rmula x → x. Es claro que se tiene 1 ∧ a ≤ a, luego por la adjuncio´n que deﬁne la
operacio´n → se sigue 1 ≤ a → a, es decir, a → a = 1. Una fo´rmula es una tautolog´ıa en
a´lgebras de Heyting si, como x → x, todas sus lecturas en cualquier a´lgebra de Heyting
siempre son 1.
En este caso el teorema de correspondencia entre sintaxis y sema´ntica consiste en que las
tautolog´ıas en a´lgebras de Heyting coinciden exactamente con los teoremas del ca´lculo
proposicional intuicionista [13]. Este importante resultado garantiza, entre otras conse-
cuencias notables, que x ∨ ¬x y ¬¬x → x no son teoremas del ca´lculo proposicional
intuicionista, es decir, que en esta lo´gica no vale el tercio excluso ni la ley de la doble ne-
gacio´n. Pues en una a´lgebra de Heyting lineal si 0 < a < 1 entonces a∨¬a = a∨0 = a = 1
y ¬¬a → a = 1 → a = a = 1. De igual manera en la a´lgebra de Heyting de los abiertos
de la recta real con su topolog´ıa usual, si U = (−∞, 0) entonces U ∨ ¬U = R− {0} = R
y si V = (−∞, 0) ∪ (0, 1) entonces ¬¬V → V = (−∞, 1)→ V = R− {0} = R.
A continuacio´n se muestran las tablas de las operaciones negacio´n e implicacio´n de la
a´lgebra de Heyting lineal con tres elementos 0 < 1
2
< 1. Estas tablas pueden verse como
las tablas de verdad de una lo´gica intuicionista con tres valores de verdad.
x ¬x
1 0
1
2
0
0 1
1 1
2
0
1 1 1
2
0
1
2
1 1 0
0 1 1 1
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Desde hace varias de´cadas el estudio y fomento del intuicionismo como tal pra´cticamente
han cesado. La lo´gica intuicionista, en cambio, se ha seguido estudiando y ha reaparecido
recientemente con fuerza en estudios como la lo´gica de los haces de Caicedo [4] y la lo´gica
de las categor´ıas y topos [9, 11, 12], lo´gicas potentes cuyo segmento proposicional es
precisamente el ca´lculo proposicional intuicionista.
2. Las lo´gicas multivaluadas de Lukasiewicz
Respecto a la negacio´n en la a´lgebra de Heyting con tres elementos, las asignaciones 0 → 1
y 1 → 0 resultan perfectamente aceptables pero la asignacio´n 1
2
→ 0 es muy discutible.
En algunas situaciones concretas como las que se mencionaron en la introduccio´n, parece
ma´s adecuada una asignacio´n sime´trica 1
2
→ 1
2
. Esa fue la propuesta de Lukasiewicz.
Jan Lukasiewicz (1878–1956) fue uno de los matema´ticos polacos ma´s inﬂuyentes de su
generacio´n. Junto con Les´niewski fundo´ durante los an˜os 20 del siglo XX una escuela de
lo´gica en Varsovia que en su momento llego´ a ser el principal grupo de matema´ticas del
mundo y entre cuyos miembros se destaca el gran Alfred Tarski.
La idea de Lukasiewicz sobre lo´gicas multivaluadas consiste en distribuir los valores de
verdad de manera uniforme sobre el segmento real [0, 1]: si se trata de n valores, ellos son
0, 1
n−1 ,
2
n−1 , . . . ,
n−2
n−1 , 1; si se trata de inﬁnitos, se toma Q ∩ [0, 1]. La negacio´n se deﬁne
como
¬x = 1− x
y para las dema´s conectivos lo´gicos se introduce la operacio´n ⊕ como
x⊕ y = min{1, x + y}.
La constante 1 y las operaciones , → (implicacio´n), ∨ (disyuncio´n) y ∧ (conjuncio´n) se
deﬁnen en te´rminos de las anteriores como sigue.
1 = ¬0
x y = ¬(¬x⊕ ¬y) = max{0, x + y − 1}
x → y = ¬x⊕ y = min{1, 1− x + y}
x ∨ y = ¬(¬x⊕ y)⊕ y = max{x, y}
x ∧ y = ¬(¬x y) y = min{x, y}
Como un caso particular interesante, a continuacio´n se muestran las tablas de negacio´n e
implicacio´n de la lo´gica con tres valores. Al compararlas con las tablas de la a´lgebra de
Heyting con tres elementos se observa que la diferencia es mı´nima pero esencial.
x ¬x
1 0
1
2
1
2
0 1
1 1
2
0
1 1 1
2
0
1
2
1 1 1
2
0 1 1 1
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En tiempos ma´s recientes —segu´n [5], en 1958 por Chang— se introdujo la nocio´n de
MV-a´lgebra. Una MV-a´lgebra es una estructura A = 〈A;⊕,¬, 0〉 donde A es un conjunto
no vac´ıo, ⊕ es una operacio´n binaria en A, ¬ una operacio´n unaria y 0 una constante,
que adema´s satisfacen las siguientes ecuaciones.
1. x⊕ (y ⊕ z) ≈ (x⊕ y)⊕ z
2. x⊕ y ≈ y ⊕ x
3. x⊕ 0 ≈ x
4. ¬¬x ≈ x
5. x⊕ ¬0 ≈ ¬0
6. ¬(¬x⊕ y)⊕ y ≈ ¬(¬y ⊕ x)⊕ x
Todo subconjunto del segmento real [0, 1] cerrado para las funciones
x → 1− x y x, y → min{1, x + y} y que contiene a 0 es una MV-a´lgebra con las opera-
ciones x⊕ y = min{1, x+ y}, ¬x = 1−x y la constante 0. Toda a´lgebra booleana es una
MV-a´lgebra deﬁniendo x⊕ y = x ∨ y, ¬x = x′. Si G es un l-grupo abeliano1, para cada
elemento u ≥ 0 el segmento [0, u] es una MV-a´lgebra con las operaciones x⊕y = u∧(x+y),
¬x = u− x.
Como caracter´ıstica curiosa puede citarse que en las MV-a´lgebras s´ı vale el principio de
la doble negacio´n ¬¬x → x —conviniendo que x → y signiﬁca ¬x ⊕ y— pero no vale
el principio del tercio excluso. Por ejemplo en la MV-a´lgebra con tres elementos se tiene
1
2
∨ ¬1
2
= 1
2
∨ 1
2
= 1
2
= 1.
Las MV-a´lgebras constituyen la sema´ntica de la lo´gica multivaluada de Lukasiewicz. Res-
pecto a la sintaxis, el mismo Lukasiewicz propuso ca´lculos proposicionales sencillos y
conjeturo´ que de ellos podr´ıan deducirse todas las tautolog´ıas de sus a´lgebras. Esta
conjetura se demostro´ por diversos caminos en el transcurso del siglo XX. La siguiente es
una presentacio´n de la lo´gica de Lukasiewicz con inﬁnitos valores.
Axiomas
1. α → (β → α)
2. (α → β)→ ((β → γ) → (α → γ))
3. ((α → β)→ β)→ ((β → α) → α)
4. (¬β → ¬α) → (α → β)
1En los escritos [5, 14] pueden encontrarse la nocio´n de l-grupo y diversos detalles sobre la lo´gica de
Lukasiewicz.
205
Memorias XVI encuentro de geometra y IV de aritmtica
Regla
La u´nica es Modus Ponens.
En [5] se prueba que los teoremas de este ca´lculo proposicional son precisamente las
tautolog´ıas de las MV-a´lgebras, esto es, las fo´rmulas que le´ıdas en cualquier MV-a´lgebra
siempre son 1.
Para cualquier entero n > 1 la lo´gica de Lukasiewicz con n valores se obtiene de la lo´gica
con inﬁnitos valores an˜adiendo los axiomas
5. n.α → (n− 1).α
6. (n − 1).(j.α → ¬(¬α → ¬(j − 1).α)) para cada j con 1 < j < n, j no divisor de
n− 1
donde la fo´rmula n.ϕ se ha deﬁnido por recurrencia como sigue: 1.ϕ = ϕ; (n + 1).ϕ =
¬ϕ → n.ϕ. As´ı, por ejemplo, para n = 3 solo se an˜ade el axioma
(¬α → (¬α → α)) → (¬α → α)
a los de la lo´gica con inﬁnitos valores.
Para un entero n ﬁjo, los teoremas de este ca´lculo proposicional son las tautolog´ıas de la
MV-a´lgebra —llamada a´lgebra de Lukasiewicz—
Ln =
〈{
0,
1
n − 1 ,
2
n− 1 , . . . ,
n− 2
n− 1 , 1
}
;⊕,¬, 0
〉
donde las operaciones esta´n deﬁnidas como x ⊕ y = min{1, x + y}, ¬x = 1 − x [5]. De
esta manera, las tablas de operaciones mostradas arriba en esta seccio´n son las tablas de
verdad de la lo´gica de Lukasiewicz con tres valores.
3. La lo´gica difusa de Zadeh
La lo´gica difusa o borrosa se origina de manera su´bita con el art´ıculo Fuzzy sets publicado
en 1965 por Lofti A. Zadeh. Nacido en 1921 en Azerbaiya´n, Zadeh fue profesor de la Uni-
versidad de California en Berkeley desde 1959 hasta 1991. Sus ideas, pronto acrecentadas
en la llamada lo´gica difusa, son sencillas en extremo pero han encontrado un vertiginoso
huraca´n de aplicaciones a a´reas tan dis´ımiles como la inteligencia artiﬁcial, la lingu¨´ıstica,
el ana´lisis de decisiones, los sistemas expertos, las redes neuronales y la teor´ıa del control
— de hecho, ya en todo el mundo se venden electrodome´sticos “controlados por lo´gica
difusa”.
En el pensamiento matema´tico cla´sico cualquier subconjunto de un conjunto universal
puede identiﬁcarse con su funcio´n caracter´ıstica, una funcio´n del universo en el conjunto
{0, 1} que vale 1 en el subconjunto y 0 en el complemento. En contraste, un conjunto
difuso es una funcio´n del conjunto universal en el intervalo real [0, 1]: los puntos donde
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vale 1 deﬁnitivamente pertenecen al conjunto, aquellos donde vale 0 deﬁnitivamente no
pertenecen, pero hay muchos elementos con mayor o menor grado intermedio de perte-
nencia.
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Las operaciones con conjuntos difusos esta´n sugeridas por los gra´ﬁcos de sus funciones.
Por ejemplo, como la interseccio´n de dos funciones (conjuntos) difusos puede tomarse la
funcio´n mı´nima, como la unio´n la funcio´n ma´xima y como el complemento la diferencia
con la constante 1.
f ∧ g = min{f, g}
f ∨ g = max{f, g}
¬f = 1− f
La expresio´n algebraica del complemento difuso sugiere una alternativa para la unio´n
e interseccio´n: es evidente que el producto tiene mejor comportamiento algebraico que
la funcio´n mı´nima, pero para el efecto del ana´lisis de los subconjuntos difusos, su de-
sempen˜o es igual. De esta manera, pueden tomarse tambie´n las operaciones siguientes
entre conjuntos difusos.
f ∧ g = fg
f ∨ g = f + g − fg
¬f = 1− f
En ambos “modelos” propuestos vale el principio de la doble negacio´n pues ¬¬f = f , pero
en ninguno de los dos vale el principio del tercio excluso ya que en general f ∨¬f no es la
funcio´n constante 1 — de hecho, f ∧¬f tampoco es la funcio´n constante 0. En contraste,
en ambos casos s´ı valen las leyes de De Morgan: ¬(f ∧ g) = ¬f ∨¬g, ¬(f ∨ g) = ¬f ∧¬g.
La lo´gica difusa es un ejemplo notable de un tema que suscita diferentes actitudes en
los investigadores, actitudes que quiza´s constituyen la u´nica distancia real entre las
“matema´ticas aplicadas” y las “matema´ticas puras”. Los entusiastas de la lo´gica di-
fusa prejuzgan a los cient´ıﬁcos formales de pretender encasillar el mundo real en modelos
matema´ticos artiﬁciales muy precisos pero que no proveen libertad para las gradaciones;
los matema´ticos a su vez no ven en la lo´gica borrosa ma´s que un conjunto de procedi-
mientos que funcionan pero que no forman parte de ninguna teor´ıa formalizada.
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Desde la matema´tica se han hecho esfuerzos por remediar estas diferencias pues durante
los u´ltimos diez an˜os se han buscado formalizaciones para la lo´gica difusa. Lo que sigue es
una panora´mica de la propuesta de formalizacio´n adelantada por Ha´jek, Cignoli y otros,
tal como esta´ expuesta de manera magistral en el trabajo [6].
Una t-norma es una operacio´n binaria continua ∗ en el segmento real [0, 1] que satisface
las condiciones siguientes.
1. x ∗ (y ∗ z) ≈ (x ∗ y) ∗ z
2. x ∗ y ≈ y ∗ x
3. x ∗ 1 ≈ x
4. x ∗ 0 ≈ 0
5. x ≤ y implica x ∗ z ≤ y ∗ z
Por la continuidad exigida, la operacio´n ∗ tiene adjunta, denotada → y caracterizada por
la equivalencia
x ≤ y → z si y solo si x ∗ y ≤ z
—compa´rese con la adjuncio´n que deﬁne las a´lgebras de Heyting—. Adema´s se deﬁne la
operacio´n ¬ como sigue.
¬x = x → 0
Algunos ejemplos de t-normas continuas son los siguientes.
x ∗ y = min{x, y} x → y =
{
1 si x ≤ y
y si x > y
¬x =
{
1 si x = 0
0 si x > 0
x ∗ y = max{0, x+y−1} x → y = min{1, 1−x+y} ¬x = 1− x
x ∗ y = xy x → y =
{
1 si x ≤ y
y/x si x > y
¬x =
{
1 si x = 0
0 si x > 0
El primer ejemplo corresponde a considerar el segmento [0, 1] como una a´lgebra de Heyt-
ing; el segundo a considerarlo como una MV-a´lgebra, en particular como una MV-a´lgebra
de Lukasiewicz; la tercera corresponde a una de las operaciones indicadas arriba para
los conjuntos difusos. Puede probarse que cualquier t-norma continua es combinacio´n de
estas tres.
Una t-norma ya permite la lectura de fo´rmulas proposicionales, interpretando las letras
proposicionales como nu´meros reales entre 0 y 1 —“lo´gica difusa”— y los conectivos
conjuncio´n, implicacio´n y negacio´n como ∗,→, ¬ respectivamente. Por ejemplo de 1∗p ≤ p
se sigue 1 ≤ p → p, esto es, p → p = 1 para cualquier interpretacio´n de p en cualquier
t-norma.
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El siguiente paso en la formalizacio´n consiste en introducir una estructura algebraica que
incluya las t-normas. Una BL-a´lgebra es una estructura A = 〈A; ∗,→, 0〉 donde A es un
conjunto no vac´ıo, ∗, → son operaciones binarias en A y 0 es una constante. A partir de
estas se deﬁnen otras cuatro operaciones como sigue.
x ∧ y = x ∗ (x → y)
x ∨ y = ((x → y)→ y) ∧ ((y → x)→ x)
¬x = x → 0
1 = ¬0
Esta coleccio´n de operaciones debe satisfacer las siguientes condiciones.
1. 〈A; ∗, 1〉 es un monoide conmutativo:
1.1. x ∗ (y ∗ z) ≈ (x ∗ y) ∗ z
1.2. x ∗ y ≈ y ∗ x
1.3. x ∗ 1 ≈ x
2. 〈A;∧,∨, 0, 1〉 es un ret´ıculo con ma´ximo 1 y mı´nimo 0:
2.1. x ∧ (y ∧ z) ≈ (x ∧ y) ∧ z, x ∨ (y ∨ z) ≈ (x ∨ y) ∨ z
2.2. x ∧ y ≈ y ∧ x, x ∨ y ≈ y ∨ x
2.3. x ∧ x ≈ x ≈ x ∨ x
2.4. x ∧ (x ∨ y) ≈ x ≈ x ∨ (x ∧ y)
2.5. x ∧ 1 ≈ x ≈ x ∨ 0
3. Las dos estructuras anteriores son compatibles:
3.1. x ∗ (y ∨ z) ≈ (x ∗ y) ∨ (x ∗ z)
3.2. x ∗ (y ∧ z) ≈ (x ∗ y) ∧ (x ∗ z)
4. Adema´s:
4.1. (x ∗ y)→ z ≈ x → (y → z)
4.2. (x → y) ∨ (y → x) ≈ 1
4.3. x → x ≈ 1
Toda a´lgebra de Heyting que valida la condicio´n (x → y) ∨ (y → x) ≈ 1 es una BL-
a´lgebra si se toma la operacio´n ∗ igual al extremo inferior ∧; al reve´s, una BL-a´lgebra en
la cual ∗ es igual a ∧ —en otras palabras, una BL-a´lgebra donde x ∗ (x → y) ≈ x ∗ y—
es una a´lgebra de Heyting en la cual (x → y) ∨ (y → x) ≈ 1. Las a´lgebras de Heyting
cuyo conjunto ordenado subyacente es lineal, as´ı como todas las a´lgebras booleanas, son
ejemplos de a´lgebras de Heyting que satisfacen la ecuacio´n (x → y) ∨ (y → x) ≈ 1.
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Si en una MV-a´lgebra 〈A;⊕,¬, 0〉 se deﬁnen las operaciones ∗, → como
x ∗ y = ¬(¬x⊕ ¬y) x → y = ¬x⊕ y
entonces 〈A; ∗,→, 0〉 es una BL-a´lgebra. Al reve´s si 〈A; ∗,→, 0〉 es una
BL-a´lgebra que satisface ¬¬x ≈ x —esto sucede si y solo si ¬¬x → x ≈ 1— y en
ella se deﬁne la operacio´n ⊕ como
x⊕ y = ¬(¬x ∗ ¬y)
entonces 〈A;⊕,¬, 0〉 es una MV-a´lgebra. En otras palabras, toda MV-a´lgebra es una
BL-a´lgebra, ma´s au´n, las MV-a´lgebras pueden caracterizarse como aquellas BL-a´lgebras
en las cuales vale el principio de la doble negacio´n.
Si ∗ es una t-norma y su adjunta es → entonces 〈[0, 1]; ∗,→, 0〉 es una BL-a´lgebra. En
cierto modo, entonces, las BL-a´lgebras abarcan las sema´nticas de las tres lo´gicas mul-
tivaluadas discutidas en este escrito: ciertas a´lgebras de Heyting, correspondientes a
la lo´gica intuicionista; las MV-a´lgebras, correspondientes a las lo´gicas multivaluadas de
Lukasiewicz; las t-normas, correspondientes a los conjuntos difusos.
¿Existe una sintaxis para esta sema´ntica? En otras palabras, ¿existe una aute´ntica lo´gica
difusa, entendida como sistema deductivo? En 1998 P. Ha´jek propuso el siguiente ca´lculo
proposicional denominado lo´gica difusa ba´sica.
Axiomas
1. (α → β)→ ((β → γ) → (α → γ))
2. (α ∧ β) → α
3. (α ∧ β) → (β ∧ α)
4. (α ∧ (α → β))→ (β ∧ (β → α))
5. ((α ∧ β) → γ) → (α → (β → γ)), (α → (β → γ)) → ((α ∧ β)→ γ)
6. ((α → β)→ γ) → (((β → α) → γ) → γ)
7. ¬(α → α) → β
Regla
La u´nica es Modus Ponens.
Los teoremas de este ca´lculo proposicional son precisamente las fo´rmulas que le´ıdas en
cualquier t-norma siempre son 1. En el trabajo [6] se indican las l´ıneas generales de la
demostracio´n del siguiente teorema.
Teorema. Para una fo´rmula proposicional ϕ las siguientes condiciones son equivalentes.
• ϕ es un teorema de la lo´gica difusa ba´sica;
• ϕ es una tautolog´ıa de todas las BL-a´lgebras lineales;
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• ϕ es una tautolog´ıa de todas las t-normas.
As´ı, con sintaxis y sema´ntica correspondientes, resulta una lo´gica difusa en el pleno sentido
matema´tico de la palabra.
El diagrama de la pa´gina siguiente sintetiza las relaciones de contenencia entre las estruc-
turas algebraicas presentadas. Entre las lo´gicas proposicionales correspondientes a estas
sema´nticas subsisten las mismas relaciones.
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A´lgebras de
Heyting
BL-a´lgebras
A´lgebras de Heyting
(x→ y) ∨ (y→ x) ≈ 1
)
=
(
BL-a´lgebras
x ∧ y ≈ x ∗ y
BL-a´lgebras
¬¬x≈ x
)
= MV-a´lgebras
A´lgebras de
Heyting lineales
A´lgebras
booleanas
{0}, {0, 1}
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