This paper describes the characterization of an imageplate readout system used to calculate small-anglescattering intensities as cross sections per unit volume. The raw data are the latent phosphorescent excitations stored on an image plate. Self-decay, self exposure, resolution, smearing, dynamic range and sensitivity are measured. Preliminary experiments show that an inexpensive neutron-imaging system can be obtained when the plates are placed behind a suitable neutron-to-X-ray converter.
Introduction
In a one-or two-dimensional gas detector, a small percentage of the photons are detected at postions different from the impact point on the entrance window. For example, with a typical one-dimensional gas detector with a resolution of 0.2 mm full width at half-maximum (FWHM) and a slit placed directly on the detector, significant count rates are observed several millimetres from the slit. This artifact is caused by X-ray scattering from elements of the detector itself: the detection gas, the wires, the chamber and the entry window. This effect is responsible for counting behind the beam stop in small-angle-scattering experiments. In pioneering work, Amemiya has shown that the very high dynamic range and resolution of image plates can be used to obtain excellent images of the scattering obtained in a specially designed synchrotron experiment (Amemiya et al., 1983; Amemiya, Wakabayashi, Tanaka, Ueno & Miyahara, 1987; Amemiya, 1990) . Owing to their recent availability for scientific use, image plates are currently used in quantitative medical radiography and in autoradiography (Johnston, Pickett & Barker, 1990; Floyd, Chotas, Dobbins & Ravin, 1990) . For these applications, the instrinsic sensitivity of this new type of phosphor plate allows reduction of the exposure time per image.
In our laboratory, the main experimental technique for investigating colloidal samples is small-angle X-ray scattering (SAXS). We use storage image plates and a digitizing system (Phosphorimager, manufactured by Molecular Dynamics TM, Sunnyvale, California, USA) to obtain the scattering cross section l(q) in pinhole-geometry small-angle-scattering cameras. As is shown below, their resolution, dynamic range and sensitivity produce much better results than any other type of detector, especially for samples having strong contrast, such as peaks associated with weak diffuse scattering or large domains with a strong power-law decay of the scattering with the scattering angle.
Our goal is to obtain an accurate value of the scattering cross section, which is related to the probability that a given photon in the incident beam is scattered. Stuhrmann unified the units and notations used in X-ray and neutron scattering and introduced the notion of'intensity' as a quantity expressed in cm 2 per unit volume of sample (Stuhrmann & Miller, 1978) . We use only a matrix of values proportional to the X-ray dose at a given point, i.e. an image, to determine I(q = 4rtsin 0/2) on an absolute scale, where 20 is the scattering angle.
The first requirement for this goal to be achieved is a full characterization of the resolution, linearity, artifacts, autoexposure and self decay of the stored signal, as well as the dynamic range and sensitivity of this X-ray detector when exposed to E = 8 keV Cu K~ photons. Then, monitoring of the beam through a semitransparent beamstop allows easy calibration of the experiment as well as easy background subtraction. This procedure is described here for the case of a perfectly monochromatic X-ray beam. When a small percentage of higher harmonics (hard radiation with photon energy 2E and 3E) is present, the measurements of the transmission and backgrounds with filters are extremely difficult and only rotating choppers should be used to attenuate the beam by the same factor at any X-ray energy.
The Phoshorimager scanning device manufactured by Molecular Dynamics TM uses a 10 mW He-Ne laser beam to scan 88 (or 176) lam pixels. The size of the pixels was checked using a metallic plate with thin slits and a radioactive source. The effective size of a pixel was determined to be 175 (2) x 175.7 (20)tam. Therefore, correction of spatial distortions, often needed with area detectors (Stanton, Phillips, Li & Kalata, 1992) , is not necessary with image plates. Exposure to an X-ray beam creates a latent image in the form of approximately 200 electrons in a phosphorescent triplet state per 8 keV of absorbed X-ray energy (Templer, 1983; Takahashi, Kohda & Miyahara, 1984; Inabe, Nakamura & Takeuchi, 1988) . The efficiency of this X-ray detection technique increases with the X-ray energy (Ito & Amemiya, 1991) .
The principle of this type of area detector is very simple. A small laser beam induces, within 80 l~s, the emission of fluorescent blue light proportional to the absorbed X-rays. The intensity of the fluorescent light is measured using photomultipliers associated with logarithmic amplifiers. The result of the scan is stored in a large computer file; each of the pixels is coded in a 16-bit integer proportional to the square root of the arbitrary analog-to-digital converter (ADC) units.
Experimental
We use a laboratory-built small-angle-scattering camera with the following characteristics: an asymmetrically cut bent germanium crystal (4 ° cut, versus 111, located 270 cm from the source) and a curved mirror made of float glass, used at 4 mrad incident angle. Anti-scatter slits, located just in front of the sample and 1 m from the monochromator, reduce the nonspecular reflection of X-rays at the surface of the monochromator. The sample-to-detector distance is 210cm. The size of the beam in the plane of the detector is 2 x 2mm. The beamstop size is 7 x 20 mm. The image-plate size is 35 x 43 cm. A rotating anode (RU 400, Rigaku) with 15 kW electrical power and a 1 x 8 mm actual size of X-ray source produces a monochromatic Cu K~ X-ray beam at the sample location with a flux of 5 x 10 6 photons s-1. Without a sample in position, the background is lower than 200 counts s-1 over the full area of detection. Because pinhole geometry is used, no deconvolution of the scattering spectrum is necessary.
Different image plates, manufactured by Fuji TM and Kodak TM were tested. Surprisingly, we noticed no significant difference in performance (except in sensitivity) between the two.
Results

Self-decay of the stored image
The latent image stored in the plate consists of excited sites, where a molecule is an excited state (Inabe et al., 1988; Takahashi et al., 1984) .
De-excitation of these centers in the absence of a laser produces self decay of the latent image. Depending on the stability of the excited states, the self-decay time (z~) can vary a great deal. This effect, shown in Fig.  1 , has two important consequences:
(i) Exposures lasting over 24 h are useless with image plates. For exposures (At) longer than a few hours, the short lifetime can be neglected because the average time between the creation of a given center and its de-excitation exceeds a few T1.
(ii) We need calibration of the scattering coming from the sample. Therefore, we need to know the effect of the delay, z, between the end of the exposure and the scanning. This delay is supposed to induce self decay as a double-exponential influence on the efficiency of the readout procedure, according to previous experience related to autoradiography detecting/~ radiation (Johnston et aL, 1990; Floyd et aL, 1990) . For autoradiography, this efficiency q(2, 3) is the ratio of the readout signal to the dose and is a double-exponential function of time:
The constant C~ is strongly wavelength dependent (lto & Amemiya, 1991) and setting dependent. Fig. 1 shows the decay of the readout corresponding to an identical exposure of a small spot, made immediately after complete erasure of the plate. After a delay time of a few hours, the latent signal is read. Fig. 1 shows that, as for the two plates excited with Cu K~ radiation, only one time constant (z = 5h for Kodak TM and 2 h for Fuji TM) could be detected for a given plate. We use only this value for routine experiments with the soft X-rays used in crystallographic work. With our routine settings of the optics and the photomultiplier voltage, the maximum value for t ~-0 of the sensitivity C~ is close to 2 ADC units per 8 keV photon.
The sensitivity for Kodak TM plates is about twice as high as that for Fuji TM plates. For a comparison between experiments with different exposure times At and readout delay times z, the decay of the efficiency r/(2, z) must be taken into account. For absolute calibration of the scattering, the flux of the direct beam through the sample is measured on the same plate as the scattered image: therefore, one needs a semitransparent beamstop. As is shown below, even for small beamstops of only a few millimetres width, the excellent resolution of the plate allows complete separation of the scattered signal and the direct-beam image.
Self-exposure of the plates
Owing to the very high sensitivity of the plates -typically one to two orders of magnitude higher than conventional radiographic films -the selfexposure of the plates during the experiment is by no means negligible. This self-exposure is easily demonstrated by making erasure-readout cycles separated by different delays At. During the delays At, the plate is stored away from any source of light or X-rays. The plates are then exposed only to natural radioactivity (cosmic and surrounding materials) as well as, of course, to the radioactivity of the materials of which they themselves are composed. At the present time, we do not know which of these terms is predominant in the observed self-exposure shown in are stored in a dark storage box in the absence of light and X-rays for a time t. The signal is then read and averaged. The autoexposure is linear with time and this effect would correspond to an equivalent of 1 8 keV photon per pixel (88 x 88 lam) storage hour. Owing to autoexposure (mainly excitation by cosmic radiation), scattering intensities lower than those produced by autoexposure cannot be measured.
Self-exposure cannot be neglected in routine SAXS measurements using focusing monochromators since it can mask coherent wide-angle scattering. The same applies to the diffuse background present in any SAXS camera. For example, our average diffuse background signal for an overnight exposure is of the order of 10 photons for a pixel of 0.17 x 0.17 mm located 2.8 m from the sample. The self-exposure increases linearly with the delay (At), as can be seen in Fig. 2 . This dose is of the same order of magnitude as the scattering of pure water (Zemb & Charpin, 1985) or the asymptotic Porod limit (Auvray & Auroy, 1990) in our experimental setup. The most reliable source of measurement of self-exposure has been found to be a small piece of iron making an 'X-ray shadow' at the outside edge of the plate (q --, ~), where the diffuse background l(q) is vanishingly small. The average value in the shadow of this metallic object gives the background term B, which must be subtracted before any data reduction. Compared to the electronic background of gas detectors (Gabriel, 1977) , the self-exposure for image plates is twice as high. Thus, gas detectors remain the detectors of choice for lowintensity signals (of the order of 1-100 photons pixel-1 during a typical experiment) and for reliable energy discrimination; however, they fail to separate properly bright spots and dark regions, which coexist in proximity. As is shown below, image-plate measurements are the best choice for scattering data with a large dynamic range.
Reproducibility of the readout
In conventional small-angle X-ray scattering using real-time detectors, one elementary 'point' of a histogramming memory is incremented at each detected event. The response function, taking into account the nonuniformity of the sensitivity as well as parallax errors, is measured using a radioactive source located at the sample. If necessary, this 'uniformity run' is used for correction at the end of an experiment: one divides a real signal by the uniform signal of the radioactive source.
The same procedure is applied with photostimulable plates: a uniform signal on the plate is obtained using a strong radioactive source located at a distance much larger (6m) than the plate dimensions (20 × 25cm). Another way to obtain a constant exposure is to move the source systematically and slowly across the surface of the plate. The result of this 'calibration scan' is systematically used to correct the output file. This primary calibration procedure takes into account the nonuniformity of the optical system in the scanning device. There is, however, a significant difference between the use of image plates and real-time two-dimensional detectors: for everyday experiments, different plates are used. Therefore, reproducibility of the positioning of the plate in the X-ray camera as well as in the readout device cannot easily be achieved within one pixel (88 ~tm) accuracy. This raises two important questions: (i) If the same experiment is carried out twice, using the same plate, how do the two images compare?
(ii) Is there a greater difference between two experiments if two different plates are used to detect the same signal?
To answer these questions we performed systematic experiments using constant erasure and exposure times and a strong americium source (Fig. 3) . After readout, a single line, supposed to be a uniform signal of the same order as a strong scattering signal (1000 photons pixel-~) is plotted versus distance in mm. Owing to the statistical distribution of the absorbed photons pixel -~, one expects a perfect detector to have a variance of about 3%. Fig. 3 shows that this ideal result is approached closely on lines parallel to the scanning direction and reasonably closely perpendicular to the scanning direction. Duplication of the experiment with the same plate (Figs. 3c and d) achieves the ideal statistical variance. Use of two different plates to repeat the same experiment does not change this result: this means that nonuniformity in the gels, active sites and similar effects between different plates can be neglected in all our data-reduction procedures because they are smaller than the statistical noise. At the end of an erasure-exposure-readout cycle, the two-dimensional data obtained are formally equivalent to the content of the conventional histogramming memory used in gas detectors.
Dynamic range
We turn now to the problem of the dose-to-signal linearity. The restricted proportionality of the doses to the signal using charge-coupled devices (CCDs), image tubes (Gruner, Milch & Reynolds, 1982) or densitometry of conventional film (Arndt, 1986) has limited the use of this type of detector for quantitative small-angle scattering. Owing to the time-integrating features of systems such as gas detectors, the dynamic range is often thought to be practically unlimited: this is incorrect, as is shown below in the discussion of the 'artifact wings' that appear near bright spots on the detector.
We determined the dynamic range of the image plate using the following procedure. The plates are exposed for a time At varying between 10 and 1800 s to the direct monochromatic beam (Cu K~) of a Guinier-type SAXS camera with and without the presence of calibrated nickel filters (attenuation factors 100 and 960). The image of the direct beam is roughly a rectangle of 8 x 0.5 mm; this rectangle is integrated and the background taken from the unexposed region of the plate is subtracted. This procedure allows the production of signals with a known ratio varying over six orders of magnitude. Fig.  4(a) shows the result: the logarithmic plot of the integrated readout versus the exposure signal shows a straight line. The maximum dose is more than five decades higher than the sensitivity threshold. The slope of the signal-dose curve, ideally exactly 1, is 1.04 using our scanning device. This fixed value is , mainly due to autoexposure, must be subtracted before linearity is achieved. The curve of signal with self-exposure is shown as full squares, and the signal after subtraction of self-exposure is shown as empty triangles. As a rough guideline, 100 photons mm-2 must be absorbed by the plate in order for a reliable signal to be obtained. Before subtraction, the signal is composed of autoexposure and a low intensity signal: this is indicated by the full squares. The result after subtraction is shown by the triangles.
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dependent on the factory setting of the logarithmic amplifiers used to collect the output signal of the photomultiplier collecting the stimulated fluorescence. It is difficult to determine precisely the minimum dose that can be quantified, owing to the phenomenon of self-exposure as well as intrinsic noise superimposed on the signal. The detail of the low-exposure part of the preceding experiment is shown in Fig. 4(b) . Abscissa units are photons mm-2, averaged over a large area (,-~ 1 cmZ). The top curve is of the raw data before subtraction of the background. After subtraction of the background (bottom curve), it can be seen that an average exposure of 1 photon pixel-1 (88 × 88 tam) can be distinguished from any area in the picture where the X-ray dose is zero and so only the self-exposure is detected. The effective sensitivity of the image-plate system is therefore better than that of CCDs or vidicon-based detectors (Stanton et al., 1992) . This low-sensitivity threshold requires a precise background-subtraction procedure.
The problem of background subtraction is illustrated in Fig. 5 . A histogram of individual pixel readouts for a large zone where the exposure dose to X-rays was 1 photon pixe1-1 is compared to the histogram for a zone without exposure. A large number of pixels contain values of less than 0.4 ADC units in the exposed as well as in the unexposed zones. In the exposed zone, some of the pixels contain values of the order of 2; the back row of the histogram shows a broad noisy peak of pixels containing more than the intrinsic noise. We can now estimate the efficiency of the single photon detection on one pixel (88 x 88 l.tm): using a threshold of 1.4 ADC for a 'detected photon', we find 2% of the pixels above that threshold without exposure to X-rays and 17% detection when the X-ray dose is 1 photon pixel-~. Practically, this means that one single photon on one single pixel cannot be detected, but an area of 10 x 10pixels (-lmm 2) receiving a total dose of 100photons can be distinguished from the background because the average readout would be 165 and 34 ADC units, exceeding the statistical noise of 10% associated with 100 events. Therefore, photon counting is possible with image plates but only on very short exposures because of the self-exposure phenomenon. For the same exposure time At, the electronic noise of a gas detector is about twice as low. In our laboratory, using gas detectors of the type designed by Gabriel (1977) , the faintest doses were of the order of 10photons pixel-lh -~ for a memory pixel corresponding to an active area of 1 mm 2.
In conclusion, although photon counting is possible with image plates, their practical sensitivity is one order of magnitude less than that of a gas detector: the -2 lowest signal level has to be about 100 photons mm during exposure in order to allow reliable image digitization and background subtraction. This 'rule of thumb' is used in our laboratory to estimate exposure times.
Sensitivity in terms of ADC unitsper 8 keV photon
A preliminary estimate of the sensitivity of the image plate and scanning system together has been made using a Geiger-type detector (Surveyor 50 TM, manufactured by Bicron UK). Assuming that the efficiency of this detector is close to 100% for an 55Fe (5.9keV) radioactive source, we have estimated the sensitivity to be on average 2 ADC units, in regions that were intentionally exposed to an X-ray dose of 1 photon pixel -t This sensitivity expressed in ADC units per absorbed photon is strongly dependent on the photomultiplier voltage. We used a high voltage of 750 V. For this voltage, the dark-current noise for an unexposed plate was found to be 0.2 ADC units on average, i.e. a signal-to-noise ratio of 10. It was found that there was no gain in this signal-to-noise ratio when the high voltage of the photomultiplier tube was varied. This means that a region of a plate exposed to an average dose of 1 photon pixel-t can clearly be distinguished from a zone of the plate not exposed to X-rays.
Resolution of the detector
The 'resolution' of an X-ray detector should be precisely defined before quantitative data are given.
Three nonequivalent definitions are found in the literature.
(a) The resolution in space is the minimum distance needed between two merging small spots for a separation between them to be observed in the response function. The usual definition of this distance is when a minimum of half the intensity exists between the two maxima.
(b) The resolution in space is the difference between the FWHMs of the true and the observed images of a small uniform spot.
(c) Effective resolution in space is the minimum full width at 10 -3 of the maximum of the sharp peak obtained when a vanishingly small spot is observed using the localization detector.
Technical specifications of X-ray detectors use one of the first two definitions of the resolution, which is of the order of 200 l.tm with our image-plate system, as can be seen in Fig. 6 . This resolution is limited by the thickness of the coating of the plates, the distance from the plate to the entry of the optical system and the size of the laser reading spot. None of these can be reduced significantly without loss in homogeneity of the response or sensitivity of the system. So, it appears at first sight that the resolution of image-plate detectors is not better than those of other types of detectors. Now to the crucial point: when an image plate is used for small-angle X-ray scattering measurements, the center of the picture always records the shadow of the X-ray-opaque lead beamstop. Very rapidly varying signals are always present in real experiments near the beamstop edge. For example, the large-angle limit (Porod's limit) of the scattering decays as the fourth power of the scattering angle. Owing to the sharp edge of the beamstop shadow, routine experiments deal with signals decaying over three orders of magnitude within fractions of a millimetre. In order for the background to be subtracted correctly from the sample, the performance of the detector at the sharp edge of the beamstop is crucial.
To measure the effective resolution of the detector used for small-angle scattering, we have performed a very simple experiment. A small hole of 140 lam diameter is made in a piece of thick lead tape. This lead tape is positioned directly on the plate (or on the entry window of a gas detector) during exposure to the strong X-ray signal in the center of the direct-beam image. The observed signals are compared in Fig. 7 . The effective resolution of the image-plate system is a few millimetres, while the effective resolution (at 10-3 of the maximum signal) of a gas detector is greater
-5 0 5 10 [:1osition in mm Fig. 7 . Artifact wings near bright spots: gas detector versus image plate. The same experiment is repeated to compare a standard linear gas detector and the image-plate system. The real size of the hole is shown at the bottom of the figure (0.5 mm) . The response of the gas detector is plotted on the upper part of the figure, while that of the image plate is shown below it, both normalized to 1 at maximum. A few mm from an intense spot, the image plate gives about ten times less artifact signal. Because of the strong incoherent signal always occurring in small-anglescattering experiments near the beamstop, this improves the effective dynamic range by a large factor. than 1 cm. We have tested all available types of gas detector; they all show a systematic spurious tail of sharp scattering peaks as described by Osborn & Welberry (1990) . In the case of the detector designed and constructed by Gabriel (1977) , the intensity of these tails is independent of the gas pressure as well as the entrance-window thickness: the main contributions to these ill-located events must be of electrostatic origin (i.e. the center of gravity of the charges deposited on the wire is different from the primary gas-ionization point) or related to scattering in the gas prior to ionization. The same experiment has been performed with all commercially available one-and two-dimensional gas detectors and has given similar results: between 0.5 and 3% of the events are located with a systematic error exceeding a few millimetres. This systematic error affects in an uncontrollable way all subsequent standard data-treatment procedures, such as determinations of the radius of gyration. This unavoidable source of systematic error occurring with rapidly varying signals -part of the intense peak smeared over the rest of the image -is an order of magnitude less with photostimulable plates than with other types of detectors. To our knowledge, no other type of detector gives a signal dropping four decades within a few millimetres of an intense peak: the photostimulable plate is the first device with an effective resolution of the order of 1 mm and a dynamic range exceeding five decades.
However, the image-plate response is asymmetric; the left wing in Fig. 7 is lower than the right wing. The scanning was performed from the right to the left. When the scanning direction is inverted, the high-tail direction is also inverted. Therefore, we conclude that the asymmetry is due to partially excited zones containing a latent signal prior to readout. This parasitic cross excitation cannot occur after the intense signals have been read out. It has already been noted by Amemiya in his pioneering work that this cross excitation at the level of 10-5 between independent pixels could be decreased by improved optical designs (Amemiya et al., 1988) .
Use for absolute-scattering-cross-section determination
For solid powders, it is well known that the observed scattering consists of a succession of more-or less-smeared concentric circles of constant scattering angles. Fig. 8 octadecanol sample, often used as reference because of its convenient handling and availability. The intense peak taken as a reference (Nakamura, Gebel & Aldebert, 1989 ) is very easily seen as an asymmetric doublet using image plates.
Calibration using the Lupolen TM reference
We now describe the procedure to obtain absolute scattering cross sections"
where l=xp(q) is the scattered intensity expressed in cm -1, corresponding to the differential elasticscattering cross-section density in the sample that is measured. The transmission of the sample is T, which is ideally in the range 20 to 50% to obtain an intense image: the required thickness (e) of the samples is therefore in the range 0.2 to 2 mm. r/(2, T) is the detection efficiency of a photon of wavelength 2 when the scanning and digitizing of the image occurs with a delay z after the X-ray absorption. The angle brackets indicate radial averaging around the center of gravity of the direct beam after elimination of the pixels located in the shadow of the beamstop.
Ni,j is the X-ray dose measured on a pixel area ap located at a distance D from the sample. B is the background readout that would be obtained with the same experiment, without exposure to X-rays. ~o is the total number of photons contained in the direct beam during the experimental time A t. The denominator term between brackets is obtained at once by integration of the trace of the direct beam behind the semitransparent beamstop.
Calibration of the attenuation coefficient K of the semitransparent beamstop is performed using the following procedure: the direct monochromatic beam is exposed with and without an auxiliary nickel filter attenuating the beam by a factor of approximately 10 000. The delay time z between exposure and readout must be kept the same for the two exposures. Thus, an absorption factor K = 32 300 for 250 lam of nickel has been determined for our beam stop. This precise value of the transmission factor is only possible because we use a Huxley-Holmes camera (Aldissi, Henderson, White & Zemb, 1988) , which uses a mirror and a bent germanium crystal to filter short and long wavelengths, respectively. Prior to the installation of an X-ray mirror, this calibration procedure was unreliable because of the presence of hard X-rays. This is an ideal transmission for the beamstop and results in roughly equivalent intensities for small-angle scattering and the attenuated direct beam.
The integrated value of the direct-beam image obtained through the semitransparent beamstop is called M. The quantity between square brackets in the second term of the above equation may be calculated using MK = ~o A t Tr/(2, 0.
The background subtraction is made by repeating the same procedure with an empty cell at the sample position: lcxp(q)/Tsaniple = {I/sample(q)-l.h,,ao.]/T=,mpl.} --{[/mpty(q) --l,hado*]/Tempty}, where #,h=dow is the actual value of the selfexposure determined on each exposed plate by the shadow left on an edge by a thick metallic piece (1 mm iron x 1 cm2). This value is set by the exposure time and is of the order of lO photons pixel-~ for an overnight exposure. This subtraction can be safely made after radial averaging. The final result is shown in Fig. 9 . No deconvolution of the image is needed after averaging, since our SAXS camera is working in pinhole geometry. We see for a Lupolen TM (BASF) sample (thickness 3 mm), a flat peak located at q _~ 0.04 A-1 for which the intensity is 6 cm-1. We estimate the relative uncertainty to be 10%. Using completely (a) independent procedures within the framework of an international calibration project, Wignall (1991) reported the same value for the same sample. This confirms the reliability of the simple image-processing procedure described here.
Use of image plates as an inexpensive neutron large-area detector
The flexibility and sensitivity of image plates to obtain excellent calibrated pictures can also be exploited in the detection of neutrons (Wilkinson, Gabriel, Lehmann, Zemb & N6, 1992) . This only requires efficient conversion of thermal neutrons to X-rays. The optimal range of X-ray energy is between 10 and 50 keV. Gadolinium metal foils 25 ~tm thick are known to give a quantitative conversion of thermal neutrons into 17keV X-rays. We first used thin gadolinium foils as convertors in front of the plate. This gave excellent results, but large homogeneous pure gadolinium foils are extremely expensive, so we used gadolinium powder dispersed in paint that was uniformly sprayed on a thin aluminium plate. Successive layers 10 ~tm thick were deposited on the plate. Conversion efficiencies were of the order of 50%. This method could be used on large areas. To demonstrate the usefulness of this type of detector, we have made a small-angle neutron scattering experiment 'without beamstop'. A typical sample (nonoriented powder of a lamellar liquid crystal) consisting of 10% surfactant in water (Dubois & Zemb, 1991) was placed at the output of a cold-neutron guide (2 = 6 •). The plate is located at d = 1 m from the sample without beamstop. Owing to the high dynamic range of the plates, the direct beam could be recorded together with small-angle scattering (a thousand times less intense) ( Fig. 10) .
Limitations of this neutron-detection technique are the activation of the plate by neutrons as well as the high sensitivity of the plate to the parasitic 7-rays always present in neutron scattering experiments. With re-exposure of the plate later, even after erasure, the small spot we observe on Fig. 10 is the remainder of a former exposure. However, the combination of gadolinium foil (or paint) with an image plate is a very affordable way to obtain a fair neutron-imaging device. The direct beam as well as the small-angle scattering produced by a 1 mm thick 10% solution of didodecyl dimethylammonium bromide is shown as a practical and useful example of an experiment where the peliodicity of a liquid crystal (24 nm here) can be measured at very low cost.
Concluding remarks
The dynamic range, sensitivity and resolution of the image-plate X-ray detector are far greater than those of traditional two-dimensional gas detectors. The main Table 1 . The character&tics of image-plate detection Active-area size: 20 x 25 cm or 35 x 43 cm Pixel size: 88 or 176 ~tm Self-decay time constant: ~ = 5 (0.5) h Self-exposure rate: ,--1 photon pixel-~ h-Conversion constant (ADC units per 8 keV photon): 2 Signal-to-noise ratio for a dose of 1 photon pixel-~: 10 Saturation value: 80 000 ADC units pixei-Dynamic range: 105 on an individual pixel with an exponent of 1.04 Resolution (FWHM): 100 Ixm Effective resolution (at 10-3 of maximum of a bright spot): 1.6 mm limitation of the image-plate system is the autoexposure of the plates, which masks low-intensity signals of the order of 1 photon per pixel-1 h-~ (a pixel being 88 x 88 l, tm2). The values we have determined are shown in Table 1 .
