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VHQVRUVDQGFRPPXQLFDWLRQDQGSURYLGHDFRVW-HIIHFWLYHVROXWLRQIRUDGDSWLYHWUDIILFFRQWURO43 
V\VWHPV 44 
 45 
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7KH&70-(.)-*$IUDPHZRUNSURSRVHGLQWKLVVWXG\LQWHJUDWHVYDULRXVPRGHOVIURPH[LVWLQJ1 
OLWHUDWXUHWRRSWLPL]HVLJQDOFRQWUROGHYLFHV&70SURSRVHGE\'DJDQ]RKDVEHHQ2 
LPSOHPHQWHGE\YDULRXVUHVHDUFKVWXGLHVWRPRGHOWUDIILFIORZRQXUEDQDUWHULDOV/RHWDO3 
SURSRVHGD&70-EDVHGWUDIILFVLJQDORSWLPL]DWLRQPRGHOZKLFKGHWHUPLQHVRSWLPDOVLJQDOWLPLQJV4 
SODQVWRUHGXFHGHOD\DWDVLJQDOL]HGLQWHUVHFWLRQXVLQJWKH*HQHWLF$OJRULWKP*$WHFKQLTXH5 
/LNHRWKHUPRGHO-EDVHGRSWLPL]DWLRQIUDPHZRUNVWKH&70-*$PRGHOSURSRVHGE\/RHWDO6 
LVXVHIXOIRURIIOLQHRSWLPL]DWLRQRIVLJQDOFRQWUROGHYLFHVZKLFKFDQQRWGHSLFWUHDO-WLPHYDULDWLRQ7 
LQWUDIILFGHPDQGRUFKDQJHVLQFDSDFLW\GXHWRLQFLGHQWVDQGH[WUHPHZHDWKHUFRQGLWLRQV 8 
7KLVVHFWLRQILUVWGHVFULEHVWKHVHOHFWHGPRGHOV&70(.)DQG*$VHSDUDWHO\DQGWKHQWKH9 
LQWHJUDWLRQRIWKHVHPRGHOVLVGHVFULEHGLQILJXUH-ZKLFKH[SODLQVWKHRYHUDOOPHWKRGRORJ\RIWKLV10 
UHVHDUFK 11 
 12 
Prediction of Traffic State using CTM 13 
The CTM proposed by Daganzo (41) has been widely used in modeling urban network traffic 14 
flows. The CTM is simpler to implement on a traffic network and it fits well with the actual field 15 
measurements (43; 44). In comparison with other higher order traffic flow models, CTM has fewer 16 
numbers of output variables and input parameters which qualifies CTM as a suitable model for 17 
real-time applications (11).  The CTM has been used for real-time traffic state estimation (16-20; 18 
45) as well as for optimization of traffic networks (23; 30; 46-52). 19 
The CTM represents a traffic network as a collection of cells with equal lengths which is 20 
equal to the distanceሺ݈௜) that a single vehicle travel during one time-step (⁡?ݐሻ with free-flow speed. 21 
In free-flow condition, a vehicle would move from one cell to another in one time-step. The 22 
network is divided into i number of cells and each cell has a vehicle holding capacity of ௜ܰሺ݇ሻ 23 
determined by the following equation: 24 
 ௜ܰሺ݇ሻ ൌ ɏ௜௃݈௜  (1) 
where ɏ௜௃ is the jam density in veh/km and li is the length of cell i in km. The number of vehicles in 25 
cell  i at time-step k is ni(k) and qi(k) is inflow to cell i at time-step k. The inflow into cell i or 26 
outflow from cell i-1 at time-step k is governed by the following equation: 27 
 ௜ሺሻ ൌ ሾ݊௜ିଵሺ݇ሻǡ ܥ௜ିଵሺ݇ሻǡ ܥ௜ሺ݇ሻǡ ߜሺ ௜ܰሺ݇ሻ െ ݊௜ሺሻሻሿ (2) 
where Ci(k) represents the capacity flow of cell i at a given time-step k; Ni - ni(k) represents the 28 
available space in the cell, and į is the ratio of shockwave speed to free-flow speed (w/v). Once 29 
inflow for all the cells at time-step is determined using equation (2), the cell occupancy for all the 30 
cells in the network for one time-step ahead is calculated as follows: 31 
 ௜ሺ ൅ ⁡?ሻ ൌ ݊௜ሺ݇ሻ ൅ݍ௜ሺ݇ሻ െ ݍ௜ାଵሺ݇ሻ (3) 
The effect of the traffic signal is modeled by formulating the capacity of the cell containing traffic 32 
signal as a variable that switches between zero and saturation flow rate. 33 
 ௜ାଵሺሻ ൌ ൜ܥ௜ሺ݇ሻ݂݅݇߳݃ݎ݁݁݊݌݄ܽݏ݁݅ ൅ ⁡?߳ݏ݈݅݃݊ܽ݅ݖ݁݀݈݈ܿ݁⁡?݂݅ ݇߳ݎ݁݀݌݄ܽݏ݁݅ ൅ ⁡?߳ݏ݈݅݃݊ܽ݅ݖ݁݀݈݈ܿ݁ (4) 
Based on Lo et al (28), the delay faced by vehicles in each cell i at times-step k is calculated as:  34 
 ௜ሺሻ ൌ ݊௜ሺ݇ሻ െ ݍ௜ାଵሺ݇ሻ (5) 
 35 
Estimation of Traffic Flow using EKF  36 
7KH(.)KDVEHHQHVWDEOLVKHGDVDGHIDFWRVWDWHHVWLPDWLRQDOJRULWKPIRUQRQ-OLQHDUG\QDPLF37 
V\VWHPV9DULRXVWUDIILFIORZPRGHOVLQFOXGLQJ&70DUHQRQOLQHDULQQDWXUHWKHUHIRUH(.)LV38 
PRUHVXLWDEOHIRU&70-EDVHGHVWLPDWLRQIUDPHZRUN7KLVSDSHUDGDSWVWKH&70-(.)IUDPHZRUN39 
SURSRVHGE\$KPHGHWDOIRUUHDO-WLPHHVWLPDWLRQRIWUDIILFVWDWHZLWKVRPHPRGLILFDWLRQV40 
$KPHGHWDODQGRWKHUUHVHDUFKVWXGLHV-HVWLPDWHGWUDIILFGHQVLW\UHFXUVLYHO\E\41 
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WDNLQJSUHGLFWLRQRIWUDIILFGHQVLW\IURP&70DQGDVVXPLQJUHDO-WLPHPHDVXUHPHQWVRIWUDIILF1 
RFFXSDQF\GHQVLW\IURPVHQVRUV7KLVVWXG\HVWLPDWHVLQIORZWRFHOOVIORZUDWHVLQVWHDGRI2 
WUDIILFGHQVLW\FHOORFFXSDQF\DVIORZUDWHVDUHRQHRIWKHEDVLFPHDVXUHPHQWVIURPWUDIILF3 
VHQVRUV7UDIILFIORZUDWHVDUHDOVRLPSRUWDQWLQWKHRSWLPL]DWLRQRIWUDIILFFRQWUROGHYLFHVDV4 
HVWLPDWHGIORZUDWHVZLOOEHXVHIXOLQTXDQWLI\LQJWUDIILFGHPDQGRQYDULRXVDSSURDFKHVRID5 
VLJQDOL]HGLQWHUVHFWLRQ)XUWKHUPRUHUHDO-WLPHPHDVXUHPHQWGHYLFHVVXFKDVLQGXFWDQFHORRS6 
GHWHFWRUVGLUHFWO\PHDVXUHWKHRFFXSDQF\DQGIORZUDWHV,QWKHFRQYHUVLRQRIRFFXSDQF\LQWR7 
GHQVLW\WKHXQGHUO\LQJHUURULQFRQYHUVLRQPLJKWLQFUHDVHWKHHUURULQUHDO-WLPHPHDVXUHPHQWV8 
8VLQJIORZUDWHDVDYDULDEOHIRUUHDO-WLPHHVWLPDWLRQLVPRUHXVHIXODVLWFDQEHGLUHFWO\UHODWHGWR9 
WKHPRGHOHGIORZ-UDWHE\WKH&70 10 
,QWUDIILFVWDWHHVWLPDWLRQWKHSUHGLFWHGWUDIILFIORZE\&70EDVHGRQHTXDWLRQIRUFXUUHQW11 
WLPH-VWHSNXVLQJHVWLPDWHGGHQVLW\DWWLPH-VWHSN-LVDVIROORZV 12 ෤ ௜ሺሻ ൌ ሾ ො݊௜ିଵሺ݇ሻǡ ܥ௜ିଵሺ݇ሻǡ ܥ௜ሺ݇ሻǡ ߜሺ ௜ܰሺ݇ሻ െ ො݊௜ሺሻሻሿ ൅ ߝ   (6) 13 
Where ෤ ௜ሺሻ is predicted inflow by CTM, ො݊௜ሺሻ is the cell occupancy based on estimated flows at 14 
time-step k-1 and ߝ is white Gaussian noise in predthe iction of traffic flow. The measured traffic 15 
flow at time-step k, ݉௜௤ሺ݇ሻ ZLWKQRLVHLQPHDVXUHPHQWȖLVUHODWHGZLWKWKHDFWXDOLQIORZWRFHOOi as 16 
follows: 17 ݉௜௤ሺ݇ሻ ൌ ݍ௜ሺ݇ሻ ൅ ɀ   (7) 18 
The CTM-EKF framework described in Ahmed et al. (11) for real-time traffic state estimation is 19 
then applied to obtain the estimated value of  inflow ො ௜ሺሻ. This estimated inflow is used in cthe 20 
alculation of cell occupancy for the future time-step k+1.  21 ො௜ሺ ൅ ⁡?ሻ ൌ ො݊௜ሺ݇ሻ ൅ݍො௜ሺ݇ሻ െ ݍො௜ାଵሺ݇ሻ  (8) 22 
The inflows and occupancies are estimated iteratively. ොȋȁ-⁡?Ȍ contains the values of estimated 23 
inflows and occupancies and ȋȌ contains all the measurements. The entire process of 24 
correction-estimation using EKF is further explained in figure 1 and equation-11.  25 
 26 
Estimating Delay using Estimated Traffic State 27 
Lo et al (28) proposed quantifying approach delay for all the cells in the network by using equation 28 
(5). This study updates equation (5) from prediction-based delay to real-time estimation-based 29 
delay as follows:  30 መ݀௜ሺሻ ൌ ො݊௜ሺ݇ሻ െ ݍො௜ାଵሺ݇ሻ   (9) 31 
where መ݀௜ሺሻ is the estimated delay for cell i at time-step k; ො݊௜ሺ݇ሻ is the estimated number of 32 
vehicles and cell i and ݍො௜ାଵሺ݇ሻ is the estimated flow proceeding from cell i to cell i+1. The link 33 
delay can be determined by adding the estimated delay of the component cells in the link. The 34 
objective function of signal optimization is to reduce the total network delay in real-time based on 35 
the dynamics of traffic flow obtained from CTM-EKF. 36 
 ܦ ൌ ෍ ෍ መ݀௜ሺ݇ ൅ ݆ሻ௝ୀଵǣ௝௜  (10) 
where D is the sum of delays in all the cells during j time-steps and j is the number of time-steps 37 
estimated for the upcoming signal cycle. መ݀௜ሺ݇ ൅ ݆ሻ is obtained by predicting the traffic flows for 38 
the network using randomly generated signal timing plans for j number of future time-steps based 39 
on the estimated traffic state at time-step k. This study keeps the cycle length and green times as 40 
dynamic variable which results in the minimum intersection delay.   41 
 42 
Optimal Signal Timings using Genetic Algorithm 43 
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In this study, we develop a solution approach based on an artificial intelligence technique called 1 
Genetic Algorithm to find an optimal timing plan for the traffic signal. This study utilizes the 2 
CTM-GA approach proposed by Lo et al (28) to determine the optimal signal control timings 3 
based on real-time estimated traffic state and delays. Lo et al (28) can be referred for further details 4 
about determining the optimal cycle length based on GA. The optimal cycle lengths and green 5 
times for signal phases at time-step k are estimated by simulating the traffic with candidate signal 6 
plans proposed by GA and estimated traffic state at the current time-step k is predicted for the 7 
duration of proposed cycle length.  8 
 9 
Integration of CTM, EKF, and EKF to formulate CTM-EKF-GA Framework 10 
In the proposed CTM-EKF-GA framework, the CTM-EKF estimates real-time traffic flow based 11 
on observations from sensors along approaches of the intersection by replacing only CTM-based 12 
traffic prediction model in CTM-GA ZLWK&70-(.)HVWLPDWLRQGHYHORSHGE\$KPHGHWDO13 
ZLWKVRPHPRGLILFDWLRQVThe CTM-EKF-GA framework proposed in this study is elaborated in 14 
figure 1. [\ represents CTM based state-space dynamic model for the prediction of traffic 15 
flow and connecting the prediction of traffic flow to the measurements of traffic flow parameters 16 
from sensors. It predicts the traffic flow for current time-step based on the estimated traffic density 17 
that was calculated using CTM-EKF based estimated flow rates at the previous time-step 18 
(equation-6). CTM-based function, ȋොȋȁ- ?ǡ ?ȌȌ, predicts traffic flow rates for time step k, based 19 
on all available measurements until time-step k-1. ȋොȋȁ- ?ǡ ?ȌȌ is a differentiable function that 20 
maps the predicted flow-rate for time-step k to the flow rates measured by the sensor \N 21 
(equation-7). The measurement of traffic flow rates at time-step k is compared with the predicted 22 
output from CTM and a correction factor called the Kalman Gain K is estimated using the variance 23 
in the prediction and the measurement of the traffic flow rates. This correction is then added to the 24 
pure model-based flow-rates and traffic density for time-step k+1 is predicted based on estimated 25 
flow rates at time-step k (equation-8). This predicted density is then used recursively for 26 
determining estimated traffic flow rates for all the time-steps in simulation horizon. The estimated 27 
flow rates and traffic density are used for determining the delay for each cell in the link and overall 28 
network delay for each simulation time-step. ොȋ൅⁡?ȁȌ represents the CTM-EKF based estimated 29 
traffic flow rates and predicted densities calculated using estimated flow rates as follows: 30 ොሺ൅⁡?ȁሻൌሾොሺȁ-⁡?ǡ⁡?ሻǡ⁡?ሿ൅ሺሻሾሺሻ-ሺොሺȁ-⁡?ǡ⁡?ሻሻሿ  (11) 31 
The network delay based on CTM-EKF estimated state at time-step k is forwarded to 32 
another CTM prediction model of the network, which simulates the current estimated traffic state 33 
with the random timing plans generated by GA. The predicted delays and corresponding signal 34 
timings are stored to determine the optimum signal control plan that results in the minimum delay. 35 
The optimum cycle length consists of j number of time-steps, which is dynamic and may change 36 
from cycle to cycle based on the existing traffic conditions. The same procedure is repeated after 37 
the completion of each signal cycle. If ⁡?ݐ is the duration of each simulation time-step, the 38 
proposed CTM-EKF-GA framework estimates the optimal cycle length ݆ ൈ ⁡?ݐ as the sum of green 39 
splits of all the phases in one cycle. 40 
 41 
$KPHG1DTYL:DWOLQJ1JRGX\   
 
 1 
 2 
FIGURE 1 CTM-EKF-GA framework for optimal signal control 3 
 4 
6,08/$7,216(783 5 
The ATCS becomes more significant when there is an unexpected change in traffic demand or 6 
network capacity. This research paper highlights the significance of the proposed CTM-EKF-GA 7 
framework by simulating a signalized intersection affected with an incident. The simple network 8 
consists of three links and a signalized merging intersection. Two links (link-1 and link-2), each of 9 
two-lanes, are equipped with measurement sensors that provide real-time measurements of traffic 10 
flows in cells-10 on link-1 and cell-46 on link-2. Links 1 and 2 are intersecting at the signalized 11 
intersection S and merging on link-3 as shown in figure 2.  12 
The synthetic network consists of 84 cells, each of 83.33 meters in length. The length of 13 
link-1 is 2.9 km from cells 1-36 with cell-1 as a dummy cell having the infinite holding capacity. 14 
The length of link-2 is similar to the length of link-1 with cells from 37-72. The length of link-3 is 15 
1 km with 12 cells from cell 73-84.  Free flow speed is taken as 60 km/hr, which corresponds to 16 
time-step of 5 seconds. The capacity flow rate is 1800 veh/hr/ln and shockwave speed is taken as 17 
20 km/hr. The simulation horizon is 90mins (1080 time-steps). Traffic demand for link-1 and 18 
link-2 is constant at 2160 veh/hr for time-steps 1 to 900. After time-step 900, the traffic demand is 19 
zero for both the links to simulate the cooling-off effect. Link-1 is affected by an accident for 15 20 
mins starting from the 30th minute (time-step=360). The accident occurs in cell-6 of link-1, which 21 
completely blocks both the lanes for 5 mins (time-step= 360 to 420), followed by one lane 22 
blockage for following ten minutes (time-step= 421 to 540).  23 
The optimal signal timings are estimated using GA, which estimates the optimal green time 24 
between 20 and 180 seconds. Whereas, the optimal cycle length is estimated between 20 and 300 25 
seconds in 30 iterations.  26 
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The measurement sensor is placed downstream of the accident location at cell-10 in the 1 
simulated network. The location of the sensor affects the accuracy of the estimated traffic state 2 
during an incident and the effect of the accident on traffic state is reflected at the sensor 3 
downstream of the accident location (53). Therefore, a sensor is assumed downstream of the 4 
affected cell. In a real-life scenario, the traffic sensor downstream of the accident location will be 5 
important in estimating the affected traffic state. Ahmed et al. (53) can be referred for a detailed 6 
discussion on this topic. 7 
 8 
 9 
FIGURE 2 Network Diagram showing cell and signal positions 10 
The significance and performance of the proposed CTM-EKF-GA framework are 11 
evaluated by comparing the optimal signal timing plans and resulting delays obtained by 12 
CTM-EKF-GA framework with the signal timing plans and resulting delays in CTM-GA 13 
framework and simulated reality. Thus, the network shown in figure 2 is simulated with three 14 
different frameworks as follows: 15 
 16 
Simulated Reality (SIM) 17 
The scenario of simulated reality estimates optimal signal timings and resulting delays using a 18 
CTM-GA model with perfect information about the duration, location, and impact of the incident. 19 
The CTM model in simulated reality scenario (SIM) is provided with the exact location of the 20 
accident, reduction in capacity and duration of the capacity drop due to the incident. SIM is 21 
considered as the base scenario for comparison of the performance of CTM-EKF-GA and naïve 22 
CTM-GA frameworks. SIM provides the best possible signal timing plan, which is based on a 23 
perfectly aware (ideal) model and results in minimum (ideal) delay.  24 
 25 
Naïve CTM-GA 26 
CTM-GA scenario determines optimal timing plans using a naïve CTM model for simulation of 27 
the predicted traffic state. CTM-GA and CTM-EKF-GA are simulated with exactly the same 28 
traffic demand, assuming that there is no variation in traffic demand and it is not deviating from the 29 
historic trend. The optimal signal timing plans obtained by naïve CTM-GA are applied to a 30 
perfectly aware CTM model that is provided with all the details of the accident. This will 31 
determine the actual delays that commuters will experience if the optimal timings plans obtained 32 
by naïve CTM-GA are applied to a network affected with the incident.  33 
 34 
 35 
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CTM-EKF-GA Framework 1 
CTM-EKF-GA scenario is also based on a naïve CTM in the background for modeling traffic flow 2 
and no direct information about the incident is provided to CTM-EKF-GA model. However, 3 
CTM-EKF-GA framework is capable of estimating real-time changes using real-time 4 
measurements from the sensors and EKF technique. The synthetic measurements for sensors are 5 
generated using a perfectly aware CTM model (running as part of CTM-EKF-GA model) which 6 
provides measurements of traffic flows only for the cells with measurement sensors (cell-10 and 7 
46) to the CTM-EKF-GA framework. A white Gaussian noise is also added in the measurements 8 
to represent the error in actual measurements corrupted with noise.  9 
The optimal signal timing plans obtained using CTM-EKF-GA model is applied to the 10 
perfectly aware CTM model to simulate traffic state and estimate delays for optimal signal timing 11 
plans proposed by CTM-EKF-GA model. This reflects the actual delay experienced by commuters 12 
if the signal timings proposed by CTM-EKF-GA are implemented on the affected network. The 13 
delay obtained by implementing CTM-EKF-GA on perfectly aware CTM is used for evaluation of 14 
the CTM-EKF-GA performance and comparison with other scenarios.  15 
 16 
5(68/76$1'',6&866,21 17 
The proposed CTM-EKF-GA framework is applied to the network shown in figure 2. The 18 
performance and improvement achieved by CTM-EKF-GA framework are evaluated by 19 
comparing the network delay faced by vehicles in CTM-EKF-GA scenario with the network delay 20 
in CTM-GA model and simulated reality. The simulation results of all three scenarios are 21 
discussed in this section. 22 
 23 
Simulated Reality 24 
Cell occupancies for the scenario of simulated reality are shown in figure 3. Variation in cell 25 
occupancies for all the cells in links 1, 2 and 3 for the entire simulation horizon can be observed 26 
from this figure. The results of simulation obtained in this scenario are used to compare with the 27 
other two scenarios (CTM-GA and CTM-EKF-GA) to evaluate their performance. Simulated 28 
reality shows the dynamics of traffic network in a system which has perfect information about the 29 
duration and intensity of the accident.   30 
The drop in capacity of cell-6 during the incident results in low vehicle occupancy for the 31 
cells downstream of incident location and high vehicle occupancy on the upstream of the incident 32 
location (cell-6). After the incident is cleared, the entire link-1 can be observed in congestion, due 33 
to the increased demand and stopped vehicles during the incident. These occupancies are obtained 34 
when the network is simulated with an optimal signal plan obtained using CTM-GA model with 35 
perfect information about the incident. 36 
 37 
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 1 
FIGURE 3 Cell occupancy for the network in simulated reality 2 
The delay experienced (veh*time-step) with optimal timing in simulated reality is shown 3 
in Figure 4.  It shows that before the incident few cells upstream of the signal were congested in 4 
link-1.  During the incident, all the cells of link-1 downstream of the incident location have no 5 
delay, as the outflow from cell-6 is restricted and capacity is reduced during the incident. Link-3 6 
always remains in the free-flow state as traffic demand for link-3 is always less than the available 7 
capacity of the link.  8 
 9 
 10 
FIGURE 4 Delay experienced by the vehicles in simulated reality 11 
 12 
Naïve CTM-GA Framework 13 
The simulation results obtained by simulating the network with CTM-GA framework are 14 
discussed in this section. Figure 5 shows cell occupancies when naïve CTM-GA framework has no 15 
information about the incident. This figure shows cell occupancies if the network was not affected 16 
and there was no incident. The comparison of figure-5 and figure-3 reveals the difference in 17 
predicted network state using naïve CTM and the simulated reality, which highlights the 18 
importance of using real-time information for optimization during the disrupted state. Figure-6 19 
shows predicted delays using naïve CTM-GA model for the entire simulation horizon. Figure 6 20 
shows that the cells upstream of the signals experience congestion, as the demand is higher than 21 
the available capacity of the signalized intersection. This results in a gradual queue buildup till 22 
time-step 900, as the network is simulated with traffic demand till time-step 900. The gradual drop 23 
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in cell occupancies and delay after time-step 900 can be seen from figure-5 and figure-6, 1 
respectively.  2 
 3 
FIGURE 5 Cell occupancies from naïve CTM-GA model 4 
 5 
 6 
FIGURE 6 Delay from naïve CTM-GA model 7 
 8 
CTM-EKF-GA Framework 9 
This results obtained by simulating the disrupted network with CTM-EKF-GA framework are 10 
discussed in this section. Figure-7 shows a comparison of predicted and estimated cell occupancies 11 
with the cell occupancies from the simulated reality scenario for selected cells in link-1. While 12 
comparing the occupancies, it should be noted that the incident location is at cell-6 and sensor 13 
location is at cell-10 in link-1. In cell-5, which is upstream of the incident cell, the estimated traffic 14 
state is not much different from the simulated reality, whereas the predicted traffic state deviates 15 
significantly from the actual traffic condition during the incident. However, the CTM-EKF is 16 
unable to detect the drop in flow due to the incident from cell-6 to cell-10, as the information about 17 
reduced flow is provided by the sensor at cell-10. Ahmed et al (53)  discussed this phenomenon of 18 
difference in estimated density while estimating real-time traffic state in a network affected by the 19 
incident. Thus, the traffic state estimated by CTM-EKF-GA framework might deviate from the 20 
actual traffic state from the affected cell to the cell containing the sensors, which is still better than 21 
naïve CTM or just measurements from two consecutive sensors. This shortcoming can be 22 
improved by future research in incident detection and real-time capacity estimation for all the cells 23 
in the network.   24 
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FIGURE 7 Comparison of predicted (CTM-GA) and estimated (CTM-EKF-GA) cell 1 
occupancies with the simulated reality for selected cells in link-1 2 
Figure 8 shows estimated cell occupancies using CTM-EKF-GA framework for the 3 
network for the entire simulation horizon. The comparison of figure-3 with figure-8 indicates the 4 
difference between the estimated state and the actual state (simulated reality). It can be observed 5 
that the spillback at the upstream of cell-6 is tracked at cell-10 (sensor cell) in CTM-EKF-GA 6 
framework. Whereas for the cells downstream of sensor location, the estimated traffic state 7 
matches with the simulated reality. Figure 9 shows delay for all the cells in the network for the 8 
entire simulation horizon.  9 
 10 
 11 
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 1 
FIGURE 8 Cell occupancies obtained from CTM-EKF-GA framework 2 
 3 
 4 
FIGURE 9 Estimated delays from CTM-EKF-GA 5 
 6 
Comparison of Outputs from Naïve CTM-GA and CTM-EKF-GA with Simulated Reality 7 
This section compares various outputs from simulation results obtained from naïve CTM-GA and 8 
CTM-EKF-GA framework with the simulated reality (SIM).  Figure 10 compares the optimal 9 
cycle lengths obtained using CTM-GA, CTM-EKF-GA, and SIM. Figure 10 shows that the 10 
number of cycles in CTM-EKF-GA and SIM is approximately equal in the simulation horizon, 11 
while the number of cycles in CTM-GA is comparatively higher, due to the difference in duration 12 
of the cycle.  13 
7KHDFWXDOUHDVRQIRUVKRUWHUF\FOHOHQJWKVHVWLPDWHGE\&70-*$LQFRPSDULVRQZLWK14 
&70-(.)-*$LVWKDWWKH&70-*$PRGHOGRHVQRWKDYHDQ\LQIRUPDWLRQDERXWWKHLQFLGHQWDQG15 
LWHVWLPDWHVWKHRSWLPDOF\FOHVDVLIWKHUHZHUHQRLQFLGHQW7KHUHIRUHWKHF\FOHOHQJWKVHVWLPDWHG16 
E\&70-*$DUHVKRUWHUDQGUHPDLQDOPRVWWKHVDPHWKURXJKRXWWKHVLPXODWLRQKRUL]RQ 17 
&70-(.)-*$LVEDVHGRQDQDwYH&70PRGHODQGHVWLPDWHVWKHUHDO-WLPHWUDIILFVWDWH18 
EDVHG RQ LQIRUPDWLRQ IURP OLPLWHG SRLQW VHQVRUV 7KXV 6,0 DQG &70-(.)-*$ KDYH WKH19 
FDSDELOLW\WRWUDFNUHDO-WLPHFKDQJHVLQWUDIILFVWDWHGXHWRWKHLQFLGHQW7KHUHIRUH&70-(.*-*$20 
DQG6,0PRGHOVSURSRVHORQJHUF\FOHVZKHQWKHQHWZRUNG\QDPLFVFKDQJHGXHWRWKHLQFLGHQW21 
+RZHYHU WKH VWUDWHJLHV HYDOXDWHG E\ WKH &70-(.)-*$ DQG 6,0 DUH GLIIHUHQW GXH WR WKH22 
QRQ-GHWHUPLQLVWLFQDWXUHRI WKH HPSOR\HGRSWLPL]DWLRQDOJRULWKP *$ 1HYHUWKHOHVV ERWK WKH23 
VWUDWHJLHVDWWHPSWWRPHHWWKHVDPHREMHFWLYHZKLFKLVWRPLQLPL]HWKHQHWZRUNGHOD\EDVHGRQWKH24 
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H[LVWLQJWUDIILFFRQGLWLRQ 1 
Figure 11 compares optimal green time estimated for link-1 by GA for three different 2 
models projecting the current state of the network. The performance of the proposed control 3 
strategies by these three frameworks can be evaluated by implementing these timings to a perfect 4 
CTM model.  5 
   6 
 7 
FIGURE 10 Comparison of cycle lengths proposed by naïve CTM-GA, CTM-EKF-GA, and 8 
SIM 9 
 10 
 11 
 12 
FIGURE 11 Comparison of green splits proposed by CTM-GA, CTM-EKF-GA, and SIM 13 
The optimal signal timing plans estimated by naïve CTM-GA and CTM-EKF-GA 14 
frameworks are applied to a perfectly aware CTM network, which has the information about the 15 
location, duration and reduction in capacity due to the incident. The delay obtained by simulating 16 
perfect CTM model with CTM-GA and CTM-EKF-GA model depicts actual delays that these 17 
timing plans will produce on an affected traffic network. Figure 12 shows delay for all the cells in 18 
the network with CTM-EKF-GA proposed signal plan simulated with perfect CTM. The 19 
comparison of figures 12 and 13 shows the significance and improvement by implementing the 20 
timing plans proposed by CTM-EKF-GA to a disrupted network. Figure 14 shows the difference 21 
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of network-wide occupancies during the simulation horizon by subtracting the occupancies 1 
obtained by implementing CTM-GA and CTM-EKF-GA frameworks to the perfect CTM. The 2 
implementation of CTM-EKF-GA framework shows a significant improvement in overall network 3 
delay during the incident.   4 
 5 
 6 
FIGURE 12 Estimated delay obtained by CTM-EKF-GA proposed plans to perfect CTM  7 
 8 
 9 
FIGURE 13 Network-wide delays obtained by implanting CTM-GA signal plan to perfect 10 
CTM model  11 
 12 
 13 
 14 
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 1 
FIGURE 14 Difference of cell occupancies obtained by simulating perfect CTM with timings 2 
proposed by CTM-GA and CTM-EKF-GA (CTM-GA minus CTM-EKG-GA) 3 
The simulated reality (SIM) scenario is considered as an ideal framework and the 4 
performance of CTM-GA and CTM-EKF-GA are compared with simulated reality. SIM proposed 5 
timing plans resulted in the lowest total delay for the entire simulation horizon (1.5 hrs) with 644.4 6 
veh-hr. In comparison with SIM, the total network delay using timings proposed by 7 
CTM-EKF-GA is only 0.6% higher than the simulated reality scenario (648.5 veh-hrs). Whereas, 8 
the timing plans proposed by naïve CTM-GA model result in a total network delay of 727.4 9 
veh-hr, which is 12.9% higher than the simulated reality and 12.1% higher than the total network 10 
delay resulted using CTM-EKF-GA model.  11 
 12 
&21&/86,216 13 
This research paper proposes a novel framework for optimizing traffic signal control based on 14 
CTM-based real-time traffic state estimation. The existing literature in the optimization of traffic 15 
control is mainly based on either traffic flow models or direct measurements from various 16 
real-time measurement technologies. The research, for the first time, utilizes a traffic flow 17 
model-based estimation techniques and uses CTM-EKF based real-time estimated state for 18 
optimizing traffic control using the GA technique. 7KHSURSRVHGIUDPHZRUNLQWKLVUHVHDUFKGRHV19 
QRW GHSHQG RQ *$ EXW DQ\ KHXULVWLF RSWLPL]DWLRQ DOJRULWKPV VXFK DV FURVV HQWURS\ PHWKRG20 
6LPXODWHG $QQHDOLQJ HWF FDQ EH DSSOLHG LQ SODFH RI *$ $V WKLV RSWLPL]DWLRQ SUREOHP LV21 
QRQ-VPRRWK WKLV UHVHDUFK LV IRFXVHGRQILQGLQJD UHDVRQDEO\JRRGVROXWLRQQRW WKHJOREDORQH22 
ZKLFKLVLPSRVVLEOHWRREWDLQ 23 
The proposed CTM-EKF-GA framework is applied to a synthetic network, disrupted with 24 
an incident. Simulation results show that a reduction of 12.1% in total network delay is achieved 25 
by using CTM-EKF-GA model instead of CTM-GA model. The network delay by CTM-EKF-GA 26 
is only 0.6% higher than the network delay estimated with a simulated reality which is based on 27 
perfect CTM model. This difference in performance on CTM-EKF-GA can also be improved if the 28 
incident location, duration, and impact of the incident are also estimated using a real-time capacity 29 
estimation of all the cells in the network. This research only utilizes GA as an optimization tool to 30 
determine optimal timing plans, which may be extended to include some other optimization 31 
algorithms to evaluate the performance of various algorithms with real-time traffic estimation. The 32 
proposed framework may also be extended to estimate real-time traffic state using the real-time 33 
data available from connected vehicles, which may reduce the dependency on a network of costly 34 
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sensors installed throughout the network to provide real-time measurements, as connected vehicles 1 
can be used as mobile sensors spread throughout the network.  2 
This research develops a framework for optimization of a standalone signalized 3 
intersection, which can be expanded for network optimization and signal coordination. Signal 4 
offset optimization can be improved by utilizing model-based real-time traffic state estimation.   5 
 6 
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