Abstract. Secondary structures of polynucleotides can be view as a certain class of planar vertex-labeled graphs. We construct recursion formulae enumerating various sub-classes of these graphs as well as certain structural elements (sub-graphs). First order asymptotics are derived and their dependence on the logic of base pairing is computed and discussed.
1. Introduction. Presumably the most important problem and the greatest challenge in present day theoretical biophysics deals with deciphering the code that transforms sequences of biopolymers into spatial molecular structures. A sequence is properly visualized as a string of symbols which together with the environment encodes the molecular architecture of the biopolymer. In case of one particular class of biopolymers, the ribonucleic acid (RNA) molecules, decoding of information stored in the sequence can be properly decomposed into two steps. Transformation of the string into a planar graph, and folding of the string into a three-dimensional structure under conservation of the neighborhood relation determined by the graph. We are concerned here only with the rst step, the transformation of the sequence into the graph ( Fig. 1) , which is much simpler than other known sequence-to-structure relations in biophysics. We are not concerned here with the physical rules that govern this transformation. Instead we are interested in the combinatorics of RNA secondary structures which in essence is an exercise in combining structural elements into valid structures under certain additional constraints.
Previous results on combinatorial aspects of secondary structures of RNA molecules are due to Waterman and coworkers [1] [2] [3] [4] [5] . Particularly important for the work reported here are a recursion for the number of di erent secondary structures formed by strings of constant length 1] as well as analytical expression for its asymptotic values 2]. Secondary structures are labeled planar graphs and as such they are closely related to the linked diagrams of .
In section 2 we introduce the basic de nitions of secondary structures and recall their various representations. Section 3 presents the recursion formulas for the exact enumeration of various types of constrained secondary structures as well as their structural elements. Constrained secondary structures are of primary importance in biophysics since not every conceivable element of a secondary structure will be found in reality. For example, hairpin loops containing one or two nucleotides are so strongly disfavored by the energetics that they do not occur in RNA secondary structures. In section 4 rst order asymptotics to these recursions are devised. Although the class of graphs formed by secondary structures is interesting in its own rights, secondary structures in biology make sense only when they are related to sequences. Implications resulting from the condition that secondary structures have to be built on sequences are discussed in section 5. The results reported here are particularly interesting in relation to the data which were obtained from RNA secondary structure statistics performed by folding large ensembles of sequences into minimum free energy structures 11, 12] . The asymptotic values show the in uence of the logic of base pairing as expressed in terms of stickiness. Stickiness accounts for the possible base pairings supported by the nucleotide alphabet but ignores the energetic e ect of di erent strenghts of the base pairs. Numerically computed data based on empirical energetic parameters include both e ects, and the comparison allows to separate the in uence of the pairing logic from the energetics. A detailed comparison will be given in a forthcoming paper 13]. (iii) If a ij = a kl = 1 and i < k < j then i < l < j.
We will call an edge (i; k), ji ? kj 6 = 1 a bond or base pair. A vertex i connected only to i ? 1 and i + 1 will be called unpaired. A vertex i is said to be interior to the base pair (k; l) if k < i < l. If, in addition, there is no base pair (p; q) such that k < p < i < q we will say that i is immediately interior to the base pair (k; l). Definition 2.2. A secondary structure consists of the following structure elements (i) A stack consists of subsequent base pairs (p ? k; q + k), (p ? k + 1; q + k ? 1), : : :, (p; q) such that neither (p ? k ? 1; q + k + l) nor (p + 1; q ? 1) is a base pair. k + 1 is the length of the stack, (p ? k; q + k) is the terminal base pair of the stack.
(ii) A loop consists of all unpaired vertices which are immediately interior to some base pair (p; q).
(iii) An external vertex is an unpaired vertex which does not belong to a loop. A collection of adjacent external vertices is called an external element. If it contains the vertex 1 or n it is a free end, otherwise it is called joint. Lemma 2.3. Any secondary structure S can be uniquely decomposed into stacks, loops, and external elements.
Proof. Each vertex which is contained in a base pair belongs to a unique stack. Since an unpaired vertex is either external or immediately interior to a unique base pair the decomposition is unique: Each loop is characterized uniquely by its \closing" base pair. The sub-structure enclosed by the terminal base pair (p; q) of a terminal stack will be called a component of S. We will say that a structure on n vertices has a terminal base pair if (1; n) is a base pair. Lemma 2.5. A secondary structure may be uniquely decomposed into components and external vertices. Each loop is contained in a component.
The proof is trivial. Note that by de nition the open structure has 0 components. Definition 2.6. The degree of a loop is given by 1 plus the number of terminal base pairs of stacks which are interior to the closing bond of the loop. A loop of degree 1 is called hairpin (loop), a loop of a degree larger than 2 is called multiloop. A loop of degree 2 is called bulge if the closing pair of the loop and the unique base pair immediately interior to it are adjacent; otherwise a loop of degree 2 is termed interior loop.
Definition 2.7. Let S be an arbitrary secondary structure. For all S let us denote by (S) the unique secondary structure which is obtained from S the following procedure:
(i) For each hairpin, open its stack and add the corresponding bases to the hairpin loop.
(ii) If a bulge or interior loop follows, then add its digits also to the hairpin and continue by opening its stack.
(iii) If a multiloop or a joint follows, then add the now unpaired digits to the multiloop and stop.
Waterman 1] used the above procedure to de ne the order !(S) of a secondary structure as the smallest number of repetitions of necessary to obtain the open structure. Of course, the open structure has order ! = 0 and any structure without a multiloop has order ! = 1.
Representation of Secondary Structures.
A secondary structure S can be translated into a rooted ordered tree (linear tree) by introducing an additional root and representing a base pair (p; q) by a vertex x such that the sons y 1 ; : : :y k of x correspond to the base pairs (p 1 ; q 1 ) : : : (p k ; q k ) immediately interior to (p; q) 11, 12] . For each unpaired vertex z a half-vertex is added to the vertex representing the closing pair of the loop containing z. (For external digits this is the root.) The tree-representation of a secondary structure is shown in g. 1B.
A string representation S can by obtained by the following rules: (i) If vertex i is unpaired then S i = ":".
(ii) If (p; q) is a base pair and p < q then S p = "(" and S q = ")".
These rules yield a sequence of matching brackets and dots (cf. g. 1C). A related representation is derived in 14].
Waterman's de nition of secondary structures implies that each branch of the corresponding tree representation has at least one terminal half-vertex, or equivalently, each matching pair of brackets contains at least one dot. In biological applications the number of unpaired positions is at least 3, implying at least 3 dots within each pair of matching brackets. From the combinatorial point of view it makes perfect sense to consider the general problem with a minimum number m 0 of unpaired vertices in each hairpin loop. In fact, for m = 0 one recovers three well known Motzkin families 2, 15] .
For some applications it is useful to work with simpli ed representations 16, 17] . A tree T is obtained by denoting a stack by single vertex. In terms of the representation this means that each vertex of degree 2 not carrying a half-vertex (except for the root) is merged with its son and then the half-vertices are removed (cf. g.1D).
The number of vertices in T is then just the number of stacks in S, the number of components of S coincides with the number of sons of the root in T. An alternative \coarse grained" representation of a secondary structures is the homeomorphically 2.3. The Basic Recursion. A secondary structure on n + 1 digits may be obtained from a structure on n digits either by adding a free end at the right hand end or by inserting a base pair 1 (k + 2). In the second case the substructure enclosed by this pair is an arbitrary structure on k digits, and the remaining part of length n ? k ? 1 is also an arbitrary valid secondary structure. Therefore, we obtain the following recursion formula for the number S n of secondary structures:
(1) S n+1 = S n + n?1 X k=m S k S n?k?1 ; n m + 1 S 0 = S 1 = : : : = S m+1 = 1
Equ.
(1) has rst been derived by Waterman 1] ; m denotes the minimum number of unpaired digits in a hairpin loop. Note that our de nition of S n di ers from Waterman's for n < m: he used S n = 0. The above recursion can be used to develop an algorithm for generating random secondary structures with a uniform distribution It is a bit more tricky to obtain a recursion for number N n (b) of sequences with a given number of stacks. To this end we introduce an auxiliary variable Z n (b) denoting the number of secondary structures with exactly b stacks given that its 3 0 and 5 0 ends are paired. We obtain then
For the auxiliary variably we nd
by enclosing structures on n ? 2 digits by a base pair.
Let A n (b) denote the number of structures with exactly b hairpins. Since the number of hairpins is unchanged by enclosing a substructure which already contains a base pair in an additional base pair we get 3.2. Structure Elements. The total number U n of unpaired bases in the set of all structures can be obtained as follows: By adding an unpaired base to each structure on n digits we have the U n unpaired digits present in them plus the S n newly added ones. By introducing the base pair 1 k + 2 we have S k times all the unpaired digits in the reminder of the sequence plus all the unpaired digits in the newly bracket part of length k times the the number of structures which can be formed from the reminder of the structure. Summing over k we nd
U n = n; n m + 1 Denote the total number of base pairs by P n . It is clear that 2P n + U n = nS n . For sake of completeness we state the recursion for P n : (10) P n+1 = P n + n?1 X k=m fS k P n?k?1 + S n?k?1 (P k + S k )g P n = 0; n m + 1 By an analogous reasoning we nd for the total number I n of components in the set of all secondary structures on n vertices. Let Q n (b) denote the number of loops with b unpaired digits in the set of all secondary structures. For n + 1 vertices we retain all loops from the set of loops on n digits by adding a vertex to the 3 0 end; additional we nd all loops in the tail-substructure for each possible structure interior to the new base pair. The third contributions consists of all loops interior to the new base pair times all possible structures in the tail. A loop with b unpaired vertices remains unchanged and additionally each structure with exactly b external vertices within the new base pair gives rise to an additional loop with b unpaired digit. W n (b) = 0 for n m + 1 Let L n (d) denote the number of loops of degree d in the set of all secondary structures. By Y n and B n , resp., we will denote the number of interior loops and bulges. Let us start with bulges and interior loops: Let X n denote the number of structures that yield a bulge if included into an extra pair of brackets, and let X n denote the number of structures that yield an interior loop if included into an extra bracket, i.e. the number of structures having a free end on both sides. Clearly X n = J n?2 (1), as structures with zero components would yield a hairpin while structures with more components would yield a multiloop. In order to calculate X n we observe that a bulge is formed by an new bracket if the structure enclosed has only a single component and ends neither in a base pair nor in free ends on both sides. As there are S n?2 structures resulting in a stack elongation if n m + 2 (and none otherwise) we have (17) X n = J n (1) ? J n?2 (1) ? S n?2 n m + 2
The recursions for loops of degree 2 are now straight forward: For multiloops nally we obtain the recursion (20)
Summing over all loop degrees d we recover the recursion for the total number of stacks, since for each stack there is exactly one loop.
The total number of external digits, E n , can be obtained directly as sum of the numbers E n (b). For sake of completeness we mention that it ful lls the recursion Summing over the number of components we obtain the number of Structures with given orderD n (!). Let us further introduce the number of structure of order at most one, D 0 n(1). It is easy to derive the following system of recursions from the above ones: The rst recursion is obvious. A structure which has only stacks of length at least l after addition of the terminal base pair must have a terminal stack of length p l ? 1. The remaining part of the structure must have stacks of length at least l without a terminal base pair. Of course there is no such structure if n ? 2p < m. For the numbers n (l) we obtain the explicit recursion: (27) n+1 (l) = n (l) + n?2 X k=m+2l?2 k (l) n?k?1 (l) n = 1 n < m + 2l because structures without a terminal base pair and stacks of length at least l are obtained by adding a new base pair to structures which including this base pair have stacks of su cient length ( rst factor in the sum) provided the structures in the remaining part of the structure have also su cient stack length. Of course there may not by a terminal base pair by construction. Comparing the sum in (27) and in the recursion for n (l) yields the nal result. We have of course n (1) = S n for all n and n (l + 1) < n (l) for all l and su ciently large n.
Remark. It is possible of course to obtain recursions of the above type for the number of structure elements or the number of structures with particular properties also for l > 1. If n is the counting series of interest one has to replace S k n?k?1 by k n?k?1 and k S n?k?1 by k n?k?1 , where counts the objects of interest subject to the restriction that the secondary structure has a terminal stack of length at least l. 4 . Asymptotics. (ii) f(n) g(n) means f(n)=g(n) ! 1 as n ! 1.
The symbol o, however, does not have its standard meaning in this paper (cf. where (x) is analytic on circle larger than the circle of convergence of y(x). Multiplying this expression by a Taylor expansion of (x; y) yields ) completes the proof. Throughout the remainder of this paper we will assume l = 1 if l is not mentioned explicitly, while and will denote the solutions of equations (49) and (48) respectively. of structural elements. From the biological point of view it is very interesting to know the average number of structural elements in a single structure, i.e. the asymptotic behaviour of n =S n . It is clear that the counting series for the total number of structure elements, including the total number of base pairs and unpaired digits is bounded from above by nS n . Multiplying by x n+1 and summing over n yields It is easy to check that this is solved by Table 2 Secondary structures with order !.
The base of the exponential part of the asymptotic is given. (16) Using the explicit expressions for j d and theorem 4.6, some tedious algebra nally yield equ.(100). A secondary structure compatible with a given sequence with maximal number of base pairs can be deterined by a dynamic programming algorithm 23]. This observation was the starting point for the construction of reliable energy-directed folding algorithms (for a review see, e.g., 21]).
Analogously one can derive recursions of the number of structure elements compatible with a string . All recursions in this paper are sums of linear terms of the form A n and quadratic terms of the type 
