As large-scale text data become available on the Web, textual errors in a corpus are often inevitable (e.g., digitizing historic documents). Due to the calculation of frequencies of words, however, such textual errors can significantly impact the accuracy of statistical models such as the popular Latent Dirichlet Allocation (LDA) model. To address such an issue, in this paper, we propose two novel extensions to LDA (i.e., TE-LDA and TDE-LDA): (1) The TE-LDA model incorporates textual errors into term generation process; and (2) The TDE-LDA model extends TE-LDA further by taking into account topic dependency to leverage on semantic connections among consecutive words even if parts are typos. Using both real and synthetic data sets with varying degrees of "errors", our TDE-LDA model outperforms: (1) the traditional LDA model by 16%-39% (real) and 20%-63% (synthetic); and (2) the state-of-the-art N-Grams model by 11%-27% (real) and 16%-54% (synthetic).
INTRODUCTION
The digital era has set expectations that all documents are available electronically for searching and retrieval. Many legacy documents, available in print only, are difficult to impossible for optical character recognition (OCR) software to recognize. If these documents are going to be available for indexing, searching and other automated uses, some way must be found to create digital transcriptions.
Problems with OCR of poor quality printed text make the documents less accessible as the OCR output is less accurate to the point of being useless. Examples of this include typewritten documents where letters are incompletely formed or misaligned, copies of documents using poor duplicating technologies of carbon paper and mimeographing, and newsprint on deteriorating paper. An example of the first type is shown in Figure 1 . This example is rendered by three OCR engines, as shown in Figure 2 . This paper presents results demonstrating the degree to which the output of multiple OCR engines may be used to improve the overall quality of the recognized text. A necessary component of the process is the alignment of the results from multiple OCR engines in order to identify alternative hypotheses for words in the form of a word hypothesis lattice. The alignment problem itself is the subject of much research, and this paper will present an admissible heuristic for use in the A* algorithm which substantially reduces the fraction of the state space that needs to be explored to find all optimal alignments of the texts.
For this paper we will use the Eisenhower Communiqués [9] , a collection of 610 facsimiles found in the Harold B. Lee Li- [21] ). Erroneous outputs are underlined.
of the popular paradigms of topic models, characterized by the Latent Dirichlet Allocation (LDA) model, consists of a series of probabilistic document models and extensions where topics are modeled as hidden random variables. The LDA model is a widely used Bayesian topic model which can model the semantic relations between topics and words for document corpora. The LDA model assumes that text documents are mixtures of hidden topics and applies Dirichlet prior distribution over the latent topic distribution of a document having multiple topics. In addition, it assumes that topics are probability distribution of words and words are sampled independently from a mixture of multinomials. Since the LDA model was introduced in [4] , it has quickly become one of the most popular probabilistic document modeling techniques in data mining and also has inspired a series of extensions (e.g., [18, 6, 12, 15, 20, 1, 14] ).
Despite tremendous advancement in document modeling, however, we believe that two major limitations still remain during the document modeling process.
First, the LDA model assumes that the entire document corpus is error-free to ensure accurate calculation of frequencies of words. However, an increasing number of new large-scale text data are often machine-generated, and thus inevitably erroneous. For instance, speech recognition softwares can turn audio data into textual transcripts with varying error rates. Similarly, Optical Character Recognition (OCR) engines, despite great success in recent attempts such as Google Books or Internet Archive, are not without problems, and often produce error-abundant text data. [13] pointed out that although researchers are having increasing levels of success in digitizing hand-written manuscripts, Table 1 : Top words (selected by LDA) for five topics of a small sample of Unlv OCR data set (erroneous words are in italic).
Top words school, stu, district, teacher, angel, lo, board, educ sto, food, res, servic, low, leonard, temperatur, retail air, airlin, fli, american, engin, subject, threate, pil mln, dlrs, year, net, quarter, share, dlr, ln mcknight, vista, de, fleetwood, brown, davi, san, democr error rates remain significantly high. Consider our illustrations below. Example 1. As an illustration, consider Figure 1 that shows three examples of OCR outputs for a poor-quality typewritten text "RAILWAY TRANSPORT." All three popular OCR engines (i.e., ABBYY FineReader, OmniPage Pro, and Google Tesseract) generated outputs with one erroneous word for each. It is known that the accuracy of the LDA model often declines significantly as word error rates increase [21] . Now, consider Table 1 that shows some top words (selected by the LDA model) for five topics of a small sample of Unlv 1 OCR data set. From the list, we can see that there exist a lot of erroneous words in the selected top words. In addition, the words are not representative and the differences between the topics are difficult to identify. This example shows that the performance of traditional LDA model greatly suffers when documents contain erroneous words.
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Second, since the LDA model does not consider the order of the topics and words, during parameter estimation and inference, the topics and the words are assumed to be exchangeable. The LDA model relies on the bag-of-words document prototype. It assumes each word in a document is generated by a latent topic and explicitly models the word distribution of each topic as well as the prior distribution over topics in the document. However, we argue that the ordering of words and phrases are often critical to capture the meaning of texts in data mining tasks. Successive words in the same document are more likely to belong to the same topic. For example, a phrase "social network" is a term in modern information society under Web 2.0 while "social" is a term from traditional sociology and "network" refers to a particular term in computer science. Often, the ordering of terms carries special meanings in addition to the appearance of individual words. Therefore, incorporating topic dependency is important to learn topics and also to disambiguate words which may belong to different topics. More importantly, considering the ordering of consecutive terms can often help in dealing with errors found in parts. For instance, despite the typo "betwork" in the middle from a phrase "social betwork analysis", surrounding correct words "social" and "analysis" still have common semantic connections that could be exploited.
Motivated by the above two observations, in this paper, we introduce our novel models to tackle the issues of noisy data. In particular, we propose a new LDA model termed as TE-LDA to deal with textual errors in document corpora. We further extend it to a new TDE-LDA model in order to take 1 http://code.google.com/p/ isri-ocr-evaluation-tools/updates/list into account topic dependency in the document generation process. Through a set of comprehensive experiments, the efficacy of our proposed models is validated using both real and synthetic data sets.
In summary, with respect to the document modeling problem with varying degrees of noisy corpora and using the perplexity as an evaluation metric, our second proposal with a better result, TDE-LDA, outperforms: (1) the traditional LDA model by 16%-39% using real data and by 20%-63% using synthetic data; and (2) the state-of-the-art N-Grams model [23] by 11%-27% using real data and by 16%-54% using synthetic data.
Our contributions are as follows:
• To the best of our knowledge, this is the first attempt to solve the noisy data problem in document modeling. We formally incorporate textual errors into the document generation process and show how to apply it to the model formulation.
• We discard the bag-of-words assumption in the LDA model. Instead, we assume that successive words in the document are more likely to have the same topic. We model the topics in a document to form a Markov chain with a transition probability and show how to incorporate dependency of topics into the generative process.
• We apply our proposed models to both real and synthetic data sets and compare the performance against the traditional LDA model and the state-of-the-art NGrams model, and report promising results of our proposal in terms of perplexity.
The rest of this paper is organized as follows. Section 2 briefly reviews the related research work in document modeling. Section 3 gives a general overview of the traditional LDA model. Section 4 introduces our proposed models and presents the detailed model formulation. Section 5 presents the results of extensive experimental evaluations of applying our document models to both real and synthetic data sets. Finally, section 6 concludes the paper and discusses the directions of future work.
RELATED WORK
Probabilistic document modeling has received tremendous attention in the data mining community. A series of probabilistic models have been introduced to simulate the document generation process. These models include the Naive Bayesian model and the Probabilistic Latent Semantic Indexing (PLSI) model [11] . The LDA model has become most popular in the data mining and information retrieval community due to its solid theoretical statistical foundation and promising performance. A wide variety of extensions of LDA model have been proposed for different modeling purposes in different contexts. For example, the author-topic model [18, 20] uses the authorship information with the words to learn topics. The correlated LDA model learns topics simultaneously from images and caption words [6] . The Link-LDA model and Topic-link LDA model [12] represent topics and author communities using both content words and links between documents.
Most topic modeling techniques require the bag-of-words assumption [4] . They treat the generation of all words independently from each other given the parameters. It is true that these models with the bag-of-words assumption simplified the problem domain and enjoyed a big success, hence attracted a lot interests from researchers with different backgrounds. Some researchers tried to drop this assumption to assume that words are generated dependently. For example, [22] developed a bigram topic model on the basis of the hierarchical Dirichlet language model, by incorporating the concept of topic into bigram models. [23] proposed a topical n-grams model to automatically determines whether to form an n-gram based on the surrounding context of words. [1] developed a probabilistic time series model to capture the evolution of topics in large document corpora. [10] proposed a hidden topic Markov model (HTMM) to incorporate a hidden Markov structure into LDA. However, their model is based on the assumption that all words in the same sentence must have the same topic and imposes a sentence boundary for words. [2] proposed a correlated topic model which allows for correlations between topic assignments and draws a topic proportion from a logistic normal instead of a Dirichlet distribution. [9] proposed the HMMLDA model as a generative composite model which considers both short-range syntactic dependencies and long-range semantic dependencies between words. [5] proposed a probabilistic model to match documents at both general topic level and specific word level in information retrieval tasks.
Recently, a number of researchers proposed topic segmentation models which are closely related to topic models. Topic segmentation is to split a text stream into coherent and meaningful segments. For example, the aspect hidden markov (HMM) model proposed in [3] models unstructured data which contains streams of words. In the aspect HMM model, documents are separated into segments and each segment is generated from a unique topic assignment and there is no mixture of topics during the inference. [17] proposed a Bayesian approach to linear topic segmentation which assumes some numbers of hidden topics are shared across multiple documents. [8, 7] further extended this work by marginalizing the language models using the Dirichlet compound multinomial distribution, and applied the model to both linear topic segmentation and hierarchical topic segmentation for the purpose of multi-scale lexical cohesion. [19] proposed a statistical model that combines topic identification and segmentation in text document collections, and the model is able to identify segments of text which are topically coherent and cluster the documents into overlapping clusters as well. Note that the Markov transition is based on segments with each being generated from a linear combination of the distributions associated with each topic.
Most topic modeling techniques require clean document corpora. This is to prevent the models from confusing patterns which emerge in the noisy text data. Recent work in [21] is the first comprehensive study of document clustering and LDA on synthetic and real-word Optical Character Recognition (OCR) data. The character-level textual errors introduced by OCR engines serve as baseline document corpora to understand the accuracy of document modeling in erroneous environment. As pointed out by these researchers, even on clean data, LDA will often do poorly if the very simple feature selection step of removing stop-words is not performed first. The study shows that the performance of topic modeling algorithms degrades significantly as word error rates increase. Our work in this paper is a substantial extension of our preliminary work [25] with a novel model pro- probability of topic i in document d φt,w probability of word w in topic t posed, a comparison to state-of-the-art model, and a much more comprehensive empirical study.
THE LDA MODEL
In this section, we give a brief overview of the Latent Dirichlet Allocation (LDA) model. [4] introduced the LDA model as a semantically consistent topic model, which attracted considerable interest from both the statistical machine learning and natural language processing communities. LDA models documents by assuming that a document is composed by a mixture of hidden topics and that each topic is characterized by a probability distribution over words.
The model is known as a graphical model for topic discovery. The notations are shown in Table 2 . θ d denotes a T -dimensional probability vector and represents the topic distribution of document d. φt denotes a W -dimensional probability vector where φt,w specifies the probability of generating word w given topic t. M ulti(.) denotes multinomial distribution. Dir(.) denotes Dirichlet distribution. α is a T -dimensional parameter vector of the Dirichlet prior distribution over θ d , and β is a W -dimensional parameter vector of the Dirichlet prior distribution over φt. The process of generating documents is shown in Algorithm 1. Performing exact inferences for the LDA model is intractable due to the choice of distribution and the complexity of the model. The existing approximate algorithms for parameter estimation and inference of the LDA model include variational methods [4] , EM algorithm [11] and Markov Chain Monte Carlo (MCMC) [16] . One assumption in the generation process above is that the number of topics is given and fixed. LDA model considers documents as "bags of words", i.e., there is no ordering between words and all words as well as their topic assignments in the same document are assumed to be conditionally independent. Furthermore, finding good estimates for the parameters of LDA model requires accurate counts of the occurrences and co-occurrences of words, which in turn requires a "perfect" corpus with errors as few as possible. 
PROPOSED MODELS
To account for textual errors in the traditional LDA topic model, in this section, we propose a new LDA model termed as TE-LDA (LDA with Textual Errors) to take into account noisy data in the document generation process. We further extend it to a new TDE-LDA (LDA with Topic Dependency and textual Errors) model in order to take into account topic dependency in the document generation process. We explain the details of our proposed models in the following.
TE-LDA
In this model, we distinguish the words in the documents and separate them as tokens and typos. Given a document, each word has a probability to be an error and we want to capture this probability structure in the term generation process. In order to reflect the nature of textual errors in the generative model, we adopt a switch variable to control the influence of errors on the term generation.
The proposed model is illustrated in Figure 2 (a). Here we introduce some notations used in the graphical model: D is the number of documents, T is the number of latent topics, N d is the total number of words in document d (with N d = Nterm + Ntypo, the sum of all the true terms and typos). α, β and β are parameters of Dirichlet priors, θ d is the topic-document distribution, φt is the term-topic distribution. φtypo is the term distribution specifically for typos. We include an additional binomial distribution δ with a Beta prior of γ which controls the fraction of errors in documents.
For each word w in a document d, a topic z is sampled first and then the word w is drawn conditioned on the topic. The document d is generated by repeating the process N d times. To decide if each word is an error or not, a switch variable X is introduced. The value of X (which is 0 or 1) is sampled based on a binomial distribution δ with a Beta prior distribution of γ. When the sampled value of X equals 1, the word w is drawn from the topic zt which is sampled from the topics learned from the words in document d. When the value of X equals 0, the word w is drawn directly from the term distribution for errors. Overall, the generation process for TE-LDA can be described in Algorithm 2.
Topic Dependency
As we mentioned in the introduction section, LDA relies on the bag-of-words assumption. However, in many data mining tasks, words are often connected in nature and successive words in the document are more likely to be assigned the same topic. Therefore, incorporating topic dependency Algorithm 2: The TE-LDA Model. 
dat mining" with textual error "dat" as typo of word "data", the correct word "text" and "mining" still have semantic connections and both words belong to the same topic of data mining. Hence, incorporating this correlation gives a more realistic model of the latent topic structure and we expect to obtain better generalization performance quantitatively. To apply topic dependency and drop the bag-of-words assumption, we assume the topics in a document form a Markov chain with a transition probability that depends on a transition variable Y . When Y equals 0, a new topic is drawn from θ d . When Y equals 1, the current topic of word wi is equivalent to the previous topic of word wi−1.
[23] proposed a topical n-grams model to automatically determine whether to form an n-gram based on the surrounding context of words. The n-grams model is an extension of the bigram topic model, which makes it possible to decide whether to form a bigram for the same two consecutive words depending on the nearby context. As a result, the n-grams model imposes a Markov relation on the word set. In contrast, topic dependency considers the relation between consecutive topics instead of words. That is, the Markov relation is on the topic set instead of the word set. Figure 3(a) shows an alternative graphical model for applying topic dependency to LDA. The n-grams model is illustrated in Figure 3(b) . We incorporate topic dependency in our proposed TE-LDA model in the following.
TDE-LDA
We extend our TE-LDA model and further incorporate topic dependency into one unified model, named as TDE-LDA. The proposed model is illustrated in Figure 2(b) .
For each word w in a document d, a topic z is sampled first and then the word w is drawn conditioned on the topic. The document d is generated by repeating the process N d times. To decide if each word is an error or not, a switch variable X is introduced. The value of X (which is 0 or 1) is sampled based on a binomial distribution δ with a Beta prior distribution of γ. When the sampled value of X equals 1, the word w is drawn from the topic zt which is sampled from the topics learned from the words in document d. To decide if the current topic is dependent to the previous topic or not, a switch variable Y is introduced. The value of Y (which is 0 or 1) is sampled based on a binomial distribution δ with a Beta prior distribution of γ. When the sampled value of Y equals 1, the topic zi is assigned to be identical to the previous one zi−1 to reflect the dependency between them. When the value of Y equals 0, the topic zi is sampled from the topics learned from the words in document d. And the word w is drawn from the topic zt. When the value of X equals 0, the word w is drawn directly from the term distribution for errors. The generation process for TDE-LDA can be described in Algorithm 3.
Algorithm 3: The TDE-LDA Model. 
Discussion
In this section, we discuss two important issues on our proposed models.
Rare Words vs. Textual Errors
In terms of frequency of words, note that it is difficult to differentiate between rare-but-correct-English words and typos because both appear rather seldom in the corpus. Without prior knowledge of grammar and syntax of human language or helps of dictionary, that is, machines cannot solely rely on the word frequency to tell the difference between a textual error and a rare word. To illustrate this point, we selected the Reuters newswire data set (to be explained in Section 5.1) and combined two OCR Magazine data sets. We calculated the percentages of words that appear from once to five times in the corpus. In Figure 4 , the percentage curves of both typos and rare words exhibit very similar patterns in both corpora, making a computation-based differentiation hard. Therefore, our models adopt a supervised approach to distinguish rare words and textual errors in the document modeling process. One may use linguistic characteristics to differentiate typos in an unsupervised fashion. However, since the immediate goal of this paper is first to evaluate the validity of incorporating textual errors into document modeling process, we rather leave the development of more sophisticated modeling methods for future work.
Topic vs. Term Dependency
The bigram topic model and n-grams model we mentioned in section 2 determine whether to form a bigram or an n-gram based on the surrounding words in the document. Although these models show better generalization performance over LDA, we argue that incorporating term dependency is not suitable in noisy text data for two reasons. First, in noisy document corpora, simply forming bigram or n-gram between consecutive words will increase the overall error rate. This is because an erroneous word will impact both the previous word and the succeeding word in terms of term combination. But it only impacts itself under the bag-of-words assumption for documents. Secondly, even though our TE-LDA model has a mechanism to distinguish between textual errors and correct words, by skipping typos the document model may generate incorrect bigram or n-gram word combinations which, in turn, decreases the accuracy of generalization performance. Therefore, we only consider topic dependency in order to capture the semantic relation of words. As a result, in this paper, we select the traditional LDA model and the n-grams model without error modeling as baselines.
EXPERIMENTAL VALIDATION
In order to validate our proposed models, we applied it to the document modeling problem. We trained our new models as well as the traditional LDA model on both synthetic and real text corpora to compare the generalization performance of these models. The documents in the document corpora are treated as unlabeled and the goal is to achieve high likelihood on a held-out test data [4] . In our experiments, each model was trained on 90% of the documents in each data set with fixed parameters α=0.5, β=0.01, β =0.01 and γ=0.1 for simplicity and performance. The trained model was used to calculate the estimate of the marginal log-likelihood of the remaining 10% of the documents. Table 3 shows the summary of both real and synthetic data sets that we used in our experiments.
Data Sets
First, we prepared real data sets that contain varying degrees of errors in texts. From the PDF images in the data set, Unlv, using one of the most popular OCR engines (Google Tesseract), we converted PDF images to a textual document corpus. Since Unlv has the full texts as the ground truth, by comparing the transcript generated from OCR, we can exactly pinpoint which words are errors. In the end, we prepared five subsets: Business, Magazine, Legal, Newspaper, Magazine2. Similarly, we prepared another real corpus called BYU 2 which consists of 600 of the Eisenhower World War II communiques. This data set contains the daily progress of the Allied campaign until the German surrender. Example documents from Newspaper data set and BYU data set are shown in Figure 5 . The quality of these originals is quite poor, hence the error rate is pretty high for the outputs of OCR engine. Note that in these real data sets, we cannot control the degrees of errors, and the error rates are determined by the OCR engine.
Second, to conduct more controlled experiments, we also prepared synthetic data sets. In particular, we used three well-known benchmark data sets in the document modeling literature: TREC AP, NIPS, and Reuters-21578. For all the above synthetic data sets, we generated erroneous corpora to simulate different levels of Word Error Rates (WER) -i.e., the ratio of word insertion, substitution and deletion errors in a transcript to the total number of words. Then, we closely studied the impact of textual errors in document modeling. In our experiments, we used three types of edit operations (i.e., insertion, deletion and substitution) in all the documents as follows: (1) insertion: a number of terms are randomly selected in a uniform fashion to insert a single character into the terms; (2) deletion: a number of terms are randomly selected in a uniform fashion to delete a single character from the terms; (3) substitution: a number of terms are randomly selected in a uniform fashion to change a single character of the terms. Note that multiple edit operations are not allowed for a single word. Let S, D and I denote the number of substitution, deletion and insertion operations, and let N denote the total number of words. Then, WER is calculated as follows. The procedure repeats until the desirable WER is achieved.
Evaluation Metrics
The purpose of document modeling is to estimate the density distribution of the underlying structure of data. The common approach to achieve this goal is by evaluating the document model's generalization performance on new unseen documents. In our experiments, we calculated the perplexity of a held-out test set to evaluate the models. In language modeling, the perplexity quantifies the goodness of measuring the likelihood of a held-out test data to be generated from the learned distribution of the trained model. In particular, it is monotonically decreasing in the likelihood of the test data, which means a lower perplexity score corresponds to better generalization performance of the document model. Formally, for a test data of Dtest documents the perplexity score is calculated as follows [4, 16] :
In the above equations, the probability p(w d |z k ) is learned from the training process and ptest(z k |d) is estimated through an additional Gibbs sampling process on the test data based on the parameters φ and δ learned from training data.
Comparison between TE-LDA and Baseline LDA with Error Correction
We first examine the performance of our TE-LDA model on real OCR data sets. Note that our immediate objective is to evaluate the validity of incorporating textual errors into document modeling process. This is based on the fact that most large-scale text data are machine-generated and thus inevitably contain many types of noise. As a novel solution, our TE-LDA model is developed from the traditional LDA model by adding a switch variable into the term generation process in order to tackle the issue of noisy text data. Hence, in this experiment, we compare the generalization of our TE-LDA model with the traditional LDA on various erroneous OCR text data. For example, each subset of real OCR data Unlv has a fixed WER, determined by the OCR engine. Due to the poor quality of PDF images and imperfect OCR process, WERs range from 0.2856 to 0.3739. That is, about 28-37% of words in the corpus could be erroneous words. Similarly, the WER of real OCR data BYU is as high as 48%.
Recently, [24] proposed an algorithm for applying topic modeling to OCR error correction. The algorithm builds two models on an OCR document. One is a topic model which provides information about word probability and the other is an OCR model which provides the probability of character errors. The algorithm can reduce OCR errors by around 7%. We use the same error detecting technique to further correct our six real OCR data sets and then compare the performance of our TE-LDA model with the traditional LDA again. By doing so, we aim at finding out how the behavior of both topic models changes as the error rate changes on real OCR data. (e.g., 10, 20, 40, and 80). As we can see, our proposed TE-LDA model consistently outperforms the traditional LDA model on both original and improved Unlv as well as BYU data sets. An interesting finding is that LDA performs better on improved corpora while TE-LDA performs better on original corpora. This is reasonable because our model is specifically designed to deal with textual errors in modeling noisy text documents and can achieve better generalization performance as the word error rates increase.
Comparison among Different Models
In this section, we systematically evaluate the performance of different models using various real and synthetic data sets. Since our purpose is to understand the performance of document modeling in erroneous environment, we compare the performance of our proposed models and the baseline models without removal of typos in text corpora.
Results using Real Data Sets
We first compare the performance of our proposed models with the traditional LDA model and Wang's n-grams model on the real OCR data sets. Figure 7 shows the perplexity of TE-LDA and TDE-LDA models as a function of the number of hidden topics (e.g., 10, 20, 40, and 80) on the five subsets of Unlv corpus and the BYU corpus. As we can see, despite high WERs and different document themes among these data sets, our proposed TE-LDA and TDE-LDA models consistently outperform the traditional LDA model and the n-grams model. Note also that TDE-LDA is the best among the proposed models and the baseline models, which demonstrates that considering topic dependency improves the generalization performance of topic models in the context of noisy data. Table 4 shows examples of top words selected by LDA and the n-grams model as well as our models on the topic 3 of Table 1 . From the table, note that LDA suffers from choosing many OCR-introduced erroneous words as top words. Furthermore, the n-grams model tends to select several erroneous n-gram words as well. On the contrary, both TE-LDA and TDE-LDA models selected no erroneous top words, highlighting the superiority of our models in dealing with noisy text data. Overall, compared to others, our TDE-LDA model can select meaningful and generic top words or highly related words and make the topic more understandable.
Results using Synthetic Data Sets
We then systematically compare the performance of our proposed models with the traditional LDA model as well as Wang's n-grams model on the synthetically generated erroneous corpora. In this comparison, we simulate different levels of WER (e.g., 0.01, 0.05, 0.1). Figures 8(a)-(c) show the perplexity of TE-LDA and TDE-LDA models as a function of the number of hidden topics in the TREC AP corpus. As we can see from Figures 8(a)-(c) , at different levels of WER, our TE-LDA and TDE-LDA models consistently outperform the traditional LDA model. Furthermore, as WER increases, the margin of improvement increases. This is due to the incorporation of textual errors into the generation of terms in the document modeling process. We can also see that the models with consideration of topic or term dependency outperform the ones without that, regardless of whether we take into account textual errors during term generation. However, TDE-LDA is the best among the models and show better generalization of incorporating topic dependency in noisy text data. This demonstrates the improved performance of topic models with the removal of bag-of-words assumption.
In Figures 8(d)-(f) , we fix the number of topics K and demonstrate how the different models perform as the WER increases in the TREC AP corpus. An interesting finding here is that the perplexity of both LDA and n-grams models increases as the word error rates increase. This is because these two models do not consider the errors in the term generation where the accuracy of calculation of word frequencies is affected. In contrast, our TE-LDA and TDE-LDA models outperform the other two and the margin of improvement increases as the word error rates increase. The experimental results in the NIPS (Figures 8(g )-(l)) and Reuters (Figures 8 (m)-(r)) corpora show similar perplexity patterns.
CONCLUSION AND FUTURE WORK
In this paper, we have proposed two extensions to the traditional LDA model to account for textual errors in latent document modeling. Our work is motivated by the facts that textual errors in document corpora are often abundant and separating words cannot completely capture the meaning of texts in data mining tasks. To overcome these constraints, we proposed our TE-LDA and TDE-LDA models to incorporate textual errors into the term generation process. Both TE-LDA and TDE-LDA adopt a switching mechanism to explicitly determine whether the current term is generated from the topic-document distribution through the general topic generation route or from a special word distribution through the typo processing route. However, TDE-LDA models the transition of topics between consecutive words as a first-order Markov process. Through extensive experiments, we have shown that our proposed models are able to model the document corpus in a more meaningful and realistic way, and achieve better generalization performance than the traditional LDA model and the n-grams model.
Many directions are ahead. First, we plan to infer more complex topic structures and conduct tests of statistically significant differences across all the models. Second, we plan to apply our proposed models to handling textual errors in user-generated contents on social media.
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