Space-time spectral analysis methods and their applications to large-scale atmospheric waves are reviewed.
Section 3 gives some examples of applications of space-time spectral analysis to simulated and observed waves. Remarks are given in Section 4.
Methods of space-time spectral analysis
It is assumed that a given space-time series is cycle in longitude (x) and limited in time (0< t <T). For convenience, a discrete representation is used for frequencies (*) as well as wavenumbers (k).
Space-time spectral formulas
The space-time series *(x, t) is expanded into a space-time Fourier series as (1972) estimated space-time cross spectra by use of a two-dimensional lag correlation method. This method is not computationally efficient for planetary-scale waves but is suitable for localized waves.
The following describes Hayashi's method for estimating space-time cross spectra.. Eqs, (1) and (2) can be written as where Wk,*, is the complex space-time transform determined by Here, the positive and negative frequencies correspond to westward and eastward phase velocities respectively, for positive k. The space-time power spectrum Pk,* is defined as the variance of the space-time Fourier component of (1) and is given by where < > denotes the ensemble mean which, in practice, is replaced by a frequency band mean by virtue of ergodicity.
As the data length becomes longer the band width can be reduced.2 Kao (1968) estimated space-time power spectra by direct use of eq. (3). However, his estimates were not statistically meaningful, since a frequency band mean was not taken, as was pointed out by Hayashi (1973) , Tsay (1974) and Pratt (1976) . On the other hand, Hayashi (1971 Hayashi ( , 1977b Hayashi ( , 1981b 's method enables one to estimate spacetime cross spectra by use of time spectral analysis methods such as the lag correlation method, the direct Fourier transform method and the maximum entropy method depending on the length of the record. These methods give not only power spectra and cospectra as given by Kao' Insertion of (5b) and (5c) into (3) gives the following formula where P*, and Q*, are the time power and quadrature spectra of a complex (or real) time series.
It follows from (6b) that and According to (8), the quadrature spectrum between the cosine and sine coefficients can be interpreted as the difference between the spacetime power spectra of eastward and westward moving components. Since the cosine and sine coefficients of traveling waves are 90* out of phase,3 Deland (1964 phase,3 Deland ( , 1972 interpreted the quadrature spectrum as indicating the amplitude square of traveling waves, while its sign indicates the direction of phase propagation. Thus the space-time power spectral formula (6b) is a generalization of Deland's method.
More generally, space-time cross spectra between two sets of time series (*, *') are formulated as 3 The reverse is not necessarily true in the presence of standing wave oscillations.
where K, Q, Ph, Coh denote cospectra, quadrature spectra, phase difference and coherence.
2.2 Estimation by the maximum entropy method Space-time cross spectra can be estimatecd from sufficiently long time records by using either the lag correlation method or the direct Fourier transform method (see Jenkins and Watts, 1968; Bendat and Piersol, 1971) . When the length of a time record is short or the time variation of a wave amplitude is to be studied, the maximum entropy method (MEM) applied to the space-time spectral formulas in complex representation gives a space-time cross spectra with fine frequency resolutions (Hayashi, 1977b (Hayashi, , 1981b .
In principle, the MEM power spectral distribution is determined by extrapolating the known lag correlations to an infinite lag in such a way that the entropy (a measure of information) is maximized. In practice, the MEM power spectra are estimated by extrapolating the available data to an infinite length of time by fitting an autoregressive process. More generally, the MEM cross spectra are estimated by fitting a multivariate autoregressive process. For reviews of the MEM, the reader is referred to Ulrych and Bishop (1975) , Hino (1977) and Childers (1978) . Fig. 1 compares space-time cross spectra of given sinusoidal waves, of 5 and 20 day periods plus white noise, which are estimated by the lag correlation method with a 10 day lag and the MEM from a data set of 30 days of daily data.. It is seen that the MEM gives sharper spectral peaks than the lag method.
Estimation from polar-orbiting satellite data
It takes one day for a polar orbiting satellite Hayashi, 1981b) .
to collect data along a latitude circle. This time difference causes significant errors in the computed space-time spectra for periods shorter than 10 days as shown by Fig. 2 (top) . This error cannot be eliminated by linearly interpolating data to the same time as can be seen in Fig. 2 (middle).
However, this error can be completely eliminated for any selected period (4 days, eastward, for example) as shown in Fig. 2 (bottom) by the method proposed by Hayashi (1980b 
Space-time spectral energy equations
The space-time spectral energy equations can be obtained by generalizing the wavenumber spectral energy equations (Saltzman, 1957) which are reformulated by Hayashi (1980a) as
where the prime denotes the deviation from the zonal mean. In Hayashi's formulation the nonlinear products such as u* are regarded as a single variable. In Saltzman's (1957) formulation, the spaceFourier transform of a nonlinear product of two variables u, * is computed as the product sum (convolution) *um*n+m of the space-Fourier m transform un, *n of the two variables. The space-time spectral energy equations can be formulated by replacing the wavenumber cospectra in the above equations by space-time cospectra. In this case the left hand sides of (16) and (17) vanish, since the amplitude of the space-time Fourier components is constant in time.
It is important here to remark that the spacetime spectral energy equations formulated above differ from those formulated by Kao (1968) and applied by Kao and Lee (1977) not only in the methods of computing the space-time spectra but also in their physical interpretations.
As pointed out by Hayashi (1982) , Kao's formulation cannot be interpreted as physically describing how the space-time spectral energy is maintained, although his equation is mathematically correct. Kao's (1968) spectral energy equation should not be confused with the time-Fourier decomposition of wavenumber spectral energy equations as formulated by Kao (1980) to analyze the evolution of wavenumber energy spectra.
Analogy with rotary spectra
Space-time spectra are mathematically analogous to rotary spectra (see Mooers, 1973 , Hayashi, 1979a . As formulated by (6a), space-time spectra can be interpreted as the time spectra of a complex wave vector Fk, while the rotary spectra are the time spectra of a complex rotary vector *=u+i*. As illustrated by Fig. 3 the eastward and westward rotations of the wave vector correspond to the clockwise and anticlockwise rotations of the rotary vector. One period corresponds to one rotation of the vectors. Standing wave oscillations consisting of eastward and westward moving components correspond to rectilinear oscillations consisting of clockwise and anticlockwise rotating components.
The rotary coherence between clockwise and anticlockwise components Coh*(*, **) is related (see Hayashi, 1979a) to the coherence between u and * as Born and Wolf, 1975 ) is related (Hayashi, 1979a) to the rotary coherence as
The oscillations are polarized (elliptic, circular or rectilinear) for D*=1 and unpolarized (irregular) for D* = 0.
The following inequality holds (Hayashi, 1979a) for the above three quantities as Space-time spectra can be combined with rotary spectra to resolve space-time rotary vector series into eastward and westward as well as clockwise and anticlockwise components (Hayashi, 1979a) . As shown in Fig. 4 Here, Coh*(*k, * -k) denotes coherence between the eastward and westward moving components4 and is determined by Hayashi, 1979b) available at only one station.
2.6 Partition into standing and traveling waves Standing wave oscillations are mathematically decomposed into eastward and westward components by a space-time Fourier analysis and are sometimes difficult to distinguish from other traveling waves. In order to overcome this difficulty, Hayashi (1977a Hayashi ( , 1979b proposed a method of partitioning space-time power spectra into standing and traveling wave parts. This method is based on the following definitions and assumptions (see Fig. 5 ).
i) Standing part (*s) is defined as consisting of eastward and westward moving components (*±s) which are of equal amplitude and are coherent. ii) Traveling part (*t) is defined as consisting of eastward and westward moving components (*t) which are incoherent with each other.
This part also contains When .MEM is used, this coherence should be computed as coh*(*k, w-k) = coh*(Fk, Fk*) ,
and Pk,* should be computed as part of the MEM cross spectra between Fk and Fk* for consistency. Eq. (27) is reduced by use of (29) to the "standing variance" defined by Pratt (1976) .
When the assumption (iii) does not hold or the coherence is overestimated due to the finite length of a time record, Eq. (28) can give a negative value of power spectra.
Recently, Shafer (1979) proposed a method of partitioning space-time power spectra into "wave" and "noise" parts . This partition is based on the assumption that the eastward and westward moving components of the "wave" are of the same origin and coherent, while those of the "noise" are of the same amplitude and are incoherent with each other. This partition is analogous to that of rotary spectra into polarized and unpolarized parts (see Hayashi, 1979a) .
On the other hand, Iwashima and Yamamoto (1971) proposed a method of resolving a spaceFourier component into standing and traveling components by use of time filtering. This method is based on the assumption that the node of standing wave oscillations coincides with the zero point of time mean waves.
Analysis of wave packets
In order to discuss the longitudinal distribution of wave amplitude, waves must be treated as wave packets consisting of multiple wavenumbers.
Wave packets with wavenumber band *k are expressed by time power spectrum of wave packets W*k estimated at various locations can be partitioned (Hayashi, 1979b) The, third term (cospectra) on the right-hand side of (35) represents interference between eastward and westward moving components. This term vanishes when it is zonally averaged or when the coherence between the eastward and westward components is zero.
On the other hand, by generalizing the method in Section 2.6, the time power spectra of wave packets are partitioned (Hayashi, 1979b) as P*(*+ + *-) = P*(*s) + [P*(w+t) + P*(*-t)], (39) where *s is a standing wave packet, w±t is the westward (or eastward) component of a traveling wave packet.
The spectra on the right-hand side of eq. (39) are determined by the following formulas: For a single wavenumber, eq. (39) coincides with eq. (26) when it is averaged zonally (see Fig. 7 ).
Applications to atmospheric waves
The space-time spectral analyses have been applied to simulations (Hayashi, 1974; Hayashi and Golder, 1977, 1980) and control experiments (Hayashi and Golder, 1978 ) of large-scale tropical and mid-latitude waves generated by the GFDL general circulation grid and spectral models developed by Manabe et al. (1974 Manabe et al. ( , 1979 . Space-time spectral analysis methods developed by the author have also been applied to observed data by Gruber (1974) , Zangvil (1975) , Hartmann (1976) , Sato (1977) , Fraedrich and Bottger (1978) , Shafer (1979) , Pratt (1977 Pratt ( , 1979 , Venne and Stanford (1979) , Pan (1979) , Bottger and Fraedrich (1980) , Krishnamurti (1979) , Krishnamurti and Ardanuy (1980) , Depradine (1980 Depradine ( , 1981 , Zangvil and Yanai (1980, 1981) , Straus and Shukla (1981) and Miyakoda et al. (1981) . In this section some of the highlights of the above papers are given as examples of the applications of a space-time spectral analysis to large-scale atmospheric waves. Fig. 8 shows the space-time power spectra (6b) of a GFDL grid general circulation model's meridional component at 110 mb over the equator during the period July-August.5 The lag correlation method with a lag of 15 days was used. The spectral peak at wavenumber 4 and westward moving period of 4.5 days corresponds to observed mixed Rossby-gravity waves discovered observationally by Yanai and Maruyama (1966) . The latitudinal distribution in Fig. 9 shows a space-time rotary power spectrum (wavenumber 4, period 4 days, westward moving), rotary coherence and degree of polarization (see Section 2.5) of the model's wind at 110mb.
Analysis of equatorial waves
Since the streamlines of mixed Rossby-gravity waves are centered on the equator, their rotary spectra are dominated by clockwise and anticlockwise components in the northern and southern hemispheres, respectively. The degree of polarization, which is a measure of elliptic oscillations is larger than the coherence between the clockwise and anticlockwise components as expected from eq. (25). Fig. 10 shows the vertical distribution of the space-time power spectra (wavenumber 4, period 4.3 days, westward moving) of the model's meridional component, vertical phase difference given by eq. (11) and coherence given by (12). The phase line tilts eastward in the troposphere and westward in the stratosphere, in agreement with observed mixed Rossby-gravity waves.
The geographical distribution (Fig. 11) shows the time power spectrum (period, 3*6 days, westward moving) of the model's meridional component at 110mb consisting of wavenumbers 3*5 as computed by use of the formula (36). It is seen that mixed Rossby-gravity waves attain their largest time amplitude over the equatorial Pacific. Fig. 12 shows the height-longitude distribution at the equator of the power spectrum described in Fig. 11 . In the troposphere, the maximum time amplitude occurs over the western Pacific and shifts its position eastward with height in the direction of their upward-eastward group velocity. Fig. 13 gives the wavenumber-frequency distribution (0*1,000mb, 10*s*20*N) of energy conversion (-*'*') from eddy available potential energy into eddy kinetic energy and the meridional convergence of energy flux (-**'*'/ *y) computed by use of (9b). It is seen that the former energy spectra have larger values than the latter for wavenumbers 3*5 and westward moving periods of 4*5 days. This implies that energetically the effect of condensational heating is more important than the lateral energy flux in maintaining mixed Rossby-gravity waves.
The upper part of Fig. 14 shows a latitudetime section at 110mb of the MEM power spectrum (wavenumbers 3*5) of the model's meridional component for westward moving periods of 3*6 days computed by use of (6a). It is seen that mixed Rossby-gravity waves over the equator attain their largest amplitude around July, weaken and then regain their amplitude around January.
For a wider period range (3* 20 days), as illustrated by the lower panel of Fig. 14, the seasonal variation of the amplitude of these equatorial waves seems, to some extent, to be influenced by mid-latitude disturbances. Space-time spectral analysis is also a powerful tool to analyze the results of control experiments. The latitude-time sections at 98mb in Fig. 15 gives the MEM power spectrum (wavenumber (After Hayashi and Golder, 1978) . Fig. 16a Observed latitude-frequency distribution (200mb, June-August, 1967 ) of the space-time power spectra (wavenumber 4) of winds. U_ indicates the half difference between the zonal components in both the hemispheres, while V+ is the half sum of the meridional components. Spectral values are multiplied by frequency. (After Zangvil and Yanai, 1980) . Zangvil and Yanai, 1980) . and disturbances are eliminated computationally poleward of 30* after June 20 (right). Fifteen days of the data are used for spectral analysis for every 5 day time increment. It is seen that the kinetic energy of equatorial mixed Rossbygravity waves are greatly reduced in the absence of mid-latitude disturbances. (After Sato, 1977) .
As an example of the application of a spacetime spectral analysis to observed data, Fig. 16 introduces a spectral analysis of mixed Rossbygravity waves by Zangvil and Yanai (1980) . Fig.  16a shows a latitude-frequency distribution at 200mb of the space-time power spectra (wavenumber 4) of the half difference (U-) of the zonal components in both the hemispheres and the half sum (V+) of the meridional components. This procedure enhances vortices which are symmetric with respect to the equator. The Uand V+ spectra at westward moving periods of 5 days attain their minimum and maximum, respectively, being in reasonable agreement with theoretical mixed Rossby-gravity mode. Fig. 16b shows a latitude-frequency distribution at 200mb of the space-time spectra (wavenumber 3*6) of the meridional flux of energy estimated from the cospectra of the meridional flux of momentum through the Eliassen-Palm diagnostic relation. It is seen that energy is transported from the mid-latitudes toward the equatorial mixed Rossbygravity waves with periods of 5 days.
Analysis of mid-latitude waves
The observed frequency-height distribution at 60*N of the space-time power spectra (wave number 1) of geopotential height is given in Fig. 17 (after Sato, 1977) . It is seen that in the troposphere the westward moving component (right-hand side of the figure) is stronger than the eastward moving component, while in the stratosphere the eastward moving component is dominant. Fig. 18 (after Bottger and Fraedrich, 1980) shows the observed vertical distributions (50*N) of the phase difference, amplitude and the coherence for westward (upper) and eastward (lower) moving components (wavenumber 2, period 20 days). It is seen that the westward moving component of the geopotential height has very little tilt in vertical, while the eastward moving component tilts westward with height. The amplitude of the westward moving com increases. This suggests that the westward and eastward moving components correspond to external and internal Rossby waves, respectively, as has been pointed out by Pratt and Wallace (1976) based on an empirical orthogonal space-time cross spectral analysis.
The MEM space-time spectral density for wavenumber 1 of geopotential height (515mb, 41.4*N, January) in Fig,. 19 was simulated by a recent GFDL spectral general circulation model. Two spectral peaks are seen at westward moving periods of 15 and 5 days, corresponding to the observed external Rossby waves. The vertical structure of these simulated waves are displayed in Fig. 20 . The amplitude is estimated by MEM power spectra, while phase difference and coherence are estimated by the MEM cross spectra.
It is seen that these waves are characterized by little phase variation in vertical in agreement with observed waves.
As an example of the partition of transient waves into standing and traveling wave components (see Eq. 39), Fig. 21 shows the geographical distribution (38mb) of the time power spectra (period 20*30 days) of the grid model's geopotential height consisting of wavenumbers 1*3. It is seen that the standing waves computed by (40) have two antinodes, over the Asian and North American continents, while the traveling waves, (41), attains only one maximum, over the Pacific. These traveling waves are dominated by eastward moving components and may correspond to those observed by Sato (1977) . Finally, an example of the application of the envelope analysis to stationary planetary waves is given. Fig. 22 displays the latitude-height section (grid model, 55*N) of the time mean geopotential height and its envelope (31) consisting of wavenumbers 1*3. It is seen that in the troposphere the envelope attains its major and minor maxima in the Pacific and Atlantic, respectively. The major maximum is dominated by wavenumbers 1*2 and shifts eastward with height in the directionn of the group velocity in the stratosphere and strengthens the Aleutian high. This may explain why the Aleutian high stands out in the winter stratosphere.
Remarks
It is hoped that space-time spectral analysis methods which have been developed and refined for these 10 years will be more extensively and systematically applied to observed as well as simulated data. This should be possible by the advent of satellite observations, the Global Weather Experiment as well as general circulation models with an upper atmosphere.
In particular, nonlinear energy transfer among the wavenumber-frequency components of atmospheric disturbances should be re-examined by use of the physically correct formulation of spacetime spectral energy equations as discussed in Section 2.4.
