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We use a single trapped-ion qutrit to demonstrate the violation of input-state-independent non-contextuality
inequalities using a sequence of randomly chosen quantum non-demolition projective measurements. We
concatenate 53 million sequential measurements of 13 observables, and violate an optimal non-contextual bound
by 214 standard deviations. We use the same dataset to characterize imperfections including signaling and
repeatability of the measurements. The experimental sequence was generated in real time with a quantum
random number generator integrated into our control system to select the subsequent observable with a latency
below 50 µs, which can be used to constrain hidden-variable models that might describe our results. The
state-recycling experimental procedure is resilient to noise, self-correcting and independent of the qutrit state,
substantiating the fact that the contextual nature of quantum physics is connected to measurements as opposed to
designated states. The use of extended sequences of quantum non-demolition measurements finds applications
in the fields of sensing and quantum information.
Two measurements are said to be compatible when the out-
come statistics of each of them individually is independent of
whether the other is carried out or not. In classical theories,
outcomes of measurements are consistent with each measure-
ment result having a pre-existing value, independent of which
other compatible measurements are performed. However, cor-
relations between the outcomes of compatible observables in
Quantum Mechanics (QM) can be stronger than in classical
theories. This feature, which is known as contextuality, has
been linked to the power of quantum computation [1–3] and
its most famous manifestation is Bell non-locality [4]. In this
sense, the violation of a Bell inequality demonstrates contex-
tuality. However, non-locality requires composite systems in
entangled states. A more general result is that of Kochen and
Specker [5], who showed that any state of any quantum system
in a Hilbert space of dimension greater than 2 can be used to
reveal contextuality.
In a similar sense to a Bell-inequality, the contextuality
of QM can be shown through the violation of a number of
inequalities, which have been derived for systems of various
Hilbert space dimension. Such inequalities can be split into
those which are violated for a given input state [6, 7], and those
for which the violation is input-state independent [8, 9]. We
will refer to the latter as State-Independent-Contextuality (SIC)
tests. SIC tests have been performed using a number of systems
[10–18], but thus far they all used the following approach:
i) prepare an input states, ii) measure multiple observables.
This was repeated for each of a finite number of input states,
and using all combinations of observables required for the
test. Measurements on each observable can either be carried
out simultaneously or sequentially [19], with the sequential
approach being the most popular.
An alternative proposal [20] is to perform aSIC test using se-
quences of ideal Quantum Non-Demolition (QND) projective
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measurements (which in the context of general probabilistic
theories are known as sharp measurements [21]). Each mea-
surement is performed on the state into which the system was
projected by the previous measurement. When executed in
this manner, contextuality tests intrinsically stabilize the gen-
eration of quantum correlations and are self-correcting, which
can be used to generate and certify continuous strings of ran-
dom numbers [22, 23].
In this Letter, we demonstrate SIC sustainable in time using
state-recycling over a sequence of 53 million measurements.
To that end we have adopted: i) the simplest system featur-
ing SIC, a three-level quantum system or qutrit [5, 24], ii) the
smallest set of elementary quantum measurements needed for
SIC, namely, theYu-Oh setwith 13 observables [9, 25, 26], and
iii) the original Yu-Oh and an optimal witness of SIC [27]. Our
results violate the bounds imposed by non-contextual hidden-
variable models. We use a commercial Quantum Random
Number Generator (QRNG) to create the sequence of mea-
sured observables in real time. This places constraints on
contextual hidden-variable models attempting to explain our
results, which must cover the behavior not only of the qutrit
but also of the QRNG [28]. We quantify the sharpness and
compatibility of our measurements by extracting high-order
correlators from the dataset.
The 13 dichotomic (“yes-no”) observables or “rays” in the
Yu-Oh set [9] are of the form Av = I − 2Pv , where I is
the identity, Pv is the normalized projection operator onto a
vector |v〉 = a |0〉 + b |1〉 + c |2〉, and { |0〉 , |1〉 , |2〉} form
a qutrit basis. Since the eigenvalues of Pv are 0 and 1, ray
measurements result in values +1 and −1. The 13 vectors
|v〉 with real-valued coefficients (a, b, c) are defined by points
on the surface of a 3 × 3 cube in a three-dimensional Hilbert
space (FIG. 1a, TABLE I). Two rays are compatible if the
corresponding vectors are orthogonal. This can be visualized
in an orthogonality graph (FIG. 1b) by drawing all vectors
from the set V =
{
yσ
k
, hα, zk |k = 1, 2, 3;σ = ±;α = 0, 1, 2, 3
}
as vertices and linking vertices of compatible rays. In this
notation, zk are the basis states, yk are superpositions of two
basis states, and hk are superpositions of all three. In total,
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FIG. 1. (color online) Observables and compatibility relations be-
tween the observables for the Yu-Oh set. (a) The 13 rays are rep-
resented by vectors in a three-dimensional real Hilbert space. Their
directional components are listed in TABLE I. (b) The orthogonality
relationships between the rays determine a graph with 13 vertices and
24 edges between compatible rays.
there are 24 edges in the graph, representing the 24 compatible
pairs (u, v) ∈ E with PuPv = 0 (each edge is counted only
once).
Besides the original Yu-Oh witness [9]
〈χYO〉 =
∑
v∈V
〈Av〉 −
∑
(u,v)∈E
1
2
〈AuAv〉 , (1a)
we use the optimal SIC witness opt3 for which the QM and
classical predictions differ maximally [27]
〈χopt3〉 =
∑
v∈Vh
2 〈Av〉 +
∑
v∈V\Vh
〈Av〉
−
∑
(u,v)∈E\C2
2 〈AuAv〉 −
∑
(u,v)∈C2
〈AuAv〉
−
∑
(u,v,w)∈C3
3 〈AuAvAw〉 . (1b)
Here Vh =
{
hα
}
, C2 =
{(
zk, y+k
)
,
(
zk, y−k
)
,
(
y+
k
, y−
k
)}
and
C3 =
{(
zk, y+k , y
−
k
)}
, with indices k and α running as for V .
A necessary condition for a set of correlations to be non-
contextual is
〈χYO〉 ≤ 8 and 〈χopt3〉 ≤ 25, (2)
and any violation of these inequalities demonstrates contextu-
ality. The prediction of quantum theory is that, for any qutrit
state and under ideal conditions,
〈χYO〉 = 253 ≈ 8.333 and 〈χopt3〉 =
83
3
≈ 27.667. (3)
Our experimental platform to test these witnesses uses
a single 40Ca+ ion confined in a surface-electrode radio-
frequency trap in the setup described in [29]. The qutrit
basis states are represented by three fine-structure levels
in a 40Ca+ ion: |0〉 = |S1/2(mj = −1/2)〉 in the ground-
state manifold, and |1〉 = |D5/2(mj = −3/2)〉 and |2〉 =
|D5/2(mj = −1/2)〉 in the metastable D5/2 manifold (FIG. 2).
TABLE I. Definition and experimental parameters for the vectors
v ∈ V in the Yu-Oh set. The coefficients (a, b, c) give the directions
of the rays in the real-valued three-dimensionalHilbert space (FIG. 1).
In the experiment, rays are rotated onto the measurement axis (along
z1) by applying the coherent rotations in Equations (4) using the
angles θ(1)v , φ
(1)
v , θ
(2)
v , φ
(2)
v (see also FIG. 3). The last column shows
the corresponding bit sequence from the QRNG (see text for details).
If the QRNG delivers a bit sequence not present in this table, it is
discarded and a new one is read in. Shorthand notations 1¯ = −1 and
θ
(2)
h
= 2 arctan
(
1/√2) were used.
v (a, b, c) θ(1)v φ(1)v θ(2)v φ(2)v QRNG
y−1 (0, 1, 1¯) pi 3pi/2 pi/2 pi/2 0001
y−2 (1¯, 0, 1) 0 0 3pi/2 3pi/2 0010
y−3 (1, 1¯, 0) pi/2 pi/2 0 0 0011
y+1 (0, 1, 1) pi 3pi/2 pi/2 3pi/2 0100
y+2 (1, 0, 1) 0 0 pi/2 3pi/2 0101
y+3 (1, 1, 0) pi/2 3pi/2 0 0 0110
h1 (1¯, 1, 1) 3pi/2 3pi/2 θ(2)h 3pi/2 0111
h2 (1, 1¯, 1) pi/2 pi/2 θ(2)h 3pi/2 1000
h3 (1, 1, 1¯) pi/2 3pi/2 θ(2)h pi/2 1001
h0 (1, 1, 1) pi/2 3pi/2 θ(2)h 3pi/2 1010
z1 (1, 0, 0) 0 0 0 0 1011
z2 (0, 1, 0) pi 3pi/2 0 0 1100
z3 (0, 0, 1) 0 0 pi 3pi/2 1101
2S1/2
2P1/2
2D5/2
mj = +1/2
mj = −1/2
|2〉
|1〉 “dark”
|0〉 “bright”
ω1 ω2
729 nm397 nm
FIG. 2. (color online) Energy level diagram of the 40Ca+ ion. Qutrit
states |0〉, |1〉, and |2〉 are encoded in the highlighted fine-structure
levels. Coherent rotations between them are achieved with laser
pulses at 729 nm. Fluorescence measurements using an excitation
laser at 397 nm project the qutrit state into either |0〉 (“bright”) or the
|1〉, |2〉-manifold (“dark”).
The two metastable states have a Zeeman-shifted energy dif-
ference ~(ω2 −ω1) = (2pi~) 6.47 MHz in an external magnetic
field of B = 0.385 mT.
Every experimental sequence starts with 500 µs of Doppler
cooling using a 397 nm laser red-detuned approximately half
a natural linewidth from resonance with the cycling transition
between the S1/2 and P1/2 manifolds, and with close to one sat-
uration intensity [29, 30]. This is followed by 10 µs of optical
3|1〉
|0〉
|2〉
U†v0 Uv1 U
†
v1 Uv2 U
†
v2 Uvl
Init. Av1 Av2 Avl
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v1
. . . 1 0 0 1 0 1 1 1 . . .
v2
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vl
continuous stream from QRNG
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R(2)v
FIG. 3. Sequential measurement scheme. A subsequence starts by initializing the ion state to |0〉 and rotating it to the last ray from the previous
subsequence, v0. Every following ray measurement Av then consists of a unitary transformation Uv rotating the ray v onto |0〉, a projective
measurement, and the back rotationU†v . The unitary transformationsUv = R
(2)
v R
(1)
v are realized by coherent driving on the transitions between
|0〉 and |1〉 , R(1)v = R(1)
(
θ
(1)
v , φ
(1)
v
)
, and between |0〉 and |2〉, R(2)v = R(2)
(
θ
(2)
v , φ
(2)
v
)
. Subsequent measurement rays are determined by bit
sequences from a QRNG, which are created after performing the respective previous projective measurement.
pumping to initialize the qutrit to the |0〉 state. Subsequently,
measurements of the observables {Av} are performed, which
consist of coherent rotations between the qutrit states and pro-
jective measurements. Coherent rotations are achieved using
729 nm laser pulses resonant with the transitions between |0〉
and |1〉 (at ω1), and between |0〉 and |2〉 (at ω2). Matrix
representations of the rotations in the Hilbert space spanned
by the basis
{ |0〉 , |1〉 , |2〉} are given by
R(1)(θ, φ) = ©­­«
cos
(
θ
2
) −ie−iφ sin( θ2 ) 0
−ieiφ sin( θ2 ) cos( θ2 ) 0
0 0 1
ª®®¬ , (4a)
R(2)(θ, φ) = ©­­«
cos
(
θ
2
)
0 −ie−iφ sin( θ2 )
0 1 0
−ieiφ sin( θ2 ) 0 cos( θ2 )
ª®®¬ . (4b)
The angles θ and φ for a certain rotation (TABLE I) are con-
trolled via the duration and phase of the corresponding laser
pulse using an acousto-optic modulator. Projective measure-
ments are realized by illuminating the ion for 160 µs with
the same settings used for Doppler cooling [30]. If photons
are scattered, the qutrit state is projected onto |0〉 (“bright
state”); if not, the qutrit is projected onto the D5/2 manifold
(“dark states”), preserving the coherence between |1〉 and |2〉
(FIG. 2). For the bright / dark states, we register on av-
erage 18.8 / 0.7 photons through a high-numerical aperture
objective on a photomultiplier tube. Thresholding single-shot
photon counts at 5.5 for the 160 µs detection window allows us
to distinguish bright from dark states with an estimated mean
detection-error of < 2 × 10−4 [30].
Testing the SIC inequalities on the Yu-Oh set [9] requires
projectivemeasurements along all 13 rays (FIG. 1). By design,
the fluorescence detection projects onto either the qutrit state
|0〉 itself, i.e. the z1 ray, or the plane orthogonal to it, spanned
by |1〉 and |2〉. For any other observable Av , we apply first
a unitary rotation Uv = R(2)
(
θ
(2)
v , φ
(2)
v
)
R(1)
(
θ
(1)
v , φ
(1)
v
)
, which
rotates v onto z1, then fluorescence detection (followed by
optical pumping of the S1/2 population to |0〉), and finally
the reverse rotation U†v (FIG. 3). Every measurement of an
observable is thus uniquely determined by v and is independent
of the context.
Ideally, we would perform a single long series of measure-
ments of randomly chosen observables. In practice, we in-
terrupt the sequence to save collected data and periodically
calibrate laser frequencies and pulse times. To sustain the se-
quence, we take subsequences containing a minimum of 1,000
measurements, which we interrupt when the last detection pro-
jected the qutrit onto |0〉. The next subsequence then starts by
initializing the qutrit to |0〉 and applying the rotationU†v0 , with
v0 = vl the last ray from the previous sequence. In this way,
all performed measurement sequences can be concatenated up
to the 53 million in the present dataset [30].
We randomize the sequence of measured observables using
a QRNG (model Quantis from ID Quantique SA). It delivers
a constant stream of random bits, from which we take groups
of four and assign rays v to them (TABLE I). The random bits
for an observable are created after the detection event of the
previous observable (FIG. 3). In this way, if we acknowledge
the randomness of the QRNG, we prevent a hypothetically
conspiring ion from knowing what the context of a measure-
ment will be [28]. Everything from the QRNG output to the
pulse sequence programmed in the computer-control system
is updated in real time within a 50 µs time window between
unitary rotations.
In a typical sequence of 1millionmeasurements, we observe
between two and five subsequences containing more than 55
dark measurements in a row. In a random sequence of 55 ideal
measurements, we would, however, only expect such a set to
occur with a probability of (2/3)55 ≈ 2 × 10−10, which cor-
responds to a 1 % probability for it to appear once in the full
set of 53 million measurements. We attribute this anomalous
effect to off-resonant leakage into the states |D5/2,mj = −5/2〉
and |D5/2,mj = +1/2〉, which are long-lived dark states out-
side our computational Hilbert space [30]. The control system
for the experiment spots these events in real time and breaks,
purging the subsequence and starting a new subsequence from
the same v0 as was used for the purged subsequence.
Every data point measured for an observable Av consists of
the measurement ray v and an outcome a = ±1. From the full
data set, we collect the numbers N(Av=a1), N(Au=a1, Av=a2),
and N(Au=a1, Av=a2, Aw=a3), where Au , Av , and Aw are
successive measurements in that order, for all u, v,w ∈ V and
all a1, a2, a3 ∈ {1,−1}. Based on these numbers, we compute
4the expectation values
〈Av〉 =
∑
a1 a1N(Av=a1)∑
a1 N(Av=a1)
, (5a)
〈AuAv〉 =
∑′
a1,a2 a1a2N(Au=a1, Av=a2)∑′
a1,a2 N(Au=a1, Av=a2)
, (5b)
〈AuAvAw〉 =
∑′
a1,a2,a3 a1a2a3N(Au=a1, Av=a2, Aw=a3)∑′
a1,a2,a3 N(Au=a1, Av=a2, Aw=a3)
,
(5c)
where
∑′ additionally sums over all permutations of the ar-
gument list of N , i.e. the measurement order. Substituting
the obtained values (FIG. 4) into the SIC witnesses in Equa-
tions (1), we find
〈χYO〉 = 8.279(4) and 〈χopt3〉 = 27.357(11). (6)
Our results thus violate Inequalities (2) by 69 and 214 stan-
dard deviations. These deviations are solely based on statistical
uncertainties, which are small due to the large number of mea-
surements in the complete dataset. We, however, believe that
significance of these violations should be penalized according
to experimental imperfections and systematic errors [30], and
elaborate on this issue below.
Our dataset additionally allows for evaluation of the SIC
witnesses in Eqs. (1) based on the “standard approach”, where
measurements are repeatedly performed on specifically pre-
pared states of the system. For this, we calculate the averages
conditioned on a preceding projection onto one of the states
i ∈ V . We do this for all 13 input states and observe viola-
tions of the SIC inequalities by at least 15 and 43 standard
deviations, respectively [30].
Inequalities (2) are satisfied by any theory assuming non-
contextuality and their violation indicates contextuality if cer-
tain underlying assumptions are satisfied. There are some such
assumptions that are untestable, e.g., the assumption that ob-
servers have freewill for choosingwhichmeasurement tomake
at any time (here implemented with a QRNG). Nevertheless,
there are underlying assumptions that are (at least partially)
testable. One is the assumption that measurements are sharp,
i.e. they are minimally disturbing [21] and their outcomes are
the same if performed repeatedly. Note that sharpness im-
plies that measurements are repeatable even when other sharp
compatible measurements are performed in between two suc-
cessive realizations of the same measurement. In quantum
theory, sharpmeasurements are represented by self-adjoint op-
erators; the “ideal measurements” as defined by von Neumann
[31] are sharp measurements. While perfect sharpness can
never be fulfilled in a real experiment, we find the repeatabil-
ity of our measurements (including rotations and projections)
to be above 99.6 % [30]. Another assumption is compatibility
between the 24 pairs of observables in E (FIG. 1b). While
compatibility is among the untestable assumptions, one of its
consequences are testable: given compatibility, there should
be no context signaling in the data. We indeed find no signa-
ture of signaling backward in time, and attribute detectable, yet
small traces of signaling forward in time to imperfect coherent
rotations [30]. The large number of measurements comprising
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FIG. 4. Experimental results for expectation values that enter the SIC
witnesses in Equations (1) (see text for details on their calculation).
Error bars reflect shot noise; dashed lines represent values predicted
by quantum mechanics.
our dataset render statistical uncertainties very small and we
are able to resolve small systematic deviations from the ideal
case in both these measures. We believe these should reflect
on our results for the SIC witnesses (Eqs. (1)). But whereas
there exist analytical methods to take into account such imper-
fections for non-contextuality inequalities for scenarios with
cyclic systems in which dichotomic observables are measured
in only two contexts [32], we are not aware of any standard
method to account for these imperfections when evaluating
SIC witnesses.
In [30], we characterize the quantum-vs-classical advantage
of this experiment based on the fact thatQMpredictions for this
system cannot be simulated with a classical trit as this would
require a classical system with a substantially larger memory.
Furthermore, we show that the compatibility structure between
observables need not be assumed a priori, but can be inferred
from the resulting statistics without invoking QM.
Beyond addressing fundamental aspects of QM, this work
demonstrates a system capable of autonomously generating
quantum operations, a feature desirable for a prospective quan-
tum computer. The system concatenates hundreds of millions
of coherent rotations and projective measurements, rather than
repeating a finite sequence which starts with a pre-defined
quantum state and consumes a resource at the end of the com-
putation. Such long sequences of QND measurements are
interesting in a range of areas including sensing and quantum
computing [33]. Furthermore, the methods presented in this
paper might be generalized to multi-particle quantum systems,
5providing more powerful tests of fundamental physics [34, 35]
and addressing the question of how to optimally generate, cer-
tify and make use of quantum contextual correlations.
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I. GLOSSARY
In the following sections we will use terminology which can
have different connotations in different contexts. We give our
definitions here for clarity:
Projection noise: Also known as quantum projection noise or
shot noise, this refers to the stochastic uncertainty inherent
to finite numbers of measurements in quantum mechanics
[36]. For dichotomic observables this is well described by
a Bernoulli distribution of mean p¯ ∈ [0, 1] and variance
p¯(1− p¯). The uncertainty of the mean for a measurement in
which projection noise is the only source of noise is given
by
√
p¯(1 − p¯)/N , where N is the number of measurements
on the observable.
Repeatability: This is characterized by the probability for ob-
taining different outcomes in two consecutivemeasurements
of an observable Au , which is defined in Eq. (9).
Sharpness: Sharp measurements are minimally disturbing
[21] and their outcomes are the same if performed repeat-
edly. Note that sharpness implies that measurements are re-
peatable even when other sharp compatible measurements
are performed in between two successive realizations of
the same measurement. In quantum theory, sharp mea-
surements are represented by self-adjoint operators; “ideal
measurements” as defined by von Neumann [31] are sharp
measurements.
Compatibility: Generally, two observables are compatible if
measurements on them yield the same result regardless of
whether they are performed simultaneously or sequentially
in any temporal order, and regardless of the number of times
they are measured. In QM, two sharp measurements are
compatible if their operators commute. In the orthogonality
graph for the Yu-Oh set in FIG. 1b, the 24 edges connect
the 24 supposedly compatible pairs of measurements. Note
that perfect compatibility is impossible to achieve in real
experiments, unless the locality and detection loopholes are
simultaneously closed.
Context signaling: Context signaling is present in a dataset
if the statistics of an observable are significantly different
depending on the context in which it is measured, i.e. what
compatible observable it is measured together with. The
existence of context signaling precludes compatibility.
Context signaling backwards in time: This is the particular
manifestation of context signaling when the context observ-
able is measured after the main observable in a sequential
measurement. It is characterized by Eq. (10a) and should be
zero down to statistical uncertainties under the assumption
of causality. It is a useful reference to quantify the presence
of context signaling forwards in time [37].
FIG. 5. (color online) Spectral lines on the S1/2 ↔ D5/2
quadrupole transition at 729 nm for a 40Ca+ ion in a magnetic field
(blue/orange/green arrows and bars for |∆m| = 0/1/2). The frequen-
cies are Zeeman shifted by the given values in MHz/G. The Rabi
frequencies of the lines are proportional to the Wigner 3- j symbol
[38]. The full/empty bars on the right correspond to the solid/dashed
arrows on the left.
Context signaling forwards in time: This is the particular
manifestation of context signaling when the context observ-
able is measured before the main observable in a sequential
measurement. It is characterized by Eq. (10b) and should
be zero down to statistical uncertainties if observable and
contexts are compatible.
II. QUTRIT COHERENCE
In our experiments, qutrit states |1〉 and |2〉 are encoded
into Zeeman sublevels of the metastable D5/2 manifold of the
40Ca+ ion, with a lifetime of ≈ 1 s, whereas |0〉 is one of
the S1/2 ground states. The coherence between these states is
determined by the stability of the magnetic field defining the
quantization axis of our system, and of the 729 nm laser with
which we address the |0〉 ↔ |1〉 and |0〉 ↔ |2〉 transitions.
Applying Ramsey techniques, we measure coherence times
of ≈ 12 ms for the |1〉 ↔ |2〉 transition and ≈ 2.5 ms for
the |0〉 ↔ |1〉 and |0〉 ↔ |2〉 transitions. This indicates
that our main source of noise leads to fluctuations which are
common mode to levels |1〉 and |2〉. Since the frequencies
of the |0〉 ↔ |1〉 and |0〉 ↔ |2〉 transitions have opposite
dependencies on the magnetic field (FIG. 5b), we suspect that
laser-frequency fluctuations are the largest contributor to the
observed loss of coherence.
III. EXPERIMENTAL DETAILS
The sustained sequence demonstrated in this work rep-
resents an experimental paradigm which motivated some
changes to technologies and techniques typically used in
trapped-ion experiments. The most profound technological
change was an upgrade of the control system [39] to increase
the maximum number of measurements in a subsequence from
under 60 to over 1000 and to integrate the quantum random
number generator.
Additionally, we work with detection settings that make
8dedicated Doppler-cooling pulses unnecessary. Fluorescence
state-detection and Doppler cooling both make use of a
< 1 MHz-linewidth laser at 397 nm, near-resonant with the
S1/2 ↔ P1/2 transition (natural linewidth Γ ≈ (2pi) 21 MHz)
[38]. Detection is normally performed with the laser tuned
close to resonance, while Doppler cooling is optimal when the
laser is detuned by half a transition linewidth. For this work,
we red-detune the detection laser by half a linewidth from reso-
nance to ensure that the detection pulse cools the motion close
to the Doppler limit [40] whenever there is a bright detection.
This comes at a cost in the number of photons collected during
bright detection in a window of fixed length, but removes the
need for dedicated Doppler-cooling pulses, thereby shorten-
ing the overall experiment duration. Working at the Doppler
temperature rather than in the motional ground-state has an
impact on the quality of coherent rotations. The infidelity of
pi-pulses on the 729 nm transitions is thereby bounded from
below by 1 × 10−3 even under otherwise ideal conditions. A
finer estimate for the pulse infidelity can be obtained from the
probabilities
P(inf)v;z1 =
Nz1 (Av=−1)
Nz1 (Av)
, (7)
where Nz1 (Av=−1) ≡ N(Az1=−1, Av=−1), for detecting a
“bright” qutrit state along v = z2 and v = z3 after the qutrit
was in |0〉 (along z1). Ideally, these probabilities would be
zero; instead we find them to be ≈ 5 × 10−3, which gives the
infidelity of pi-pulses on the |0〉 ↔ |1〉 and |0〉 ↔ |2〉 transi-
tions. When we analyze all supposedly compatible pairs we
find an average value 37(11) × 10−4, and the largest deviation
from zero is P(inf)
y−2 ;y
+
2
≈ 59 × 10−4.
Here and for later use, we define numbers of occurrence
in the dataset conditioned on the preceding projection onto a
specific state i ∈ V as Ni(Av=a1) ≡ N(Ai=−1, Av=a1) etc.
Conversely, N⊥i(Av=a1) ≡ N(Ai=+1, Av=a1) etc. are num-
bers of occurrence following the projection of the state into
the plane normal to i. Furthermore, omitting an outcome in
the arguments list of N means summing over both outcomes,
i.e. N(Av) ≡ ∑a1 N(Av=a1).
FIG. 6 shows a histogram of the Photo-Multiplier-Tube
(PMT) outputs and includes all 53 million detection events.
We fit the histogram using a simplifiedmodel consisting of two
Poisson distributions. We infer the state by setting a threshold
at 5.5 counts, close to the crossing point of the distributions.
From a detection event in which the number of PMT counts
is higher (lower) than this threshold, we infer the state to be
bright (dark). From simulations of decay of the dark state and
relevant scattering rates and detection time we estimate an er-
ror of 1.9 × 10−4 for both identifying a D5/2-state as “bright”
and a S1/2-state (|0〉) as “dark”; the contribution from the D5/2
spontaneous decay during a dark detection is 1 × 10−4 [41].
Another quantity of interest is the “detection repeatability”,
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FIG. 6. Histogram of the PMT counts of all detection events in
the experimental sequence (orange dots). The black lines represent
scaled Poisson distributions, whose sumwas fitted to the experimental
data. The 53 million detection events are split between 3.56 × 107
occurrences in the Poisson distribution with an average of 0.709 cts
(“dark”), and 1.78 × 107 in the Poisson distribution with an average
of 18.75 cts (“bright”).
given by
P
(
“dark”|S1/2
) ≈ Nz1 (Az1=+1)
Nz1 (Az1 )
(8a)
P
(
“bright”|D5/2
) ≈ N⊥z1 (Az1=−1)
N⊥z1 (Az1 )
, (8b)
which both give ≈ 5 × 10−4. Compared to infidelities of co-
herent operations, detection errors are thus of minor influence.
IV. SHARPNESS AND COMPATIBILITY
In this section we characterize the extent to which the un-
derlying assumptions of the SIC test are fulfilled. These are
measurement sharpness and compatibility.
Sharp measurements are repeatable and minimally disturb-
ing. To quantify how well this is realized experimentally, we
calculate the probability
Ru =
∑
a1 N(Au=a1, Au=a1)
N(Au, Au) (9)
for obtaining the same outcomes in two consecutive mea-
surements of observable Au . Ideally, this probability would
be 1 for all observables. Instead, we experimentally find
them to be lower with deviations on the order of 10−3, and
Rh1 = 0.9967(2) being the lowest.
Next, we examine the compatibility of our measurements,
for which a necessary condition is the absence of context sig-
naling. To quantify context signaling in the data we define
S(ba)u,v,w;i =
Ni(Au=−1, Av)
Ni(Au, Av) −
Ni(Au=−1, Aw)
Ni(Au, Aw) , (10a)
S(fo)u,v,w;i =
Ni(Av, Au=−1)
Ni(Av, Au) −
Ni(Aw, Au=−1)
Ni(Aw, Au) (10b)
9y−1 y
−
2 y
−
3 y
+
1 y
+
2 y
+
3 h1 h2 h3 h0
z1 z2 z3
0.996
0.997
0.998
0.999
1.000
Re
pe
at
ab
ili
ty
R u
FIG. 7. Measure of the repeatability of our measurements calculated
according to Eq. (9). The ideal value is 1.
for signaling backwards (ba) and forwards (fo) in time. Note
that these are defined for definite input states i because for
mixed input states, there is no difference between compati-
ble and non-compatible preceding measurements. Looking
at signaling backwards in time first, values of S(ba)u,v,w;i signifi-
cantly different from zero would imply that the probability of
measuring Au to be dark is affected by the following (ideally)
compatible measurement being along Av rather than Aw . This
corresponds to context signaling backwards in time and should
not occur under the assumption of causality [37]. Figure 8
shows the histogram of S(ba)u,v,w;i/∆S(ba)u,v,w;i for all combinations
of rays where v and w , v are compatible with u. The standard
errors ∆S(ba)u,v,w;i of the S
(ba)
u,v,w;i were calculated from projection
noise assuming a Bernoulli distribution [36]. The distribution
is consistent with normally distributed values centered at zero
and with unit standard deviation. This means that our data
are consistent with no context signaling backwards in time and
that the variances we observe can be explained by projection
noise.
Proceeding analogously for context signaling forwards in
time, we find that the histogram values for S(fo)u,v,w;i/∆S(fo)u,v,w;i
are fitted by a normal distribution centered at µ(fo) = −0.04(4)
with a standard deviation σ(fo) = 1.64(4). For determining
the uncertainties ∆S(fo)u,v,w;i we assumed that there is no corre-
lation between the errors in both terms in Eq. (10b). This is
a realistic assumption if projection noise is the only source
of uncertainty, but not necessarily the case in the presence of
systematic coherent under- or over-rotations. The fact that the
mean is consistent with zero does not necessarily grant that
there is no significant context signaling forwards in time. To
verify this, we perform this same study for each input state in-
dependently and find identical distributions down to statistical
uncertainties. We have also investigated the subset of points
lying at the wings of the distribution, and found no evidence
that specific values of {u, v,w; i} contribute prominently to
their composition.
Together, these measures quantify to which degree our im-
plementations of observables in the Yu-Oh set are sharp and
compatible. Experimental imperfections unavoidably lead to
deviations from the ideal values. We believe that our small but
finite non-repeatability and context signaling should reflect on
the contextuality witnesses in Eqs. (1) but are, as stated, not
aware of a suitable penalizing algorithm.
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FIG. 8. Measures for context signaling backwards (sba, orange) and
forwards (sfo, blue) in time. The histograms represent the distribu-
tions of the probabilities calculated according to Eqs. (10). Normal
distributions are fit to them to find their centers µ(ba) = −0.02(4)
and µ(fo) = −0.04(4), and standard deviations σ(ba) = 0.93(4) and
σ(fo) = 1.64(4). The results are consistent with no context signal-
ing backward in time and projection noise the only source of noise
present. The increase in σ(fo) with respect to σ(ba) is consistent
with systematic errors in coherent operations. These lead to input-
state-dependent context signaling forwards in time. The uncertainties
assigned to fitting parameters are estimated based on non-weighted
least-squares regression.
FIG. 9. Assuming that we start counting when the qutrit in one of the
13 quantum states of the Yu-Oh set (represented by the dots over a
semisphere in the upper left), the successive figures, from left to right
and from up to down, show the possible post-measurement quantum
states after one, two, three, four, and five measurements, respectively.
The number of possible post-measurement states is 25, 73, 265, 1033,
and 3649, respectively, and always increases with the number of time
steps. Notice that all the states lie into one of the 13 semicircles
corresponding to the states with real components orthogonal to the
13 states of the Yu-Oh set.
V. MEMORY NEEDED FOR SIMULATING A
SEQUENTIAL YU-OH EXPERIMENT
Simulating quantum contextuality with classical systems
requires memory [42]. It has been recently proven [43] that the
minimum number of bits of memory a classical machine must
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FIG. 10. Correlation matrices showing the compatibility structure of the observables in the Yu-Oh set. Blue squares mark compatible pairs.
(a) Ideal correlation matrix using the labeling convention for vectors v defined in TABLE I. (b) Initial matrix with randomized ray identifiers a
to m assigned to the “true” (but for the blind analysis ignored) vector labels (left). (c) Applying the re-ordering steps described in the text, one
obtains a compatibility structure equivalent to the one in (a), but possibly different order of vectors. The compatibility graphs for (a) and (c)
are hence the same.
have to simulate the predictions of QM for an ideal experiment
with sequential measurements randomly chosen from a SIC
set of measurements is given by
−
∑
i
pi log2 pi, (11)
where pi is the probability of occurrence of each of the quan-
tum states achievable during the experiment.
For the case that the SIC set is the Yu-Oh set, and assuming
that we start counting states when the qutrit is in one of the 13
quantum states of the Yu-Oh set, the number of possible quan-
tum states after one, two, three, four, and five measurements is
25, 73, 265, 1033, and 3649, respectively (FIG. 9). However,
not all states are equally likely to be occupied. If we take
into account their probabilities of occurrence, Eq. (11) implies
that the memory a classical system would need is significantly
higher than the classical information carrying capacity a qutrit
has. For example, considering just four measurements (for
which analytical expressions exist), we can already say that
the memory a classical system requires to simulate the quan-
tum predictions has to be higher than 5.529 bits. From this
point of view the choice of the Yu-Oh versus, e.g., the SIC set
of Peres and Mermin [44, 45] is justified: not only does the
Yu-Oh set contain qutrit measurements (rather than two-qubit
measurements), but also the classical simulation of the quan-
tum predictions requires more memory (the Peres-Mermin set
requires log2 24 ≈ 4.585 bits of memory) [43].
VI. BLIND DETERMINATION OF COMPATIBILITY
STRUCTURE
The full compatibility structure of the Yu-Oh SIC set
(FIG. 1b) can be inferred from a clean enough dataset without
invoking QM. For (Au, Aw) to be compatible, u,w;i must be
equal to 0 for all input states |i〉. Discriminating experimental
results for u,w;i , say at 0.05, allows one to find all combina-
tions of compatible observables, i.e. edges in the compatibility
graph.
We demonstrate a full reconstruction of the compatibility
graph starting from a random assignment of ray identifiers
a to m to experimentally measured observables, and blindly
analyzing the data purely based on the compatibility properties
of the observables. Applying the discrimination described
above, one finds a compatibility matrix (FIG. 10b) that does
not resemble the one for the ordered case. The task now is to
recover the latter, which can be done in four steps:
1. If a row only shows three blue squares (corresponding
to edges in FIG. 1b), it belongs to an hα ray. All these
rows are put into the block of hα rays as in FIG. 10a,
despite their order being unknown.
2. If a row has an edge with an hα ray, it belongs to a yσk
ray, and can be sorted to the left (or above) the block of
hα rays.
3. The zk ray are now automatically at the end of the list, as
in FIG. 10a. They cannot be distinguished any further,
which reflects the symmetry of the compatibility graph.
We fix their order as is and sort the yσ
k
rays accordingly,
as only the yσ1 rays have an edge with z1, etc.
4. The hα cannot be distinguished any further either. But
we can define the rightmost (bottommost) ray to be the
one that has edges to all y−
k
as does the original h0 ray.
This allows moving all y−
k
to the left (top) of the list.
The remaining hk rays can then be ordered such that the
first y−
k
has an edge with the first hk in the list etc.
Performing all these steps, one always reaches a compatibil-
ity matrix and equivalently graph that equals the “true” matrix
and graph, albeit the indexes possibly being permuted. This
highlights the fact that a given set of rays determines uniquely
the compatibility graph, but not vice versa [9].
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FIG. 11. Experimental results for SICwitnesses 〈χYO〉i and 〈χopt3〉i
for specific input states along rays i ∈ V (see text for details on their
calculation). Error bars reflect shot noise; dashed lines represent
values predicted by quantum mechanics; the left-hand values of the
diagram’s plot ranges are the bounds for non-contextual correlations.
VII. “STANDARD” VIOLATIONS OF SIC
Our experiment sequence was designed to violate SIC in-
equalities by performing a single long series of measure-
ments of randomly chosen observables by recycling the states
from previous measurements. However, the dataset obtained
through this procedure can be evaluated in a way that corre-
sponds to the “standard approach” to experimental demonstra-
tions of the violation of SIC inequalities where measurements
are repeatedly performed on specifically prepared states of the
system.
For this purpose, we define averages 〈. . .〉i in full analogy
to all previous definitions 〈. . .〉, but based on the numbers of
occurrence Ni conditioned on a preceding projection onto the
ray i (see Section III). The results of the SIC witnesses 〈χYO〉i
and 〈χopt3〉i for input states along all rays i ∈ V approach
the QM limits and are incompatible with the non-contextual
bounds by multiple standard deviations, at least 15 and 43,
respectively (FIG. 11).
VIII. DATA REPOSITORY
The complete raw dataset is publicly available from
an open repository on http://www.tiqi.ethz.ch/
publications-and-awards/public-datasets.html.
We encourage readers who want to expand our work with
further data analysis or representations to do so. As described
in the main part of the paper, the dataset does not include the
data purged in real time by the computer system due to long
sequences of dark measurements.
While the full dataset contains 54.5 million measurements,
we had to ignore about 1 million measurements, yielding the
almost 53.5 million measurements evaluated in the paper. The
reason for this was an error in the live calculation of the
ideal detection threshold during the experimental sequence.
The computer control system consistently thresholded at 4.5
counts, whereas the ideal value was 5.5 counts (Sec. III). Had
we not split the single long sequence into subsequences of
about 1000 measurements, this would not have been a prob-
lem as the identification of a “dark” or “bright” result can
always be done a posteriori based on the photon counts. How-
ever, 90 subsequences ended on a 5-count detection, from
which a “bright” state was determined. In order to fix this, we
mark those subsequences and all respectively following subse-
quences in which the first measurement was not along the right
ray with a leading “o” in the data file, and omit them in the
evaluation. For example, if subsequence N ended on a 5-count
detection and started with ray v0,N , wemark the corresponding
line in the data set and all following ones until and excluding
the next line that starts with v0,N . The new N th line can now
again be correctly concatenated with the preceding one. While
this reduces our dataset by around 1millionmeasurements, the
impact on the numerical results is negligible.
[36] W. M. Itano, J. C. Bergquist, J. J. Bollinger, J. M. Gilligan, D. J.
Heinzen, F. L. Moore, M. G. Raizen, and D. J. Wineland, Phys.
Rev. A 47, 3554 (1993).
[37] A. Cabello, Phys. Rev. A 93, 032102 (2016).
[38] F. M. Leupold, Bang-bang Control of a Trapped-Ion Oscillator,
Ph.D. thesis, ETH Zurich (2015).
[39] A. Bermudez, X. Xu, R. Nigmatullin, J. O’Gorman, V. Neg-
nevitsky, P. Schindler, T. Monz, U. Poschinger, C. Hempel,
J. Home, F. Schmidt-Kaler, M. Biercuk, R. Blatt, S. Benjamin,
and M. Müller, arXiv:1705.02771 (2017).
[40] D. Leibfried, R. Blatt, C. Monroe, and D. Wineland, Rev. Mod.
Phys. 75, 281 (2003).
[41] A. H. Myerson, D. J. Szwer, S. C. Webster, D. T. C. Allcock,
M. J. Curtis, G. Imreh, J. A. Sherman, D. N. Stacey, A. M.
Steane, and D. M. Lucas, Phys. Rev. Lett. 100, 200502 (2008).
[42] M. Kleinmann, O. Gühne, J. R. Portillo, J.-Å. Larsson, and
A. Cabello, New Journal of Physics 13, 113011 (2011).
[43] A. Cabello, M. Gu, O. Gühne, and Z.-P. Xu, arXiv:1709.07372
(2017).
[44] A. Peres, Physics Letters A 151, 107 (1990).
[45] N. D. Mermin, Phys. Rev. Lett. 65, 1838 (1990).
