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The classical view of plasticity in metals assumed that any fluctuations in the underlying 
dislocation motion were essentially Gaussian and could therefore be accurately represented by 
large-scale averages in a homogenous continuum. However, more modern experiments have 
shown that plasticity of metals demonstrates stochastically intermittent and scale-free “dislocation 
avalanche” behavior during deformation. The scale-free nature of these deformation events means 
that they have no well-defined mean, and therefore are somehow fundamentally incompatible with 
a model based on averaged quantities.  
In order to describe collective dislocation motion despite this difficulty, various theoretical 
models or simulation-based predictions for dislocation avalanche behavior (generally focused on 
the statistics of the avalanches) have been developed, but no consensus has been established on 
which model is correct. In addition, some models predict “universal” behavior that should not be 
affected by microstructural details. This is a very unexpected prediction from the viewpoint of 
materials science, so (as can be inferred from the title of this dissertation) we set out to 
experimentally investigate whether this behavior was truly universal, or instead had aspects that 
were affected by microstructural details.  
First, we verified that the experimental setup produces results that accurately represent the 
underlying behavior of the material, rather than being limited by the physical qualities of the 
transducer, particularly for our high-time-resolution dynamic measurements. We find that the used 
nanoindenter can indeed accurately trace very rapid dynamic slip in microcrystals due to its low 
mobile mass and capacity for high data acquisition rates.  
Next, we examine the avalanche size statistics across a wide range of microstructural and 
experimental variables, and find that while the observed size statistics follow the general 
predictions (and some previous experimental results) of a truncated power-law distribution, the 
power-law scaling exponent is not found to be “universal” as some theories predicted, instead 
being significantly affected by material (especially crystal structure), loading orientation, and drive 
rate, with the exponent values observed spanning a range that includes the predictions of both the 
pinning/depinning transition and jamming/unjamming models.  
Similarly, the observed avalanche dynamics (avalanche velocities and their scaling with 
avalanche size, as well as averaged velocity-time profiles at fixed avalanche size or duration) are 
found to at least partially match the theoretical predictions, but still show microstructure-specific 
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behavior and are thus non-universal. In some cases of said non-universal behavior, there are pre-
existing extensions to the basic models that can account for these changes, which is encouraging 
in terms of the ability to produce theoretical models that represent realistic material behavior.  
Finally, we propose that the transition from intermittent flow at the microscale to 
apparently-smooth flow in bulk plasticity is due to the natural velocity scales of the dislocation 
avalanches and the fact that equivalent strain rates at larger sample sizes will produce higher 
absolute drive rates, eventually overtaking and eliminating any detectable avalanche behavior.  
This dissertation focuses on single-crystal metals in order to cleanly examine the most 
fundamental effects on the avalanche statistics. Future work might expand this by investigating 
how the confined and randomized-orientation nature of a polycrystalline aggregate affects the 
overall deformation behavior relative to the single-crystal results, which could lead to improved 
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CHAPTER 1: INTRODUCTION 
This chapter provides introductory background for the topics discussed in this thesis, as 
well as stating the proposed hypothesis and summarizing the main research objectives.  
 
1.1 Plasticity in crystalline metals 
The nature of plastic flow in crystalline metals has been an active area of research for an 
impressively long time. Slip traces on the surfaces of individual grains aligned along glide planes 
were observed as early as 1900 [1], demonstrating the nature of slip as spatially localized, even 
though the fundamental mechanisms behind slip were essentially unknown at this point. In 1934, 
Taylor proposed the concept of dislocations and dislocation movement (shown in Fig. 1.1) [2, 3] 
to explain the very low stresses needed to produce slip in crystals, far below the theoretical stresses 
needed to move an entire plane of atoms simultaneously. Taylor’s proposal also explained the 
increase in yield stress as the density of dislocations in the material increased, i.e. what is 
commonly referred to as “Taylor hardening” (or simply “work hardening” or “strain hardening”), 
based on the mutual interactions of dislocations with the stress fields generated by other 
dislocations. These concepts are still used today, with only minimal alterations.  
 
 
Fig. 1.1. Proposed edge dislocation structure by Taylor and its motion through a crystal from left to right. 




Having established the concept of dislocations, investigating their dynamic behavior was 
also critical to the understanding of plastic flow. In 1940, Orowan established that strain was not 
a unique function of stress for single crystals (i.e. a “static” model), but that instead strain rate was 
the fundamentally important quantity in plastic flow (i.e. a “dynamic” model) [4]. This included 
the development of the Orowan equation for the strain rate 
 
?̇? = 𝜌𝑚𝑏?̅? (1.1) 
 
where ?̇? is the shear strain rate in s-1, 𝜌𝑚 the mobile dislocation density in m
-2, b the magnitude of 
the Burgers vector for dislocations in the given material in m, and ?̅? the mean velocity of the 
mobile dislocations in m/s [4]. At the time, neither 𝜌𝑚 nor ?̅? were directly observable by 
experiment, but later techniques (described in Section 1.1.1) would make this possible. It should 
be noted that this equation is essentially a large-scale average or continuum approach, and 
therefore assumes homogeneous behavior across the whole of the material, which may be 
approximately true at large scales even if the behavior is inhomogeneous at smaller scales.  
 
1.1.1 Dynamics of dislocations and dislocation groups 
In 1959, Johnston and Gilman demonstrated the stress-pulse etch-pit method for 
experimentally measuring the velocities of individual dislocations [5]. This publication began 
decades of investigation of dislocation velocities and their scaling with respect to stress and other 
parameters (temperature, purity, etc.) in various materials. Dislocation velocities were found to be 
incredibly stress-sensitive close to the yield stress of crystals, as shown in Fig. 1.2 (reproduced 
from Ref. [5]). For higher stresses, the velocity begins to plateau as it approaches the shear wave 
velocity in the material.  
It should be noted that this technique is an ex situ method, as the only variables observed 
are the magnitude and duration of the stress pulse (input) and the positions of each dislocation 
before and after the stress pulse (output). Therefore, only a mean velocity averaged across the 
duration of the stress pulse can be determined, although this is sufficient for use in Eq. 1.1. In 
addition, dislocations do not necessarily all move with the same time-averaged velocity (even for 
otherwise nominally identical conditions) [5-9], although this will be true regardless of 
measurement technique. Many papers using the etch-pit technique do not fully report the 
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distribution of observed velocities, and some do not even report an average velocity for mobile 
dislocations at a given stress [10-20]. Often the maximum is reported instead, i.e. they calculate 
the time-averaged velocity during the stress pulse from the furthest distance moved by any 
dislocation during said stress pulse. This is inconvenient, given that the average velocity across all 
mobile dislocations is the needed value for Eq. 1.1. Some papers that do report this value include 
Refs. [5-7] and [21-24], with the mean dislocation velocity determined from experiment by 
averaging across a number of etch-pit pairs from a given stress pulse.  
 
 
Fig. 1.2. Average dislocation velocity versus resolved shear stress in an as-grown LiF crystal. The three ranges 
marked at the right refer to different loading methods described in Ref. [5], from which this figure was reproduced.  
 
As an alternate method, the dynamics of dislocation motion can be investigated by optically 
tracing the growth of slip-lines on the polished surfaces of crystals under tension using high-rate 
videography, which was actually developed earlier than the etch-pit method [25, 26] and was used 
across a similarly lengthy period [27-36]. A primary advantage of this method is that it allows in 
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situ observation of dislocation motion, but it differs from the etch-pit method in that it can only 
track the growth of “slip lines” or “slip bands”, surface offsets generated by the collective motion 
of a significant number of dislocations. The amount of deformation generated by the motion of a 
single dislocation would be far too small to observe with optical microscopy, even using the 
technique of correlating the brightness of dark-field reflections with the height of slip offsets so 
narrow as to be below the resolution limit, as the reflected intensity would be too small to easily 
detect. Therefore, the technique cannot give information about the motion of individual 
dislocations, although it can still be used to find an average velocity of mobile dislocations moving 
in groups.  
 
1.1.2 Failure of continuum models – intermittent and scale-free flow 
While continuum methods such as Eq. 1.1 are useful as models of plastic flow, they cannot 
capture all experimentally observed features of plasticity. For example, spatially localized slip 
bands such as those seen in Refs. [1] and [25, 26, 37, 38] are not produced by any continuum 
model, as those models assume homogenous behavior across the entire volume. Temporally 
intermittent slip was also observed even at the bulk scale in certain high-resolution experiments 
[39-44]. This failure of continuum methods is inconvenient, as the lack of ability to demonstrate 
such behavior prevents the prediction of important macroscopic phenomena such as work 
hardening. Accurate models of how dislocations interact to cause such spatially and temporally 
intermittent slip have remained elusive.  
Much more recently, it was demonstrated that plastic flow behavior is significantly altered 
when the sample dimensions are reduced to the micron scale [45-47]. The flow stress increases 
dramatically and becomes less reproducible, while deformation becomes significantly intermittent, 
showing an increasing tendency for large and rapid jumps in strain as the sample size decreases. 
The very high-resolution nanoindentation devices usable at such scales dramatically increase the 
ease of directly tracing intermittent slip, as deformations on the order of a single Burgers vector 
are above the detection limit. The dramatic increase in flow stress raises the question of how this 
will affect dislocation velocities in microcrystal samples – extrapolating from the results described 
in Section 1.1.1, they would be expected to be well into the plateau region where they approach 
the speed of sound in the material (typically on the order of km/s for metal crystals). This is shown 
schematically in Fig. 1.3, reproduced from Ref. [48]. These predicted dislocation velocities are 
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much higher than the experimentally observed slip velocities, which will be discussed further in 
Section 3.1.5.  
 
 
Fig. 1.3. Microcrystal flow stress ranges highlighted on a plot of dislocation velocities versus resolved shear stress in 
as-grown (AG) or irradiated (IR) LiF crystals. Reproduced from Ref. [48].  
 
Not only was the plastic flow in these microcrystals intermittent, it was shown that the 
distribution of strain-burst sizes was scale-free, i.e. following a power-law distribution [49]. This 
resulted in a significant amount of interest from the physics community, as a variety of theoretical 
models exist for systems exhibiting such behavior, while will be discussed more thoroughly in 
Section 1.2. If these models are indeed applicable, they could be used to bridge the gap between 
the inhomogeneous behavior of dislocations or groups of dislocations at small scales and 
macroscopic plastic flow. The possibility of extending such scale-free behavior to the bulk scale 
was also suggested by acoustic emission (AE) experiments on bulk crystals showing scale-free 
distributions of AE pulses [50, 51], with the AE pulses being attributed to collective dislocation 
movement [51-54]. Figure 1.4, reproduced from Ref. [51], shows this scale-free power-law 





Fig. 1.4. Power-law distribution of acoustic emission pulse energies E during creep deformation of ice, reproduced 
from Ref. [51]. Inset shows a time series of recorded AE amplitudes. The statistical behavior varies only slightly 
with different levels of applied stress (legend gives values of shear stress resolved onto the glide plane).  
 
The fact that micro-scale intermittent deformation shows scale-free behavior is interesting, 
given that almost every well-established continuum model for plasticity involves inherent length 
scales, e.g. dislocation density or spacing for Taylor hardening and the Orowan strain-rate 
equation, grain size for Hall-Petch hardening, and obstacle spacing for hardening from precipitates 
or solutes. Section 1.2 introduces theoretical models for such scale-free behavior.  
 
1.2 Theoretical modeling and simulations of intermittent flow 
Reviews of models of intermittency in plastic flow (often including comparisons with 
experimental investigation) can be found in Refs. [55-58]. While this thesis focuses on intermittent 
slip, one of the reasons certain theoretical models for such scale-free behavior attracted interest is 
because they are “universal”, i.e. as long as a system belongs to the same “universality class”, the 
same statistical scaling will be observed regardless of the underlying system characteristics. As 
such, certain references involve modeling of other systems, e.g. Ref. [59] is a lengthy analysis of 
the “ABBM” model as applied to Barkhausen noise, while Ref. [60] is a similarly lengthy analysis 
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of models applied to elastic interfaces moving through a disordered medium (which can itself be 
directly applied to Barkhausen noise, among other possible systems).  
 
1.2.1 Mean-field theory and the pinning/depinning transition 
One primary model used involves the concept of “self-organized criticality”, introduced in 
1988 by Bak, Tang, and Wiesenfeld [61]. In this model, the system spontaneously evolves towards 
a “critical” state, where a small perturbation can generate a response of any size up to the finite 
size of the system, thereby demonstrating scale-free behavior. A power-law distribution of 
response sizes is expected, i.e.  
 
𝑃(𝑆) ∝ 𝑆−𝜏 (1.2) 
 
where S is the response size and τ is the “scaling exponent” of the power law (with no particular 
value of τ being specified in the model used in Ref. [61]). 𝑃(𝑆) is a probability density function 
(PDF), where an integral of 𝑃(𝑆) from 𝑆1 to 𝑆2 gives the probability of an observed event size 
falling in the interval [𝑆1, 𝑆2], with 𝑃(𝑆) usually normalized such that an integral from -∞ to ∞ 
gives a probability of 1. In this case we are primarily interested in how the PDF scales with S and 
not the absolute value of 𝑃(𝑆), hence the use of proportionality rather than equality in Eq. 1.2. As 
another option, the complementary cumulative distribution function (CCDF) 𝐶(𝑆) can be used, 
where 𝐶(𝑆) is the fraction of observed events above the size S, or more technically the integral of 
𝑃(𝑆), i.e. 
 





given an exact equation for 𝑃(𝑆). Alternately, if only proportionality is needed to examine the 
scaling behavior and exact magnitudes are not important, the indefinite integral of 𝑃(𝑆) can be 
used instead (ignoring any constant factors), e.g. given 𝑃(𝑆) as in Eq. 1.2, we find a corresponding 
𝐶(𝑆) ∝ 𝑆−𝜏+1.  
The model used in Ref. [61] requires that each sub-unit be coupled to other sub-units, such 
that a perturbation at one point can spread to at least the nearest-neighbor sites, thereby perturbing 
8 
 
those and potentially further spreading to the next-nearest neighbor sites, and so on. This chaining 
spread of the perturbation gives rise to the term “avalanche” for the responses. A later analysis 
demonstrated how the needed self-organization towards criticality might occur, finding that for 
mean-field theory (MFT) conditions, the scaling exponent from Eq. 1.2 converges to 𝜏 = 1.5 [62]. 
The same analysis also demonstrated that for finite system sizes, the avalanche size distribution 
function is altered by the addition of an exponential cutoff, e.g.  
 
𝑃(𝑆) ∝ 𝑆−𝜏𝑒−𝑆 𝑆0⁄ (1.4) 
 
where 𝑆0 is a constant dependent on the system parameters (see Ref. [62] for further details).  
It should also be noted that certain MFT models of intermittent slip involving a depinning 
transition predict that the size distributions can be affected by stress at which the events occur [63, 
64]. This model gives two distinct predictions for the size distribution, depending on the assumed 
conditions. The first is the “stress-binned” distribution 𝑃(𝑆, 𝜎), where all events in the distribution 
𝑃(𝑆) are considered to occur at identical values of stress 𝜎. The second variant is the “stress-
integrated” distribution 𝑃𝑖𝑛𝑡(𝑆), where events are considered to occur at any value of stress up to 
the failure stress. As the value of stress is predicted to affect the exponential cutoff function, 
combining events from all stresses alters the overall theoretically predicted distribution and thus 
the scaling exponent τ, with values of 𝜏 = 1.5 for the stress-binned case and 𝜏 = 2 for the stress-
integrated case [64]. A wide variety of predictions are made from this model in terms of scaling 




Table 1.1. Summary of the mean-field theory (MFT) exponents and scaling relationships for avalanche statistics in 
slowly driven  interfaces near depinning, reproduced from Ref. [64]. The first four lines give the power law and 
cutoff exponents for the size S, duration T, maximum velocity 𝑣𝑚, and maximum energy 𝐸𝑚 ≡ 𝑣𝑚
2  observables. The 
script letters denote universal scaling functions. The parameter k gives the distance to criticality for the system; in 
Barkhausen noise experiments, this represents the demagnetizing field, while in steady-state plasticity scenarios 
(including earthquakes) it is proportional to the stiffness of the coupling between the system and the driving. Lines 
5–8 give stress-integrated exponents, which are the expected outcome of plasticity experiments where the external 
force or stress is increased gradually until failure and avalanches occur along the way (i.e. the conditions used here).  
Quantity Form MFT values 







Duration distribution 𝑃(𝑇) ~ 𝑇−𝛼𝒢(𝑘𝜈𝑧𝑇) 𝛼 = 2, 𝜌 = 1 
Maximum velocity distribution 𝑃(𝑣𝑚) ~ 𝑣𝑚
−𝜇
ℋ(𝑘𝜌𝑣𝑚) 𝜇 = 2, 𝜌 = 1 
Maximum energy (𝐸𝑚 ≡ 𝑣𝑚
2 ) distribution 𝑃(𝐸𝑚) ~ 𝐸𝑚












, 2𝜌 = 2 
Stress-integrated size distribution 𝑃𝑖𝑛𝑡(𝑆) ~ 𝑆
−(𝜏+𝜎) 𝜏 + 𝜎 = 2 




= 3  




= 3  
Stress-integrated maximum energy (𝐸𝑚 ≡ 𝑣𝑚
2 ) distribution 𝑃𝑖𝑛𝑡(𝐸𝑚) ~ 𝐸𝑚








= 2  




Average maximum velocity vs duration ⟨𝑣𝑚|𝑇⟩ ~ 𝑇
𝜌 𝜈𝑧⁄  
𝜌
𝜈𝑧
= 1  
Average maximum energy (𝐸𝑚 ≡ 𝑣𝑚
2 ) vs duration ⟨𝐸𝑚|𝑇⟩ ~ 𝑇
2𝜌 𝜈𝑧⁄  2
𝜌
𝜈𝑧
= 2  





Average maximum energy (𝐸𝑚 ≡ 𝑣𝑚
2 ) vs size ⟨𝐸𝑚|𝑆⟩ ~ 𝑇
2𝜎𝜌 2𝜎𝜌 = 1  
 
A significant amount of experimental work has been done towards measuring various 
observables and comparing their empirical distributions with the forms shown in Eqs. 1.2 and 1.4 
[43, 48-51, 55, 57, 58, 65-92], in addition to purely theoretical analysis or simulation-based 
modeling [59, 60, 63, 64, 93-98]. Given the “universality” mentioned in the introduction to Section 
1.2, the previous work mentioned includes not only investigations of intermittent slip (dislocation 
avalanches), but also acoustic emission pulses, Barkhausen noise from the movement of magnetic 
domain walls, intermittent flow in granular materials, and earthquakes. For the experimental 
results shown in this thesis, the data analysis technique used to analyze the experimental data and 
obtain values of the scaling exponent τ is described in Section 2.4.6.  
As described in Table 1.1, more variables than just the size distributions can be examined. 
Distributions of event durations [60, 64, 65, 77, 99] or velocities [60, 64, 77, 98, 99] have also 
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been investigated and found to have similar power-law forms as the size distributions (Eq. 1.2 or 
1.4, although they can have different values of the scaling exponent than for the size distribution 
as shown in Table 1.1). The scaling between event size and velocity is a topic of particular interest, 





where S is the event size and 〈𝑣𝑚|𝑆〉 is the peak velocity at a given size, averaged across many 
events of said size [64, 81]. The data analysis technique used to examine this scaling based on 
experimental results is discussed further in Section 2.4.7.  
A more complex analysis involves the mean event “shapes” or profiles. In intermittent slip, 
these are plots of slip velocity versus time during events, averaged across events of similar size or 
duration. As an example of the “universal” nature of these models, analysis of the avalanche shape 
at fixed size has been used for pulse shapes in earthquakes [100], for intermittent slip in metallic 
glasses [81], and for magnetic domain-wall motion [101, 102]. In the MFT model of the depinning 






where A and B are non-universal fit constants [81, 99-102]. If shapes are extracted at several 
different sizes from a given set of raw data, each size produces a distinct mean profile. However, 
the same MFT-based model also predicts that the mean profiles for different sizes should be self-
similar, i.e. it should be possible to use a rescaling factor in x and y to collapse them onto each 
other [81, 99-101]. The rescaling involves dividing both axes by a factor of S0.5, where S is the 
fixed event size for the given profile. This scaling factor is taken from the MFT-based predictions 
that both the averaged peak velocity (see Eq. 1.5) and averaged duration should scale with event 
size as S0.5, with this scaling carrying through into the mean profiles [64, 81, 99-101]. The data 
analysis technique used to examine these velocity profiles at fixed size based on experimental 
results is discussed further in Section 2.4.8, with a variant method discussed in Section 2.4.9.  
Similarly to the mean avalanche shape at fixed size, the mean avalanche shape at fixed 
duration has also been the subject of significant research interest [59, 60, 68, 77, 81, 97, 99, 100, 
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103, 104]. If the profiles are normalized in time and velocity to examine only the shape function, 
the “basic” shape predicted by MFT is a parabola for relatively short event durations [60, 68, 77, 
97, 99, 100] that becomes flattened at higher event durations [60, 77, 81], but remains symmetric. 
However, non-universal inertial or delay effects or changes of the universality class can cause 
asymmetry both in experiments and in theoretical models that take them into account [59, 68, 81, 
99, 100, 103, 104]. Therefore, examining the shapes of experimental avalanches at fixed duration 
can theoretically give information about the underlying mechanisms producing the avalanches. 
The data analysis technique used to examine these velocity profiles at fixed duration based on 
experimental results is discussed further in Section 2.4.10.  
 
1.2.2 Discrete dislocation dynamics simulations and the jamming/unjamming transition 
In addition to theoretical modeling, an additional tool commonly used to investigate plastic 
flow is discrete dislocation dynamics (DDD) simulations, which involve a more direct numerical 
simulation of dislocation motion [55, 57, 72, 105-131]. Such models can be one, two, or three-
dimensional, with both the realism of the model and its computational complexity increasing with 
increasing number of dimensions. Remarkably, however, even a heavily simplified one-
dimensional model can display the scale-free statistics associated with “avalanche” behavior [112]. 
A significant advantage of DDD simulations is that the dislocation structure can be viewed directly 
at all points during the simulation, which is essentially impossible to accomplish experimentally. 
One major issue is that many assumptions or simplifications must be made to allow for the 
simulation, e.g. DDD simulations require a function for the velocity of dislocations at any given 
stress (as discussed in Section 1.1.1), and such functions are not necessarily known to a sufficient 
degree of accuracy for effective simulations, or a simplified form may be assumed. Another 
limitation is that if dislocation multiplication is allowed, the simulation may need to be halted once 
the number of dislocations increases past a certain point due to the increasing computational 
complexity, often restricting the simulation to strains below the yield point [132]. Similarly, 
smaller volumes are more easily simulated (due to containing fewer dislocations for a given 
dislocation density), and the very short time steps required for accuracy given high dislocation 
velocities in some materials tends to result in either very high strain rates, on the order of 100 to 
1000 s-1 [119], or a very low value of ending strain, as the computational run-time is linear in the 
number of time steps.  
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An alternate theoretical model to the MFT-based depinning transition is the jamming-
unjamming transition. In the depinning transition, the mobile elements (in our case, dislocations) 
interact with a field of static pinning points, often referred to as “quenched disorder”. In the 
jamming-unjamming transition, the obstacles to dislocation motion are simply the other 
dislocations (or more specifically, the stress fields from other dislocations), which can arrange into 
mutually trapped or “jammed” configurations, hence the name [121, 122, 133-137]. While other 
materials that undergo such a transition may require certain conditions to jam (e.g. granular 
materials have a minimum particle density below which jamming will not occur), dislocations 
have been shown to be capable of forming jammed configurations at any dislocation density due 
to their long-range stress fields allowing some level of interaction at any distance [133].  
DDD simulations of the jamming transition have shown significant differences from the 
behavior predicted by MFT-based depinning [121, 122]. In pinning/depinning, the average event 
size 〈𝑆〉 is predicted to diverge to infinity as the applied force approaches a critical value, while 
for the jamming/jamming transition 〈𝑆〉 grows exponentially with applied force but does not 
diverge [121]. In addition, while the DDD jamming simulations find that the event-size distribution 
is a truncated power-law with form equivalent to Eq. 1.4, the observed values of the scaling 
exponent τ are distinctly different. For MFT depinning, 𝜏 = 1.5 for the stress-binned case and 𝜏 =
2 for the stress-integrated case [64] (see also Section 1.2.1 and Table 1.1), while the DDD jamming 
simulations with zero quenched disorder find 𝜏 ≈ 1.0 for the stress-binned case and 𝜏 ≈ 1.3 for 
the stress-integrated case [121]. Later simulations extended the DDD analysis by adding a certain 
amount of quenched disorder to the simulations [122]. A schematic of this is shown in Fig. 1.5, 
reproduced from Ref. [122]. For low levels of quenched disorder, the behavior remains dominated 
by jamming, but at sufficiently high levels of disorder the statistical behavior became dominated 
by pinning (detectable by the alteration of certain scaling results). Despite the dominant 
mechanism changing to pinning/depinning rather than jamming/unjamming, the observed values 
of the scaling exponent were 𝜏 ≈ 1.3 for the stress-binned case and 𝜏 ≈ 1.85 for the stress-
integrated case [122], i.e. still not identical to the MFT-based depinning predictions of 1.5 and 2, 
although they are closer than for the pure jamming/unjamming simulation. Interestingly, for 
extremely high levels of disorder, power-law scaling was completely eliminated, with the size 




𝑃(𝑆) ∝ 𝑒−𝑆 𝑆0⁄ (1.7) 
 
where 𝑆0 is a constant dependent on the applied stress. This lack of avalanche behavior due to 
extreme pinning forces is similar to a proposed transition from collective to individual dislocation 
movement based on screening by Peierls stresses [138]. Given that the stress fields from 
dislocations fall off as r-1, where r is the radial distance from the dislocation core, the presence of 
a local stress landscape from Peierls stresses or pinning points overwhelms the stress fields from 




Fig. 1.5. Schematic of a two-dimensional dislocation assembly with a certain level of quenched disorder (i.e. a 
certain number of randomly distributed static pinning points, which are represented by black dots). Dislocations with 
positive and negative Burgers vectors are in blue and red, respectively. Inset shows a schematic “phase diagram” of 
system behavior with different levels of applied stress and quenched disorder. Reproduced from Ref. [122].  
 
1.3 Main research objectives 
It has become clear that plasticity on the micron size scale demonstrates stochastic, scale-
free behavior. Ideally, we wish to identify models that describe this behavior in order to link the 
inhomogeneous micro-scale behavior with the observed bulk behavior that can be reasonably well 
modeled with continuum approaches. Various theoretical models or simulation-based predictions 
for dislocation avalanche behavior exist, but no consensus yet exists on which model is correct. In 
addition, the models generally predict “universal” behavior that should not be affected by 
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microstructural details. In the context of materials science, where microstructural details are 
critical to the behavior of materials, we find this to be a very remarkable prediction. We therefore 
propose the following hypothesis: Intermittent flow behavior in crystalline metals is not fully 
“universal” and has aspects that are affected by microstructural details. This thesis research 
is intended to establish a comprehensive base of experimental data with which to examine the 
intermittent flow behavior of microcrystals and therefore confirm or refute this hypothesis. We 
aim to answer the following specific questions:  
• Does the experimental setup used produce results that accurately reflect the 
intermittent flow behavior of the microcrystals? We examine the dynamics of 
intermittent slip in addition to the statistics, but if the device used cannot accurately 
trace these potentially very rapid slip events, then any analysis of the resulting data 
is useless.  
 
• How do the observed event statistics compare with predictions? The 
distributions of event sizes are examined across a wide range of variables (material 
and crystal structure, orientation, dislocation density, and imposed deformation 
rate). These experimental results are compared with the theoretical predictions to 
see which (if any) of the predictions they match, including whether the statistics are 
truly “universal” or if there are microstructure-specific effects as proposed in our 
hypothesis.  
 
• How do the observed event dynamics compare with predictions? Scaling of 
event size versus velocity and details of the mean profile shapes are examined and 
compared with theoretical predictions. Again, this is both to see which (if any) of 
the predictions they match, and whether the dynamics are truly “universal” or if 
there are microstructural effects as proposed in our hypothesis.  
 
• If the event statistics or dynamics are found to be truly non-universal, which 
details are important, and what effects do they have? This is an obvious 
extension of the previous two questions, and a significant reason for the wide range 




• Given that plastic flow is clearly intermittent at small scales, and evidence 
exists that this underlying intermittency persists up to bulk scales, why do bulk 
stress-strain curves appear smooth? This question was raised as soon as the first 
micro-scale compression tests showed intermittent flow, along with AE 
experiments showing significant avalanche activity in bulk scale creep. If slip is 




CHAPTER 2: EXPERIMENTAL 
This chapter describes the methods used for production of samples, the equipment and 
methods used for examination and testing of the samples, and the analysis methods used for 
analysis of the data produced.  
 
2.1 Production of samples 
For production of samples, the pure crystals used were: 〈123〉, 〈011〉, 〈111〉, and 〈001〉-
oriented Au; 〈001〉-oriented Ni; 〈123〉, 〈011〉, and 〈001〉-oriented Nb; 〈001〉-oriented Ta; and 
“easy slip” / “hard slip” oriented Hf (see section 2.1.1 for details on these orientations). A single-
crystal Si wafer was also used to create micro-fracture samples (see Section 3.1) in both cylindrical 
column and micro-cantilevered beam forms. Non-pure-element materials used to create micro-
compression samples included a near-〈001〉-oriented grain (~9° misorientation) from a large-
grained sample of Al0.3CoCrFeNi high-entropy alloy (HEA), which has a single-phase face-
centered cubic (FCC) structure in the as-homogenized state used here [139-142], an 〈001〉-oriented 
slice of an ordered FCC Ni3Al intermetallic single crystal doped with 500 ppm B, and a section of 
amorphous Vit105 bulk metallic glass (nominal composition 65.7% Zr, 15.6% Cu, 11.7% Ni, 3.7% 
Al, and 3.3% Ti by weight).  
 
2.1.1 Crystal indexing 
X-ray diffraction (XRD) pole figures were used to determine the crystal orientation of self-
sourced bulk crystals prior to sample fabrication. Certain other bulk samples were examined via 
electron back-scatter diffraction (EBSD) to identify the orientation of a single crystal or individual 
large grains in a polycrystalline sample. Some self-sourced bulk crystals had previously been cut 
to a relevant orientation, so sample blanks could be produced using a simple low-speed abrasive 
saw. Others had the desired orientation tilted relative to the available flat surfaces, so new surfaces 
were cut using wire electrical discharge machining (EDM) with a goniometer stage. Commercially 
purchased single crystals were cut and polished to the requested orientation prior to being delivered 
and so were not examined via XRD or EBSD.  
In Hf, the “hard slip” orientation was an individual grain in a large-grained polycrystal, 
identified by EBSD as close to an orientation of [4̅84̅9] with an angle between the c-axis and the 
surface normal of 40.2°. This would be a highly favorable orientation for basal slip, but Hf deforms 
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predominately by prismatic slip [143], which was also confirmed later by post-test slip trace 
analysis (see Section 2.2). The “easy slip” orientation was similarly a single grain in the same 
large-grained Hf polycrystal, but this grain could not be successfully indexed by EBSD, despite 
multiple attempts with various rotations of the sample on the EBSD mount and adjustments of the 
software. The exact cause of the inability to index this grain remains unclear, but may be related 
to the orientation relative to the crystal surface or to the surface condition of the grain.  However, 
examination of post-test slip traces showed that the angle between the prismatic [112̅0]-type slip 
direction and the compressive surface normal was ~48°, while the angle between the prismatic 
[101̅0]-type slip plane normal and the surface normal was ~50°.  
 
2.1.2 Crystal surface preparation – grinding and polishing 
For self-sourced crystals, after the surface was cut to the desired orientation, the crystal 
blanks were ground flat, polished, and etched to produce a locally flat, strain-free surface. In order 
to maintain plane-parallel top and bottom surfaces, grinding and polishing were done with the 
crystal attached to a polishing screw (see Fig. 2.1) with CrystalbondTM 509 thermoplastic adhesive. 
Adjusting the stainless-steel face ring adjusts the height at which the grinding or polishing occurs, 
and the face ring has been trued to ensure it is parallel with the face of the brass stub. As long as 
the height has been adjusted so that the sample to be ground protrudes only a tiny amount above 
the face ring, maintaining light, even pressure on the face ring ensures that the resulting ground 
surface will be plane-parallel with the stub face (and therefore the bottom face of the sample 
blank). Generally, the weight of the polishing screw itself will supply sufficient pressure, so only 
lateral support is necessary while holding the screw in contact with the grinding wheel. The applied 
pressure can be increased during polishing, as the polishing wheels are more yielding and the 
material removal rate during polishing is almost nonexistent, so beveling of the sample or face 





Fig. 2.1. Adjustable polishing screw for plane-parallel grinding and polishing.  
 
 Grinding was done via wet grinding (with water as the lubricant) with increasingly fine 
silicon carbide grinding papers (400, 600, 800, and 1200 grit). For certain sample materials, such 
as Nb, grinding was instead done using only 600-grit alumina grinding papers. The grinding rate 
of the alumina particles is slightly lower than SiC, but they have a decreased tendency to fragment 
and embed themselves into the surface of the workpiece, which was a significant issue when 
grinding Nb single crystals with SiC grinding papers. Polishing was done using a diamond slurry 
with a 1 µm mean particle size, followed by an alumina slurry with a 50 nm mean particle size, 
both on soft high-nap polishing pads. This generally produced an optically near-flawless mirror 
finish.  
 
2.1.3 Crystal surface preparation – chemical etching 
Following grinding and polishing, self-prepared crystals were chemically etched to remove 
any damaged surface layer that developed from the process. Chemical etchants varied depending 
on the material to be etched (see below for details on individual etchants). The resulting surface 
should ideally be as flat as possible, but many simple material-removal etchants produce a rough, 
jagged surface on the micron scale. The best results were obtained with etchants known to produce 
a “chemical polishing” effect, where either diffusion or some aspect of the reaction kinetics limits 
the reaction rate and produces a smoothing response similar to the effect of electropolishing [144]. 
For the Nb〈011〉 crystal, it was confirmed via XRD omega rocking curve that this finishing step 
produces a surface free of lattice strain from grinding and polishing (the integral breadth was 
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0.0103°, close to the instrumental resolution limit on the PANalytical X’Pert MRD used to obtain 
the scan). 
For Au, most crystals were commercially purchased from Princeton Scientific Corp. (as 
the U.S. representatives of MaTecK GmbH) and delivered polished to specifications of an 
orientation accuracy of < 0.1° and a surface roughness of < 30 nm, and therefore did not need 
further polishing or etching. For the Au crystal sections that were cold-rolled and therefore 
required re-polishing (using only 1200 grit SiC paper and the standard polishing slurries), the 
etchant used was a mixture of 4 g KI, 1 g I2, and 40 ml H2O. This was a removal etch rather than 
a chemical polish, as no practical chemical polish etchants for gold were available, so it produced 
a moderately rough surface at the micron scale (see Fig. 2.2). 5 minutes of etching by immersion 
with gentle agitation removes ~5 µm from each surface of the gold samples, which was sufficient 
to remove the damaged layer (including a significant number of embedded SiC particles from the 
grinding step).  
 
 
Fig. 2.2. Rough surface of Au crystal after etching.  
 
This rough surface is not ideal, as the surface irregularities will remain at the top of the 
microcrystal samples produced later, but they will be removed almost immediately after the micro-
compression test begins by local deformation at any protruding points until the top of the 
microcrystal conforms to the flat-punch indenter tip. After this process is finished, the samples are 
found to deform essentially identically to a microcrystal with an initially flat top.  
For Ni, an effective chemical polish is 60-70% glacial acetic acid (~100% CH3COOH), 
40-30% concentrated nitric acid (68-70% HNO3), and 0.5% concentrated hydrochloric acid (~37% 
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HCl) [145]. As mentioned in the original patent, the hydrochloric acid concentration is crucial to 
allow good polishing action at room temperature – either increasing or decreasing the HCl 
concentration will reduce the effectiveness of the etchant [146]. Due to this etchant including a 
mixture of concentrated nitric acid and an organic acid, it should be neutralized prior to storage in 
a sealed container for disposal to prevent an explosion hazard. The neutralization process may be 
lengthy due to the incomplete dissociation of acetic acid.  
For Nb, an effective chemical polish is 1 part concentrated phosphoric acid (85% H3PO4), 
1 part concentrated hydrofluoric acid (48% HF), and 1 part concentrated nitric acid (68-70% 
HNO3), mixed fresh in the listed order. 5 minutes of immersion with gentle agitation of the sample 
removes ~50 µm of material from all sides of the sample, more than enough to ensure removal of 
the damaged layer [147]. Care must be taken when using and disposing of this etchant due to the 
highly concentrated acids and significant HF content. Substantial gas evolution will be observed; 
this is normal and does not seem to significantly affect the surface quality. This chemical polish 
solution was used on the 〈011〉- and 〈001〉-oriented Nb crystals (including the cold-rolled 〈011〉-
oriented crystals). The 〈123〉-oriented Nb crystal was commercially purchased from Princeton 
Scientific Corp. (as the U.S. representatives of MaTecK GmbH) and delivered polished to an 
orientation accuracy of < 0.1° and a surface roughness of < 30 nm, and therefore did not need 
further polishing or etching.  
For Ta, an effective chemical polish is 5 parts concentrated sulfuric acid (95% H2SO4), 2 
parts concentrated nitric acid (68-70% HNO3), and 2 parts concentrated hydrofluoric acid (48% 
HF) [148]. Immersion for ~15 s produces a smooth, gently rippled surface that is sufficiently 
locally flat for our purposes (i.e. the length scale of the ripples is much greater than the diameter 
of the created microcrystals). As with the Nb etchant, care must be taken when using and disposing 
of this etchant due to the highly concentrated acids and significant HF content.  
For Hf, an effective chemical polish is 45% concentrated nitric acid (68-70% HNO3), 10% 
concentrated hydrofluoric acid (48% HF), and 45% water [145]. As with the Nb and Ta etchants, 
care must be taken when using and disposing of this etchant due to the highly concentrated acids 




2.1.4 Microcrystal FIB milling 
Once a reasonably flat, damage-free surface has been obtained, microcrystal samples are 
prepared using annular focused ion beam (FIB) milling. This is generally done in three stages. The 
first is a “rough cut” with an inner diameter of 5-6 µm, an outer diameter of 20 µm, and a final 
depth to the base of the pit of 6-8 µm (typically done using the default “Si” milling profile, 
adjusting the nominal depth based on the relative milling rate of the target material). This is done 
at a high ion beam current of ~2-20 nA, depending on the relative milling rate of the material, 
which changes with composition and orientation. The next stage is a “preliminary thinning cut” 
with an inner diameter of 3 µm and a variable outer diameter, starting at a value just large enough 
to encompass the entire central pillar remaining from the rough cut. Milling at glancing incidence 
on the exposed surface of the pillar proceeds much more quickly than normal-incidence milling 
closer to the center, so this step generally requires multiple low-depth cuts with the outer diameter 
being decreased after each cut (essentially “peeling away” the outer section of the pillar layer-by-
layer). This will be done at a moderate ion beam current, ~230-2500 pA (generally ~10x lower 
current than the previous cut). The final stage is the “final thinning” cut, with an inner diameter of 
2.1-2.2 µm (observed to produce final pillar diameters close to the desired diameter of 2 µm due 
to unavoidable minor beam spread at the inner radius) and a variable outer diameter similarly to 
the previous stage. Depending on the material, it may be possible for this stage to be accomplished 
in a single milling step, but often multiple lower-depth cuts are required similarly to the previous 
stage. This is done at an ion beam current of 80-100 pA to reduce ion beam damage to the final 
microcrystal sample.  
The end result of the FIB milling process is a 20 µm diameter crater containing a nominally 
2 µm diameter x 6 µm tall cylindrical microcrystal sample at the center. A slight taper is 
unavoidable with top-down FIB milling; typical values are a taper half-angle of 1-2°. The final 
diameter is measured both near the top and the bottom of the microcrystal in the FIB, with the 
average of these values being taken as the microcrystal diameter for further calculations (e.g. 
conversion of applied force to engineering stress).  
The milling process can be repeated as many times as desired to produce microcrystals for 
testing purposes. It is worth noting that the ion beam must be refocused every time the beam current 
is changed for optimal milling behavior, so it is most efficient to do each individual stage multiple 
times before changing the beam current (e.g. do 5 rough cuts, then 5 preliminary thinning cuts, 
22 
 
then 5 final thinning cuts to produce 5 samples). Beam focus and astigmatism correction should 
be done on a target carved into a sacrificial area of the crystal to avoid unnecessary beam damage 
to the microcrystal sample region. Imaging of the sample area with the ion beam should be 
minimized, particularly at the high beam currents used for the rough cut.  
Different heights or sample diameters are possible, although maintaining the desired aspect 
ratio (height / diameter) of ~3 means that larger samples take significantly longer to mill. Not only 
must the crater depth be increased to increase the height, but the crater diameter must be increased 
to keep the entire sample visible at tilt angles available in the FIB (important for post-test 
morphological examination), resulting in milling time scaling as the cube of the desired diameter.  
 
2.2 Morphological and microstructural examination 
Morphological examination of deformed microcrystals was performed using scanning 
electron microscopy (SEM), typically at high tilt angles (45-52°) in a dual-beam FIB to allow 
viewing of the entire side of the deformed microcrystal from base to tip. This allowed the 
examination of slip traces on the microcrystal surfaces, serving several purposes. First, 
examination of the number of distinct slip-trace planes allows re-confirmation of the crystal 
orientation and active slip systems. This is especially valuable for microcrystals created from a 
single grain of a large-grained polycrystal, as EBSD can sometimes fail to index certain grains or 
orientations (e.g. the Hf “easy-slip” grain described in Section 2.1.1). Even when successfully 
indexed, the actual orientation of the grain chosen can be tilted away from the desired orientation 
by a small but noticeable amount (< 10°), since the available grains in a polycrystal are randomly 
oriented and therefore one which closely matches the desired orientation is not guaranteed to be 
present. Slip trace analysis allows verification of how many unique slip planes are active given 
potential undesired asymmetry of the loading direction or activation of non-primary slip systems 
(which is known to occur in micro-compression testing [149]). Second, examination of the 
distribution of slip traces across the microcrystal allows for some level of insight into the degree 
of strain localization present as a function of orientation, crystal structure, pre-deformation, strain 
rate, and material.  
The dislocation structures in deformed bulk crystals were examined by FIB-based lift-out 
and thinning of lamellae suitable for viewing in bright-field transmission electron microscopy 
(TEM). After lift-out and thinning, each lamella was polished using two levels of FIB 
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bombardment with reduced accelerating voltage (5 kV and 2 kV, versus 30 kV for lift-out milling 
and thinning) in an attempt to reduce TEM image artifacts resulting from ion-beam damage. 
Despite this treatment, significant levels of “salt-and-pepper” contrast or small dislocation loops 
from local irradiation damage were always present in the final TEM images. However, grown-in 
dislocations are generally longer line features and are thus distinguishable from this background, 
so long as the dislocations are not very densely grouped (in which case they might still be 
distinguishable from the ion-beam damage, but the number of dislocations in the feature cannot be 
reliably identified). This allowed for use of bright-field TEM imaging to examine the relative 
dislocation densities in the as-deformed crystals versus the as-grown crystal, the deformation stage 
reached, level of cell structure formation, and other such variables. Quantitative analysis of TEM 
images was done using the open-source Fiji software package based on ImageJ. To estimate the 
length scales of the cell structures, multiple lines that traversed various dislocation cells were 
drawn and their lengths averaged. To estimate dislocation line density, visible dislocation lines 
were traced using the freehand line selection tool and their lengths added together, then divided by 
the viewed volume. Said volume was estimated as the observed area of the image times a nominal 
thickness of 100 nm. This thickness estimate was used due to time and skill constraints preventing 
an accurate determination of the lamella thicknesses. The resulting error in the dislocation density 
estimate should not exceed a factor of 2, which is acceptable for semi-quantitative density 
estimates. Similar levels of error (perhaps a factor of 1.5) are plausible from difficulty determining 
whether a certain feature is a grown-in dislocation or merely residual FIB damage generated in the 
production of the TEM lamella. Electropolished TEM samples would have avoided this issue but 
were not available due to the very small size of the bulk Au crystals and a lack of equipment for 
effective electropolishing of TEM lamellae.  
 
2.3 Nanoindenter operating principles 
The device used for micro-mechanical testing in this research was the Hysitron TI-950 
Triboindenter. An understanding of the operating principles and mechanical behavior of the sensor 
is critical for accurate interpretation of test results. Figure 2.3 shows a simplified schematic of the 





Fig. 2.3. Simplified schematic of three-plate capacitive transducer.  
 
The indenter tip is rigidly attached to the central floating electrode plate, which is itself 
attached to the transducer body by low-stiffness leaf springs. An AC voltage is applied to each of 
the fixed electrodes, with the signal at the lower electrode being 180° out of phase with the signal 
at the upper electrode. The sum of the two AC signals causes the central electrode to register a 
position-dependent constant voltage, which is processed into the displacement values output by 
the device. To apply force to the indenter tip, a DC voltage offset is applied to the lower electrode, 
electrostatically pulling the central floating electrode downwards. This motion is resisted only by 
the support springs and any forces applied to the indenter tip by the sample. The force value output 
from the device is calculated from the applied DC voltage minus a position-based value that 
compensates for the effect of the indenter springs to linear order, i.e.  
 
𝐹𝑜𝑢𝑡𝑝𝑢𝑡 = 𝐹𝑣𝑜𝑙𝑡𝑎𝑔𝑒 − 𝑘𝑥 (2.1)  
 
where k is the calibrated linear spring constant of the support springs and x is the indenter 
displacement. The applied and measured voltage signals in the neutral position and with force 





Fig. 2.4. Voltages applied to stationary electrodes and measured at floating electrode.  
 
The fact that the force is applied electrostatically means the displacement cannot be directly 
controlled, putting this transducer closer to a fundamentally force-controlled device. This should 
be contrasted with fundamentally displacement-controlled devices, such as a screw-driven 
mechanical testing frame or a piezoelectric actuator with a load cell for force measurement. Using 
this force-controlled transducer for micro-mechanical testing at a specified displacement rate is 
possible through use of a proportional-integral-derivative (PID) feedback control loop that 
continuously monitors the displacement of the indenter tip, compares it with the displacement 
value(s) specified in the load function, and adjusts the applied load voltage to adjust the actual 
displacement towards the specified value at any given time (with this specified value increasing 
linearly with time for a constant drive-rate experiment). It should be noted that if the actual 
displacement manages to exceed the specified displacement (e.g. by a sudden burst of 
deformation), this will result in the controller reducing the applied force following said burst. This 
reduction in force will elastically unload the microcrystal until the measured displacement once 
again matches the nominal displacement, at which point the controller will resume increasing the 
load applied to the sample. In the case of a strain burst that is significantly larger than the total 
elastic deformation of the microcrystal, this unloading may continue until the indenter tip loses 
contact with the microcrystal. In such a case, the controller will move the indenter tip through the 
air so as to match the specified displacement-time profile, eventually re-contacting and reloading 
the microcrystal.  
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A PID feedback loop can also be used in force control, in which case the feedback primarily 
corrects for load drop due to the extension of the transducer support springs as the displacement 
increases. In contrast, open-loop force control simply sweeps the applied voltage to the value that 
would produce the desired force at a displacement of 0, with no feedback to correct for the effect 
of the support springs on the applied force, although the recorded and output values of force will 
account for this effect as specified in Eq. 2.1. The primary change is in the net force applied to the 
sample, which is less controlled in open-loop mode relative to closed-loop mode.  
The Performech® digital controller used with the transducer samples continuously samples 
the force and displacement voltages at a rate of 78 kHz to control the feedback loop. Data 
acquisition at a specified rate is done by averaging across an integer number of these data points, 
with 2 being the minimum number (giving a maximum rate of 39 kHz). This does mean that the 
data acquisition rate (DAR) is noticeably quantized if high values are desired; e.g. the next highest 
available DARs are 26 kHz, 19.5 kHz, and 15.6 kHz, with no values available between these. 
Entering a nominal DAR in the software that does not match one of the available rates will cause 
the actual DAR to be set to the closest available rate (e.g. a test at a nominal DAR of 16 kHz will 
run at a true DAR of 15.6 kHz). At lower nominal sampling rates, this quantization becomes less 
significant due to the decreasing relative difference between adjacent integers (e.g. 500 Hz is an 
available sampling rate, and the next available rate below 500 Hz is 496.8 Hz).  
Another important constraint on the data acquisition is that the controller and control 
software can record a maximum of ~200,000 data points per test. This produces a fixed relationship 
between the chosen DAR and the maximum test duration, e.g. at a DAR of 15.6 kHz the maximum 
test duration is ca. 12 s, or at a DAR of 800 Hz the maximum test duration is ca. 250 s. Given that 
these tests are also generally conducted at a constant strain rate (and therefore a constant drive 
rate), the limited test duration also implies a limited total deformation per test. The nominally 
6,000 nm tall samples were generally compressed to a total deformation of 20-25% axial 
engineering strain, i.e. a height reduction of ca. 1200-1500 nm. Depending on the exact DAR and 
drive rate chosen, this would often require multiple test cycles, with each separated by a full unload 
and reload of the microcrystal (since the device automatically moves the indenter tip out of contact 
with the sample and returns to the optics position after each test). As an example, the Au 
microcrystals were generally tested with a drive rate of 60 nm/s (strain rate of 10-2 s-1) and a 15.6 
kHz true DAR, so each test cycle produced 600-700 nm of plastic deformation, requiring two 
27 
 
sequential tests per microcrystal to produce the desired total deformation. Increasing the number 
of tests per microcrystal increases the maximum DAR for a given drive rate, but a certain portion 
of the displacement in each test cycle is elastic displacement (typically ca. 30 nm), so there is a 
hard minimum to the value of total displacement per test when plastic deformation is desired. In 
addition, moving the device from the optics position to the testing position and back takes a 
nontrivial amount of time regardless of actual test duration (ca. 5 min.) due to a number of built-
in settling periods, discouraging the use of large numbers of test cycles. 150 nm was determined 
to be the minimum practical displacement per test, requiring 10 tests per microcrystal for a total 
of ~1200 nm plastic deformation. Given these constraints, the maximum practical DAR in Hz for 
a given drive rate is approximately 1333 times the drive rate in nm/s. The lowest drive rate used 
was 0.06 nm/s (approaching the specified drift rate of 0.05 nm/s for the device) to produce a 
nominal strain rate of 10-5 s-1, which has a corresponding maximum DAR of only 80 Hz.  
 
2.4 Data filtering and analysis 
The primary data output from nanoindenter-based microcrystal compression testing is a 
stream of force/displacement/time points from each test. Plotting the force-displacement curves is 
useful for a general overview and sanity check on the deformation behavior. The force data were 
occasionally referenced for force-correlated displacement behavior (e.g. event size vs. force at the 
initiation of the event) or analysis of flow stress versus strain or strain rate, but the majority of the 
analysis was done on the displacement/time data stream, extracting and analyzing individual slip 
events. Several of these techniques were developed from suggestions or discussions with K. 
Dahmen and L.W. McFaul, as noted in their respective sections.  
 
2.4.1 Initial event extraction and separation 
In order to locate and separate initial event candidates, a semi-automated Matlab script was 
used. Velocity estimates are obtained from the raw displacement-time data using a least-squares 
linear fit in a sliding window of user-determined size centered about each time point. This is 
generally a much larger window than will be used to more accurately calculate velocity-time 
profiles in later processing, as the displacement-time data has not yet been smoothed and will 
produce very noisy results given a small window. From these estimates, a user-chosen velocity 
threshold is used to define initial event candidate regions, as intermittent slip events involve the 
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velocity spiking well above the background level. Each candidate region is extended in both 
directions by a user-defined number of data points to ensure a sufficient amount of near-stationary 
non-event data is available in each region; this may cause adjacent candidate regions to merge into 
a single, larger region. Figure 2.5 gives an example of these stages as seen in the Matlab code.  
 
 
Fig. 2.5. (a) Raw depth-time data from an 〈001〉-oriented Au microcrystal, trimmed to remove the irrelevant initial 
and final portions. (b) Velocity estimate with an 8 ms sliding window, much larger than the 0.5 ms maximum used 
for the final analysis in this material, plus threshold for defining candidate regions. (c) Initial definition of candidate 
regions superimposed on the raw depth-time data. (d) Candidate regions after extents are extended by 160 samples 
in both directions, with zoomed inset showing candidate region with multiple distinct events.  
 
Each candidate region thus established is then manually split into individual events, with 
the split points being regions of low displacement rate (i.e. near-horizontal traces in the 
displacement-time curve). Typically, ~20-30 data points is a sufficient interval to establish a region 
of stationary or near-stationary behavior separating event regions having much more rapid 
displacement over time, despite local noise-based fluctuations in the displacement-time curve. The 
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estimated velocity data is available as a guide during this step, although inspecting the raw 
displacement data directly is more precise due to the heavy averaging effect of the large velocity 
windows. The displacement-time data in each separated event region is then fitted with three linear 
fits (pre-event, during-event, and post-event), with the two points separating the three fitted regions 
being user-defined for each event, and the intersection points of the linear fits used to establish 
initial estimates of the event size and duration. Requiring that the post-event fit maintain a 
noticeably higher displacement value than the pre-event fit helps ensure that the measured events 
represent actual slip and not simply transient noise fluctuations [85].  
Accurate analysis of velocity-time data from the displacement-time data was desired, but 
this data stream is unavoidably noisy due to the high sensitivity of the nanoindenter and the high 
data acquisition rate (DAR) required to accurately capture the rapid slip events, so it must be 
smoothed prior to calculating the velocity to prevent excessive noise from obscuring the signal. 
Over the course of this research, several distinct smoothing methods have been used, each with 
advantages and disadvantages. These will be discussed in the following sections.  
 
2.4.2 FIR filtering 
The first denoising method used was finite-impulse response (FIR) filtering [150]. In FIR 
filtering, the raw data is smoothed by applying a lowpass filter using the Matlab commands fir1() 
and filter(). fir1(N,fc) uses a Hamming window to design a set of Nth-order FIR lowpass filter 
coefficients with a cutoff frequency of fc, where fc is a number between 0 and 1 representing a 
fraction of the Nyquist frequency. Thus, the absolute filter cutoff frequency FC is directly related 
to fc and the data acquisition rate (DAR) by  
 
𝐹𝐶 = 𝑓𝑐(𝐷𝐴𝑅 2⁄ ) (2.2) 
 
It should be noted that for a given filter order N, there is an effective minimum fc (with this 
minimum decreasing with increasing N). Setting a nominal fc below this value will not significantly 
change the actual frequency response of the resulting filter. For the filter order commonly used 
here of N = 30, this minimum is approximately fc = 0.05.  
Applying the lowpass filter using the filter() function introduces both a filter delay and 
transient spikes at the beginning of the filtered data, so N data points are removed from the 
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beginning to remove the transient spikes, and the time vector is shifted by N/2 data points to 
compensate for the filter delay (e.g., if the raw depth and time vectors are each 1000 data points 
long and N = 30, then the smoothed displacement-time profile uses smoothed depth points 31-
1000 and raw time points 16-985). This accurately aligns the smoothed output data with the raw 
data. The user-defined cutoff frequency makes FIR filtering flexible, but also adds uncertainty into 
the data analysis, as the optimal value of fc is not clear. Manual examination of raw versus 
smoothed data for various values of fc allows determination of a reasonable but not provably 
optimal value. The noise being the dominant component at high frequencies allows this rather 
simplistic lowpass filter to be an effective smoothing method.  
 
2.4.3 Wiener filtering 
Wiener filtering is a frequency-domain filter based on an estimated signal-to-noise ratio in 
the observed signal. This method had previously been used successfully to smooth noisy 
experimental data in research on both Barkhausen noise (intermittent magnetic domain wall 
movement) [77] and intermittent slip in metallic glasses [81], suggesting its possible use as an 
alternate filtering method. Given a reasonably accurate estimate of the behavior of the signal and 
the noise in the frequency domain, Wiener filtering defines an optimal set of filter parameters (with 
“optimal” defined as minimizing the mean-square error between the filtered signal and the 
estimated true signal) [151]. Neither the form of the true signal or the noise is known a priori, but 
following the method outlined in Numerical Recipes [151] they can be estimated from the observed 
data.  
To use Wiener filtering effectively, the first data required is an estimate of the form of the 
noise in the frequency domain. For this example, a zero-displacement-rate test with the 
nanoindenter tip in contact with an 〈001〉-oriented Au microcrystal provides the raw displacement-
time data here to allow investigation of noise-only data, with no signal component. Matlab’s 
implementation of the fast Fourier transform (FFT) function is used to transform this time-domain 
signal into a frequency-domain signal C(f). The frequency vector f is constructed as n points 
starting from 0 and increasing as integer multiples of 1 (𝑛∆𝑡)⁄ , where n is the number of data 
points and Δt is the mean time difference between adjacent data points in the raw data, with the 
latter being inversely proportional to the data acquisition rate (DAR). The squared complex 
modulus of the frequency-domain signal provides an estimate of the power spectral density (PSD) 
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of the noise. As shown in Fig. 2.6, the observed noise is very close to “white” noise, i.e. a constant 
PSD at all frequencies, with a very slight linear slope on the semi-log plot versus frequency visible 
in the data. Only the first half of the frequencies are displayed (i.e. a single-sided PSD plot), as the 
frequency-domain signal generated by the FFT function is symmetric about the Nyquist frequency, 
which is equal to half of the DAR.  
 
 
Fig. 2.6. Single-sided PSD of depth-time data from a stationary noise test. 
 
The slight slope observed in the noise PSD motivated the use of an exponential function 
fitted to the top of the PSD envelope (i.e. a straight line with an arbitrary slope on a semi-log plot) 
as the smooth noise estimate function, i.e. 
 
|𝑁(𝑓)|2 = 𝐴𝑒−𝐵𝑓 (2.3) 
 
where A and B are fit parameters. Figure 2.7 shows Eq. 2.3 fitted to the PSD of a 〈111〉-oriented 
Au microcrystal test with 60 nm/s drive rate and the same DAR as the noise test. The raw data is 
the corrupted signal PSD, |𝐶(𝑓)|2, from which we will estimate the noise PSD |𝑁(𝑓)|2. Since it 
was observed that the noise component is dominant at high frequencies, the region used to fit the 





Fig. 2.7. Single-sided PSD of depth-time data from a microcrystal sample test with noise fit.  
 
It is visible that the PSD of the sample test rises significantly above the extrapolated noise 
threshold at low frequencies. This is expected, as microcrystal tests with constant drive rate have 
a significant linear (and thus low-frequency) component to their displacement-time behavior. If 
the corrupted signal PSD |𝐶(𝑓)|2 is plotted on a log-log scale, it can easily be seen that in the low- 
frequency range 0 to Nf/4, the PSD obeys a power-law with frequency, i.e. on a log-log plot the 
data can visually be fitted with a straight line, or equivalently 
 
|𝐶(𝑓)|2 = 𝐴𝑓−𝐵 (2.4) 
 
where A and B are fit parameters. Figure 2.8 plots this data for the same sample test shown in Fig. 
2.7, with Eq. 2.4 fitted to the corrupted signal shown.  
 
 




We still need to obtain an estimate of the true signal behavior |𝑆(𝑓)|2, as the Wiener filter 
coefficients for each frequency are defined as  
 
𝛷(𝑓) = |𝑆(𝑓)|2 (|𝑆(𝑓)|2 + |𝑁(𝑓)|2)⁄ (2.5) 
 
However, if the noise is assumed to be uncorrelated with the signal (essentially the definition of 
noise) then one can define  
 
|𝐶(𝑓)|2 ≈ |𝑆(𝑓)|2 + |𝑁(𝑓)|2 (2.6)  
and therefore  
|𝑆(𝑓)|2 ≈ |𝐶(𝑓)|2 − |𝑁(𝑓)|2 (2.7) 
 
We have our fitted models of the noise PSD |𝑁(𝑓)|2 and the corrupted signal PSD |𝐶(𝑓)|2 from 
the experimental data (Eqs. 2.3 and 2.4), allowing us to redefine the filter coefficients as  
 
𝛷(𝑓) = (|𝐶(𝑓)|2 − |𝑁(𝑓)|2) |𝐶(𝑓)|2⁄ (2.8) 
 
which is approximately equivalent to the original formula per Eqs. 2.5-2.7. For every frequency 
where the coefficient would be less than zero (i.e. where the corrupted signal PSD model |𝐶(𝑓)|2 
is less than the noise PSD model |𝑁(𝑓)|2), the filter coefficients are set to zero. Given the relative 
behavior of the two models, this generally results in a “cutoff frequency” above which the filter 
coefficients are uniformly zero, typically close to 1/10 of the DAR (or 1/5 of the Nyquist 
frequency). Neither of the models can be evaluated at f = 0, but there the signal/noise ratio is 
expected to be greatest, so the coefficient is simply set to 1 there. These coefficients are evaluated 
for frequencies up to the Nyquist frequency (i.e. the first half of the frequency vector), and then 
flipped and appended to themselves to match the frequency ordering used by default in Matlab’s 
implementation of the FFT function.  
Having obtained the filter coefficients 𝛷(𝑓), the corrupted frequency-domain signal 𝐶(𝑓) 
is multiplied by the corresponding filter coefficient at each frequency, followed by taking the 
inverse Fourier transform of the result. This gives a filtered time-domain signal, which typically 
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contains some small imaginary components. These components are dropped, although they can be 
used as a sanity check on the filter’s performance – if the imaginary components are too large, 
then the filter is not performing well. The values of these imaginary components are generally 
below a magnitude of 10-4 for experimental data that allows the filter to perform well. Figure 2.9 
gives a plot of raw versus smoothed depth-time data for a slip event in the same test data used for 
Figs. 2.7 and 2.8, showing the excellent performance of the Wiener filter. Smoothed data from FIR 
filtering with two different values of cutoff frequency are also included for comparison. All filters 
used in Fig. 2.9 are in the range of good performance, so the differences in the smoothed curves 
are quite small. More significant differences appear when calculating velocity values, as the 
derivative strongly amplifies any differences that are present in the smoothed curves.  
 
 
Fig. 2.9. Raw versus smoothed depth-time data during a slip event using Wiener and FIR filtering.  
 
Roughly 60 data points must be removed from both the beginning and the end of the 
smoothed data set due to the presence of spurious filtering-induced oscillations (edge effects). 
Since this smoothing is done to an entire curve at once, and 60 data points is a tiny fraction of the 
length of the curve (typically ~200,000 data points, see Section 2.3), the data to be smoothed can 
easily be selected to ensure that the removed data points are not in important parts of the 
displacement-time curve. The longest possible sample is best, as an increased number of data 
points improves the frequency resolution of the FFT. However, it is important to exclude the 
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“initial contact” and “final unloading” sections of the displacement-time curve, as making or 
breaking elastic contact of the tip with the microcrystal sample tends to generate large-amplitude 
(but low-force) displacement oscillations that are not present during the actual test and which can 
interfere with the filter calculations if included.  
While this filter method is an improvement over FIR filtering in ease of use and often offers 
improved performance as well, it should be noted that there are conditions where it can perform 
poorly. To obtain an accurate estimate of the noise, the DAR must be high enough to ensure that 
there is a significant portion of the raw depth-time PSD that is dominated by the high-frequency 
noise background, although conveniently this condition agrees well with the desire for a high DAR 
to accurately track the dynamics of the rapid slip events. In a similar fashion, if the drive rate is 
increased for a fixed DAR, for sufficiently high drive rates the signal component will be significant 
at frequencies approaching the Nyquist frequency, preventing an accurate estimate of the noise in 
that experiment and reducing the effectiveness of Wiener filtering. In such cases, FIR filtering with 
a carefully chosen value of fc is more appropriate.  
 
2.4.4 Velocity profile calculation 
Regardless of the filtering method used, the velocity-time profiles are calculated using a 
least-squares linear fit to the smoothed displacement data within a sliding window centered around 
each time point (as mentioned in Section 2.4.1). The window size was dynamically calculated for 
each event based on the initially estimated duration of the event during extraction. The window 
width was set to be equal to a number of data points equivalent to 1/8th the duration of the event, 
with a minimum of 2 data points and a user-chosen maximum (intended to retain finer details in 
very long-duration events). At the minimum window size of 2, the velocity calculation acts as a 
two-point difference method. See Table A.1 in Appendix A for a list of the VelWindowMax values 
(the user-chosen maximum width mentioned above) used for the various data sets.  
 
2.4.5 Event extents re-calculation and extraction of characteristic values 
Having established more accurately calculated velocity profiles for each individual event, 
the event extents are then automatically re-evaluated based on the velocity profiles. Figure 2.10 
gives a schematic illustrating this process. The peak event velocity is obtained (simply the 
maximum value of the velocity data within the initially estimated event extents), and a velocity 
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threshold is established as 10% of this peak velocity value (the threshold percentage can be 
adjusted, but 10% was used for all data in this research). The event extends before and after the 
time of the peak velocity until the first points in each direction where the velocity value drops 
below this threshold. These points are defined as the “cleaned” event extents, and the time and 
displacement difference between the two extents are defined as the event duration and event size. 
Other variables (e.g. force at event initiation) can also be obtained by matching the time values of 
the cleaned event extents. The same method is used regardless of filtering technique, although 
changing the filter details can affect the velocity profiles and therefore the results. If noise has not 
been sufficiently suppressed by filtering, this technique will tend to halt almost immediately at 
severe dips in the velocity profile caused by amplified noise, producing undesirable results.  
 
 
Fig. 2.10. Schematic of event extent re-calculation process with definition of event size and duration. Here, Wiener 
filtering was used to produce the smoothed data.  
 
2.4.6 Size distributions - maximum-likelihood estimator analysis 
After event sizes have been obtained, a primary variable of interest is the underlying 
distribution function generating the observed event sizes. One powerful technique to examine 
experimental distributions is the maximum-likelihood estimator (MLE) method. In this technique, 
a form is assumed for the distribution function, such as a power-law distribution following the 
function  
 




with A and B being fit variables. The “likelihood” of a particular value of the fit variables is 
obtained by plugging every experimentally observed event size S into the proposed distribution 
function and multiplying the resulting probabilities together; this product is the “likelihood” of the 
proposed distribution given those particular values of the fit variables. Optimal values of the fit 
variables are then found by adjusting them so as to maximize this likelihood (hence the name of 
the technique). Depending on the form of the proposed distribution, there may be analytical 
solutions for these optimal values, or they may have to be obtained by a nonlinear iterative 
maximization algorithm.  
Not only does this method allow for optimization of any fit variables in the proposed 
distribution, it can also be used to compare different proposed distribution forms, e.g. a power-law 
distribution as in Eq. 2.9 compared versus an exponential distribution  
 
𝑃(𝑆) = 𝐴𝑒−𝐵𝑆 (2.10) 
 
where A and B are fit parameters, or a truncated power-law distribution 
 
𝑃(𝑆) = 𝐴𝑆−𝐵𝑒−𝐶𝑆 (2.11) 
 
where A, B, and C are fit parameters. Given the optimized likelihood values for two distributions, 
dividing one by the other gives the “likelihood ratio” R, where the distribution with the higher 
likelihood is a better fit to the experimental data. The likelihood ratios can be extremely large, so 
often a logarithm is taken to produce the “log-likelihood ratio”, which has similar properties. 
Equations also exist for predicting p-values for whether the observed favoring of one distribution 
over another is statistically significant, based on the estimated error in the fitted variables [152].  
This technique is significantly improved over previous methods of finding empirical 
power-law exponents, such as least-squares linear fits on log-log plots to histogram-binned 
probability density estimates, as it both allows explicit comparison of the power-law with other 
options (allowing verification of the type of the distribution, which is not necessarily known a 
priori) as well as demonstrably producing more accurate results for the value of the power-law 
exponent [152]. MLE analysis also provides a statistical estimate of the error in the exponent, but 
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this error is generally small relative to the changes that can be introduced by changing the limit(s) 
of the fitted region [78] (see SOM for that paper), so confidence intervals were instead calculated 
by manually varying 𝑥𝑚𝑖𝑛 (a user-specified minimum value for x required for MLE analysis of 
power-law or truncated power-law distributions) and observing the range of exponents obtained. 
A Python code package for automatic calculation of these variables and generation of R and p-
values by comparison of different distributions is available, and was used for this research [153]. 
See Appendix B for a list of the results of the calculations described above for the various data 
sets.  
As discussed in Section 1.2.1, certain MFT-based models predict that the size distributions 
can be affected by stress at which the events occur [63, 64]. Experimentally, this causes the 
analysis to be split into two possible variants. The first is the “stress-binned” distribution 𝑃(𝑆), 
where all events feeding into the distribution occur at very similar values of stress. This can be 
accomplished experimentally by selecting one or more subsets of the experimental data within 
narrow stress ranges, with one distribution generated per range. The second variant is the “stress-
integrated” distribution 𝑃𝑖𝑛𝑡(𝑆), where all observed events are included in the same distribution 
regardless of stress. Given the large number of events required for a reliable estimation of the 
distribution scaling exponent, and the experimental effort required to acquire large numbers of 
events, in this work only the stress-integrated distribution is used. The distinction between “stress-
binned” and “stress-integrated” distributions is made for both probability density functions (PDFs) 
as 𝑃(𝑆) or 𝑃𝑖𝑛𝑡(𝑆), and complementary cumulative distribution functions (CCDFs) as 𝐶(𝑆) or 
𝐶𝑖𝑛𝑡(𝑆). See Section 1.2.1 and Eq. 1.3 for a definition of CCDF. Empirical CCDFs can be directly 
constructed from raw event data without binning or other user-chosen parameters (unlike empirical 
PDF estimates) and are therefore used for plots of experimental size distributions in this work.  
 
2.4.7 Size-velocity scaling exponent calculation 
As discussed in Section 1.2.1, it is predicted by MFT that the peak event velocity should 
scale as a power-law function of event size. Specifically, the theoretical predictions say it should 







where S is the event size and 〈𝑣𝑚|𝑆〉 is the peak velocity at a given size (averaged across many 
events of said size) [64, 81]. Experimentally, power-law scaling is found, but it is possible for the 
scaling exponent to vary from the predicted value of 0.5. To calculate experimental values of the 
scaling exponent with confidence intervals, first the raw size-velocity data was logarithmically 
binned in size, and the mean and standard deviation of size and velocity within each bin were 
calculated. It was assumed that the measured events were normally distributed within each bin on 
both axes, which allowed the generation of simulated data sets with a single size and velocity value 
for each bin taken from normal distributions with the same mean and standard deviation as the raw 
data for that bin. A large number of such simulated data sets (generally 10,000) were generated 
and fitted with a linear fit to the logarithm of the simulated data; see Table A.1 in Appendix A for 
a list of the number of logarithmically-spaced bins and number of Monte Carlo iterations used for 
the various data sets. The observed slopes of the linear fits for each data set produce an 
approximately normal distribution of exponent values. This empirical exponent distribution was 
fitted using a normal distribution function, with the fitted mean being taken as the mean exponent 
value, and the confidence interval taken as ±1.96 times the standard deviation of the fitted normal 
distribution (i.e., a 95% confidence interval).  
The purpose of this Monte Carlo method was to more accurately represent the potential 
variance in measured scaling exponent between experiments. By default, we combine all of our 
test data with the same test conditions into single data set. A scaling exponent can be fitted to the 
scatter cloud of event size and velocity values, but if we hypothetically gathered a new data set 
with a similar number of points, the data points are unlikely to fall in identical locations, and 
therefore might give a somewhat different value for the scaling exponent. Simulating hypothetical 
data sets based on the observed data gives an idea of the potential variance this can introduce, and 
thus a more realistic confidence interval for the value of the scaling exponent.  
 
2.4.8 Size-binned mean velocity profile calculation and analysis 
As discussed in Section 1.2.1, the mean velocity profiles at fixed size are a topic of interest, 
particularly in terms of investigating whether they can be shown to be self-similar by a scaling 
collapse or if they match the predicted shapes [81, 99-101]. To obtain said profiles experimentally, 
extracted events are first binned according to event size (hence the name “size-binned” mean 
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velocity profiles). The velocity-time profiles of events within a given size bin are padded with zero 
velocity values at the end to match the number of data points in the profile with the greatest 
duration, shifted in time to begin at 0 s, and then directly averaged together to produce mean 
velocity-time profiles – note that this assumes that all events are from a single data set with a 
consistent DAR, so the time intervals between data points are identical. At each point, y-error bars 
are generated from 95% confidence intervals based on the standard error of the mean for that point, 
i.e. overall 
 
𝑣𝑚𝑒𝑎𝑛(𝑡) = 𝜇(𝑡) ± 1.96 𝜎(𝑡) √𝑛⁄ (2.13) 
 
where 𝜇(𝑡) is the sample mean of the velocity values 𝑣(𝑡), 𝜎(𝑡) is the sample standard deviation 
of 𝑣(𝑡), and 𝑛 is the number of profiles averaged together. As mentioned in Section 1.2.1, the 
mean profiles for each size bin are then collapsed by rescaling both axes, which is done by dividing 
all x- and y-values by a factor of S0.5, where S is the central event size for the given bin. Later 
experimental work found that this value of the rescaling factor did not necessarily produce a good 
collapse, seeming sensitive to the details of the data filtering or other experimental parameters. 
The rescaling factors for the x- and y-axes were therefore adjusted to use the empirically observed 
size-duration and size-velocity scaling exponents, respectively, which resulted in an improved 
collapse [154] (see also Section 3.2.2). Note that the collapse seems fairly insensitive to small 
changes in scaling collapse exponent (ca. ± 0.1), although it is noticeably affected by larger 
changes (ca. ± 0.2 or larger). This is likely due to the inherent irregularity in the experimental 
velocity profiles – the error bars in the averaged profiles are large enough to overwhelm or 
compensate for minor changes in scaling, but more significant changes are detectable.  
As discussed in Section 1.2.1, the collapsed profiles have a predicted “shape” function from 






where A and B are non-universal fit parameters [81, 99-102]. It may be possible to produce similar 
predictions for the profile shapes at fixed size from other models, e.g. the jamming-unjamming 
simulations discussed in Section 1.2.2, but I am not aware of any such predictions at this time. It 
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was found that Eq. 2.14 could not always be made to fit the experimental results well, so an altered 
function  
 
𝑣(𝑡) = 𝐴𝑡𝑒−𝐵𝑡 (2.15) 
 
was introduced, inspired by equations used to fit shapes of magnetic domain avalanches [65, 104], 
with the weaker exponential decay term intended to produce slower relaxation from the peak 
velocity. This was found to fit the experimental data better than Eq. 2.14 for some data sets [155] 
(see Section 3.2.2).  
 
2.4.9 Size-integrated mean velocity profile calculation 
While the size-binned profiles mentioned in the previous section are useful, particularly 
for experimentally examining the self-similarity of profiles from events of different sizes, it can 
be difficult to acquire sufficient experimental data for a robust result. Ideally, each bin would 
contain a large number of events to ensure that stochastic outliers do not have an undue effect on 
the average, but also be as narrow as possible to ensure that the averaged events are of similar size. 
Combining these two desires requires a very high density of data points, which is especially 
difficult at higher sizes where events become significantly less common [49, 72, 75, 78]. An 
alternate method of producing an averaged velocity profile is the “size-integrated” mean profile 
[Karin Dahmen, personal communication, Sept. 2017], so called because it combines events across 
a wide range of sizes, which dramatically increases the amount of usable data per profile. Rather 
than directly averaging across events of similar size and then rescaling the resulting mean profiles, 
individual velocity profiles are collected from all events within a specified (wide) size range and 
rescaled before averaging to produce a single mean profile.  
Each individual profile is rescaled in time and velocity based on the size of the respective 
event, using the same scaling factors as used for the size-binned profiles (see previous section). 
The time values are shifted to begin at 0 for each profile, and all profiles are padded with additional 
zero velocity values (at the same time intervals as the previous data in the profile) to a maximum 
of the greatest scaled duration observed. Note that the time intervals between data points are no 
longer consistent between different profiles, as each profile is scaled in time based on its respective 
event size, so the time values of data points from different profiles will not precisely match as they 
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did for the size-binned profiles. Therefore, instead of directly averaging together data points at 
identical time values, the time axis must be split into bins and the velocity values within each bin 
averaged together to produce the mean velocity values and confidence intervals (see Eq. 2.13). 
The width of the averaging bins is initially defined as slightly larger than the minimum scaled time 
interval between data points (i.e., the minimum value for the bin width where each bin will contain 
at least one data point). Said width can be manually increased if this minimal value results in 
excessive variance due to a low number of data points per bin. Each calculated mean velocity with 
confidence interval is then associated with the time value at the center of the corresponding time 
bin, producing the desired size-integrated mean velocity profile.  
These size-integrated profiles can be fitted using the same functions as the size-binned 
profiles. However, the idea of altering the fixed power in the exponential factor (see Eq. 2.14 vs. 






where the new parameter C is determined by a nonlinear fit like the other parameters [154]. It was 
found that this new function could consistently be adjusted to fit the data better than a simple 
integer value of C, with the variation in C for different data sets being a useful measure of the 
“shape” of the profile. In particular, as the value of C decreases, the relaxation of the velocity from 
its peak value becomes slower and more extended. To prevent instabilities in the nonlinear fitting 
routine, C was limited to values between 0 and 3. This new fit function can be used to fit both size-
integrated data sets and the previously described size-binned data sets, if so desired.  
 
2.4.10 Duration-binned mean velocity profiles 
A different form of velocity-profile analysis involves the shapes produced by averaging 
across events of similar durations, rather than similar sizes [59, 60, 68, 77, 81, 97, 99, 100, 103, 
104] (see also Section 1.2.1). To obtain such “duration-binned” mean velocity profile shapes, first 
a subset of events is chosen by event size to ensure that all events are within a reasonable size 
range (i.e. not so small as to be severely affected by noise, but not so large as to be moving into 
the exponential-decay dominated portion of the size CCDF). The events in that subset are binned 
by duration and normalized in duration and peak velocity. While the profiles within a given bin do 
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not necessarily have the same number of points, they are very similar due to having identical DARs 
and similar durations. Points within the profiles are grouped using a second set of bins, with the 
number of grouping bins based on the average number of data points for profiles in that duration 
bin. Within these groups, velocity values are averaged to produce the mean value and 95% 
confidence interval of the mean for the velocity at that point, with the associated time value being 
the midpoint of the grouping bin. These mean profiles are then rescaled once more so that the time 
range spans from 0 to 1 and the highest mean velocity value is 1.  
 
2.4.11 Resolved shear stress and shear strain calculations 
Force-displacement data was collected for every data set. An example force-displacement 
curve is shown below in Fig. 2.11.  
 
 
Fig. 2.11. Selected force-displacement data from a test on an Au〈001〉 microcrystal.  
 
However, force-displacement data by itself is not directly comparable between data sets, 
even for different orientations of the same material, due to the Schmid-factor effects on the 
resolved shear stress and shear strain (these being more fundamental quantities of deformation). 
In addition, there is noticeable sample-to-sample variance between the flow curves of the 
microcrystals within a given sample set, which is a well-established trait of micro-compression 
testing [45-47]. One cause for this variance is the stochastic nature of the strength of the weakest 
available dislocation source(s) as the sample size decreases and the number of such sources 
becomes extremely small, given that our samples are generally well-annealed crystals with low 
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initial dislocation density [156]. Both the distribution of source lengths from their pinning points 
to the surface and their orientation relative to the loading direction can affect the stress at which 
the first dislocation source becomes operative. Variations also exist in the diameter of each sample, 
both from sample to sample and between the top and bottom of each sample (as top-down annular 
ion milling inevitably produces a slight taper). To account for these effects and to give a more 
accurate overview of the stress-strain behavior of the different microcrystal sample types, instead 
we use a resolved shear stress versus resolved shear strain plot, with values averaged across all 
samples in each data set.  
For the resolved shear stress calculation, the diameter of each individual microcrystal is 
measured near the top and bottom of the microcrystal using SEM prior to deformation, and the 
two values are averaged together. Dividing the applied force by the area calculated from the 
resulting diameter produces a value for axial engineering stress. To resolve this axial stress onto 
the slip plane as shear stress, we multiply by the Schmid factor 
 
𝑀 = cos(𝜑) cos(𝜆) (2.17) 
 
where φ is the angle between the loading direction and the slip direction, and λ is the angle between 
the loading direction and the slip plane normal. M is a fixed value for each loading orientation (i.e., 
each data set), making the stress calculation straightforward once the microcrystal diameters are 
obtained and associated with the appropriate data files. True stress is not calculated, as the area of 
the deforming microcrystal was not tracked during deformation, and the occurrence of 
significantly localized deformation prevents the calculation of true stress from engineering 
stress/strain values.  
The resolved shear strain calculation is more approximate. The height of each microcrystal 
is assumed to be the nominal value of 6 µm, as the transition between the microcrystal and the 
supporting bulk is not necessarily well-defined enough to allow measuring a more precise height. 
The measured displacement values are then converted to axial engineering strain using the standard 
equation 
 




where ∆𝑙 is the change in length (i.e. the measured tip displacement) and 𝑙0 is the nominal initial 
height of 6 µm. This is then converted into resolved shear strain γ by dividing by the Schmid factor 
M, i.e.  
 
𝛾 = 𝑀⁄ (2.19) 
 
[119]. True strain is not well-defined for inhomogeneous deformation (e.g. deformation of 
microcrystals oriented for single slip) and as such is not calculated.  
The net result of these equations is that the force-displacement curve for each microcrystal 
can be converted into a resolved shear stress / resolved shear strain curve by multiplying each axis 
by a fixed scaling factor. For strain, this factor is fixed for the entire sample set, while for stress it 
is fixed for individual samples (varying only with the sample diameter within a given sample set).  
As mentioned earlier in this section, there is a noticeable amount of variance in the stress-
strain behavior from sample to sample, so we want to average together multiple flow curves. Also, 
as is visible in Fig. 2.11, substantial elastic unloading and reloading can occur during 
displacement-controlled testing – this is a consequence of the interaction between the high-velocity 
intermittent slip events and the behavior of the displacement-control feedback loop (see Section 
2.3).  
To avoid including the elastic unloading/reloading sections in the calculation of the flow 
stress, the force-displacement data for each sample is split up into displacement bins with a user-
defined width (typically 20-30 nm). Any force values below a user-designated minimum are 
disregarded (this is intended to let the code ignore force values below which the deformation is 
elastic for all points in a data set, with the force minimum being set by directly inspecting said data 
set). All remaining force values within a given displacement bin are sorted, with the greatest 5% 
being retained and averaged together. Each of these averaged force values is then associated with 
a displacement value corresponding to the center of its respective bin, resulting in a new force-
displacement curve with a greatly reduced number of points that represents the force values 
required to induce plastic flow. These force-displacement curves are then converted to resolved 
stress-strain curves as described earlier in this section.  
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All of these plastic flow curves for a given data set (across multiple samples) are collected 
together, and again binned by depth. The stress and strain values within each bin are averaged 
together, finally producing the overall mean flow curve. Error bars with a magnitude equal to the 
standard deviation of stress within each bin are also shown on the resulting plots. For examples, 
see Section 3.3.4. An overall strain hardening rate can be calculated by taking a least-squares linear 
fit to a selected region of the hardening curve (ideally as wide of a region as possible, but not all 
of the observed flow curves show a consistent linear hardening trend). In this work, we typically 
refer to this as the “apparent” strain hardening rate, as the values calculated from these microcrystal 
tests are not directly comparable to values from bulk testing. This is due to various issues, such as 
the sensitivity of the apparent hardening rate to the nanoindenter control mode [86] (see Section 
2.3 for a description of the control modes). In closed-loop force control, the applied force is 
typically not allowed to decrease over time (via a monotonically increasing load function). This 
increases the apparent hardening rate relative to closed-loop displacement control, where it is 
possible for the value of applied force to decrease (see e.g. Fig. 2.11). Similarly, while single 
crystals oriented for multiple slip on loading show a nonzero hardening rate in bulk testing 
immediately after deformation begins, this is not necessarily the case for microcrystals (see Ref. 




CHAPTER 3: RESULTS AND DISCUSSION 
This chapter shows the results of the experimental work done for this thesis and provides 
discussion and analysis of the results. It should be noted that the flow of this chapter generally 
follows the chronological development of this research project, although certain sections have been 
shifted to place them with related material or expanded with additional data that was gathered after 
they were originally published. The papers previously published over the course of this research 
with material included in this thesis are (in order of publication) Refs. [150], [155], [158], [159], 
and [154]. A further two collaborative papers with work included in this thesis, Refs. [160] and 
[161], are currently under review but have not yet been published.  
 
3.1 Validation of dynamic micro-compression testing 
The first aim of this research project was to validate that the dynamic measurements (e.g. 
slip velocities and velocity profiles) made using the TI-950 Triboindenter accurately reflected the 
behavior of the sample and were not affected by the limitations of the device, including resolving 
questions previously raised as to whether the device was losing contact with the microcrystal 
during such rapid dynamic motion. This involved in-situ electrical contact resistance (ECR) testing 
showing electrical contact being maintained during dynamic slip events, a comparison of observed 
event velocities in various materials under micro-compression testing, and a detailed analysis of 
the dynamic mechanical properties of the transducer itself. Finally, a frequency analysis of the 
dynamic behavior of the transducer in various conditions demonstrates that mechanical resonances 
seem to have relatively little effect on the observed results. It should be noted that a significant 
portion of the material in this section was previously published in Ref. [150], although it has been 
augmented with additional data and insights from later testing.  
 
3.1.1 Nano-ECR measurements 
For confirmation that contact is maintained with the sample during slip events, we initially 
turned to in-situ nano-electrical contact resistance measurement (ECR). This technique applies a 
voltage to a conductive indenter tip and measures the current flowing through the tip and into the 
sample during an indentation test. If contact were lost, the continuous flow of current through the 
tip and into the sample should be interrupted, which would be observable in the measured current 
data. The samples used were 〈001〉-oriented Au microcrystals produced as described in Section 
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2.1, and a DAR of 7 kHz was used for all data in these tests. Figure 3.1a shows a typical force-
displacement curve obtained from the ECR tests with an applied voltage of 3 mV in displacement 
control mode. After an initial apparent elastic response, plastic flow sets in at about 300 µN (~90-
100 MPa).  
 
 
Fig. 3.1. (a) NanoECR data in displacement-control mode. (b) Close-up view of initial large event in (a). (c) 
NanoECR data in open-loop control mode. (d) Force versus current during elastic deformation before and after the 
slip event shown in (b). See text for more details. 
 
In addition to the force-displacement data, the current I is displayed in Figure 3.1a. It can 
be seen, particularly at low displacements, that each time there is displacement jump a small drop 
in the current signal appears. This coincides with the device-controlled elastic unloading after each 
event. There is thus a clear correlation with applied force and current level that can be monitored 
during deformation, possibly related to changes in contact area and/or contact resistance caused 
by the changing force. Changes in current can also be caused by microstructural changes (e.g. a 
sudden change in dislocation density) that alter the overall resistivity of the sample.  
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More insightful for the in-situ electrical contact study is to investigate the evolution of the 
current throughout one of the displacement jumps. Since it was previously shown that larger events 
are faster for both FCC [85, 162] and BCC [76] crystals (which is in agreement with crystal 
plasticity modeling [163, 164]), a close-up of the data for a large displacement jump of 25 nm is 
displayed in Figure 3.1b. This plot shows no indication of any current drop during the forward 
surge of the indenter tip, which implies that within the time resolution (ca. 0.1 ms) of the 
measurements the slipping crystal remains in contact with the compression tip. Figure 3.1d shows 
a plot of force versus current before and after this slip event, confirming that while the absolute 
value of the current at a given force changes after the deformation of the sample, the slope of the 
force-current relationship remains very similar, and the current measurement would therefore 
presumably reveal any significant force drops. We also observe continuous current for the other 
steering modes, specifically closed-loop force-controlled and open-loop force-controlled 
deformation. Figure 3.1c shows a similar plot to Figure 3.1a for data obtained using open loop 
force-controlled deformation. While the current does decrease during the early large event, it does 
not fall to zero. A decrease in current is qualitatively consistent with the drop in measured force 
during the event.  
It is potentially possible for current to be sustained even through a loss-of-contact event if 
an arc formed from the indenter tip to the sample. However, such an arc should both be observable 
in the current signal (which is not seen), as well as leave visible damage on the microcrystal 
surface, vaporizing a small portion of the area contacted by the arc. Figure 3..2 below shows a 
representative microcrystal after nanoECR testing with its top surface bearing no trace of such 





Fig. 3.2. Au microcrystal imaged following nanoECR testing to show absence of surface pitting.  
 
3.1.2 Comparison of event velocities in different materials 
Another test to verify if the dynamic behavior of the events was being limited by the 
transducer was to simply measure slip velocities in microcrystals of various different materials and 
compare the ranges observed. If the transducer was the limiting factor on the dynamic behavior, a 
characteristic maximum velocity independent of material would be expected. Discussion of the 
initial results is available in Ref. [150], but during that initial research, the only samples available 
were Si microcrystals, Vit105 bulk metallic glass micro-pillars, 〈001〉-oriented Ni3Al intermetallic 
microcrystals, and 〈001〉-oriented Au microcrystals (see Section 2.1.1 for details on these 
samples). Fracture of the cylindrical Si microcrystals was used as a known loss-of-contact scenario 
to demonstrate the most extreme possible case, where the indenter tip genuinely lost contact with 
the material, as initiation of brittle fracture in Si generally results in immediate and near-
instantaneous destruction of the entire micro-sample. Cracks are known to propagate at a velocity 
of several km/s in Si [165], on the order of the speed of sound in the material. The external force 
calculation method described in Section 3.1.3 was used to verify that the indenter tip lost contact 
with the sample; cases of non-catastrophic partial crack propagation where the sample remained 
in contact with the tip were not included in this plot. While a comparison of the observed velocities 
was given in Ref. [150], the equivalent Fig. 3.3 here has been expanded with a number of additional 





Fig. 3.3. Peak slip velocities in cylindrical compression micro-samples of various materials and orientations.  
 
The data set marked “Au〈001〉, NMI” in Fig. 3.3 refers to the fact that the micro-
compression testing for that data set was done by P.S. Phani using a NanoFlip device from 
Nanomechanics Inc. (NMI), with a data acquisition rate of 100 kHz on the displacement channel. 
The samples were identical to the 〈001〉-oriented Au microcrystals used in the standard data set, 
and the change in transducer and data acquisition rate does not seem to have significantly affected 
the slip velocities. This is taken as evidence that the 16 kHz DAR used in the default testing is 
sufficiently high to measure said velocities with reasonable accuracy. The reduced variance and 
maximum velocity in the NMI data set is considered to be due to the lower number of events 
available in the limited raw data for this test set (~120 events, versus ~1400 for the original 
Au〈001〉 data set).  
The data set marked “Au〈001〉, MEMS” in Fig. 3.3 was similarly obtained using an 
alternate transducer, in this case a micro-electromechanical system (MEMS) transducer produced 
by Hysitron with significantly reduced mobile mass (0.681 mg for the MEMS transducer versus 
0.445 g for the nanoDMA transducer; see Section 3.1.3 for details of mobile mass calculation). 
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This data was provided by D. Stauffer and E. Hintsala of Hysitron, Inc. The reduction in inertial 
forces from the reduced mobile mass does seem to have slightly increased the average event 
velocity, but with only a few outliers exceeding the range observed in the original data set. These 
effects are fairly minimal given the dramatic reduction in indenter mass (~3 orders of magnitude).  
A conclusion from Ref. [150] that remains identical here is that the Si micro-crystal fracture 
events having loss of contact with the sample produce substantially higher velocities than the slip 
events occurring in any other material tested, evidence that the transducer is not limiting the 
measured slip velocities. As will be shown in the following section, the mobile mass of the 
transducer is small, so very high accelerations can be obtained even for relatively small net forces 
on the tip. It is also easily visible in Fig. 3.3 that orientation has remarkably little effect on slip 
velocities in the high-symmetry cubic crystals, although it has a significant effect in the highly 
anisotropic hexagonal-close-packed (HCP) Hf. Similarly, both the BCC and FCC materials tested 
seem to share a general velocity range for a given crystal structure, with the BCC materials (Nb, 
Ta) having much lower slip velocities than the FCC materials (Au, Ni, Ni3Al, and HEA – see 
Section 2.1 for details on samples). This difference in velocities will be elaborated upon further in 
Section 3.2. None of these effects would be visible unless the motion of the sample is the limiting 
factor, as opposed to the motion of the transducer.  
 
3.1.3 Transducer mechanics and external force calculation 
Previous work had shown that a simplified nanoindenter could be modeled as a damped 
harmonic oscillator, following the typical equation of motion 
 
𝑚?̈?(𝑡) + 𝐷?̇?(𝑡) + 𝐾𝑧(𝑡) = 𝐹(𝑡) (3.1) 
 
 where m is the mass, D the damping constant, K the spring constant, and z the displacement of the 
indenter tip [166]. This is consistent with the nature of the central floating plate and indenter tip 
as a mobile mass suspended by springs (see Section 2.3). In order to test this model, fracture of a 
Si cantilevered beam in open-loop control mode was used to provide a force impulse to the indenter 
tip. Immediately prior to fracture, the electrostatic force applied to the tip by the transducer was 
matched by the reaction force from the cantilevered beam. Following fracture, the reaction force 
from the sample was lost, so a significant unbalanced force accelerated the central plate 
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downwards, producing the desired force impulse. After almost immediately exceeding the 
programmed displacement limits (which are significantly lower than the true physical limits of the 
indenter-tip motion), the transducer controller linearly reduced the applied electrostatic force to 
zero, and the floating plate freely oscillated about the point of equilibrium with said electrostatic 
force. The linear displacement/time slope of the equilibrium point was fitted (primarily in the 
region after the post-impulse oscillations had damped out) and subtracted from the raw 
displacement data to produce adjusted displacement-time data for an exponentially decaying 
sinusoidal fit of the form 
 
𝐴𝑒−𝛿𝑖(𝑡−𝑡0) sin(𝜔𝑑(𝑡 − 𝑡0)) . (3.2)  
 
In Eq. 3.2, the first zero crossing of the displacement data was taken as 𝑡0, with the fit only plotted 
after that point. The exponential decay coefficient 𝛿𝑖 was found to be 118 s
-1, and the damped 
resonance frequency 𝜔𝑑 was found to be 854 radians/s or 136 Hz. The oscillation data and fit are 
shown in Fig. 3.4, along with the output of an analytical model for the motion of a damped 
harmonic oscillator released from rest at the initially measured distance from equilibrium 𝑧0. The 






sin(𝜔𝑑𝑡) + cos(𝜔𝑑𝑡)) (3.3) 
 
with 𝛿𝑖 and 𝜔𝑑 equal to those taken from the fit of Eq. 3.2 to the data.  
 
 




As can easily be seen in Fig. 3.4, the free motion of the transducer after a force impulse is 
almost perfectly modeled by both the damped sinewave fit and the analytical model of damped 
harmonic oscillator motion. Therefore, we can assume that forces on the transducer other than the 
spring, damping, and inertial forces are negligible in this case. The only other substantial forces 
typically applied to the indenter tip are the electrostatic force from the transducer and the 
mechanical reaction from contact with a sample. In the case shown in Fig. 3.4 these are both 
effectively zero, as the tip was not in contact with a sample, and the “zero displacement” point was 
defined as the point of equilibrium between the applied electrostatic force and the spring force, 
resulting in effectively zero electrostatic force.  
Quasi-static indentation is popular because this condition eliminates any potential inertial 
or damping forces, meaning that the recorded force output matches the force applied to the sample. 
However, the rapid slip events we are interested in are very much dynamic, so we wish to calculate 
(or at least estimate) the actual force on the sample during such events. Given that both the position 
of the indenter tip versus time and the applied force from the transducer on the indenter tip are 
recorded outputs of the device, it should be possible to use the equation of motion to calculate the 
remaining unknown, namely the actual force applied to the tip by the sample (which by Newtonian 
mechanics must be equal to the force applied to the sample by the tip). However, to do this, we 
first need the values of the spring constant, mass, and damping constant for the transducer. The 
spring constant can be found (at least approximately) by fitting force/displacement slopes during 
open-loop slip events [167]; this method gave a spring constant K of 319 N/m for the transducer 
used in this research. Given the values of 𝛿𝑖 = 118 s
-1 and 𝜔𝑑 = 854 s
-1 determined from the fit of 
Eq. 3.2, knowing the value of K and calculating the natural frequency  
 
𝜔0 = √𝜔𝑑2 + 𝛿𝑖
2 (3.4) 
 






and damping constant  




finding m = 0.429 g and D = 0.101 N·s/m for K = 319 N/m. The dynamic mechanical analysis 
(DMA) self-calibration routine of the used nanoDMA transducer independently determines these 
values as K = 361 N/m, m = 0.445 g, and D = 0.0904 N·s/m. The observed good agreement is 
encouraging for application of this technique to transducers that do not necessarily have DMA 
capability.  
We can use finite difference derivative approximations to estimate the velocity ?̇?(𝑡) and 
acceleration ?̈?(𝑡), specifically the central difference formulations 
 
?̇?(𝑡) =









where ∆𝑡 is the time interval between data points (inversely proportional to the DAR). Taking the 
measured force F(t) and position z(t) from the indenter, along with the values of m, D, and K that 
were determined above, we can then use Eqs. 3.1, 3.7 and 3.8 to define an equation for the 
estimated external force on the indenter tip 
 
𝐹𝑒𝑥𝑡(𝑡) = 𝐹(𝑡) − 𝑚?̈?(𝑡) − 𝐷?̇?(𝑡) (3.9) 
 
Note that K does not appear in Eq. 3.9, as the measured force from the indenter system F(t) already 
compensates for the position-dependent force from the indenter support springs (see Eq. 2.1). The 
displacement-time data used as the input for Eqs. 3.7 and 3.8 is filtered as described in Section 2.4, 
as the finite difference approximations will strongly amplify any noise present in the initial data, 
especially at high DARs.  
Figure 3.5 gives an example of the external force calculation using Eq. 3.9 for fracture of 
one of the silicon cantilevered beam samples. Note that Fext(t) initially matches F(t) very well (i.e. 
acceleration and velocity are both near-zero and the indenter tip is in quasi-static equilibrium with 
the sample), but at the beginning of the fracture event Fext(t) drops approximately to zero very 
rapidly and remains there for the rest of the test, as would be expected for the reaction force from 
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a sample fracturing and losing contact with the indenter tip. This differs from the measured force 
F(t), which remains nonzero through the event. This supports the assumption that values of Fext(t) 
calculated using Eq. 3.9 can be used to represent the contact reaction force from the sample (and 
thus the force applied to the sample), which also does not necessarily match the measured force 
value F(t) from the machine during dynamic events.  
 
 
Fig. 3.5. Fracture event of a Si cantilevered beam with comparison of F(t) and Fext(t).  
 
Having established a method of calculating the true force on a sample, the next step was to 
examine this during experimental slip events to determine whether contact was maintained with 
the sample (i.e. whether a nonzero force on the sample was present throughout the slip events). 
Figure 3.6 shows an equivalent plot for one of the largest and fastest (i.e. most dynamic) events in 
a 〈123〉-oriented Au microcrystal, with test conditions of displacement control with a 60 nm/s 






Fig. 3.6. Slip event in an Au microcrystal with comparison of F(t) and Fext(t). 
 
Several distinctive segments are visible in the behavior of Fext(t) in Fig. 3.6. Prior to the 
event, the indenter tip is in quasi-static equilibrium with the microcrystal sample and Fext(t) closely 
follows F(t), with some minor residual noise visible in the calculated Fext(t). Upon initiation of 
dynamic slip, the required acceleration of the indenter tip causes a significant inertial drag and 
therefore reduction of the force applied to the sample (in this case, a maximum drop of ~28% 
relative to the nominally applied force at the same time value). While this force drop is significant, 
contact is clearly still maintained between the indenter tip and the microcrystal sample, as shown 
by the calculated remaining contact force of ~200 µN. If contact had been lost with the sample, 
the indenter tip would be accelerating even faster than was observed.  
As dynamic slip proceeds, this acceleration (and therefore inertial force) decreases and 
eventually becomes negative. This is most noticeable near the end of the event, where the force on 
the sample Fext(t) is significantly above the nominally applied force F(t) due to the inertial forces 
resulting from deceleration of the indenter tip, potentially reaching values near or above the applied 
force prior to event initiation. This implies that event cessation is governed by the behavior of the 
sample, rather than by the behavior of the applied force from the transducer – it does not otherwise 
make sense for the event to stop as the applied force is increasing. It should be noted that while 
only one case is shown here, both the initial force drop and this final force peak can vary 
significantly from event to event.  
Following the abrupt deceleration of the indenter tip and the resulting force impulse on the 
coupled indenter/microcrystal system, the system may elastically oscillate to a measurable degree, 
as is observed in Fig. 3.6. This is particularly likely following large and fast events such as this 
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one, where the force impulse is larger. Smaller events are less likely to show visible post-event 
oscillations and may instead either simply return to clear quasi-static equilibrium or show erratic 
positive and negative spikes in the calculated external force, with the latter being primarily due to 
noise in the measured displacement and therefore the force calculation. The visible reduction in 
nominal force over time following the slip event in Fig. 3.6 is due to the effects of the feedback 
control (see Section 2.3). Such a large and fast event increases the tip displacement significantly 
past the displacement value specified in the load function, so the controller reduces the electrostatic 
applied load to shift the displacement towards the desired value.  
Table 3.1 gives a summary of the greatest observed decrease in force applied to the sample 
relative to the nominally applied force at the time for each available data set, along with the 
absolute electrostatic forces and reaction forces at that point. It can easily be seen that in no case 
other than the fracture of Si samples did the relative force drop approach or exceed 100%, implying 
that in all other cases contact was maintained with the sample. For cases where the calculated 
reaction force went below zero (specifically the Si cylinders and beams), the relative force drop 
was measured at the first data point where the reaction force was negative. Nonzero/negative 
reaction forces in these loss-of-contact situations are due to the approximations and noise present 
in the external force calculation. In no case other than fracture of Si did the calculated reaction 
force become negative. For the BCC materials, all dynamic corrections to the measured force had 
a magnitude of less than 0.2 µN and therefore the differences do not even show up in Table 3.1 
given the number of decimal places displayed in the electrostatic force and reaction force columns. 
Despite the “dynamic” events involving slip velocities significantly higher than the nominal drive 
rate, the accelerations involved are still so low that the indenter effectively remains in quasi-static 




Table 3.1. Greatest relative decreases in force on the sample during dynamic events per data set.  






Si (cylinder) 101.8% 8191 -154 
Si (beam) 106.0% 1643 -99 
Vit105 8.2% 1589 1459 
HEA〈001〉 20.2% 1549 1236 
Ni3Al〈001〉 18.9% 2500 2029 
Ni〈001〉 6.1% 656 615 
Au〈123〉 28.2% 280 201 
Au〈011〉 14.7% 397 338 
Au〈111〉 8.1% 398 366 
Au〈001〉 12.6% 293 256 
Nb〈123〉 <0.02% 843 843 
Nb〈011〉 <0.02% 918 918 
Nb〈001〉 <0.02% 669 669 
Ta〈001〉 <0.02% 1136 1136 
Hf (easy slip) 39.4% 359 218 
Hf (hard slip) 0.24% 1530 1526 
 
The ability to calculate the true force on the sample throughout a dynamic event allows for 
estimation of the “dynamic stiffness”, i.e. the force-displacement response during a slip event, as 
opposed to the elastic stiffness of the micro-crystal that can be measured at lower applied loads. 
This is relevant in the context of determining whether the plastic deformation is truly spread over 
the entire measured duration of a slip event, or whether the microcrystal plastically deforms almost 
instantly and the “event” observed is simply the indenter moving to the new point of elastic 
equilibrium. In the latter case, the effective stiffness would be expected to approximate the quasi-
static elastic stiffness of the microcrystal.  
In order to calculate the dynamic stiffness of the microcrystals, for each event, the 
calculated external force Fext(t) was plotted versus displacement z(t), and the central region of the 
force-displacement data was defined as the event extents in displacement minus margins of 20% 
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of the event size on both sides (i.e., the central 60% of the event extents in displacement). Force-
displacement data in this central region was fitted with a least-squares linear fit, with the slope 
taken as the dynamic stiffness. To ensure that sufficient force-displacement data was available in 
the events examined, only events with a size of greater than 5 nm were considered. To exclude 
events with excessively noisy or otherwise erratic behavior in their calculated force profiles, any 
fit with an R2 below 0.9 was discarded, along with any events having a fitted region with fewer 
than 5 data points. The remaining values (~140, out of ~1400 raw events) were plotted versus the 
strain at which the event occurred, as there is naturally a slight increase in quasi-static elastic 
stiffness with strain due to geometric stiffening of the microcrystals (i.e., as they deform, they 
become shorter and wider, increasing their stiffness). Figure 3.7 shows a plot of this analysis for 
data from 〈001〉-oriented Au microcrystals, with test conditions of displacement control with a 60 
nm/s drive rate and a 16 kHz DAR, and Wiener filtering used for displacement smoothing (see 
Section 2.4.3). Figure 3.7a gives an example force-displacement plot, while Fig. 3.7b compares 
the quasi-static (elastic) stiffnesses with the dynamic (plastic) stiffnesses.  
 
 
Fig. 3.7. (a) Force-displacement data from a single event, (b) comparison of elastic and plastic stiffness.  
 
It can easily be seen that the effective stiffness during slip events is substantially below the 
elastic stiffness of the microcrystals, with the maximum dynamic stiffness being under 4 µN/nm 
versus the elastic stiffness of over 10 µN/nm. The reduction in stiffness during plastic flow is even 
more dramatic than as reported in Ref. [150], with the difference in results being primarily due to 
the changes in data filtering and event selection criteria. The conclusion is unaltered – clearly, the 




3.1.4 Frequency analysis of dynamic transducer motion 
During the course of this research, the question was raised by K. Dahmen and L.W. McFaul 
as to whether the mechanical resonances of the indenter system (shown to behave as a damped 
harmonic oscillator in Section 3.1.3) might interfere with the behavior of intermittent flow via 
oscillations induced by the sudden acceleration(s) that occur during a given slip event. A paper 
concerning simulations of such oscillations and their effects on the observed velocity profiles (with 
comparisons to the results of open-loop experimental tests) is currently under review [160].  
To investigate this possibility in our experiments, we used Welch’s method to obtain PSD 
estimates of velocity-time data from several different test conditions. The velocity-time data was 
calculated directly from the raw displacement-time data using a two-point difference method to 
eliminate any effect of data filtering. The velocity was examined rather than the time because this 
amplifies any potential resonance effects that are present. This analysis method follows the 
technique described in the thesis of L.W. McFaul [168]. Performing the same analysis on the raw 
displacement-time data shows the resonance peaks less distinctly, or not at all. All tests had a 
nominal DAR of 16 kHz. As specified in the legend of Fig. 3.8a, some tests were conducted in 
displacement control, while others were in open-loop control (no feedback). The “air indent” test 
was conducted with the transducer tip out of contact with the sample, while the “Au〈001〉” tests 
were conducted in contact with a microcrystal sample of the specified orientation. The noise tests 
had a nominally zero drive rate, while the sample tests had a finite drive rate (60 nm/s for 
displacement control, 50 µN/s of electrostatically applied force without feedback corrections for 





Fig. 3.8. (a) Unfiltered velocity PSDs in various test conditions. (b), (c), Zoomed views of specific plots from (a). 
See text for details on test conditions. 
 
The PSD data shown in Fig. 3.8 exists for frequencies up to the Nyquist frequency, but the 
curves become indistinguishable above a frequency of 1200 Hz due to noise amplification in the 
unfiltered velocity. Here, we focus on the lower-frequency region where interesting differences 
are seen. In the air indent noise test, a broadened oscillation peak is seen near or slightly above 
~140 Hz, which is the mechanical resonance frequency of the transducer by itself (see Section 
3.1.3). However, this peak is not seen in the other test conditions, which are all in elastic contact 
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with a microcrystal sample. While in contact, the transducer is elastically coupled to the sample, 
which is much stiffer than the indenter support springs. The stiffness values are ~360 N/m for the 
support springs and 1.0 x 104 N/m for the microcrystal sample, with the former from Section 3.1.3 
and the latter calculated from the force/displacement slope of elastic unloading curves. Thus, in 
the elastically coupled system the stiffness is dominated by the stiffness of the microcrystal. 
Similarly, the mobile mass of the transducer is 0.445 g (see Section 3.1.3), dominating the mass 
of the coupled system. In both the transducer and the sample, the damping is minimal, resulting in 
a calculated resonance frequency  
 
𝜔0 = √𝐾 𝑚⁄ (3.10) 
 
of 4740 radians/s or ~750 Hz for the coupled system. In the open-loop sample test, we do in fact 
find a broadened resonance peak at this frequency (see zoomed view in Fig. 3.8b). For the in-
contact noise test no peak is seen, presumably because no major accelerations were present to 
induce harmonic oscillation, while in the sample tests almost impact-like accelerations occur as 
the intermittent flow starts and stops.  
In the displacement-controlled sample test (see zoomed view in Fig. 3.8c), this peak is 
broader, relatively lower-amplitude, and shifted to slightly higher frequencies (~780-860 Hz). This 
implies that any mechanical resonance effects will be diminished in displacement-controlled tests 
(the typically used testing mode in this research) relative to the open-loop case, if they are present.  
In Fig. 3.8a, there is also a narrow peak appearing near a frequency of 465 Hz. This appears 
to be an effect from the measurement electronics, as the peak is present in both physical test 
conditions and both control modes, which is evidence against a mechanical or control-mode based 
resonance. In Figs. 2.7 and 2.8, a similar peak is visible around 2 kHz. This peak is not analyzed 
further, as it is in the frequency range that is entirely removed by the Wiener filtering. The ~465 
Hz peak is also visible in Figs. 2 and 3 on close inspection, but its amplitude is low relative to the 
strong signal component, so it is also disregarded. 
Wavelet transforms allow for time-dependent frequency analysis, which gives the 
opportunity for a more detailed examination of how the frequency behavior evolves as events 
occur. A velocity-time curve was generated from each displacement-time curve using the 
maximum velocity window for that data set (see Section 2.4.4 for details). Matlab’s continuous 
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wavelet transform function cwt() was then applied to the entire velocity-time curve for each test. 
The choice of velocity-time over depth-time data for the wavelet transform was because (as 
mentioned earlier in this section) the velocity-time data amplifies any resonance effects that are 
present, making them more easily visible. The wavelet transform was applied to the entire curve 
to ensure that any edge effects in the wavelet transform calculation were confined to portions of 
the data near the beginning or end of the test with little or no event activity. The resulting 
time/frequency/amplitude data was then sectioned to highlight data segments coinciding with 
recorded events. Figure 3.9 below shows the event data and wavelet data for a particularly 
interesting event from the Au〈001〉 data set (test conditions: displacement control, 60 nm/s drive 
rate, 16 kHz DAR).  
 
 




Both Fig. 3.9a and Fig. 3.9b have the calculated event extents in time highlighted with 
green vertical lines (see Section 2.4.5 for details of the event extents calculation), while the 
mechanical resonance region of ~780-860 Hz seen in Fig. 3.8b for these test conditions is outlined 
with black horizontal lines in Fig. 3.9b. The event is fairly large (~14 nm, as seen in the depth 
profile), and post-event elastic oscillations can be clearly seen in Fig. 3.9a in both the depth and 
velocity profiles. This is mirrored in the wavelet transform shown in Fig. 3.9b by the appearance 
of increased amplitudes in the frequency range attributed to the mechanical resonance of the 
transducer/microcrystal elastically coupled system, beginning just before the end of the event and 
continuing afterwards. The major frequency component during the bulk of the event is much lower, 
in the ~150-450 Hz range.  
The frequency-time behavior of the various events is complex and can be difficult to assess 
across all available events. One simpler variable that can be analyzed is the “primary frequency”, 
which is simply the frequency having the highest amplitude value during each event. Figure 3.10 
shows a histogram and kernel-smoothing-function PDF estimate of the distribution of primary 
frequencies observed for the Au〈001〉 data set.  
 
 
Fig. 3.10. Histogram and kernel smoothing function PDF estimate of the distribution of primary frequencies 
observed in wavelet analysis of slip events in Au〈001〉 microcrystals. 
 
As can be seen in Fig. 3.10, while the probability of an event showing a primary frequency 
in the resonance region (~780-860 Hz) is fairly high, the most likely primary frequency is slightly 
below this range (~720 Hz), and a wide range of possible values exists.  
It should be noted that in Ref. [155], primary frequency values in the displacement-
controlled Au〈001〉 and Nb〈011〉 data were compared to the out-of-contact resonance frequency 
66 
 
of ~140 Hz rather than the more relevant in-contact frequency of ~780-860 Hz. While using this 
higher frequency puts the Au〈001〉 events in the time range of the mechanical resonance, no 
deviation from the MFT predictions was seen in the velocity profiles, which would otherwise be 
expected if the resonant oscillations were significantly affecting the event behavior [160]. For the 
Nb〈011〉 data, the event durations were already significantly greater than the time scale of the out-
of-contact resonance, so comparing them with the higher in-contact resonance frequency instead 
moves them even further away from the resonance time scale. Therefore, the conclusion in Ref. 
[155] that the displacement-controlled testing does not appear to be significantly affected by the 
mechanical resonance remains the same.  
As a final examination of mechanical resonance effects with respect to abrupt slip events, 
we select the subset of events from the Au〈001〉 data with primary frequencies in the specified 
resonance region of 780-860 Hz and examine the position of the peak within the event, specifically 
the time at which the peak amplitude occurs. This is normalized relative to the event extents in 
time, i.e. the plotted variable is the fraction of the event duration at which the peak amplitude 
occurs (beginning of event = 0, end of event = 1). Figure 3.11 shows a histogram and kernel-
smoothing-function PDF estimate of this peak position for all events from the Au〈001〉 data set 
that have a peak amplitude at a frequency in the observed mechanical resonance range of 780-860 
Hz (i.e., those most plausibly affected by resonant oscillations).  
 
 
Fig. 3.11. Histogram and kernel smoothing function PDF estimate of relative time position of peak wavelet-
transform amplitude within event extents for events in Au〈001〉 microcrystals with a primary frequency in the 




It is clearly visible in Fig. 3.11 that while it is possible for the resonance peak to occur at 
any point within an event, it is substantially more likely for it to occur near the end of the event, 
i.e. the situation shown in Fig. 3.9, where the resonant elastic oscillations are induced by the force 
impulse produced by the cessation of slip (with associated deceleration) and therefore occur 
primarily after the event has finished. This is taken as a final piece of evidence that the mechanical 
resonances have relatively little effect on the event behavior in the closed-loop displacement-
control mode generally used in this work.  
 
3.1.5 Dislocation velocities versus measured slip velocities 
One remaining question introduced in Section 1.1.2 and discussed in the initial paper [150] 
is that of the dramatic difference between the observed slip velocities and the predicted velocities 
of individual dislocations. The slip velocities in Au lie in a typical range of 1-100 µm/s, which is 
interestingly similar to the velocities observed much earlier in high-resolution macroscopic testing 
on single crystals of zinc [39] and aluminum [26]. This contrasts with the experimental observation 
that individual dislocations may move with a velocity on the order of m/s in Cu-(0 to 1.29 at%)Al 
single crystals [6, 7], tens of cm/s in neutron-irradiated Cu single crystals [33], or cm/s in Cu-(2-
10%)Ni single crystals [9], which are all much higher velocities. Similarly, it is well known that 
at stresses above the critical resolved shear stress (CRSS) dislocations tend to move at a very high 
velocity  [5, 19, 34], with an upper limit of the speed of sound in the material (generally on the 
order of km/s for metals). Given the size-affected strength of these small-scale crystals, the applied 
stress is well over the macroscopic CRSS, so the velocity of individual dislocations would be 
expected to be very high, easily 100 m/s or more [48].  
This difference in velocities leads to a discrepancy between the theoretical time necessary 
for dislocation motion and the actual observed event duration. Taking an example event size of 2 
nm in our 2 µm diameter Au microcrystals, at least 10 Burgers vectors worth of slip must be 
deposited onto the surface of the crystal via dislocation motion. At a dislocation velocity of over 
100 m/s, with a constantly emitting source the expected duration would be ~200 ns or less, while 
the actual observed event duration is on the order of 1 ms. Even assuming a source that is not 
constantly active, this would imply an inactive time fraction of 200 ns/1 ms = 99.98% or greater, 
which raises questions given the idea of the slip events as a continuous and causally connected 
“dislocation avalanche”.  
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A proposed explanation for this discrepancy involves the significant difference in the 
lateral distance traveled by a dislocation and the resulting distance the material moves in the slip 
direction. In an experiment involving slip-line cinematography in thin, flat single-crystal plates, 
the lateral growth rate of the slip line during a strain burst (identified with the velocity of a moving 
group of dislocations) was 30-40 mm/s, but the vertical growth rate of the same slip line (i.e. the 
velocity of slip in the slip direction) was only on the order of a few µm/s [9]. This dramatic 
difference in velocity is due to the differing magnitudes of the distance moved laterally by a 
dislocation (~several mm) and the vertical slip generated by the movement of the same dislocation 
(1 Burgers vector, <1 nm). Such slip, as projected onto the column axis, is what is measured during 
micro-column compression testing. Using the known difference in velocity between the lateral and 
vertical growth of the slip-step in Ref. [9], the spacing between individual dislocations in the 
moving group was calculated as 4-5 µm (which is consistent with other measurements of 
dislocation spacing in the same material using the etch-pit method [9]). Given that the dislocations 
in the group all have similar velocities of 30-40 mm/s, this spatial separation also corresponds to 
a temporal separation on the order of 100 µs. In comparison, taking the mean slip-size for the 
Au〈001〉 data of 5.5 nm, the mean slip event duration of 1.8 ms, the Burgers vector magnitude of 
gold (0.2884 nm), and the projection factor of ~2 from the slip plane to the compression axis, we 
determine that the average time interval between dislocations passing a point during a slip event 
should be on the order of 50 µs, quite similar to the macroscopic case. This calculation is done 
using the geometric model shown in Fig. 3.12, which assumes the popular model of a spiral-arm 








Under the assumptions described above, the tangential distance traveled by the far end of 
the dislocation per revolution is 7.64 µm. Traveling this distance with a time per revolution of 50 
µs (as calculated above) gives a tangential velocity of ~150 mm/s, which is on the order of the 
experimentally measured dislocation velocities in imperfect crystals discussed earlier, albeit still 
much lower than might be expected given the very high stress levels. These microcrystals are also 
pure single crystals with relatively low dislocation density, rather than having significant numbers 
of pinning points from impurities or neutron-radiation-induced defects as in the referenced 
experiments, but it is plausible that the ion beam irradiation used to create the samples has a similar 
effect in terms of generating internal defects that act as pinning points and reduce the average 
dislocation velocity.  
There are other factors that might also affect the relationship between dislocation velocity 
and slip velocity. It was previously observed that the slip velocity seems to be independent of 
sample size [85]. Increasing the sample size would increase the distance the dislocation needs to 
move to deposit one Burgers vector worth of slip into the crystal, which would be expected to 
reduce the slip velocity given a constant dislocation velocity. However, the model shown in Fig. 
3.12 assumes that only one spiral-arm source is active (or at least only one is active at once, if 
multiple sources are involved in the slip event). If multiple sources were active simultaneously, 
that would increase the effective slip velocity for a given dislocation velocity. Given that 
increasing sample size increases the volume in which sources can be found, the two effects might 
be expected to partially counteract each other, although the scaling does not quite match (the 
distance moved per Burgers vector of slip increases linearly with sample radius, while the volume 
increases as the cube or square of the radius, depending on if the height of the microcrystals is 
adjusted to maintain a constant aspect ratio or not). Depending on the fraction of additional sources 
that become active simultaneously during an event, this might result in the observed size 
independence. As an example of another such effect, in BCC metals screw dislocation velocity 
was found to linearly increase with to dislocation length [169], which would perfectly counteract 
the effect of increased distance of motion with increasing sample size. While interesting, it should 
be noted that the experimental observations of size-independent event velocities were in FCC Au 




3.1.6 Summary of Section 3.1 
To conclude this section, we find multiple lines of evidence for the hypothesis that the used 
device can accurately track the very rapid dynamic slip events and maintains contact with the 
sample throughout such events. NanoECR current measurements show no interruption of contact, 
and slip velocities in various materials show no sign of a device-induced maximum. However, the 
mechanical calculations also imply that for a sufficiently large indenter mobile mass or sufficiently 
high accelerations, this might not hold. In Section 3.1.3 we provide a force calculation method that 
allows detection of severe force drops or loss of contact with the sample during dynamic motion, 
or alternately demonstration of the lack of such issues (as is done here). Frequency analysis of the 
transducer motion implies that mechanical resonance effects during dynamic events are unlikely 
to distort the results, particularly in displacement control mode. A model of dislocation movement 
during slip events is described that at least partially reconciles the observed slip velocities with the 
expected high dislocation velocities.  
This ability to directly trace velocity profiles in slip of microcrystals is novel and useful, 
as it allows direct comparison between experimental results and the velocity profile shapes 
discussed in Section 1.2.1. Such comparisons had been made previously, but only on other systems 
(e.g. Barkhausen noise [68, 77]) rather than directly measuring dislocation avalanches in 
crystalline metals, or only examining the average velocity during a dislocation avalanche ∆𝑥/∆𝑡 
[76, 85, 162] rather than the full velocity-time profile. Therefore, establishing this ability to extract 
full velocity profiles from dislocation avalanches in microcrystal compression testing allows us to 
more thoroughly test the various theories used to model intermittent plasticity, following the aim 
of this thesis as established in Section 1.3.  
 
3.2 Event velocities and profile shapes in FCC vs BCC microcrystals 
Having thoroughly established the validity of the testing method, the next step in this 
research was to expand the range of materials tested, with the aim of investigating whether any 
materials-specific behavior was present (as discussed in Section 1.3). The first material on which 
substantial testing was done was the 〈001〉-oriented Au crystal; other materials mentioned in 
Section 3.1 were either tested later, or only a minimal amount of testing and analysis was done 
initially. A change of crystal structure is known to cause very significant differences in 
deformation behavior in the general field of materials science and was therefore chosen as the first 
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variable to be tested. Out of the crystal structures available, cubic crystals are convenient to work 
with due to their high symmetry and are also very common in crystalline metals. Au has a face-
centered cubic (FCC) crystal structure, so our choice for the next crystal structure to test was body-
centered cubic (BCC).  
The lab stocks conveniently contained several large pieces of bulk single-crystal Nb, so Nb 
was chosen as our initial representative BCC metal. The section of Nb crystal used for testing was 
cut parallel to a pre-existing cut face of the bulk crystal. The orientation of this cut crystal surface 
was initially unknown, but was later determined to be 〈011〉 by x-ray diffraction. A dramatic 
difference between the dynamic behavior of the FCC Au〈001〉 and the BCC Nb〈011〉 
microcrystals was found, with the latter having significantly lower event velocities and longer 
durations. Significant differences were also found in the scaling between event size and peak 
velocity, as well as in the “shapes” of the velocity-time profiles averaged across events of similar 
size or duration. The initial results of the research discussed in this section were published in Ref. 
[155], and expanded testing since then has only confirmed a significant and consistent difference 
in dynamic behavior between FCC and BCC single crystals.  
It should be noted that following the initial publication of Ref. [155], several effects were 
demonstrated to produce noticeable alterations in the event velocities and velocity-profile 
behavior. The first effect is that they are sensitive to the details of the data filtering method used. 
This particular sensitivity was predicted and/or briefly demonstrated in Refs. [150] & [155], but a 
detailed analysis was not presented in those papers. The second effect was a drive-rate effect, 
where in order for the results to be independent of drive rate, the applied rate must be below a 
certain material-dependent critical value (this will be discussed further in Section 3.3). This value 
was unexpectedly low for Nb, below the 6 nm/s rate used for the Nb data presented in Ref. [155], 
implying that those initial results were affected by the drive rate. However, for Au the critical rate 
was determined to be above the 60 nm/s rate used initially.  
Considering both of these effects, several figures and analyses specifically involving 
Au〈001〉 and Nb〈011〉 data (the materials and orientations used in Ref. [155]) are presented as 
two versions. The first version (hereafter referred to as “Version 1”) uses identical data as in Ref. 
[155], which used FIR filtering with fc = 0.2 for the Au〈001〉 data and fc = 0.05 for the Nb〈011〉 
data, with a drive rate of 6 nm/s for the Nb. The second version (hereafter referred to as “Version 
2”) uses Wiener filtering on both data sets for consistency with the majority of the other data shown 
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in this manuscript, as well as a newer Nb〈011〉 raw data set with a drive rate of 0.6 nm/s (this 
having been determined to be sufficiently low to eliminate drive rate effects). The Au〈001〉 data 
set used in Version 2 is the same raw data as in Version 1, with only the filter method changing. 
Comparison between these two versions thus serves to demonstrate effects from both changes in 
filtering (in the Au data) and drive rate (in the Nb data).  
 
3.2.1 Peak velocities and size-velocity scaling 
Even at first glance it was extremely obvious that the dynamic slip events were behaving 
differently in the Au〈001〉 and Nb〈011〉 microcrystals. Figure 3.13 compares events of similar 
size from both systems, with the dramatic decrease in peak velocity and increase in event duration 
in Nb samples being immediately visible.  
 
 
Fig. 3.13. Displacement-time and velocity-time profiles for slip events in (a) an Au〈001〉 microcrystal and (b) a 
Nb〈011〉 microcrystal. Nominal drive rate was 60 nm/s for the Au microcrystal and 0.6 nm/s in the Nb microcrystal.  
 
Not only are there differences in the absolute velocities and durations between the two 
events shown in Fig. 3.13, but the velocity-time profile for the Nb event spends a relatively longer 
fraction of the event duration relaxing from the peak velocity, and also has a qualitatively greater 
“roughness”, i.e. level of localized fluctuations in the velocity. Note that the nominal drive rate 
was 60 nm/s for the Au〈001〉 samples and 0.6 nm/s for the Nb〈011〉 samples – in both cases the 
velocities remain more than an order of magnitude above the drive rate for most of the event.  
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The difference in peak velocity between the two crystal systems is distinct in both versions 
of the analysis (see the introduction to Section 3.2 for details on the differences between Version 
1 and Version 2, and why two versions are presented). The ratio between the peak velocities for 
events of similar size varies between 30-70 (based on the size-binned means of the two scatter 
clouds); the ratios between the peak velocities of two individual events can vary more significantly. 
As shown in Fig. 3.14, the slip velocities are sensitive both to the details of the analysis method 
and to the test conditions (specifically drive rate in the Nb data, which produces a much more 
dramatic effect than the change in filtering alone in the Au data). The scaling exponents observed 
generally do not match the predicted scaling of 𝑉𝑝𝑒𝑎𝑘 ∝ 𝑆
0.5 [64, 81] (see Section 2.4.7 for 
calculation details). For both versions of the Au data the value of 0.5 is entirely outside of the 
experimental 95% confidence interval, while for both versions of the Nb data it is just within the 
limits of the confidence interval. In Version 1 the experimentally observed scaling exponents are 
0.656 ± 0.076 for the Au〈001〉 data and 0.437 ± 0.071 for the Nb〈011〉 data. In Version 2, they 
are 0.738 ± 0.077 for the Au〈001〉 data and 0.656 ± 0.158 for the Nb〈011〉 data. The Au data 
shows a small but significant shift in exponent due to the change in filtering, with the central values 
of the exponent for each version being just outside the confidence intervals of the other version. 
This sensitivity of the velocity values to filtering methods does mean that when comparing scaling 
exponents for different data sets, care should be taken to ensure that the same filtering method is 
used, or to demonstrate that any changes induced are not interfering with the results. The sensitivity 
to filter details also somewhat argues against directly comparing quantitative experimental values 
with theoretical predictions, although the effect range is not unlimited. The Nb data shows a much 
more dramatic change in both scaling exponent and absolute velocity values due to the removal of 
the drive-rate effect, although the increased variance in version 2 allows its exponent confidence 
interval to technically include the central value from version 1. In Fig. 3.14 we present the as-
obtained data for each individual avalanche in order to demonstrate the variability between 





Fig. 3.14. Event size versus peak event velocity for Au〈001〉 and Nb〈011〉 microcrystals. (a) shows the data set 
from Version 1 of the analysis, while (b) shows Version 2. Axis limits are identical in both plots. See text for details.  
 
For a deeper investigation of the effects of filter parameters on size-velocity scaling, Fig. 
3.15a plots the Au〈001〉 scaling results with FIR filtering using various values of Fc on the same 
raw data. A dramatic effect is found, particularly at 𝐹𝑐 > 0.2, where the level of noise allowed 
through the filtering becomes high enough that the analysis begins to incorrectly identify minor 
noise-based displacement fluctuations as “slip events”. This effect is less pronounced at high event 
sizes, as larger slip events are much larger than the typical noise fluctuations and thus have a much 
higher signal-to-noise ratio. Affecting only part of the plot changes the effective slope of the size-
velocity data and thus the observed scaling exponent; these values are summarized in Table 3.2.  
Values of 𝐹𝑐 > 0.2 cause substantial changes in the scaling exponent, while the values 
below 0.2 cause smaller but still noticeable changes. The event-size CCDFs (see Section 2.4.6 and 
Section 3.3) are also affected at these high values of Fc due to inaccuracy in the event-extents 
recalculation (see Section 2.4.5), while any value of 𝐹𝑐 ≤ 0.2 (effectively including Wiener 
filtering) produces essentially identical results in terms of event sizes for the Au〈001〉 data. Thus, 
we find that the event velocities are much more sensitive to filter details than the event sizes, which 
is consistent with the nature of the former as a time derivative. Figure 3.15b shows that for the 
Au〈001〉 data, Wiener filtering and FIR filtering with Fc = 0.1 produce essentially identical results 
for the size-velocity scaling. Given that reducing noise in the filtered data makes the results more 
reliable by ensuring detected “events” are not merely noise fluctuations, it is tempting to heavily 
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smooth the data, but (as can be seen in Fig. 3.15a) reducing Fc further below 0.1 still has an effect 
on the size-velocity scaling. Given that the Wiener filter method is based on a quantitative estimate 
of the signal-to-noise level in the data, we take this as an objective method of defining a lower 
bound for the “harshness” of the filter.  
 
 
Fig. 3.15. (a) Size-velocity scaling of individual Au〈001〉 events for FIR filtering using various values of Fc.  




Table 3.2. Size-velocity scaling exponents for Au〈001〉 data,  
using FIR filtering with various values of Fc.  
Fc Scaling exponent 
0.8 0.224 ± 0.096 
0.4 0.474 ± 0.103 
0.2 0.620 ± 0.075 
0.1 0.734 ± 0.073 
0.05 0.786 ± 0.078 
 
Testing was later extended to a much wider range of sample materials and orientations. To 
ensure the internal validity of the size-velocity scaling comparison, the same filter method (Wiener 
filtering) was used for all data sets, and all tests were conducted at a drive rate at or below the 
critical rate for each material (i.e. the same experimental and data processing conditions used for 
Version 2 of the Au〈001〉 and Nb〈011〉 data sets). Specifically, testing of FCC samples and the 
easy-slip Hf was done at a drive rate of 60 nm/s or lower (Ni was tested at 6 nm/s, and the 
HEA〈001〉 and easy-slip Hf samples were tested in open-loop control with the loading rate low 
enough to produce a non-avalanche slip rate well below 60 nm/s). Testing of the hard-slip Hf was 
done at a drive rate of 6 nm/s, and testing of all BCC samples was done at a drive rate of 0.6 nm/s.  
In samples with a FCC or BCC crystal structure, the size-velocity scaling and general event 
velocities proved to be almost completely insensitive to crystal orientation, and only slightly 
sensitive to changes in material within a given crystal structure. They were also almost completely 
insensitive to pre-deformation, which was tested for Nb〈011〉 and Au〈011〉 samples. HCP Hf was 
the only material where a significant orientation effect was observed, with the “easy-slip” 
orientation behaving similarly to FCC materials and the “hard-slip” orientation in a class of its 
own, having velocities higher than the BCC materials but significantly lower than the FCC 
materials (see Section 2.1.1 for details of the easy-slip and hard-slip orientations in Hf). Figure 
3.16a shows plots of the event-size/peak-velocity scaling for all tested materials, with zoomed 
plots of the FCC data and and BCC data in Fig. 3.16b and Fig. 3.16c, respectively. In this figure, 
the data is presented as size-binned averages with x- and y-error bars equal to the standard deviation 
of the data within the bins on the respective axes. This was chosen to increase the readability of 
the graph, as plotting individual events from so many data sets with such tight overlap would 
77 
 
render the figure completely unintelligible. Even with the bin-averaging reducing the number of 
points displayed, the scatter plots overlap each other quite strongly.  
 
 




In Fig. 3.16b, the level of overlap in the Au data becomes more clearly visible, 
demonstrating the insensitivity to orientation or pre-deformation. Even the Ni data falls within the 
same general region as the Au; only the Ni3Al and HEA data fall above the other data by a small 
margin, while in Fig. 3.16a it can be seen that the easy-slip Hf falls into essentially the same region 
as the latter two FCC materials. Figure 3.16c shows a similar result for the BCC materials, although 
it is restricted by the lower range of event sizes observed (especially in certain samples, e.g. 
Nb〈001〉). The Nb data is split between events occurring at low and high values of shear strain γ 
due to a significant change in event-size behavior near the level of strain specified (this effect is 
discussed further in Section 3.3). Interestingly, while this alters the range of event sizes observed, 
it does not seem to have much effect on the event velocities for a given size. Some outliers are 
seen (e.g. higher mean velocity for the higher-size events in the low-strain data), but noting the 
large error bars, these can be plausibly attributed to the low number of events available in those 
bins. The lower average velocity for the BCC sample data causes the error bars to appear larger on 
the logarithmic scale used, especially for the lower-bound error bars, due to the standard deviation 
being similar in magnitude to the average velocity for BCC materials. In particular, any bin where 
the standard deviation is greater than the average velocity for that bin will have the lower error bar 
run off the plot, since a logarithmic scale cannot display negative numbers.  
Table 3.3 lists the calculated size-velocity scaling exponents for the various data sets with 
95% confidence intervals (see Section 2.4.7 for details on how these are calculated). All of the Au 
scaling exponents fall within the confidence intervals of the other Au data sets, as well as 
(interestingly) the easy-slip Hf. The other FCC materials display slightly increased scaling 
exponents. The BCC materials show lower scaling exponents, but the decreased scaling range also 
dramatically increases the uncertainty in the estimate of the scaling exponents and therefore the 
width of the confidence intervals, to the point where they include the central values for the Au data 
as well as the other BCC data. The Nb〈001〉 data at either level of strain had such a small range of 
event sizes that no reliable estimate of its scaling exponent could be made, and therefore was not 
included in the table. The hard-slip Hf showed an effect where the central value of the scaling 
exponent changed only minimally from the easy-slip orientation, but the reduced size range and 
dramatically increased variance in event velocities substantially increased the width of the 
confidence interval, an interesting result not seen for any of the other changes in orientation. 
Instead, either narrow or large confidence intervals for the scaling exponent were consistently seen 
79 
 
in a given non-HCP material. Overall, we find that the size-velocity scaling behavior is definitely 
material-specific, in particular seeming very affected by crystal structure, and does not uniformly 
match the MFT predictions discussed in Section 1.2.1. I am not aware of similar predictions for 
the size-velocity scaling based on the jamming/unjamming model described in Section 1.2.2, so 
that model cannot be compared with our experimental results here.  
 
Table 3.3. Size-velocity scaling exponent values  
Data set Scaling exponent 
Au〈123〉 0.735 ± 0.062 
Au〈011〉 0.722 ± 0.062 
Au〈011〉, rolled 30% 0.709 ± 0.063 
Au〈011〉, rolled 75% 0.711 ± 0.083 
Au〈111〉 0.750 ± 0.057 
Au〈001〉 0.738 ± 0.077 
Ni〈001〉 0.858 ± 0.062 
Ni3Al〈001〉 0.865 ± 0.077 
HEA〈001〉 0.821 ± 0.075 
Nb〈123〉 0.567 ± 0.151 
Nb〈011〉 0.655 ± 0.158 
Nb〈011〉, rolled 25% 0.694 ± 0.138 
Ta〈001〉 0.536 ± 0.216 
Hf (easy slip) 0.730 ± 0.057 
Hf (hard slip) 0.695 ± 0.179 
 
3.2.2 Size-binned mean velocity profile shapes 
Following the path of comparing our experimental results with the theoretical predictions 
discussed in Section 1.2, the next step was to examine the averaged velocity-time profile “shapes” 
at fixed size. These profile shapes were calculated using the size-binned shape calculation and 
collapse technique described in Section 2.4.8. Figure 3.17 gives the resulting velocity profile 
shapes for Version 1 of the Au〈001〉 and Nb〈011〉 data sets (see introduction to Section 3.2 for 





Fig. 3.17. Size-binned mean velocity profile shapes for Version 1 of the (a) Au〈001〉 and (b) Nb〈011〉 data. Shaded 
regions are 95% confidence intervals for each individual curve. See text for further details.  
 
In both Fig. 3.17a and 3.17b, it can be seen that multiplying by the rescaling factor of 𝑆−0.5 
(where S is the central bin size) on the x and y axes caused the mean profiles from each bin to 
collapse onto one another within their error bars. In Fig. 3.17a, it can also be seen that the predicted 
shape function (see Eq. 2.14) fits the collapsed Au data very well (R2 = 0.98). However, even the 
best fit of said shape function to the Nb data does not match very well (R2 = 0.84). An alternate 
shape function (see Eq. 2.15) with extended velocity relaxation that produces a much better fit to 
the experimental data (R2 = 0.95) is shown in Fig. 3.17b.  
Figure 3.18 presents similar plots for Version 2 of the Au〈001〉 and Nb〈011〉 data sets. The 
size of the Nb events (and therefore the central values of the size bins used) decreases noticeably 
due to the decrease in drive rate below the critical rate (see Section 3.3.2). In addition, Wiener 
filtering pushes the measured size-velocity scaling further away from an exponent of 0.5 (see Fig. 
3.14 and following discussion). As a consequence, a collapse with 𝑆−0.5 no longer produces good 
agreement between the collapsed velocity profiles when using on the same raw Au〈001〉 data. The 
lack of collapse is also why fitted shape functions are not shown. The effect on the collapse in the 






Fig. 3.18. Size-binned mean velocity profile shapes for Version 2 of the (a) Au〈001〉 and (b) Nb〈011〉 data. Shaded 
regions are 95% confidence intervals for each individual curve. Note lack of collapse (curves are not overlapping 
each other). See text for further details. 
 
However, the velocity profiles can, in fact, still be shown to be self-similar; it is the scaling 
factor for the collapse that has changed. Empirically, as stated in Sect. 3.2.1, we found that when 
using Wiener filtering the peak velocities for the Au〈001〉 data scale with event size as 
𝑉𝑚𝑎𝑥 ~ 𝑆
0.738±0.077. As a good approximation, we therefore alter the scaling factor for the velocity 
to 𝑆−0.75, intended to rescale the peak velocities in each size bin to the same value. The scaling 
factor for the time also needs to be altered. The plot of event size versus duration (not shown) has 
less consistent scaling than the plot of event size versus velocity, and it is thus not ideal to calculate 
the exponent from the size-duration scaling data. Instead, we empirically find that the average 
velocity during an event, calculated as 𝑆 ∆𝑡⁄ , has a strong linear correlation with the peak event 
velocity (linear regression 𝑅2 > 0.97 for all Au data sets used in this work). Given that linear 
correlation, if the peak velocity scales with size as 𝑆𝛼, the duration ∆𝑡 should scale with size as 
𝑆 𝑆𝛼⁄ ∝ ∆𝑡 ∝ 𝑆1−𝛼, so we estimate that the duration should scale with event size as ∆𝑡 ~ 𝑆0.25 for 
the Au〈001〉 data, and therefore define the new time scaling factor as 𝑆−0.25. Equivalent logic for 
the Nb〈011〉 data gives a velocity scaling factor of 𝑆−0.65 and a time scaling factor of 𝑆−0.35. The 
smaller shift away from the value of 0.5 for the Nb〈011〉 partially explains why the lack of collapse 
is less obvious in Fig. 3.18b, along with the still-greater local fluctuations in the Nb〈011〉 profiles 
relative to the Au〈001〉 profiles. Figure 3.19 shows the same data as Fig. 3.18, but with the 
empirical rescaling factors found above. It can easily be seen that they now collapse very well onto 
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each other. The largest size bin in the Nb〈011〉 shows some localized fluctuations; apparently for 
the larger events even averaging across ~75 profiles does not eliminate localized spikes due to 
high-value peaks from individual contributing profiles. Despite this, the collapse is generally quite 
good in the Nb〈011〉 data as well as the Au〈001〉 data.  
 
 
Fig. 3.19. Size-binned mean velocity profile shapes for Version 2 of the (a) Au〈001〉 and (b) Nb〈011〉 data, with 
empirical scaling factors on all axes. Shaded regions are 95% confidence intervals for each individual curve. Note 
the good collapse (curves are overlapping each other). See text for further details.  
 
While this change in the collapse factor for the Au〈001〉 data demonstrates that these mean 
velocity profiles can be quite sensitive to the filter details, the overall conclusions remain the same 
for both version of the data. The curves for the different size bins are self-similar and can be 
collapsed onto one another by appropriate rescaling factors, velocities are over an order of 
magnitude lower and show more erratic mean profiles in the Nb〈011〉 data than in the Au〈001〉 
data, and the velocity relaxation in the mean profiles from the Nb〈011〉 data is significantly more 
extended in time than in the Au〈001〉 data, with the alternate shape function (Eq. 2.15) fitting the 
Nb〈011〉 data better than the MFT-predicted shape function (Eq. 2.14).  
The extended velocity relaxation in the BCC Nb is attributed to the distinct dislocation 
dynamics in BCC crystals relative to FCC crystals. Underlying the avalanche profiles examined 
in this section is a collective dislocation rearrangement, where the motion of individual 
dislocations cannot be traced in these experiments. However, in the case of microcrystals, 
dislocation movement has been shown to be dominated by spiral dislocation sources [105, 108]. 
Due to the higher lattice friction and lower screw dislocation mobility in BCC crystals, we propose 
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the view that the clear difference in dislocation avalanche velocity relaxation is governed by the 
screw component of a mixed-character spiral-arm source. This can be substantiated on the basis 
of recent in-situ TEM results by Caillard [169], where spiral-arm sources were tracked during 
deformation of pure BCC iron. It was found that the edge component of a mixed dislocation arm 
rapidly leaves the crystal, leaving a straight, slowly propagating screw dislocation behind. Thus, 
for each 180° rotation of the spiral-arm source, the highly mobile edge components will initially 
(i.e. at the beginning of the 180° rotation) produce fast crystallographic slip, followed by a gradual 
velocity decay that is dictated by the motion of the remaining slow screw components. Given the 
size of the slip events relative to the magnitude of the Burgers vector in Nb, multiple rotations of 
one or more such spiral-arm sources are required to generate the net displacement observed as a 
result of the occurring avalanche, and stochastic activation of spiral-arm rotation during an 
avalanche in the BCC crystals could lead to the fluctuating velocity profiles observed (see Fig. 
3.13b) due to the introduction of new fast-moving edge components. Since the velocity of edge 
and screw dislocations in FCC crystals are practically identical [170], in those materials the 
averaged avalanche profile would maintain a more symmetric shape with weaker fluctuations 
during the velocity relaxation, as is observed (e.g. in Fig. 3.13a). We therefore conclude that the 
difference in velocity relaxation behavior between Au and Nb is a manifestation of material-
specific dislocation dynamics.  
 
3.2.3 Duration-binned mean velocity profile shapes 
In addition to examining size-binned mean profiles, we also consider the mean velocity 
profiles at fixed duration for the Au〈001〉 and Nb〈011〉 data, also as introduced in Section 1.2. 
These are experimentally calculated using the technique described in Section 2.4.10. Figure 3.20 
shows the resulting plots for Version 2 of the data.  
In the Au〈001〉 data, the shapes for the shortest-duration events are parabolic, with the 
shapes becoming increasingly skewed to the right as the duration increases. The middle section of 
the shape develops a somewhat sloped form for higher durations. This rightward shift of the peak 
in the mean velocity shape implies an increased probability for events to have their peak velocity 
near the end of the event in the Au〈001〉 data. This is consistent with Version 1 of the data as 
presented in Ref. [155], although the shapes for the higher-duration bins have a more distinct (and 
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roughly linear) slope in the Version 2 shown here. The typical event durations have also increased 
relative to Version 1, resulting in the altered bins.  
The Nb〈011〉 data is more significantly altered due to the effect of decreasing the drive 
rate below the critical rate. Interestingly, while the MFT-predicted transition from a parabolic 
shape to a flattened parabola as the mean event duration increases [77, 81] was not seen in Version 
1 of the Nb〈011〉 data, Version 2 here shows such a transition very distinctly. The appearance of 
this feature is attributed to the drive rate no longer being above the critical rate for Nb (see Section 
3.3). The higher drive rate forces merging of smaller slip events into larger “events” (which cannot 
be experimentally distinguished from a single event). These smaller slip events are what would 
normally contribute to the lower-duration parabolic shapes, so eliminating them through drive-rate 
effects prevents the parabolic to flattened shape transition from being observed. The reduced event 
velocities from the reduced drive rate also increase the typical event durations, thus causing a 
similar change in the bins as for the Au〈001〉 data.  
 
 
Fig. 3.20. Duration-binned and normalized mean velocity profile shapes for Version 2 of the (a) Au〈001〉 and (b) 
Nb〈011〉 data.  
 
While this difference in shapes is not quite the same as described previously in Ref. [155], 
it still clearly points to a significant difference in event dynamics between the FCC Au〈001〉 and 
BCC Nb〈011〉 microcrystals. The simplest MFT model matches the behavior shown in Fig. 3.20b, 
while a profile shape that is skewed to the right (as seen in Fig. 3.20a) requires adding certain 
effects not included in said simplest model [81], specifically inertial effects. Hypothetically, we 
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attribute the presence of inertial effects in the Au〈001〉 profiles but not the Nb〈011〉 profiles as 
being due to the much higher inertial forces experienced during dislocation avalanches in FCC 
materials (see Section 3.1.3, particularly Table 3.1). There, the BCC materials tested are shown to 
deform and accelerate slowly enough that they are effectively in quasi-static equilibrium with the 
test system at all times (even during dislocation avalanches), while the FCC materials can 
experience a nontrivial reduction in the force applied to the microcrystal due to inertial drag as the 
dislocation avalanche begins to accelerate.  
 
3.2.4 Summary of Section 3.2 
In this section, to investigate whether material-specific signatures exist in collective 
dislocation dynamics, we examine the event velocities and velocity profiles in two distinct crystal 
systems – FCC Au〈001〉 and BCC Nb〈011〉 – and find significant differences in the dynamic 
behavior between the two. The scaling of event velocities with event size finds distinctly lower 
velocities for Nb, as well as a different empirical size-velocity scaling exponent. Further variation 
in said scaling exponent is possible when the search is extended to other materials in the FCC and 
BCC crystal systems or to a HCP material, although materials within either the FCC or BCC crystal 
systems tend to behave similarly to each other. The difference in dynamic behavior between FCC 
and BCC crystal structures is maintained across all materials and orientations tested. In many cases 
the experimentally observed size-velocity scaling exponent does not match the theoretical 
predictions introduced in Section 1.2 (see Eq. 1.5). Size-binned velocity profile shapes show a 
significantly extended velocity relaxation in BCC Nb relative to FCC Au, and we demonstrate the 
use of empirically observed rescaling factors to produce a scaling collapse. Duration-binned shapes 
show a distinctly symmetric shape in Nb but an asymmetric shape in Au (skewed to the right), 
indicating the presence of some physical effect in the FCC system but not in the BCC system 
generating this asymmetry. This is hypothetically attributed to inertial effects, as it is known that 
the inertial forces experienced during dislocation avalanches in FCC materials are much greater 
than those in BCC materials, which essentially remain in a state of quasi-static equilibrium at all 
times. We also demonstrate the significant sensitivity of experimental velocities and velocity 
profiles to the experimental conditions, particularly the details of the data filtering. Differences 
between two systems observed in the same conditions generally remain consistent, but the precise 
results observed may differ, indicating the extreme importance of giving precise details of the 
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experiments and data treatment if one wishes to compare results across different experiments. 
While material-specific effects can be consistently detected, this extreme sensitivity is 
discouraging in terms of the ability to quantitatively compare experimental results with theoretical 
predictions (e.g., specific values of scaling exponents).  
 
3.3 Intermittent slip-event size statistics and scaling 
Various theoretical predictions or simulation results have indicated that the scaling 
exponents for size distributions of slip events should be essentially independent of the physical 
characteristics of the tested system (see Section 1.2). With the research presented in the previous 
section having established that material-dependent differences in intermittent slip behavior could 
exist in the event dynamics, an obvious next step was to expand this research into a systematic 
experimental investigation of slip statistics with respect to various parameters to provide evidence 
for or against this universality. These included: drive rate, crystal structure (FCC, BCC, and HCP), 
crystal orientation effects within specific materials (Au, Nb, and Hf), different materials with 
orientations close to 〈001〉 in FCC and BCC crystal structures, and increasing the “forest” 
dislocation density by pre-deformation of the initial bulk crystals in Au and Nb. For all investigated 
conditions, stress-integrated probability distribution functions (PDFs) and complementary 
cumulative distribution functions (CCDFs) of event size were calculated and analyzed with the 
maximum-likelihood estimator (MLE) techniques described in Section 2.4.6. In all cases except 
for one, the stress-integrated PDF for event size is found by the MLE method to be a truncated 





(equivalent to Eq. 2.11). The exception is Nb loaded in the 〈001〉 orientation, which shows a strain-
dependent transition from a truncated power-law distribution of event sizes at low values of strain 





at high values of strain. The cutoff between the two data subsets for Nb〈001〉 was chosen as a 
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resolved shear strain of 𝛾 = 0.03 by inspection of the distinctly bimodal behavior of event size 
versus strain (above this strain, no events larger than 1.3 nm were observed, while below this strain 
events were also observed at sizes of 2-5 nm – see Fig. 3.27). Stress-integrated CCDF equations 
𝐶𝑖𝑛𝑡(𝑆) are constructed via integration of 𝑃𝑖𝑛𝑡(𝑆), which for the truncated power-law form in Eq. 
3.11 produces  
 
𝐶𝑖𝑛𝑡(𝑆) ∝ Γ(1 − 𝜏, 𝜆𝑆) (3.13) 
 
with Γ being the upper incomplete Gamma function and 𝜆 a non-universal constant of the 
exponential truncation (as shown in Eq. 3.11). Subsequently, a least-squares method was used to 
find the best-fit constant of proportionality between the constructed 𝐶𝑖𝑛𝑡(𝑆) curve (with the 𝜏 and 
𝜆 values taken from the MLE analysis) and the experimental CCDF. We also define a “cutoff 
point” Scut from the resulting curve as the point where the constructed CCDF fit function drops 





which is used to characterize the typical maximum size of events that are experimentally observed, 
and how this size changes with respect to the various experimental parameters. Only CCDF plots 
will be presented, as a CCDF allows showing more data points and (unlike e.g. a histogram-based 
PDF estimate) does not require binning events by size for generation of the experimental plot, and 
thus is not subject to variations based on the choice of size bins.  
It should be noted that a significant portion of the material in this section was previously 
published in Ref. [159], although it has been augmented with additional data and insights from 
later testing. The expanded range of tested materials in this section provided the majority of the 
additional data shown in Section 3.1 and 3.2 that was not seen in their respective original 
publications.  
 
3.3.1 Orientation and material dependence of scaling exponent τ 
Examining the effects of crystal orientation on two representative materials (FCC Au and 
BCC Nb), we find that the scaling exponent 𝜏 (see Eq. 3.11 and 3.13) for avalanche sizes increases 
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systematically with increasing crystal symmetry in both Nb and Au, and its value for a given 
symmetry is distinctly higher in Nb than in Au. Figure 3.21 shows the experimental CCDFs and 
fits for Au and Nb, while Table 3.4 summarizes the observed values of 𝜏 and 𝜆, along with the 
“cutoff point” Scut (see Eq. 3.14), the used value of 𝑥𝑚𝑖𝑛 for the MLE analysis (see Section 2.4.6), 
and the number of raw data points in the data set N.  
 
 
Fig. 3.21. Empirical CCDFs versus orientation in FCC Au and BCC Nb with corresponding truncated power-law fits 
from MLE analysis. In the sole case of Nb001 for 𝛾 > 0.03, an exponential distribution fits the data best. See text 
for further details.  
 
Qualitatively, it can easily be seen in Fig. 3.21 that the overall slope of the CCDF curves 
decreases as crystal symmetry increases, as well as being generally steeper in the BCC Nb relative 
to the FCC Au. This slope is directly related to the scaling exponent τ, but can also be significantly 
affected by changes in the truncation factor λ. This is seen in the Au〈111〉 and Au〈001〉 curves, 
which have visibly similar shapes in Fig. 3.21 (nearly overlapping one another). As recorded in 
Table 3.4, the scaling exponent of the Au〈111〉 data (as determined by the MLE method) is in fact 
significantly higher than the scaling exponent in the Au〈001〉 data, but the truncation factor is 
significantly lower, with the resulting curve shapes being similar except for a slightly greater 
curvature in the Au〈001〉 curve on the log-log plot. It is important to emphasize that even with this 
effect of the truncation factor λ on the shape of the distribution, it is impossible for any single value 
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of τ to produce a good match to the behavior in all of the tested orientations in Au, and this is 
therefore not an example of so-called “tuned criticality” [78] between different orientations.  
 
Table 3.4. Summary of MLE analysis results for the data in Fig. 3.21. See text for details.  
Data set τ λ (nm-1) 𝑥𝑚𝑖𝑛 (nm) Scut (nm) N 
Au〈123〉 1.01 ± 0.02 8.28 x 10-3 2.5 472.2 425 
Au〈011〉 1.22 ± 0.08 8.03 x 10-3 2.5 391.0 537 
Au〈111〉 1.95 ± 0.07 9.64 x 10-3 2.5 139.5 1275 
Au〈001〉 1.62 ± 0.05 2.89 x 10-2 2.5 90.2 1455 
      
Nb〈123〉 2.09 ± 0.13 4.51 x 10-2 0.35 25.1 1036 
Nb〈011〉 2.07 ± 0.08 2.57 x 10-2 0.35 34.4 1217 
Nb〈001〉, 𝛾 < 0.03 2.23 ± 0.22 1.57 x 10-1 0.35 10.1 241 
Nb〈001〉, 𝛾 > 0.03 N/A 6.675 0.25 1.3 780 
 
Quantitatively, the increase in τ is small between the 1- and 2-fold symmetry orientations 
in Au, after which τ increases significantly for the 3- and 4-fold symmetry. This qualitatively 
agrees with results from phase field modelling [171]. In the case of Au, the MLE analysis shows 
no strong trend away from a truncated power-law as the most likely distribution, which can be 
quantified using the likelihood ratio R and the significance value p (see Section 2.4.6 and Appendix 
B). This is different for Nb, where in general these parameters less strongly favor a truncated 
power-law (although it is still typically the most likely distribution), and where a strain-dependent 
type of statistics is observed for the 4-fold symmetry orientation. This transition to an apparently 
different distribution can potentially be understood in terms of the finite experimental detection 
limit for very small events (~0.25 nm) and a decreasing correlation length due to network 
evolution. It may be that the underlying distribution is still of the truncated power-law type, but 
only the largest events are above the detection limit, producing an effectively exponential 
distribution. Alternately, 2D discrete dislocation dynamics simulations with a variable density of 
pinning points have shown a true transition from truncated power-law statistics to an exponential 
distribution as the density of pinning points increases to a very high value [122]. In this case, an 
explanation would be needed as to why the increase in pinning point density is only sufficient to 
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cause this transition in the Nb〈001〉 samples, especially in light of the pre-deformed Nb〈011〉 and 
Au〈011〉 samples tested in Section 3.3.4, which do not undergo such a transition despite a 
significant increase in forest dislocation density from cold-rolling. An increase in the exponential 
truncation factor is seen, but the effect is much weaker.  
Another question that arises is why the BCC Nb has significantly higher values of τ than 
the FCC Au for a given level of symmetry in the loading orientation. This can be explained by the 
fact that boundary conditions in microcrystal deformation are known to trigger deformation on 
additional slip systems than geometrically predicted [172]. Considering only the primary and 
conjugate slip planes and one active slip direction per plane, it is straightforward to show that a 
BCC crystal oriented for “single slip” has initially 6 interacting slip systems available due to 
having three distinct families of possible slip planes, which already exceeds the number of systems 
available to the highest-symmetry FCC crystal. This is because the symmetric FCC crystals do not 
have active conjugate planes even in microcrystal testing, as the Schmid factors of all non-primary 
slip planes are uniformly zero in the 〈011〉, 〈111〉, and 〈001〉 orientations for an FCC crystal.  
Having established the effect of orientation in representative FCC and BCC crystals, we 
then expanded to a variety of other materials in the same crystal systems, all with orientations close 
to 〈001〉. Figure 3.22 shows experimental CCDF plots with fits for these materials, including 
Nb〈001〉 and Au〈001〉 (previously shown in Fig. 3.21) for comparison. HCP Hf was also tested 
in both the easy-slip and hard-slip orientations (see Section 2.1 for details), but its CCDF plots are 
shown separately in Fig. 3.23 with selected FCC and BCC materials for comparison, as its unusual 
behavior otherwise obscures some of the curves for other materials. Similarly to Table 3.4, for 
each material, Table 3.5 (following Figs. 3.22 and 3.23) catalogs the observed values of 𝜏 and 𝜆, 
along with the “cutoff point” Scut (see Eq. 3.14), the used value of 𝑥𝑚𝑖𝑛 for the MLE analysis (see 





Fig. 3.22. Empirical CCDFs versus material for microcrystals oriented close to 〈001〉 with corresponding truncated 
power-law fits from MLE analysis.  
 
One important result is that the strain-dependent behavior seen in the Nb〈001〉 
microcrystals was not reproduced by the Ta〈001〉 samples. It should also be noted that, while the 
strain-dependent behavior was very consistently reproduced across 20 Nb〈001〉 microcrystals, all 
of these microcrystals were milled from the same bulk Nb〈001〉 crystal. It has not yet been 
established whether the strain-dependent behavior would be reproducible in a different bulk Nb 
crystal with the same 〈001〉 orientation, and the cause of such distinct behavior changes between 
Nb and Ta (or other BCC crystals) remains a topic of continued research. The size range for events 
in Ta〈001〉 microcrystals was otherwise similar to that in Nb〈001〉, with somewhat greater 
probability of large events. This is possibly simply due to the increased number of events detected, 
as many more events could be extracted from a single microcrystal test for Ta〈001〉 than for 
Nb〈001〉, since significant events could occur at any level of strain rather than only at very low 
strains. Interestingly, both the Ni3Al and HEA samples display significantly larger events than the 
other FCC materials, despite the substantially higher flow stresses presumed to be associated with 
the increased difficulty of dislocation motion in these materials (see Fig. 3.26). Said events were 
also slightly faster than events of similar size in other FCC materials, as was shown previously in 





Fig. 3.23. Empirical CCDFs for HCP Hf in both easy-slip and hard-slip orientations, with corresponding truncated 
power-law fits from MLE analysis and selected data from other materials for comparison.  
 
It can readily be seen that switching from the easy-slip to hard-slip orientation in Hf 
produces the most dramatic effect yet seen on the event-size statistics. The CCDF curve for the 
hard-slip orientation is similar to that for the Nb〈001〉 at low strain, which has one of the highest 
scaling exponents (i.e. steepest CCDF slopes) of all the available data sets. In contrast, the heavily 
confined easy-glide prismatic slip in the easy-slip orientation allows for some of the largest events 
observed in any sample material, with the lowest scaling exponent and truncation factor. It should 
be emphasized that the slip system is the same in both orientations; the hard-slip orientation simply 
has the prismatic planes oriented such that they all have a very low Schmid factor, and no higher 
Schmid-factor systems are available (unlike for cubic crystals) due to Hf having a hexagonal close-
packed crystal structure. The hard-slip orientation is in fact oriented very favorably for basal slip, 
but Hf deforms almost exclusively by prismatic slip at room temperature [143], as discussed in 
Section 2.1. An interesting future topic of investigation would be to further expand this testing to 
include Co as an example of an HCP metal that deforms almost exclusively by basal slip at room 
temperature [143, 173]. Pyramidal slip might also be interesting to investigate, but is more difficult 
to fully isolate, as basal or prismatic slip typically requires lower stresses. While compression 
along the c-axis of HCP crystals would ensure that basal or prismatic slip is impossible, there are 




Table 3.5. Summary of MLE analysis results for the data in Figs. 3.22 and 3.23. See text for details.  
Data set τ λ (nm-1) 𝑥𝑚𝑖𝑛 (nm) Scut (nm) N 
Au〈001〉 1.62 ± 0.05 2.89 x 10-2 2.5 90.2 1455 
Ni〈001〉 1.78 ± 0.04 6.92 x 10-3 1.0 191.5 654 
Ni3Al〈001〉 1.36 ± 0.08 4.19 x 10-3 1.5 621.7 234 
HEA〈001〉 1.26 ± 0.04 1.85 x 10-3 2.5 1269 244 
Ta〈001〉 2.00 ± 0.28 3.64 x 10-2 0.35 30.2 479 
Nb〈001〉, 𝛾 < 0.03 2.23 ± 0.22 1.57 x 10-1 0.35 10.1 241 
Nb〈001〉, 𝛾 > 0.03 N/A 6.675 0.25 1.3 780 
Hf (easy slip) 1.04 ± 0.05 1.16 x 10-3 7 2336 526 
Hf (hard slip) 2.34 ± 0.19 4.86 x 10-2 0.7 22.5 946 
 
3.3.2 Drive rate dependence and critical drive-rate effect 
Structural fluctuations caused by the external driving force (i.e. intermittent slip events) 
have finite time scales, and in the case of crystal plasticity, can be thermally activated (e.g. 
dislocation movement in BCC materials). Therefore, it is possible to truncate the avalanche size 
distribution at the lower end when drive conditions are not sufficiently slow (close to the adiabatic 
limit). This could generally reduce the size-scaling exponent if the underlying avalanche dynamics 
is of similar time-scale as the drive. By increasing the drive rate ?̇?, the distributions lose a growing 
fraction of their smaller avalanches, pushing 𝐶𝑖𝑛𝑡(𝑆) to the higher event sizes and reducing the 
exponent, eventually erasing the scaling.  
Nb〈011〉 and Au〈111〉 were chosen as representative BCC and FCC materials with a 
tendency towards producing smaller, slower events that would theoretically be more sensitive to 
drive-rate effects. These microcrystals were tested across a range of drive rates, with the results 
being summarized in Table 3.6 and Fig. 3.24. Table 3.6 displays equivalent information to Tables 
3.4 and 3.5, with the addition of a column for the nominal drive rate ?̇?. Only the lowest three drive 
rates for each material produced reliable truncated power-law fits and were therefore included in 





Fig. 3.24. Empirical CCDFs versus drive rate for BCC Nb〈011〉 and FCC Au〈111〉 with corresponding truncated 
power-law fits from MLE analysis. See text and Table 3.6 for further details.  
 
Table 3.6. Summary of MLE analysis results for the data in Fig. 3.24. See text for details. 
Material ?̇? (nm/s) τ λ (nm-1) 𝑥𝑚𝑖𝑛 (nm) Scut (nm) N 
Nb〈011〉 0.06 2.09 ± 0.04 3.30 x 10-2 0.35 25.6 914 
Nb〈011〉 0.6 2.07 ± 0.08 2.57 x 10-2 0.35 34.4 1217 
Nb〈011〉 6 1.80 ± 0.05 1.48 x 10-2 0.8 101.6 1084 
       
Au〈111〉 6 2.02 ± 0.05 5.34 x 10-3 1.5 128.3 1003 
Au〈111〉 60 1.95 ± 0.07 9.64 x 10-3 2.5 139.5 1275 
Au〈111〉 600 1.53 ± 0.19 2.73 x 10-2 3 113.8 429 
 
It was found that for both crystal systems, below a certain critical drive rate ?̇?𝑐𝑟𝑖𝑡, the CCDF 
scaling exponent and general curve shape was no longer significantly affected by drive rate 
(although further reducing the drive rate did tend to shift the CCDF curve slightly to the left by 
reducing the typical event size). Conveniently, for the FCC Au the initially used drive rate of 60 
nm/s was in the range below ?̇?𝑐𝑟𝑖𝑡. However, as mentioned in Section 3.2, the drive rate initially 
used for the Nb〈011〉 testing was 6 nm/s, requiring retesting and recreation of the initial analysis 
at the new rate of 0.6 nm/s, which was determined to be the highest rate that remained below ?̇?𝑐𝑟𝑖𝑡 
for Nb. It is important that all testing is done at drive rates below ?̇?𝑐𝑟𝑖𝑡 so that the results are 
independent of rate, with ?̇?𝑐𝑟𝑖𝑡 potentially needing to be determined for every material tested. This 
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is a major result, as it is possible that most or all previously published data on intermittent flow in 
microcrystals suffers from this effect (particularly for BCC materials), rendering their observed 
values of the scaling exponent τ potentially unreliable.  
Physically, it appears that it is the low velocity of the smallest avalanches that sets ?̇?𝑐𝑟𝑖𝑡. 
Given the established result that event velocities are essentially independent of orientation in a 
given material (see Section 3.2.1 and Fig. 3.16), and almost independent of material within a given 
crystal structure, it was assumed that the critical drive rates for Au〈111〉 and Nb〈011〉 applied to 
all FCC and BCC crystals, respectively. For both Au〈111〉 and Nb〈011〉, the ratio 〈𝑣〉𝑚𝑖𝑛/?̇?𝑐𝑟𝑖𝑡 ≈
160 ± 40, depending on the scatter bounds. For other materials (e.g. Ta〈001〉, HEA〈001〉, or Hf) 
where testing at varied drive rates was not done, the existence of a similarly high ratio between the 
nominal drive rate in displacement control mode (or the average displacement rate for tests done 
in open-loop control mode) and the velocities of the smallest avalanches was taken as evidence 
that the drive rate was indeed below ?̇?𝑐𝑟𝑖𝑡. As seen with the 6 nm/s drive rate Nb〈011〉 data shown 
in Fig. 3.14a, for drive rates above ?̇?𝑐𝑟𝑖𝑡, 〈𝑣〉𝑚𝑖𝑛/?̇?𝑐𝑟𝑖𝑡 ≈ 10 is more typical, which if observed 
acts as evidence that the drive rate used is higher than is ideal.  
This type of verification is strongly recommended as a general method for all similar 
experiments in the future. If event velocities cannot be accurately recorded (e.g. due to low data 
acquisition rates), examination of the event-size distribution at lower and lower drive rates until 
the scaling exponent no longer significantly changes (as seen in Fig. 3.24 and Table 3.6) would be 
similarly effective. Even more crudely, the drive-rate limits found here of 60 nm/s for FCC 
materials or 0.6 nm/s for BCC materials could simply be blindly applied to microcrystals of the 
appropriate crystal structure, but this is not recommended without the ability to accurately track 
event velocities as confirmation.  
The effects of drive rate on dynamic behavior in Nb〈011〉 will also be investigated in more 
detail in Section 3.5, as the unexpectedly low value of ?̇?𝑐𝑟𝑖𝑡 in this material allowed experimental 
access to drive rates significantly above the critical rate. If ?̇?𝑐𝑟𝑖𝑡 is specifically a critical 
displacement rate rather than a critical strain rate (plausible given the observed independence of 
slip velocities from sample size in other microcrystals [85]), then this constraint would become 
increasingly significant as sample size increases, given the general habit of running experiments 
in conditions of constant strain rate (i.e., increasing the displacement rate proportionally to the 
sample size). However, the distinction between strain and displacement rate has not yet been 
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directly tested due to the severe difficulty of fabricating microcrystal samples in the desired ~100 
µm size range, as this is too small for conventional machining, but large enough to be impractically 
time-consuming if using FIB milling.  
 
3.3.3 Pre-deformation dependence of scaling exponent τ 
In Section 3.2.1, it was shown that pre-deformation of Au and Nb had essentially no effect 
on the size-velocity scaling exponents (see Fig. 3.16 and Table 3.3), i.e. the avalanche velocities 
are insensitive to the increased dislocation density from cold-rolling. This was an unexpected 
result, given that those values were shown to be microstructure-dependent in other ways, e.g. 
changing significantly with changes in crystal structure. Here we will further investigate the effects 
of pre-deformation on the size CCDFs, specifically by examining statistical properties of 
dislocation avalanches rather than dynamic properties. As previously discussed, we cold rolled the 
bulk Nb〈011〉 to 25% and Au〈011〉 to 30% and 75% reduction in thickness, respectively. This 
level of cold rolling is known to introduce a dislocation substructure corresponding to stage II or 
III hardening [174, 175]. Figure 3.25 shows experimental CCDF plots with fits for these materials, 
including as-grown Nb〈011〉 and Au〈011〉 (previously shown in Fig. 3.21) for comparison. Table 
3.7 displays equivalent information to Tables 3.4 and 3.5 for the data sets shown in Fig. 3.25.  
 
 
Fig. 3.25. Empirical CCDFs versus cold-rolling for Nb〈011〉 and Au〈011〉 with corresponding truncated power-law 




Table 3.7. Summary of MLE analysis results for the data in Fig. 3.25. See text for details. 
Data set τ λ (nm-1) 𝑥𝑚𝑖𝑛 (nm) Scut (nm) N 
Au〈011〉 1.22 ± 0.08 8.03 x 10-3 2.5 391.0 537 
Au〈011〉, rolled 30% 1.27 ± 0.07 1.77 x 10-2 2.5 184.8 872 
Au〈011〉, rolled 75% 1.23 ± 0.07 2.86 x 10-2 2.5 126.2 809 
      
Nb〈011〉 2.07 ± 0.08 2.57 x 10-2 0.35 34.4 1217 
Nb〈011〉, rolled 25% 1.95 ± 0.06 8.21 x 10-2 0.4 20.5 1714 
 
These exponents are within the error bars of the as-grown crystals, but a clear increase of 
the exponential truncation 𝑒−𝜆𝑆 is observed, underlining how large avalanches are increasingly 
suppressed by the increased network entanglement and substructure formation. This finding is 
somewhat different than previously proposed [176], where 𝑃𝑖𝑛𝑡(𝑆) was found unaffected by pre-
deformation to the onset of stage III hardening. We note that the subtle change of 𝐶𝑖𝑛𝑡(𝑆) for 
Nb011 seen in Fig. 3.25 would be visibly indistinguishable in the 𝑃𝑖𝑛𝑡(𝑆) plot shown in Ref. 
[176] due to the binning procedure used there. In stark contrast to the orientation dependence 
displayed in Fig. 3.21, where a true change in 𝜏 is seen, the apparent slope change in Fig. 3.25 due 
to pre-straining is only due to the stronger exponential truncation. This demonstrates the 
importance of the method used to estimate the scaling exponent; a naïve linear fit to a roughly 
straight section of the log-log plot of the CCDF, or even a MLE-method fit using a pure power-
law, would have indicated a change in 𝜏, while the MLE method with comparison of different 
fitting functions used here indicates that the truncated power-law is the best fit and no significant 
change in 𝜏 occurs. The decrease in cutoff size indicates that very large events are more likely to 
terminate due to the increased interaction with the dense dislocation network developed by cold-
rolling. However, this effect is unexpectedly weak relative to the effect of orientation or material. 
Even for the most heavily deformed Au〈011〉 sample, the cutoff size Scut is still 126.2 nm, versus 
90.2 nm for as-grown Au〈001〉 microcrystals, or 30.2 nm for the BCC Ta〈001〉 microcrystals (see 




3.3.4 Flow stress and apparent hardening versus material and orientation 
One variable that has not yet been significantly discussed is the flow stress behavior of the 
microcrystals. Here we use the terms “flow stress” and “apparent hardening”, as the observed 
behavior of the microcrystals can be significantly altered by size effects and thus does not always 
directly correspond to bulk behavior. In particular, it has been shown that in microcrystals a 
significant amount of dislocation activity occurs prior to the onset of significant deformation [172, 
177, 178], implying that the observed “yield stress” (i.e. the point at which significant deformation 
begins) does not necessarily correspond to the onset of significant dislocation motion as it would 
in a bulk sample. Similarly, while certain materials and orientations produce a very consistent 
trend of resolved shear stress versus resolved shear strain, this does not necessarily directly 
correspond to a bulk strain hardening rate. Many of the microcrystal data sets show a low or 
negligible apparent hardening trend, even when oriented for immediate multiple slip. This lack of 
apparent hardening is a known potential result of microcrystal compression testing due to 
extension of Stage I “easy glide” deformation [157].  
Figure 3.26 displays the flow curves for all data sets, with the mean flow stresses and error 
bars calculated as described in Section 2.4.11. Figure 3.26a shows the curves for the FCC Au data, 
averaged across 9 samples for the as-grown Au〈011〉 data and 10 samples for all other Au data 
sets. Figure 3.26b shows the curves for the BCC Nb and Ta data, averaged across 7 samples for 
the Nb〈123〉 data, 12 samples for the non-rolled Nb〈011〉 data, 4 samples for the 25% rolled 
Nb〈011〉 data, 10 samples for the Nb〈001〉 data, and 5 samples for the Ta〈001〉 data. Figure 3.26c 
shows the curves for the 〈001〉-oriented FCC data, with the vertical axis being a logarithmic scale 
due to the order-of-magnitude difference between the smallest and largest flow stresses for the 
different materials. The Au〈001〉 data is duplicated from Fig. 3.26a for comparison, while the 
other curves are an average across 5 samples for the Ni〈001〉 data, 10 samples for the Ni3Al〈001〉 
data, and 8 samples for the HEA〈001〉 data. Finally, Fig. 3.26d shows the curves for the HCP Hf 





Fig. 3.26. Mean flow curves for (a) FCC Au, (b) BCC Nb and Ta, (c) other 〈001〉-oriented FCC materials, and (d) 
HCP Hf. Note that the vertical axis in (c) is logarithmic, while all other axes are linear. See text for further details.  
 
Starting with the Au data shown in Fig. 3.26a, we find that each of the differently oriented 
pristine crystals show the same initial resolved shear stress. This behavior is similar to the 
expectation of a near-equal critical resolved shear stress (CRSS) for tests of differently oriented 
bulk crystals. However, the observed initial flow stress of ~32 MPa is significantly higher than the 
bulk single-crystal CRSS for Au of 0.9 MPa [179] due to the size effect on strength [45]. The two 
lower-symmetry orientations (〈123〉 and 〈011〉) show minimal apparent strain hardening, while 
the two higher-symmetry orientations (〈111〉 and 〈001〉) show a very reproducible and consistent 
hardening trend throughout their flow curves. It can be seen that of the two high-symmetry 
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orientations having a well-defined, non-negligible apparent strain-hardening rate, it is the 〈111〉-
oriented samples that have the highest strength increase per unit strain. This is fairly consistent 
with results from bulk single-crystal testing [180, 181], with the high initial hardening rates in the 
〈111〉 or 〈001〉 orientations generally attributed to the continuous formation of sessile dislocations 
by reactions between glide dislocations on intersecting active slip systems with the appropriate 
relative orientations. While minimal hardening is seen in the Au〈011〉 microcrystals outside of a 
very short initial period in the undeformed samples prior to reaching a “steady-state” flow stress, 
the value of this stress shows a significant effect from the increased dislocation density due to pre-
deformation, increasing from ~41 MPa with no rolling to ~54 MPa at 30% reduction in thickness 
and ~71 MPa at 75% reduction in thickness of the initial bulk crystal. These stresses in the 
Au〈011〉 samples do not quite follow a trend according to Taylor hardening, as there the increase 
in strength is proportional to the square root of the dislocation density, with said density expected 
to increase much more rapidly at low levels of deformation [182], i.e. the increase in strength from 
“0% rolled” to “30% rolled” would be expected to be larger than the increase from “30% rolled” 
to “75% rolled”. The smaller jump in strength in the first case can potentially be rationalized by 
considering that the undeformed flow stress is clearly increased by finite-size effects, as described 
earlier in this section. This may partially mask the effects of Taylor hardening until the dislocation 
density is sufficiently high for the increase in strength from Taylor hardening to dominate the total 
increase in strength, as the effects may be simply additive [156]. Alternately, the very short period 
of rapid strain hardening seen in the as-grown Au〈011〉 samples may imply a self-generated 
increase in dislocation density up to some steady-state value, such that the jump in dislocation 
density from “0% rolled” to “30% rolled” is not as large as would otherwise be expected. Direct 
TEM investigation of deformed microcrystals would allow investigation of this question, but has 
not yet been done due to the difficulty of extracting usable TEM lamellae from deformed 
microcrystals, although Section 3.4.3 does compare the dislocation structures in the cold-rolled 
bulk crystals to those in the as-grown crystal. The increase in initial dislocation density from the 
0% to 30% rolled crystal is found to be approximately a factor of 10, but the dislocation density in 
the 75% rolled crystal could not be reliably estimated from TEM imaging due to the dense cell 
structure formed, so the discussion on Taylor hardening above cannot be significantly advanced 
with the current data.  
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The BCC materials shown in Fig. 3.26b display more unexpected behavior. The initial flow 
stresses for different orientations of Nb are once again very similar (accounting for the increased 
flow-stress variance in BCC materials versus FCC materials), but significant hardening trends are 
absent for all materials other than the 〈001〉-oriented Nb, including, remarkably, the 〈001〉-
oriented Ta. In fact, when quantitatively analyzed, several of the tested BCC materials show 
negative apparent hardening rates, although the variance is sufficiently high that it is difficult to 
obtain a precise value, and the mean values of flow stress at high strain are often within the error 
bars of the values at low strain (see Fig. 3.26b). Even individual tests can see the flow stress both 
increase or decrease stochastically as the strain increases. On the other hand, the Nb〈001〉 samples 
show a very consistent and incredibly high strain hardening rate (on the order of 1000 MPa) up to 
a shear strain of 0.07, followed by reaching a consistent steady-state flow stress of ~130 MPa. This 
is somewhat similar to the behavior observed in the Au〈011〉 samples, except that the initial period 
of strain hardening is more extended. More importantly, as has been previously brought up in 
Sections 3.2.1 and 3.3.1, the slip-event statistics in the Nb〈001〉 showed a dramatic change partway 
through this strain hardening trend. Such a change of behavior with strain was not seen in any 
other material tested so far, including the similar Ta〈001〉. To demonstrate the change in behavior, 
Fig. 3.27 plots event size versus strain for individual events plus strain-binned average values for 
the Nb〈001〉 and Au〈111〉 data sets. The latter acts as a control, having the highest observed 
hardening rate of the FCC materials and reaching significantly higher resolved shear strains than 
the other samples due to its particularly low Schmid factor (as all microcrystals were deformed to 
approximately the same value of engineering strain).  
 
 




The dramatic decrease in event size for both individual events and the strain-binned 
averages for Nb〈001〉 is quite clear in Fig. 3.27a, transitioning near a resolved shear strain of 0.03 
as mentioned previously. Conversely, much higher strains have minimal effect on the observed 
event sizes for Au〈111〉 samples. A short-lived trend of lower average event sizes at the very 
beginning of the Au〈111〉 data is attributed to small events that can occur at lower stresses while 
the microcrystal is still primarily undergoing elastic deformation, especially if the indenter tip and 
the microcrystal surface are not perfectly aligned initially (i.e. the microcrystal surface locally 
deforms to match the indenter tip, without affecting the majority of the sample). The insensitivity 
of slip events to strain seen in Au〈111〉 is reproduced across almost every material tested here, 
with Nb〈001〉 being the exception. While both the flow curves and the change in statistics at 𝛾 =
0.03 were very reproducible across microcrystals produced from the same bulk Nb〈001〉 crystal, 
we re-emphasize that it has not yet been confirmed whether this is reproducible across different 
bulk Nb〈001〉 crystals, and that this effect was not seen in the similarly oriented Ta〈001〉 
microcrystals. Other experiments have investigated Nb〈001〉 microcrystals and found dissimilar 
flow curves [183, 184], but those experiments were focused primarily on submicron- or nano-scale 
samples (ca. 250-650 nm diameter). Ref. [184] in particular showed a very distinct change in the 
flow-curve behavior as the Nb〈001〉 sample diameter approached 1 µm (which was not seen in 
their Ta〈001〉 samples), and the flow stresses even at the largest diameters are significantly higher 
than those seen here in Fig. 3.26b, implying that either the size effects are significant, or that the 
experimental conditions may not be equivalent for some other unknown reason.  
In Fig. 3.26c, we find that the different FCC materials have significantly different flow 
stresses, as might be expected. For an identical 〈001〉 orientation, the Ni samples have both a 
higher flow stress and a higher hardening rate than the Au, while the ordered intermetallic Ni3Al 
is higher still in both categories. The HEA samples show little hardening, but this is plausibly due 
to the fact that they were tested in open-loop control mode rather than displacement control, as the 
extreme size and speed of the observed events makes displacement control impractical. Changes 
in control mode are known to affect the observed hardening rates [86, 116], which is one of several 
reasons why they cannot be directly equated to strain-hardening rates from bulk testing. Other than 
this, and the generally increased flow stresses due to size effects, the results shown in Fig. 3.26c 
are qualitatively what would be expected from bulk testing.  
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The HCP Hf results shown in Fig. 3.26d are interesting in that they further demonstrate 
that the slip systems activated in both the “easy slip” and “hard slip” orientation are in fact the 
same, as shown by the essentially identical flow curves. The hard-slip microcrystals required a 
force of over 1200 µN to begin deforming, which was substantially higher than the easy-slip 
orientation, where the highest force observed at any point was 860 µN and the microcrystals 
typically began deforming at loads of 550-650 µN. The sole cause of the increase in force in the 
hard-slip Hf is the drastically reduced Schmid factor due to the highly unfavorable orientation for 
prismatic slip. The flow stress of 70-75 MPa is much higher than might be expected for easy glide 
in a bulk HCP crystal, but this can again be primarily attributed to the microcrystal size effect, as 
it is similar to the flow stress observed in the Ni samples at low strains, an FCC material that should 
also allow for easy glide with little resistance prior to strain hardening.  
Relating these curves back to the size CCDF scaling previously discussed in this section, 
we find the unexpected result that for Au, the orientation-dependent strain hardening rate 
(calculated as described in Section 2.4.11) has an impressively strong linear correlation with the 
scaling exponent τ (see Eq. 3.11 for the definition of τ and Table 3.4 for τ as a function of 
orientation). Figure 3.28 plots this relationship to demonstrate the remarkably tight fit (R2 = 0.982). 
The other fit parameters are not reported, as they are considered unlikely to correlate with anything 
physically meaningful, especially as this relation is found for the Au data only, and cannot be 
successfully extended to any of the other data sets (e.g., the similar FCC Ni〈001〉 samples show a 
higher hardening rate of ~85 MPa, but a lower exponent of 𝜏 = 1.78 ± 0.04, and therefore 
significantly deviate from the trend in Au) . It is possible that such relations exist in a material-
specific way (e.g., Ni might potentially show such a relationship of its own if tested across more 
orientations), but this is not seen in Nb, the other material with a significant variety of orientations 






Fig. 3.28. Plot of the linear correlation between the strain hardening rate and size-scaling exponent τ for different 
orientations of Au microcrystals. See text for details.  
 
Table 3.8. Apparent strain hardening rates for all data sets.  
Data set Hardening rate (MPa) 
Au〈123〉 0.698 ± 5.05 
Au〈011〉 4.82 ± 5.63 
Au〈011〉, rolled 30% 6.69 ± 2.22 
Au〈011〉, rolled 75% 7.95 ± 1.82 
Au〈111〉 44.7 ± 1.25 
Au〈001〉 25.8 ± 0.99 
Ni〈001〉 85.3 ± 4.41 
Ni3Al〈001〉 588 ± 99.9 
HEA〈001〉 15.0 ± 11.6 
Nb〈123〉 -38.2 ± 11.5 
Nb〈011〉 11.3 ± 14.9 
Nb〈011〉, rolled 25% -59.2 ± 9.93 
Nb〈001〉, 𝛾 < 0.03 1080 ± 490 
Nb〈001〉, 𝛾 > 0.03 24.0 ± 19.8 
Ta〈001〉 -51.1 ± 14.2 
Hf (easy slip) 1.88 ± 5.28 




3.3.5 Summary of Section 3.3 
In this section, we investigate how the event size statistics change with various 
experimental parameters and find significant effects. Changing the loading orientation for Au and 
Nb microcrystals significantly alters the scaling exponent τ, with the values generally increasing 
with increasing symmetry, as well as being higher for all orientations of the BCC Nb relative to 
the FCC Au. We also see a transition between truncated power-law scaling and an exponential 
distribution specifically for the Nb〈001〉 samples as a function of strain. Changing materials within 
a given orientation and crystal structure can also significantly change the scaling exponent, with 
particularly large changes seen in FCC materials (although this may simply be a function of the 
fact that a greater variety of FCC materials was tested). HCP Hf displays an even more dramatic 
effect of orientation on the size scaling, shifting from one of the highest values of τ in the hard-
slip orientation to one of the lowest values in the easy-slip orientation. As mentioned in Section 
3.2, we also find a critical drive-rate effect, where the event behavior can be significantly affected 
if the drive rate is not below a material-dependent value (which so far has proven to be primarily 
crystal-structure dependent, with BCC materials having a much lower critical drive rate than FCC 
materials). We also investigate the effect of pre-deformation in Au〈011〉 and Nb〈011〉, and find 
that while the scaling exponent τ is relatively insensitive to the effects of increased dislocation 
density, the exponential truncation factor and overall negative slope of the CCDF curve increases 
with increasing pre-deformation. Finally, we examine the flow-stress curves of the various 
microcrystals tested, discussing various observations with respect to the apparent hardening rate 
and potential effects on the size statistics.  
In summary, here we systematically show that the scaling exponent for the size distribution 
of slip events in microcrystals is not universal, contrary to the theoretical predictions discussed in 
Section 1.2. Instead, we find that it is a function of material, loading orientation, and drive rate. 
The latter effect is consistent with the MFT depinning predictions in that said predictions are made 
in the “adiabatic limit”, i.e. under the assumption of a very slow drive rate, and we find that below 
a certain drive rate no significant effect on τ is seen from decreasing the drive rate further. 
However, as far as I am aware, the material and orientation dependence cannot be accounted for 
by the “universal” models, while the observed numerical range of exponents covers that predicted 




3.4 Orientation and pre-deformation-dependent shapes in Au microcrystals 
Having expanded our range of available data sets, we revisit the study of velocity profile 
shapes, investigating how these can be affected by orientation or pre-deformation within a single 
material (Au). In this section, we use the “size-integrated” mean profile shape analysis technique 
described in Section 2.4.9, with the empirical rescaling factors for Au of 𝑆−0.75 for the velocity 
and 𝑆−0.25 for the time axes, respectively. It should be noted that if the MFT-predicted scaling 
factor of 𝑆−0.5 is used instead of the empirically-adjusted scaling factors, the observed trends are 
qualitatively the same. The event-size range we integrate across is 1.5-15 nm for all tested Au 
crystal orientations, namely 〈123〉, 〈011〉, 〈111〉, and 〈001〉, as well as the 30% and 75% rolled 
Au〈011〉 crystals. The generated curves are fitted with Eq. 2.16 as described in Section 2.4.9, with 
a significant focus on the fit parameter C, as it is related to the extent of the velocity relaxation 
from its peak value and therefore the overall “shape” of the curves. A significant portion of the 
material in this section was previously published in Ref. [154].  
 
3.4.1 Size-integrated mean velocity profile shapes vs. orientation 
Figure 3.29a shows the size-integrated mean velocity profiles for Au microcrystals of 
various orientations. As the crystal symmetry increases, there is clearly a general trend of 
decreased peak velocity and extended decay time. Figures 3.29c and 3.29d show the experimental 
curves with the fits shown (separated into two plots for legibility), and Table 3.9 gives a summary 
of the results of the nonlinear fits. Note that it is not the 4-fold Au〈001〉 orientation that has the 
most extended velocity decay in Fig. 3.29a, but rather the 3-fold Au〈111〉 orientation. This is 
consistent with the fact that the Au〈111〉 orientation had the highest overall apparent strain-
hardening rate out of the Au microcrystals (see Fig. 3.26a and Table 3.8), and that the decay 
exponent C was found to have an unexpectedly good linear relationship with the overall apparent 
hardening rate (see Fig. 3.29b). The 〈111〉 orientation having the highest apparent hardening rate 
is also reasonably consistent with the results of bulk single-crystal experiments on strain hardening 
[181], although we emphasize that the apparent hardening rate is not guaranteed to be directly 





Fig. 3.29. (a) Size-integrated mean velocity profiles for various orientations of Au microcrystals. (b) Scaling of 
decay exponent C with apparent strain hardening rate (see Section 2.4.9 and Eq. 2.16). (c), (d) Data from (a) with 
nonlinear fits shown, split into two subfigures for legibility. See text for further details.  
 
Table 3.9. Fit parameters for the data shown in Fig. 3.29 (see Eq. 2.16).  
Data set A B C R2 
Au〈123〉 2.70 x 106 1.36 x 108 2.52 ± 0.15 0.992 
Au〈011〉 2.68 x 106 1.97 x 106 1.96 ± 0.11 0.992 
Au〈111〉 2.65 x 106 1.45 x 104 1.28 ± 0.06 0.991 
Au〈001〉 2.07 x 106 6.24 x 105 1.83 ± 0.07 0.994 
 
It is worth noting that in the two high-symmetry orientations, out of the slip systems 
activated according to Schmid-factor calculations, each active slip direction can be associated with 
two slip planes, i.e. it is possible for a dislocation to cross-slip from one active slip plane to another 
108 
 
one. In the lower-symmetry orientations, each active slip direction is associated with a single active 
slip plane, and cross-slip of an active dislocation to another plane would cause said dislocation or 
dislocation segment to experience a strongly reduced resolved shear-stress and therefore restricted 
motion. Our current hypothesis is that the increased propensity for active cross-slip of dislocations 
in the high-symmetry orientations leads to the extended velocity relaxation seen in the mean 
velocity profiles. In lower-symmetry orientations, cross-slip can cause cessation of dislocation 
movement and thus the halting of the event, while in higher-symmetry orientations the dislocations 
remain active but may take an increasingly lengthy and convoluted path to their final destination, 
potentially increasing the overall event duration and thus extending the velocity relaxation as seen 
in the mean profiles. 
Following earlier reports on strengthening of microcrystals [172, 177, 178], we expect that 
a significant evolution of the dislocation structure, as qualitatively expressed above, occurs prior 
to the point at which large amounts of strain are generated. This means that the avalanche dynamics 
studied here can be regarded as occurring in an environment of crudely approximated network 
constancy, being in line with Refs. [172, 177, 178] and also the fact that the spatiotemporal 
dynamics traced here are not seen to vary noticeably with plastic strain in the microcrystals (see 
Fig. 3.16 and Fig. 3.30). Note that Fig. 3.30 is visually very similar to Fig. 3.27b due to the strong 
correlation between event size and peak event velocity, as is shown in Fig. 3.16. The lack of 
sensitivity of the dynamics to strain in the microcrystals has also been reported in earlier work 
[162]. It is emphasized that this working assumption of approximate dislocation network constancy 
only has validity if the apparent strain-hardening slope evaluated in Section 3.3.4 is not understood 
classically in the sense that the strength increase per unit strain increment originates from a 
continuously increasing network entanglement. Instead, we consider the limited source statistics 





Fig. 3.30. Peak event velocities versus strain in Au〈111〉 microcrystals, showing the negligible dependence on 
strain. See also Fig. 3.27b and text associated with both figures for further details.  
 
As a toy model, we can consider the activation of single-arm sources [105, 108] that 
mediate the progress of a given event via repeated operation. Under the assumption of slip being 
primarily driven by rotation of single-arm sources, the number of immobile forest dislocations that 
must be intersected per rotation is directly related to the overall dislocation density in the crystal. 
Consequently, for one full rotation of a single-armed source, one Burgers vector of slip is 
generated, but for different dislocation densities a larger number of pinning points is expected to 
decrease the mean deposition rate of Burgers vectors per unit time, which is the property contained 
in our average and peak velocity data. If each intersection event delays the motion of the 
dislocation by some finite time on average, then increasing the dislocation density would be 
expected to increase the duration of a slip event relative to its size and therefore extend the velocity 
relaxation of the scaled mean profile. It should thus be possible to qualitatively examine this by 
testing the bulk crystals that have been pre-deformed to increase their initial dislocation density. 
The hypothesis is that the average shape function should exhibit a reduction in peak velocity and 
a more extended velocity decay due to the increase in dislocation density, which will be tested in 




3.4.2 Size-integrated mean velocity profile shapes vs. pre-deformation 
Figure 3.31 shows the size-integrated mean velocity profiles for Au〈011〉 with various 
levels of pre-deformation. As with the effect of orientation, there is a clear decrease in peak 
velocity and extension of the velocity relaxation with increasing dislocation density, which 
supports our expectation based on the correlation and interpretation of the data captured in Fig. 
3.29. The decay exponent decreases from 1.96 ± 0.11 in the pristine state to 1.72 ± 0.08 after a 
30% reduction in thickness, and decreases further to 1.39 ± 0.05 after a 75% reduction. Table 3.10 
gives a summary of the results of the nonlinear fits to the data in Fig. 3.31.  
The reduction of the peak velocity and extension of the velocity relaxation with increasing 
pre-deformation is interestingly similar to that seen in a model of avalanche shapes at fixed size 
for Barkhausen noise with eddy-current effects from Ref. [102]. In said model, if a parameter 
related to the strength of the force exerted by eddy currents on the motion of the domain wall is 
set to zero, the MFT shape prediction is recovered (Eq. 1.6). However, if the value of the parameter 
is increased, the predicted shape at fixed size changes with increasing values in a manner that is 
qualitatively similar to our experimentally observed changes in profile shape with increasing levels 
of pre-deformation. This makes sense if one considers the effect of forest dislocations on a moving 
dislocation. Forest dislocations act as a network of obstacles that must be overcome for the mobile 
dislocation to move, which (if averaged across time and space) appears as a force opposing the 
movement of the dislocation. As such, increased dislocation density could be considered an 
equivalent of an increased value of the eddy-current-induced force opposing the motion of a 
magnetic domain wall in the model from Ref. [102]. Alternate sources for such opposing forces, 
e.g. high lattice friction in BCC metals, might even explain other observations, such as the severely 
extended relaxation in the velocity profiles at fixed size in Nb〈011〉 (see Section 3.2.2).  
We also find that there is a strong linear correlation between the decay exponent C and the 
peak velocity in each mean profile (as shown in the inset of Fig. 14). This is a nontrivial result, as 
mathematically the peak velocity is nonlinear in C, specifically scaling as 𝑉𝑚𝑎𝑥 =
𝐴𝑒−1 𝐶⁄ (𝐵𝐶)−1 𝐶⁄  (the analytical solution for the curve maximum). Therefore, in order to produce 
this result, the data underlying the fitted curves must have been best fit by values of A and B that 
simultaneously changed in the manner required to produce a linear correlation of the peak velocity 
with C. Such a correlation is not found in the orientation-dependent mean profiles, as there is a 
significant difference between the decay exponent of the 〈111〉- and 〈001〉-oriented mean profiles 
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but minimal difference between their peak velocities. It would be interesting to see if this 
correlation is consistent for further levels of pre-deformation in 〈011〉-oriented crystals, or if it 
exists for other orientations.  
 
 
Fig. 3.31. Size-integrated mean velocity profiles versus pre-deformation in 〈011〉-oriented Au microcrystals. Inset 
shows the strong correlation (with the red line being a linear fit) between the decay exponent C and the peak value 
of the velocity for each level of rolling reduction.  
 
Table 3.10. Fit parameters for the data shown in Fig. 3.31 (see Eq. 2.16). 
Data set A B C R2 
Au〈011〉 2.68 x 106 1.97 x 106 1.96 ± 0.11 0.992 
Au〈011〉, rolled 30% 2.51 x 106 3.44 x 105 1.72 ± 0.08 0.992 
Au〈011〉, rolled 75% 2.09 x 106 3.08 x 104 1.39 ± 0.05 0.994 
 
Given the distinct change in mean profile with increasing pre-deformation, we thus 
conclude that the density of dislocations (or of any other penetrable pinning point) after the 
breakaway stress will affect the fine details of the averaged spatiotemporally resolved slip 
dynamics. This translates into a material-specific picture of so-called avalanches and their 
dynamics in crystal plasticity. It is noted that such a scenario means that the evolution of the 
internal dislocation structure is insignificant in comparison to the structural state present at the 
moment when intermittency begins. This can only be regarded as a special feature for the 
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microcrystals tested here, and we anticipate that a plastic strain dependence would emerge in bulk 
crystals if one were able to resolve these dynamics at the bulk scale. 
 
3.4.3 Dislocation structures in cold-rolled Au〈011〉 
To examine the change in internal dislocation structure with increased cold-rolling, TEM 
lamellae were extracted from the bulk crystals via FIB lift-out as described in Section 2.2. Figure 
3.32 shows a bright-field TEM image of the dislocation structure in the undeformed Au〈011〉 bulk 
crystal, while Figs. 3.33 and 3.34 show equivalent images of the dislocation structure in the 
Au〈011〉 bulk crystals that were cold-rolled to 30% and 75% reduction in thickness, respectively. 
In all figures, the image is oriented as a cross-section of the dislocation structure in the crystal, 
with the vertical direction in the image being parallel to the surface normal of the bulk crystal.  
 
 
Fig. 3.32. Bright-field TEM image of dislocation structure in undeformed Au〈011〉 crystal.  
 
The dislocation density in the undeformed crystal is relatively low, so the “salt-and-pepper” 
contrast from FIB damage is more obvious, manifesting as numerous small black specks or 
dislocation loops in Fig. 3.32. Longer line features represent true dislocations present in the crystal. 
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Estimating the dislocation density as described in Section 2.2 gave a value of 6 x 1012 m-2 for the 
as-grown crystal, higher than the minimum of ~1010 m-2 observed in extremely well-annealed 
metal single crystals [185] but within the range seen in other microcrystal studies for undeformed 
material [177].  
A 2 µm wide (to scale) rectangular outline in both Fig. 3.33 and 3.34 gives an idea of the 
potential dislocation structure within the tested microcrystals milled from the pre-deformed bulk 
crystals. The 30% rolled crystal in Fig. 3.33 shows a significant dislocation structure with most 
dislocations still visible as isolated lines, but also with the beginnings of dislocation cell boundaries 
visible. Some areas of slight misorientation-induced contrast changes are similarly visible, 
generally following the preliminary cell boundaries where present. Here the estimated dislocation 
density is 7 x 1013 m-2, one order of magnitude higher than for the undeformed crystal.  
 
 
Fig. 3.33. Bright-field TEM image of dislocation structure in Au〈011〉 crystal cold-rolled to 30% reduction in 
thickness. Rectangular box outlines a cross-section of a hypothetical 2 µm diameter microcrystal. Lamella is thinner 




The 75% rolled crystal in Fig. 3.34 shows far more significant effects, with the clear 
development of a dense dislocation cell structure and numerous regions of severe misorientation. 
Many areas contain a high enough density of dislocations that individual lines are no longer 
reliably distinguishable. As such, this crystal does not have an estimate of its dislocation density.  
 
 
Fig. 3.34. Bright-field TEM image of dislocation structure in Au〈011〉 crystal cold-rolled to 30% reduction in 
thickness. Rectangular box outlines a cross-section of a hypothetical 2 µm diameter microcrystal. Rectilinear 
contrast changes are due to this figure being a composite of higher-magnification images. The lamella was 
significantly thinner near the bottom of the image, but TEM micrographs taken at that position have reduced 
contrast due to partially including the direct transmitted beam (not shown; image cropped to reduce height and allow 
more detail to be shown). The areas of reduced contrast near the top of the image are similar, except that the lamella 
was not so thin near the top of the image and therefore appears even darker.  
 
While dislocation density could not be reliably measured in Fig. 3.34, both Fig. 3.33 and 
Fig. 3.34 can be evaluated in terms of the length scale of the cell size (i.e., the typical distance 
between cell boundary walls). Averaging lines randomly drawn between cell boundaries, the 30% 
rolled crystal has a mean cell diameter of approximately 1.2 µm, while the 75% rolled crystal has 
115 
 
a mean cell diameter of approximately 0.25 µm, for a factor of ~5 reduction in length scale. As 
can be seen in Fig. 3.33 in the hypothetical microcrystal cross-section, the length scale of the early 
cell structure in the 30% rolled crystal is close to the physical size of the microcrystal (2 µm 
diameter). This is a potential explanation for the relatively low effect of this level of cold rolling 
on the flow stress (see Section 3.3.4), as well as the subtler effect of 30% rolling on the size-
integrated mean velocity profile versus the 75% rolled crystal. For a dislocation to fully traverse 
the microcrystal, it must penetrate all cell walls that intersect its slip plane, so this internal length 
scale is relevant for the operation of dislocation sources during slip events, but if the size of the 
microcrystal already imposes an external length scale, internal length scales will have little effect 
until they become significantly smaller than the size of the system.  
 
3.4.4 Summary of Section 3.4 
In this section, we experimentally trace the dynamics of collective dislocation 
rearrangements in gold microcrystals of various crystallographic orientations and with different 
pre-existing dislocation densities, revealing systematic trends in the average peak velocities and 
mean profile shapes. TEM images confirm the expected changes in dislocation structure from 
increasingly severe levels of cold-rolling (significantly increased dislocation density and a 
preliminary cell structure in the 30% rolled sample, and development of areas of significant 
misorientation and a dense dislocation cell structure in the 75% rolled sample, with a significant 
reduction in the estimated cell size in the latter relative to the former).  
Employing the established view of slip in microcrystals dominated by the operation of 
single-armed sources, the results suggest that an increased density of pinning points (here forest 
dislocations or dislocation cell walls) reduces the peak velocity and extends the velocity relaxation 
process in size-integrated mean velocity profiles. This is consistent with results from a theoretical 
model for avalanche shapes at fixed size [102] that adds delay effects not included in the basic 
MFT model discussed in Section 1.2.1. The same model also provides a plausible explanation for 
the similarly extended velocity relaxation seen for mean velocity profiles at fixed size in BCC Nb 
(see Section 3.2.2), with high lattice friction taking the place of increased dislocation density as 
the source of forces resisting the motion of dislocations. The lack of an observed effect of pre-
deformation on event velocities in the size-velocity scaling plots shown in Fig. 3.16 is also 
consistent with the effect of pre-deformation on the size-integrated mean profiles shown in Fig. 
116 
 
3.31, as there the peak velocity only decreased from a scaled value of ~700 to ~500, i.e. by a factor 
of 1.4, which is small enough to be essentially invisible on the log-log plots of size-velocity scaling 
(with the error bounds often spanning a factor of 2 or more). Combining this result with those from 
Section 3.3, we find that both the event statistics and event dynamics in dislocation avalanches are 
sensitive to microstructural details present at the onset of flow and are therefore not fully 
“universal”.  
 
3.5 Drive-rate effects and the transition from intermittent to smooth flow 
As mentioned in Section 3.3.2, here we discuss the effects of drive rates on the slip behavior 
in Nb〈011〉 in more detail, eventually focusing on the transition between intermittent and smooth 
flow. In these small-scale microcrystal tests, intermittent slip is commonly observed, yet tests on 
otherwise equivalent bulk-scale single crystals generally do not show such behavior, and the 
reason behind this transition is not yet fully understood. The observation of finite velocities for the 
intermittent slip events (see Fig. 3.16) raised the question of what might occur if the external drive 
rate approached or exceeded these velocities, and the very low velocities observed for events in 
Nb〈011〉 allowed experimental access to such test conditions. A significant portion of this section 
is taken from Ref. [161], an in-progress collaborative manuscript on this topic.  
While all BCC materials tested showed similarly low velocities, Nb〈011〉 was available in 
the greatest quantity and was therefore chosen as the primary sample type, given the very large 
number of microcrystal tests required to obtain the data shown in this section. The range of test 
conditions used is summarized in Table 3.11. The reduction in data acquisition rate (DAR) for the 
lower drive rates is due to the controller constraints discussed in Section 2.3. Given that some of 
the used drive rates are very high, a previously developed method of calculating an approximate 
value for the force applied to the sample, as opposed to simply the force value read from the 
transducer (which is not necessarily identical under dynamic test conditions [150], see also Section 
3.1.3) was used to verify that the indenter maintained good contact with the samples. The absolute 
difference between measured and applied force values was never greater than 60 µN and the 




Table 3.11. Test conditions for drive-rate dependence testing in Nb〈011〉. 
Nominal drive rate (nm/s) Nominal strain rate (s-1) Data acquisition rate (Hz) 
0.06 10-5  80 
0.6 10-4 800 
6 10-3 3,200 
60 10-2 16,000 
600 10-1 16,000 
6,000 1 16,000 
30,000 5 16,000 
 
 
3.5.1 Validation of low DARs for low-drive-rate testing 
As discussed in Section 2.3, the lowest drive rates produce significant constraints on the 
usable data acquisition rates (DARs). It is known that dynamical experiments can be sensitive to 
data acquisition parameters, as if the DAR is not sufficiently high, the dynamic behavior will not 
be accurately captured. In Fig. 3.35, we compare two DARs for the two lowest drive rates (0.06 





Fig. 3.35. (a) Event duration vs size and (b) peak event velocity vs size in Nb〈011〉 microcrystals for two different 






Fig. 3.35. (c) Event duration vs size and (d) peak event velocity vs size in Nb〈011〉 microcrystals for two different 
DARs at a drive rate of 0.6 nm/s. See text for further details.  
 
As shown in Fig. 3.35, when changing from a DAR of 8 Hz to 80 Hz at the 0.06 nm/s drive 
rate, we see a dramatic change in the measured event durations and size-velocity scaling. At both 
DARs the event durations are pinned at the processing-based minimum of 2-3 sampling intervals 
per event, but the latter is much closer to the true durations (as determined from higher-DAR 
testing at the 0.6 nm/s drive rate) and shows nonzero scaling with event size. This can also be seen 
with the 80 Hz vs 800 Hz data at the 0.6 nm/s drive rate. At 80 Hz the event durations are again 
pinned at the minimum possible value, but when we increase the DAR to 800 Hz the durations of 
the shortest events only drop by approximately half, with a minimum of 15 sampling intervals for 
the shortest-duration events at 800 Hz. Thus, 800 Hz appears to be a sufficient DAR to accurately 
capture slip dynamics in Nb (although higher is almost always better, if possible). 80 Hz is not 
quite ideal, but the changes in dynamic measurements due to switching from 80 Hz to 800 Hz are 
much subtler than going from 8 Hz to 80 Hz (as can be seen by comparing Fig. 3.35b and 3.35d), 
and as discussed in Section 2.3, 80 Hz is the highest practical DAR at a drive rate of 0.06 nm/s 
given the data acquisition constraints. The visibly discretized event durations in Fig. 3.35a and 
3.35c result from the event durations being calculated based on the discrete time-sampled data 
points (see Section 2.3). As might be expected, this means that increasing the DAR will result in 
a more continuous spread of duration values, as can be seen in Fig. 3.35c. In summary, we confirm 
that the DARs used in the final data sets (as listed in Table 3.11) were adequate to capture the 




3.5.2 Effects of drive rate on flow curves 
We find that changing the nominal drive rate has a significant effect on the flow behavior 
of the Nb〈011〉 microcrystals. In this section, axial engineering stress and strain are used for the 
plots, as all microcrystal samples examined are nominally identical, and comparisons are later 
made against engineering stress values for bulk polycrystalline tests. Figure 3.36 gives example 
stress-strain curves from microcrystal tests at each drive rate. The curves become increasingly 
smooth with increasing drive rate, and at the highest nominal rate tested (30,000 nm/s), the stress-
strain curves have no visible intermittency at all. Figure 3.36h shows the post-test morphology of 
a microcrystal sample that was tested at 30,000 nm/s to demonstrate that the deformation is still 
reasonably stable and controlled (with no “pancaking” or bending of the sample), even at such a 
high nominal rate. The apparent “barreling” of the sample is simply the consequence of the 
restricted deformation directions available in the 〈011〉 orientation for Nb (or any other BCC 
metal). The edges of the initial circular cross-section are still visible near the top of the 
microcrystal, and are most evident in the directions normal to the plane defined by the two 
available slip directions, with said directions being approximately diagonally downwards to the 
left and to the right as depicted in Fig. 3.36h. In other words, the undeformed portions of the 
circular top of the cylindrical microcrystal are towards the front and rear of the deformed sample 
as shown in Fig. 3.36h.  
The variance in flow stress both within a single test and between tests is visibly much 
greater for the lower drive rates, while the stress-strain profiles for the higher rates were 
remarkably reproducible. The flow stress is also greater for the higher drive rates, as expected for 
a BCC crystal known to have non-negligible strain-rate sensitivity [186-188]. One notable feature 
of these microcrystal tests is that they typically do not display any significant strain hardening (as 
measured from the experimental stress-strain plots; see also Section 3.3.4). This contrasts with 
bulk niobium single crystals in similar orientations, which show significant strain hardening 
immediately after yield, with an observed hardening rate of ~140 MPa (shear stress/shear strain) 
[186]. However, similarly low or nonexistent strain hardening has been found in multiple other 





Fig. 3.36. Engineering stress-strain curves at nominal drive rates of (a) 0.06 nm/s, (b) 0.6 nm/s, (c) 6 nm/s,  
(d) 60 nm/s, (e) 600 nm/s, (f) 6,000 nm/s, and (g) 30,000 nm/s. (h) Microcrystal tested at 30,000 nm/s, showing 




Given that we are attempting to investigate the transition between micro-scale and bulk 
behavior, a comparison of the two is highly relevant. As previously mentioned, it is known that 
BCC materials (including Nb) have a non-negligible strain-rate sensitivity of flow stress [186-
188]. Given the general lack of consistent hardening trends in the Nb〈011〉 data (see Fig. 3.36 and 
Fig. 3.26), the same flow-stress calculation described in Section 2.4.11 and used in Section 3.3.4 
can be averaged across all strain values instead of individual strain bins to produce a single flow-
stress value for each drive rate, with error bars equal to the standard deviation of the observed 
flow-stress distribution across all samples and strain values. The standard deviation is used rather 
than the standard error of the mean to more directly represent the significant variation in observed 
flow stresses at each drive rate. This is shown in Fig. 3.37, along with strain-rate sensitivity data 
taken from the literature for comparison [186-188]. Note that the data shown is engineering stress 
and strain rather than resolved shear stress and strain. For the single-crystal literature data, this 
involved converting from the given resolved shear stress to an equivalent axial engineering stress 
in the 〈011〉 orientation using a Schmid factor of 0.417.  
 
 
Fig. 3.37. Strain-rate sensitivity (SRS) of axial engineering flow stress or yield stress for our single-crystal Nb〈011〉 




While the stress levels in the microcrystal samples are significantly higher than in the bulk 
single-crystal data, consistent with the well-documented size effects on strength in Nb [170, 183, 
184], the general trend of the strain-rate sensitivity seems quite consistent between bulk testing 
and micro-scale testing. Besides the size effect on the strength, the primary difference between 
bulk and micro-scale testing in terms of flow stress appears to be the lack of significant strain 
hardening in the latter case (as previously discussed in Section 3.3.4).  
 
3.5.3 Effects of drive rate on size-velocity scaling 
Event size was shown to correlate with event velocity in previous work [76, 150, 159] as 
well as in Section 3.2, with larger events having generally higher peak velocities (albeit with 
substantial scatter). After testing across a wide range of drive rates, we find that drive rate can have 
a significant effect on this correlation. Below the critical drive rate ?̇?𝑐𝑟𝑖𝑡 identified in Section 3.3.2, 
there is little effect, but for all tested drive rates above this the absolute values of the peak velocity 
for a given event size are substantially increased. This is shown in Fig. 3.38.  
 
 
Fig. 3.38. Size-velocity scaling for individual events in Nb〈011〉 at various drive rates.  
 
Drive rates of 60 nm/s or higher (2 orders of magnitude above ?̇?𝑐𝑟𝑖𝑡) have little or no 
correlation between size and velocity, due to the increased drive rate eliminating the possibility of 
detecting events at velocities below said drive rate. Some smaller events can still be observed, but 
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their velocities are similar to those of the larger events at the same drive rate. The two highest rates 
have a very limited number of events available, but they can still be observed to be following the 
trend of larger events having higher velocities when compared with data from other drive rates. 
Figure 3.39 shows a plot of observed peak event velocities versus drive rate to more clearly 
demonstrate the overall increasing trend with increasing drive rate. It also shows how the typical 
peak event velocity values level off at the lowest drive rate, placing them further above the nominal 
rate than for the other drive rates tested. This provides evidence for our proposed hypothesis that 
there exists a “natural” or “undriven” range of event velocities that is independent of drive rate, 
but may be material-dependent.  
 
 
Fig. 3.39. All peak event velocities for all drive rates, with a line representing their respective nominal drive rates 
shown for comparison. See text for details.  
 
It can also be seen in Fig. 3.39 that even for the highest drive rate (which produced events 
with visibly non-intermittent stress-strain curves, as shown in Fig. 3.36g), the peak velocity 
obtained was still substantially above the nominal drive rate, exceeding it by a factor of 3-5. 
Essentially, despite the lack of visible intermittency, the entire stress-strain curve was produced 
out of a single plastic instability that was continuously driven forward by the externally applied 
stress. The velocity-time profiles of the events at the 30,000 nm/s drive rate are qualitatively 
similar in shape to those of the largest events from other drive rates. Importantly, the velocity 
peak(s) occur after the force applied by the transducer begins to decrease (as shown in Fig. 3.40), 
124 
 
implying that they are due to an internal process in the material altering its resistance to plastic 
flow (e.g. dynamic pinning/unpinning or jamming/unjamming of dislocations during an 
avalanche), as opposed to the relaxation from the peak velocity being entirely due to the transducer 
feedback control reducing the applied stress. The velocity also begins to decay from its peak value 
before the stress drops to the value at which the event initiated. This indicates that the internal state 
of the material has changed such that it is more resistant to plastic flow than it was at event 
initiation, i.e. some dynamic strengthening is occurring during the event. However, the effect can 
be transient – if the sample is elastically unloaded and reloaded after the event ends (as typically 
occurs in nanoindenter displacement-control testing after a plastic instability), it is possible for the 
next plastic instability to occur at a lower stress than the termination stress of the previous event 
(see Fig. 3.36 for examples). Presumably some internal relaxation process is responsible for this 
time-dependent weakening of the material.  
 
 
Fig. 3.40. Plot of velocity and applied force vs time during a high-drive-rate test of a Nb〈011〉 microcrystal, with a 
horizontal line indicating the nominal drive rate of 30,000 nm/s.  
 
One question that might remain is whether the increased velocities that are observed are 
simply due to differences in the stress applied to the sample, since it is known that the increased 
drive rate increases the flow stress (see Section 3.5.2). Figure 3.41 displays the size-velocity 
scaling for a restricted set of events that occurred in a narrow range of stresses for the three lowest 
drive rates. As can be easily seen, restricting the data to events that occurred at similar stress values 
does not seem to substantially alter either the size-velocity scaling (compare with Fig. 3.38) or the 
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increase in event velocity with increased drive rate. This stress-independence of the event 
velocities is consistent with the earlier results in Au〈001〉 microcrystals[85].  
 
 
Fig. 3.41. Peak event velocity versus event size for the three lowest drive rates tested, with a restricted range of axial 
engineering stress at event initiation. 
 
3.5.4 Effects of drive rate on intermittency – experiments and simulation 
In this section, we quantitatively examine the qualitative trend of reduced intermittency 
with increasing drive rate seen in Fig. 3.36, in order to estimate the drive rate necessary to eliminate 
intermittency and produce smooth flow. This is done using data from the above experiments on 
Nb〈011〉 microcrystals, older experimental data on Au〈001〉 microcrystals from R. Maaß [85] 
(analyzed by Q. Rizzardi), and discrete dislocation dynamics (DDD) simulations on Nb〈001〉 
“microcrystals” of several sizes from Y. Cui, G. Po, and J. Marian [161]. The tendency for a 
decreasing number of intermittent events with increasing displacement rate is quantified in Fig. 
3.42 for all data sets. We define an “intermittency parameter”, IP, as the number of distinct slip 
events detected per 1% engineering strain accumulated during testing. The experimental Nb〈011〉 
data shows a very consistent (𝑅2 = 0.995) power-law relationship between displacement rate and 
IP across 5.5 orders of magnitude in drive rate. The error bars shown for Nb〈011〉 are 95% 
confidence intervals from the standard error of the mean, calculated based on the variation in IP 
across multiple sample tests (5-20 per drive rate). Far fewer tests were available in the Au〈001〉 
and simulated data sets, so error bars are not shown, and fit lines are not shown for the simulated 
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data sets to avoid excessively cluttering the plot. It should be noted that the DDD simulations were 
done at strain rates of 10 to 104 s-1, versus the experimental range of 10-5 to 5 s-1, due to 
computational complexity limits (even after the impressive levels of optimization by Y. Cui, G. 
Po, and J. Marian that allowed the use of a strain rate as low as 10 s-1). The simulated microcrystals 
all had a height/width ratio of 3, similarly to our physical microcrystals, and a square cross-section 
with the width noted in the legend of Fig. 3.42.  
 
 
Fig. 3.42. Intermittency parameter (𝐼𝑃) for Nb011 and Au001 obtained from experiments (left ordinate and lower 
abscissa), and for Nb001 obtained from DDD simulations (right ordinate and upper abscissa). 
 
The empirical power-law relationship approximately determined by a linear fit to the log-
log plot for the Nb〈011〉 data is 𝐼𝑃 = 15?̇?−0.59, where ?̇? is the drive rate. Given that our tests 
proceed to approximately 20% engineering strain, this predicts that no intermittency should be 
seen in a single test (i.e. 20𝐼𝑃 ≤ 1) for displacement rates above 16,000 nm/s. This is consistent 
with the observed results of no visible intermittency at 30,000 nm/s and a small but nonzero 
amount of intermittency at 6,000 nm/s (see Fig. 3.36). The IP value also appears to plateau slightly 
for the lowest drive rates in Nb〈011〉. This could be either due to an increase in the fraction of 
events below the experimental detection limit (reducing the measured IP relative to the “true” 
value), or due to approaching the “adiabatic limit” of extremely low drive rate, where each event 
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is well separated and further decrease in the drive rate has little effect on the number of distinct 
events observed [94]. The latter is plausible in light of the “critical drive rate” effect previously 
discussed (see Section 3.3.2).  
While much less Au〈001〉 data is available, the observed power-law relationship (using the 
same method as for the Nb〈011〉 data) is approximately 𝐼𝑃 = 21?̇?−0.44, allowing us to estimate 
the drive rate for zero visible intermittency as 920,000 nm/s or 0.92 mm/s, much higher than for 
Nb. The factor of ~60 increase in the predicted drive rate necessary to eliminate intermittency is 
consistent with slip velocities in Au〈001〉 being typically ~30-70 times faster than events in 
Nb〈011〉 given similar event sizes (see Section 3.2.1), which is itself consistent with our 
hypothesis that it is the “natural” or “undriven” velocities of the slip events that cause drive rates 
exceeding this value to affect intermittency (see Section 3.3.2 and Section 3.5.3).  
For the simulated data, an IP value is calculated and shown in Fig. 3.42 (on the right 
ordinate and upper abscissa) similarly for the experimental data. The simulations are conducted in 
strain control, and the applied strain rate is taken as the event threshold, with each continuous 
period of plastic strain rate exceeding the nominal value taken as a single event. This is a precise, 
highly sensitive, and automated method of detecting slip events, made possible by the lack of noise 
in the simulated displacement data (as opposed to experiments, where event extraction is much 
more complicated, as described in Section 2.4). The IP values for the simulated data sets are higher 
than the experimental results in Fig. 3.42 because of the different event resolutions and the 
difficulty of reaching pure strain control in experiments due to the finite machine stiffness effect. 
However, the power law relation between IP and displacement rate is very well reproduced for all 
simulated sample sizes, as can be seen in Fig. 3.42. Remarkably, the power law exponent is found 
to be -0.5, which is close to the experimentally determined value of -0.59. This implies that 
𝐼𝑃  ?̇?−𝛼 may hold at least approximately for an even wider strain-rate range than tested 
experimentally, and is mostly insensitive to the event resolution and external crystal sizes.  
The observation of decreasing intermittency with increasing rate, and in particular the 
robust power-law scaling between 𝐼𝑃 and the applied rate in both the experiments (Nb〈011〉, 
Au〈001〉) and the simulations (Nb〈001〉), can be captured in a simple theoretical model developed 
by Y. Cui, G. Po, and J. Marian [161]. We consider the case of an idealized succession of elastic 
stress-strain regimes, during which the stress rises, followed by a drop in stress ∆𝜎 due to an 
avalanche. Each elastic and plastic portion of the stress-strain curve is defined by its duration, ∆𝑡1 
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and ∆𝑡2, where the subscript 2 identifies the elastic part, and 1 the plastic part. Under the 
assumption of a negligible overall strain hardening rate, which is well supported by Fig. 3.36, an 
equilibrium between the stress drop and the stress recovery during the elastic part can be defined 
as  
 
〈𝐸( 0̇ − ̇
𝑝)∆𝑡1〉 + 〈𝐸 0̇∆𝑡2〉 = 0 (3.15) 
 
where 𝐸 is the Young’s modulus, 0̇ the applied strain rate, and ̇
𝑝 the plastic strain rate, while the 
brackets indicate an average across all avalanches. Rearranging and defining ̇𝑝 = 𝜌𝑏𝑣 (i.e. the 
Orowan strain-rate equation, introduced earlier as Eq. 1.1) and ∆𝑡1 = 𝐿/𝑣 allows expressing the 













with 𝑏 being the Burgers vector, 𝜌 the dislocation density, 𝑣 the dislocation velocity, and 𝐿 the 
system size. Note that Eq. 3.16 is independent of material. Given a constant value of bL in the 
DDD simulations, Eq. 3.16 can be further investigated by examining the scaling of the simulated 
dislocation density with the applied strain rate 0̇. If the IP scales with 0̇ as shown in Fig. 3.42, 
then Eq. 3.16 implies that 〈𝜌〉 should also scale with 0̇ with a similar or identical scaling exponent, 
and indeed this is found to be the case [161]. This simple model implies that at higher applied 
strain rates, a higher dislocation density is required for the occurrence of visible avalanches, which 
contributes to the strain rate dependence of the burst frequency. These considerations are thus able 
to capture the power-law scaling of Fig. 3.42 seen in both experiments and simulations.  
 
3.5.5 Effects of drive rate on deformation morphology 
Variations in the deformation morphology observed after experimental testing prompted a 
more careful comparison across all experimental drive rates. Figure 3.43 compares Nb〈011〉 
microcrystals deformed at various drive rates, where the drive rate increases from left to right. 
Overall, it is seen that the high-rate and low-intermittency tests show more diffuse and 
homogeneous deformation morphology than for lower rates (with level of intermittency being 
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correlated with slip localization). The trend here is somewhat variable, in that while the high-rate 
tests nearly always produce diffuse deformation morphology, and lower-rate tests often produce 
localized deformation, it is still possible for lower-rate tests to produce fairly diffuse slip traces. 
However, the entire range shifts towards homogenous slip with increasing drive rate, or towards 
localized slip with decreasing drive rate.  
 
 
Fig. 3.43. (a-d) Typical slip morphology of Nb〈011〉 microcrystals versus drive rate (increasing from left to right).  
 
 
Fig. 3.44. (a-d) Microstructures at some specific plastic strains p as indicated. Solid lines in different colors 
represent dislocations with different burgers vectors. The darkness of the purple shaded regions is proportional to the 
local plastic strain. The yellow arrows in (a) and (c) indicate the bowing direction of dislocation sources. 
 
This effect was reproduced in the DDD simulations introduced in Section 3.5.4 [161]. 
Figure 3.44 indicates the spatial distribution of plastic strain by shaded planes that are located on 
slip planes. A darker shade indicates a higher locally admitted plastic strain on that slip plane. It is 
found that plastic strain is distributed on a lower number of active planes at lower rates, which can 
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be seen most distinctly when comparing Figs. 3.44b and 3.44d. These observations of flow 
localization in response to rate are in excellent agreement with the experimental observations in 
Fig. 3.43.  
Through an in-depth examination of the microstructural evolution in the DDD simulations, 
it is found that at low drive rates, the operation of only a few dislocation sources may contribute 
to one slip event. Therefore, the burst behavior at low drive rate is controlled by the intermittent 
operation of small numbers of dislocation sources, leading to appreciable scatter. However, slip 
events in a high drive-rate case require the correlated operation of multiple dislocation sources to 
produce a slip rate that is comparable to the high applied drive rate. Thus, the higher the applied 
rate, the more sources are active simultaneously, which effectively leads to a more uniform spatial 
distribution of source activity and reduction of the localized flow character. To keep up with high 
applied rates, dislocations quickly multiply to generate more sources at the early stage of plastic 
deformation, after which the dislocation density maintains a relatively stable value. One example 
of the increased dislocation density and greater number of operating sources at higher strain rate 
is given in Figs. 3.44a and 3.44c for a plastic strain of 𝑝𝑙 = 0.1%, where yellow arrows indicate 
the bowing direction of sources (edge and screw dislocations are indicated as solid lines of 
different colors). It can easily be seen that the sample deformed at a higher simulated strain rate 
has a higher dislocation density at the same value of plastic strain.  
Such variations in localization of deformation are similar to those reported by Zhang et al. 
[189], who showed that increasing the number of microstructural obstacles to dislocation 
movement by alloying and heat treatment could decrease plastic intermittency in small-scale 
micro-columns. This occurs because of the dramatically reduced obstacle spacing within the tested 
sample, therefore introducing internal length scales, as opposed to the event sizes being limited 
only by the external size of the system. In Ref. [189] it was also observed that this decreased 
intermittency resulted in a more uniform / less localized deformation morphology, with slip traces 
on the microcrystals after deformation being visibly less distinct. The slip activity is thus 
distributed over an increasing number of slip planes. Interestingly, this effect on slip localization 
was associated with a decrease in intermittent plasticity, but not with a change in drive rate (as 
identical strain rates were used for the different sample sets, implying identical drive rates for 
samples of the same size) [189]. It is possible that the increased obstacle density reduced the 
“natural” event velocity and thus the critical drive rate for the different sample types, in which case 
131 
 
a nominally identical drive rate would effectively be higher. However, our tests of pre-deformation 
to increase the dislocation density did not have nearly as dramatic of an effect on the slip events 
(see Sections 3.2.1, 3.3.3, and 3.4.2). Possibly particles or precipitates that are too strong to be cut 
through by a dislocation have a more significant effect than even a very high dislocation density.  
Here, for pure crystals, we interpret the trend of increased slip delocalization with 
increasing rate as a result of a time-scale mismatch between the slip dynamics and the applied rate. 
At the lowest rate, a dislocation source can be activated and operate, thereby relaxing the local 
stress. This is accompanied with a reduction in far-field stress due to the relaxation of the indenter 
and the response of the feedback loop. Increasing the rate decreases the time available for the 
internal stress relaxation, and if the far-field stress is increased while the local stresses have not 
yet been relaxed, additional dislocation sources can become active. This leads effectively to a 
continuously increasing density of active sources, which will be spread throughout the 
microcrystal, as confirmed by the DDD simulations [161]. It is noted that this also implies two 
additional effects, both of which are in agreement with our findings: 1) the flow resistance must 
increase with increasing rate and increased active source density on interacting planes (positive 
SRS, see Fig. 3.37), and 2) the axial slip rate must increase with nominal applied rate due to 
multiple slip events being active simultaneously (i.e. event velocities must increase). The latter 
point is seen in Figs. 3.38 and 3.39. Note that this assumes that the tested crystals contain a 
statistically similar distribution of source strengths, as recent simulations have suggested that 
increasing the strength of all activated dislocation sources will favor highly localized slip over 
diffuse slip [118].  
 
3.5.6 Driven avalanches and the transition between intermittent and smooth flow 
For a sufficiently low drive rate (i.e. in the adiabatic limit), the far-field applied stress is 
essentially constant or possibly decreasing during an intermittent slip event. Dislocation motion 
away from a pinning point or jammed configuration can only be triggered by the changing internal 
stress field due to other moving dislocations. Thus, only a single slip event or “dislocation 
avalanche” can propagate at once, with each moving dislocation causally connected to the 
previously moving dislocation(s) during the event (with the chain of dislocation motion triggered 
by other dislocation motion being what initially prompted the use of the term “dislocation 
avalanche”). On the other hand, for a high drive rate, the applied stress increases during such a 
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dislocation avalanche. Dislocation movement can be triggered by the combination of the initial 
avalanche with the increasing applied stress, where that motion would not have been triggered by 
the initial avalanche in an environment of constant far-field stress. These new mobile dislocations 
(and any following causally-connected dislocation avalanche motion) could conceptually be 
considered separate from the initial avalanche, as they are temporally overlapping but would not 
have occurred without the increasing applied stress. However, experimentally it is difficult to 
distinguish these conceptually “separate” avalanches, since we can only track external variables 
such as the overall displacement of the top of the column.  
For high nominal drive-rate testing in displacement control with the device used here, the 
load is initially ramped up rapidly. The sample elastically deforms with the increasing load, but 
generally does not do so nearly fast enough to follow the nominal displacement-time trace, so the 
feedback loop will continue rapidly increasing the applied load in order to reach the desired value 
of displacement. Eventually the flow stress is reached, and the first dislocation avalanche nucleates 
and begins to propagate. However, given the velocity range of single avalanches in the adiabatic 
limit for Nb〈011〉 (estimated from peak event velocities at the two lowest drive rates, which 
barring a single large outlier each are observed to not exceed 500 nm/s), for sufficiently high drive 
rates the slip velocity generated by this single avalanche is still insufficient for the measured 
displacement to return to the nominal displacement-time curve. Thus, the indenter feedback 
control will continue to increase the applied load (and therefore the stress in the sample) even 
further beyond the level required to trigger the first avalanche. Additional avalanches will nucleate 
and propagate, triggered by the increasing applied stress. Eventually, the combined slip velocity 
of the multiple avalanches will be sufficient to allow the experimentally measured slip to overtake 
the nominal displacement-time profile. At that point, the controller feedback loop will begin 
reducing the applied load, but many or most of the avalanches will continue to self-propagate for 
some time despite the reduction of the applied load. Depending on the stochastic activation of 
other dislocations during said avalanches, the overall slip velocity may even increase despite a 
reduction in applied stress (with an example of this shown in Fig. 3.40). Eventually the external 
load will be too low to trigger any further separate avalanches, and the remaining self-propagating 
avalanches will slow to a halt, resulting in the end of the overall plastic deformation. This causes 
the total plastic strain in the column to be somewhat less reproducible than for lower drive rates, 
as the temporarily continuing slip under decreasing applied load means that it is difficult for the 
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indenter feedback control to halt the deformation of the sample precisely at the desired value 
(visible in the larger and less consistent final values of strain in Fig. 3.36g compared to Fig. 3.36a-
f, as the nominal values of the ending strain were identical).  
During driven slip at high drive rates, the velocity-time and stress-strain signatures of any 
particular avalanche would be almost undetectable, as they are subsumed into the overall plastic 
response composed of dozens or even hundreds of separate avalanches. This is consistent with 
acoustic emission (AE) experiments during creep deformation of ice showing substantial AE 
activity during bulk testing, despite the lack of any detectable intermittency in the displacement-
time curves [50, 51, 190, 191]. The many overlapping avalanches also help explain why the stress-
strain curves become more reproducible at high drive rates – while individual avalanche behavior 
may still be wildly variable, the overall result averaged across many avalanches can become 
remarkably consistent (as demonstrated in Fig. 3.17 for the avalanche velocity-time profiles).  
Dislocation avalanche velocities have been previously shown to be independent of stress 
and sample size [85], and our later work has shown them to be nearly independent of variables 
other than crystal structure and drive rate (see [159], Section 3.2.1, and Section 3.5.3). Operating 
under the assumption that dislocation avalanche velocities are not significantly affected by sample 
size, in theory, bulk intermittent plasticity should be detectable, but the required strain rates would 
be extremely low. A schematic of this is shown in Fig. 3.45. Note that the red and blue diamonds 
in Fig. 3.45 represent a subset of avalanche velocities in the size range of 2-3 nm for Au〈011〉 and 
Nb〈011〉 and are associated with the right y-axis; all other data in Fig. 3.45 is associated with the 
left y-axis. It can be seen that for a typical strain rate of 10-4 s-1, for micro-scale samples (2 µm 
diameter) with an aspect ratio of 3, both FCC and BCC materials are under their respective critical 
drive rates ?̇?𝑐𝑟𝑖𝑡 of 0.6 nm/s and 60 nm/s (see Section 3.3.2), but for a macroscopic sample (10 
mm diameter) with the same aspect ratio both crystal structures are well above said critical drive 
rate and will therefore have significantly reduced or absent intermittency. Similarly, if the 
avalanche sizes do not scale past a certain level due to the exponential truncation (particularly in 
non-HCP materials), increasing sample size would require increasing strain sensitivity to keep 
avalanches above the noise limit. As an example, a very large (~300 nm) avalanche in Au produces 
a strain of 0.05 on a 2 µm diameter microcrystal with an aspect ratio of 3, but only a strain of 10-5 





Fig. 3.45. Schematic drawing of relationship between sample diameter, strain rate, and intermittency under the 
assumption of a size-independent avalanche velocity. Any drive rate above 1 nm/s causes increasingly reduced 
intermittency with increasing drive rate in BCC metals, and the same is true above 100 nm/s for FCC materials. 
Samples are assumed to be cylindrical with an aspect ratio of 3. Au〈011〉 and Nb〈011〉 avalanche velocities are 
associated with the right y-axis; all other data is associated with the left y-axis.  
 
As a further example, taking the critical drive rate of ~1 nm/s shown here in Nb〈011〉, a 
bulk sample with a 50 mm gage length would require a strain rate of 5 x 10-7 s-1 for an equivalent 
drive rate. This is much lower than the strain rates typically used for bulk mechanical testing. 
However, events in FCC metals (e.g. Au) were shown to be substantially faster than events in Nb 
[85, 150, 159, 162] (see also Section 3.2.1), with the Au microcrystal data in Fig. 3.42 directly 
showing some level of visible intermittency at a drive rate of 40,000 nm/s and extrapolating to 
possible intermittency at drive rates at least an order of magnitude higher. Therefore, careful testing 
of FCC metals might allow for detection of intermittent flow at the bulk scale, given sufficiently 
high resolution and low strain rate. In fact, high-resolution digital image correlation extensometry 
was successfully used to detect spatially localized deformation surges above the drive rate in 
single-crystal Cu tested in tension at a strain rate of 5 x 10-4 s-1 [73]. Given the 35 mm gage length 
for the sample used in that study, the absolute drive rate would be 17,500 nm/s, within the range 
where Au has shown intermittency in microcrystal testing (see Fig. 3.42). Similarly, certain early 
experiments on bulk zinc single crystals were performed with extremely high strain sensitivity and 
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did indeed observe intermittent plasticity [39, 42]. It should be noted that those experiments 
involved basal slip in HCP single crystals, i.e. confinement of easy dislocation glide to independent 
parallel slip planes, therefore allowing for dislocation movement with very little resistance. This 
would have allowed for slip events with very large sizes and high velocities, as seen in our HCP 
easy-slip Hf (see Fig. 3.16), which would make them much easier to detect.  
One question that is not yet fully resolved is whether the observed critical rate is in fact a 
critical drive rate (i.e. an absolute displacement rate, rather than a strain rate), as is proposed. 
Experiments involving 100 µm-scale Nb〈011〉 crystals compressed using a high-load nanoindenter 
(with equally good displacement resolution as the device used here) at various drive rates would 
allow us to directly compare deformation at equivalent strain rates but much higher drive rates, 
testing the hypothesis of finite and size-independent avalanche velocities, but such experiments 
are currently not feasible due to the difficulty of creating the needed samples. Conventional 
machining is not possible at such scales, while FIB milling as described in Section 2.1.4 is not 
practical due to the massive milling time that would be required (hundreds of hours for a single 
sample).  
 
3.5.7 Summary of Section 3.5 
In this section, we propose and test a hypothesis based on work in the earlier chapters, 
namely that the transition between intermittent flow at the micron scale and smooth flow in bulk 
plasticity is simply due to the effects of increased drive rate, with bulk samples having much higher 
drive rates given the general habit of strain-rate constancy. First, we validate the low data 
acquisition rates necessitated by testing at extremely low drive rates. Having done so, we examine 
Nb microcrystal flow curves at each rate and find a significant effect on the level of intermittency 
in the flow curves and on the overall flow stress, with increasing drive rate giving decreased 
intermittency and increased flow stress. Increased drive rate is found to increase the flow stress in 
microcrystals to a degree quite comparable with the bulk strain-rate sensitivity. Increased drive 
rate also has a significant effect on the observed event velocities and velocity-size scaling, pushing 
the observed event velocities upwards and flattening the scaling of velocity versus size.  
The experimental decrease in intermittency with increasing drive rate in Nb〈011〉 
microcrystals is quantified and compared with both older experimental data on FCC Au 
microcrystals and discrete dislocation dynamics (DDD) simulations of Nb〈011〉 microcrystals, 
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finding good agreement between simulation and experiment for Nb, and a very similar trend in the 
Au data (but shifted to higher drive rates). The increased drive rate and decreased intermittency 
also produce a change in the observed post-compression slip morphology, shifting towards more 
diffuse and evenly-distributed slip with increasing drive rate. This is again compared with results 
from the DDD simulations and matches remarkably well. Interestingly, an alternate method of 
reducing intermittency from the literature (using materials with embedded precipitates rather than 
pure crystals) also shows a similar transition to less localized slip as intermittency decreases.  
Finally, we describe in detail the logic behind our hypothesis of intermittent-to-smooth 
transition and summarize the substantial amount of evidence we have accumulated. While a 
potential final experiment is deemed impossible in practice, we conclude that our hypothesis 




CHAPTER 4: CONCLUSIONS 
The impetus for this work was the existence of a substantial dichotomy between large-scale 
models of deformation, where the material is generally assumed to deform smoothly and 
homogeneously, and the observed behavior of micro-scale plasticity, where deformation is 
intermittent in time and inhomogeneous in space. Despite these opposing observations, somehow 
the small-scale behavior must “add up” or average out to the behavior observed at bulk scales, but 
the precise mechanisms behind this were not known. Without a consistent model for how to go 
from low-level material properties at very small scales (e.g. the behavior of a single dislocation) 
to the collective behavior in bulk systems, important material variables such as work hardening 
cannot be reliably predicted, and thus investigation of new materials is restricted to tedious 
experimentation rather than modeling or simulations. Previously developed theoretical models for 
the dynamics of critically evolving systems (applicable to a wide range of systems) have found 
some use in modeling collective dislocation behavior under applied stress, but so far there is no 
general consensus on which model most accurately represents reality, despite various publications 
focused on comparing experimental behavior with theory.  
In our case, one of the sticking points was that the two most supported models (mean-field 
theory (MFT)-based pinning/depinning, or dislocation jamming/unjamming) both predicted 
“universal” behaviors, i.e. that collective dislocation motion should be essentially insensitive to 
the underlying material microstructure. This prediction is quite unexpected from the viewpoint of 
materials science, where microstructure-dependent changes in dislocation behavior are responsible 
for essentially all observed differences in plastic flow between different materials. Therefore, our 
initial hypothesis was that the collective dislocation rearrangements (“dislocation avalanches”) 
leading to sudden jumps in strain for micro-scale deformation would not be fully universal, but 
rather show at least some material-dependent effects. Framing this hypothesis allowed us to define 
the following set of questions to target experimentally: 
 
• Does the experimental setup used produce results that accurately reflect the 
intermittent flow behavior of the tested microcrystals? Experimental accuracy 




• Are the observed avalanche statistics truly universal, and how do they 
compare with theoretical predictions? A variety of previous papers have 
examined size distributions of dislocation avalanches in microcrystals, but none 
have done so across a comprehensively wide range of sample sets and 
quantitatively compared the results.  
 
• Are the observed avalanche dynamics truly universal, and how do they 
compare with theoretical models? Predictions existed for the internal dynamic 
behavior of dislocation avalanches, but no work before ours has been able to 
experimentally track these shapes and therefore test these predictions.  
 
• If the avalanche statistics or dynamics are found to be truly non-universal, 
which details are important, and what effects do they have? An obvious 
addition to the previous questions and proposed hypothesis of non-universality, and 
which can be effectively determined from our wide range of available samples.  
 
• Given that plastic flow is clearly intermittent at small scales, and evidence 
exists that this underlying intermittency persists up to bulk scales, why do bulk 
stress-strain curves appear smooth? A final connection between micro-scale and 
bulk plasticity,  
 
These questions have been addressed by experimental work, and in one case by a 
combination of experiment and discrete dislocation dynamics (DDD) simulations. The detailed 
outcomes of these sub-projects have been described in our manuscripts (Refs. [150, 154, 155, 158-
161], with [160] and [161] being under review), or can be found in Chapter 3 of this thesis. We 
came to the following conclusions regarding the above questions: 
We find that the used device (Hysitron TI-950 Triboindenter) can indeed accurately trace 
very rapid dynamic slip in microcrystals due to its low mobile mass and capacity for high data 
acquisition rates. Not only does this verify the validity of the following experimental work, but in 
the process of this verification, we also developed a technique for estimating the force applied to 
a sample during dynamic slip that should be applicable to essentially any similar device.  
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The observed avalanche size statistics follow the general predictions (and some previous 
experimental results) of a truncated power-law distribution. However, the power-law scaling 
exponent is not found to be “universal”, instead being significantly affected by material (especially 
crystal structure), crystal orientation, and drive rate, with the exponent values observed spanning 
a range that includes the predictions of both the pinning/depinning and jamming/unjamming 
models. Drive rate affecting the scaling does match theory, as the models are developed in the 
“adiabatic limit” (i.e., the limit of very slow loading). However, we find that this limit can be 
unexpectedly low in experiments (~0.6 nm/s for BCC materials) and define several practical 
methodologies for verifying that experimental drive rates are low enough to approximate the 
adiabatic limit. We strongly suggest that all such work in the future use these methodologies; some 
are also applicable post facto and could potentially be used to confirm that previous work is 
unaffected by drive-rate. Crystal structure appears to be the primary factor for determining the 
drive-rate limit that must be obeyed to avoid drive-rate effects (i.e. the rate below which the scaling 
of the size distribution is not significantly affected by drive rate). Finally, while increasing 
dislocation density is not found to significantly alter the scaling exponent of the truncated power-
law, it does affect the distribution somewhat by altering the exponential truncation term (with 
increasingly strong truncation as the dislocation density increases). However, this effect is 
remarkably weak relative to the dependence on crystal structure or orientation. It seems that the 
long-range stress fields from dislocations allow for a significant level of collective motion even 
across boundaries such as dislocation cell walls.  
The observed avalanche dynamics (avalanche velocities and their scaling with avalanche 
size, as well as averaged velocity-time profiles at fixed avalanche size or duration) are similarly 
found to at least partially match the theoretical predictions, but still show microstructure-specific 
behavior and are thus non-universal. The size-velocity scaling obeys a power law, as predicted, 
but the experimental value of the scaling exponent generally does not match the theoretical value. 
Crystal structure has by far the greatest effect, with BCC materials having much lower avalanche 
velocities than FCC materials. Other variables only minimally alter the size-velocity scaling. On 
the other hand, the averaged velocity profiles reveal much more subtle effects. The shape of the 
relaxation from the peak velocity can be significantly affected by orientation, crystal structure, and 
pre-deformation. While the peak velocity is only slightly reduced (hence the lack of visible effect 
on the size-velocity scaling), an increased level of resistance to dislocation motion noticeably 
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extends the typical duration of the avalanches and therefore alters the velocity relaxation. This 
resistance can come from an increased number of intersecting slip planes (orientation dependence), 
a generally increased forest dislocation density (pre-deformation dependence), or high lattice 
friction (crystal structure dependence). While the changes in profile shape do not match the “basic” 
predictions from MFT depinning, they match remarkably well with an extended model taking 
forces resisting the motion of the interface into account. Similarly, while the profile shapes at fixed 
duration do not match the pure MFT predictions for Au, they are reasonably consistent with an 
altered version taking inertial effects into account. This is encouraging in terms of the ability to 
theoretically model collective dislocation behavior, as while the “universal” behavior predicted by 
the basic models is not seen, they can be successfully extended to account for material-specific 
effects.  
Finally, we conclude that the transition from intermittent flow at the microscale to smooth 
flow in bulk plasticity is due to the natural velocity scales of the dislocation avalanches, and the 
fact that equivalent strain rates at larger sample sizes will produce higher absolute drive rates. Both 
experiments and simulations of level of intermittency at increased drive rate show a decreasing 
number of distinguishable dislocation avalanches, with the entire flow curve at a sufficiently high 
rate becoming a single driven avalanche in experiments. This is consistent with the measurement 
of some level of intermittent flow even at the bulk scale via very high-resolution deformation 
experiments. A preliminary theoretical model is proposed for the level of intermittency as a 
function of strain rate, and shown to match reasonably well with the behavior in experiments and 
simulations. Additionally, the strain-rate sensitivity of flow stress for dislocation avalanches is 
found to be essentially identical to the bulk value, except shifted to higher stresses due to the size 
effect on strength. This is evidence that these results can have value in situations other than small-
scale, size-affected plasticity.  
The overall conclusion of this research is that if one wishes to develop large-scale models 
of plasticity taking into account the stochastic, scale-free nature of dislocation avalanches, 
material-specific effects must also be considered to produce accurate results. While this can be 
slightly discouraging, as part of the desire for materials modeling is to predict the behavior of 
materials not yet experimentally examined, the good agreement between experiment and examples 
of theoretical models extended to take material-specific effects into account is promising. Ideally, 
further comparison of such models with experiment will reveal quantitative relationships between 
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the high-level dislocation avalanche behavior and lower-level properties such as the lattice friction 
or probability of dislocation cross-slip, which could themselves be predicted from first-principles 
modeling. This would potentially allow for modeling to bridge the gap between first-principles 
simulations and overall deformation behavior.  
A variety of potential focuses are available for future work. A very basic extension is 
testing of more materials and orientations in each crystal structure to verify the trends observed so 
far, although this has less novelty. Alternately, the effect of an increased obstacle density has not 
yet been fully explored – the dislocation structure in the cold-rolled samples could be more 
quantitatively investigated, including by taking TEM lamellae directly from the slip planes in 
deformed microcrystals rather than from the bulk. The effects of other types of obstacles (atomic 
clusters, coherent or incoherent precipitates, etc. rather than forest dislocations) on dynamic 
behavior have also not yet been investigated. The effect of thermal activation on dislocation motion 
is also interesting topic of study, particularly in BCC materials where thermal effects are known 
to be significant. Finally, if the sample fabrication difficulties could be overcome, testing of larger-
scale (~100 µm) Nb microcrystals would allow for direct confirmation of whether the critical 
factor in the transition from intermittent to smooth flow is truly the absolute displacement rate, as 
is currently proposed. On the theme of large-scale testing, it would also be interesting to see if 
intermittency becomes strain-dependent for bulk samples, where the dislocation structure evolves 
significantly after yield, as opposed to the microcrystal samples showing negligible strain 
dependence of the deformation characteristics. The latter is presumed to be due to the dislocation 
structure reaching a “steady state”, where dislocation generation is in equilibrium with dislocations 
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APPENDIX A: VELOCITY CALCULATION PARAMETERS 
 
Table A.1. Calculation and filter parameters for time-resolved velocity analysis, including size-velocity scaling 
exponents. Asterisks indicate a field that is not applicable to that particular data set.  












Au〈123〉, 60 nm/s 0.735 ± 0.062 Wiener 15600 * * 9 30 10,000 
Au〈011〉, 60 nm/s 0.722 ± 0.062 Wiener 15600 * * 9 30 10,000 
Au〈011〉, rolled 30%, 60 nm/s 0.709 ± 0.063 Wiener 15600 * * 9 30 10,000 
Au〈011〉, rolled 75%, 60 nm/s 0.711 ± 0.083 Wiener 15600 * * 9 30 10,000 
Au〈111〉, 60 nm/s 0.750 ± 0.057 Wiener 15600 * * 9 30 10,000 
Au〈001〉, 60 nm/s 0.738 ± 0.077 Wiener 15600 * * 9 30 10,000 
Ni〈001〉, 6 nm/s 0.858 ± 0.062 FIR 7800 0.2 30 9 30 10,000 
Ni3Al〈001〉, 60 nm/s 0.865 ± 0.077 Wiener 15600 * * 5 30 10,000 
HEA〈001〉, open-loop, 200 µN/s 0.821 ± 0.075 Wiener 39000 * * 40 30 10,000 
         
Au〈111〉, 6 nm/s 0.821 ± 0.063 FIR 7800 0.2 30 9 30 10,000 
Au〈111〉, 60 nm/s 0.758 ± 0.058 FIR 15600 0.1 30 9 30 10,000 
Au〈111〉, 600 nm/s 0.689 ± 0.081 FIR 15600 0.1 30 9 30 10,000 
Au〈111〉, 6,000 nm/s * FIR 26000 0.1 30 14 * * 
         
Au〈001〉, 60 nm/s, “highestFc” 0.224 ± 0.096 FIR 15600 0.8 30 9 30 10,000 
Au〈001〉, 60 nm/s, “highFc” 0.474 ± 0.103 FIR 15600 0.4 30 9 30 10,000 
Au〈001〉, 60 nm/s, “medFc” 0.620 ± 0.075 FIR 15600 0.2 30 9 30 10,000 
Au〈001〉, 60 nm/s, “matchFc” 0.734 ± 0.073 FIR 15600 0.1 30 9 30 10,000 
Au〈001〉, 60 nm/s, “lowFc” 0.786 ± 0.078 FIR 15600 0.05 30 9 30 10,000 
         
Nb〈123〉, 0.6 nm/s 0.567 ± 0.151 Wiener 800 * * 25 20 10,000 
Nb〈011〉, 0.6 nm/s 0.655 ± 0.158 Wiener 800 * * 33 20 10,000 
Nb〈011〉, rolled 25%, 0.6 nm/s 0.694 ± 0.138 Wiener 800 * * 33 20 10,000 
Nb〈001〉, 𝛾 < 0.03, 0.6 nm/s * Wiener 800 * * 33 * * 
Nb〈001〉, 𝛾 > 0.03, 0.6 nm/s * Wiener 800 * * 33 * * 
Ta〈001〉, 0.6 nm/s 0.536 ± 0.216 Wiener 800 * * 21 20 10,000 
         
Nb〈011〉, 0.06 nm/s 0.658 ± 0.184 FIR 80 0.75 30 5 20 10,000 
Nb〈011〉, 0.6 nm/s 0.671 ± 0.149 FIR 800 0.08 40 41 20 10,000 
Nb〈011〉, 6 nm/s 0.566 ± 0.142 FIR 3200 0.05 30 13 20 10,000 
Nb〈011〉, 60 nm/s * FIR 15600 0.05 30 65 * * 
Nb〈011〉, 600 nm/s * FIR 15600 0.05 30 17 * * 
Nb〈011〉, 6,000 nm/s * FIR 15600 0.2 30 9 * * 
Nb〈011〉, 30,000 nm/s * FIR 15600 0.2 30 9 * * 
         
Hf (easy slip), open-loop, 100 µN/s 0.730 ± 0.057 Wiener 26000 * * 14 30 10,000 
Hf (hard slip), 6 nm/s 0.695 ± 0.179 Wiener 3200 * * 33 30 10,000 
 
Note that the last two columns in Table A.1 are only relevant for the Monte Carlo-based 




APPENDIX B: MLE ANALYSIS RESULTS 
 
The calculation of power-law or truncated power-law exponent by the maximum-
likelihood estimator (MLE) method is sensitive to the choice of minimum value 𝑥𝑚𝑖𝑛. Therefore, 
we scan 𝑥𝑚𝑖𝑛 across a reasonable-looking range and use it to produce a confidence interval for the 
truncated power-law exponent (see Section 2.4.6). “Reasonable-looking” is qualitatively defined 
as not too far into the plateau region at small values of x (where we stop being able to reliably 
detect events due to experimental limitations), and not too far into the approximately linear scaling 
region on the log-log plots (as unnecessarily reducing the scaling range reduces the accuracy of 
the fit). While our focus was on the truncated power-law form, exponents calculated for a pure 
power-law distribution are also included for comparison. Confidence intervals are calculated either 
from the observed range of exponents from varying 𝑥𝑚𝑖𝑛 or from the MLE estimate of the exponent 
error at the chosen 𝑥𝑚𝑖𝑛, whichever is greater.  
The most likely distribution form was determined by pairwise comparison of various 
possible distributions, specifically power-law, truncated power-law, exponential, stretched 
exponential, and lognormal (and in one case, a left-truncated normal distribution), with the values 
of log-likelihood ratio R and significance value p given (see Section 2.4.6). When comparing two 
distributions, a value of R > 0 favors the first distribution, with increasing values of R favoring it 
more strongly. Similarly, a value of R < 0 favors the second distribution, with increasingly negative 
values of R favoring it more strongly. The significance value p takes its usual form, where p < 0.05 
is considered statistically significant at the 95% confidence level.  
For analysis parameters of the data sets (i.e. filter details and velocity calculation 
parameters, which can affect event sizes due to the method of event extent calculation described 




B.1 Orientation and material dependence 
B.1.1 Au〈123〉, 60 nm/s, Wiener filter 
Table B.1. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛  for Au〈123〉.  




1.5 1.4741 1.0000 
1.6 1.4829 1.0076 
1.7 1.4899 1.0104 
1.8 1.5002 1.0280 
1.9 1.5007 1.0044 
2.0 1.5098 1.0188 
2.2 1.5183 1.0071 
2.4 1.5275 1.0008 
2.5 1.5299 1.0001 
2.6 1.5317 1.0000 
2.7 1.5362 1.0000 
2.8 1.5388 1.0000 
2.9 1.5442 1.0000 
3.0 1.5425 1.0000 
 
Chosen 𝑥𝑚𝑖𝑛: 2.5 
Power-law PDF exponent: 1.51 ± 0.04 
Truncated power-law PDF exponent: 1.01 ± 0.02 
Truncated power-law PDF lambda: 8.28 x 10-3  
 
I am suspicious that 1.0000 is the minimum value possible in the analysis code for the truncated 
power-law PDF exponent. Resulting curve still seems to match the data well, however.  
 
Table B.2. MLE probabilities at chosen 𝑥𝑚𝑖𝑛  for Au〈123〉.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 6.873 0 (under code limit?) 
Truncated power-law Exponential 5.789 7.081 x 10-9 
Truncated power-law Stretched exponential 3.588 3.330 x 10-4 





B.1.2 Au〈011〉, 60 nm/s, Wiener filter 
Table B.3. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛  for Au〈011〉.  




1.5 1.5882 1.2884 
1.6 1.5996 1.3041 
1.7 1.5950 1.2724 
1.8 1.6034 1.2802 
1.9 1.6049 1.2674 
2.0 1.6035 1.2450 
2.2 1.6130 1.2407 
2.4 1.6154 1.2137 
2.5 1.6126 1.1852 
2.6 1.6207 1.1964 
2.7 1.6230 1.1872 
2.8 1.6156 1.1408 
2.9 1.6218 1.1458 
3.0 1.6257 1.1427 
 
Chosen 𝑥𝑚𝑖𝑛: 2.5 
Power-law PDF exponent: 1.61 ± 0.03 (error from MLE error estimate) 
Truncated power-law PDF exponent: 1.22 ± 0.08 
Truncated power-law PDF lambda: 8.03 x 10-3  
 
Table B.4. MLE probabilities at chosen 𝑥𝑚𝑖𝑛  for Au〈011〉.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 5.449 3.886 x 10-15 
Truncated power-law Exponential 6.643 3.081 x 10-11 
Truncated power-law Stretched exponential 4.848 1.248 x 10-6 





B.1.3 Au〈111〉, 60 nm/s, Wiener filter 
Table B.5. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛  for Au〈111〉.  




1.5 2.0568 1.8793 
1.6 2.0742 1.9025 
1.7 2.0826 1.9073 
1.8 2.0890 1.9079 
1.9 2.0970 1.9125 
2.0 2.1053 1.9181 
2.1 2.1015 1.8968 
2.2 2.1116 1.9074 
2.3 2.1264 1.9290 
2.4 2.1376 1.9430 
2.5 2.1497 1.9595 
2.6 2.1688 1.9919 
2.7 2.1730 1.9918 
2.8 2.1870 2.0137 
2.9 2.1940 2.0203 
3.0 2.1953 2.0147 
 
Chosen 𝑥𝑚𝑖𝑛: 2.5 
Power-law PDF exponent: 2.13 ± 0.07 
Truncated power-law PDF exponent: 1.95 ± 0.07 
Truncated power-law PDF lambda: 9.64 x 10-3  
 
Table B.6. MLE probabilities at chosen 𝑥𝑚𝑖𝑛  for Au〈111〉.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 2.545 1.528 x 10-3 
Truncated power-law Exponential 6.154 7.543 x 10-10 
Truncated power-law Stretched exponential 1.998 0.04572 





B.1.4 Au〈001〉, 60 nm/s, Wiener filter 
Table B.7. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛  for Au〈001〉.  




1.5 1.9675 1.5897 
1.6 1.9827 1.6005 
1.7 1.9918 1.5934 
1.8 2.0078 1.6094 
1.9 2.0286 1.6414 
2.0 2.0462 1.6647 
2.1 2.0479 1.6403 
2.2 2.0570 1.6389 
2.3 2.0557 1.6043 
2.4 2.0650 1.6035 
2.5 2.0696 1.5872 
2.6 2.0739 1.5699 
2.7 2.0861 1.5804 
2.8 2.0979 1.5898 
2.9 2.1078 1.5937 
3.0 2.1137 1.5838 
 
Chosen 𝑥𝑚𝑖𝑛: 2.5 
Power-law PDF exponent: 2.04 ± 0.07 
Truncated power-law PDF exponent: 1.62 ± 0.05 
Truncated power-law PDF lambda: 2.89 x 10-2  
 
Table B.8. MLE probabilities at chosen 𝑥𝑚𝑖𝑛  for Au〈001〉.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 4.617 1.043 x 10-11 
Truncated power-law Exponential 5.439 5.354 x 10-8 
Truncated power-law Stretched exponential 1.006 0.3142 
Truncated power-law Lognormal 1.479 0.1391 
 
The shape of this distribution makes it difficult to distinguish between truncated power-law and 
stretched exponential or lognormal behavior. Truncated power-law form is assumed given that it 





B.1.5 Ni3Al〈001〉, 60 nm/s, Wiener filter 
Table B.9. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛  for Ni3Al〈001〉.  




1.2 1.5469 1.2775 
1.3 1.5719 1.3294 
1.4 1.5811 1.3386 
1.5 1.5998 1.3734 
1.6 1.6038 1.3707 
1.7 1.6148 1.3866 
1.8 1.6311 1.4163 
1.9 1.6277 1.3967 
2.0 1.6354 1.4057 
2.1 1.6455 1.4211 
2.2 1.6514 1.4261 
2.3 1.6563 1.4291 
2.4 1.6641 1.4396 
 
Chosen 𝑥𝑚𝑖𝑛: 1.5 
Power-law PDF exponent: 1.61 ± 0.06 
Truncated power-law PDF exponent: 1.36 ± 0.08 
Truncated power-law PDF lambda: 4.19 x 10-3 
 
Table B.10. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Ni3Al〈001〉.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 2.872 1.049 x 10-5 
Truncated power-law Exponential 4.220 2.447 x 10-5 
Truncated power-law Stretched exponential 0.5166 0.6055 
Truncated power-law Lognormal 0.7614 0.4464 
 
The reduced number of data points in this data set and the shape of the distribution makes it 
difficult to distinguish between truncated power-law and stretched exponential or lognormal 
behavior. Truncated power-law form is assumed given that it still has the highest likelihood here 





B.1.6 Ni〈001〉, 6 nm/s, FIR filter 
Table B.11. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for Ni〈001〉.  




0.8 1.8654 1.7387 
0.9 1.8784 1.7481 
1.0 1.9113 1.7977 
1.1 1.9256 1.8131 
1.2 1.9307 1.8122 
1.3 1.9218 1.7838 
1.4 1.9322 1.7934 
1.5 1.9295 1.7764 
1.6 1.9151 1.7334 
1.7 1.9299 1.7531 
1.8 1.9345 1.7513 
1.9 1.9522 1.7787 
2.0 1.9747 1.8167 
 
Chosen 𝑥𝑚𝑖𝑛: 1.0 
Power-law PDF exponent: 1.92 ± 0.05 
Truncated power-law PDF exponent: 1.78 ± 0.04 
Truncated power-law PDF lambda: 6.92 x 10-3 
 
Table B.12. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Ni〈001〉.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 2.458 5.605 x 10-3 
Truncated power-law Exponential 6.793 1.102 x 10-11 
Truncated power-law Stretched exponential 1.766 0.07736 
Truncated power-law Lognormal 3.107 1.888 x 10-3 
 
The shape of this distribution makes it difficult to distinguish between truncated power-law and 
stretched exponential behavior. Truncated power-law form is assumed given that it still has the 





B.1.7 Al0.3CoCrFeNi HEA〈001〉, open-loop force control, 200 µN/s, Wiener filter 
Table B.13. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for HEA〈001〉.  




2.0 1.5040 1.2837 
2.1 1.5086 1.2877 
2.2 1.5168 1.3011 
2.3 1.5078 1.2696 
2.4 1.5105 1.2689 
2.5 1.5082 1.2547 
2.6 1.5186 1.2758 
2.7 1.5107 1.2459 
2.8 1.5064 1.2251 
2.9 1.5108 1.2302 
3.0 1.5102 1.2204 
 
Chosen 𝑥𝑚𝑖𝑛: 2.5 
Power-law PDF exponent: 1.51 ± 0.05 (error from MLE error estimate) 
Truncated power-law PDF exponent: 1.26 ± 0.04 
Truncated power-law PDF lambda: 1.85 x 10-3 
 
Table B.14. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for HEA〈001〉.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 3.055 6.800 x 10-5 
Truncated power-law Exponential 5.982 2.209 x 10-9 
Truncated power-law Stretched exponential 2.633 8.464 x 10-3 





B.1.8 Nb〈123〉, 0.6 nm/s, Wiener filter 
Table B.15. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for Nb〈123〉.  




0.35 2.2134 2.0881 
0.4 2.2670 2.1706 
0.45 2.2853 2.1892 
0.5 2.2678 2.1393 
0.55 2.3171 2.2190 
0.6 2.3066 2.1865 
0.65 2.2479 2.0431 
0.7 2.2554 2.0371 
0.75 2.2618 2.0281 
0.8 2.2434 1.9558 
 
Chosen 𝑥𝑚𝑖𝑛: 0.35 (chosen for increased fitting range and to match the other two data sets, 
calculated optimal value is closer to 0.45) 
Power-law PDF exponent: 2.27 ± 0.05 
Truncated power-law PDF exponent: 2.09 ± 0.13 
Truncated power-law PDF lambda: 4.51 x 10-2 
 
Table B.16. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Nb〈123〉.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 1.5633 9.754 x 10-3 
Truncated power-law Exponential 4.530 5.909 x 10-6 
Truncated power-law Stretched exponential 0.3555 0.7222 
Truncated power-law Lognormal N/A N/A 
 
Code failed to fit a lognormal function to the data at all. The fairly small size range and minimal 
cutoff makes it difficult to distinguish between truncated power-law and stretched exponential. 
Truncated power-law form is assumed given that it still has the highest likelihood here and is the 





B.1.9 Nb〈011〉, 0.6 nm/s, Wiener filter 
Table B.17. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for Nb〈011〉.  




0.35 2.1767 2.0927 
0.4 2.2042 2.1274 
0.45 2.2262 2.1543 
0.5 2.1982 2.0933 
0.55 2.2147 2.1113 
0.6 2.2010 2.0722 
0.65 2.2226 2.1013 
0.7 2.2345 2.1124 
0.75 2.1955 2.0176 
0.8 2.1908 1.9897 
 
Chosen 𝑥𝑚𝑖𝑛: 0.35 (chosen for increased fitting range, close to calculated optimal value) 
Power-law PDF exponent: 2.21 ± 0.04 (error from MLE estimation of standard error of exponent) 
Truncated power-law PDF exponent: 2.07 ± 0.08 
Truncated power-law PDF lambda: 2.57 x 10-2 
 
Table B.18. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Nb〈011〉.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 1.500 0.02761 
Truncated power-law Exponential 5.211 1.878 x 10-7 
Truncated power-law Stretched exponential 0.7130 0.4759 
Truncated power-law Lognormal N/A N/A 
 
Code failed to fit a lognormal function to the data at all. The fairly small size range and minimal 
cutoff makes it difficult to distinguish between truncated power-law and stretched exponential. 
Truncated power-law form is assumed given that it still has the highest likelihood here and is the 





B.1.10 Nb〈001〉, 𝛾 < 0.03, 0.6 nm/s, Wiener filter 
Table B.19. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for Nb〈001〉, γ < 0.03.  




0.35 2.5158 2.2636 
0.4 2.5301 2.2370 
0.45 2.5401 2.1931 
0.5 2.5088 2.0052 
0.55 2.6099 2.2366 
0.6 2.6296 2.2199 
0.65 2.7290 2.4522 
0.7 2.7270 2.3946 
 
Chosen 𝑥𝑚𝑖𝑛: 0.35 (chosen for increased fitting range, close to calculated optimal value) 
Power-law PDF exponent: 2.62 ± 0.11 
Truncated power-law PDF exponent: 2.23 ± 0.22 
Truncated power-law PDF lambda: 0.157 
 
Table B.20. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Nb〈001〉, γ < 0.03.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 0.8652 0.1598 
Truncated power-law Exponential 2.041 0.04127 
Truncated power-law Stretched exponential 0.1688 0.8660 
Truncated power-law Lognormal N/A N/A 
 
Code failed to fit a lognormal function to the data at all. The fairly small size range and minimal 
cutoff makes it difficult to distinguish between truncated power-law and stretched exponential, or 
even power-law and truncated power-law. While the visible linear power-law range is minimal 
(~0.35 – 2 nm), this data subset appears reasonably valid as avalanche-criticality behavior, as an 





B.1.11 Nb〈001〉, 𝛾 > 0.03, 0.6 nm/s, Wiener filter 
From Matlab code: Empirical CCDF can be visibly well fit by an exponential distribution for 
𝑥𝑚𝑖𝑛 = 0.3 to 0.6, with 𝑥𝑚𝑖𝑛 = 0.25 still being a good fit; R
2 only drops below 0.99 for 𝑥𝑚𝑖𝑛 <
0.25. Custom Matlab code for MLE of a left-truncated normal distribution is modeled after: 
A. C. Cohen. Simplified estimators for the normal distribution when samples are singly 
censored or truncated, Technometrics 1 (1959) 217-237.  
 
From Python code: for 𝑥𝑚𝑖𝑛 ≤ 0.33, exponential distribution is explicitly favored over a truncated 
power-law (negative likelihood ratio), with p < 0.05 for 𝑥𝑚𝑖𝑛 ≤ 0.29 or less (although going much 
lower is pushing into the range where I would be suspicious of the data quality). For 𝑥𝑚𝑖𝑛 = 0.3 to 
0.6, the two functions are insignificantly distinguishable (p > 0.25).  
 
For 𝑥𝑚𝑖𝑛 > 0.6, the fitting range is essentially nonexistent, as the absolute largest event is ~1.33 
nm. Therefore, this seems like sufficient reason to declare this data set invalid as a power-law data 
set. However, it works as an example of non-power-law statistics in a material that was previously 
demonstrating avalanche criticality / power-law behavior prior to the work hardening observed 
during the very minimal initial strain (~3% resolved shear strain).  
 
Chosen 𝑥𝑚𝑖𝑛: 0.25 
Exponential distribution constant lambda: 6.675 
 
Table B.21. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Nb〈001〉, γ > 0.03.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 11.05 0 (under code limit?) 
Truncated power-law Exponential -5.347 8.920 x 10-8 





B.1.12 Ta〈001〉, 0.6 nm/s, Wiener filter 
Table B.22. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for Ta〈001〉.  




0.35 2.3055 2.2125 
0.4 2.3526 2.2809 
0.45 2.2899 2.1450 
0.5 2.2474 2.0231 
0.55 2.2316 1.9454 
0.6 2.2600 1.9798 
0.65 2.2434 1.8936 
0.7 2.2074 1.7299 
 
Chosen 𝑥𝑚𝑖𝑛: 0.35 
Power-law PDF exponent: 2.28 ± 0.07 
Truncated power-law PDF exponent: 2.00 ± 0.28 
Truncated power-law PDF lambda: 3.64 x 10-2 
 
Table B.23. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Ta〈001〉.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 1.563 0.009754 
Truncated power-law Exponential 4.530 5.909 x 10-6 
Truncated power-law Stretched exponential 0.3555 0.7222 
Truncated power-law Lognormal N/A N/A 
 
Code failed to fit a lognormal function to the data at all. The fairly small size range and minimal 
cutoff makes it difficult to distinguish between truncated power-law and stretched exponential. 
Truncated power-law form is assumed given that it still has the highest likelihood here and is the 





B.1.13 Hf (easy slip), open-loop force control, 100 µN/s, Wiener filter 
Table B.24. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for Hf (easy slip).  




1 1.5522 1.4994 
2 1.5327 1.4370 
3 1.5136 1.3677 
4 1.4970 1.2940 
5 1.4852 1.2229 
6 1.4807 1.1675 
7 1.4711 1.0886 
8 1.4847 1.0944 
9 1.4951 1.0919 
10 1.4746 1.0000 
11 1.4723 1.0000 
12 1.4926 1.0000 
13 1.5082 1.0000 
14 1.5093 1.0000 
 
Chosen 𝑥𝑚𝑖𝑛: 7  
The raw CCDF has some curvature at lower sizes. For 𝑥𝑚𝑖𝑛 > 7 the truncated power-law fits very 
well. For 𝑥𝑚𝑖𝑛 < 7 the measured exponent shifts rapidly and the fit quality becomes very poor, so 
these values are not considered in the final calculation of the truncated power-law exponent. The 
pure power-law exponent is more stable, but never shows a particularly good fit to the data.  
Power-law PDF exponent: 1.52 ± 0.05 
Truncated power-law PDF exponent: 1.04 ± 0.05 
Truncated power-law PDF lambda: 1.16 x 10-3 
 
Table B.25. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Hf (easy slip).  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 4.041 4.358 x 10-9 
Truncated power-law Exponential 5.082 3.735 x 10-7 
Truncated power-law Stretched exponential 3.221 1.276 x 10-3 





B.1.14 Hf (hard slip), 6 nm/s, Wiener filter 
Table B.26. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for Hf (hard slip).  




0.7 2.4215 2.2379 
0.8 2.4339 2.2262 
0.9 2.4508 2.2235 
1.0 2.4572 2.1952 
1.1 2.4593 2.1520 
1.2 2.4939 2.1993 
1.3 2.5568 2.3250 
1.4 2.6018 2.4055 
1.5 2.6500 2.4946 
1.6 2.6616 2.5040 
1.7 2.6816 2.5308 
1.8 2.6586 2.4614 
 
Chosen 𝑥𝑚𝑖𝑛: 0.7 (chosen for increased fitting range) 
Some slightly unexpected MLE behavior here – much more variance in the exponent than might 
be expected given the quite linear appearance of the CCDF on the log-log plot. This is possibly 
due to the low size range.  
Power-law PDF exponent: 2.55 ± 0.13 
Truncated power-law PDF exponent: 2.34 ± 0.19 
Truncated power-law PDF lambda: 1.16 x 10-3 
 
Table B.27. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Hf (hard slip).  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 1.306 0.02507 
Truncated power-law Exponential 3.492 4.792 x 10-4 
Truncated power-law Stretched exponential -0.2625 0.7929 
Truncated power-law Lognormal 3.801 1.441 x 10-4 
 
Due to the fairly small size range and minimal cutoff, it is difficult to distinguish between truncated 
power-law and stretched exponential. Truncated power-law form is assumed primarily due to there 
being no obvious reason why the distribution should have stretched exponential form here when a 




B.2 Drive-rate dependence 
B.2.1 Au〈111〉, 6 nm/s, FIR filter 
Table B.28. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for Au〈111〉 at 6 nm/s.  




1.4 2.1414 2.0690 
1.5 2.1356 2.0528 
1.6 2.1151 2.0087 
1.7 2.1244 2.0180 
1.8 2.1031 1.9687 
1.9 2.1212 1.9957 
2.0 2.1089 1.9623 
2.1 2.1230 1.9820 
2.2 2.1285 1.9848 
2.3 2.1241 1.9672 
2.4 2.1546 2.0214 
2.5 2.1573 2.0198 
 
Chosen 𝑥𝑚𝑖𝑛: 1.5 
Power-law PDF exponent: 2.13 ± 0.03 
Truncated power-law PDF exponent: 2.02 ± 0.05 
Truncated power-law PDF lambda: 5.34 x 10-3 
 
Table B.29. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Au〈111〉 at 6 nm/s.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 1.559 0.1270 
Truncated power-law Exponential 6.306 2.871 x 10-10 
Truncated power-law Stretched exponential 1.856 0.06340 
Truncated power-law Lognormal 3.255 1.133 x 10-3 
 
Slight upward curvature of experimental data around 10 nm worsens the fit of both power-law and 
truncated power-law data slightly, but not enough to prevent them from being the most likely 





B.2.2 Au〈111〉, 60 nm/s, FIR filter 
Table B.30. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for Au〈111〉 at 60 nm/s.  




2.0 2.1177 1.9478 
2.1 2.1230 1.9482 
2.2 2.1262 1.9443 
2.3 2.1365 1.9561 
2.4 2.1445 1.9631 
2.5 2.1589 1.9848 
2.6 2.1743 2.0091 
2.7 2.1701 1.9910 
2.8 2.1835 2.0115 
2.9 2.1898 2.0168 
3.0 2.1905 2.0103 
 
Chosen 𝑥𝑚𝑖𝑛: 2.5 
Power-law PDF exponent: 2.15 ± 0.04 
Truncated power-law PDF exponent: 1.98 ± 0.04 
Truncated power-law PDF lambda: 8.73 x 10-3 
 
Table B.31. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Au〈111〉 at 60 nm/s.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 2.436 3.018 x 10-3 
Truncated power-law Exponential 6.321 2.593 x 10-10 
Truncated power-law Stretched exponential 2.079 0.03758 





B.2.3 Au〈111〉, 600 nm/s, FIR filter 
Table B.32. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for Au〈111〉 at 600 nm/s.  




2.25 1.9179 1.3459 
2.50 1.9447 1.3513 
2.75 1.9856 1.4163 
3.00 2.0182 1.4570 
3.25 2.0509 1.5018 
3.50 2.0695 1.4992 
3.75 2.0969 1.5315 
4.00 2.1235 1.5648 
4.25 2.1452 1.5835 
4.50 2.1869 1.6752 
4.75 2.2156 1.7230 
 
Chosen 𝑥𝑚𝑖𝑛: 3 
Power-law PDF exponent: 2.07 ± 0.15 
Truncated power-law PDF exponent: 1.53 ± 0.19 
Truncated power-law PDF lambda: 2.73 x 10-2 
 
Increased curvature relative to the lower drive rates causes increased exponent uncertainty.  
 
Table B.33. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Au〈111〉 at 600 nm/s.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 3.298 6.371 x 10-7 
Truncated power-law Exponential 3.164 1.554 x 10-3 
Truncated power-law Stretched exponential -0.3037 0.7614 
Truncated power-law Lognormal -0.03163 0.9748 
 
Increased curvature also causes the distribution to more strongly resemble a stretched exponential 





B.2.4 Nb〈011〉, 0.06 nm/s, FIR filter 
Table B.34. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for Nb〈011〉 at 0.06 nm/s.  




0.3 2.1592 2.1164 
0.35 2.1763 2.1346 
0.4 2.1543 2.0930 
0.45 2.1598 2.0930 
0.5 2.1505 2.0686 
0.55 2.1853 2.1190 
0.6 2.1696 2.0844 
0.65 2.1612 2.0603 
0.7 2.1595 2.0470 
0.75 2.1787 2.0734 
0.8 2.1870 2.0798 
 
Chosen 𝑥𝑚𝑖𝑛: 0.35 (chosen to match other data) 
Power-law PDF exponent: 2.17 ± 0.08 (error from MLE estimation of standard error of exponent) 
Truncated power-law PDF exponent: 2.09 ± 0.04 
Truncated power-law PDF lambda: 1.05 x 10-2 
 
Table B.35. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Nb〈011〉 at 0.06 nm/s.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 0.4907 0.2986 
Truncated power-law Exponential 2.305 0.02118 
Truncated power-law Stretched exponential 0.2614 0.7938 
Truncated power-law Lognormal N/A N/A 
 
Code failed to fit a lognormal function to the data at all. The limited size range and extremely 
minimal cutoff makes it difficult to distinguish between truncated power-law and stretched 






B.2.5 Nb〈011〉, 0.6 nm/s, FIR filter 
Table B.36. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for Nb〈011〉 at 0.6 nm/s.  




0.35 2.1598 2.0536 
0.4 2.2024 2.1149 
0.45 2.2143 2.1233 
0.5 2.2044 2.0911 
0.55 2.2303 2.1266 
0.6 2.2240 2.1011 
0.65 2.2534 2.1455 
0.7 2.2548 2.1368 
0.75 2.2331 2.0804 
0.8 2.2209 2.0383 
 
Chosen 𝑥𝑚𝑖𝑛: 0.35 (chosen for increased fitting range, close to calculated optimal value of 𝑥𝑚𝑖𝑛) 
Power-law PDF exponent: 2.21 ± 0.05 
Truncated power-law PDF exponent: 2.09 ± 0.05 
Truncated power-law PDF lambda: 3.31 x 10-2 
 
Table B.37. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Nb〈011〉 at 0.6 nm/s.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 1.672 7.708 x 10-3 
Truncated power-law Exponential 5.029 4.934 x 10-7 
Truncated power-law Stretched exponential -0.01962 0.9843 
Truncated power-law Lognormal N/A N/A 
 
Code failed to fit a lognormal function to the data at all. The fairly small size range and minimal 





B.2.6 Nb〈011〉, 6 nm/s, FIR filter 
Table B.38. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for Nb〈011〉 at 6 nm/s.  




0.8 1.9157 1.7522 
0.9 1.9314 1.7634 
1.0 1.9365 1.7526 
1.1 1.9679 1.8012 
1.2 1.9723 1.7928 
1.3 1.9778 1.7872 
1.4 1.9943 1.8069 
1.5 2.0151 1.8371 
1.6 2.0253 1.8450 
1.7 2.0154 1.8079 
1.8 2.0241 1.8128 
 
Chosen 𝑥𝑚𝑖𝑛: 0.8 (chosen for increased fitting range) 
Power-law PDF exponent: 1.97 ± 0.05 
Truncated power-law PDF exponent: 1.80 ± 0.05 
Truncated power-law PDF lambda: 1.48 x 10-2 
 
Table B.39. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Nb〈011〉 at 6 nm/s.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 3.680 2.142 x 10-5 
Truncated power-law Exponential 8.718 2.831 x 10-18 
Truncated power-law Stretched exponential 2.183 0.02906 





B.3 Pre-deformation dependence 
B.3.1 Au〈011〉, rolled 30%, 60 nm/s, Wiener filter 
Table B.40. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for Au〈011〉 rolled to 30% reduction in thickness.  




1.1 1.6400 1.1962 
1.2 1.6686 1.2560 
1.3 1.6905 1.2936 
1.4 1.7008 1.2939 
1.5 1.7208 1.3281 
1.6 1.7326 1.3366 
1.7 1.7401 1.3323 
1.8 1.7463 1.3239 
1.9 1.7512 1.3112 
2.0 1.7657 1.3334 
2.1 1.7667 1.3091 
2.2 1.7733 1.3042 
2.3 1.7848 1.3181 
2.4 1.7858 1.2945 
2.5 1.7948 1.3004 
2.6 1.7999 1.2922 
2.7 1.8158 1.3244 
2.8 1.8174 1.3053 
2.9 1.8241 1.3045 
 
Chosen 𝑥𝑚𝑖𝑛: 2.5 
Power-law PDF exponent: 1.73 ± 0.09  
Truncated power-law PDF exponent: 1.27 ± 0.07 
Truncated power-law PDF lambda: 1.78 x 10-2  
 
Table B.41. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Au〈011〉 rolled to 30% reduction in thickness.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 5.490 1.110 x 10-16 
Truncated power-law Exponential 5.520 3.398 x 10-8 
Truncated power-law Stretched exponential 1.804 0.07120 
Truncated power-law Lognormal 2.509 0.01212 
 
The stretched exponential p-value is the only one not below the significance level. It drops to 
0.03284 if evaluated at 𝑥𝑚𝑖𝑛 = 1.5, but 𝑥𝑚𝑖𝑛 was kept at 2.5 to match the other Au〈011〉 data sets.   
177 
 
B.3.2 Au〈011〉, rolled 75%, 60 nm/s, Wiener filter 
Table B.42. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for Au〈011〉 rolled to 75% reduction in thickness.  




1.5 1.7370 1.1582 
1.6 1.7502 1.1613 
1.7 1.7707 1.1964 
1.8 1.7828 1.1993 
1.9 1.7957 1.2064 
2.0 1.8097 1.2196 
2.1 1.8292 1.2566 
2.2 1.8423 1.2692 
2.3 1.8454 1.2423 
2.4 1.8537 1.2369 
2.5 1.8669 1.2522 
2.6 1.8760 1.2516 
2.7 1.8923 1.2815 
2.8 1.9011 1.2822 
2.9 1.9142 1.3004 
3.0 1.9096 1.2467 
 
Chosen 𝑥𝑚𝑖𝑛: 2.5 
Power-law PDF exponent: 1.83 ± 0.09  
Truncated power-law PDF exponent: 1.23 ± 0.07 
Truncated power-law PDF lambda: 2.86 x 10-2  
 
Table B.43. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Au〈011〉 rolled to 75% reduction in thickness.  
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 5.983 0 (under code limit?) 
Truncated power-law Exponential 5.337 9.460 x 10-8 
Truncated power-law Stretched exponential 2.034 0.04192 





B.3.3 Nb〈011〉, rolled 25%, 0.6 nm/s, Wiener filter 
Table B.44. Variation of measured scaling exponents with 𝑥𝑚𝑖𝑛 for Nb〈011〉 rolled to 25% reduction in thickness.  




0.35 2.1454 1.8882 
0.4 2.1974 1.9697 
0.45 2.2257 1.9983 
0.5 2.2333 1.9786 
0.55 2.2633 2.0165 
0.6 2.2645 1.9829 
0.65 2.2731 1.9673 
0.7 2.2782 1.9423 
0.75 2.2935 1.9461 
0.8 2.2962 1.9130 
 
Chosen 𝑥𝑚𝑖𝑛: 0.4 (chosen for increased fitting range)  
Power-law PDF exponent: 2.22 ± 0.08 (error from MLE estimation of standard error of exponent) 
Truncated power-law PDF exponent: 1.95 ± 0.06 
Truncated power-law PDF lambda: 8.21 x 10-2 
 
Table B.45. MLE probabilities at chosen 𝑥𝑚𝑖𝑛 for Nb〈011〉 rolled to 25% reduction in thickness. 
Distribution 1 Distribution 2 R p 
Truncated power-law Power-law 3.270 3.259 x 10-6 
Truncated power-law Exponential 6.980 2.960 x 10-12 
Truncated power-law Stretched exponential 1.457 0.1451 
Truncated power-law Lognormal N/A N/A 
 
Code failed to fit a lognormal function to the data at all. The fairly small size range and minimal 
cutoff makes it difficult to distinguish between truncated power-law and stretched exponential. 
Truncated power-law form is assumed given that it still has the highest likelihood here and is the 
generally favored form in other data sets.  
 
