Abstract-A determinant property of the structure of a biological network is the distribution of local connectivity patterns, i.e., network motifs. In this work, a method for creating directed, unweighted networks while promoting a certain combination of motifs is presented. This motif-based network algorithm starts with an empty graph and randomly connects the nodes by advancing or discouraging the formation of chosen motifs. The in-or out-degree distribution of the generated networks can be explicitly chosen. The algorithm is shown to perform well in producing networks with high occurrences of the targeted motifs, both ones consisting of three nodes as well as ones consisting of four nodes. Moreover, the algorithm can also be tuned to bring about global network characteristics found in many natural networks, such as small-worldness and modularity.
METHODS
The MBN algorithm starts with N nodes and no connections between them. Let us denote the network connectivity matrix as M 2 f0; 1g NÂN , where M ij stands for the connection from node i to node j. Self-connections are prohibited in this study. Each node is drawn a target number of inputs from the in-degree distribution, n i $ p in , and the algorithm is then iterated until each node has been set the chosen number of inputs. At each iteration, the node that will be given an input is chosen by random. Each possible input node-that is, a node that does not yet project to the considered node-is given points basing on how many motifs of each kind would be formed and how many broken if the considered node was chosen as an input, and the node with highest score is picked. A pseudo-code for the algorithm is given below, and a MATLAB implementation of the algorithm is publicly available at http://github.com/tuomomm/MBN/.
for node index i 2 f1; . . . ; Ng do Draw number of inputs n i $ p in . end for while not all edges set do Count the number of unassigned inputs of each node:
Randomly pick node k from a weighted distribution P ðkÞ ¼ u k = P N i¼1 u i . Count the points for possible inputs of node k as ¼ Calculatepointsðk; M; wÞ Pick the highest scoring node i ¼ argmax j s:t: M jk ¼0 j (if multiple nodes with the highest score, pick one of them by random). Make a connection from i to k, i.e., set M ik ¼ 1.
end while
The back-bone of the algorithm is the function Calculatepoints, which is given as arguments the target node k, the existing connectivity matrix M, and the weight vector w 2 R N mot indicating the preference of different motifs. N mot is the number of possible motifs of the considered size: it is 16 in three-node motifs (see Fig. 1 ) and 218 for four-node motifs. The function goes through the existing connectivity patterns formed by target node k, each possible input node i, and other auxiliary nodes j (in three-node motifs, one auxiliary node j is involved, while in four-node motifs two auxiliary nodes j 1 and j 2 are needed, etc.). Let us call the motif formed by the nodes i, j and k at the time of picking an input a pre-motif, with a distinction to the term motif used elsewhere in this work in that it is index-specific and used only for labeling the connectivity patterns prior to picking an input. The function calculates the score i for each node i 6 ¼ k that is not yet an input for node k by calculating the numbers of pre-motifs and determining how many motifs of each kind would be created and how many destroyed if an edge was drawn from i to k. For three-node motifs, the pseudo-code for the function is as follows:
The author is with the Department of Signal Processing, Tampere University of Technology, 33720 The matrix G 2 R N premot ÂN mot is fixed such that the entry G rl indicates whether a motif l is formed (1), abolished (À1), or neither of the two (0) when an edge is added to a pre-motif of type r. See Supplementary material Section 1, which can be found on the Computer Society Digital Libreary at http://doi.ieeecomputersociety.org/ 10.1109/TCBB.2016.2576442, for the full matrix G and a visual presentation of the same data (Table S1 , available online).
The iterative nature of the MBN algorithm places a challenge for the formation of the highly connected motifs. As an example, in the case of promoting a fully connected motif, the algorithm only gives non-zero points if a next to fully connected motif (motif 15) exists in the network. Until such a motif is formed, the connections are drawn by random. To overcome this problem, the weights can be adapted such that while the motif l is given full points (w l ), all motifs that become motif l by the addition of an edge are given an additional 1 Nw l points, and all motifs that become motif l by adding two edges are given an additional b 1 N 2wl points, b denoting the number of ways in which this can be attained, and so forth. This way, the formation of the highly connected motifs is facilitated by encouraging the formation of the intermediate motifs. Conversely, if a negative weight is given for some motifs, the formation of intermediate motifs is hindered as well. The effective weights that are conveyed to the algorithm can be calculated as
wherew 2 R N mot are the weights of the preferred motifs, I is the identity matrix, and F 2 R N mot ÂN mot is an adaptation matrix determined by the relations between the motifs (see Supplementary material Section 2, available online, for the adaptation matrix for three-node motifs).
Illustration of the MBN Algorithm Functioning in
Promoting Three-Node Motifs
Let us consider the promotion of the three-node feed-forward (FF) motif, which is motif 8 in Fig. 1 . The motif can be promoted in the MBN framework using a preferred motif vectorw ¼ d 8 , which by Eq. (1) gives an absolute weight vector Fig. 2 shows four iterations (sixth to ninth) of the MBN algorithm using this weight vector in a network of size N ¼ 6, the points given for each node, and the present pre-motifs formed by target node (square) and the node chosen as input (circle) at each iteration. At the sixth iteration, all possible input nodes have the exact same score (one FF motif formed and several intermediate motifs formed and destroyed), and hence one of them (node 1) is chosen by random. At the seventh iteration, both possible input nodes have a negative score, and hence the one with smaller absolute value-the one that breaks intermediate motifs but not the preferred motif-is chosen. At the eighth and ninth iteration, input nodes are chosen such that one and two preferred motifs are formed, respectively, and several intermediate motifs formed and broken. The number of motifs of the specific type is announced beside the iteration number. The bidirected edges are highlighted with solid lines, while unidirected edges are dashed. Gray edges represent connections that are not part of an FF motif, while black edges contribute to at least one FF motif. The square around a node marks the node k for which an input was chosen at the considered iteration, and the circle denotes the node i that was chosen as an input. The in-degree distribution was binomial with p ¼ 0:33. Below each graph, the score of each node is given, a missing number indicating that the node is already an input for the considered node, and below the scores, the pre-motifs that contributed to the points of the highest scoring node and their numbers are displayed. As an example, in the eighth iteration, one FF motif is created by the addition of the new edge, one intermediate motif of two edges (divergent motif, #6) is created and one abolished (convergent motif, #3), two intermediate motifs of one edge (motif #2) are created and one abolished, and two empty motifs (motif #1) are abolished. Given the adaptation of the weights, this gives the score
RESULTS

MBN Algorithm Succeeds in Promoting a Single Motif
The performance of the algorithm in promoting three-node feedforward and feed-back (FB) motifs (motifs 8 and 10 in Fig. 1 ) in networks of size N ¼ 100 is illustrated in Fig. 3 . The preferred motifs are delta-weighted asw i ¼ d l ðiÞ, l ¼ 7; 8; 9 or 10, i.e., in each network generation the formation of only one of the three-edge motifs is pronounced. The numbers of emerging FF and FB motifs are compared to the corresponding motif counts in random networks and networks produced by the MBN algorithm using a different weight vector. The MBN focusing on the preferred motif repeatedly produces the greatest number of the preferred motif, except in the case of FF motif count in the dense networks, where the MBN promoting the FB motif outperforms the MBN promoting the FF motif. This kind of interdependence in the motif counts is not unexpected, see Fig. S1 , available online, for an illustration on why this happens when promoting the FB motif. Fig. 3 also shows that the algorithm performs well in comparison to the promotion of these motifs using the method of [8] . For this, the desired proportions of FB vs FF loops (parameters u and v in [8] ) were set 1:10000 (for promoting FF motifs) or 10000:1 (for promoting FB). Nevertheless, in case of FB motif, this comparison may be unfair, as the method of [8] considers cumulative motif occurrence: adding an edge to motif 10 does not decrease the number of FB motifs in their framework. This is reflected on zero values of motif 10 counts in the experiment of Fig. 3 . However, better performance could be expected by finetuning parameters u and v. The performance and computational load of the method of [8] also depends on the number of iterations used. The authors of [8] suggest a use of up to 2 billion iterations for networks of size N ¼ 423-in Fig. 3 , 80 million iterations were used as larger numbers of iterations did not significantly improve the results. A generation of network of size N ¼ 100 took 25:5 AE 0:7 min using the algorithm of [8] , while the MBN generation of the same size took 0:56 AE 0:06s (p ¼ 0:025) to 11:6 AE 0:2s (p ¼ 0:5). The authors of [8] stated a much smaller CPU time (only 2 minutes) for generating a network of size N ¼ 423 using optimized code and dual core computer. The generation of an MBN of this size using single-core computers took 2:8 AE 0:3 min (p ¼ 0:025) to 56:7 AE 7:6 min (p ¼ 0:5). Fig. S2 , available online, shows the collection of the corresponding data for all three-node motifs and confirms superiority of the MBN scheme in promoting a single network motif in comparison to random networks and other MBN instances, and Fig. S3 , available online, reproduces this in large (N ¼ 1000) networks. Fig. S4 , available online, compares the results of Fig. S2 , available online, against those produced by MBN algorithm without the weight adaptation, and shows that the adaptation improves the promotion of the highly connected motifs. The algorithm performance can also be validated against theoretical connectivity strategies that aim to maximize numbers different motifs. In a general case this is extremely difficult, but for empty motifs such strategies can easily be defined, see Supplementary material Section 3. Fig. S5 , available online, shows that the MBN algorithm promoting empty three-node motifs performs on a level between two sub-optimal theoretical strategies.
To confirm that the method works when generalized to more complex local connectivity patterns as well, the performance of MBN algorithm in the case of four-node motif promotion is tested next. Fig. S6 , available online, shows that the extension of MBN algorithm to four-node motifs performs well in a task similar to that of Figs. 3 and S2 , available online. The body of the algorithm remains the same in the extension to motifs of four nodes, but the calculation of the points becomes more tedious (see the function Calculatepoints for four-node motifs in Supplementary material Section 4, available online). As the maximal computational cost of the three-node motif algorithm is in the order of OðEN 2 Þ logical operations (E denoting the total number of edges), the cost of the four-node motif algorithm is in the order of OðEN 3 Þ operations.
MBN Algorithm Allows Promotion of Global Structural Properties: Generation of Small-World Networks and Networks with Community Structures
Contrary to Watts-Strogatz (WS) algorithm [15] and many followup network algorithms that first set spatial positions for the nodes and then assign the edges according to this topology, the MBN algorithm focuses on the local connectivity patterns only, and the global structure emerges as a byproduct. In many cases, the global structure remains unidentifiable in the way that it cannot be characterized as any easily recognizable topology. However, the weights can be chosen such that the generated networks possess certain global characteristics. Fig. 4 shows how small-world networks and networks with community structure can be generated by choosing the MBN algorithm parameters carefully. For this "careful" choice, in this work, a genetic algorithm is used to find optimal or sub-optimal weights. During each evaluation of the optimized function, 20 networks of smaller size are generated for each desired in-degree distribution. The function output is chosen as the average small-worldness index or the average modularity of the formed networks, and this function is maximized over possible values of weightw as described below. For the small-world networks, the optimization is carried out by maximizing small-worldness index, which is calculated as [18] , [21] SðMÞ ¼ CðMÞ=C rand LðMÞ=L rand ; where CðMÞ is the clustering coefficient of the graph M and C rand is the mean clustering coefficient of a random graph with in-degree distribution equal to that used for the generation of graph M. In a similar manner, LðMÞ is the harmonic mean of lengths of all shortest paths in graph M and L rand is the corresponding value in a random graph. The clustering coefficient of the graph M is calculated as the average over local clustering coefficients, where the local clustering coefficient of a node is defined as the number of connected triangles in its neighbourhood [15] . For promoting the community structure, the measure of modularity is maximized. The modularity of a graph describes to what extent the connectivities within the clusters are denser than in a graph where the edges are drawn at random [20] . It is calculated as [22] QðMÞ
where m out i and m in i are the numbers of outputs and inputs, respectively, of node i. In general, the modularity should be maximized over all possible partitionings, but this is an NP-hard problem [22] . In this work, a widely accepted partitioning scheme, the hierarchical clustering [23] , is applied, using the Hamming distance in the output and input node patterns as the determining factor for joining two clusters. For details on calculating the clustering coefficient and modularity, and on the parameter optimization, see Supplemental material Sections 5-7, available online. Fig. 4A illustrates the structure of the small-worldness-promoted MBNs, while Fig. 4C illustrates the structure of the modularity-promoted MBNs. Global structural features of these networks, namely, the tendency of forming many local connections and few long-range connections (A) or the tendency to form modules of high intra-cluster connectivity (C), can be identified by choosing a proper placement of the nodes. Such features are not present in random networks with the corresponding in-degree distribution. The small-worldness index of small-worldness-promoted MBNs (weights chosen as in (A)), delta-weighted MBNs, and WS networks as a function of number of inputs K. The MBN withw ¼ d 4 is plotted alone for its distinctive behaviour, while the range of average values of the other delta-weighted MBNs is shown with the shaded bars. The dimly shaded bars show the range of small-worldness indices of WS networks with rewiring probability q 2 ½0:0001; 0:2 (the maximum small-worldness is attained on this range for all K > 2). The small-worldness-promoted MBNs gain large small-worldness indices compared to those of random networks and other MBNs, and even larger than those of the WS networks. Network size is N ¼ 200, average taken over 200 networks. C: Illustration on modularity-promoted MBNs, generated with weightsw ¼ ð1:852; 1:3; 0; 0:838; 0; 0; 0; 0; 0:084; 0; 0; À2:111; 0; 0; 0; 0:1317Þ (upper panels), and the corresponding random networks (lower panels). The networks shown are densely connected, p ranging in inverted integers from 1=2 (left, hierarchical clustering to two groups shown) to 1=6 (right, hierarchical clustering to six groups shown). The numbers of intra-cluster and inter-cluster edges (intra / inter) are shown for each network. The clustering of modularity-promoted MBNs to the 1=p clusters shows both less deviation in cluster sizes and better ratio of intra vs. inter-cluster edges than the clustering of the corresponding random networks. D: Modularities calculated for densely connected modularity-promoted MBNs (weights chosen as in (C)), delta-weighted MBNs, and WS networks with q 2 ½0:0001; 0:2 as a function of number of clusters N clust ¼ 1=p. The modularity-promoted MBNs show the highest values of modularity, followed by MBN-2, MBN-4, and WS networks in varying order. Network size is N ¼ 200, sample size 200. E: The result of (D) is reproduced with an alternative clustering algorithm [24] .
shows the small-worldness indices of the small-worldness-promoted MBNs, and their relation to the corresponding statistics in directed WS networks and other MBNs. The small-worldness-promoted MBNs show constantly high small-worldness indices, comparable and even higher than those of directed WS networks, which are generated by first assigning each node an input from its K nearest neighbours in the ring and then randomly rewiring the source nodes of the edges with a rewiring probability q. While the smallworldness index of a random network is 1 by definition, the deltaweighted MBNs (w ¼ d i , i ¼ 1; . . . ; 16) possess small-worldness indices both below and above 1.
The values of modularity are shown for different densely connected networks in Fig. 4D . The in-degree of these networks is binomially distributed with connection probability depending on the targeted number of clusters as p ¼ 1=N clust . The modularity-promoted MBNs show prominent community structure: Their modularity exceeds the value 0.7 for N clust ! 10, while the theoretical maximum for the modularity, corresponding to a perfect community structure, is 1 À 1 N clust . The directed WS networks, while exhibiting a strong neighbourhood structure, lack a division to strongly connected communities and hence show constantly lower values of modularity than the modularity-promoted MBNs. The average modularity of random networks is approximately zero. Qualitatively similar results are obtained by using an alternative partition method [24] in the calculation of modularity, which is shown in Fig. 4E . Moreover, the results remain similar if a slightly simpler formula of modularity, where it is approximated that [25] ), is applied, as shown in Fig. S7 , available online. Fig. 4 shows that in addition to the small-worldness-promoted MBNs, MBNs with weight vectorw ¼ d 4 express high small-wordness indices. Similarly, MBNs with weight vectorw ¼ d 2 orw ¼ d 4 are highly modular, although not as modular as modularity-promoted MBNs. This interplay between motifs 2 and 4 and modularity index as well as that between motifs 4 and small-worldness is analyzed in Fig. S8 , available online, by considering a continuum of networks from single motif-promoting MBNs to the optimized MBNs. Although all networks show higher modularities (Fig. S8A , available online) or higher small-worldness indices (Fig. S8B , available online) than random networks, there is a small range of weight vectors localized around the optimized weights that excel in these measures across many connection probabilities.
CONCLUSIONS AND DISCUSSION
The algorithm for motif-based network (MBN) generation was presented and analyzed. The algorithm performs well in generation of network structures with high occurrences of chosen three-or fournode motifs. Moreover, it was shown that networks with higherorder structural properties, namely small-worldness and modularity, are successfully generated using the MBN algorithm.
The strength of the MBN algorithm is that it is built upon controlling the occurrences of the basic building blocks of network connectivity, the motifs [19] , in a way that also allows the emergence of certain large-scale connectivity structures. This is an outstanding property with respect to many other network generation algorithms where the emerging connectivity patterns are dependent on the initially determined locations of the nodes [12] , [13] , [15] , [26] . An important contribution was made by [7] , where an algorithm is presented for generating a wide range of different networks using only two parameters. Nevertheless, the interpretation of these two parameters is extremely difficult in the terms of the resulting graph and its properties. The same can be said of a recent algorithm [27] which, like the algorithm of [7] , first generates a probability measure for creating each of the links i ! j basing on few parameters, and then samples the whole network. While the MBN algorithm does provide a meaningful interpretation of its model parameters, it has certain restrictions as well, one being its large computational cost, and another being the requirement of determining the network in-degree in advance. The degree distribution is, however, a key property in all kinds of networks [2] , and is therefore often predetermined in network generation applications. Similar approach was chosen in [28] , where, in a undirected network framework, first a degree distribution is chosen, and the algorithm then optimizes the generated network to have a chosen clustering coefficient. Earlier work on generating networks with a chosen motif preference has been carried out in [29] and [8] , but using different premises. In [29] , the focus was set on motifs consisting of a chain of nodes and the possibility of the chain connecting into a loop was not considered, and in [8] , the motif occurrence was considered cumulative and the networks considered were probabilistic. The MBN algorithm performance was compared against the latter and was found efficient both in terms of computation time and resulting numbers of motifs (see Fig. 3A ).
In the MBN algorithm, the choice of whether in-or out-degree is predetermined can be worked around by possible transposing of the final connectivity graph -notice that the motifs for which the weights are given have to be transposed as well. The restriction of network degree as well as the network size could be avoided by generating the network by iteratively adding nodes in a similar way as in Barab asi-Albert [17] networks (or their extension for directed networks [30] ), but mimicking the input selection rules of MBN algorithm. However, this requires careful study of different attachment schemes and is therefore left for future work.
The work at hand concentrates on three-node and four-node motifs of uniform networks, but the framework of the algorithm allows motif-based design of non-uniform networks as well. This is particularly important in models of neuronal networks, where the nodes (neurons) are typically labelled either excitatory or inhibitory. The motifs in the MBN framework can be redefined to account for this at the expense of the computational load of the algorithm: In the case of three-node motifs, one would have to define the weights of 104 different motifs instead of the 16 motifs that exist in uniform networks. This is due to the fact that each of the 16 motifs can have either 4, 6, or 8 different instances when two node types are applied, depending on the level of symmetry of the motif. However, the adaptation matrix F can be calculated in a similar manner as it was done for uniform networks. Another possible extension of the MBN algorithm is to choose the order of edge addition according to certain rules that facilitate the formation of certain structures, instead of randomly picking the node to be updated. This was done in a similar framework as the present work in [31] to encourage the formation of loops of a certain length, a task that would require an unbearable amount of computation without such facilitation. Both of these aspects are left for future work.
