In this paper, a combined manpower-vehicle routing problem (CMVRP) is presented that a central depot is considered in which a set of vehicles and a set of multi-skilled teams originate from it to move toward each customer's site for servicing tasks. This problem deals with scheduling of multi-skilled manpower to service a set of tasks with due dates and at the same, routing of the vehicles which are used for moving this manpower. Teams are in different range of competency that it will affect the service time duration. Vehicles are in different moving speeds and costs and not all the vehicles are capable to move toward all the customers' sites. The objective is to find an efficient schedule for the teams and vehicles movement in order to minimise the total cost of servicing, routing and lateness penalties. In this paper, a mixed integer programming model is presented and two meta-heuristics approaches of genetic algorithm (GA) and particle swarm optimisation (PSO) are developed to solve the generated problems. Furthermore, Taguchi experimental design method is applied to set the proper values of parameters. The available results show the higher performance of proposed GA compared with PSO, in quality of solutions within comparatively shorter periods of time.
Introduction and literature review
The VRP is a generic name referring to a class of combinatorial optimisation problems in which customers are to be served by a number of vehicles. The vehicles leave the depot, serve customers in the network and return to the depot after completion of their routes. Each customer is described by a certain demand. This problem was firstly proposed in the literature by Dantzig and Ramser (1959) . The vehicle routing problem (VRP) can be defined as finding optimal routes for a fleet of vehicles to serve some geographically scattered customers in order to minimise the total operation cost, with each route starting and ending at the depot. Collection of household waste, gasoline delivery trucks, goods distribution, snow plough and mail delivery are the most used applications of the VRP. The VRP plays a vital role in distribution and logistics. In the traditional VRP, the vehicles are the servers for the customer locations and a customer requires only one task (or visit) by one vehicle. Problems associated with determining optimal routes for vehicles from one or several depots to a set of locations/customers, subject to various constraints, such as vehicle capacity, route length, time windows, etc., are known as VRPs. These problems have a significant economic importance due to the many practical applications in the field of distribution, collection, logistics, etc. In the combined manpower-vehicle routing problem (CMVRP) that is presented in this paper, a central depot is considered in which a set of vehicles and a set of multi-skilled teams originate from it to move toward each customer's site for servicing tasks. The problem is different from traditional VRP in which the tasks are not done by vehicles but by the teams. Although it is hard to find literature in this problem, it arises in areas like allocation of technicians to service jobs, in hospitals where teams of doctors and nurses are needed for different surgeries, and in the problems of home care sector.
In the previous studies, Lim et al. (2004) proposed a manpower allocation model with time windows in which each customer is served by multiple servicemen. However, in their model the servicemen are assumed to be all the same that can move by them and they did not consider vehicles for the movements. Li et al. (2005) extended the model of Lim et al. (2004) by introducing job-teaming constraints while a job is satisfied if the required composite team can be brought together at the job's location. Hollis et al. (2006) are the first to consider a problem with multiple depots, where vehicles and drivers may be stationed and interchanged. They describe a simultaneous vehicle and crew routing and scheduling application for urban letter mail distribution at Australia Post, and presented a path-based mixed-integer programming model and solved it by heuristic column generation. Zapfel and Bogl (2008) consider an application of local letter mail distribution for Pickup and delivery routes. Schedules are planned for both drivers and vehicles, taking into account European Union social legislation. The problem is solved heuristically, by decomposing it into a generalised VRP with time windows and a `personnel assignment problem. Laurent and Hao (2008) consider the problem of simultaneously scheduling vehicles and drivers for a limousine rental company. The required transports are pickup-and-delivery trips with given time windows. The authors use a two-stage solution approach which aims to find a feasible crew and vehicle schedule by assigning a driver-limousine pair to each trip. Dohn et al. (2009) studied the scheduling problem of ground handling tasks in some European airports. The problem requires manpower allocation with the consideration of time windows, job-teaming constraints, and a limited number of teams in order to maximise the total number of assigned tasks. Kim et al. (2010) presented a combined vehicle routing and staff scheduling problem where a certain number of tasks has to be performed in a fixed sequence by a set of teams. The teams should be moved by a set of vehicles and the objective is to find an efficient schedule for the teams. They developed a mixed integer programming model for the problem that could not be solved optimally due to out of memory errors. Anyway, they developed a dispatching-based heuristic algorithm to find feasible solutions for the generated problems. Ho and Leung (2010) studied a manpower scheduling problem with job time windows and job-skills constraints. They considered an airline servicing operations before the flights take-off. Given the jobs to be serviced and the roster of workers for each shift, the problem is to form teams and assign them to the jobs, to service as many flights as possible. Drexl et al. (2011) studies a simultaneous vehicle and crew routing and scheduling problem arising in long-distance road transport. In their study, they abandon the assumption of fixed assignment of drivers to vehicles and allow for vehicle/deriver changes at some relay stations. Although their work did not contain a mathematical model, but they developed a solution heuristic based on two-stage decomposition for the problem.
In home care sector, Rasmussen et al. (2012) studied a crew scheduling problem with Preference-based visit clustering and temporal dependencies. A home caring staff has to be assigned to a number of visits to patients' homes, such that the overall service level is maximised. In their model the challenge lies within assigning visits to crews, in the existence of soft preference constraints and temporal dependencies between the start times of visits. Pureza et al. (2012) considered a vehicle routing with multiple deliverymen for which, besides routing and scheduling decisions, a number of extra deliverymen can be assigned to each route in order to reduce service times. They presented a model based on the assumptions that each vehicle performs only one route, the deliverymen skills are not different and the number of the deliverymen that are dedicated to each route affect the related service times. Goel and Meisel (2013) investigated a combined routing and scheduling problem for the maintenance of electricity networks. Each maintenance job therefore consists of multiple tasks which must be performed at different locations in the network. The goal is to assign each task to a worker and to determine a schedule such that the downtimes of power lines and the travel effort of workers are minimised. To solve the problem they combine a large neighbourhood search meta-heuristic with mathematical programming techniques. Talarico et al. (2014) considered a routing problem for ambulances in a disaster response scenario, in which a large number of injured people require medical aid at the same time. Each ambulance carries medical personnel that can provide first aid to slightly injured people in the field. Seriously injured individuals are accompanied by the medical staff on their way to the hospital where skilled doctors are available. The authors presented two mathematical formulations for their problem of minimising the latest service completion time and proposed a Large Neighbourhood Search metaheuristic. For a comprehensive and relevant review of the literature, the readers may refer to the taxonomy provided by Lahyani et al. (2014) . This paper studies the vehicle routing and crew scheduling problem. The teams are multi skilled whom are proper for some but not all of the tasks. Vehicles are in different types with different moving speed and costs. Since, even the compatible teams will perform the tasks in different competencies, there is no fixed assignment of a vehicle to a team and multi skilled teams would be exchanged at the depot during the transportations in order to reduce service times. So the model should choose between continuing the rout of a vehicle with the companion team, or send the vehicle to the depot to exchange the team with a more competence team. For the generated test problems of large size, the meta-heuristic procedures of genetic algorithm (GA) and particle swarm optimisation (PSO) are proposed to solve the instances for their power in finding the solutions in a reasonable amount of time. The remainder of the paper is organised as follows. Section 2 presents the problem definition and model formulation. The solution methodologies of proposed GA and PSO are described in Section 3. The parameter tuning and experimental design is conducted in Section 4. Section 5 provides comparisons among the Cplex software and the meta-heuristic algorithms and discuses the superiority of the proposed GA. Finally, conclusions and future frameworks are drawn in Section 6.
Problem definition and modelling
This paper studies the vehicle routing and crew scheduling problem. There are a number of customers locating in known points. The travel distance between two points is calculated using the Euclidean distance. Each customer demands a specific task and in a predefined due date which is serviced by only one team. The teams are multi-skilled and can perform some, but not all the tasks of customers. The available teams to perform a task are in different competency, that it will affect the servicing time. The vehicles are in the charge of moving and exchanging the teams in the depot. The vehicles are different from one another in their moving speed and the capability to move toward each customer's site, which is known in literature as a site-dependent problem. There is no fixed assignment of a vehicle to a team, but teams and vehicles should be synchronised. After completing one task of a customer by a team, the vehicle in a tour may exchange the companion team with another appropriate team in the depot to perform the next customer's tasks. If the services to the customers are done after the due date, some penalties of lateness are considered for the problem. The goal is to service all the customers with appropriate teams, in order to minimise all the costs of routing, servicing and the costs of penalties for lateness. Basic notations are introduced as follow: 
Parameters
d ij distance between nodes i, j(i ≠ j) Cv(k) cost
Decision variables
1, if vehicle moves driver from customer to customer 0,
if vehicle goes from customer to customer , 1, exchanging team and ' at depot 0,
T i finishing time of servicing to customer i.
Mathematical model
( )
The objective function is to minimise total costs of servicing by the teams, routing by the vehicles and the Penalties of lateness. Restrictions (2) and (3) ensure that every vehicle should start its tour from the depot and comeback to it at the end of the tour.
Restrictions (4), (5) and (6) state that each customer is visited by exactly one vehicle and one team, and the same vehicle and team will leave the visited customer. Restrictions (7) are sub-tour elimination constraint set. Constraints (8) and (9) show the time connection between two consequent customers in a tour of a vehicle. Constraints (10) and (11) are the compatibility constraints for the teams and vehicles to visit the customers. They guarantee that the inappropriate vehicles and teams are not sending to each customer. Equation (12) and (13) are to know which drivers go over the travelling distance and to define lateness for the customer. Constraints (14) provide limits on the decision variables. By increasing the characteristic size of the problem and growth of complexity, the search space will expand and the computational time will increase exponentially. To solve such problems, the meta-heuristic algorithms have been employed due to their power in seeking the search space and finding high-quality solutions in a reasonable amount of time. Here the general framework of two meta-heuristic algorithms of GA and PSO are described for solving the generated instances of the problem.
Solution methodologies

Genetic algorithm
The basic concept of GA was introduced by Holland (1962) , ever since it has been used for solving many linear and nonlinear optimisation problems. This algorithm which is inspired by the natural evolution mechanism, devises a guided random approach to seek the solution space. GAs are stochastic search techniques based on the natural mechanism and genetic rules of the crossover and mutation. GA is a population-based approach and starts with initial population consisted of several chromosomes. Each chromosome is made up by a set of genes and represents one solution of the problem. GA gradually modifies the solution to find better ones from generation to generation. The proposed GA steps are as follows:
Step 1. Initialisation
• Parameter setting: set the population size (Popsize), probability of crossover (Pc), probability of mutation (Pm) and number of generation (It).
• Initial population: produce randomly initial feasible population. To represent a solution, a chromosome is included by an array with (n + V -1) columns and two rows in which n is equal to the number of customers and V is equal to the number of vehicles. The first row represents the customers, while the second row shows the team's number. To split the tours of vehicles from each other, the sign of star (*) is inserted. A chromosome representation of a solution is shown in Figure 1 . In Figure 1 , customer 5 and 6 are in the tour of vehicle 1 which is serviced consequently by the team 1. The customers 7, 3 and 4 are in the tour of second vehicle. Vehicle 2, after visiting customer7 should exchange the team 2 by the team 1 at the depot and then move to customers 3 and 4 consequently. Also, Vehicle 3 after visiting customer 1 exchanges the team 3 and 2 at the depot and then moves to customer 2 by the team 2.
Step 2. Objective function
After generating the initial population, objective function should be calculated. In this problem the better solutions have smaller values, so the fitness function will be computed as following:
1 Fitness function Objective function = ( 1 5 )
Step 3. Selection strategy
The roulette wheel strategy is employed for crossover operation and the random selection strategy is employed for mutation operation. Then, after computing fitness values, better solutions have more chances to be selected using the roulette wheel mechanism as a selection approach. It is clear because the selected chromosomes with better fitness values have more chance to produce better offspring. And also the reproduction operator keeps the best current solutions by simply making copies of them to the next generation to make guarantee that they will not be missed.
Step 4. Crossover operator
Crossover is the main operator of the GA. It works with chromosomes which are selected from the selection mechanism as parents, and mixes them to produce children. Crossover operator makes an optimistic attempt to swap parents sections and produce children that inherit promising features from their parents by Selecting Pc% chromosomes of the next generation from selection strategy and using the crossover operator to produce new chromosomes. Here a child is produced by taking the stars position from parent1 and the combination of customers from parent 2, while the teams are copied from the related customer's number of both parents. The steps of the crossover operator are as follows: 
Step 5. Mutation operator
The mutation operator changes the structure of some chromosomes in the generation in order to guarantee diversification in solutions. It also helps to prevent from falling into local optimum trap. Pm% of next generation is generated by the mutation operator. Here, after selecting a chromosome for mutation, one of the roots of vehicles will be taken and reformed. The steps of the crossover operator are as follows:
a select a chromosome randomly from the mating pool b pick up a sequence of genes (one rout of one vehicle) from the selected chromosome c reverse the sequence of some of the genes and return them back to the same positions. 
Step 6. Stopping criterion
Here, the stopping criterion is the number of generations and the algorithm will terminate if it meetthe given number of generations.
Particle swarm optimisation
PSO is a population-based stochastic technique that was inspired by the behaviour of flock of birds or fishes. PSO was introduced and developed by Eberhart and Kennedy (1995) and is similar to other population-based evolutionary algorithms such as GA. PSO is initialised with random population that is named swarm. Each individual that is called a particle flies in the solution space with a velocity. The velocity of each particle is adjusted according flying experience of the individual. Due to its global and local exploration abilities, simplicity in coding and consistency in performance, PSO algorithm has been widely applied in many fields although PSO algorithm was originally proposed for continuous optimisation problems. Here the global model equations are used, which are explained as follows (Xia and Wu, 2006) :
where V id is the velocity for particle i, X id illustrates position of particle i, P id is the local best solution for particle I which it is named pbest, and P gd is the global best solution for particle i which it is called gbest. W is inertia weight and it ensures the trade-off between the global exploration and local exploitation abilities of the swarm. A large inertia weight facilitates seeking in the new area, while a small inertia weight facilitates fine-seeking in the current solution search area. The important task of inertia weight is to balance between global exploration and local exploitation. The inertia weight is set to the following equation in this paper: max min max (Number of current iteration) Maximum number of iteration
where the initial value for weight coefficient is W max , and W min is the final value of weight. C1 and C2 are learning factors which pull each particle toward pbest and gbest positions. These factors adjust the amount of tension in PSO approach (Xia and Wu, 2006) . In other word, low values of these factors allow particles to seek far from target regions before being tugged back, while high values of them cause in abrupt movement towards target regions (Eberhart and Shi, 2001) . The structure of the PSO algorithm is as follows:
Algorithm 1 
Experimental design
To evaluate the effectiveness of the proposed algorithm, some test problem instances are generated. The instances must be comprehensive and representative. So, some parameters as: location of customers (X, Y), The team's competency, The team's wages, Travelling cost of vehicles, The moving speed of vehicles and Penalty of lateness for the drivers are determined experimentally and are given in Table 1 . 
Parameter setting
In this study Taguchi experimental design is applied for tuning parameters of proposed algorithms. The parameter design was developed by Dr. Taguchi in early 1960s and can be applied to process design. Taguchi classifies factors into controllable and noise factors, this method searches to minimise the effect of noise factors and determine optimal level of important controllable factors based on the concept of robustness. Taguchi classifies objective functions into three categories. Taguchi introduces signal-to-noise (S/N) ratio and relative percentage deviation (RPD). The S/N ratio denotes the amount of variation in the response variable that must be maximised. The formula is:
In the following, Taguchi scheme is explained and then Taguchi experimental design is analysed. The levels of the parameters of GA and PSO are presented in Tables 2 and 3 respectively. In Taguchi method for selecting the appropriate orthogonal array, it is necessary to obtain the number of degrees of freedom. The appropriate scheme in PSO should has two degrees of freedom for factors with three levels (2*4) and one degree of freedom for the total mean. Thus, the sum of the degrees of freedom is 1 + 8 = 9. Therefore, the appropriate design must have at least 9 rows. An appropriate array that satisfies this condition is ( ) L and it is shown in Table 4 , where control factors are assigned to the columns of the orthogonal array. The appropriate orthogonal array in GA is also ( )
. L Table 4 The orthogonal array ( ) The experiments on the PSO and GA algorithms were created on the orthogonal array distribution method, and nine different combinations of factors were considered. Each trial is calculated five times and the mean of S/N ratio of the objective value for the two algorithms are illustrated in Figures 4 and 5.
As indicated in Figures4 and 5, better performance and robustness of the GA is when the parameters are set on the following levels: PC; 0.6, PM; 0.25 and (population size, Iteration1); (120,100). Also the suitable parameters for PSO are: (Number of swarm, Number of iteration); (150,250), Final value for weight coefficient; 0.03 and Initial value for weight coefficient; 0.85. Signal-to-noise: Nominal is best (10*Log10(Ybar**2/s**2)) Table 5 The characteristics of the generated test problems To evaluate the quality of the proposed procedures, mathematical model was encoded in Ciplex11to solve the test problems exactly when it is possible, and the meta-heuristic procedures were encoded in Matlab7. There are 24 combinations for the different values of Number of nodes; Number of vehicles, Number of teams and the characteristics of each test problem is illustrated in Table 5 . The test problems were run ten times on an HP 4520s laptop with 4GB of RAM and a 3GHz processor running in windows7. In Table 6 , the results of test problem instances are reported under measures of: best solution and computational time for those instances where the exact solutions are available; and under measures of mean solution and computational time of PSO and GA for the large sized problems. Table 6 demonstrates that Cplex11 finds the global optimum solutions for the first 12 scenarios of problem and no global optimum solutions were obtained for the rest of scenarios in the implied computational time. This fact indicates the usage of meta-heuristics for solving the remained scenarios in a reasonable amount of time. So here, the two evolutionary algorithms of PSO and GA are employed to solve the remaining test problems.
The data show that GA and PSO are not so different based on their objective value in small size problems and both of them perform well for this scale. The mean deviation from the best solutions for the first 12 instances for the GA and PSO, are 0.0065 and 0.0099. For the instances of 13 to 19, the local optimum solutions of the Cplex11 are available for comparing purposes.
In large scale problems, Cplex11cannot obtain optimum solutions even after the implied computational time. Therefore, we emphasise to compare the performance of the proposed algorithm of GA and PSO in large size problem, to determine the better procedure.
The mean deviation of best solutions from the mean for the GA and PSO are 0.006806 and 0.011704. For evaluating the proposed algorithms, RPD is calculated as equation (20) Figure 6 represents and compares the mean RPD of the proposed GA and PSO for the problem instances. It is clear that for the almost of the instances, GA takes much less amount of RPD. Moreover, to calculate significant difference between the two algorithms, the LSD (Least Significance Difference) method is used. The results of this experiment are shown in Figure7 and it is clear that GA has better performance than PSO. This data show that GA and PSO are not so different in small size of problem but in the large sized problem, GA outperforms PSO and can it escape from local optimum better than PSO. In which after conducting the statistical tests, the null hypothesis is rejected for all combinations of parameters at 95% significance level. Thus the average relative percent deviation of GA is statistically smaller than PSO, in other word; GA performs better than PSO in almost of the problems. Figures 8 to 10 represent the available results of the performance of the proposed GA and PSO for the test problems divided by the number of nodes, vehicles and teams respectively.
And Figure 11 shows the computation time for the solving approaches. As it is clear, GA also performs the solving procedure faster than PSO and finds the better solutions in smaller amounts of time. 
Conclusions and future works
In this research a new mathematical model of combined manpower and vehicles routing is presented in order to deal with the simultaneous planning of multi skilled teams and transporting vehicles. Due to the complexity of the presented model, two meta-heuristics are proposed for solving the problems and many instances are generated to evaluate their performances by the measurements of RPD and computational time. Also the parameters of the proposed algorithms are calibrated by Taguchi method. Computational results of 24 standard tests problems and 240 instances revealed that GA is statistically performing better than PSO according to RPD and computational time measures. For future research, it is worthwhile to seek a dynamic model of the problem where the teams and vehicles are not gathered in a depot, but in scattered places and the replacements may happen in every node. Also it is worthwhile to consider ordering relations or priorities between the services of teams to the customers. Hence, the customers may have some preferences for specials teams to receive their services. It is also possible to think off a step forward heuristic for the problem to reach for feasible and optimum solutions.
