Quantum phase estimation algorithm finds the ground state energy, the lowest eigenvalue, of a quantum Hamiltonian more efficiently than its classical counterparts.
I. INTRODUCTION
In the recent decades, there have been many quantum algorithms proposed for the problems inefficient to solve on classical computers. The quantum phase estimation algorithm [1, 7] is a leading illustration of such algorithms. It is used for quantum simulations to estimate the eigenenergy corresponding to a given approximate eigenvector of the unitary evolution operator of a quantum Hamiltonian. Furthermore, with different settings, it has been adapted as a sub frame of many quantum algorithms applied to wide variety of applications in different fields (see the review article ref. [6] and the references therein).
The phase estimation algorithm (PEA) in general sense is defined as to find the value of φ j * email:anmerdaskin@yahoo.com
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for a given approximate eigenvector |µ j in the eigenvalue equation U |µ j = e i2πφ j |µ j . The algorithm mainly uses two quantum registers: Viz. |reg1 initially set to zero state and |reg 2
holding an approximate eigenstate of a unitary matrix U . The first operation in the algorithm puts |reg1 into the equal superposition. In this setting, a sequence of operators, U 2 j , controlled by the jth qubit of |reg1 are applied to |reg 2 . Here, j = 1 . . . m and m is the number of qubits in |reg1 and also determines the precision of the output. These sequential operations generate the quantum Fourier transform (QF T ) of the phase on |reg1 . Therefore, the application of the inverse quantum Fourier transform (QF T † ) turns the value of |reg1 into the binary value of the phase. Consequently, one measures |reg1 to obtain the phase. Here, if the unitary operator U is the time evolution operator of a quantum Hamiltonian, then one also obtains the eigenenergy of that Hamiltonian.
Although PEA is successfully used for many different applications, since it requires a preexisting approximate eigenvector, it may fail in the cases where the approximation of the eigenvector is not good. This hinders the uses of the algorithm when there is not enough prior knowledge about the eigenvector to procure a good approximation. In this article, we
show that for a matrix with only one positive eigenvector, e.g. positive matrices, one can obtain the associated eigenvalue with probability dependent on the absolute sum of the matrix elements of the unitary operator by modifying the conventional phase estimation algorithm in the following way: i) Instead of an approximate eigenvector, initial value of |reg 2 is set to |0
and then put into equal superposition state by applying Hadamard gates. ii) In the output, we change the basis of the second register by applying the Hadamard gates. Then, we show that if the measurement of the second register is equal to |0 . . . 0 state, then the eigenvalue can be estimated on the first register. We also show that the probability to measure |reg 2 in |0 . . . 0 state is dependent on the absolute value of the normalized sum of the matrix elements of U and very close to it. The probability to see the eigenvalue on |reg 1 is close to one when the positive eigenvector is the principal eigenvector. In the next section, the modified algorithm is defined in steps and details.
II. THE MODIFIED PHASE ESTIMATION ALGORITHM
For a unitary operator U of order 2 n with eigenvalues λ 1 . . . λ 2 n and corresponding phases φ 1 . . . φ 2 n and eigenvectors |µ 1 . . . |µ 2 n , respectively; assuming that there is only one positive eigenvector: i.e. |µ 1 , we describe the steps of the algorithm as follows:
• The system is prepared in a way so that it includes two register: viz., |reg 1 and |reg 2 with m and n number of qubits, respectively.
• Both registers are initialized into zero state: |ψ 0 =|reg 1 |reg 2 =|0 |0 .
• Then the Hadamard operator is applied to both registers:
• As in the customary phase estimation algorithm; the unitary evolution operators U 2 j controlled by the jth qubit of |reg 1 are applied to |reg 2 , and finally the inverse of the quantum Fourier transform (QF T † ) is applied to |reg1 .
At this point of the algorithm, we have a quantum state in which |reg 1 and |reg 2 hold the superposition of the eigenvalues and the associated eigenvectors, respectively:
The amplitude α j is related to the angle between the equal superposition state and the eigenvector |µ j :
x=0 |x at the beginning). If the second register is written in the Hadamard basis,|+ · · · + + + |+ · · · + − + · · · + |− · · · − − , where |± = 1/ (2)(|0 ± |1 ); then the following quantum state is obtained:
where β ij s are new coefficients. Now, since there is only one eigenvector, viz. |µ 1 , elements in which are all positive, in the Hadamard basis this positive eigenvector can be considered to be the closest state to |+ + · · · + + .
• To revert the above state back to the standard basis, the Hadamard operator H ⊗n is again applied to |reg 2 : |ψ 3 = (I ⊗ H ⊗n ) |ψ 2 :
• |reg 2 is measured in the standard basis. As a result, for |reg 2 = |0 . . . 00 , the system collapses to the state where the phase associated with the positive eigenvector is expected to be dominant in the first register.
• In the final step, the first register is measured to obtain the phase φ 1 and compute λ 1 = e i2πφ 1 . These steps also drawn in Fig.1 .
FIG. 1.
Circuit design for the modified phase estimation algorithm. In the end, note that the second register is measured in the Hadamard basis.
III. THE SUCCESS PROBABILITY OF THE ALGORITHM
As obvious in Eq.(3), the success probability of getting |0 . . . 0 is 2 n j=1 β 1j . In addition, after measuring |0 . . . 0 on |reg 2 , the probability to measure |φ 1 on |reg 1 is |β 11 | 2 . Since we apply an equal superposition as an input, the component of an eigenvector in this direction determines the probability to get the corresponding eigenvalue on |reg 1 . More formally, after the application of QF T † , we get |ψ 2 = N −1 j=0 α j |φ j |µ j , where α j = 1/ √ 2 n 2 n i=1 µ ji . If |reg 2 of the state in Eq. (2) is measured in the Hadamard basis, the probability to see |+ · · · + is the sum of the amount of the components of the eigenvectors in the direction of the initial vector:
This is also equal to 2 n j=1 β 1j , i.e. the probability of measuring |reg 2 in |0 . . . 0 state at the end. P reg 2 takes the smallest value only when all |α j |s are equal to 1/ √ 2 n . Moreover, when |reg 2 =|0 . . . 0 , the probability to see |φ 1 on |reg 1 is:
Although we have drawn the equalities for probabilities, without knowing the eigenvectors, it
is not possible to compute exact |α j |s and so P reg 1 and P reg 2 . Therefore, we will try to estimate a bound for them: Since α 1 is the normalized sum of the vector elements, it is easy to see that
A similar observation is also made in ref. [4] where the principal eigenvector is found for a given eigenvalue equal to 1. Now,using the eigenvalue decomposition, we get the following:
from which we can draw the following inequality:
However, If we ignore the impact of the eigenvalues having on the probabilities, then the operations on the second register can be considered as: H ⊗n U H ⊗n |0 , which turns out to be the normalized absolute sum of the matrix elements of U :
can expect P reg 2 not to be much less than the sum. Furthermore, if we consider the positive eigenvector as the principal eigenvector corresponding to the largest eigenvalue, then α 1 becomes much greater than any of α j s and so the probability P reg 1 = eigenvector by checking the signs of the eigenvectors [10] . As seen in the figure, especially in large dimensions, the sum of the matrix elements of U = e i2πH are directly related to the success probability. Therefore, this provides a priori information which can be used to determine when and how to apply the algorithm. This also gives us an insight to determine for which class of the problems, this technique can be used.
IV. DISCUSSION AND CONCLUSION
In conclusion, here we have described a modified phase estimation algorithm where the eigenvalue of the matrices particularly with a positive eigenvector can be found with high probability. This eliminates the necessity of knowing an initial approximate eigenvector to apply the phase estimation algorithm. Therefore, it solves one of the bottlenecks the algorithm has.
In addition, this modified algorithm can be used for a wide variety of problems. One of the classes of problems which guarantee the use of the algorithm is the problems represented by irreducible non-negative matrices: According to Perron-Frobenius theorem, these matrices have only one positive eigenvector and a corresponding principal eigenvalue [8] . There is also more general but the same statement for compact operators [5] . One of the applications of these matrices can be found in quantum mechanics where such matrices called stoquastic matrices [2, 3] : i.e., matrices with positive off diagonal elements.
One may also apply permutation matrices or splitting techniques to guarantee the existence of a positive eigenvector. In the application of the algorithm, since the success probability is related to the sum of the matrix elements, in many applications it can deliver a good probability.
However, when the probability is low than an acceptable value, similar permutations or splitting techniques may be used again to obtain better probability. 
