Hierarchical Multi-Label Classification is a complex classification task where the classes involved in the problem are hierarchically structured and each example may simultaneously belong to more than one class in each hierarchical level. In this paper, we extend our previous works, where we investigated a new local-based classification method that incrementally trains a multilayer perceptron for each level of the classification hierarchy. Predictions made by a neural network in a given level are used as inputs to the neural network responsible for the prediction in the next level. We compare the proposed method with one state-of-the-art decision-tree induction method and two decision-tree induction methods, using several hierarchical multi-label classification datasets. We perform a thorough experimental analysis, showing that our method obtains competitive results to a robust global method regarding both precision and recall evaluation measures.
Introduction
Classification is a machine learning (ML) task that aims at building class distribution models taking into account a set of predictive attributes (also known as features). The outcome of such a model is used for assigning class is used to induce a model able to represent the relationship between each training example, defined by a set of predictive attribute values, and its class label. In the second step, the classification model is used to classify new examples whose class labels are unknown.
Most classification problems addressed in the literature consider each example to be associated with only one class label. In addition, class labels are treated as unrelated, in the sense that classification algorithms do no assume the existence of any kind of relationship between different class labels. This classification scheme is usually referred to as flat (or non-hierarchical ) single-label problems. Nevertheless, in many real-world classification problems (e.g., classification of biological data), one or more class labels can be divided in subclasses or grouped in superclasses. In these cases, the classes form a hierarchical structure, usually in the form of either a tree or a Directed Acyclic Graph (DAG). These problems are known in the ML literature as hierarchical classification problems, in which new examples are assigned to classes associated to nodes belonging to a hierarchy [1] . For instance, an example that belongs to a given class automatically belongs to all its superclasses (the so-called hierarchy constraint).
Hierarchical problems can be further structured in an even more complex manner. For instance, there are cases in which examples can be assigned to different hierarchical paths -the example may belong simultaneously to different classes in a same hierarchical level. These problems are known as Hierarchical Multi-label Classification (HMC) problems, and are very common in protein and gene function prediction tasks [2, 3, 4, 5, 6, 7, 8] .
Due to its own nature, HMC is more challenging than flat single-label classification. Indeed, it is generally much more difficult to discriminate between classes that lie in the bottom of the hierarchy than classes at the top of the hierarchy, specially considering that the number of examples per class is usually much smaller at the deeper levels of the hierarchy. Respecting the hierarchy constraint and also discriminating among a large number of classes is yet another challenge in HMC. Formally, an HMC problem can be posed as follows:
Definition. Given a space of examples X, the objective of the training process is to find a function able to map each example in X into a set of classes, respecting the constraints of the hierarchical structure and optimizing a quality criterion. Although the given HMC definition says that an induced model has to classify an example into proper hierarchical paths, there are some works that allow inconsistent predictions. This is the case in the studies made by Obozinski [9] , and Valentini [10] , where predictions inconsistent with the hierarchy are made, followed by an additional step of making the class assignments consistent with the hierarchy.
An example of an HMC problem structured as a tree is illustrated in Figure 1 , in which an example is assigned to two paths of the hierarchy, formed by the classes 11.02.03.04 and 11.06.01. Figure 1: Example of a tree hierarchical structure. Adapted from [11] .
Two main approaches have been used to solve HMC problems, known as local and global approaches. In the local approach, conventional classification algorithms, such as decision-trees [12] and support vector machines [13] , are trained to produce an hierarchy of classifiers, which are in turn executed following a top-down strategy to classify unlabelled examples [14] . In this approach, local information about the class hierarchy is used during the training process of each base classifier. According to Silla and Freitas [15] , the local information can be used in different ways, depending on how the local classifiers are induced. Roughly, three main strategies for using local information have been identified: one Local Classifier per Node (LCN), one Local Classifier per Parent Node (LCPN), and one Local Classifier per Level (LCL). The LCN strategy trains one binary classifier for each class of the hierarchy [16] . The LCPN strategy trains, for each internal class, a multiclass classifier to distinguish between its subclasses [17] , and the LCL strategy trains one multi-class classifier for each hierarchical level, where each classifier is responsible for the prediction in its associated level [11] .
Different from the local approach, the global approach induces only one classifier using all classes of the hierarchy at once. After training the classifier, the classification of a new example occurs in just one step [5] . Since globalbased methods induce just one classifier to consider the specificities of the classification problem, they do not use conventional classification algorithms, unless these are adapted to consider the hierarchy of classes.
In our previous works [18, 11] , we proposed a novel method, named Hierarchical Multi-label Classification with Local Multi-Layer Perceptron (HMC-LMLP). It is a local HMC method where a MLP network is associated with each hierarchical level and responsible for the predictions in that level. The predictions for a level are later used as inputs for the MLP network associated with the next level. We investigated two alternatives for the training of the MLP networks: the Back-propagation algorithm [19] and the Resilient back-propagation algorithm (RProp) [20] . RProp performs a local adaptation of the weight-updates according to the behaviour of the error function. In RProp, a step-size -the update amount of a weight -is adapted for each weight individually, and, different from other techniques, its step-sizes are independent of the absolute value of the partial derivative. The benefits of this update scheme are fully described in [20] .
In this paper, we use different parameter values regarding the previous studies, which, as a result, improved HMC-LMLP predictive performance. We also perform a more detailed analysis of the experimental results obtained, using two variations of Precision-Recall curves, analyzing the overall performance of the methods considering all classes and also the performance of the methods regarding specific classes. In addition, we add two new datasets to the experiments. The remaining of the paper is organized as follows. In Section 2, we review other studies related to our approach. Our local method for HMC employing artificial neural networks and its mo-tivation are described in Section 3. In Section 4 we explain the methodology followed in the experimental analysis. The experimental results are presented in Section 5, in which our method is compared with three decision-tree induction methods for HMC problems, using for such protein function prediction datasets. Finally, we summarize our conclusions and point out to future research directions in Section 6.
Related Work
Several studies have investigated new alternatives to solve HMC problems. Some of these studies propose new methods capable of dealing with hierarchies either structured as trees or as DAGs, whereas others propose more general methods able to handle both structures.
Regardless of the nature of the hierarchical problem, the methods proposed in the literature can be categorized as following either a local (topdown) or a global (one-shot, big-bang) approaches. In the local approach, conventional classification algorithms are trained to induce a tree of classifiers, which are in turn used in a top-down fashion for the classification of new examples. Initially, the most generic class -located at the first hierarchical level -is predicted. Afterwards, it is used to reduce the set of possible classes for the next level. In the global approach, as the name indicates, the objective is to learn a single global model for all classes in the hierarchy. This section describes some of the recent local and global methods investigated in the literature.
Local Methods
A bayesian classifier, named HBayes, was proposed by Cesa-Bianchi et al. [21] and applied to the hierarchical classification of documents. The method trains a classifier for each hierarchical node and calculates class probabilitieŝ p j (x i ) for all examples. For the classification process, the method is initialized with all hierarchical classes in a set. These classes are then removed one by one, and every time an example is assigned to a given class c j , it is also assigned to all classes belonging to the path between this class and the root node. A node can be removed from the set if it is a leaf node, or if all nodes of its subtree have been removed. The work of Cesa-Bianchi and Valentini [22] extended the method described by Cesa-Bianchi et al. [21] , resulting in a variant named HBayes-CS (HBayes Cost Sensitive). HBayes-CS, according to the authors, is more suitable for dealing with skewed datasets. In HBayes-CS, a parameter was introduced to balance the false positive (FP) and false negative (FN) mistake costs.
An ensemble of local classifiers, named TPR (True Path Rule Ensemble), was proposed and applied to gene function prediction by Valentini [16] . In this method, each trained classifier estimates the local probabilityp j (x i ) that a given example x i belongs to a given class c j . A combination phase estimates the global consensual probability p j (x i ). In [23] and [10] , the authors modified this method in order to modulate the relation between the prediction of a class and the prediction of its descendants. The new method, named TPR-W, employs a weight w p within the parent classes, 0 ≤ w p ≤ 1, such that if w p = 1, the classification decision in the corresponding node depends only on the local classifier in the node. For w p = 1, the prediction decision in the node is proportionally divided between the local classifier in the node and the set of all its child classifiers. Experiments using biological datasets showed the superiority of TPR-W over TPR.
Cesa-Bianchi et al. [24] investigated the synergy between different strategies related to the gene function prediction task. They integrated kernelbased data fusion tools and ensemble algorithms [25] with cost sensitive HMC methods [22, 10] . The authors defined synergy as the improvement, considering any evaluation measure, in the classification performance due to the use of concurrent learning strategies. The synergy is detected when the combined action of two strategies achieves better classification performance than the average of the performances of the two strategies used separately [24] .
Mayne and Perri [26] proposed a local-based method and employed it in the document classification task. A hierarchy of Naive Bayes classifiers was used, where each classifier outputs the larger class probability estimate. This probability is then transmitted to the classifiers associated to the child classes of the current class, and added to the attribute vector of the example being classified. The class probabilities are concatenated and added to the attribute vectors of the examples in each hierarchical level.
In a study from Cerri and Carvalho [27] , two new methods following the local approach were proposed, based on multi-label non-hierarchical classification methods, and applied to gene function prediction problems. The first method, named HMC-LP, is based on the Label-Powerset method [28] . The second method, named HMC-CT, is based on the Cross-Training method [29] . In each hierarchical level, HMC-LP combines the classes assigned to an example, generating a new and unique class, and transforming the orig-inal HMC problem into a hierarchical single-label problem. The HMC-CT method uses a class decomposition strategy, transforming the original HMC problem into a set of hierarchical single-label problems. The SVM algorithm was used as base classifier. A study from Cerri et. al. [30] extended Cerri and Carvalho [27] using different algorithms as base classifiers.
Global Methods
One of the first global methods was proposed by Clare [2] . This method, named HMC4.5, is based on decision-tree induction algorithms, and was applied to gene function prediction. It is a variation of the C4.5 algorithm [12] , with modifications in the calculation of class entropy. In the original C4.5 algorithm, the entropy is used to decide the best data split in the decision-tree, i.e., the best attribute to be placed in a tree node. The proposed modification uses the sum of the entropies of all classes, and also the information related to the size of the tree rooted by a given class.
Vens et al. [5] compared three methods based on the concept of PCT (Predictive Clustering Trees). The authors used the Clus-HMC method [31] , based on the global approach, which trains only one decision-tree to cope with the entire classification problem, and compared its performance with two other local methods. The first method, named Clus-SC, trains an independent decision-tree for each class of the hierarchy, ignoring the relationships between classes. The second method, named Clus-HSC, explores the hierarchical relationships between the classes to induce a decision-tree for each class. The authors applied the methods to hierarchies structured as trees and DAGs, and discussed about the modifications needed so the algorithms could cope with both types of hierarchical structures. The experiments performed using biological datasets showed that the global method was superior both in the predictive performance and size of the induced decision-tree. Still based on PCT, a study from Schietgat [32] used an ensemble technique to combine the decision-trees induced by the Clus-HMC method. The proposed method, named Clus-HMC-Ens, uses the Bagging technique [33] to train different classifiers using replications (bootstrap) of the training dataset. Experiments on biological datasets showed that the ensemble method obtained better results.
Alves et al. [34] proposed a global method using Artificial Immune Systems (AIS) [35] for the generation of HMC rules. The method, named Multilabel Hierarchical Classification with an Artificial Immune System (MHC-AIS), was employed in the protein function prediction task. The training algorithm is divided into two basic procedures: Sequential Covering (SC) and Rule Evolution (RE). These procedures produce candidate classification rules comprised of two parts: an antecedent (IF part), represented by a vector of attribute-value conditions, and a consequent (THEN part), represented by a set of predicted classes. The SC procedure iteratively calls the RE procedure until all (or almost all) training examples (antigens) are covered by the discovered rules. The RE procedure evolves classification rules (antibodies) that are used to classify the examples. The best antibody is added to the set of discovered rules. Alves et al. [6] added some procedures to the algorithm previously proposed by them [34] in order to improve its performance. The first procedure consists in recalculating the fitness of all rules considering all training examples, and removing from the rules all classes that present a fitness value lower than a given threshold. Another modification was the use of pruning techniques and local search in the best rule discovered by the RE procedure, in order to obtain higher simplicity and precision.
A work from Sangsuriyun [36] proposed a global method based on rule sets, named Hierarchical Multi-Label Associative Classification (HMAC), and applied it in the classification of protein and Gene Ontology data. The method uses the so called negative rules, which consider important the absence of a given attribute to the classification of an example. The method also takes into account the rules that predict a negative set of classes, i.e., rules that indicate that an example does not belong to a given set of classes. The method is divided into three phases. The first one generates rules that are then pruned in the second phase. The pruning process is performed for simplification and elimination of redundancies in the generated rules. A third phase then builds a final set of rules, comprised of the best rules in the initial set.
Otero et al. [7] extend an Ant Colony Optimization (ACO) [37, 38] method for hierarchical single-label classification (hAnt-Miner [39] ) to allow multi-label classification. The hAnt-Miner discovers hierarchical classification rules in the format IF antecedent THEN consequent, and was applied to the task of protein and gene function prediction. The construction of a rule is divided into two ant colonies which work in a cooperative manner, one for the rule antecedents and the other for the rule consequents. Basically, a sequential example covering procedure is applied to create classification rules that cover all (or almost all) training examples. The method is initialized with an empty set of rules, and a new rule is added to the set while the number of examples not covered by any rule is higher than a given threshold. At each iteration, a rule is built by the pairing of an antecedent ant with a consequent ant. In addition to allowing multi-label predictions, the new proposed method, called hmAnt-Miner, differs from the original method in the following aspects: (i) the consequent of a rule is obtained using a deterministic procedure based on the examples covered by the rule, and not using a specific colony; (ii) a heuristic is used based on the Euclidean distance, where each example is represented by a vector of values representing the class probabilities; (iii) the quality of a rule is evaluated using a distancebased measure; and (iv) the pruning procedure for a rule is not applied in its consequent, but the consequent is recalculated when its antecedent is modified during the pruning.
Hierarchical Multi-Label Classification with Local Multi-Layer Perceptron
Hierarchical Multi-Label Classification with local Multi-Layer Perceptron (HMC-LMLP), is a local-based HMC method that associates one Multi-Layer Perceptron (MLP) to each classification hierarchical level. It is a method designed to be used in tree structured hierarchies. The method trains the MLPs incrementally, level by level, and after the training process of one neural network for a specific level, the predictions of this network for the training dataset are used as inputs for the training of the next neural network associated with the next hierarchical level. This process continuous until the last level of the hierarchy is reached. Figure 2 shows an example of the HMC-LMLP architecture for a two-level hierarchy.
The motivation for the proposed architecture is our belief that a neural network can be naturally used as a multi-label classifier, since the use of many output neurons facilitates the multi-label prediction by associating each output neuron to one of the possible classes. Moreover, the use of a neural network per level makes the final architecture similar to a deep neural network with many layers. Thus, a neural network at level l will make use of information that was learned by the neural network in level l − 1. By using the Local Classifier per Level (LCL) strategy, we try to avoid deficiencies from both local and global methods when dealing with local information. Different from the global approach, here we are able to use local information in the first level (level with more information), and we try to make use of the learned information to classify examples in different hierarchical levels. In addition, in contrast to the Local Classifier per Node (LCN) and Local Classifier per Parent Node (LCPN) strategies, we do not decompose the original classification problem into a large number of subproblems. The use of many classifiers per level can result in the use of toospecific local information and loss of important global information during the training process [15] . 
Training Process
The detailed training process of HMC-LMLP is performed as follows. Initially, a MLP is associated with the first hierarchical level (hierarchical level closer to the root node). This MLP can be trained by any training algorithm. The network architecture has one hidden layer and one output layer (classes of the first level). In this study, we employed the Back-propagation [19] and Resilient back-propagation [20] algorithms to train the MLP networks because they are very popular, easy to implement and fast. But of course, other training algorithms can be used. Each MLP network is able to predict more than one class simultaneously, because HMC-LMLP associates each class of the hierarchical level with an output neuron of the network.
These outputs are then compared to the desired outputs of the examples in that level in order to compute the network classification errors.
When the training of the MLP network associated with the first hierarchical level is finished (Figure 2 (a) layers corresponding to the first hierarchical level), then a second neural network is associated with the next level of the hierarchy. This MLP network has also one hidden layer and its training follows the same training process used in the previous neural network. The only difference is that the inputs of this network are now the outputs provided by the previous trained MLP (Figure 2 (b) layers corresponding to the second hierarchical level). This process of incrementally training a MLP for each hierarchical level is done until the last level of the hierarchy is reached.
When training a MLP network for a specific hierarchical level, the MLP networks associated with the previous levels are not re-trained, considering that their training already took place in the previous steps of the method. When training a MLP network for the level l, the previous l − 1 neural networks are used only to provide the inputs to train the MLP associated with the level l. Hence, when training a MLP network for the level l, its inputs are obtained by feeding the MLP network associated with the first level with the training examples. The outputs of the first MLP network are then used as inputs to the second MLP network (associated with the second level), which then provides its outputs to be used as inputs for the next MLP network, and so on, until the MLP associated with the level l is reached.
Final Predictions
To obtain the final predictions (predictions in a test dataset), the test examples are fed to the first MLP network (first level), and then the output of the first level is used as input to the neural network associated with the second level, which in turn gives its output to be used as input to the next neural network. This procedure is repeated until the last level is reached. When this procedure is finalized, thresholds are applied to the output layers of each one of the MLP networks to output predictions for all levels. If the output of a given neuron j is equal or larger than a given threshold, the example being classified is assigned to the class c j . The final classification from HMC-LMLP is given by a binary vector v of size |C|, where C is the set of all classes in the hierarchy. If the output value of neuron j is equal or larger than a given threshold, the position v j is assigned the value 1. Otherwise, it receives the value 0. It is expected that different threshold values result in different classes being predicted. As the activation function used in the neurons is the logistic sigmoid function, the outputs of the neurons range from 0 to 1, and thus we can make use of threshold values also ranging from 0 to 1. The larger the threshold value used, the lower the number of predicted classes. Conversely, the lower the threshold value used, the larger the number of predicted classes.
Correcting Inconsistencies
After the final predictions for new examples by HMC-LMLP, a postprocessing phase is used to correct inconsistencies which may have occurred during the classification, i.e., when a subclass is predicted but its superclass is not. These inconsistencies may occur because each MLP network makes its predictions individually, which means that a prediction in a level does not depend (to a certain extent) on the predictions for the other levels. The post-processing phase guarantees that only consistent predictions are made by removing those predicted classes that do not have predicted superclasses. Figure 3 gives an example of a vector of predicted classes provided by HMC-LMLP before (Figure 3(a) ) and after ( Figure 3(b) ) the application of a threshold value of 0.5. Figure 3(c) shows the final classification after the application of the post-processing step to correct inconsistencies (Dotted circles highlight the changed bits). In the example of Figure 3 , the final classification assigns two paths of the hierarchy to the example: 1.1.1.1 and 2.1.1, being "." the level separator.
Computational Analysis
Considering the computational cost, each MLP used in HMC-LMLP has a complexity of O(W l ), with W l being the number of weights and biases of the MLP associated with level l. Let A be the number of attributes of the examples, H l the number of hidden neurons of the MLP associated with level l, and O l the number of output neurons of the MLP associated with level l. We can then define
with m the number of training examples and n the number of training epochs.
Materials and Methods
This section presents the experimental methodology and datasets used in the experimental analysis. These datasets, the HMC-LMLP source code, and additional scripts to construct graphs and calculate the evaluation measures are available at http://sites.google.com/site/cerrirc/downloads.
Datasets
Twelve freely-available 1 datasets associated with the task of protein function prediction are used in the experiments. The datasets are related to issues like phenotype data and gene expression levels. They are organized in a tree structure according to the FunCat scheme of classification [40] . Tables 1 and 2 present the main characteristics of the training, validation and testing datasets employed in the experiments.
The datasets Hom and Struc have a very large number of attributes (19628 attributes for Struc and 47034 attributes for Hom). Hence, an attribute selection procedure is required in order to allow an adequate use of these datasets by neural networks. For such, we applied an attribute selection technique on these two datasets, selecting 500 attributes for each one. It is not of our knowledge the existence of attribute selection techniques for hierar-chical classification. With that in mind, we considered just the classes of the first hierarchical level to apply an existing technique for multi-label classification. We employed the attribute selection technique available in Mulan [28] , a Java library for multi-label learning. First, we removed from the datasets the classes from the second level onwards. The attribute selection technique then uses the Label-Powerset [28] transformation method in the classes of the first hierarchical level, and then evaluates the worth of an attribute by measuring the gain ratio with respect to each class [41] . After selecting the attributes, we restore the original multi-label classes to the dataset, reinserting the classes from the second level onwards. The statistics for the datasets Hom and Struc shown in Tables 1 and 2 were calculated after the attribute selection process. Since we just changed their number of attributes, all the hierarchical and multi-label characteristics remain the same. These datasets are very skewed, having very few positive examples for each class. A description of each dataset can be found in Vens et al. [5] . All numeric attributes of the datasets were standardized (a mean of zero and a variance of 1) and the nominal attributes were transformed into numeric using the one-attribute-per-value approach, where an attribute with k values is transformed into k binary attributes. Instead of 0 and 1, the nominal attributes were assigned -1 (absence) and 1 (presence) values, which are more suitable for the training of neural networks. 
Evaluation Measures
As presented in Section 3, the outputs from HMC-LMLP, for each class, are real numbers between 0 and 1. The same is true for the decision-tree methods used in the comparisons. Thus, in order to obtain the final predictions for the methods, a threshold value was employed. When classifying an example, if the corresponding output value for a given class is equal or larger than the threshold, the class is assigned to the example. Otherwise, it is not assigned to the example.
The choice of the "optimal" threshold value is a difficult task, since low threshold values lead to many classes being assigned to the examples, resulting in high recall and low precision. Conversely, larger threshold values lead to very few examples being classified, resulting in high precision and low recall. To deal with this problem, we used precision-recall curves (PRcurves) as the evaluation measure for the methods. To obtain a PR-curve for a given classification method, different thresholds ranging within [0..1] are applied to the outputs of the methods, and thus different values of precision and recall are obtained for each threshold. Each threshold represents a point within the PR space. The union of these points form a PR-curve, and then the area below the curve (AU P RC) is calculated. Different methods can be compared based on their areas below the PR-curves.
In order to calculate the area below the PR-curve, the PR-points must me interpolated [42] . This interpolation guarantees that the area below the curve is not artificially increased, which would happen if the curves were constructed just connecting the points without interpolation.
In this work, we used two PR curve variations to compare the investigated methods: the area under the average PR-curve (AU (P RC)) and the weighted average of the areas under the individual (per class) PR curves (AU P RC w ).
In order to verify the significance of the results, we employed the Friedman and Nemenyi tests, recommended for comparisons involving many datasets and several classifiers [43] . We used a confidence level of 95% in the statistical tests.
Area under the average PR-curve.
Given a threshold value, a precision-recall point (P rec, Rec) in the PRspace can be obtained using Equations (1) and (2) .
In Equations (1) and (2), i ranges over all available classes, corresponding to the micro-average of precision and recall.
Weighted average of the areas under the individual PR curves.
In order to calculate the weighted average of the areas under the individual PR curves, we first calculate the AU P RC i for each class separately, with i ranging from 1 to |C|. Afterwards, we obtain the AU P RC w using Equation (3).
AU P RC
In Equation (3), we use w i to weight the contribution of a class according to its frequency, i.e., w i = v i / j v j , with v i the c i 's frequency in the dataset [5] .
Parameters
The parameters used in the HMC-LMLP were obtained after preliminary non-exhaustive experiments using the validation datasets, and we leave parameter optimization as a subject for future research.
The parameters employed are the following: (i) number of neurons in each hidden layer (beginning with the hidden layer of the MLP network associated with the first level, and ending with the hidden layer of the MLP network associated with the last level), (ii) the learning rate and momentum constant used in the Back-propagation algorithm, (iii) the range of values used to initialize the neural network weights, and (iv) the parameter values of the Resilient back-propagation algorithm. To reduce the influence of parameter selection in the MLP performance, the number of hidden neurons was chosen to represent a fraction of the number of inputs. For instance, 0.5 means that the number of hidden neurons in this MLP network is equal to 50% the number of inputs for the corresponding level. For the Resilient backpropagation algorithm, the parameter values employed were suggested in [20] , and no attempt was made to tune these values.
By preliminary non-exhaustive experiments using the validation datasets we mean that we run our method for the validation datasets using different sets of parameter values. We used different initial weight values, number of hidden neurons, learning rate values and momentum constant values. We did not use all possible sets of values because the space of possibilities is very large.
For the initial weights, we noticed that the higher their initial values, the more susceptible to over-fitting were the neural networks, having a better predictive performance on more frequent classes but a worse overall predictive performance. We varied the initial weights following the range from [-0.1,0.1] to [-1,1], gradually increasing their values. For the number of neurons, we tested a limited number of neurons for each hidden layer, beginning with 1.0/0.9/0.8/0.7/0.6/0.5 neurons in each layer and gradually decreased these values until 0.1/0.08/0.06/0.04/0.03/0.02. These hidden neuron numbers represent the fraction of the total number of network inputs. Thus, if a neural network has 100 inputs, the value 0.6 means that it has actually 60 hidden neurons. Considering the learning rate and momentum constant values, we begun our experiments with the same values used in Weka [44] , which are 0.3 for the learning rate and 0.2 for the momentum constant. We gradually decreased theses values and noticed that as the values decreased, the less susceptible to over-fitting the networks became. The final parameters obtained for the two variations of HMC-LMLP after the preliminary experiments are listed next.
• • Learning rate and momentum constant used in Back-propagation for hidden and output layers: {0.05, 0.03} and {0.02, 0.01}, respectively;
• Initial weights of the neural networks: within [-0.1,0.1];
• Parameter values for Resilient back-propagation: initial Delta (∆ 0 ) = 0.1, max Delta (∆ max ) = 50.0, min Delta (∆ min ) = 1e −6 , increase factor (η + ) = 1.2 and decrease factor (η − ) = 0.5.
Note that we decreased the number of hidden neurons of the neural networks as the hierarchical levels became deeper. Our intention is to avoid over-fitting, since the number of examples is smaller for the networks associated with the deeper hierarchical levels. We believe that this is necessary because, when feeding the networks with an example, we are passing prediction information from a level l − 1 to a level l even if the example is not assigned to classes of the level l, and we observed that a large number of hidden neurons in the last layers led to over-fitting of the networks. Besides, we used a small number of hidden neurons in the MLPs for the Pheno, Hom and Struc datasets, because we have observed that a higher number of neurons resulted in worst results in their validation dataset, probably due to overfitting. This may be due to the own nature of the datasets. For instance, the Pheno dataset had only nominal attribute values that were converted into numeric values: -1 (absence) and 1 (presence). The Hom and Struc datasets also have only -1 and 1 as attribute values. Table 3 presents the new AU (P RC) values for the two variations of HMC-LMLP: conventional Back-propagation (Bp) and Resilient back-propagation (Rprop). The Results reported for HMC-LMLP are the average and standard deviation values for 15 executions, where each execution is performed after randomly initializing the network weights. We also show in Table 3 the results obtained in our previous work [11] , where we used the number of 0.5 hidden neurons in all MLPs, and we used the values 0.2/0.1 and 0.1/0.05 for hidden and output layers, respectively, for the learning rate and momentum constant parameters of Back-propagation. Also, in our previous work, we initialized the weights of the neural networks with values within the range [-1,1] . For the Rprop algorithm, we used the same parameter values. We named the HMC-LMLP variations used with the older parameters as Bp-Old and Rprop-Old. Since we are comparing the results obtained in this work with the results obtained in our previous work, Table 3 shows the results for the ten datasets used in our two previous experimental studies [18, 11] . As it can be seen, the new parameter values used in this paper improved the predictive performance of HMC-LMLP, for both Bp and Rprop variations.
Experimental Analysis and Discussion
In Table 4 , we show a comparison of our new results with the results obtained by the PCT (decision-tree) methods. The results presented for the decision-tree methods are those provided by Vens et al. [5] , since we are using exactly the same training, validation and test datasets. We show the results considering two variations of precision-recall curves, AU (P RC) and 
Analysis of the results obtained considering the AU (P RC) values.
As shown in Table 4 , the best results overall were obtained by the Clus-HMC method, followed by the two variations of HMC-LMLP, Clus-HSC and Clus-SC. Despite the differences in the results between Clus-HMC and HMC-LMLP, the performance of HMC-LMLP is competitive with the performance of Clus-HMC. When comparing the HMC-LMLP method with the local versions of the PCT methods (Clus-HSC and Clus-SC), we can see that HMC-LMLP performs significantly better than these two methods. Comparing the two variations of HMC-LMLP, we can see that the Rprop version performed better than the Back-propagation version in the Gasch1, Expr and Seq datasets. These datasets have a large number of attributes, which suggests that Rprop was more robust to over-fitting. Although the Hom and Struc datasets also have a large number of attributes, the Rprop algorithm obtained results slightly worse than Back-propagation. In this case, we believe that the attribute values (-1 absence and 1 presence) may have contributed to harm the results obtained by Back-propagation and Rprop. This also happened with the Pheno dataset. Table 4 also shows that HMC-LMLP performed better than any method for the Cellcycle and Eisen datasets. We chose these two datasets to show the precision and recall results obtained with the application of different thresholds. These results are presented in Table 5 . Due to space limitations, we do not show the values obtained with the application of all threshold values that were tested. To compute the PR-curve, we used threshold values ranging Table 5 , comparing the precision and recall results of the HMC-LMLP variations and Clus-HMC. The threshold values are multiplied by 100. These results are from the run where HMC-LMLP obtained the best AU (P RC) values in the validation dataset. In Figure 4 , we show the corresponding PR-curves obtained by interpolating the points presented in Table 5 . Comparing the precision and recall values presented in Table 5 , we can see that HMC-LMLP obtained higher precision values in the majority of cases, while Clus-HMC obtained higher recall values in the majority of cases. Indeed, we can observe that HMC-LMLP made less prediction in the deeper hierarchical levels (less examples were classified in classes belonging to the deeper levels). We believe that this happened because HMC-LMLP does not use the training examples when making the predictions from the second level onwards, but only the predictions provided by the previous neural networks, which may reduce the chances of predicting the correct class(es) in a deeper level, and also may reduce the number of classes predicted in these levels. A possible improvement to HMC-LMLP would be the employment of the examples for the classification process in all levels, not just for the first level. Clus-HMC, on the other hand, make their predictions considering all classes at once. We believe that this facilitates the correct prediction of deeper classes. Observing the summary of the datasets in Table 2 , it is possible to see how difficult it is for local-based methods to use local information related to each class. The training datasets have very few examples in the last level (from 6 to 11), and each class has an average of two examples, which makes the learning process very difficult in these levels. Figure 5 illustrates the deeper classes predicted by the HMC-LMLP variations and Clus-HMC considering a threshold value of 12.0 in the Eisen dataset. Note that Clus-HMC makes a larger number of class predictions for this dataset, which increases the recall value (but eventually decreases the precision value). We are aware that the small number of predictions may be seen as a limitation of HMC-LMLP. This may also be due to the blocking problem [45] , a common problem in the local-based approaches. As a result of the blocking problem, an example may not be classified in any sub-class of the hierarchy in the moment of the top-down classification, or may not be classified in the deeper classes. In the LCN and LCPN strategies, this may occur if examples are rejected by classifiers at higher hierarchical levels and are not passed to classifiers in the following levels [45] . In our case, the blocking problem could be caused by the use of only the output from the previous neural networks by MLPs from the second level onwards. Without using the examples, we believe that the chances of predicting classes from the second level onwards decrease. Different strategies can be used to alleviate the effects of the blocking problem. One of them is to reduce, by some factor, the threshold values used for classifying examples as the level of the hierarchy becomes deeper. The analysis of blocking reduction strategies for hierarchical classification problems is out of the scope of this work. The reader is referred to Sun et al [45] for different blocking reduction strategies.
This HMC-LMLP characteristic of predicting fewer classes in the deeper levels can also be observed in Table 5 when analyzing the results provided with the application of larger threshold values. For these threshold values (last rows of Table 5 ), the precision values provided by HMC-LMLP are larger than those provided by Clus-HMC, and the recall values are much lower. For a threshold value of 100.0, the precision and recall values are 0.0, which means that no predictions were made. Larger precision values are an indicative that the classifier is more suitable in predicting classes located in the levels closer to the root, whereas larger recall values are an indicative that the classifier is more suitable in predicting classes located in the deeper levels [24] . respectively. In the diagrams, we connected the groups of classifiers that were not significantly different. There were no statistically significant differences between HMC-LMLP and Clus-HMC. When comparing HMC-LMLP with Clus-HSC and Clus-SC, the statistical tests indicate that the differences are statistically significant. The differences between the results when using Rprop and Back-propagation were also not statistically significant. When we compared Bp and Rprop with their older versions Bp-Old and Rprop-Old, we can see that, with the new parameter values, the new versions obtained statistically better results. The new parameter values, mainly smaller learning rates and smaller initial weights, helped in reducing the effect of data over-fitting. 
Analysis of the results obtained considering the AU P RC w values.
As it can be seen in Table 4 , the best predictive results, considering the AU P RC w measure, were obtained by the PCT-based methods. As previously mentioned, HMC-LMLP makes fewer predictions as the hierarchical levels become deeper. This can explain its worse predictive performance when considering AU P RC w .
As an example, consider the Hom and Struct datasets. It is possible to notice that, with the simple label-transformation strategy used to reduce their dimensionality, HMC-LMLP obtained competitive AU (P RC) results when compared with Clus-HSC and Clus-SC. Regarding AU P RC w , however, the predictive performance of HMC-LMLP was considerably decreased.
The AU P RC w evaluation measure ignores the ability of the classifier to learn class frequencies, averaging the performance of individual classes [5] . This has an impact in the evaluation performance of HMC-LMLP, because the method concentrates its predictions in the more frequent classes (classes in the levels closest to the root).
Despite the decrease in its predictive performance, HMC-LMLP still obtained predictive performances similar to Clus-HSC and Clus-SC, like the performances obtained for the Derisi, Gasch1, Expr, and Seq datasets. HMC-LMLP also obtained a predictive performance similar to Clus-HMC for the Cellcycle dataset.
It is worth mentioning that the PCT-based methods were executed to optimize each of the evaluation measures, whereas the results shown for HMC-LMLP were obtained considering only the AU (P RC) for the validation phase. The execution of two sets of experiments, first considering the AU (P RC) during the validation and then considering the AU P RC w , could improve the results obtained using AU P RC w in the evaluation.
The diagram of Figure 7 shows the Nemenyi test results for the pairwise comparisons with all pairs of classifiers regarding AU P RC w . The p-value obtained with the application of the Friedman test was 2.0 × e −4 . According to this test, Clus-HMC obtained statistically better results than HMC-LMLP. However, no statistically significant differences were found when comparing HMC-LMLP, Clus-HSC and Clus-SC. 
Analysis of the results obtained for specific classes.
In this section, we analyze the results obtained for specific hierarchical classes. We chose the five classes where Clus-HMC obtained the best AU (P RC) values in the training dataset. Besides, considering the absence of some training classes in the test dataset, we selected the classes with the best training performances that also have at least a 5% frequency in the test dataset. These results are shown in Tables 6 to 8 . Due to space restrictions, we only show the three datasets where Clus-HMC obtained the largest average AU (P RC) values.
As shown in Tables 6 to 8 , HMC-LMLP obtained competitive results with the PCT-based methods regarding the AU (P RC) obtained for the classes from the first hierarchical level. According to the results obtained by HMC-LMLP for the classes from the second and third levels, the predictive performances in these classes presented a high decrease. These results can be a consequence of the smaller number or predictions made by HMC-LMLP from the second level onwards. They all indicate that a large number of examples and their use in the training process is needed to obtain better results in deeper levels. Despite the worse predictive results obtained by HMC-LMLP for the classes from the levels 2 and 3, there is an indicative that the information (predictions) learned in a neural network associated with the level l were useful for the training process of the neural network associated with the level l + 1. This can be seen in the results obtained by HMC-LMLP for the Eisen and Expr datasets, considering the third level classes 10.03.01 and 11.02.03. These results are shown in Table 9 . According to the results shown in Table 9 , considering the classes 10.03.01 and 11.02.03, HMC-LMLP now obtained predictive results more similar to Clus-HMC, Clus-HSC, and Clus-SC. This suggests that information learned by the neural network associated with the first level was useful in the learning process of the neural network associated with the second level. Similarly, the information learned in the second level was useful to induce the classifier associated with the third level. These results can be improved by adding, in each level, the examples to the training process, and also use the learned information (predictions) to complement the feature vectors of the examples for training. Table 10 shows the average number of training epochs needed by HMC-LMLP to obtain its best predictive accuracy results. At each epoch, we calculate the AU (P RC) resulting from the validation dataset, storing the network with the best weight values using the early stop strategy. A small number of training epochs were needed to obtain results that are competitive with the decision-tree induction methods compared.
Comparing Bp and Rprop regarding the number of training epochs.
Regarding the number of training epochs needed for the Expr and Seq datasets, we can see that Rprop took many more epochs than Backpropagation, but obtained better classification results (Table 4 , AU (P RC) values). As already discussed, this fact suggests that Rprop can better cope with over-fitting caused by the large number of attributes. We can see that the training process of the Back-propagation algorithm ends very rapidly, probably due to over-fitting. Techniques for attribute selection specific for multi-label problems [46, 47] could be used or adapted to improve the predictive performance of the methods. Regarding the Hom and Struc datasets, we believe that the range of the attributes, -1 for absence and 1 for presence, led to over-fitting of the networks, as suggest the very poor results obtained in the classes from the second and third levels of the Hom dataset (Table 8) . Even with more training epochs, the Rprop algorithm obtained worse results than the Back-propagation algorithm. 
Conclusions and Future Work
This paper presented a thorough experimental extension of our previous works [18, 11] . In our previous works, we presented a new local-based method for hierarchical multi-label classification named Hierarchical MultiLabel Classification with Local Multi-Layer Perceptron (HMC-LMLP). The method incrementally trains a multi-layer perceptron network for each level of the hierarchy. Each neural network is associated with a level and responsible for the predictions in its level. The predictions of a neural network in a given level are used as inputs to the next neural network associated with the next level.
We extended our previous works by performing experiments with a new set of parameter values that considerably improved the previously obtained classification results. We evaluated the results considering two variations of the area under the precision-recall curves, denoted AU (P RC) and AU P RC w . Additionally, we added two new datasets to the experiments and extended the experimental analysis including results obtained in specific classes of the hierarchy.
We also compared our new results with the results obtained by one stateof-the-art decision tree learner and two other decision-tree based methods, all three based on Predictive Clustering Trees (PCT), and experimentally showed that HMC-LMLP can achieve competitive results compared with the global (state-of-the-art) version of the PCT-based methods, Clus-HMC, regarding AU (P RC). The experimental comparison also showed that HMC-LMLP achieved superior or competitive predictive performances if compared with the local versions of the PCT-based methods, Clus-HSC and Clus-SC in terms of AU (P RC) and AU P RC w .
We also pointed out some characteristics of HMC-LMLP that can be considered a disadvantage of the method if compared to global methods. We discussed about the smaller number of predictions HMC-LMLP makes in the deeper hierarchical levels, and argued that this characteristic can be a consequence of the use of the training examples only in the first hierarchical level. Also, we argued that HMC-LMLP may suffer from the blocking problem. Based on the application of different threshold values, we demonstrated how HMC-LMLP obtained high precision values in the majority of the cases, whereas Clus-HMC obtained high recall values in the majority of the cases.
Higher precision values are an indicative that the classifier is better in predicting classes in the levels closest to the root, whereas higher recall values indicate that the classifier in better in prediction the classes located in the deepest hierarchical levels.
In order to overcome this disadvantage of HMC-LMLP, we pointed out some strategies that can be used as future work to improve its performance. Instead of using the training examples as inputs only for the neural network associated to the first hierarchical level, we plan on using the training examples in all hierarchical levels. In this case, the outputs of a neural network associated to a previous level would be used as an additional information (attribute values) for the training examples that would be used to train the neural network associated to the following level. In each level, however, not all examples would be used, but only the examples that are assigned to classes that belong to the level which is associated to the neural network being trained. Another strategy to try to increase the number of predicted classes in the deeper hierarchical levels would be to reduce, by some factor, the threshold values used for classification as the level of the hierarchy becomes deeper. As lower threshold values lead to a higher recall, it is expected that the number of predicted classes would increase in the deeper levels.
As HMC related datasets can have a very high dimensionality, with hun-dreds or even thousands of attributes, the use of specific techniques for feature selection can be a good strategy to improve the HMC-LMLP predictive performance and to reduce its execution time. In our experiments, we showed how a high number of attributes can reduce the performance of the Backpropagation algorithm, which had a premature end of its training process in the datasets with the larger number of attributes. We also used a simple label-transformation strategy for two datasets to reduce their dimensionality, and showed that HMC-LMLP obtained competitive results with the other two local-based methods regarding AU (P RC).
As an additional future work, we plan to test our approach in other domains such as multi-label hierarchical text categorization, and also use hierarchies structured as directed acyclic graphs in future experiments. Such hierarchies contain a much larger number of classes, and differently from the tree structured hierarchies, each class can have more than one superclass at the same time, making the classification process even more complex. To cope with DAG structured hierarchies, modifications will be required in the HMC-LMLP training and testing processes. To use hierarchies structured as DAGs, an initial idea would be the use of a transformation strategy to map the DAG structure into a tree structure. In this way, HMC-LMLP could be applied without modifications. We are aware that, with a much larger number of classes, the induction time of the neural networks would be very high. However, we could implement HMC-LMLP in a parallel way, which would significantly reduce its execution time.
Different training algorithms can also be used in HMC-LMLP. One algorithm which would require a very small modification in our method in order for it to be used is the Improved Resilient Back-propagation [48] , which also uses information about the network error in the moment of the weight update. Other neural network approaches, such as Radial Basis Function [49] , can also be used as base classifiers to our method.
