Abstract The working mathematician fears complicated words but loves pictures and diagrams. We thus give a no-fancy-anything picture rich glimpse into Khovanov's novel construction of "the categorification of the Jones polynomial". For the same low cost we also provide some computations, including one that shows that Khovanov's invariant is strictly stronger than the Jones polynomial and including a table of the values of Khovanov's invariant for all prime knots with up to 11 crossings.
Introduction
In the summer of 2001 the author of this note spent a week at Harvard University visiting David Kazhdan and Dylan Thurston. Our hope for the week was to understand and improve Khovanov's seminal work on the categorification of the Jones polynomial [Kh1, Kh2] . We've hardly achieved the first goal and certainly not the second; but we did convince ourselves that there is something very new and novel in Khovanov's work both on the deep conceptual level (not discussed here) and on the shallower surface level. For on the surface level Khovanov presents invariants of links which contain and generalize the Jones polynomial but whose construction is like nothing ever seen in knot theory before. Not being able to really digest it we decided to just chew some, and then provide our output as a note containing a description of his construction, complete and consistent and accompanied by computer code and examples but stripped of all philosophy and of all the linguistic gymnastics that is necessary for the philosophy but isn't necessary for the mere purpose of having a working construction. Such a note may be more accessible than the original papers. It may lead more people to read Khovanov at the source, and maybe somebody reading such a note will figure out what the Khovanov invariants really are. Congratulations! You are reading this note right now.
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Executive summary
In very brief words, Khovanov's idea is to replace the Kauffman bracket L of a link projection L by what we call "the Khovanov bracket" L , which is a chain complex of graded vector spaces whose graded Euler characteristic is L . The Kauffman bracket is defined by the axioms
Likewise, the definition of the Khovanov bracket can be summarized by the axioms
Here V is a vector space of graded dimension q + q −1 , the operator {1} is the "degree shift by 1" operation, which is the appropriate replacement of "multiplication by q ", F is the "flatten" operation which takes a double complex to a single complex by taking direct sums along diagonals, and a key ingredient, the differential d, is yet to be defined.
The (unnormalized) Jones polynomial is a minor renormalization of the Kauffman bracket,Ĵ(L) = (−1) n − q n + −2n − L . The Khovanov invariant H(L) is the homology of a similar renormalization L [−n − ]{n + − 2n − } of the Khovanov bracket. The "main theorem" states that the Khovanov invariant is indeed a link invariant and that its graded Euler characteristic isĴ(L). Anything in H(L) beyond its Euler characteristic appears to be new, and direct computations show that there really is more in H(L) than in its Euler characteristic.
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2 The Jones polynomial All of our links are oriented links in an oriented Euclidean space. We will present links using their projections to the plane as shown in the example on the right. Let L be a link projection, let X be the set of crossings of L, let n = |X |, let us number the elements of X from 1 to n in some arbitrary way and let us write n = n + + n − where n + (n − ) is the number of right-handed (left-handed) crossings in X .
(again, look to the right).
Recall that the Kauffman bracket [Ka] of L is defined by the formulas 1 ∅ = 1, L = (q + q −1 ) L and ¼ = ½ − q À , that the unnormalized Jones polynomial is defined byĴ (L) = (−1) n − q n + −2n − L , and that the Jones polynomial of L is simply J(L) :=Ĵ (L)/(q + q −1 ). We name ½ and À the 0-and 1-smoothing of ¼, respectively. With this naming convention each vertex α ∈ {0, 1} X of the n-dimensional cube {0, 1} X corresponds in a natural way to a "complete smoothing" S α of L where all the crossings are smoothed and the result is just a union of planar cycles. To compute the unnormalized Jones polynomial, we replace each such union S α of (say) k cycles with a term of the form (−1) r q r (q + q −1 ) k , where r is the "height" of a smoothing, the number of 1-smoothings used in it. We then sum all these terms over all α ∈ {0, 1} X and multiply by the final normalization term, (−1) n − q n + −2n − . Thus the whole procedure (in the case of the trefoil knot) can be depicted as in the diagram below. Notice that in this diagram we have split the summation over the vertices of {0, 1} X to a summation over vertices of a given height followed by a summation over the possible heights. This allows us to factor out the (−1) r factor and turn the final summation into an alternating summation: 
001 y y y y y y y y y y y y
Armed with these three notions, we can proceed with ease. Let L, X , n and n ± be as in the previous section. Let V be the graded vector space with two basis elements v ± whose degrees are ±1 respectively, so that qdim V = q+q −1 . With every vertex α ∈ {0, 1} X of the cube {0, 1} X we associate the graded vector space V α (L) := V ⊗k {r}, where k is the number of cycles in the smoothing of L corresponding to α and r is the height |α|
is the polynomial that appears at the vertex α in the cube at (1)). We then set the rth chain group L r (for 0 ≤ r ≤ n) to be the direct sum of all the vector spaces at height r: L r := α:r=|α| V α (L). Finally (for this long paragraph), we gracefully ignore the fact that L is not yet a complex, for we have not yet endowed it with a differential, and we set C(L) := L [−n − ]{n + − 2n − }. Thus the diagram (1) (in the case of the trefoil knot) becomes:
The graded Euler characteristic χ q (C) of a chain complex C is defined to be the alternating sum of the graded dimensions of its homology groups, and, if the degree of the differential d is 0 and all chain groups are finite dimensional, it is also equal to the alternating sum of the graded dimensions of the chain groups.
A few paragraphs down we will endow C(L) with a degree 0 differential. This granted and given that the chains of C(L) are already defined, we can state and prove the following theorem:
Proof The theorem is trivial by design; just compare diagrams (1) and (2) and all the relevant definitions. Thus rather than a proof we comment on the statement and the construction preceding it: If one wishes our theorem to hold, everything in the construction of diagram (2) is forced, except the height shift [−n − ]. The parity of this shift is determined by the (−1) n − factor in the definition ofĴ (L). The given choice of magnitude is dictated within the proof of Theorem 2.
Maps
Next, we wish to turn the sequence of spaces C(L) into a chain complex. Let us flash the answer upfront, and only then go through the traditional ceremony of formal declarations:
< < y y y y y y y y y y y y y y y y y y
This diagram certainly looks threatening, but in fact, it's quite harmless. Just hold on tight for about a page! The chain groups L r are, as we have already seen, direct sums of the vector spaces that appear in the vertices of the cube along the columns above each one of the L r spaces. We do the same for the arrows d r -we turn each edge ξ of the cube to map between the vector spaces at its ends, and then we add up these maps along columns as shown above.
The edges of the cube {0, 1} X can be labeled by sequences in {0, 1, ⋆} X with just one ⋆ (so the tail of such an edge is found by setting ⋆ → 0 and the head by setting ⋆ → 1). The height |ξ| of an edge ξ is defined to be the height of its tail, and hence if the maps on the edges are called d ξ (as in the diagram), then the vertical collapse of the cube to a complex becomes d r :
It remains to explain the signs (−1) ξ and to define the per-edge maps d ξ . The former is easy. To get the differential d to satisfy d • d = 0, it is enough that all square faces of the cube would anti-commute. But it is easier to arrange the d ξ 's so that these faces would (positively) commute; so we do that and then sprinkle signs to make the faces anti-commutative. One may verify that this can be done by multiplying d ξ by (−1) ξ := (−1) i<j ξ i , where j is the location of the ⋆ in ξ . In diagram (3) we've indicated the edges ξ for which (−1) ξ = −1 with little circles at their tails. The reader is welcome to verify that there is an odd number of such circles around each face of the cube shown.
It remains to find maps d ξ that make the cube commutative (when taken with no signs) and that are of degree 0 so as not to undermine Theorem 1. The space V α on each vertex α has as many tensor factors as there are cycles in the smoothing S α . Thus we put these tensor factors in V α and cycles in S α in bijective correspondence once and for all. Now for any edge ξ , the smoothing at the tail of ξ differs from the smoothing at the head of ξ by just a little: either two of the cycles merge into one (see say ξ = 0⋆0 above) or one of the cycles splits in two (see say ξ = 1⋆1 above). So for any ξ , we set d ξ to be the identity on the tensor factors corresponding to the cycles that don't participate, and then we complete the definition of ξ using two linear maps m : V ⊗ V → V and ∆ : V → V ⊗ V as follows:
We note that because of the degree shifts in the definition of the V α 's and because we want the d ξ 's to be of degree 0, the maps m and ∆ must be of degree −1. Also, as there is no canonical order on the cycles in S α (and hence on the tensor factors of V α ), m and ∆ must be commutative and co-commutative respectively. These requirements force the equality m(v
and force the values of m and ∆ to be as shown above up to scalars.
Remark 3.4 It is worthwhile to note, though not strictly necessary to the understanding of this note, that the cube in diagram (3) is related to a certain (1 + 1)-dimensional topological quantum field theory (TQFT). Indeed, given any (1 + 1)-dimensional TQFT one may assign vector spaces to the vertices of {0, 1} X and maps to the edges -on each vertex we have a union of cycles which is a 1-manifold that gets mapped to a vector space via the TQFT, and on each edge we can place the obvious 2-dimensional saddle-like cobordism between the 1-manifolds on its ends, and then get a map between vector spaces using the TQFT. The cube in diagram (3) comes from this construction if one starts from the TQFT corresponding to the Frobenius algebra defined by V , m, ∆, the unit v + and the co-unit ǫ ∈ V ⋆ defined by ǫ(v + ) = 0, ǫ(v − ) = 1. See more in [Kh1] .
Exercise 3.5 Verify that the definitions given in this section agree with the "executive summary" (Section 1).
A notational digression
For notational and computational reasons 3 it is convenient to also label the edges of L. Our convention is to reserve separate interval of integers for each component, and then to label the edges within this component in an ascending order (except for one jump down) -see Figure 3 in Section 4. Given α ∈ {0, 1} X , we label every cycle in the smoothing S α by the minimal edge that appears in it, and then we label the tensor factor in V α accordingly. So for example (with L = ² labeled as in Figure 3 ), the big and small components of S 011 = would be labeled 1 and 3 respectively, and thus V 011 would be V 1 ⊗ V 3 {2}. The indices in the latter space have only a notational meaning that allows us easier access to its tensor factors. Thus
With this notation, we can make the cube of Equation (3) a little more explicit. We denote by ∆ ij the map which acts on a tensor product of labeled copies of V as the identity on all factors except the one labeled V min(i,j) which gets mapped by ∆ of Equation (5) to V i ⊗ V j . Likewise m ij denotes the natural extension by identity maps of m : V i ⊗ V j → V min(i,j) . All said, the cube in diagram (3) becomes: 
The main theorem
Claim 3.6 The n-dimensional cube as in Equation (3) (just as well, (6)) is commutative (for any L, and provided all maps are taken with no signs) and hence the sequences L and C(L) are chain complexes.
Let H r (L) denote the rth cohomology of the complex C(L). It is a graded vector space depending on the link projection L. Let Kh(L) denote the graded Poincaré polynomial of the complex C(L) in the variable t; i.e., let
(When we wish to emphasize the ground field F, we write Kh F (L).)
The graded dimensions of the homology groups H r (L) are link invariants, and hence Kh(L), a polynomial in the variables t and q , is a link invariant that specializes to the unnormalized Jones polynomial at t = −1.
Proof of the main theorem
To prove Theorem 2, we need to study the behavior of L under the three Reidemeister moves 4 (R1):
↔ . In the case of the Kauffman bracket/Jones polynomial, this is done by reducing the Kauffman bracket of the "complicated side" of each of these moves using the rules
then by canceling terms until the "easy side" is reached. (Example:
). We do nearly the same in the case of the Khovanov bracket. We first need to introduce a "cancellation principle" for chain complexes:
Lemma 3.7 Let C be a chain complex and let C ′ ⊂ C be a sub chain complex.
• If C ′ is acyclic (has no homology), then it can be "canceled". That is, in that case the homology H(C) of C is equal to the homology
Proof Both assertions follow easily from the long exact sequence
associated with the short exact sequence 0 −→ C ′ −→ C −→ C/C ′ −→ 0.
Invariance under (R1).
In computing H( ) we encounter the complex
(Each of the terms in this complex is itself a complex, coming from a whole cube of spaces and maps. We implicitly "flatten" such complexes of complexes to single complexes as in Section 3.2 without further comment). The complex in Equation (7) has a natural subcomplex
We need to pause to explain the notation. Recall that L is a direct sum over the smoothings of L of tensor powers of V , with one tensor factor corresponding to each cycle in any given smoothing. Such tensor powers can be viewed as spaces of linear combinations of marked smoothings of L, where each cycle in any smoothing of L is marked by an element of V . For L = all smoothings have one special cycle, the one appearing within the icon .
means "the subspace of in which the special cycle is always marked v + ".
It is easy to check that C ′ is indeed a subcomplex of C , and as v + is a unit for the product m (see (4)), C ′ is acyclic. Thus by Lemma 3.7 we are reduced to studying the quotient complex
where the subscript "/v + = 0" means "mod out (within the tensor factor corresponding to the special cycle) by v + = 0". But V /(v + = 0) is one dimensional and generated by v − , and hence apart from a shift in degrees,
is isomorphic to . The reader may verify that this shift precisely gets canceled by the shifts
Invariance under (R2), first proof.
In computing H( ) we encounter the complex C of Figure 1 . This complex has a subcomplex C ′ (see Figure 1 ), which is clearly acyclic. The quotient complex C/C ′ (see Figure 1 ) has a subcomplex C ′′ (see Figure 1) , and the quotient (C/C ′ )/C ′′ (see Figure 1 ) is acyclic because modulo v + = 0, the map ∆ is an isomorphism. Hence using both parts of Lemma 3.7 we find that H(C) = H(C/C ′ ) = H(C ′′ ). But up to shifts in degree and height, C ′′ is just . Again, these shifts get canceled by the shifts 
The case of the Khovanov bracket is unfortunately not as lucky. Invariance under (R2) does play a key role, but more is needed. Let us see how it works.
If we fully smooth the two sides of (R3), we get the following two cubes of complexes (to save space we suppress the Khovanov bracket notation · and the degree shifts {·}):
The bottom layers of these two cubes correspond to the partial smoothings and and are therefore isomorphic. The top layers correspond to and and it is tempting to use (R2) on both to reduce to
But this fails for two reasons. These cubes aren't isomorphic (their bottom layers are isomorphic and their top layers are isomorphic, but the maps between them are different), and the (R2)-style reduction used to get here is invalid, for in the presence of the bottom layers what would be the analog of C ′′ simply isn't a subcomplex. Fortunately, there is a somewhat more complicated proof of invariance under (R2) that does lead to a correct argument for invariance under (R3).
Invariance under (R2), second proof.
We start in the same way as in the first proof and reduce to the complex C/C ′ which is displayed once again in Figure 2 (except this time we suppress the · brackets and the degree shift {·} symbols). In C/C ′ the vertical arrow ∆ is a bijection so we can invert it and compose with the horizontal arrow d ⋆0 to get a map τ :
/v + =0 → . We now let C ′′′ be the subcomplex of C/C ′ containing all α ∈ and all pairs of the form (β, τ β) ∈ /v + =0 ⊕ (see Figure 2) . The map ∆ is bijective in C ′′′ and hence C ′′′ is acyclic and thus it is enough to study (C/C ′ )/C ′′′ .
What is (C/C ′ )/C ′′′ ? Well, the freedom in the choice of α kills the lower left corner of C/C ′ , and the freedom in the choice of β identifies everything in the upper left corner with some things in the lower right corner (this is the relation β = τ β appearing in Figure 2 ; in more detail it is (β, 0) = (0, τ β)
What remains is just the arbitrary choice of γ in the lower right corner and hence the complex (C/C ′ )/C ′′′ is isomorphic to the complex C ′′ of Figure 1 and this, as there, is what we wanted to prove.
Invariance under (R3).
We can now turn back to the proof of invariance under (R3). Repeat the definitions of the acyclic subcomplexes C ′ and C ′′′ as above but within the top layers of each of the cubes in Equation (8), and then mod out each cube by its C ′ and C ′′′ (without changing the homology, by Lemma 3.7). The resulting cubes are
Now these two complexes really are isomorphic, via the map Υ that keeps the bottom layers in place and "transposes" the top layers by mapping the pair (β 1 , γ 1 ) to the pair (β 2 , γ 2 ). The fact that Υ is an isomorphism on spaces level is obvious. To see that Υ is an isomorphism of complexes we need to know that it commutes with the edge maps, and only the vertical edges require a proof. We leave the (easy) proofs that
as exercises for our readers.
Some phenomenological conjectures
The following conjectures were formulated in parts by the author and by M. Khovanov and S. Garoufalidis based on computations using the program described in the next section:
and q ±1 with only non-negative coefficients so that We have computed Kh Q (L) for all prime knots with up to 11 crossings and Kh F 2 (L) for all knots with up to 7 crossings and the results are in complete agreement with these two conjectures 5 .
We note that these conjectures imply that for alternating knots Kh ′ (and hence Kh Q and Kh F 2 ) are determined by the Jones polynomial. As we shall see in the next section, this is not true for non-alternating knots. As a graphical illustration of Conjectures 1 and 2 the table on the right contains the dimensions of the homology groups H r m (10 100 ) (the coefficients of t r q m in the invariant Kh(10 100 )) for all r and m in the relevant range. Conjecture 1 is the fact that if we subtract 1 from two of the entries in the column r = 0 (a "pawn move"), the remaining entries are arranged in "knight move" pairs of the form a a with a > 0. Conjecture 2 is the fact that furthermore all nontrivial entries in the table occur on just two diagonals that cross the column r = 0 at m = σ ± 1 where σ = −4 is the signature of 10 100 . Thus after the fix at the r = 0 column, the two nontrivial diagonals are just shifts of each other and are thus determined by a single list of entries (1 2 4 4 6 5 4 3 2 1, in our case). This list of entries is the list of coefficients of Kh ′ (10 100 ) = u −7 + 2u −6 + 4u −5 + 4u −4 + 6u −3 + 5u −2 + 4u −1 + 3 + 2u + u 2 (with u = tq 4 ).
As an aside we note that typically dim H r m (L) is much smaller than dim C r m (L), as illustrated in Table 1 . We don't know why this is so.
A further phenomenological conjecture is presented in [Ga] . This paper's web page [1] will follow further phenomenological developments as they will be announced.
And now in computer talk
In computer talk (Mathematica [Wo] dialect) we represent every link projection by a list of edges numbered 1, . . . , n with increasing numbers as we go around each component and by a list crossings presented as symbols X ijkl where i, . . . , l are the edges around that crossing, starting from the incoming lower thread and proceeding counterclockwise (see Figure 3) . Figure 3: The crossing X ijkl , the right handed trefoil knot X 1524 X 5362 X 3146 and the Miller Institute knot (aka6 2 ) X 3,10,4,11 X 9,4,10,5 X 5,3,6,2 X 11,7,12,6 X 1,9,2,8 X 7,1,8,12 (we've used a smaller font and underlining to separate the edge labeling from the vertex labeling).
A demo run
We first start up Mathematica [Wo] and load our categorification package, Categorification' (available from [1] ): Because of degree shifts, the degree 3 part of C 1 (²) is equal to the degree 0 part of ² 1 :
It seems that H 2 (²) is one dimensional, and that the non trivial class in H 2 (²) lies in degree 5 (our program defaults to computations over the rational numbers if no other modulus is specified):
Here's Khovanov's invariant of the right handed trefoil along if its evaluation at t = −1, the unnormalized Jones polynomialĴ(²):
Out[14]= q + q^3 + q^5*t^2 + q^9*t^3 We can also compute Kh The package Links' (available from [1] ) contains the definitions of many interesting knot and link projections including Millett's 10 crossing hard-to-simplify unknot (shown on the right) and the knots 5 1 and 10 132 (knot numbering as in Rolfsen's [Ro] ): These are excellent news! We have just learned that our program is not confused by complicated mess, and even better, we have just learned that Khovanov's invariant is strictly stronger than the Jones polynomial, for J(5 1 ) = J(10 132 ) whereas Kh(5 1 ) = Kh(10 132 ).
Here are two further pieces of good news:
Out[24]= (1 + q^4*t -t^2 + q^4*t^2 -q^4*t^3 + q^6*t^3 + q^8*t^3 -q^4*t^4 + q^10*t^4 -q^6*t^5 -q^8*t^5 + q^10*t^5 -q^10*t^6 + q^14*t^6 -q^10*t^7 -q^14*t^8)/(q^7*t^4) Out[25]= 1 + q^4*t -t^2 + q^4*t^2 -q^4*t^3 + q^6*t^3 + q^8*t^3 -q^4*t^4 + q^10*t^4 -q^6*t^5 -2*q^8*t^5 + 2*q^10*t^5 + q^12*t^5 -q^8*t^6 + q^14*t^6 -q^10*t^7 -q^12*t^7 + q^14*t^7 -q^14*t^8 + q^18*t^8 -q^14*t^9 -q^18*t^10
Thus we see that Kh detects the facts that 9 42 = 9 42 and 10 125 = 10 125 whereas the Jones polynomial doesn't detect that. See also Section 4.5.
The program
The program Categorification.m and the data files Data.m and Links.m demonstrated in this article are available at http://www.maths.warwick.ac.uk/agt/ftp/aux/agt-2-16/ (with a link from the home page of this paper) and also from the arXiv at at [1] . A complete listing of the package Categorification.m takes up less than 70 lines of code, demonstrating that categorification must be quite simple.
4.3
Kh ′ (L) for prime knots with up to 10 crossings Conjecture 1 on page 351 introduces an integer s = s(L) and a polynomial Kh ′ (L). By direct computation using our program we verified that these quantities are determined by Kh Q (L) for all knots with up to 11 crossings. These quantities easily determine Kh Q (L) (and also Kh F 2 (L), at least up to knots with 7 crossings), as in the statement of Conjecture 1.
There are many fewer terms in Kh ′ (L) as there are in Kh Q (L) or in Kh F 2 (L) and thus with the rain forests in our minds, we've tabulated s and Kh ′ (L) rather than Kh Q (L) and/or Kh F 2 (L). To save further space, we've underlined negative numbers (1 := −1), used the notation a r m to denote the monomial at r q m and suppressed all "+" signs. Thus Kh ′ (7 7 ) = . Staring at the tables below it is difficult not to notice that s(L) is often equal to the signature σ = σ(L) of L, and that most monomials in most Kh ′ (L) ′ s are of the form t r q 2r for some r. We've marked the exceptions to the first observation by the flag ♣ and the knots where exceptions to the second observation occur by the flag ♠. All exceptions occur at non-alternating knots. (And for your convenience, these are marked by the flag ♦).
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