In this paper, we investigate the use of a hybrid guided neighborhood search for solving the disjunctively constrained knapsack problem. The studied problem may be viewed as a combination of two NP-hard combinatorial optimization problems: the weighted-independent set and the classical binary knapsack. The proposed algorithm is a hybrid approach that combines both deterministic and random local searches. The deterministic local search is based on a descent method, where both building and exploring procedures are alternatively used for improving the solution at hand. In order to escape from a local optima, a random local search strategy is introduced which is based on a modified ant colony optimization system. During the search process, the ant colony optimization system tries to diversify and to enhance the solutions using some informations collected from the previous iterations. Finally, the proposed algorithm is computationally analyzed on a set of benchmark instances available in the literature. The provided results are compared to those realized by both the Cplex solver and a recent algorithm of the literature. 
Introduction
Integer and mixed-inter programming play a central role in modeling NP-hard combinatorial optimization problems. Such models generally serve as a guide to design effective exact methods. However, exact methods derived from these models are often difficult to use, especially when tackling largescale problems. In this case, the availability of effective approximative methods, like heuristics, metaheuristics and hybrid methods, are of paramount importance.
In this paper, we investigate the use of an effective hybrid guided neighborhood search (HGNS) for solving a special 0-1 knapsack problem known as Disjunctively Constrained Knapsack Problem (DCKP). An instance of DCKP is characterized by a knapsack of fixed capacity c, a set I containing n items and a set E of incompatible items, where E ⊆ (i, j) ∈ I × I, i < j . Furthermore, each item i, ∀ i ∈ I, is characterized by a weight w i and a profit p i . The aim of DCKP is to maximize the total profit of items that can be placed into the knapsack without exceeding its capacity and all items included in the knapsack must be compatible. The integer linear program of DCKP can be written as follows:
where the decision variable x i , ∀ i ∈ I, is equal to 1 if item i is included in the knapsack (solution) and 0 otherwise (out of the solution). Inequality (Equation 2) represents the knapsack constraint of capacity c and inequalities (Equation 3) denote the disjunctive constraints, which ensure that all items belonging to a feasible solution must be compatible. Note that the knapsack's polytope can be obtained by combining Inequality (Equation 2) with integral constraints x i ∈ {0, 1}, ∀i ∈ I, and the polytope of the weighted-independent set problem can be obtained by associating inequalities (Equation 3 ) with the integral constraints. In the following we assume, we assume that
• all input data c, p i , w i , ∀ i ∈ I, are nonnegative integers and,
The remainder of the paper is organized as follows. Section 2 reviews some previous works on the DCKP. Section 3 presents the principle of the HGNS for approximately solving the DCKP. Section 3.1 introduces the first procedure which builds a DCKP's feasible solution from an independent set solution. Section 3.2 presents a modified ant colony optimization system which is used to guide the neighborhood search toward high-quality solutions. Section 3.3 details a descent method which is used as a local search around the current local (optimal) solution. Section 3.4 gives an overview of the proposed hybrid algorithm. Section 4 evaluates the performance of the proposed HGNS on instances taken from the literature, and analyzes the obtained results. Finally, Section 5 summarizes the contents of the paper.
Related work
The DCKP is an NP-hard combinatorial optimization problem. It reduces to the maximum weightedindependent set problem (Garey & Johnson, 1979) when the knapsack's capacity constraint is omitted, and the classic knapsack problem when E = �. It is easy to show that DCKP is a more complex extension of the multiple-choice knapsack problem which arises either as a stand-alone problem or as a component of more difficult combinatorial optimization problems. For example, DCKP was used in Dantzig-Wolfe's decomposition formulation for the two-dimensional bin packing problem (Pisinger & Sigurd, 2007) . It served as a local optimization subproblem that needs to be solved for solving the pricing subproblem, which consists in finding a feasible packing of a single bin yielding smallest reduced cost.
(1) 
Due to the complexity and hardness of the DCKP, most results on this topic are based on heuristics. The first paper addressing the resolution of DCKP is due to Yamada, Kataoka, and Watanabe (2002) and, Yamada and Kataoka (2001) , where approximate and exact methods have been proposed. The approximate algorithm generates an initial feasible solution and improves it using a 2-opt neighborhood search. The exact algorithm starts its search from the solution obtained by the approximate algorithm and undertakes an implicit enumeration combined with an interval reduction technique. The exact algorithm solves uncorrelated instances containing from 100 to 1,000 items with a density varying from 0.001 to 0.020 (which is equivalent to a maximum of 10,000 disjunctive constraints). Hifi and Michrafy (2007) proposed three exact algorithms in which reduction strategies, an equivalent model and a dichotomous search cooperate to solve the DCKP. The first algorithm reduces the size of the original problem by starting with a lower bound and successively solving relaxed DCKPs. The second algorithm combines a reduction strategy with a dichotomous search in order to accelerate the search process. The third algorithm tackles instances with a large number of disjunctive constraints. Hifi and Michrafy (2006) proposed a three-step reactive local search. The first step of the algorithm provides an initial solution using a greedy procedure that iteratively introduces an item into the knapsack until filling it and sets it to the current solution. The second step is based on an intensification procedure in the neighborhood of the current solution where a neighboring solution is obtained by removing an item from the solution and inserting other ones. It adopts a memory list that stores swaps and/or the hashing function; thus, forbids cycling. The third step diversifies the search process by accepting to temporarily degrade the quality of the solution in hope of escaping from local optima. The reactive local search repeats the last two steps until satisfactory solution is reached. Pferschy and Schauer (2009) presented pseudopolynomial algorithms for several special cases of the disjunctively knapsack problem which is mainly based on a graph representation: trees, graphs with bounded tree-width and chordal graphs. Furthermore, the authors extended their algorithms for establishing fully polynomial time approximation schemes (FPTAS). Hifi, Negre, and Ould Ahmed Mounir (2009) investigated the use of the rounding solution procedure and an effective local branching. The method can be viewed as a combination of two complementary approaches: (1) a rounding solution procedure and (2) a restricted exact solution procedure. The performance of the approach was evaluated on the existing instances of the literature and it was remarked that this approach was able to improve several best-known solutions from the literature, but an increasing runtime is needed because the Cplex solver was used as a black box in the algorithm. Hifi and Otmani (2011, 2012) investigated the use of the scatter search for approximately solving the DCKP. The approach tried to explore some characteristics of two problems in order to tackle the DCKP: the independent set problem and the single knapsack problem. The performance of the approach was evaluated on the same instances as considered in Hifi et al. (2009) and showed that such approach was able to improve the solution quality of some instances.
Finally, in Hifi (2014) an iterative rounding search (IRS)-based algorithm has been proposed. The method can be viewed as a cooperative approach between the methods proposed in Hifi et al. (2009) and Hifi and Otmani (2012) , where three strategies were combined: (1) the variable-fixing technique using the rounding method applied to the linear relaxation of the DCKP, (2) the injection of successive valid constraints, and (3) a neighbor search around solutions characterizing a series of reduced subproblems. The aforementioned steps are iterated until satisfying some stopping criteria.
A hybrid guided neighborhood search
This section discusses the main principle of the proposed algorithm, which can be viewed as a HGNS approach. Neighborhood search is an approximative approach that has proven to be effective on a wide range of combinatorial optimization problems. Generally, neighborhood search-based algorithms are composed of two complementary procedures: (1) a building procedure and (2) an exploring procedure. The building procedure serves to yield a reduced solution space while the goal of the exploring procedure is to find a local optimum in the yielded space.
Moreover, two classes of neighborhood searches may be distinguished: (1) the descent methods and the random neighborhood searches. The descent methods are often recognized as the family containing the k-optimization, the local branching, the feasibility pump, etc. Generally, such methods apply the deterministic strategies in order to build a neighborhood of a given solution. Next, the local optimum is improved using enumerative methods. Then, both building and exploring procedures are successively employed until no further improvement occurs. However, the size of the neighborhood adopted in the descent method should not be large when the exploring procedure uses an enumerative method. Unlike the descent method, which often falls into a local optimum, a random neighborhood search method applies some nondeterministic strategies in order to yield a large size neighborhood. It also uses either exact methods or heuristics for exploring the resulting search space.
In our study, the proposed hybrid algorithm is composed of three procedures: an outer search procedure, a conversion procedure, and an inner search procedure. The outer search procedure is based on a modified ACO system (a random neighborhood search), which provides a series of independent set solutions. Through the execution of the outer search procedure, the conversion procedure is used in order to transform a current independent set to a feasible solution of DCKP while the inner search procedure uses a descent method for improving the DCKP's feasible solution. In what follows, we first introduce the conversion procedure used to compute a DCKP's solution from an independent set.
Building a DCKP's solution from an independent set
This section shows how a DCKP's feasible solution can be built from an independent set. In order to simplify mathematical expressions, all integer linear program models will be illustrated as a graphical representation with discrete points. We also adopt the following notations:
Po(P): denotes the set of solutions of the problem P. S P : represents a feasible solution of P. Opt P : is an optimal solution of P. IS r : denotes an independent set which respects the disjunctive constraints of type (Equation 3) of P DCKP .
Indeed, the DCKP is a combination of the weighted independent set problem (noted P WIS ) and the classical binary knapsack problem (noted P K ). P WIS is obtained from P DCKP by removing the capacity constraint (Equation 2) and by setting the profit of all items to one. Formally, the resulting problem can be rewritten as follows: 
In order to explain the decomposition strategy, we represent the set of solutions related to P DCKP , P WIS , and P r K by a graph, as illustrated in Figure 1 : we can observe that all feasible solutions of P DCKP belong to both Po (K) 
Using ACO to build a series of independent sets
It is well known that P WIS is an NP-hard combinatorial optimization problem (cf. Garey & Johnson, 1979) . On the one hand, determining an optimal solution of such a problem may be time-consuming. On the other hand, our objective is to yield a feasible solution of P WIS (an independent set), which may contain a high-quality solution of DCKP. So, instead of solving P WIS exactly, we apply an ACO system for approximately solving P WIS .
We recall that ACO is a simple and efficient population-based metaheuristic. It has been first introduced in Colorni, Dorigo, and Maniezzo (1991) for approximately solving some large-scale instances of combinatorial optimization problems, like the traveling salesman problem. Its principle is based on the observation of real ants which are able to find the shortest path using the pheromone trails deposited by other ants. In term of optimization, let P be a combinatorial optimization problem which is characterized by a set of decision variables. Assume that for each feasible solution of P there always exists a path for ants toward it. The main idea of ACO is to determine an auto-updating system that highlights the path so that the ants find the most interesting solution. As shown in Colorni et al. (1991) , after a sufficient number of iterations, the most of ants move onto the same path which represents the stability of the system. An ACO-based algorithm is generally composed of two components: a path building strategy and a pheromone updating strategy. The path building strategy represents a solution as a path and finds a way of selecting arcs to build the path. The pheromone updating strategy contains two keys: the enhancement and the evaporation of pheromone. On the one hand, the enhancement ensures that the more interesting the path is, the more the ants tend to move onto such a path. On the other hand, in order to avoid that the search procedure converges quickly to a local optima, the pheromone trail evaporates with the time passing.
Following the mechanism used by Fidanova (2005) , a similar algorithm was introduced for solving P WIS . Indeed, Figure 2 illustrates the mechanism adopted: a directed graph G = (V, A), where 
Further, x i is fixed to 0 if and only if the item i is incompatible with one of the items whose decision variables have already fixed to 1. Once the vertex x i is fixed to 0 (resp. 1), the ant must select the arc
) to follow. Such building continues when all decision variables of P WIS are fixed. Note that if the ant has arrived to the n-th vertex with some unfixed variables, then it restarts the selection process from the vertex 0.
In our study, all items are ranked in nonincreasing order of their reduced costs which can be obtained by solving the linear relaxation of P DCKP with the simplex method. Instead of ranking items according to the profit per weight or the degree, we favor the reduced cost because it combines informations related to the objective function (Equation 1), the capacity constraint (Equation 2), and all disjunctive constraints (Equation 3). Algorithm 2 starts by initializing IS r to an empty set (a feasible solution of P WIS ) and ranking all items of S in nonincreasing order of their reduced costs. In the main loop, an ant selects an item with a certain probability, and removes the selected item i and all its incompatible items from S. The selection procedure iterates until no item can be added to the current independent set IS r and the algorithm stops with a feasible solution IS r of P WIS . However, while building a solution or a path, the probability of the selection of an arc made by an ant depends on the density of pheromone deposited on the arc by the other ants. Here n, for the path building strategy, the following tunings are considered. First of all, the items are ranked in nonincreasing order of their reduced costs. Let t ik be the amount of pheromone deposited on the arc
, and k ∈ {0, 1}) at the t-th iteration. The probability of selecting the arc
at the t-th iteration can be defined as follows:
Indeed, the ant randomly selects arcs to traverse the graph, but the probability of selecting arcs is dynamically updated at the end of each iteration. The pheromone updating strategy generally depends on the local optima obtained from previous iterations and the number of iterations already completed. Formally, at the end of the t-th iteration, the amount of pheromone on the arc (i, j) is updated according to the following equality: where 0 < < 1 is the evaporation parameter and Δ t ik denotes the reinforcement value on the arc
k at the t-th iteration. Note that the evaporation parameter adjusts the diversity of solutions computed by ACO, whereas the reinforcement value Δ t ik adjusts the convergence of ACO to a local optima. However, the right choice of both parameters can lead the ant system to good local optima. Unfortunately, the values of both parameters are experimentally determined. Our limited computational results showed that the following adjustments realized a good behavior for the convergence of ACO: = 0.999 and ∀ i, i ∈ I, and k ∈ {0, 1}, where u t (resp. u * ) is the current solution value (resp. the best solution value found) and f (.) is a function of u
The descent method as a local search
In order to improve a current solution of P DCKP , this section presents a descent method which is based on a deterministic building procedure and an exact exploring procedure. Figure 3 illustrates the main principle of the descent method that we applied to DCKP. The "dark area" of Figure 3 represents a neighborhood of a feasible DCKP solution. Such an area, a subsolution space, can be obtained by removing a percentage of items whose decision variables have already been fixed in S DCKP (i.e. the value of each variable is equal either to 1 or 0). Therefore, the descent method (cf. Algorithm 3) consists in building and exploring a series of such areas until no further improvement occurs. 
An overview of the HGNS
In this section, the main steps of the HGNS are detailed. HGNS can be considered as a hybrid neighborhood search which combines two complementary neighborhood strategies: (1) a random neighborhood search and (2) a deterministic neighborhood search. In order to combine both random and deterministic strategies, we propose to decompose the DCKP into two complementary problems, i.e. the weighted independent set and the classical binary knapsack. A series of these complementary problems are iteratively solved for reaching a final solution for the DCKP. More precisely, the random strategy mimics an ACO system to provide a series of independent sets containing high-quality solutions of DCKP. For each obtained independent set, a conversion procedure is used in order to convert an independent set to a feasible solution of DCKP. Once a feasible solution is obtained, the deterministic neighborhood search applies a descent method for improving the current solution. Finally, the DCKP's solution provided by the descent method is used to update the ACO system. 
Computational results
This section investigates the effectiveness of the proposed Guided Neighborhood Search (HGNS) on two groups of instances (taken from Hifi and Michrafy (2006) and generated following Yamada et al.'s (2002) and, Yamada and Kataoka (2001) ). As detailed in Table 1 , the first group, labeled from 1IAx to 4IAx with 1 ≤ x ≤ 5, contains 20 medium instances with n = 500 items, a capacity c = 1, 800, and different densities (assessed in terms of the number of disjunctive constraints |E|). The second group, labeled from 5IAx to 10IAx with 1 ≤ x ≤ 5, contains 30 large instances, where each instance contains 1,000 items, with c = 1, 800 or 2,000 and with various densities. The algorithm HGNS was coded in C++ and tested on an Intel Pentium Core i5-2,500 with 3.3 GHz.
Effect of the descent method
This section evaluates the effect of the descent local search (cf. Algorithm 3). We recall that the method begins with a starting solution and improves it by alternatively applying both building and exploring procedures. Here n, the reduced problems provided by the building procedure are solved by using the Cplex solver. 1 In order to provide a starting solution, as an input for Algorithm 3, we first apply Algorithm 1 on the independent set built by applying the following simple greedy procedure: (1) from the current problem select an unassigned item with the highest reduced cost, (2) add the selected item to the current independent set, (3) remove the selected item with its incompatible items to get a reduced problem, and (4) repeat steps from (1) to (3) until reducing the problem to the empty set. Table 2 shows the variation of Av Sol (the average solution values provided by the considered algorithm over all instances), Av Imp (the percentage improvement relative to the starting solution values), and Av time (the average runtime required by each algorithm for reaching the results). In order to evaluate the impact of on the behavior of the descent method, Algorithm 3 is performed by varying the value of in the discrete interval {5, 10, 15, 20}. From Table 2 , we observe what follows.
(1) First, Algorithm 1 is able to provide the interesting results even if the average runtime remains rather small (0.32 s).
(2) Second, by setting = 5, Algorithm 3 is able to improve the quality of the solutions realized by Algorithm 1. Indeed, it obtains an average improvement of 33.64% whereas it consumes an average runtime of 0.47 s; that is slightly larger than that of Algorithm 1.
(3) Third, by increasing the value of to either 5 or 10, Algorithm 3 is able to provide more interesting results. Moreover, this adjustment consumes a longer runtime even if it can be considered as reasonably small (it needs an average of 2.03 s). Recall that Algorithm 3 is generally used in order to refine the solutions yielded by the ACO system. Therefore, it is interesting to find a judicious compromise between the quality of solutions reached by the descent method and the used runtime. Then, in order to maintain a reasonable runtime for HGNS, the choice with varying in the interval [5, 10] is adopted for the remainder of this paper.
Performance of HGNS
In order to evaluate the performance of the proposed method, we first compare HGNS with Cplex solver (version 12.4) and IRS proposed in Hifi (2014) (one of the most recent methods in the literature). Because of the high complexity of DCKP, two runtime limits of Cplex are considered: 3,600 s and 10,000 s.
For HGNS, two runtime limits are considered: t 1 = 500 and t 2 = 1, 000 (measured in seconds).
We recall that HGNS is based on an ant colony optimization system which is performed with certain parameters (cf. Section 3.2). Here n, we tried to find a good tuning that ensures a balance between the convergence of ACO and its solutions' quality. Then, after different trials, two tunings are used.
Indeed, for the first runtime t 1 , ACO uses the following tunings: = 0.999, m = 10, P = 10, and Q = 500. For the second runtime t 2 , it uses the following values: = 0.9995, m = 10, P = 10, and Q = 500. Further, for each considered runtime limit, HGNS is performed with different values of varying from 5 to 10. Because of the stochastic aspect of the ACO system, 10 independent trials of HGNS were performed for all considered instances. Table 3 exposes the number of the best solutions reached by each considered approach (cf. Table 4 ).
Columns 2 and 3 (resp. column 4) show nb best , the number of the best solutions matched by the Cplex solver (resp. IRS). Column 5 displays the runtime limits used by HGNS, i.e. with t 1 = 500 and t 2 = 1, 000 s.
For each runtime limit, columns from 6 to 11 give the number of the best solutions realized by HGNS when varying . From Table 3 , we observe what follows.
(1) First, on the one hand, we can observe the inferiority of Cplex because it only matches three (resp. four) instances over 50 within 3,600 (resp. 100,000) s. It represents a percentage of 6% (resp. 8%) of the best solutions of the literature. On the other hand, the most recent method of the literature provides 15 best solutions out of 50, representing a percentage of 30% of the best solutions. Note that among the best solutions, HGNS matches 2 optimal solutions (as shown in Table 4 : instances 1I1 and 1I2 have been optimally solved by the Cplex solver within 10,000 s-solutions marked with the symbol "*").
(2) Second, for the first runtime t 1 = 500, the number of the best solutions reached by HGNS increases. Indeed, for = 10 (resp. 9) HGNS reaches 48 (resp. 47) best solutions out of 50, representing a percentage of 96% (resp. 94%) of the best solutions.
(3) Third, for the second runtime t 2 = 1, 000, the quality of the solutions provided by HGNS becomes more interesting. Indeed, for = 8 (resp 7, 6, and 5), the percentage of nb best increases from 88 to 94% (resp. from 80 to 94%, from 68 to 92% and, from 68 to 86%, respectively).
Because HGNS is able to provide better solutions for = 9 and = 10, both values are adopted for the rest of the paper. Table 4 shows the solution values reached by Cplex, IRS, and HGNS. Column 1 displays the data labels and column 2 reports the best solutions found by the considered algorithms. Columns 3 (resp. column 4) reports the solution values (V Cplex ) reached by Cplex v12.4 within 3,600 (resp. 10,000) s.
Column 5 displays the best-known solution values available in the literature, noted by V IRS . For the first runtime t 1 = 500, the best value V HGNS (10) (resp. V HGNS (9) ) realized by HGNS with = 10 (resp. = 9), for 10 independent trials, is displayed on column 6 (resp. 7). Similarly, columns 8 and 9 show the solution values reached by HGNS for the second runtime t 2 = 1, 000. We note that the value in "boldface" means that the best solution value has been obtained by the considered algorithm, the value in italic indicates that HGNS reaches a better solution value than IRS, and the value with the symbol "*" means that the method reaches the optimal solution value.
In order to evaluate the behavior of HGNS, which includes a probabilistic procedure, 10 trials of HGNS were considered. According to these trials, Table 5 shows the average results of the solution values reached by these trials and those displayed in Table 4 . From Table 5 , we observe what follows:
(1) The average value of 2,400.86 confirms the superiority of HGNS when both values t 2 and = 9 are used. The average solution values corresponding to the couple (cpu, )=(t 2 , 10) remains very competitive because it realizes an average solution value of 2,400.56 which is very close to the best average solution values, i.e. the value 2,400.86 realized by the couple (t 2 , 9).
(2) Both tunings (t 1 , 9) and (t 1 , 10) remain interesting when compared to the best average solution values realized by both Cplex (2,317.88 with 3,600 s and 2,354.74 with 10,000 s) and the best average solution values taken from the literature (2,390.40).
(3) Over 10 trials, with the first runtime limit t 1 , HGNS maintains its superiority over Cplex and the best solutions of the literature. Indeed, its average value is equal to 2,394.02 for = 10 and increases slightly to 2,394.84 for = 9.
(4) Globally, by doubling the runtime limit (i.e. t 2 = 1, 000), the behavior of HGNS becomes more interesting. Indeed, in this case, the proposed algorithm realizes an average value of 2,397.54 for = 10 and 2398.87 for = 9. 
Detailed results
This section provides a detailed study of the results reached by HGNS over 10 trials. Indeed, we have already mentioned that 10 trials of the HGNS have been performed for each of the 50 problem instances. These trials are performed for both = 9 and = 10 and each trial is stopped when the runtime limit t 1 (resp. t 2 ) is performed. Table 6 shows the average quality of the solutions reached by HGNS over the 10 trials and the detailed results are exposed in Tables A1-A4 , as shown in Appendix.
Line 1 (resp. line 2) of Table 6 displays the runtime limits (resp. the value of the parameter ). Lines from 3 to 12 display the average solution quality over all instances, line 13 shows the average solution quality over the 10 trials. The analysis of Table 6 shows what follows:
(1) For the first couple of values (t 1 , 10), on the one hand, HGNS realizes an average solution value varying from 2,390.66 (trial 2) to 2,392.92 (trial 4). On the other hand, the smallest average solution value realized by HGNS is still greater than the best average value realized by IRS (that is equal to 2,390.40-cf. Table 4 ). The same observation holds for (t 1 , 9), where the minimum average solution value realized by HGNS is equal to 2,391.32 while its maximum average solution value is equal to 2,394.98.
(2) By increasing the runtime limit (i.e. using t 2 instead of t 1 ), for either = 10 or = 9, one can observe that HGNS realizes better average solution qualities. Indeed, for the parameter = 10 (resp. = 9), it reaches a minimum average solution value of 2,391.82 (resp. 2,395.74) and a maximum average solution value of 2,394.66 (resp. 2,397.60).
Conclusions
In this paper, we proposed a HGNS for solving the disjunctively constrained knapsack problem. The proposed algorithm applies an ant colony optimization (ACO) system to guide a neighborhood search procedure toward high-quality solutions. In order to improve the quality of the solutions provided by ACO, a descent local search procedure is introduced. Both ACO and the descent method are based on building and exploring a series of neighborhoods related to a series of local optima. The performance of the proposed algorithm was computationally analyzed on a set of benchmark instances taken from the literature. The provided results were compared to those realized by both the Cplex solver and a recent algorithm available in the literature. The obtained results show that the guided neighborhood search was able to improve most existing solutions. 
