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SPACES OF SMALL CELLULARITY HAVE NOWHERE
CONSTANT CONTINUOUS IMAGES OF SMALL WEIGHT
ISTVÁN JUHÁSZ, LAJOS SOUKUP, AND ZOLTÁN SZENTMIKLÓSSY
Dedicated to Professor Arhangel’skii, on the occasion of his 80th birthday
Abstract. We call a continuous map f : X → Y nowhere constant if it
is not constant on any non-empty open subset of its domain X. Clearly, this
is equivalent with the assumption that every fiber f−1(y) of f is nowhere
dense in X. We call the continuous map f : X → Y pseudo-open if for
each nowhere dense Z ⊂ Y its inverse image f−1(Z) is nowhere dense in
X. Clearly, if Y is crowded, i.e. has no isolated points, then f is nowhere
constant.
The aim of this paper is to study the following, admittedly imprecise,
question: How "small" nowhere constant, resp. pseudo-open continuous
images can "large" spaces have? Our main results yield the following two
precise answers to this question, explaining also our title. Both of them
involve the cardinal function ĉ(X), the "hat version" of cellularity, which
is defined as the smallest cardinal κ such that there is no κ-sized disjoint
family of open sets in X. Thus, for instance, ĉ(X) = ω1 means that X is
CCC.
THEOREMA. Any crowded Tychonov spaceX has a crowded Tychonov
nowhere constant continuous image Y of weight w(Y ) ≤ ĉ(X). Moreover,
in this statement ≤ may be replaced with < iff there are no ĉ(X)-Suslin
lines (or trees).
THEOREM B. Any crowded Tychonov space X has a crowded Tychonov
pseudo-open continuous image Y of weight w(Y ) ≤ 2<ĉ(X). If Martin’s
axiom holds then there is a CCC crowded Tychonov space X such that
for any crowded Hausdorff pseudo-open continuous image Y of X we have
w(Y ) ≥ c (= 2<ω1).
1. Introduction
In this paper all spaces are assumed to be crowded Hausdorff spaces. A space
is called crowded if it has no isolated points. Moreover, all maps considered are
continuous maps between such spaces.
Of course, all spaces with additional properties are also assumed to be crowded.
One, perhaps less widely known such property which we shall frequently assume
is that of pi-regularity. A (Hausdorff) space X is pi-regular if for every non-empty
open set U in X there is a non-empty open set V such that V ⊂ U , in other
words: the regular closed subsets of X form a pi-network in X , see e.g. [7].
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For any space X we denote by τ(X) the topology of X and put τ+(X) =
τ(X) \ {∅}. Similarly, RO(X) denotes the collection of all regular open sets in
X , moreover RO+(X) = RO(X)\{∅}. We shall denote by CR(X) the collection
of all non-empty crowded subspaces of the space X .
As is mentioned in the abstract, the aim of this paper is to examine what can
be said about the weight of nowhere constant continuous images of spaces. Here
is the self-explanatory definition of such maps.
Definition 1.1. A continuous map f : X → Y is nowhere constant (NWC)
iff it is not constant on any non-empty open sets, i.e.
∀U ∈ τ+(X) |f [U ]| > 1.
The following simple proposition yields alternative definitions of this concept.
Proposition 1.1. For a continuous map f : X → Y the following statements
are equivalent:
(a) f is NWC,
(b) f [U ] is crowded for each U ∈ τ+X ,
(c) f−1(y) is nowhere dense in Y , i.e. int(f−1(y)) = ∅ for each y ∈ Y .
Proof. (a) ⇔ (b): It is immediate that f [X ] is crowded if f is NWC. Next, if
U ∈ τ+(X) then the restriction f ↾ U is NWC as well.
(a) ⇔ (c) is obvious because f−1(y) is closed for each y ∈ f [X ]. 
This proposition leads us to two natural strengthenings of the notion of NWC
maps that we shall also consider.
Definition 1.2. A continuous map f : X → Y is pseudo-open (PO) iff for
every nowhere dense subset Z of Y its preimage f−1(Z) is nowhere dense in X .
As singletons in a crowded space are nowhere dense, every PO map into a
crowded space is NWC. The following observation is obvious, so we leave its
proof to the reader.
Proposition 1.2. For a continuous map f : X → Y the following three state-
ments are equivalent:
(a) f is PO,
(b) the preimage of any dense open subset of Y is dense (and open) in X,
(c) for each U ∈ τ+(X) we have int(f [U ]) 6= ∅.
We recall that a continuous map f : X → Y is called quasi-open (QO) if for
each U ∈ τ+(X) we have int(f [U ]) 6= ∅, hence every QO map is PO. In some
important cases the converse of this also holds.
Fact 1.3. If the PO map f : X → Y is also closed and X is pi-regular, in
particular if X is compact, then f is QO.
Now we give the second strengthening of the notion of NWC maps. This is
based on the obvious fact that any non-empty open subspace of a crowded space
is crowded.
Definition 1.4. A continuous map f : X → Y is crowdedness preserving
(CP) iff the image of any crowded subspace of X is crowded.
We again have alternative characterizations of this notion.
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Theorem 1.5. For any continuous map f : X → Y the following statements are
equivalent:
(a) f is CP,
(b) |f [S]| > 1 for each S ∈ CR(X),
(c) the preimage of every point of Y is scattered.
Proof. (a) ⇒ (b): If S ∈ CR(X) then f [S] is crowded and so infinite.
(b) ⇒ (c): If S ⊂ f−1(y) for some y ∈ Y , then f [S] ⊂ {y}, and so S is not
crowded by (b). Thus f−1(y) does not contain any crowded subspaces, i.e. f−1(y)
is scattered.
(c) ⇒ (a): Assume (c) and that f [S] is not crowded for some non-empty S ⊂ X .
Then there is an open W ∈ τ+(Y ) such that f [S]∩W = {f(x)} for some x ∈ S.
Since f is continuous, there is an open neighborhood U of x such that f [U ] ⊂W ,
hence f [U∩S] = {f(x)}. Thus U∩S is scattered by (c), and so S is not crowded.
Thus (a) holds. 
2. Splitting families and splitting numbers
In this section we introduce two kinds of splitting families that will turn out to
play an essential role in finding NWC or CP images of "small" weight of certain
spaces.
Definition 2.1. Assume that X is a space and A,B ⊂ P(X). We say that
(1) A T2-splits B (or A is a T2-splitting family for B) iff
∀B ∈ B ∃A0, A1 ∈ A (A0 ∩ A1 = ∅ ∧ A0 ∩B 6= ∅ 6= A1 ∩B).
(2) A T3-splits B (or A is a T3-splitting family for B) iff
∀B ∈ B ∃A0, A1 ∈ A (A0 ∩ A1 = ∅ ∧ A0 ∩B 6= ∅ 6= A1 ∩B).
Actually, in all the interesting cases for us the splitting family A will consist
of open sets; this clearly explains and justifies our terminology. Also, our next
result already shows how to obtain NWC (resp. CP) Tychonov images of a
normal space X in the case that B = τ+(X) (resp. B = CR(X) ).
Theorem 2.2. Assume that X is a normal space and A ⊂ P(X) is an infinite
family that T3-splits B ⊂ P(X). Then there is a continuous map f : X → [0, 1]
|A|
such that |f [B]| > 1 for each B ∈ B, i.e. f is not constant on any member of B.
Proof. Let us put
J =
{
〈A0, A1〉 ∈
[
A
]2
: A0 ∩ A1 = ∅
}
.
Since X is normal, for each 〈A0, A1〉 ∈ J we can choose a continuous function
f〈A0,A1〉 : X → [0, 1] such that
f [A0] = {0} ∧ f [A1] = {1}.
We then define f : X → [0, 1]J by the formula
f(x)(〈A0, A1〉) = f〈A0,A1〉(x).
Now, for every B ∈ B we can pick 〈A0, A1〉 ∈ J such that Ai∩B 6= ∅ for i < 2.
So, if we pick xi ∈ Ai ∩B then we have
f(x0)(〈A0, A1〉) = 0 and f(x1)(〈A0, A1〉) = 1 ,
hence f(x0) 6= f(x1). Since we have |A| = |J |, we are done. 
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Let us point out that the generality of admitting arbitrary sets in the T3-
splitting family A is only apparent. Indeed, if X is normal and A T3-splits B
then we can trivially find a family U ⊂ τ(X) such that |U| = |A| and U also
T3-splits B. The following, slightly less trivial, result takes this idea one step
further: It shows how to obtain a T3-splitting family U in a fixed open base V of
X . However, in this result we may guarantee |U| = |A| only if |A| ≥ L(X).
Theorem 2.3. Assume that X is normal and the infinite family A T3-splits B,
moreover V is an open base of X. Then there is U ∈
[
V
]≤|A|·L(X)
such that U
also T3-splits B.
Proof. Since X is normal, for each pair A0, A1 ∈ A with A0 ∩ A1 = ∅ we can
choose subsets U(A0, A1, 0) and U(A0, A1, 1) of V with cardinality ≤ L(X) such
that
Ai ⊂
⋃
U(A0, A1, i)
for i < 2 and ⋃
U(A0, A1, 0) ∩
⋃
U(A0, A1, 1) = ∅.
Then
U =
⋃
{U(A0, A1, i) : A0, A1 ∈ A, A0 ∩ A1 = ∅, i = 0, 1}
T3-splits B. Indeed, given any B ∈ B there is {A0, A1} ∈
[
A
]2
such that A0∩B 6=
∅ 6= A1 ∩B and A0 ∩ A1 = ∅. Pick xi ∈ B ∩Ai. Then there is Ui ∈ U(A0, A1, i)
with xi ∈ Ui for i < 2. Then U0 ∩ U1 = ∅ and Ui ∩ B 6= ∅. This clearly shows
that U T3-splits B, moreover it is obvious that |U| ≤ |A| · L(X). 
We also have the following somewhat analogous result for T2-splitting.
Theorem 2.4. Assume that V is a pi-base of the space X and A ⊂ τ(X) T2-
splits some B ⊂ τ+(X). Then there is U ⊂ V with |U| ≤ |A| · ĉ(X) such that U
also T2-splits B. Moreover, if |A| < ĉ(X) then we may even have |U| < ĉ(X).
Proof. Let us fix for each open set A ∈ A a disjoint family UA ⊂ V such that its
union is dense in A. This is possible because V is a pi-base of X . Then for any
A ∈ A and B ∈ B we have A ∩B 6= ∅ iff ∪UA ∩B 6= ∅, hence
U =
⋃
{UA : A ∈ A}
is as required. Moreover, as ĉ(X) is always regular, |A| < ĉ(X) implies that
|U| < ĉ(X). 
Note that in this result it is essential that the members of both A and B are
open.
It is immediate from Theorem 2.2 that if X is normal and A T3-splits τ+(X)
(resp. CR(X)) then X admits an NWC (resp. CP) Tychonov image of weight
≤ |A|. This justifies the introduction and study of the following cardinal functions
that are naturally called open (resp. crowded) splitting numbers.
To start with, let us point out that any space (i.e. crowded T2 space)X admits
a family of open sets that T2-splits τ+(X) (resp. CR(X)). If, in addition, X is
also Urysohn or pi-regular then X admits a family open sets that T3-splits τ+(X).
Any Urysohn-space X also admits open families that T3-split CR(X).
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Definition 2.5. For any space X we let
os2(X) = min{|U| : U ⊂ τ(X) and U T2-splits τ+(X)},
and
cs2(X) = min{|U| : U ⊂ τX and U T2-splits CR(X)}.
Definition 2.6. For any space X that admits a family of open sets which T3-
splits τ+(X) (resp. CR(X)) we let
os3(X) = min{|U| : U ⊂ τX and U T3-splits τ+(X)},
and
cs3(X) = min{|U| : U ⊂ τX and U T2-splits CR(X)}.
Let us remind the reader here that our main interest lies in the study of the
weight of NWC (as well as CP and PO) images of spaces. Now, it turns out that
the splitting numbers we have just defined yield lower bounds for these.
Theorem 2.7. If Y is any NWC image of the space X then
os2(X) ≤ w(Y ).
Moreover, if Y is Urysohn then we even have
os3(X) ≤ w(Y ).
Proof. Let f be an NWC map of X onto Y and B be an open base of Y . Then
C = {f−1U : U ∈ B} T2-splits τ+(X). Indeed, since f is NWC, for any G ∈
τ+(X) we can pick points x, y ∈ G such that f(x) 6= f(y). Now, if U, V ∈ B are
disjoint neighborhoods of f(x) and f(y), respectively, then f−1U and f−1V are
disjoint members of C and both intersect G.
If Y is Urysohn then U, V ∈ B can be chosen so that, in addition, U ∩ V = ∅.
But then, since f is continuous, f−1U and f−1V are neighborhoods of x and y
with disjoint closures, both intersecting G. Consequently, C T3-splits τ+(X). 
Practically the same argument we just gave yields the following analogous
result for the weight of CP images, hence we omit its proof.
Theorem 2.8. If Y is any CP image of the space X then
cs2(X) ≤ w(Y ).
Moreover, if Y is Urysohn then we even have
cs3(X) ≤ w(Y ).
The last two results together with Theorem 2.2 immediately imply the follow-
ing corollaries. The second corollary uses the fact that, by Theorem 1.5, if the
map f : X → Y is not constant on any member of CR(X) then f is CP.
Corollary 2.9. For every normal space X we have
os3(X) =min{w(Y ) : Y is a Urysohn NWC image of X}
=min{w(Y ) : Y is a Tychonov NWC image of X}.
Corollary 2.10. For every normal space X we have
cs3(X) =min{w(Y ) : Y is a Urysohn CP image of X}
=min{w(Y ) : Y is a Tychonov CP image of X}.
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We do not know if these results remain valid after weakening ’normal’ to
’Tychonov’. In particular, the following questions are open.
Problem 2.11. Is there a Tychonov space X such that
os3(X) < min{w(Y ) : Y is a Tychonov NWC image of X}?
or
os3(X) < min{w(Y ) : Y is a Urysohn NWC image of X}?
We do not have an analogue of Theorem 2.2 for PO maps, however the open
splitting numbers osi(X) turn out to be lower bounds even for the pi-weights of
appropriate PO images.
Lemma 2.12. If Y is any PO image of the space X then
os2(X) ≤ pi(Y ).
Moreover, if Y is pi-regular then we even have
os3(X) ≤ pi(Y ).
Proof. If B is any pi-base of Y then C = {f−1U : U ∈ B} will T2-split τ+(X).
Indeed, let G ∈ τ+X . Since f is PO, then W = int(f [G]) ∈ τ
+(Y ), hence, as Y is
crowded, we can pick disjoint elements U and V of B such that U ∪V ⊂W . But
then U ∩ f [G] 6= ∅ 6= V ∩ f [G], Consequently, f−1U and f−1V T2-split G.
If Y is Urysohn then we may first fix two open sets U0 and V0 with disjoint
closures both intersecting W . Then pick U, V ∈ B such that U ⊂ W ∩ U0 and
V ⊂W ∩ V0. Clearly, then f−1U and f−1V will T3-split G. 
We have the following trivial relationships between the values of the splitting
numbers, whenever they are defined.
cs2(X) cs3(X)
os2(X) os3(X)
≤
≤
≤
≤
In 2.15 below we shall show that no other relation holds between these splitting
numbers, even for compact spaces. To this end we need some preparation.
Theorem 2.13. If X and Y are appropriate spaces then
osi(X × Y ) ≤ min(osi(X), osi(Y ))
for i = 2, 3. If both X and Y are regular Lindelöf spaces then
os3(X × Y ) = min(os3(X), os3(Y )).
Proof. If A Ti-splits τ+(X) then {A × Y : A ∈ A} Ti-splits τ+(X × Y ). By
symmetry, this clearly implies osi(X × Y ) ≤ min(osi(X), osi(Y ).
Assume now that both X and Y are regular Lindelöf and A ⊂ τ(X × Y ) is
chosen so that A T3-splits τ+(X × Y ) and |A| = os3(X × Y ). Since regular
Lindelöf spaces are normal, we may apply Theorem 2.3 to assume that every
A ∈ A has the form A = UA × VA with UA ∈ τ(X) and VA ∈ τ(Y ). We claim
that either {UA : A ∈ A} T3-splits τ+(X), or {VA : A ∈ A} T3-splits τ+(Y ).
Indeed, assume that {UA : A ∈ A} does not T3-split some U ∈ τ+(X). Since for
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every V ∈ τ+(Y ) there are A,B ∈ A which T3-split U × V , then we must have
that VA and VB T3-split V . Consequently {VA : A ∈ A} T3-splits τ+(Y ). But
then os3(X × Y ) ≥ min(os3(X), os3(Y )), completing the proof. 
Interestingly, the behavior on products of the crowded splitting numbers is
quite different.
Theorem 2.14. If X and Y are appropriate spaces then
csi(X × Y ) = max(csi(X), csi(Y ))
for i = 2, 3.
Proof. If E ⊂ X × Y is crowded then its projections piX(E) and piY (E) cannot
both be scattered. Consequently, if U Ti-splits CR(X) and V Ti-splits CR(Y )
then
{U × Y, X × V : U ∈ U , V ∈ V}
will Ti-split CR(X × Y ). This implies csi(X × Y ) ≤ max(csi(X), csi(Y )).
On the other hand, if W Ti-splits CR(X × Y ) then, in particular,
{W ∩ (X × {y}) :W ∈ W}
clearly Ti-splits CR(X×{y}) for every point y ∈ Y . Hence csi(X) ≤ csi(X×Y ),
and by symmetry, we are done. 
Now, we are ready to present the promised compact examples that separate
the corresponding values of our splitting numbers. As usual, D(κ) denotes the
discrete space of size κ and α(E) denotes the one-point compactification of the
locally compact space E.
Example 2.15. For any fixed cardinal κ > ω consider the following compact
spaces:
X = D(2)κ, Y = α([0, 1]×D(κ)), Z = X ⊕ Y and T = Y × [0, 1].
Then
(i) os2(X) = os3(X) = ω < κ = cs2(X) = cs3(X),
(ii) os2(Y ) = cs2(Y ) = ω < κ = os3(Y ) = cs3(Y ),
(iii) os2(Z) = ω < κ = cs2(Z) = os3(Z) = cs3(Z),
(iv) os2(T ) = cs2(T ) = os3(T ) = ω < κ = cs3(T ).
Proof. (i) If U ⊂ τ+(X) T2-splits some family B then clearly so does
V = {int(U) : U ∈ U} ⊂ RO(X),
and clearly |V| ≤ |U|. But any regular open set in D(2)κ depends only on
countably many coordinates. Hence any family of regular open sets of cardinality
less than κ depends only on a set of coordinates J with |J | < κ and so it does
not split e.g. the crowded set {x ∈ D(2)κ : ∀α ∈ J (x(α) = 0)}. Thus we have
cs2(X) = cs3(X) = κ.
On the other hand, the countable family{
{x ∈ D(2)κ : x(n) = i} : n < ω, i < 2
}
of clopen sets clearly T3-splits τ+(X) and thus we have os2(X) = os3(X) = ω.
(ii) Clearly, if S ⊂ Y is crowded then so is S ∩ ([0, 1] × {α}) for some α ∈ κ.
Hence if {Un : n ∈ ω} is any countable base of [0, 1] then {Un ×D(κ) : i < ω} is
a countable T2-splitting family for CR(Y ). Thus we have os2(Y ) = cs2(Y ) = ω.
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Now, assume that U ⊂ τ+(Y ) T3-splits τ+(Y ) and consider the family
V = {U ∈ U : ∃IU ∈
[
κ
]<ω
(U ⊂ [0, 1]× IU )}.
We claim that |V| ≥ κ. Indeed, otherwise for J =
⋃
{IU : I ∈ V} we had |J | < κ.
But then W = [0, 1]× (κ \ J) ∈ τ+(Y ) and for any U ∈ U with U ∩W 6= ∅ we
have U /∈ V , hence the point at infinity of Y belongs to U . This, however would
contradict our assumption that U ⊂ τ+(Y ) T3-splits τ+(Y ). Consequently, we
have |U| ≥ |V| ≥ κ, and hence os3(Y ) = cs3(Y ) = κ.
(iii) This is straightforward.
(iv) By Theorem 2.13 we have ω ≤ os2(T ) ≤ os3(T ) ≤ os3([0, 1]) = ω. Next,
Theorem 2.14 implies both cs2(T ) = max(cs2(Y ), cs2([0, 1])) = ω and cs3(T ) =
max(cs3(Y ), cs3([0, 1])) = κ. 
3. Shattering, splitting, and cellularity
The aim of this section is to present the first of our two main results, Theorem
A from the abstract. The crucial step will be achieved by establishing that the
cellularity number ĉ(X) is an upper bound for the splitting number os2(X) (resp.
os3(X) ) for all (resp. all pi-regular) spaces. This, in turn, will make use of the
concepts of shattering family and shattering number that we shall define
below.
Definition 3.1. (i) For any space X let
cel(X) = {S ⊂ RO+(X) : S is disjoint}.
(ii) F ⊂ cel(X) is called a shattering family for X if for for any U ∈ τ+(X) there
is S ∈ F such that U intersects at least two members of S, moreover
sh(X) = min{|F| : F is a shattering family for X}
is called the shattering number of X .
Every space X (being crowded T2) admits a shattering family. Indeed, if
U ⊂ RO+(X) is a T2-splitting family for X then the family of pairs
{ {U, X \ U} : U ∈ U}
is a shattering family for X . This, of course, also shows that os2(X) ≥ sh(X).
On the other hand, it is obvious that if F is a shattering family for X then ∪F
T2-splits τ+(X), hence os2(X) ≤ sh(X) ·c(X). If X is also pi-regular then for any
R ∈ ∪F we may fix a collection SR ⊂ RO+(X) such that for each U ∈ SR we have
U ⊂ R, we have U∩V = ∅ for distinct U, V ∈ SR, and ∪SR is dense in R. Now, if
we replace any S ∈ F with S˜ =
⋃
{SR : R ∈ S} then the union of F˜ = {S˜ : S ∈ F}
even T3-splits τ+(X), hence in this case we have os3(X) ≤ sh(X) · c(X).
Actually, for os2(X) the following stronger result holds. Recall that for any
cardinal κ its logarithm is defined by log κ = min{λ : 2λ ≥ κ}.
Theorem 3.2. For any space X we have os2(X) ≤ sh(X) · log(c(X)).
Proof. Let {Sα : α < sh(X)} be a shattering family for X and note that for
each α < sh(X)} we have |Sα| ≤ κ = c(X). We may assume without any loss of
generality that each Sα is infinite.
Now, it is well-known that for every infinite set S we have log |S| many binary
partitions of S, say P , such that for any two distinct elements x , y of S there is
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some P = {P0, P1} ∈ P for which x ∈ P0 and y ∈ P1. This follows e.g. from the
fact that d(D(2)κ) = log κ for any κ ≥ ω, see e.g. [6].
So, let us fix for each α < sh(X) such a system Pα of binary partitions of Sα
with |Pα| = log |Sα| ≤ log c(X). Clearly, then
U = {∪Pi : P ∈ ∪α<sh(X)Pα, i < 2} ⊂ τ(X)
T2-separates τ+(X) and |U| ≤ sh(X) · log(c(X)). 
We now present the crucial result of this section.
Theorem 3.3. We have sh(X) ≤ ĉ(X) for every space X. Moreover, if sh(X) =
ĉ(X) then there is a ĉ(X)-Suslin tree (or line).
Proof. We are going to build a tree T ⊂ RO+(X), with inclusion ⊂ as the tree
ordering, of height η ≤ ĉ(X) whose levels {Tα : α < η} will form a shattering
family for X . It is natural call this a shattering tree for X .
To begin with, for each regular open set R ∈ RO+(X) we fix two disjoint
non-empty regular open subsets of R, say P (R) and Q(R), in such a way that
their union P (R) ∪ Q(R) is dense in R. This is possible because X is crowded
T2. Note that then for every open subset U of R we have either U ⊂ P (R), or
U ⊂ Q(R), or U intersects both P (R) and Q(R).
Now, we define the levels Tα of T by transfinite recursion on α. For a start,
we put T0 = {X}. In the successor step, if Tα is defined then we put
Tα+1 = {P (R) , Q(R) : R ∈ Tα}.
This means that each member of Tα has two immediate successors, in particular,
Tα 6= ∅ implies Tα+1 6= ∅.
If α is limit and T ↾ α = ∪β<αTβ has been defined then we first consider the
set of all cofinal branches Bα of the partial tree T ↾ α. Formally, Bα consists
of all functions b : α → T ↾ α such that b(β) ∈ Tβ for any β < α, moreover
b(β) ⊃ b(γ) whenever β < γ < α. For every b ∈ Bα we let Rb = int(
⋂
β<α b(β)),
then Rb 6= ∅ implies Rb ∈ RO+(X). Then we put
Tα = {Rb : b ∈ Bα} \ {∅}.
This recursive construction stops at the first, necessarily limit, ordinal η when
Rb = ∅ for all b ∈ Bη. It is clear from our construction that if S and T are
incomparable elements of T = ∪α<η{Tα : α < η} then S ∩ T = ∅, hence every
antichain in T has size < ĉ(X). Moreover, as T branches at all of its nodes, every
chain in T has size < ĉ(X) as well. It follows then that η ≤ ĉ(X), moreover if
η = ĉ(X) then T is a ĉ(X)-Suslin tree.
Now, it remains to show that the family of levels {Tα : α < η} of T forms a
shattering family for X . To see this, we shall prove by transfinite induction on
α ≤ η the following statement (Iα): For every U ∈ τ+(X) either there is R ∈ Tα
with U ⊂ R, or there is a β ≤ α such that U intersects at least two members of
Tβ .
Indeed, (I0) holds trivially. If (Iα) holds then again it is trivial that so does
(Iα+1). So, assume that α ≤ η is limit and (Iβ) holds for all β < α and fix
U ∈ τ+(X). If there is β < α such that U intersects at least two members of
Tβ then we are done. Otherwise, by the inductive assumption, for each β < α
there is some b(β) ∈ Tβ with U ⊂ b(β). But then b ∈ Bα and we clearly have
U ⊂
⋂
β<α b(β), hence U ⊂ Rb ∈ Tα. This shows that (Iα) is valid. Since
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Tη = ∅, then (Iη) simply means that {Tα : α < η} is indeed a shattering family
for X . Consequently we have sh(X) ≤ η ≤ ĉ(X), moreover sh(X) = ĉ(X) implies
η = ĉ(X), hence T is a ĉ(X)-Suslin tree. 
Since we always have c(X) ≤ ĉ(X), from Theorem 3.3 and the remarks made
before it we immediately obtain the following results.
Corollary 3.4. For every space X we have os2(X) ≤ ĉ(X) and if X is also
pi-regular then even os3(X) ≤ ĉ(X). Moreover, if sh(X) < ĉ(X) then os2(X) <
ĉ(X) and if X is pi-regular then os3(X) < ĉ(X).
The second part is immediate from the fact that ĉ(X) is always a regular
cardinal.
We are now ready to present our main result about Tychonov NWC images
of Tychonov spaces.
Theorem 3.5. Any Tychonov space X has a Tychonov NWC image Y of weight
w(Y ) ≤ ĉ(X). If sh(X) < ĉ(X), in particular if there are no ĉ(X)-Suslin trees,
then in this statement ≤ can be replaced by <.
Proof. We shall actually give two proofs, one using os2 and the other using os3.
First proof. We may assume that X is a subspace of some Tychonov cube
[0, 1]κ and will show that there is J ⊂ κ with |J | ≤ ĉ(X) such that the projection
map piJ : [0, 1]κ → [0, 1]J restricted to X is NWC.
To see this, let us fix an open base B of [0, 1] and let E be the base of [0, 1]κ
consisting of all the elementary open sets of the form [ε], where ε is a function
with domain a finite subset of κ and range included in B, moreover
[ε] = {x ∈ [0, 1]κ : ∀α ∈ dom(ε)
(
x(α) ∈ ε(α)
}
.
Then V = {[ε]∩X : ε ∈ E} is a base forX , hence we may apply Theorem 2.4 to
obtain U ⊂ V of size ≤ os2(X)·c(X) ≤ ĉ(X) which T2-splits τ+(X). Let us fix for
each U ∈ U an εU ∈ E such that U = [εU ]∩X and set J =
⋃
{dom(εU ) : U ∈ U},
then |J | ≤ |U| ≤ ĉ(X).
To see that piJ is NWC on X , pick any G ∈ τ+(X) and two disjoint mem-
bers U0 and U1 of U both intersecting G. But then the non-empty projections
piJ
[
[εU0 ]∩G
]
and piJ
[
[εU11]∩G
]
are also disjoint because dom(εU0)∪dom(εU1) ⊂
J . Consequently, |piJ [G]| > 1.
If sh(X) < ĉ(X) then Corollary 3.4 implies os2(X) < ĉ(X), hence, by Theorem
2.4 again, the T2-splitting family U can be found with |U| < ĉ(X), and then we
have |J | < ĉ(X) as well.
Second proof. Let bX be any compactification of X , then bX is normal
and hence 2.9 implies that there is an NWC surjection f : bX → Y , where Y is
(necessarily) compact with
w(Y ) = os3(bX) ≤ ĉ(bX) = ĉ(X),
using Corollary 3.4. But, as X is dense in bX , then f ↾ X is also NWC. Indeed,
this is because for every U ∈ τ+(bX) we have x, y ∈ U with f(x) 6= f(y) and so
disjoint open sets V, W in Y containing f(x), resp. f(y). Then x ∈ f−1(V ) ∩ U
and y ∈ f−1(W ) ∩ U imply that we can pick points x′ ∈ X ∩ f−1(V ) ∩ U and
y′ ∈ X∩f−1(W )∩U , concluding that f(x′) 6= f(y′) for the points x′, y′ ∈ X∩U .
Now, note that w(f [X ]) ≤ w(Y ).
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Since X is dense in bX , we clearly have sh(X) = sh(bX). Hence sh(X) < ĉ(X)
implies that, by Corollary 3.4 again,
w(f [X ]) ≤ w(Y ) = os3(bX) < ĉ(bX) = ĉ(X).

The final result of this section shows that the proviso "there are no ĉ(X)-Suslin
trees" in the previous results is essential.
Theorem 3.6. If L is a LOTS then os2(L) < ĉ(L) implies d(L) < ĉ(L). Con-
sequently, if L is a κ-Suslin line for an uncountable regular cardinal κ then any
NWC image Y of L satisfies w(Y ) ≥ κ = ĉ(L).
Proof. The family I of all non-empty open intervals of L forms a base for the
topology of L, hence it follows from Theorem 2.4 and os2(L) < ĉ(L) that there is
J ⊂ I with |J | < ĉ(L) such that J T2-separates τ+(L). Let A be the set of all
end points of the members of J , then |A| < ĉ(L) and we claim that A is dense
in L. Indeed, if we had A ∩ I = ∅ for some I ∈ I then I ∩ J 6= ∅ for any J ∈ J
would imply I ⊂ J , contradicting our assumption that J T2-separates τ+(L).
Now, recall that L is a κ-Suslin line simply means that κ = ĉ(L) ≤ d(L).
Hence, in this case we have os2(L) = ĉ(L) and so, by Theorem 2.7, if Y is any
NWC image of L then w(Y ) ≥ ĉ(L). 
4. Pseudo-open images
The first result of this section, similarly to Theorem 3.5, yields an upper bound
for the minimum weight of a Tychonov PO image of a Tychonov spaceX in terms
of ĉ(X). However, as being PO is more restrictive than being NWC, it is not
surprising that the upper bound for PO images is larger than the upper bound
for NWC images. As we shall see later, at least consistently, this new upper
bound is sharp.
Theorem 4.1. Any Tychonov space X has a Tychonov PO image Y of weight
w(Y ) ≤ 2<ĉ(X).
Proof. We may assume that X is a subspace of some Tychonov cube [0, 1]κ
and will show that there is J ⊂ κ with |J | ≤ 2<ĉ(X) such that the projection
map piJ : [0, 1]κ → [0, 1]J restricted to X is PO. To this end, we first take an
elementary submodel M of H(λ) for a large enough regular cardinal λ such that
X, κ ∈ M , |M | = 2<ĉ(X), and
[
M
]µ
⊂ M for all cardinals µ < ĉ(X). This
is possible because ĉ(X) is regular. We then put J = M ∩ κ and claim that
piJ ↾ X : X → Y = piJ [X ] is PO. By Theorem 1.2, this amounts to showing that
if G is dense open in Y then X ∩ pi−1J [G] = (piJ ↾ X)
−1[G] is dense in X .
To see this, let us fix an open base B ∈M of [0, 1] and let E be the the family
of functions with domain a finite subset of κ and range included in B. Clearly,
E ∈ M and M  ε ∈ E iff ε ∈ M ∩ E iff ε ∈ E and dom(ε) ⊂ J . As in the first
proof of 3.5, we denote by [ε] the elementary open set in [0, 1]κ determined by ε.
Also, for any ε ∈M ∩ E we use [ε]J to denote the projection piJ
[
[ε]
]
, which is an
elementary open set in [0, 1]J .
Since ĉ(Y ) ≤ ĉ(X), we can chose a collection F ⊂ M ∩ E with |F| < ĉ(X)
such that for each ε ∈ F we have ∅ 6= Y ∩ [ε]J ⊂ G, moreover the family
{Y ∩ [ε]J : ε ∈ F} is disjoint and its union is dense in G and hence in Y . Note
that |F| < ĉ(X) implies F ∈M
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Now, the fact that H =
⋃
{Y ∩ [ε]J : ε ∈ F} is dense in Y can be reformulated
as follows: For every ε ∈ M ∩ E , if Y ∩ [ε]J 6= ∅ then there is some η ∈ F
such that Y ∩ [ε]J ∩ [η]J 6= ∅. But Y ∩ [ε]J ∩ [η]J 6= ∅ is clearly equivalent with
X ∩ [ε] ∩ [η] 6= ∅, consequently the following statement is satisfied in M :
∀ ε ∈ E ∃ η ∈ F
(
X ∩ [ε] 6= ∅ ⇒ X ∩ [ε] ∩ [η] 6= ∅
)
.
Since all the three parameters of this formula, namely E , F , and X belong to M ,
by elementarity it is actually true. But this just means that X ∩pi−1J [H ] is dense
in X , hence so is the larger set X ∩ pi−1J [G]. 
Now we turn to giving the promised results that yield the sharpness of Theorem
4.1, at least consistently. First we need a definition.
Definition 4.2. For a space X we call a funnel in X any decreasing ω-sequence
of open sets that has nowhere dense intersection. We say that X has the small
transversal property (STP) if for any sequence 〈Fn : n < ω〉 of funnels in X
with Fn = 〈Un,k : k < ω〉 for n < ω, there is a function g : ω → ω such that the
"transversal" set ∪n<ωUn,g(n) is not dense in X .
Next we need a lemma that has nothing to do with PO, or actually any maps.
Lemma 4.3. If Y is a CCC space and U is any maximal centered subfamily
of τ+(Y ) then there is a countable subset V ⊂ U such that ∩V is nowhere dense
in Y .
Proof. Let W be a maximal disjoint subset of τ+(Y ) \ U , then W is countable
because Y is CCC. Note that U is closed under finite intersections being maximal
centered, hence for each W ∈ W there is some UW ∈ U with W ∩ UW = ∅.
We claim that ∪W is dense in Y . Indeed, otherwise we would have two disjoint
non-empty open subsets U0, U1 of Y \ ∪W and by the maximality of W both
of them would have to belong to U , that is clearly absurd. But this means that
V = {UW :W ∈ W} is as required. 
This leads us to the following result that yields a necessary condition for PO
images of spaces with the STP.
Theorem 4.4. If the space X has the STP then τ+(Y ) is not σ-centered for any
PO image Y of X.
Proof. Assume, on the contrary, that f is a PO map of X onto Y and τ+(Y ) is
σ-centered. Then we may write τ+(Y ) = ∪n<ωUn, where we may assume without
any loss of generality that each Un is maximal centered in τ+(Y ).
Clearly, if τ+(Y ) is σ-centered then Y is CCC, hence we may apply Lemma
4.3 to find for each n < ω a countable subset Vn ⊂ Un such that Sn = ∩Vn is
nowhere dense in Y . Since Un is closed under finite intersections, we may clearly
assume that Vn = {Vn,k : k < ω} is decreasing in k for each n < ω. Then each
Fn =
〈
f−1[Vn,k] : k < ω
〉
is a funnel in X because ∩Fn = f−1[Sn] is nowhere
dense in X , for f is PO.
By the STP then there is a function g : ω → ω such that ∪n<ωf−1[Vn,g(n)] is
not dense in X . On the other hand, no matter how we choose Un ∈ Un for each
n < ω, then ∪n<ωUn is dense in Y because every U ∈ τ+(Y ) belongs to some
Un and hence intersects Un. This, however, implies that while W = ∪n<ωVn,g(n)
is dense open in Y , its inverse image f−1[W ] = ∪n<ωf−1[Vn,g(n)] is not dense in
X , contradicting that f is PO. 
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Corollary 4.5. Let X be any space with the STP and assume that Y is a PO
image of X. Then
(i) d(Y ) > ω and
(ii) if Y is also CCC and Martin’s axiom holds then pi(Y ) ≥ c.
Proof. (i) is obvious because the topology of a separable space is σ-centered. (ii)
follows from the well-known fact that under Martin’s axiom pi(Y ) < c implies
that τ+(Y ) is σ-centered for any CCC space Y , see e.g. [4]. 
Of course, to apply these results we need to give examples of spaces with the
STP and that’s what we shall do now.
Theorem 4.6. (1) Any standard (i.e. ω1-) Suslin line L has the STP.
(2) Assume that the space X admits a probability measure µ such that
(i) µ(U) > 0 for all U ∈ τ+(X);
(ii) µ(G) = 1 whenever G is dense open in X.
Then X has the STP.
Proof. For (1), consider any sequence 〈Fn : n < ω〉 of funnels in L with Fn =
〈Un,k : k < ω〉 for n < ω. Now, every open set Un,k is the union of a countable
collection In,k of open intervals because L is hereditarily Lindelöf. Let An,k be
the set of end points of the intervals in In,k and let A be the union of all the
An,k’s. Then A is countable, hence not dense in L, so there is a non-empty open
interval J of L with J ∩A = ∅. But then, for any n, k < ω and I ∈ In,k, we must
have either J ⊂ I or J ∩ I = ∅. Since ∩Fn is nowhere dense, this means that for
each n < ω there is g(n) < ω such that J ∩ In,g(n) = ∅, hence ∪n<ωUn,g(n) is not
dense in L.
To see (2), note first that for any funnel F = 〈Uk : k < ω〉 in X we have
µ(∩F) = 0 by condition (ii), consequently the positive values µ(Uk) converge to
0. Thus if 〈Fn : n < ω〉 is any sequence of funnels in X then we can clearly pick
members Un of Fn for n < ω such that
∑
n<ω µ(Un) < 1. But then µ(∪n<ωUn) <
1 as well, hence ∪n<ωUn is not dense, again by (ii). 
Of course, we already know that a Suslin line does not even have a NWC image
of countable weight, hence part (1) of Theorem 4.6 does not give us anything new
in that respect. However, we have two interesting examples of type (2).
Example 4.7. Our first example is the interval [0, 1] equipped with the stan-
dard Lebesgue measure λ and not with the standard topology but with the density
topology δ; it is known that this space is Tychonov, see e.g. [10]. Obviously,
the identity map of [0, 1] considered as a map from δ to the standard topology is
NWC. On the other hand, by Theorem 4.6 and Corollary 4.5, [0, 1] equipped with
δ has no separable PO image.
This space X is also CCC and hence so is any continuous image of it, hence,
if Martin’s axiom holds then by Corollary 4.5 any PO image Y of X satisfies
w(Y ) ≥ pi(Y ) ≥ c. Since Martin’s axiom is consistent with the continuum c being
arbitrarily large, this indeed shows the consistent sharpness of Theorem 4.1 for
CCC Tychonov spaces, i.e. those for which ĉ(X) = ω1 holds.
We do not know the answer to the following question.
Problem 4.8. Is there in ZFC a CCC Tychonov space X such that for any PO
image Y of X we have w(Y ) ≥ c?
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Example 4.9. Our second example is the compact L-space K that was con-
structed from CH by Kunen in [8]. K also carries a measure µ as in (2) of
Theorem 4.6, hence it does not admit a separable PO image. On the other hand,
K was constructed as a closed subspace of the Cantor cube D(2)ω1 in such a way
that that piω[K], i.e. the projection of K to the first ω indices is all of D(2)
ω,
hence the Cantor set is an NWC image of K.
5. The case of ω∗
In this section we collected everything we could prove concerning the previ-
ously discussed topics in the case of the 0-dimensional compact space ω∗, the Čech
- Stone remainder of ω. We think it is interesting that the values on ω∗ of the
various cardinal functions we introduced above coincide with various well-known
and well-studied cardinal characteristics of the continuum, see e.g. Chapter 9 of
[5]. The topological facts about ω∗ that we shall use are well known, they can
be found e.g. in [11].
For any infinite set A ∈ [ω]ω we write A∗ = A \A, where the closure is taken
in βω. Then B = {A∗ : A ∈ [ω]ω} is the family of all clopen subsets of ω∗ and
hence is a base for ω∗.
Theorem 5.1. sh(ω∗) = os2(ω
∗) = h, where h is the shattering number for [ω]ω,
see [1] or [5].
Proof. sh(ω∗) = h simply follows by inspecting and comparing the respective
definitions, using that for any A, B ∈ [ω]ω we have |A ∩B| < ω iff A∗ ∩B∗ = ∅.
In fact, this observation motivated us in our choice of terminology for the cardinal
function sh(X).
Since os2(X) ≥ sh(X) holds for all X , it suffices to show os2(ω∗) ≤ h. But
according to Theorem 3.2 we also have os2(X) ≤ sh(X) · log(c(X)) and thus
os2(ω
∗) ≤ h · log c = h
because c(ω∗) = c and log c = ω. 
Theorem 5.2. os3(ω
∗) = s, where s is the splitting number for [ω]ω.
Proof. If S ⊂
[
ω
]ω
is a splitting family for [ω]ω then
{S∗, ω∗ \ S∗ : S ∈ S}
clearly T3-splits B, a base for ω∗, and so it T3-splits τ+(ω∗) as well. Thus we
have os3(ω∗) ≤ s.
Next, by Theorem 2.3, there is a T3-splitting family U for ω∗ of size os3(ω∗)
with U ⊂ B. Now, it is straight forward to check that if U = {A∗ : A ∈ S} then
S is a splitting family for [ω]ω, hence os3(ω∗) ≥ s. 
Theorem 5.3. cs3(ω
∗) = c.
Proof. Now cs3(ω∗) ≤ w(ω∗) = c is trivial, hence by Theorem 2.3 it suffices to
show that if U ⊂ B has cardinality |U| < c then U does not T3-split CR(ω∗).
To see this, we apply Pospišil’s celebrated result from [9] to pick a point p ∈ ω∗
of character χ(p, ω∗) = c and put
V = {U ∈ U : p ∈ U} ∪ {ω∗ \ U : U ∈ U and p /∈ U}.
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Let us put F = ∩V , then p ∈ F and F is an infinite closed subset of ω∗ because,
by compactness, we have ψ(p, ω∗) = χ(p, ω∗) = c. But it is well-known that any
infinite closed subset of ω∗ includes a copy of ω∗ that is crowded, while no two
members of U split even F . 
The last two theorems together with 2.9 and 2.10 yield the following corollary
determining the minimum weight of NWC, resp. CP images of ω∗.
Corollary 5.4. (i) The minimum weight of a NWC image of ω∗ is equal to s.
(ii) The weight of any CP image of ω∗ is equal to c.
We can also determine the weight of PO images of ω∗.
Theorem 5.5. For any PO image Y of ω∗ we have ĉ(Y ) = c+, hence w(Y ) = c.
Proof. Assume that f is a PO map of ω∗ onto Y . The standard Cantor tree
argument gives a disjoint family G of non-empty closed Gδ sets in Y with |G| = c.
But for every G ∈ G then f−1(G) is a non-empty closed Gδ set in ω∗ and thus
has non-empty interior, say UG. But then, as f is PO, by proposition 1.2 we
have ∅ 6= int
(
f [UG]
)
⊂ G, and we are done. 
The following problem contains the only thing that we do not know about ω∗.
Problem 5.6. What is cs2(ω
∗)?
6. An application to densely k-separable spaces
We start this section with a couple of simple definitions taken from [2].
Definition 6.1. A space X is called k-separable if it has a σ-compact dense
subset. We say that X is densely k-separable if every dense subspace of X is
k-separable.
It was shown in [2] that every densely k-separable compact space is actually
densely separable, or equivalently, has countable pi-weight. The aim of this section
is to present a result on NWC images of densely k-separable spaces which provides
an alternative to – the lengthily and tediously proved – Lemma 3.1 of [2] that
was crucial in the proof of the main result of [2].
We recall that a spaceX is called feebly compact if every locally finite family
of open sets in X is finite. This is clearly equivalent with the condition that for
every decreasing sequence {Un : n < ω} ⊂ τ+(X) we have ∩{Un : n < ω} 6= ∅.
A space is pseudocompact iff it is a feebly compact Tychonov space.
Theorem 6.2. If the feebly compact pi-regular space X is densely k-separable then
sh(X) = ω. Consequently, any pseudocompact space has a compact metrizable
NWC image.
Proof. We shall actually prove the contrapositive of our statement: If X is feebly
compact and pi-regular with sh(X) > ω then X is not densely k-separable. Since
densely k-separable spaces are trivially CCC, we are done if X is not CCC. So
we may assume that X is CCC (i.e. ĉ(X) = ω1) and hence, by Theorem 3.3,
sh(X) = ω1.
We may also assume, without any loss of generality, that sh(U) = ω1 holds
for all U ∈ τ+(X). Indeed, let U ⊂ τ+(X) be a maximal disjoint collection with
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sh(U) = ω for each U ∈ U . Then
⋃
U cannot be dense in X because that clearly
would imply sh(X) = ω as well. Thus we have a regular closed subset W of X
with
⋃
U ∩W = ∅. But W is also feebly compact and pi-regular, and clearly,
every V ∈ τ+(W ) satisfies sh(V ) = ω1. Since regular closed subsets of densely
k-separable are again densely k-separable, we may simply replace X with W .
Let us now consider the shattering tree T of height ω1 for X that we con-
structed in the proof of Theorem 3.3. (We are going to use the notation and
terminology given there.) The only difference in the construction of T is that
the immediate successors in Tα+1 of any R ∈ Tα are not P (R) and Q(R) but the
members of a maximal collection U(R) ⊂ RO+(X) such that for every U ∈ U(R)
we have U ⊂ R, moreover U ∩ V = ∅ for distinct U, V ∈ U(R). Using the
pi-regularity of X , it is easy to check that everything we did concerning the shat-
tering tree T in the proof of Theorem 3.3 remains now valid. One additional
consequence in the present case is that for every limit ordinal α < ω1 and b ∈ Bα
we have
Sb =
⋂
β<α
b(β) =
⋂
β<α
b(β).
In particular, this means that each Sb is a Gδ-set.
First we show that for each α < ω1 the union of the level Tα of T is dense in
X . Indeed, given any U ∈ τ+(X), the assumption sh(U) = ω1 implies that there
is V ∈ τ+(X) such that for all β ≤ α no two members of Tβ meets V . But then
by the statement (Iα) we proved there we have some R ∈ Tα such that V ⊂ R,
consequently U ∩R 6= ∅.
Let us denote by Br the set of all maximal branches of T . Clearly, b ∈ Br
means that for some limit α < ω1 we have b ∈ Bα and Sb has empty interior.
We claim next that S =
⋃
{Sb : b ∈ Br} is a dense subset of X . To see this, by
pi-regularity, it suffices to show that for every U ∈ τ+(X) there is b ∈ Br with
U ∩ Sb 6= ∅. Assume, on the contrary, that for every b ∈ Br we have U ∩ Sb = ∅.
This implies that for every b ∈ Br with b ∈ Bα there is some β < α such that
U ∩ b(β) = ∅. Indeed, otherwise we had by feeble compactness of X that
∅ 6=
⋂
β<α
U ∩ b(β) ⊂ U ∩ Sb.
Now, for every α < ω1 we may choose Rα ∈ Tα such that U ∩ Rα 6= ∅ and
bα ∈ Br with Rα = bα(α). But by our indirect assumption we have U ∩Sbα = ∅,
so there is a smallest ordinal βα > α with U ∩ bα(βα) = ∅. Then we may clearly
find an uncountable set of ordinals L ⊂ ω1 such that α, δ ∈ L and α < δ imply
βα < βδ. However, then we have U ∩ bδ(βα) 6= ∅ while U ∩ bα(βα) = ∅, hence
bδ(βα) ∩ bα(βα) = ∅, consequently bδ(βδ) ∩ bα(βα) = ∅ as well. But this would
mean that {bα(βα) : α ∈ L} is an uncountable antichain in T , a contradiction
implying that S is indeed dense in X .
Let us now fix an enumeration {Bξ : ξ < µ = |Br|} of the set of branches Br
and for each ξ < µ define Qξ = Sbξ \
⋃
η<ξ Sbη . Then each Qξ is again a Gδ-set
and the family {Qξ : ξ < µ} is left-separated in the sense of section 3 of [3].
We claim that Z =
⋃
{Qξ : ξ < µ} ⊂ Y is also dense in X . Indeed, for
any U ∈ τ+(X) there is a smallest ordinal ξ such that U ∩ Sbξ 6= ∅, which
implies that U ∩
⋃
η<ξ Sbη = ∅, hence U ∩ Qξ 6= ∅. But then, by Theorem
3.1 of [3], for every compact subset K ⊂ Q there is a countable set of indices
aK ⊂ µ such that K ⊂
⋃
ξ∈aK
Qξ, and then this also holds for any σ-compact
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K ⊂ Q. However, for any countable set of branches A ⊂ Br the union of
{Sb : b ∈ A} is not dense in X . Indeed, let b ∈ Bαb for b ∈ A and choose the
limit α < ω1 above ζ = sup{αb : b ∈ A}. Then for any branch d ∈ Bα ∩ Br we
have d(ζ + 1)∩
⋃
{Sb : b ∈ A} = ∅. Thus we may conclude that the dense subset
Z of X has no σ-compact dense subset, hence X is not densely k-separable.
Now, if X is pseudocompact, hence Tychonov, and densely k-separable then,
by Theorem 3.3, sh(X) = ω implies that X has a Tychonov NWC image Y of
countable weight, hence Y is metrizable. But clearly, Y is also pseudocompact,
and then compact as well. 
Corollary 6.3. Let X be a crowded pseudocompact space, then there is a partition
Z of X consisting of nowhere dense closed Gδ sets and satisfying that, for all
non-empty regular closed subsets R of X, the set {Z ∈ Z : R ∩ Z 6= ∅} has
cardinality c.
Proof. Let f : X → Y be an NWC surjection of X onto the compact metrizable
space Y . Then Z = {f−1(y) : y ∈ Y } is the required partition of X . The last
requirement is immediate from the fact that f [R] is a crowded (pseudo)compact
set in Y , for f is NWC. 
It is easy to check that this Corollary could replace Lemma 3.1 in the proof of
the main result of [2].
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