We prove that for a given symmetric Dirichlet form of type E(u; v) = R E hA(z)ru(z); rv(z)i H (dz) with E = C 0 0; 1] and H = classical Cameron-Martin space the corresponding di usion process (under P ) can be decomposed into a forward and a backward Evalued martingale. Applications to prove tightness of laws of di usions of the above kind are given.
Introduction and framework
Let E = C 0 0; 1] be the Banach space of all continuous functions on 0; 1] with initial value zero. E is endowed with the usual maximum norm denoted by k k. Let be a probability measure on (E; B(E)) with supp ] = E . Let L 2 (E; ) (:= L 2 (E ! IR; )) denote the corresponding L 2 -space. Let where C 1 b (IR m ) is the set of all in nitely di erentiable functions on IR m with all partial derivatives bounded and E 0 is the dual of E. Identifying where L is the generator of (E; D(E)) (cf. e.g. MR92, Chap.I, Sect.2]).
De ne a probability measure P on ( ; F) by
(1.8)
The aim of this paper is to prove that the Dirichlet process M can be decomposed into a forward and a backward martingale on the in nite dimensional space E under the probability measure P (cf. Theorem 2.1 below). This extends the corresponding componentwise decomposition given in LZhe88]. Our approach uses a modi cation of Levy's method to construct Brownian motion. The forward and backward decomposition incorporates important cancellations and implies useful estimates for the Dirichlet process. An important application of the decomposition is to prove tightness of a sequence of di usion processes on the Banach space E. This is carried out in Section 3. The main result is proved in Section 2. Set h 0 (w) := w(1) for w 2 E. Clearly, the linear span of fh 0 ; h k;n ; odd k < 2 n ; n 1g is dense in E 0 and the following is easy to check: h k;n (w) = hh k;n ; wi H ; h 0 (w) = hh 0 ; wi H ; w 2 H, Thus for # > 0 P n > #(2 ?n ln 2 n ) Again we impose the minimum condition that (E n ; FC 1 b )) is closable on L 2 (E; n ) and we denote its closure by (E n ; D(E n )).
Let M n = f ; F; (F t ); (X t ); (P n z ) z2E g be the di usion process associated with (E n ; D(E n )). Here := C( 0; 1) ! E) is the path space equipped with the topology of locally uniform convergence, X t (w) := w(t); w 2 , is the coordinate process, (F t ) the corresponding ltration, and F := fX t jt 0g. For n 1 de ne a probability measure P n on ( ; F) by P n = Z E P n z n (dz) : (3.2) Theorem 3.1 Assume f n jn 1g is tight on (E; B(E)). Then fP n jn 1g is tight on the path space .
Proof. Let T > 0 and T := C( 0; T] ! E). It su cies to prove the tightness of (the restrictions of) fP n j n 2 INg on T . For simplicity again we set T := 1. First we are going to prove that there exists a constant c m > 0, which is independent of n, Note that for any t 0, n t := P n X ?1
