Transparency can empower users to make informed choices about how they use an algorithmic decision-making system and judge its potential consequences. However, transparency is often conceptualized by the outcomes it is intended to bring about, not the specifics of mechanisms to achieve those outcomes. We conducted an online experiment focusing on how different ways of explaining Facebook's News Feed algorithm might affect participants' beliefs and judgments about the News Feed. We found that all explanations caused participants to become more aware of how the system works, and helped them to determine whether the system is biased and if they can control what they see. The explanations were less effective for helping participants evaluate the correctness of the system's output, and form opinions about how sensible and consistent its behavior is. We present implications for the design of transparency mechanisms in algorithmic decision-making systems based on these results.
INTRODUCTION
An algorithm is "a finite, discrete series of instructions that receive an input and produce an output" [26] . Algorithms now contribute to decisions affecting millions of people, related to employment, housing, healthcare, education, and criminal justice, among many others [2, 44] . Negative consequences can result from decisions that depend upon algorithms, such as economic or social disadvantaging of already marginalized populations [2, 8, 30, 44] . In a social media context, algorithmic curation-automated selection and ranking of contentacts as a gatekeeper, defining what is relevant, knowable, and authoritative [27, 6, 23] . Personalization via algorithmic curation in social media can lead to a lack of information diversity Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. or echo chambers of ideas in which users are closed off from opposing points of view [6] .
As important responsibilities and processes are increasingly delegated to algorithmic decision-making systems [13, 56] , more attention is being paid to algorithmic transparency [12, 43] . Researchers and policy-makers argue that transparency is valuable, and advocate greater transparency as a remedy for identifying and preventing various potential negative effects of these systems [12] . Transparency involves encountering non-obvious information that is difficult for an individual to learn or experience directly, about how and why a system works the way it does and what this means for the system's outputs. Transparency mechanisms provide opportunities for users to gain familiarity with aspects of a system that are usually hidden [19] , and can change people's beliefs about a system and their interactions with it. Greater transparency allows people to question and critique a system in order to develop appropriate reliance, rather than blind faith [2, 56] .
Several different types of mechanisms have been identified that contribute to greater transparency in algorithmic decisionmaking. Users may become aware of an algorithm through repeated experiences with a system [46] . In some cases, users encounter unexpected or confusing information that violates expectations [11, 45] and hints at algorithmic bias [17] . In others, users are motivated to become more knowledgeable about the algorithmic outputs so they can create workarounds in an effort to avoid negative outcomes [32] . However, such "organic" awareness is not systematic, or spread evenly through the user population.
Another type of mechanism for transparency is algorithm audits, which investigate both how an algorithmic decisionmaking system works, and what its impacts are [38] . Sandvig et al. [48] describe several different levels at which audits of algorithms could operate, each providing a different type of visibility and accountability. However, audits must generally be undertaken without the cooperation of the system providers, who often include prohibitions of audit techniques in their terms of service. Some have argued that platforms are intentionally opaque regarding details about their operation as a form of self-protection from competitors or others who attempt to "game" the system [7] .
of transparency in algorithmic decision-making systems [32] . This paper presents the results of an experiment investigating how different types of explanations discussed in the literature and used "in the wild" might affect people's beliefs and judgments about Facebook's News Feed, an algorithmic decision-making system currently in widespread use. We introduce new explanation types, designed based on information in official blog posts about the News Feed, and define a new measurement framework for transparency outcomes, focused on the different functions that transparency is thought to serve (awareness, correctness, interpretability, and accountability). This paper contributes novel results to the research literature about transparency and algorithmic decision-making systems by showing through a controlled experiment that even brief explanations can affect user beliefs about hidden aspects of a system they have been using for many years.
RELATED WORK Explanations and Transparency
Algorithms that make autonomous decisions and provide recommendations are a "mission critical" aspect of many online content and e-commerce platforms, including Facebook, Google, Netflix, and Amazon [28, 29, 39] . Algorithmic decision-making systems like Facebook, and recommender systems like Netflix, fundamentally use the same kinds of technologies and perform very similar functions: both involve matching users with items. Recommender system output is presented to users as a set of options to choose from, which provides evidence of the existence of the matching process. However, in an algorithmic decision-making system, users are not explicitly informed that the information they see is a subset of what is available. Unlike recommender systems, algorithmic decision-making systems typically do not provide visibility into what the technologies are doing [39] .
Many recommender systems also provide explanations, or short persuasive texts, along with the recommendations [3] . Explanations present information about how the system produced the recommendation and the reasons behind it [3, 24, 52] , and are in service to the system's purpose and goals [20] . They help the user understand and act upon the recommendation [47] . Previous research has focused on different aspects of explanations, including data sources [42, 5] , cognitive fit [22] , modality (e.g. text vs. visual) [40, 21] , "completeness" and "soundness" of information provided [31] , and content type [24, 37] . This last aspect, content, represents the most fundamental consideration in explaining a system. Explanations improve system usability and overall performance, and promote more positive user perceptions and acceptance of the system [10, 24, 21, 37] . They also help users to know what the limitations of a system are, and when they can rely on it [37] .
Types of Explanations
Friedrich and Zanker [20] classified explanations into two types, "white box" and "black box". How explanations are "white box" descriptions of a system's inputs and outputs and the steps it takes to arrive at a particular outcome. They provide information about how a system produces a recommendation, particularly focusing on the system's reasoning and data source [50, 51] . These explanations disclose important details about the functioning of the system to the user, and fill a knowledge gap between a user's experiences with and intuitions about a system and the system's actual internal processes [54] . Explanations that help users understand how a system works have demonstrated a positive relationship with user satisfaction with the system [21] . How explanations can also increase beliefs in the competence and benevolence of a system [54] and the perceived usefulness of a system [55] .
Why explanations treat systems as "black boxes", providing justifications for a system and its outcomes and explaining the motivations behind the system, but not disclosing how the system works. These explanations fill an intention gap between a user's needs and interests and the system's goals [54] , but do not provide any visibility into how the system works. In other words, Why explanations allow users to determine whether their goals match those of the system. When users believe they understand why a system makes a recommendation, they feel more comfortable and satisfied with recommendations [49] , and are more willing to accept a recommendation [10] .
We introduce two additional types of explanations in this study: What and Objective explanations. Many Facebook users do not realize that the content in their News Feeds is curated by an algorithm [16] , so they cannot react to stories in the News Feed like they would a recommendation. Thus, What explanations reveal the existence of algorithmic decision-making, without providing additional information about the system. We use a What explanation in our experiment to measure the effect of becoming aware of the algorithm separately from the types of information provided by other explanations.
Though technology companies typically use an iterative process of testing and development to produce and maintain systems, explanations in recommender systems usually do not explicitly include information about this. However, a content analysis of Facebook's 'News Feed FYI' blog 1 -the primary venue through which Facebook explains its News Feed algorithm to users-revealed a strong emphasis on the impartial, data-driven design and testing of the algorithm as evidence for the argument that the algorithm serves the interests of users [9] . This kind of information about how the system is developed might be helpful for supporting judgments about it. As such, our study introduces Objective explanations, which describe the process by which a system comes into being and is continually improved. "Objective" is used here in the sense of the adjective meaning "unbiased", not the noun meaning "goal". Neither What nor Objective information is typically included in traditional How or Why explanations.
Functions of Transparency Mechanisms
Algorithmic transparency often refers to the act of making a system knowable or visible [18, 34, 1, 13] . This conceptualizes transparency as a mechanism or process that brings about changes in user behavior or system governance. However, transparency is also sometimes treated as a state that is the outcome of a process. For example, the Association for Computing Machinery recently included explanations in its list of 'Principles for Algorithmic Transparency and Accountability' as a mechanism for making systems more transparent [2] . It can be difficult to disambiguate in the literature whether "transparency" refers to the mechanism or the outcome, the cause or the effect. In this paper we treat transparency as the mechanism, and define the effects brought about by transparency in terms of different types of functions that transparency mechanisms are thought to perform. This allows us to begin to identify what types of information and arguments explanations might provide that could bring about changes in specific knowledge and beliefs about systems that involve algorithmic decision-making.
Transparency performs the basic function of providing visibility that there is an algorithm that is making decisions, thereby creating awareness that interactions with the system are mediated by an algorithm [1] . Telling people what the system is doing makes the aspects of its behavior that may not be visible or detectable able to be perceived and known [38] . An explanation alerting users to the actions of an algorithm can be especially powerful for informing users who may be unaware.
Transparency mechanisms also function to help users to learn about how the system works, so they can evaluate the correctness of the outputs they experience and identify outputs that are incorrect. Correctness judgments are a function of transparency in that a mechanism that can support an understanding of how the inputs produce the outputs [31] is necessary before an individual can evaluate for themselves "whether a system is working as intended and what changes are required" [1] . An explanation about how the system works should help users understand what outputs the system is supposed to produce, and recognize when it makes mistakes or errors.
In addition to judgments about correctness, transparency can also function as support for judgments about how sensible the outputs are, and convey that the system's behavior is not arbitrary or random [56] . Understanding that there are reasons why a system behaves the way it does, and evaluating whether the system is acting consistently with those reasons, makes the system's behavior interpretable and helps users feel comfortable acting on the outputs [35] . An explanation supporting interpretability would help users better understand the system's behavior based on seeing the "truth and motives" or reasons behind the system's actions [14] , and to identify when the system is not acting in support of those motives.
Much of the literature on transparency also emphasizes the goal of governing a system through accountability [1] . Transparency mechanisms can convey a sense of iterative control, or individual users feeling like they are in some way responsible for the outputs of the algorithm. In order for a system to be directly accountable to users, an explanation would need to provide information that helps them believe and understand that they can directly affect the outputs of the system. Ideally, transparency mechanisms also enable users to identify biases that may result in negative consequences [13] , and empower users to question and critique the system, providing grounds for demanding remediation [1] . However, many of the outcomes of transparency as an accountability intervention are beyond the scope of an individual user's ability to influence the system or the corporations operating the platforms.
The goal of this experiment was to identify the effects of four different types of explanations (What, How, Why and Objective) on user beliefs about an algorithmic decision-making system, measured in terms of the functions that transparency mechanisms perform (awareness, correctness, interpretability, accountability). Each function of transparency reflects a qualitatively different understanding of the system, and some functions may be more beneficial for mitigating potential negative effects of algorithmic decision-making than others. This experiment is an important first step toward identifying how different types of information about a system might bring about changes in specific transparency-related user beliefs.
METHOD

Participants
Data collection took place online from August 10-24, 2017. Participants were recruited from a panel provided by Qualtrics. Eligible participants lived in the United States, were 18 or older, had been using Facebook for at least two months, had more than 50 Facebook friends, and reported visiting Facebook at least once per month (88.55% visited daily). We used quotas for age (35% over age 55) and gender (52% women) to ensure greater diversity in our sample on these two dimensions. We excluded participants who identified themselves as social media experts (managing a Page on Facebook; job responsibilities including posting content on social media, communicating with clients or customers via social media, or working on an organization's social media strategy) or computing experts (job responsibilities including computer programming, quality assurance and testing, IT security, or network administration). We believed that these areas of expertise would be related to greater knowledge of the Facebook News Feed ranking algorithm than would likely be found among the general population, and we wanted to focus on non-experts. 6842 potential participants started the survey by viewing the consent form. 285 declined consent and 5056 were determined to be ineligible. To ensure data quality, we excluded participants who answered one of four attention-check questions incorrectly. 820 participants were excluded before completing the survey for reasons such as failing an attention or manipulation check, taking too long to complete the survey, or submitting poor quality answers to an open-ended question included in the survey for data quality purposes (see the supplementary file for more information). After data cleaning, there were 681 participants in the final dataset for analysis. Participants ranged in age from 18 to 88, with a mean of 43 (SD=16). A large majority of participants reported "white" as one of the ethnicity categories that described them (84.29%). Seventyfive percent said they had been using Facebook for more than 5 years, and 62% had posted at least one story in the past week. The average number of Facebook friends per participant in our sample was 339 (SD=456, Max=4958, Median=201). Further information about participant demographics is available in the supplementary file. in each condition. We allowed participants no more than 60 minutes to complete the experiment, starting after they had completed the consent and screening questions. With this time limit, we ensured that all participants answered the questions within a similar timeframe after exposure to the experiment manipulation. The study took an average of 21.57 minutes for participants to complete, and the minimum completion time was 6.08 minutes.
Potential participants received a study invitation via an email message, and clicked on a link that directed them to the Qualtrics platform which hosted the experiment. Participants first saw the online consent form which described the study, including its expected duration to complete and the time limit for completion. Participants who consented to the study were directed to a series of screening questions to determine their eligibility to participate. Participants who were eligible then answered questions about themselves and their Facebook use.
Next, participants read a short text about Facebook that was different in each experiment condition, and immediately afterward answered three manipulation check questions. Participants were given two chances to answer three factual questions about the text they had read. One hundred eighty participants did not answer all three questions correctly after two attempts, and were excluded from the experiment. And, 88 participants failed the manipulation check the first time, but answered correctly the second time and were allowed to proceed with the rest of the experiment. After the manipulation check, participants were asked about how new and surprising the information in the text they read was to them.
The next four pages of the survey consisted of questions designed to measure the functions of transparency discussed in the related work section: awareness, correctness, interpretability, and accountability, in that order. The question order on each page was randomized. The last page of the survey consisted of three final demographics questions about income, ethnicity, and region of the US where the participant lived. At the end of the experiment, participants who had completed the survey received points from the online panel service worth approximately US$1-$2 that could be combined with the incentives from other surveys and redeemed for items like gift cards, frequent flyer miles, credit for online games, etc.
Explanation Conditions
We designed four explanations of the Facebook News Feed that each consisted of two short paragraphs of around 200 words. They were based on a content analysis of blog posts from Facebook's 'News Feed FYI' Blog through December 15, 2016 [9] . This provided greater external validity to the experiment; we did not speculate or guess about how the News Feed ranking algorithm works, so that we were not deceiving our participants. Therefore, the four explanation conditions in our experiment use information that is based on and resembles what Facebook the company is already willing to disclose about its platform to end users. However, our explanations were not personalized to the individual preferences and characteristics of our participants, as they often are in recommender systems [20] . We also designed a short paragraph to use as a control condition, containing general information about Facebook adapted from text on Wikipedia 2 and modified for length and to use more neutral language.
We did three rounds of piloting the explanations and the control condition text and revised them after each round. We did this to ensure that the explanations did not vary across conditions in terms of their tone, clarity, and credibility. Each explanation and the control condition also had three corresponding manipulation check questions, and in the pilots we also tested and revised these questions to ensure that they did not vary in difficulty across the conditions.
One challenge in designing the explanations was how to discuss where the agency lies for what stories users see in their News Feeds. It is difficult to differentiate Facebook the company and its employees from the News Feed feature or the ranking algorithm when writing short 200-word texts for a general audience about who or what is responsible for which stories a user sees when they visit the platform. Also, users are part of a feedback loop, as producers of both content and data that serve as inputs to the News Feed ranking algorithm, and also consumers of the output of the algorithm.
All four explanation conditions contained the information that there is an algorithm that guesses which stories people will want to see most, and decides the order the stories are presented in. The information unique to each condition is briefly described below, and the characteristics of each explanation as well as the number of participants per condition is presented in Table 1 . The full text of the explanations is available in the supplementary file.
-What: Reveals that stories are not shown in chronological order; the News Feed is personalized by an algorithm that chooses which stories will be at the top, and people are more likely to see stories that are higher up. -How: Informs participants that the ranking algorithm uses data collected about users and their behaviors to calculate a score for each story; the score is used to put stories in order, and the stories higher up are the ones the algorithm guesses users will like the most. -Why: Describes information overload (too many stories to see them all) as the reason the ranking algorithm is necessary, and that Facebook's goal when deciding how stories should be ranked is to prioritize the interesting and relevant high quality stories that users want to see most. ticipants think the system is fair and they can control the outputs the system produces.
RESULTS
To determine the causal effect of the four explanation types on outcome variables measuring the functions that transparency mechanisms perform, we conducted an OLS regression for each outcome variable. All models used the experiment condition and variables controlling for participant demographics and Facebook use as predictors. Note that we measured other controls, such as participants' number of Facebook friends (see the supplementary file for more details). We did not include these variables in the models because they did not have a meaningful relationship with any outcome variables, defined as a non-zero and statistically significant coefficient. All control variables were centered at their means for the regression analyses. Descriptive statistics for all of the non-categorical variables used in the regressions are available in Table 2 . Table 2 : Descriptive statistics for the variables used in the analyses. α = Cronbach's. Aw = awareness, Co = correctness, In = interpretability, Ac = accountability, PK = prior knowledge.
Many Users Believe They See Every Available Story
Before they were exposed to the explanations, we asked participants to agree or disagree with the statement, "Facebook shows me every story created by my Facebook friends and the Pages I've 'liked'." This question was based on Rader and Gray [46] and was used as a baseline control. Responses on the Knowledge Before variable were on a 7-point Likert agreement scale from Strongly disagree (1) to Strongly agree (7). Fifty-six percent answered with some level of agreement to that statement, while 18% were neutral, and only 26% disagreed. In other words, over half of our participants, who were non-experts both in computing and social media, were generally unaware that their News Feed does not show them every available story. This is important as further evidence that algorithmic-decision making is often invisible to users.
In order to better understand what participant demographics and Facebook use characteristics were associated with less initial awareness, we used a regression model to estimate how control variables were associated with Knowledge Before. The Internet Literacy control variable is based on the Web Use Skills survey reported in Hargittai and Hsieh [25] . It is the average of self-reported familiarity with a list of internetrelated terms on a scale of "No understanding" (1) to "Full understanding" (5) . The questions that comprise the Trust Propensity composite variable are based on Li et al. [33] , modified to refer to "social media" instead of "information systems", and averaged together. We created the Routine FB Behavior composite variable by averaging responses to six questions about routine interactions with Facebook, based on Ellison et al. [15] , Marino et al. [36] , and Oldmeadow et al. [41] . Finally, four questions about participants' satisfaction with Facebook were based on Bhattacherjee [4] and Venkatesh et al. [53] , and averaged to create a composite variable (FB Satisfaction).
The model results are presented in The results of this model are correlational, so we cannot draw any conclusions about directionality of this effect. It could be that people who know that they don't see every story are less satisfied, or that less satisfied people are more likely to notice that they're not seeing everything their friends post.
All Explanations Provided New and Surprising Info
After the manipulation, we asked two questions of all participants about whether the information in the explanation was new to them (New Info), and had surprised them (Surprising Info). These questions were designed to help determine whether the explanations, on average, were simply telling participants things they already knew. If so, it is unlikely that they would be effective transparency mechanisms. Responses to both of these questions were on a 7-point Likert agreement scale. We used two regression models to analyze the effect that the experiment manipulation had on whether participants felt the information in the explanation they read was something they were already aware of, and if it seemed unexpected to them. The results of these regressions are presented in Table 4 , and also shown in the heatmap in Figure 1 which depicts the effect sizes of the experiment conditions and controls for all of the outcome variables. Note that all of the models shown in the heatmap have one additional control for participants' Knowledge Before.
Compared with the control condition, all of the explanation conditions increased agreement that the information provided was new and surprising. All coefficients for the four explanation conditions increased New Info by over 1 point, which Table 4 : Experiment condition regression coefficients (and standard errors) for the new and surprising information models. The Intercept represents the control condition in the experiment.
is a fairly large effect on a 7-point scale. Responses to the Surprising Info variable also indicated agreement, although less so than on the New Info variable. The Objective condition produced the biggest increase in agreement that the information was new. We suspect that this is because most non-expert Facebook users do not know that Facebook does user testing and frequently updates the algorithm, despite the strong emphasis placed on this information in Facebook's public statements about the News Feed. The Why condition was the most surprising to our participants. We think this is because it is the only explanation that focuses on the information overload problem, and it emphasizes that Facebook's solution is to use an algorithm to prioritize stories differently for each person. Stronger agreement that Facebook shows every post (Knowledge Before) and lower Internet Literacy both led to more agreement that the information was new and surprising in these models. These results indicate that the explanations did provide new information that participants felt in some cases was somewhat surprising, and the explanations are indeed providing new understanding to participants.
All Explanations Increased Awareness
We asked two types of questions designed to measure changes in participants' basic awareness of the News Feed ranking algorithm after reading the explanations. The first, Knowledge After (M=3.43, SD=1.7), is the same question that we asked before the manipulation (Knowledge Before, M=4.38, SD=1.61). On average, participants agreed less that they see all available stories in their News Feeds after being exposed to any of the explanations. The second type of question consisted of a series of statements describing possible reasons why participants may not see every available story when they visit their News Feeds. These statements were grouped based on an exploratory factor analysis, and averaged to create composite variables. We used two of the factors as outcome variables in regression models, System Agency and User Agency; the first related to the system as the entity responsible for choosing which stories the user sees, and the second related to the user determining which stories they see based on actions such as how far they scroll or how much time they spend on Facebook.
The What and Why conditions both had a medium-to-large, statistically significant effect on the Knowledge After outcome variable. In these conditions, participants' agreement that they see every story posted by friends and Pages decreased, as compared to the control condition (see Table 5 for the condition coefficients). The effect was strongest in the What condition, which explicitly states that Facebook users may miss stories that are placed lower down in the News Feed. The Why explanation contains similar information, but presents it as a solution to the information overload problem that users experience, which may be why the effect was not as strong.
All explanations affected participants' beliefs about the role of System Agency in influencing the composition of their News Feeds, indicating that participant awareness increased. The coefficients for all of the explanation conditions were positive and statistically significant, compared to the control condition. The effect sizes were largest in the What and How conditions, which were both nearly 0.5 points on a 1-7 Likert agreement scale. The intercept of the System Agency model, representing the mean for the control condition after controlling for the other variables in the model, is 3.88 (4 is neutral); this means that the effect sizes were large enough in the What and How conditions to change participants' responses from slight disagreement to slight agreement regarding System Agency on average.
In contrast, the User Agency outcome variable showed no differences from the control condition. Participants in all conditions expressed slight agreement that their own behaviors can cause them to not see all of the available stories. This means that while the explanations were able to change participants' responses on the questions that were related to the agency of the News Feed ranking algorithm, they did not cause participants to shift any responsibility for the stories they see from themselves onto the system. This is likely because while all explanations mentioned that an algorithm decides the order of stories in the News Feed, none of the explanations made a connection between the ranking algorithm and user actions such as scrolling behaviors or frequency of visiting Facebook.
A explanation successful at promoting awareness would inform people about the role of the algorithm, and all four explanation types in our experiment did this in a measurable way. However, only the What and Why conditions, which focus more on outputs of the algorithm than inputs, changed participants' specific beliefs about whether they see every story. This means that there are different implications for users depending on whether the transparency mechanism is focused on the design and testing of the system or what the inputs are, versus what the algorithm does and the reasons it is necessary.
What Explanations Affected Beliefs about Correctness
We measured correctness-related beliefs using questions that asked participants to think about whether the News Feed's outputs are correct given what they believe they should be seeing. One question asked participants if they intended to go to their friends' Facebook Timelines to look for stories they had missed (Missed Stories). An additional measure consisted of a block of related statements asking participants to evaluate the frequency with which they see different types of stories in their News Feeds, on a scale from "Not Often Enough" (0), to "Too Often" (100). We grouped the statements using exploratory factor analysis, and the factors that we used in the analyses represent Wanted Stories from people the participant wants to keep in touch with or that they find interesting or informative, and Unwanted Stories from people the participants don't want to hear from, stories they don't want to see, or stories posted by people they don't know.
Only the What condition had a statistically significant but fairly small effect on two of the three correctness-related beliefs and behavioral intentions; there were no effects from the other explanations. The What explanation caused a small increase on the Missed Stories outcome variable, indicating that participants agreed more strongly that they would go look Table 5 : Explanation condition regression coefficients (and standard errors) for the Awareness (Knowledge After, System Agency, User Agency) and Correctness (Missed Stories, Wanted Stories, Unwanted Stories) models. The Intercept represents the control condition.
for stories on friends' Timelines, that they may not have already seen. In addition, participants in the What condition reported stronger beliefs that they do not see Wanted Stories often enough, compared with the control condition. However, there was no difference between the control condition and any of the explanation conditions regarding Unwanted Stories.
These regression results are presented in Table 5 .
A successful explanation would support correctness judgments by providing information to users that helps them understand better what the system is supposed to be doing, so they can recognize when it makes mistakes or errors. The only explanation that caused any changes to our measures of correctness judgments was the What explanation, which seemed to create some skepticism about whether the system was showing participants the stories they wanted to see. This was somewhat surprising because intuitively, information presented in the How explanation about the signals used as input to the algorithm, or information about the data-driven design process in the Objective explanation, seems like it should be more useful for actually evaluating correctness rather than simply creating uncertainty.
How Explanations Affected Beliefs about Interpretability
Interpretability-related beliefs are different from correctness beliefs in that they are more focused on the higher-level goals of the News Feed, and how well the News Feed supports those goals. To measure interpretability beliefs, we asked participants for their agreement with a statement about understanding the reasons why they see the stories they do in their News Feeds (Understand Why). A second question asked them to evaluate how consistent or random the News Feed is at helping them meet a series of common goals for using the News Feed, on a scale of "Completely Random" (0) to "Completely Consistent" (100). These items were grouped into factors using an exploratory factor analysis, and we used two of those factors in the regression models. One factor represents goals related to entertainment, experiencing a variety of content, and keeping in touch with people (Interpersonal Goals) and the other represents goals related to staying informed about news, events, and job opportunities (Informational Goals).
All of the explanations had a positive and statistically significant effect on the Understand Why outcome variable. The intercept is 4.50 (4 is neutral), and all explanations caused understanding to increase by half a point or more. The largest effect was in the How condition which raised agreement by 0.83 points, which is a fairly large effect. However, the How explanation was the only condition that differed from the control on both Interpersonal and Informational Goals. The relationship between the How explanation and these outcome variables was negative, indicating that this explanation caused participants to believe that the News Feed's behavior is more random when compared with the control condition. In other words, the How explanation decreased the perception that the News Feed consistently helps people meet Interpersonal and Informational Goals. See Table 6 for these regression results.
The relationship between the How explanation and the two interpretability Goals outcome variables is somewhat surprising, because the How explanation does not discuss goals at all, whereas the Why explanation does. A successful explanation for algorithmic transparency would help people make interpretability judgments about how sensible and consistent the system's behaviors are given the motivations behind what it is doing and how it works. The How explanation, with its focus on automatic ranking based on data, may have caused participants to doubt the algorithm's ability to be consistent.
Objective Explanations Did Not Affect Accountability Our final set of measures focused on accountability. These questions asked participants to consider various ways that the system might be accountable to them, as individual users. We asked questions designed to measure whether participants thought the News Feed is fair, and whether they felt like they could influence or control what they see. The first question is a composite of three items measuring participants' beliefs about how fair and unbiased the News Feed is, which we averaged together (Fairness). We also asked participants to report how likely they believed a series of different actions would be to affect what they see in their News Feeds. After an exploratory factor analysis, we created two composite variables from their responses, one representing content-related actions such as 'liking' or commenting on a story, or following a person or a Page (Content Actions) and the other related to the controls that are provided for Facebook users to prioritize who to 'see first' or sort their News Feeds (UI Controls).
Three of the explanations, What, How, and Why, had an effect on participants' responses, each on a different outcome variable. Only the What condition differed from the control on Fairness. The coefficient for the What condition was mediumsized, and statistically significant (see Table 6 ). The average for the control condition after taking the control variables into account is 4.04, which is almost exactly neutral. The What condition decreased this by 0.5 points, indicating that participants who read this explanation subsequently believed that the News Feed is less fair than participants in the control condition.
The How and Why conditions both affected participants' perceptions that their actions can affect which stories they see in their News Feeds. Participants who saw the Why explanation felt less like their behaviors on Facebook affect the stories they see than those in the control condition, and participants who saw the How explanation felt less like the UI controls have an effect on what they see. This may be because the How explanation emphasizes the automatic data collection and the score the algorithm creates for every story, but does not discuss how input from the user interface controls may be accounted for by the algorithm, so participants may have been unsure how their use of those controls would be taken into account. The Why explanation emphasizes that quality signals are important for prioritizing stories, but it is not specific about how those signals are determined, and does not specify whether they are related to actions users have control over such as 'liking' or commenting on stories. These three explanations brought about changes in accountability-related beliefs, in that participants felt that the News Feed is less fair (What), and that they have less control through the UI (How) and through their content-related behaviors (Why).
The Objective explanation, in contrast to the others, was no different from the control condition on all of the accountabilityrelated measures. This is somewhat surprising, because the Objective explanation presented information about the datadriven methods that Facebook uses to hold itself accountable to its users, by conducting user testing and revising the algorithm. It is possible that any accountability provided via user testing is too far removed from individual users' experiences with Facebook for their accountability-related beliefs to be affected. In fact, the Objective condition was the least impactful of all of the conditions on any outcome variable in the experiment. This is clear from looking at the heatmap in Figure 1 and the summary of the results in Table 7 . This indicates that learning about Facebook's user testing may not have been meaningful for our participants, and that the System Agency effects of the Objective condition may be more related to its similarities to the other conditions than its unique content. However, we cannot make causal claims about this because the content of the explanations differed from each other in multiple ways.
What How Why Objective
Awareness X X X X Correctness X Interpretability X Accountability X X X Table 7 : Summary of the results. Cells with an "X" indicate functions of transparency that were affected by an explanation.
DISCUSSION
In this study, we focused on the effects of four types of explanations of the Facebook News Feed on user beliefs related to the functions that transparency performs. Our goal was to conceptualize transparency as a mechanism for bringing about reflection and change, and measure the potential effects of providing new information to users about the system. We found that all of the explanations we created contained information that participants believed was new and surprising, made them more aware of the effects of the algorithm, and caused them to feel more like they understood why they see the stories they do in their News Feeds. However, our results show that some impacts of transparency are more amenable to brief, easy-to-read explanations than others. The What, How, and Why explanations all supported both awareness and accountability, but the interpretability and correctness functions of transparency were harder to actualize (see Table 7 for a summary).
The intuition behind calls for greater algorithmic transparency is that providing more information about a system will allow users to be "better able to judge whether [it] is working as intended and what changes are required" [1] . Our experiment provides evidence that short explanations based on information that a corporation is already willing to provide about its system may not be helpful for achieving change-related transparency objectives. Awareness is possible just by being exposed to new information, and it is encouraging that all of our brief explanations caused awareness beliefs to change. But the awareness effects were only possible because there are so many people who use Facebook who still are unaware of the influence of the algorithm as a gatekeeper for the information they have access to, and for their interactions with others through the system. Awareness on its own is necessary but not sufficient to bring about the ultimate goal of transparency mechanisms: enabling users to take action to change the system in some way.
In a recommender system, explanations are presented as a way to help users make a choice or take an action. In that context, explanations are a support mechanism for a specific task that the user is performing. However, in an algorithmic decisionmaking system like Facebook, the ultimate goal of providing a transparency mechanism is less clear and immediate because users are not presented with an explicit choice to make, or an action to take. Instead, users must do additional work to connect the new information with their own past experiences in the system. But, once they have done that work, the next steps to enact changes are unclear.
The algorithmic decision-making that takes place in systems like Facebook's News Feed is invisible to users, so correctness and interpretability judgments are necessarily more difficult to support through explanations than increased awareness. Correctness judgments require having an idea of what the "correct" output would look like and being able to identify when the system has made a mistake. Interpretability judgments rely on the ability of users to form a greater understanding of the goals behind the system's behavior, based on the information provided in the explanation. Our explanations improved awareness, but left participants with beliefs that their News Feeds behave more randomly, show them less of what they expect to see, and that they have less control, than participants who read the neutral control text. These do not seem to be the kinds of beliefs that would empower users to change their own behaviors, or to seek change through other means. However, because we measured only short-term, self-reported effects we cannot say how the changes in beliefs we identified might affect behavior in the short or long term. It is possible that if users feel deprived of self-determination, they may seek actions that would allow them to regain a sense of control.
Accountability is often discussed as the ultimate goal of transparency; it is thought to be a means of shifting the balance of power [1, 14] via increased scrutiny [13, 56] . Our explanations were successful in bringing about increased scrutiny; still, in a system where the algorithm has a greater degree of agency than the user, transparency is "disconnected from power" [1] . Individuals have little recourse in their current relationship with the system for exerting control over it-other than to stop using it, which is something we did not ask participants about. The transparency mechanism itself is sometimes believed to do work that produces understanding; but, explanations in an algorithmic decision-making system are only a first step. Because it is difficult for explanations in algorithmic decisionmaking systems to provide clear actions for users who want to enact changes, they "place a tremendous burden on individuals" [1] to interpret the new information and figure out for themselves what it means for them and how important and relevant it is to how they use the system. Our correctness and interpretability measures asked participants to consider what characteristics of a hypothetical News Feed without missed stories, and where users' goals are consistently met might look like. There is certainly currently a need for more support for correctness judgments in social media, and both Facebook 3 and Google 4 have recently implemented mechanisms to support this in the form of fact-checking tools for "fake news". But beyond mere exposure to a transparency mechanism, users must do extra work to investigate and take action-work that they may be unwilling to do.
Finally, we based the content of the explanations on information from Facebook's 'News Feed FYI' blog, which we condensed but tried to represent faithfully so as not to deceive our participants. It is notable that the explanations tended to change beliefs in a direction that was less favorable to Facebook, such as causing participants to decrease agreement that the News Feed is fair and unbiased. This was true even though the explanations overall were focused on the beneficial effects of the algorithm: that it ranks stories so as to show users the stories they will want to see (How), prioritizes stories that are high quality and important to users (Why), and is evaluated to ensure that it continues to improve (Objective) 5 . However, all of the explanations were somewhat surprising to participants. This could represent a feeling of violated expectations, which tends to decrease satisfaction and could result in users perceiving that their goals are not being met and that the system is unfair [11, 17] . This seems like a dilemma for explanations as a mechanism for algorithmic transparency; if the aim is to provide information that users are not aware of, then it seems inherently difficult to ensure that the new information does not violate user expectations. Determining what aspects of the explanations were surprising, and how to mitigate effects of expectation violations, is left for future work.
Limitations
For the sake of external validity, we designed the explanations to only contain the ideas and facts expressed in Facebook's News Feed FYI blog, but we might have found larger and different types of effects if we had presented information that cast the News Feed in a different light. Also, while our method allows us to identify causal effects, this is an exploratory study, and the explanations we designed differ from each other in multiple ways. We can attribute differences to which explanation participants read, but we cannot draw causal conclusions about which parts of the texts caused which effects. In addition, the effect sizes are generally small as are the R 2 values for the models. This is to be expected in a study of this nature, where our goal is identifying patterns and not prediction, but it could mean that the practical significance of the differences we observed is limited. Finally, our sample is not representative so generalizability is limited to the characteristics of our sampling frame.
