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S3
SI Results
Evaluation of iSEE's applicability to different protein complexes
The original cross-validation described in the main text splits the dataset based on mutations and not complexes. A consequence of this is that related mutations could appear for a given complex in both the training and test sets, which might lead to an overestimation of the performance. To check for this, we selected 13 complexes from the training dataset with more than 20 mutations per complex. We then compared the prediction performance of iSEE on leave-one-complex-out cross-validation and leaveone-mutation-out cross-validation. For the leave-one-complex-out CV, all mutations that belong to a specific complex were hold out as independent test data, and the model was trained on mutations from all the remaining complexes. For the leave-onemutation-out CV, each mutation in a complex was, in turn, hold out as a test data and the remaining mutations of that complex and the mutations of all other complexes were used for training.
The prediction performance on each complex between leave-one-complex-out CV and leave-one-mutation-out CV is compared in Figure S2A . Both cross-validation schemes show similar performances as clearly seen from the similar PCC values (with a p-value of 0.127 of Wilcoxon signed rank test). This indicates that iSEE has a strong generalizability on predicting the trend of ∆∆G values among a group of mutations. The Wilcoxon test applied on RMSE values gives, however, a p-value of 0.008, indicating a small significant difference in prediction error for each complex between the two cross-validation schemes.
We can also see that the PCC values are not uniform over various complexes, covering a large range from -0.01 to 0.97. iSEE shows varying prediction performance on different complexes. This observation is not correlated to the binding affinity of the wildtype complex (PCC = 0.09, data not shown). However, the low PCC values mainly resulted from the complexes that have a narrow range of ∆∆G values (≤|0.5| kcal mol . iSEE prediction's performance as a function of the multiple sequence alignment depth used for constructing the PSSM. The performance is reported here as the relative prediction error: | (∆∆Gpred -∆∆Gexp) / ∆∆Gexp | from cross-validations using the SKEMPI dataset. For clarity, the y axis scale excludes 25 mutations with relative prediction errors larger than 10. Further, 12 mutations with ∆∆Gexp equal to zero are not shown here because we cannot calculate relative prediction errors for them.
Figure S5.
Correlations between predicted and experimental ∆∆G for various ∆∆G predictors tested on 26 mutations of the MDM2-p53 dataset (7 mutations that reached experimental detection limits were excluded). PCC is the Pearson's correlation coefficient, p is two tailed p value of PCC, and RMSE represents root mean squared error. Table S1 . Classification of important mutations by various ∆∆G predictors tested on 33 mutations of the MDM2-p53 dataset. An important mutation is defined as a mutation to any other amino acid that causes a ∆∆G ≥ 2 kcal mol -1 . A total of 7 important mutations on five residues are experimentally detected (see Table S8 Table S3 . Performance of iSEE using different number of structural models from the HADDOCK refinement. The structure and energy features of iSEE were calculated using only the top (best ranked) structural model (iSEE_top1) and the average of features over the top four models (iSEE_top4). 
