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7Résumé
Ce mémoire est consacré à la théorie des invariants des hypermatrices.
L’origine de la théorie des invariants date du milieu du XIX ième siècle. Le
problème général, tel qu’il fut énoncé par Cayley en 1843, consiste à trouver
une description de l’algèbre des polynômes invariants dans le but d’automati-
ser le raisonnement géométrique. Assez rapidement de fortes limitations dues
à la taille des calculs se manifestèrent et cette discipline se trouva de moins
en moins étudiées jusque dans les années 1950 lorsque fut développée la théo-
rie géométrique des invariants. De nos jours, l’accroissement de la puissance
de calcul permet de compléter d’anciens travaux qui n’avaient pu aboutir
faute de moyen informatique ainsi que de traiter de nouveaux cas. L’intérêt
de cette discipline s’est accru depuis peu grâce à la découverte d’un lien avec
une notion issue de la mécanique quantique et qui est à la base de l’infor-
matique quantique : l’intrication. Le phénomène d’intrication est apparu en
1937, sous la plume septique de trois physiciens, Einstein , Podolsky et Rozen
qui voyaient en lui une preuve de la non consistance de la théorie quantique,
et est connu depuis sous le nom de paradoxe EPR. Depuis, de nombreuses ex-
périences, dont la célèbre expérience d’Alain Aspect, ont conﬁrmé l’existence
des états intriqués. Ce mémoire se décompose en deux parties. Dans la pre-
mière, nous exposons les techniques fondamentales de la théorie des invariants
ainsi que le lien avec l’intrication tel qu’il a été proposé par A. Klyachko. Nous
montrons que l’implémentation de l’algorithme de Gordan sur un système de
calcul formel permet de calculer des ensembles fondamentaux d’invariants et
de covariants de certaines formes multilinéaires. En particulier, nous illus-
trons ce type de calcul en donnant un système complet de générateurs de
l’algèbre des covariants pour une forme quadrilinéaire (système de 4-qubits).
Nous montrons aussi les limites de cette approche : en donnant des éléments
de calcul de la forme quintilinéaire (système de 5-qubits), nous voyons que la
complexités sur-exponentielle des algèbres d’invariants interdit la généralisa-
tion de cette méthode. Pire, même si la description de ces algèbres en terme
de générateurs et relations pouvait être obtenue, celle-ci serait humainement
inexploitable. Nous proposons alors des pistes consistant à ne considérer que
certains invariants ayant des propriétés remarquables (par exemple en étu-
diant la structure de Cohen-Macaulay de ces algèbres). La seconde partie
est consacrée à un invariant particulier, l’hyperdéterminant. Ce polynôme
8généralise le déterminant de la façon la plus simple possible : il s’agit d’une
somme multi-alternée sur le produit de plusieurs groupes symétriques. Après
avoir donné quelques propriétés générales, nous étudions certains cas parti-
culiers comme les hyperdéterminants de Hankel, ou les hyperdéterminants
de tenseurs dont les entrées ne dépendent que du pgcd des indices etc.. De
nombreux résultats de cette partie sont appliqués au calcul d’intégrales ité-
rés. En particulier, nous donnons une généralisation du théorème de Heine,
une preuve alternative de l’intégrale de Selberg et des généralisations des
intégrales de de Bruijn.
Mots clés
Combinatoire, Théorie des invariants, Hypermatrice, Hyperdeterminant,
Intrication, Hyperdeterminant de Hankel, Qubit, Information Quantique, Po-
lytope Complexe, Polynômes de Jack, Polynômes de Macdonald, Discrimi-
nant, Intégrale de Selberg, Intégrale de Kaneko, Pfaﬃen, Hyperpfaﬃen, Fonc-
tion Hypergéométrique.
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Chapitre 1
Introduction
Depuis ses origines, datées du milieu du dix-neuvième siècle(1), la théorie
des invariants n’a pas connu un développement linéaire. À ses débuts, cette
discipline fut étudiée par les plus brillants mathématiciens de son époque :
Brioschi, Boole (considéré comme son créateur), Cayley, Clebsch, Eisenstein,
Gordan, Hermite, Hesse, Hilbert, Klein, Lindenmann, Lie, Meyer, Peano,
Sylvester, Weber etc. avant de s’endormir progressivement jusque dans les
années 50. Les raisons de cette désaﬀection se trouvent d’une part dans la
complexité des calculs et d’autre part dans la diﬃculté d’analyser les résul-
tats. Sous l’impulsion de la géométrie algébrique(2), elle trouvera un nouveau
souﬄe au milieu des années 1960(3) sous le nom de théorie géométrique des
invariants. Cette vision lui donnera le cadre algébrique général pour l’inter-
prétation de ses résultats. Plus récemment, les progrès de l’informatique ont
permis de réaliser des calculs qui étaient réputés impossibles. En eﬀet, les ma-
thématiciens utilisaient un algorithme dû à Gordan combiné à la méthode
symbolique de Clebsch. Cette méthode est un système d’écriture sophistiqué,
s’appuyant sur un ensemble de règles de réduction des expressions, permet-
tant de calculer des invariants et surtout de tester des dépendances linéaires
et algébriques à la main. Elle est devenue progressivement inadaptée pour
le traitement des cas de plus en plus complexes. De nos jours, l’algorithme
de Gordan peut être facilement implémenté et la combinaison de techniques
(1)D’après Meyer [149].
(2)Voir [152, 177].
(3)Mumford publia la première édition de son ouvrage “Geometric Invariant Theory” en
1965.
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récentes(4) et de méthodes classiques programmées sur des systèmes de cal-
cul formel nous a permis d’étudier des systèmes qui étaient réputés hors de
portée. L’utilisation surprenante de la théorie des invariants en informatique
quantique lui a fourni le cadre applicatif qui lui manquait et contribue gran-
dement à son développement.
Ce mémoire est consacré à un cas particulier de la théorie des inva-
riants : l’étude des invariants des hypermatrices. Pour simpliﬁer, les hyper-
matrices sont des tableaux ayant plusieurs indices. La problématique prin-
cipale consiste à trouver un analogue multidimensionnel de la classiﬁcation
des matrices selon leur rang. La notion de rang se généralisant mal aux hy-
permatrices, nous pouvons reformuler le problème de la façon suivante : pour
une matrice donnée décrire celles qui lui sont équivalentes par multiplication
à droite et à gauche par une matrice de Gauss(5). Un tel calcul nécessite la
déﬁnition de forme normale. Dans le cas des matrices, il s’agit de la forme
de Jordan. L’outil principal permettant de savoir si une matrice est de rang
plein est le déterminant (qui est invariant par multiplication par une matrice
de Gauss - à droite et à gauche). Dans le cas multi-dimensionnel, ce polynôme
admet une multitude de généralisations : ce sont les invariants.
Ce document est divisé en deux parties. Dans la première, nous décrivons
les méthodes générales de la théorie des invariants appliquées aux hyper-
matrices ainsi que le lien entre celle-ci et l’informatique quantique. Dans
une série d’articles datant du début de la décennie, Klyachko(6) a montré
qu’elle est au centre de la discussion sur la nature des systèmes de qubits
(partie élémentaire de l’information au même titre que les bits pour l’infor-
matique classique). En particulier, elle permet de décrire la notion d’intrica-
tion, phénomène par lequel les particules d’un système quantique sont liées
et ne peuvent pas être considérées individuellement. Nous montrons com-
ment des algorithmes issus de la théorie classique des invariants permettent
d’obtenir des résultats dans ce domaine. En particulier, nous l’illustrons sur
des systèmes de 2 à 5 particules intriqués. Nous montrons aussi les limites
d’une approche calculatoire, en constantant la complexité sur-exponentielle
des algorithmes utilisés. Les résultats exposés dans cette partie reproduisent
les articles [P4,P7,P11,P13,P14]. La seconde partie est consacrée à l’étude
(4)Par exemple, grâce à l’algorithme de Xin [207], nous pouvons calculer les dimensions
de certaines algèbres d’invariants.
(5)Dont le déterminant est 1.
(6)Voir [101, 102].
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d’un invariant particulier qui peut être considéré comme la généralisation
la plus simple(7) du déterminant. Cet invariant est, comme le déterminant,
une somme alternée sur plusieurs groupes symétriques. Nous l’appellerons
hyperdéterminant. Nous examinons l’aspect combinatoire de cet objet sur
diﬀérents exemples. En particulier, nous traitons le cas où les entrées de l’hy-
permatrice ne dépendent que de la somme des indices (hyperdéterminant de
Hankel) [P12,P15]. Nous montrons que ce type d’hyperdéterminant est lié
aux puissances paires du Vandermonde, à certaines intégrales itérées et aux
polynômes de Jack. Nous abordons aussi le sujet des hypermatrices dont les
entrées dépendent uniquement du pgcd des indices [P1] ainsi que celui des
hypermatrices antisymétriques au travers de l’étude d’un autre polynôme :
l’hyperpfaffien [P16].
(7)Pour deux raisons : il admet un développement très similaire comme une somme
alternée et c’est l’invariant de plus bas degré pour les hypermatrices ayant un nombre pair
d’indices.
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Première partie
Invariants des formes
multilinéaires et informatique
quantique
Chapitre 2
Introduction
L’origine de la théorie des invariants est classiquement attribuée à George
Boole [20] dans un article daté de 1841(1). Le problème général des invariants
sera énoncé en 1843 par Arthur Cayley reprenant une idée de l’article de
Boole. Il consiste à trouver une base ﬁnie de l’algèbre des polynômes inva-
riants dans le but d’automatiser le raisonnement géométrique. Cayley pro-
posera quelques années plus tard, une solution dans le cas de deux variables
(formes binaires appelées aussi « quantics ») [35] dans le second article d’une
série de dix qu’il débuta en 1854 [34](2). Gordan [71] rédigea la première
preuve de la ﬁnitude des bases d’invariants dans le cas des formes binaires
en 1868. Sa preuve s’appuie sur un algorithme de construction des invariants
utilisant le formalisme symbolique introduit par Aronhold et Clebsch (voir
par exemple [40]). La méthode symbolique est un moyen de représenter les
invariants de façon à pouvoir eﬀectuer les calculs à la main. Elle est basée
sur une méthode générale de construction de covariants nommée transvection
due à Cayley[34, 35]. Les transvections sont des opérateurs diﬀérentiels fonda-
mentaux dans l’algorithme de Gordan[71]. Une fois le cas des formes binaires
résolu, Gordan essaya de résoudre le problème général mais ne démontra la
propriété de ﬁnitude que dans des cas particuliers(3). Hilbert, en 1890, fut le
(1)D’après Franz Meyer [149] et les références trouvées dans l’article [58].
(2)Cayley a commis une erreur dans ce papier en montrant qu’à partir d’un certain degré,
les formes binaires possèdent des systèmes infinis d’invariants indépendants. Cette erreur
fut corrigée par Gordan quelques années plus tard [71].
(3)Il s’intéressa notamment aux formes ternaires (par exemple dans [72]), il traite du cas
des formes ternaires de degré trois.
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premier à donner une preuve non constructive(4) de la ﬁnitude d’un ensemble
générateur d’invariants pour une forme naire de degré quelconque [82] puis
une preuve constructive en 1893 [83]. Malheureusement, la connaissance d’un
algorithme de construction, ne permet de calculer un système complet de co-
variants que dans de rares cas. En eﬀet, les calculs sont souvent si volumineux
qu’ils rendent l’algorithme irréalisable et les résultats inexploitables. Dans ce
mémoire nous ne traiterons que du cas des formes multilinéaires. Un système
complet d’invariants n’est connu que pour les formes les plus simples. Si le
cas de la forme binaire bilinéaire est trivial et est un cas particulier du sys-
tème de formes binaires bi-linéaires traité par Peano [159], les covariants des
formes binaires tri-linéaires n’ont été étudiés qu’en 1881 par l’astronome belge
LePaige [124]. Le même auteur a débuté l’étude de la forme quadrilinéaire
binaire la même année [125], mais ce n’est que récemment [23, 133] que nous
avons donné un système complet de covariants. Seuls quelques invariants de
la forme quintilinéaire sont connus [134]. La forme ternaire trilinéaire (dont
le cas dégénéré de la forme cubique ternaire a été considéré par Gordan [72])
a été étudiée dans une série d’articles par Chanler et Thrall [37, 185, 186] et
a fait l’objet d’investigations plus récentes mettant en jeu des propriétés des
algèbres de Lie semi-simples graduées [153, 154, 199, 200]. Dans [24], nous
avons présenté un système complet d’invariants et réalisé une classiﬁcation
des orbites en relation avec certains polytopes complexes [42]. La complexité
des algèbres de covariants laisse penser que leur description complète par
générateurs et relations restera à jamais hors de portée des systèmes de cal-
culs les plus puissants. Or l’information pertinente est celle contenue dans la
classiﬁcation des orbites (ou plutôt de leurs adhérences) de la forme sous l’ac-
tion des transformations linéaires. Cette classiﬁcation peut être obtenue, en
principe, en étudiant les variétés déﬁnies par l’annulation d’un ou plusieurs
covariants. Cette stratégie est loin d’être satisfaisante. Dans les cas que nous
avons considérés [23, 24, 133], nous avons constaté qu’un sous-ensemble de
la base de covariants permet de distinguer les diﬀérents types d’orbites. La
structure de Cohen-Macaulay(5) de l’anneau des covariants des formes bi-
naires qui permet de distinguer certains générateurs appelés primaires [88]
(4)Une anecdote célèbre [58] rapporte que Gordan, irrité par l’aspect non constructif de la
preuve, eut le propos suivant :« Ce ne sont pas des mathématiques, mais de la théologie. ».
Quelques années plus tard, ayant simplifié la preuve de Hilbert, il admit que « la théologie
avait aussi ses avantages. »
(5)Une algèbre de Cohen-Macaulay possède une structure de module libre sur une algèbre
de polynôme (voir [53] par exemple).
21
semble plus accessible que sa description par résolution libre.
Si dans les années 1940, la théorie des invariants semblait avoir atteint ses
limites, la théorie géométrique des invariants développée par David Mumford
au début des années 1980 lui a donné un nouveau souﬄe. Dans ce contexte,
l’ensemble des orbites d’un ensemble X pour l’action d’un groupe G est
l’espace topologique quotient X//G. Dans le cas qui nous intéresse, X est
l’espace des formes k-linéaires n-aires et G est le produit k groupes linéaires.
Le fait que X soit une variété algébrique ne confère pas cette structure à
X//G dans le cas général : il s’agit de la variété aﬃne dont l’anneau des
coordonnées (6) est l’anneau des polynômes invariants. Dans ce langage, le
problème de la classiﬁcation des orbites rejoint celui de l’étude du quotient de
l’ensemble des points semi-stables (7) de l’espace projectif P(X) par l’action
du groupe G [201].
Plus récemment, l’émergence de l’informatique quantique, et en particu-
lier l’étude de l’intrication des systèmes purs, a donné une nouvelle motiva-
tion à la théorie des invariants. Klyachko [101, 102] propose un dictionnaire
permettant de traduire les déﬁnitions liées à l’information quantique dans
le langage de la théorie géométrique des invariants. Ainsi, un système pur
de k-qubits est une forme multilinéaire, l’espace de Hilbert est l’espace des
hypermatrices, le groupe dynamique est le groupe des transformations uni-
taires et son complexiﬁé celui des transformations linéaires, un état intriqué
est un point semi-stable de l’espace de Hilbert, un état complètement intriqué
est un état stable etc. D’après Klyachko [101, 102], c’est la classiﬁcation des
orbites sous l’action du complexiﬁé du groupe dynamique qui permet d’ob-
tenir une bonne déﬁnition de l’intrication. Nous avons suivi cette déﬁnition
dans les articles [23, 24, 133, 134]. D’après Vidal [197] l’étude de l’action du
groupe dynamique (qui est un produit de groupes spéciaux unitaires) permet
de construire des mesures d’intrications, c’est à dire des polynômes invariants
pour l’action de ce groupe. Dans [137], nous expliquons comment obtenir ces
invariants à partir des covariants linéaires.
Dans le chapitre 3, nous explicitons le problème de l’intrication tel qu’il
a été posé par Klyachko [101, 102] et nous l’illustrons par les exemples des
2 et 3-qubits (formes binaires bi et tri-linéaires). Nous introduisons en ﬁn de
chapitre les notions d’invariants et de covariants. Dans le chapitre 4, nous ex-
(6)Si X ⊂ Cn, l’anneau de coordonnés A(X) est le quotient A(X) := C[x1, . . . , xn]/I(X)
où I(X) est l’idéal des polynômes de C[x1, . . . , xn] s’annulant en tout point de X .
(7)Une orbite stable est une orbite qui ne contient pas 0. Les points semi-stables sont
dans l’adhérence d’une orbite stable [98, 201].
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pliquons comment appliquer les techniques de théorie classique des invariants
aux formes multilinéaires. En particulier, nous décrivons la méthode permet-
tant d’obtenir les séries de Hilbert et nous détaillons l’algorithme de Gordan
adapté à ce cas précis. Nous illustrons ce paragraphe avec les exemples des
formes binaires tri, quadri et quintilinéaires. Les résultats de ce chapitre sont
tirés des articles [23, 133, 134]. Le chapitre 5 reprend les résultats de l’ar-
ticle [24], dans lequel nous décrivons l’espace des orbites d’une forme ternaire
tri-linéaire. Enﬁn, dans le chapitre 6, nous abordons le sujet des invariants
unitaires. Les résultats de ce dernier paragraphe se trouvent dans [137].
Chapitre 3
Polynômes invariants et états
intriqués
3.1 Système dynamique quantique
L’évolution temporelle d’un système quantique A est décrite par une équa-
tion de Schrödinger. En mécanique quantique, on représente ses solutions sous
la forme
φ(t) = U(t)φ(0)
où U(t) est un opérateur unitaire (appelé opérateur d’évolution) dépendant
de l’Hamiltonien HA du système. Les solutions de l’équation de Schrödinger
forment un espace de Hilbert HA. Chaque élément de cet espace est une com-
binaison linéaire d’états physiquement réalisables. C’est le fameux principe de
superposition d’états qui implique l’expérience de pensée très contre-intuitive
du chat de Schrödinger pouvant être ni complètement mort ni complètement
vivant.
Le principe de superposition implique que l’espace de Hilbert associé à
un système composé AB est le produit tensoriel des espaces de Hilbert de
chacun des systèmes
HAB = HA ⊗HB.
Le paradoxe d’ Einstein-Podolsky-Rosen (EPR) [52], que nous détaillerons
un peu plus loin, en est une conséquence surprenante.
Plus généralement, le principe de Von Neumann consiste à associer à un
système A dit quantique un espace de Hilbert HA appelé espace des états.
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Dans le cas qui nous intéresse, nous supposerons que cet espace est de di-
mension ﬁnie.
Nous aurons besoin de quelques déﬁnitions. Un état pur est un vecteur
unitaire φ ∈ HA. Les physiciens considèrent ces états comme des projecteurs
notés |φ〉〈φ|, ce qui permet de les manipuler même lorsque l’on n’a pas accès
directement à l’espace. À l’opposé, il y a les états mixtes (encore appelés
matrices de densité ) qui sont des sommes d’états purs
ρ =
∑
i
pi|φi〉〈φi|,
déﬁnissant un opérateur Hermitien non négatif de trace 1, les ||pi||2 étant
à interpréter comme des probabilités. Les états purs sont des états mixtes
spéciaux diagonalisables.
Un observable est un opérateur Hermitien XA agissant sur HA. En me-
surant l’observable XA lorsque le système est dans l’état ρ, on obtient une
valeur aléatoire dans le spectre de XA. L’espérance de cette valeur dépend
des pi et des états purs qui composent ρ. La mesure détruit l’aspect quan-
tique du système. L’état du système devient, alors, un des vecteurs propres
de XA puis reprend instantanément son évolution ; on notera |λ〉 le vecteur
propre associé à la valeur λ. C’est une notation un peu ambiguë adoptée par
les physiciens dans le but de confondre l’espace de Hilbert HA avec l’espace
engendré par les vecteurs propres.
Un système dynamique quantique dépend d’une algèbre de Lie L d’opé-
rateurs appelés observables essentiels . Le choix de cette algèbre de Lie est
lié au type de mesure que l’on veut considérer. Le groupe correspondant
G := expiL est le groupe symétrique dynamique du système. Le système
dynamique quantique est composé de l’espace de Hilbert H et d’une repre-
sentation unitaire du groupe dynamique G : H. Les symétries d’un état sont
données par son stabilisateur dans le groupe dynamique. D’après Klyachko
[101], certaines symétries cachées se manifestent seulement si l’on considère
l’action du complexiﬁé Gc du groupe dynamique.
3.2 États purs intriqués
Dans ce document, nous ne traiterons que des états purs de systèmes
composés.
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Il est diﬃcile, même dans ce contexte, de déﬁnir ce qu’est l’intrication.
En fait, une grande partie du travail des physiciens consiste à rechercher la
déﬁnition de ce phénomène.
Nous n’entrerons pas dans cette discussion mais nous baserons notre étude
sur la suggestion de Klyachko [101, 102] qui propose de relier cette notion à
des concepts issus de la théorie géométrique des invariants [152].
Nous utiliserons la caractérisation de Kempf-Ness [98] des états complè-
tement intriqués . En fait, il s’agit d’un théorème de géométrie qui peut être
traduit dans le langage de l’information quantique de la façon suivante [101].
Théorème 1 (Kempf-Ness) Un vecteur est complètement intriqué si et seule-
ment si il est non nul et si il est de longueur minimale dans son orbite sous
l’action de Gc. Un tel vecteur existe dans une orbite si et seulement si elle
est fermée et dans ce cas ce vecteur est unique à une transformation de G
près.
Un état φ est dit intriqué si et seulement si il peut être transformé en un
état complètement intriqué φ0 par action éventuellement asymptotique du
groupe Gc, i.e.
lim
i→∞
giφ = φ0
pour une séquence (gi)i∈N d’éléments de Gc. Autrement dit, un état est in-
triqué si et seulement si l’adhérence de son orbite contient un élément com-
plètement intriqué.
Cette notion coïncide avec la notion de semi-stabilité de la théorie géo-
métrique des invariants. Un état appartenant à la même orbite qu’un état
complètement intriqué est un état stable . Un état n’ayant pas un tel élément
dans l’adhérence de son orbite est un élément instable .
Or les orbites fermés (donc stables, d’après le Théorème 1) ont la propriété
d’être séparables de 0 par des polynômes invariants, i.e. une fonction est
invariante pour l’action de Gc si elle est constante sur chacune des orbites. Il
s’en suit la caractérisation suivante :
Théorème 2 (Klyachko) Un état est intriqué si et seulement si il est séparé
de 0 par un polynôme Gc invariant.
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3.3 États purs et formes multilinéaires
Les systèmes que nous considérerons sont des systèmes composés A :=
A1A2 . . . Ak. On supposera que l’espace de Hilbert HAi associé à chaque com-
posante Ai est de dimension ﬁnie ni. C’est à dire qu’il admet comme base ni
vecteurs que l’on notera |0〉, |1〉, . . ., |ni− 1〉. L’espace de Hilbert HA associé
à A est le produit tensoriel des espaces de Hilbert des composantes
HA = HA1 ⊗ . . .⊗HAk
et est engendré par les vecteurs
|λ1 . . . λk〉 := |λ1〉 ⊗ . . .⊗ |λk〉
où λi ∈ {0, . . . , ni − 1}. Un état pur sera donc un tenseur à k composantes
assimilable à une forme multilinéaire
|φ〉 :=
∑
φλ1...λk |λ1 . . . λk〉 ∼
∑
φλ1...λkxλ1 . . . zλk
ou à un tableau multiindexé (appelé aussi hypermatrice) (φλ1...λk)0≤λi≤ni.
Pour déﬁnir complètement le système dynamique, il faut donner le groupe
dynamique ainsi que son action sur l’espace de Hilbert. Le groupe dynamique
que l’on utilise est le groupe
G = SU(n1,C)⊗ . . .⊗ SU(nk,C)
des transformations locales spéciales unitaires (LSUT dans la littérature).
Son complexiﬁé est identiﬁé par les physiciens au groupe des opérations
stochastiques locales assistées par la communication classique (SLOCC) et
est égal à un produit de groupes spéciaux linéaires
Gc = SL(n1,C)⊗ . . .⊗ SL(nk,C).
L’action de G (ou de Gc) sur HA généralise le produit des matrices
(g(1), . . . , g(k)).|φ〉 =
∑
j1,...,jk
∑
i1,...,ik
g
(1)
i1,j1
. . . g
(k)
ik,jk
φj1...jk |i1 . . . ik〉. (3.1)
Ainsi d’après le Théorème 2, le problème de la caractérisation des états
intriqués de HA peut être résolu en décrivant l’algèbre des polynômes inva-
riants des formes multilinéaires.
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Lorsqu’un système a deux états réalisables (i.e. son espace de Hilbert est
de dimension 2), on parle de qubits ou bits quantiques. Les deux états se notent
|0〉 et |1〉. Les qubits sont réalisables à partir d’électrons dont on mesure le
moment cinétique de spin ou de photons dont on mesure la polarisation.
Lorsqu’un système possède trois états réalisables, on parle de qutrits. C’est
le cas si on s’intéresse au moment cinétique de spin d’un photon. Au delà,
on utilise le terme de qudits.
3.4 L’exemple des 2 qubits ; le paradoxe EPR
Considérons un système formé d’un seul qubit dans un état quantique
pur. Avant d’être mesuré, il se trouve dans une superposition d’états
|φ〉 = α|0〉+ β|1〉.
On peut assimiler les états purs à des vecteurs de C2,
|0〉 ∼
(
1
0
)
,
|1〉 ∼
(
0
1
)
,
|φ〉 ∼
(
α
β
)
.
Un argument similaire est valable pour un système constitué de deux
particules ayant chacune deux états réalisables. Son espace de Hilbert est le
produit de deux espaces de Hilbert de dimension 2 et possède donc quatre
états de base |00〉 = |0〉⊗|0〉, |01〉 = |0〉⊗|1〉, |10〉 = |1〉⊗|0〉, |11〉 = |1〉⊗|1〉.
Les états purs sont de la forme
|φ〉 = a00|00〉+ a01|01〉+ a10|10〉+ a11|11〉.
Ces objets sont des 2-qubits et appartiennent à un C-espace vectoriel de
dimension 4 assimilable à l’espace des C-matrices 2× 2,
|00〉 ∼
(
1 0
0 0
)
|01〉 ∼
(
0 1
0 0
)
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|10〉 ∼
(
0 0
1 0
)
|11〉 ∼
(
0 0
0 1
)
|φ〉 ∼
(
a00 a01
a10 a11
)
.
Ce système est le coeur du paradoxe EPR [52]. En voici une description
très simpliﬁée. En 1935, les trois physiciens proposèrent un modèle théorique
prévoyant la non-localité de l’information comme un phénomène physique
implémentable. Le principe est le suivant, on émet deux photons pouvant
avoir deux angles de polarisation orthogonaux dans deux directions oppo-
sées. Les photons sont récupérés dans 4 capteurs (un par direction et par
polarisation). On suppose que le système formé des deux photons est dans
un état quantique pur. Si le système est dans un état factorisable
|F 〉 := (a0|0〉+ a1|1〉)(b0|0〉+ b1|1〉)
alors chaque photon peut être mesuré indépendamment. En revanche, si le
système est dans un état non factorisable, comme par exemple
|W 〉 := |00〉+ |11〉
la mesure de la polarisation de l’une des particules détruit la propriété quan-
tique du système entier qui prend un des quatre états possibles (même si
les particules sont très éloignées l’une de l’autre). Cela ne permet pas encore
de conclure sur la non-localité de l’information, en eﬀet on pourrait imaginer
que la mesure déclenche un échange d’information via l’émission de particules
messagères. Ce sont les inégalités de Bell (très délicates à tester expérimenta-
lement) qui permettent d’éliminer cette éventualité. Le paradoxe provient du
fait que les deux particules semblent communiquer à une vitesse supérieure à
celle de la lumière. En fait de paradoxe, il s’agit plutôt d’une incompatibilité
entre la mécanique relativiste et la mécanique quantique. Les premières ex-
périences ont eu lieu à la ﬁn des années 70 et la plus célèbre d’entre elles est
sans doute celle d’Alain Aspect (lire [8] pour des informations plus précises
sur le tests des inégalités de Bell et dans [81] le lecteur pourra trouver des
renseignements sur l’information quantique).
Revenons à l’aspect mathématique. Le problème consiste à distinguer les
états factorisables de ceux qui ne le sont pas. En utilisant la représentation
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matricielle, on constate qu’il suﬃt de calculer le déterminant du système. En
eﬀet,
|F 〉 ∼
(
a0b0 a0b1
a1b0 a1b1
)
et |W 〉 ∼
(
1 0
0 1
)
.
Si le déterminant est nul alors le système factorise, si il est non nul, il est
dans un état intriqué.
Mais ce raisonnement est faussement simple, nous allons voir dans l’exemple
suivant (section 3.5) que l’intrication n’est pas le contraire de la factorisation.
Le paramètre pertinent est l’orbite de l’état sous l’action du groupe dyna-
mique (ou plutôt de son complexiﬁé). Le groupe dynamique qui est considéré,
est composé de deux copies du groupe spécial unitaire,
LSUT := SU2(C)× SU2(C).
Son complexiﬁé est composé de deux copies du groupe spécial linéaire
SLOCC := SL2(C)× SL2(C).
L’action de ces deux groupes sur l’espace des états purs est simplement le
produit à gauche et à droite des matrices,
(g1, g2).|φ〉 := g1.
(
a00 a01
a10 a11
)
.tg2.
Ici, le calcul du déterminant permet de savoir si la matrice nulle est dans
l’adhérence de l’orbite de la matrice que l’on considère.
L’algèbre des polynômes invariants est engendrée par det et donc d’après
le théorème 2, les états intriqués sont ceux pour lesquels ce polynôme ne
s’annule pas. C’est à dire ceux qui sont assimilables à des matrices inversibles.
3.5 L’exemple des 3-qubits
Considérons maintenant l’espace de Hilbert des 3-qubits. Les états purs
ont la forme
|φ〉 :=
∑
0≤i1,i2,i3≤1
ai1i2i3 |i1i2i3〉.
Ces états sont assimilables à des tenseurs à trois indices (ai1i2i3)0≤i1,i2,i3≤1.
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Nous allons classiﬁer les états intriqués sous l’action du groupe SLOCC
formé de 3 copies du groupe spécial linéaire
SLOCC := SL3(C)× SL3(C)× SL3(C).
L’action de ce groupe sur les états purs est déﬁnie par (3.1).
On peut naïvement proposer la classiﬁcation suivante
1. Les états complètement factorisés
(a0|0〉+ a1|1〉)⊗ (b0|0〉+ b1|1〉)⊗ (c0|0〉+ c1|1〉)
2. Les états partiellement factorisés
(a00|00〉+ a01|01〉+ a10|10〉+ a11|11〉)⊗ (b0|0〉+ b1|1〉)
3. Les états non-factorisables (1)
|GHZ〉 = 1√
2
(|000〉+ |111〉)
|W 〉 = 1√
3
(|001〉+ |010〉+ |100〉)
Cette classiﬁcation ne correspond pas à la notion d’intrication. Si on ap-
plique la caractérisation de Klyachko (théorème 2) , il faut d’abord rechercher
tous les polynômes invariants puis caractériser les polynômes qui ne les an-
nulent pas.
Il n’y a qu’un seul invariant pour les hypermatrices à trois indices de
dimension 2 : l’hyperdéterminant de Cayley [31, 63]
∆ = (a2000a
2
111 + a
2
001a
2
110 + a
2
010a
2
101 + a
2
011a
2
100)
−2(a000a001a110a111 + a000a010a101a111 + a000a011a100a111)
−2(a001a010a101a110 + a001a011a110a100 + a010a011a101a100)
+4(a000a011a101a110 + a001a010a100a111)
(3.2)
Si on applique cet invariant à la classiﬁcation que l’on a présentée plus haut,
on trouve qu’il s’annule dans tous les cas sauf pour |GHZ〉. En conclusion,
ni les états partiellement factoriés, ni |W 〉 ne sont intriqués ! Ceci illustre
le fait que la déﬁnition de l’intrication proposée par Klyachko n’est pas la
(1)L’état |GHZ〉 doit son nom aux physiciens Greenberger, Horne et Zeilinger [75]. Voir
aussi [49] pour une discussion sur l’intrication des systèmes de trois qubits.
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négation de la factorisation. Comme dans le cas des systèmes de 2-qubits, la
classiﬁcation des états intriqués est simple, soit l’état est stable et dans ce
cas il est dans l’orbite de |GHZ〉 qui est maximalement intriqué, soit il est
instable et donc non intriqué.
Pour pouvoir distinguer |W 〉 et les états factorisés, il faut trouver des
outils plus ﬁns. Ici encore, la réponse se trouve dans la théorie classique des
invariants. Pour obtenir une classiﬁcation plus complète des orbites, il faut
faire appel à l’algèbre des concomitants (voir section suivante 3.6) qui dans
le cas des formes binaires se réduit à celle des covariants .
Un système complet de covariants est connu depuis la ﬁn du XIXième
siècle. En 1881, C. Le Paige a donné la liste des covariants en utilisant la
méthode des transvectants [124, 125]
f(x,y, z) =
∑
i1i2i3
ai1i2i3xi1yi2zi3 ,
Hx(x) = det
(
∂2f
∂yj∂zk
)
,
Hy(y) = det
(
∂2f
∂xi∂zk
)
,
Hz(z) = det
(
∂2f
∂xi∂yj
)
,
T (x,y, z) =
∣∣∣∣ ∂f∂x1 ∂f∂x2∂Hx
∂x1
∂Hx
∂x2
∣∣∣∣ ,
∆.
On peut, de plus, noter une relation algébrique entre les générateurs ,
T 2 +
1
2
HxHyHz +∆f
2 = 0 . (3.3)
Dans un article postérieur, C. Le Paige, a donné une liste de formes nor-
males pour lesquelles il a évalué les diﬀérents covariants (voir aussi Schwartz
[173])
Formes canoniques ∆ Hx Hy Hz T
F1 = x1y1z1 + x2y2z2 ∼ |GHZ〉 -1 2x1x2 2y1y2 2z1z2 x1y1z1 − x2y2z2
F2 = x1y1z2 + x1y2z1 + x2y1z1 ∼ |W 〉 0 −2x21 −2y21 −2z21 2x1y1z1
F3x = x1y1z2 + x1y2z1 0 −2x21 0 0 0
F3y = x1y1z2 + x2y1z1 0 0 −2y21 0 0
F3z = x1y2z1 + x2y1z2 0 0 0 −2z21 0
F4 = x1y1z1 0 0 0 0 0
Le système de covariants permet bien de distinguer |W 〉 et les états factorisés.
Remarquons que dans le tableau ci-dessus, F1 et F2 représentent les états
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non factorisables (assimilés respectivement à |GHZ〉 et |W 〉), les formes F3x,
F2y et F2z sont partiellement factorisables et, enﬁn F4 est complètement
factorisable.
3.6 Invariants et covariants
Nous avons vu que la notion fondamentale permettant de classiﬁer les
états des systèmes quantiques purs est la notion de polynôme invariant (ou
plus généralement concomitant) des formes multilinéaires.
Les concomitants des formes multilinéaires (ou hypermatrices) ont fait
l’objet de nombreux travaux jusque dans les années 40 (citons par exemple
[37, 50, 65, 66, 85, 86, 87, 90, 148, 125, 126, 159, 168, 173, 186, 187, 188, 189,
190, 191]).
Les hypermatrices sont simplement des tableaux dont les éléments sont
indexés par plus de deux indices. Plus formellement, il s’agit des composantes
des éléments de l’espace V1⊗· · ·⊗Vk, où V1, · · · , Vk sont des espaces vectoriels.
L’entier k est le nombre d’indices de l’hypermatrice et chacun des indices est
pris entre 1 et la dimension de l’espace Vi correspondant. Pour simpliﬁer,
nous considérerons que les espaces ont tous la même dimension n (on peut
adapter le raisonnement facilement au cas général) et nous poserons Vi = Cn
pour tout i.
Une hypermatrice A = (ai1...ik) ∈ (Cn)⊗k est identiﬁable à la forme fon-
damentale comme étant le polynôme multilinéaire
f(x1, · · · ,xk) =
∑
i1,···,ik
ai1···ikx
i1
1 · · ·xikk
où xi :=

 x
1
i
...
xni

. Nous allons nous intéresser à l’action du groupe
G = GL(Cn)⊗ · · · ⊗GL(Cn)
Un invariant relatif de degré d et de poids ω = (ω1, · · · , ωk) est un polynôme
F ∈ Rd = Sd(V )⊗k en les entrées de l’hypermatrice tel que pour tout g =
(g1, · · · , gk) ∈ G , on ait
F (g ·A) = det(g1)ω1 · · ·det(gk)ωkF (A).
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L’exemple le plus simple d’invariant est le déterminant des matrices usuelles.
On peut étendre cette déﬁnition de façon naturelle aux hypermatrices ayant
un nombre pair d’indices [31, 180, 181]
Det (A) =
1
p!
∑
σ1,···,σ2k∈Sp
ǫ(σ1 · · ·σ2k)
p∏
i=1
Aσ1(i)···σ2k(i),
Un covariant de degré d = (d0, d1, · · · , dk) est un invariant relatif dans
Rd = Sd0(V ⊗k) ⊗ Sd1(V ∗) ⊗ · · · ⊗ Sdk(V ∗). Dans un langage plus moderne,
c’est une applicationG-équivariante Sd0(V )→ Sd1(V )⊗· · ·⊗Sdk(V ). Lorsque
l’on considèrera l’aspect calculatoire du problème, les covariants seront des
polynômes P (A;x1, . . . ,xk), en les entrées Ai1...ik du tenseur et en les va-
riables auxiliaires, invariants pour l’action simultanée du groupe G sur l’hy-
permatrice A et sur les vecteurs xi, déﬁnie par
(g1, . . . , gk).(A;x1, . . . ,xk) = ((g1, . . . , gk).A; g
−1
1 x1, . . . , g
−1
k xk). (3.4)
L’exemple le plus simple de covariant est la forme fondamentale.
On notera Inv(d, ω) l’algèbre des invariants de degré d et de poids ω et
Cov(d, ω) celle des covariants.
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Chapitre 4
Formes binaires multilinéaires
4.1 Introduction
La théorie des invariants des hypermatrices (ou formes multilinéaires)(1)
consiste en l’étude du problème suivant : Étant donné un ensemble ﬁni
d’espaces vectoriels V1, V2, . . . , Vk, étudier les orbites du groupe SLOCC :=
GL(V1)⊗GL(V2)⊗ . . .⊗GL(Vk) dans l’espace H = V1⊗· · ·⊗Vk. Les hyper-
matrices sont simplement les éléments de l’espace H .Nous ne traiterons que
le cas des C-espaces vectoriels. Le problème de la classiﬁcation des hyperma-
trices n’a été résolu que dans quelques rares cas. Ce problème a été étudié
dans le cadre de la théorie classique des invariants jusque dans les années 40
(par exemple dans [31, 37, 50, 85, 86, 87, 158, 123, 124, 125, 126, 129, 172,
174, 173, 186, 185]) puis a été provisoirement abandonné à cause des calculs
trop volumineux qu’il nécessitait. Il a été reconsidéré récemment, motivé par
les progrès de l’informatique et par les applications potentielles en informa-
tion quantique [25, 26, 101, 151]. Le cas k = 2 est familier et est équivalent au
problème de la classiﬁcation des matrices selon leur rang. Le cas des formes
trilinéaires (k = 3) a été peu étudié. La forme binaire trilinéaire (Vi = C2
pour tout i) a été abordée par Le Paige en 1881 [124] puis sous une forme plus
précise par Schwartz [173] et Saddler [168]. Ce résultat est reproduit dans
le livre de Sokolov [180]. Le cas de la forme 3 × 2 × 2 (H = C3 × C2 × C2)
n’a été abordé que tardivement [151] tandis que l’étude de la forme ternaire
trilinéaire (H = C3×C3×C3) a débuté dans les années 30 [37, 186, 185]. On
connaît peu de chose sur les formes quadrilinéaires (k = 4). En eﬀet, seules
(1)On trouve aussi le terme de polyadic dans la littérature [86].
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les formes binaires quadrilinéaires ont été considérées et apparaissent pour
la première fois dans une étude partielle de Le Paige [126]. Quelques papiers
ont traité de cas dégénérés. Citons par exemple l’étude de la forme cubico-
linéaire (3, 1) par Todd [187](2), la forme double binaire (2, 2) par Turnbull
[189, 190, 191] et la forme quadratico-bilinéaire (2, 1, 1) par Gilham [67, 68].
La classiﬁcation des orbites n’a été trouvée que récemment par Verstraete et
al. [195] (corrigée et complétée par Chterental et Djokovic [39]) en exploi-
tant les propriétés de l’isomorphisme local SL2(C)× SL2(C) ∼ SO4(C). La
géométrie des orbites a été étudiée dans [204].
Aﬁn d’obtenir une classiﬁcation des orbites, il est souvent nécessaire de
calculer des invariants, covariants et autres concomitants des hypermatrices.
En eﬀet, ce résultat permet d’obtenir des équations algébriques décrivant
l’adhérence des orbites. Malheureusement, il s’agit d’une tâche ardue (voire
irréalisable dans la plupart des cas) et un système complet de concomitants
n’est connu que dans de rares exceptions. Pour ce qui est des formes binaires
multilinéaires, un ensemble complet de générateurs de l’algèbre des covariants
n’est connu que pour k ≤ 4. Les covariants de la forme binaire bilinéaire sont
engendrés par deux polynômes : la forme elle-même et le déterminant (3). Les
systèmes complets de concomitants pour des systèmes formés d’un nombre
quelconque de formes binaires bilineaires ont été décrits par Peano [159]. Les
covariants des formes binaires trilinéaires sont connus depuis Le Paige [124,
125] et présentés dans le paragraphe 4.2.3. L’étude des covariants de la forme
binaire quadrilinéaire a été commencée par Le Paige [126] mais un système
complet de covariants n’est connu que depuis [23], ce résultat est reproduit
dans ce mémoire à la section 4.4. Il est à noter que, bien qu’un système
complet ait été exhibé, la description complète de l’algèbre des covariants
par générateurs et relations reste inaccessible. Seule la série de Hilbert de
l’algèbre de invariants de la forme quintilinéaire ainsi que quelques covariants
sont connus [134].
Ce chapitre est organisé de la façon suivante. Dans la section 4.2, nous dé-
crivons les techniques permettant d’obtenir les séries de Hilbert de l’algèbre
des invariants et de celles des covariants. Dans la section 4.3, nous étudions
l’algorithme permettant d’obtenir un système complet de covariants. Enﬁn,
nous illustrons ces méthodes sur les exemples de la forme binaire quadrili-
(2)La forme quartico-linéaire (4, 1) est étudiée dans [188].
(3)Bien qu’il s’agisse de la plus simple des formes binaires multilinéaires, elle donne lieu
à des interprétations reliées, par exemple, à l’équation d’un cercle dans un système de
coordonnées tetracycliques [41, 89].
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néaire (section 4.4) et quintilinéaire (section 4.5). Les résultats de ce chapitre
reproduisent ceux contenus dans les articles [133, 23] et [134].
4.2 Séries de Hilbert
4.2.1 Dimension des espaces
Dans ce chapitre, nous utilisons les propriétés des fonctions symétriques
[138, 112]. En particulier, nous utilisons les notations de [112] pour les fonc-
tions de Schur Sλ, les fonctions élémentaires Λn, les sommes de puissances
Ψn. L’algèbre des fonctions symétriques sera notée Sym.
Les fonctions de Schur spécialisées à l’alphabet {x1, · · · , xn} sont les ca-
ractères des représentations polynomiales irréductibles de GLn(C).
Les représentations irréductibles de G := GLn(C)k ont donc pour carac-
tère des produits de fonctions de Schur Sλ1(X1) · · ·Sλk(Xk) où les λi sont des
partitions et les Xi des alphabets ﬁnis distincts de taille n. Dans notre cas,
nous nous intéressons à la représentation de G à une dimension déﬁnie par
det(g)ω = det(g1)
ω1 · · ·det(gk)ωk
pour g = (g1, . . . , gn) ∈ G (voir section 3.6) et qui a pour caractère le produit
de fonctions de Schur rectangulaires
S(ωn1 )(X1)S(ωn2 )(X2) · · ·S(ωnk )(Xk). (4.1)
Le caractère de G dans Sd(V) étant Sd(X1 · · ·Xk), la dimension de l’espace
des invariants peut être obtenue en calculant le produit scalaire
dim Inv(d, ω) = 〈Sd(X1X2 · · ·Xk) , S(ωn1 )(X1)S(ωn2 )(X2) · · ·S(ωnk )(Xk)〉G.
(4.2)
En identiﬁant le produit sur diﬀérents alphabets à un produit tensoriel, cette
égalité peut être réécrite en
dim Inv(d, ω) = 〈δk(Sd), S(ωn1 ) ⊗ · · · ⊗ S(ωnk )〉Sym⊗k
= 〈Sd, S(ωn1 ) ∗ · · · ∗ S(ωnk ))〉Sym . (4.3)
où δ est le coproduit usuel sur les fonctions symétriques et ∗ le produit
intérieur de Sym [138, 112]. Si les fonctions ne sont pas toutes du même
degré, le produit intérieur est nul. Ceci implique
nω1 = nω2 = · · · = nωk = d. (4.4)
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De la même façon, on obtient
dimCov(d;ω) = 〈Sd0(X1X2 · · ·Xk) , (S(ωn1 )Sd1)(X1) · · · (S(ωnk )Sdk)(X1)〉G
= 〈Sd0 , (S(ωn1 )Sd1) ∗ · · · ∗ (S(ωnk )Sdk)〉Sym . (4.5)
4.2.2 Séries de Hilbert en terme d’opérateurs Omega de
Macmahon
Les séries de Hilbert des algèbres d’invariants et de covariants s’expriment
comme des résidus. C’est un résultat classique dont nous donnons ci-dessous
une preuve utilisant les fonctions symétriques.
Considérons l’opérateur
DΦn = n
∂
∂Φn
, (4.6)
prenant en paramètre une somme de puissance Φn . On peut étendre cette
déﬁnition par linéarité aux autres fonctions symétriques. Ainsi la série géné-
ratrice de ces opérateurs indexés par les fonctions élémentaires est
Dλt :=
∑
n
DΛnt
n = exp{−
∑
(−t)n ∂
∂Φm
} (4.7)
si
λt =
∑
Λnt
n
est la fonction génératrice des fonctions symétriques élémentaires (voir [112]
pour les notations). Cet opérateur permet de déﬁnir l’opérateur vertex [114]
Γz = σzDλ
− 1z
où
σz(X) :=
∏
x∈X
1
1− xz = exp{
∑
n≥1
zn
Φm
m
}
est le produit de Cauchy (voir [112] pour les notations).
Toute fonction symétrique f sur l’alphabet X peut être considérée comme
une fonction des sommes de puissances sur le même alphabet f(X) = f(Φ1,Φ2, . . .).
D’après sa déﬁnition, l’opérateur Dλt agit en décalant les sommes de puis-
sances
Dλtf(Φ1,Φ2, . . .) = f(Φ1 + t,Φ2 − t2, . . .).
4.2 Séries de Hilbert 39
Le facteur de droite de l’opérateur vertex Γz peut donc s’interpréter comme
un décalage sur l’alphabet X
Dλ
− 1z
f(X) = f(Φ1 − 1
z
,Φ2 − 1
z2
, . . .) = f(X− 1
z
).
La déﬁnition des fonctions de Schur peut s’étendre aux compositions avec
parts négatives [112]
Sλ =
∣∣∣∣∣∣∣∣∣
Sλ1 Sλ1+1 · · · Sλ1+n−1
Sλ2−1 Sλ2 · · · Sλ2+n−2
...
...
...
Sλn−n+1 Sλn−n+1 · · · Sλn
∣∣∣∣∣∣∣∣∣
(4.8)
où Sj = 0 si j < 0.
En utilisant un développement de (4.8) par rapport à la première ligne,
la série génératrice des fonctions de Schur de forme (n, λ1, . . . , λn) où λ =
(λ1, . . . , λn) est ﬁxée et n parcourt Z est
∑
n∈Z
znSnλ =
∑
n∈Z
∑
k≤0
zn+kSn+k
(−1
z
)k
Sλ/(1k) (4.9)
où Sλ/µ = det(Sλi−µi−i+j)1≤i,j≤m est une fonction de Schur gauche [138, 112].
Or Df est l’adjoint de la multiplication pour le produit scalaire usuel des
fonctions symétriques (en exercice dans [138] par exemple). Ceci implique
DSµSλ = Sλ/µ. Après quelques simpliﬁcations dans (4.9), on obtient alors∑
n∈Z
znSnλ = ΓzSλ. (4.10)
En appliquant (4.10), on trouve que la série génératrice des fonctions de Schur
à deux parts dont la première peut être négative est∑
λ1∈Z
λ2∈N
uλ1vλ2Sλ1λ2 = (1−
v
u
)σ1((u+ v)X). (4.11)
De la même façon, la série génératrice des fonctions de Schur à trois parts
dont les deux premières peuvent être négatives est∑
λ1,λ2∈Z
xλ1yλ2zλ3Sλ1λ2λ3 = (1−
y
x
)(1− z
x
)(1− z
y
)σ1((x+ y + z)X) (4.12)
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Et plus généralement, si Y = {y1, . . . , yn} est un alphabet commutatif,
on a ∑
λ1,...,λn−1∈Z
λn∈N
yλ11 · · · yλnn Sλ1...λn =
∏
i
1
yn−ii
∆(Y )σ1(YX). (4.13)
Les outils que l’on vient de décrire vont nous permettre de calculer les
séries de Hilbert des algèbres de covariants.
En eﬀet, d’après (4.5), on a
C(t;u,v) := ∑d,ω dimCov(d, ω)td0ud11 . . . udkk vω11 . . . vωkk
= 〈σ1[tu1S1 + t2v1S11], σ1[u2S1 + v2S11] . . . σ1[ukS1 + vkS11]〉,
où le crochet [ ] désigne le plethysme (voir [138]). Or sur deux variables, on a
σ1[vS11] =
∑
l≥0
vlSll,
et
σ1[uS1 + vS11] =
∑
l(λ)≤2
uλ1−λ2vλ2Sλ.
Cette dernière somme peut être obtenue en combinant des opérateurs vertex
Γx et l’opérateur Ωu≥ de Macmahon [139], qui envoie les monômes contenant
une puissance négative de u sur 0 et laisse inchangés les autres. En eﬀet,∑
λ1∈Z
λ2≥0
t|λ|uλ1−λ2vλ2Sλ = ΓtuΓtv/u1 =
(
1− v
u2
)
σt
[(
u+
v
u
)
X
]
. (4.14)
Il en découle
Ck(t;u,v) = Ωu≥
k∏
i=1
(
1− vi
u2i
)
σt
[
k∏
i=1
(
ui +
vi
ui
)]
. (4.15)
La série de Hilbert de l’algèbre des invariants s’obtient en posant ui = 0
dans (4.15) après avoir appliqué l’opérateur de Macmahon. Ou, dit autre-
ment, en calculant le terme constant
Ik(t) :=
∑
n
dim Inv(d)td = CTu
k∏
i=1
(
1− 1
u2i
)
σt
[
k∏
i=1
(
ui +
1
ui
)]
. (4.16)
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4.2.3 Exemple : Les formes binaires trilinéaires
Une fois calculées, les séries de Hilbert vont nous guider dans le calcul d’un
système complet de covariants. Nous allons illustrer ce principe en reprenant
l’exemple des 3-qubits. Si on applique (4.16), on trouve
I3(t) = 1
1− t4
sans ambiguïté, cela signiﬁe que l’algèbre des invariants est engendrée par un
seul polynôme de degré 4 : l’invariant ∆ calculé à la section 3.5 (3.2).
Si on applique (4.15), on trouve, en posant vi = 1 pour simpliﬁer l’ex-
pression
Ck(t; (u1, u2, u3), (1, 1, 1)) = 1−t
6u21u
2
2u
2
3
(1−tu1u2u3)(1−t2u21)(1−t2u22)(1−t2u23)(1−t3u1u2u3)(1−t4)
.
(4.17)
Ceci suggère que l’algèbre est engendrée par 6 polynômes. Les générateurs
apparaissent au dénominateur. Par exemple le facteur (1 − tu1u2u3) repré-
sente un polynôme de degré 1 en les entrées de l’hypermatrice et de degré
1 dans chacune des variables auxiliaires. Il s’agit de la forme fondamentale
f . Les facteurs (1 − t2u21), (1 − t2u22) et (1 − t2u23) correspondent chacun à
un polynôme de degré 2 en les entrées de l’hypermatrice et de degré 2 en les
variables respectives x, y et z. Les résultats de la section 3.5 permettent de
supposer qu’il s’agit des covariants Hx, Hy et Hz. Le facteur 1 − t3u1u2u3
représente le covariant T qui est de degré 3 en les entrées et 1 en chacune
des variables auxiliaires. Enﬁn, 1− t4 représente un invariant de degré 4 (∆).
Le numérateur peut être interprété comme une relation algébrique (syzygie)
de degré 6 en les entrées et (2, 2, 2) en les variables auxiliaires. Encore une
fois, cette relation est donnée dans la section 3.5 (équation (3.3)). Bien sûr,
la simple donnée de (4.17) ne constitue pas une preuve. En eﬀet, en multi-
pliant en haut et en bas par un facteur du type 1− taub1uc2ud3, on peut donner
une autre interprétation faisant apparaître un autre générateur. Le numéra-
teur sera alors interprété par l’existence de syzygies de diﬀérents ordres (les
relations entre les générateurs apparaissent avec un coeﬃcient négatif, les
relations entre les relations, avec un coeﬃcient positif etc.). En fait, connais-
sant la forme (4.17) de la série de Hilbert, il suﬃt de prouver qu’il n’existe
pas d’autres relations que celles engendrées par (3.3). On peut trouver ces
calculs dans [124].
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4.3 Calcul des covariants
Les transvectants sont les outils de base pour la construction de systèmes
complets de covariants et jouent un rôle fondamental dans la preuve par Gor-
dan et Hilbert que les anneaux d’invariants admettent des systèmes ﬁnis de
générateurs. Le calcul des transvectants est basé sur l’utilisation de l’opéra-
teur Ω de Cayley. Cette notion, initialement déﬁnie pour les formes binaires
s’étend naturellement au formes multibinaires .
L’opérateur Ω de Cayley est
Ωxy =
∣∣∣∣ ∂∂x1 ∂∂y1∂
∂x2
∂
∂y2
∣∣∣∣ . (4.18)
Le produit de deux formes f(x) et g(y) peut être identiﬁé au produit
tensoriel f(x)⊗ g(x). Si nous déﬁnissons l’application trace tr : f ⊗ g → fg,
nous pouvons alors écrire tr(f(x)g(y)) = f(x)g(x).
Si f et g sont deux fonctions de k variables binaires xi (i = 1 · · ·k), on
déﬁnit pour tout k-uplet (i1, · · · , ik) ∈ Nk le transvectant multiple de f par
g :
(f, g)i1i2...ip = trΩi1
x1y1
Ωi2
x2y2
· · ·Ωik
xkyk
f(x1, . . . ,xk)g(y1, . . . ,yk) , (4.19)
On montre que l’on peut construire un système complet de covariants en ap-
pliquant un nombre ﬁni de transvections à partir de la forme fondamentale.
C’est le principe de l’algorithme de Gordan adapté aux formes binaires mul-
tilinéaires [188]. Pour des raisons pratiques de programmation, nous avons
choisi d’utiliser plutôt la méthode de Peano [159] qui consiste à fabriquer les
covariants de degrés d en utilisant des transvectants du type (f, Cd−1)i1,...,ik
où Cd−1 est un covariant de degré d − 1 en les éléments de l’hypermatrice.
Dans le cas des formes multilinéaires, on peut se restreindre aux Cd−1 ir-
réductibles (qui ne sont pas des combinaisons algébriques de covariants de
degrés inférieurs).
Pour résumer, on peut, en principe, obtenir un système complet de cova-
riants pour une forme binaire multilinéaire en exécutant l’algorithme suivant.
1. La forme fondamentale f est le covariant de plus petit degré (d = 1) ;
le point de départ de l’algorithme consiste à le placer dans le système
complet S que l’on est en train de construire et de calculer les généra-
teurs de degré d = 2.
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2. Pour obtenir les générateurs de degré d, on calcule tous les transvectants
de la forme (f, C)i1,...,ik où C ∈ S est un des générateurs de degré d− 1
précédemment calculés. On obtient un ensemble de générateurs dont
on extrait un sous ensemble Rd linéairement indépendant.
3. On considère un sous ensemble Sd maximal de Rd dont les éléments
ne sont pas une combinaison algébrique d’éléments de S. On insère les
éléments de Sd sans S.
4. Si Sd est vide, alors on arrête l’algorithme, l’ensemble S obtenu est un
système complet de covariants. Si Sd n’est pas vide, on pose d = d+ 1
et on recommence à l’étape 2.
Bien que l’arrêt de l’algorithme soit garanti par le théorème de Gordan et
Hilbert, il est très long à exécuter et nécessite un espace mémoire volumineux
pour stocker les calculs intermédiaires. Il existe néanmoins plusieurs straté-
gies permettant d’accélérer le processus et de diminuer le stockage d’infor-
mation. La plus simple consiste à s’aider de la série de Hilbert. On construit
directement Sd à l’étape 2, en testant les dépendances algébriques au fur et
à mesure que l’on construit l’ensemble et on s’arrête lorsque l’on a le nombre
exact de candidats dans chaque multi-degré.
Lorsque l’on connaît une forme normale pour une hypermatrice en posi-
tion générale (c’est le cas pour les systèmes de 4-qubits par exemple[195]), on
peut faire le calcul à partir de cette forme normale, ce qui permet de stocker
des polynômes moins gros. Si on ne connaît pas de forme normale, on peut
tout de même éviter de stocker les polynômes en entier. En eﬀet, la source,
c’est à dire le coeﬃcient obtenu en posant x0 = 1 et x1 = 0 pour chaque
variable binaire auxiliaire x = {x0, x1}, permet de reconstituer le covariant
complet. Dans [84] et [148], il est montré que le calcul des transvectants peut
être eﬀectué au niveau des sources.
Les covariants de degré d en les entrées et de multi-degrés µ dans les
variables auxiliaires peuvent être considérés comme des applications G-équi-
variantes Sd(V )→ Sµ1(V )⊗· · ·⊗Sµk(V ). Une telle application est déterminée
par la donnée de l’image d’un vecteur de plus haut poids. Les covariants et les
vecteurs de plus haut poids dans Sd(V ) sont en bijection. Ces derniers sont
aussi appelés semi-invariants dans [155] et sont les sources des covariants.
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4.4 Covariants des formes binaires quadrilinéaires
4.4.1 La série de Hilbert
D’après (4.15), la série de Hilbert de l’algèbre des covariants est
C4(t;u,v) = Ωu≥
(1− v1
u21
) · · · (1− v4
u24
)
(1− u1u2u3u4t)(1− v1u2u3u4u1 t)(1− u1v2u3u4u2 t) · · · (1− v1v2v3v4u1u2u3u4 t)
.
En décomposant successivement en fractions élémentaires (par rapport à u1,
u2, u3 et u4) à l’aide d’un système de calcul formel, nous pouvons calculer
cette série. Son numérateur étant trop volumineux pour être donné ici, nous
poserons u1 = u2 = u3 = u4 = u et v1 = v2 = v3 = v4 = 1. Après
simpliﬁcation, on obtient
Ck(t; (u, u, u, u), (1, 1, 1, 1)) = P
Q
(4.20)
où le numérateur P est le polynôme
P = 1− u2t+ (3 u4 − 2 u2) t2 + (u6 + 4 u4) t3
+ (10 u4 − u2) t4 + (−4 u8 − 2 u6 + 2 u4) t5
+ (2 u10 + 6 u8 − 2 u6 + 8 u4) t6 + (2 u10 + 6 u8) t7
+ (−8 u12 + u10 + 13 u8 − 2 u6 + 4 u4) t8
+ (−8 u12 − u10 + 12 u8 − u6) t9
+ (2 u14 − 13 u12 + 13 u8 − 2 u6) t10
+ (u14 − 12 u12 + u10 + 8 u8) t11
+ (−4 u16 + 2 u14 − 13 u12 − u10 + 8 u8) t12
+ (−6 u12 − 2 u10) t13 + (−8 u16 + 2 u14 − 6 u12 − 2 u10) t14
+ (−2 u16 + 2 u14 + 4 u12) t15 + (u18 − 10 u16) t16
+ (−4 u16 − u14) t17 + (2 u18 − 3 u16) t18 + u18t19 − u20t20
et le dénominateur est
Q = (1− tu2)(1− tu4)(1− t2)(1− t2u2)2(1− t2u4)3(1− t4)(1− t4u2)
×(1− t4u4)(1− t6) .
C’est une algèbre de type Cohen-Macaulay (c.f. [177]) . Ceci signiﬁe qu’il
s’agit d’une module libre de rang ﬁni sur une sous algèbre engendrée par un
nombre ﬁni d’éléments homogènes f1, . . . , fm. L’entier m est la dimension
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de Krull de l’algèbre des covariants (le nombre maximal d’éléments algébri-
quement indépendants). Comme la série Ck(t; (t, t, t, t), (1, 1, 1, 1)) a un pôle
d’ordre 12 en t = 1 , on en déduit que la dimension de Krull est m = 12.
Si on pose u = 0 dans (4.20), on trouve la série de Hilbert de l’algèbre
des invariants,
I4(t) = 1
(1− t2)(1− t4)2(1− t6) . (4.21)
Cette formule montre que la conjecture 2.6.5.3 de [101] ne peut pas être
correcte puisqu’elle prévoit que l’hyperdéterminant (de degré 24) fait partie
des générateurs. Nous allons voir que cette algèbre est libre et engendrée par
des éléments de degrés 2, 4, 4, 6 comme le suggère la série de Hilbert.
4.4.2 L’algèbre des invariants
En eﬀet, il est possible de construire un système de générateurs et de
tester les dépendances linéaires. Le point de départ de la construction est la
forme fondamentale
f :=
∑
0≤i1,i2,i3,i4≤1
ai1i2i3i4xi1yi2zi3ti4 .
Aﬁn de réduire la taille des expressions, nous poserons
ai1i2i3i4 = a8i1+4i2+2i3+i4.
Cette forme binaire admet un invariant de degré 2. Il s’agit de l’un des
hyperdéterminants introduit par Cayley [31] (la seconde partie de ce mémoire
est consacrée à l’étude de cet invariant). Il vaut
H = a0a15 − a1a14 − a2a13 + a3a12 − a4a11 + a5a10 + a6a9 − a7a8. (4.22)
On peut extraire deux invariants indépendants parmi trois que l’on peut
déﬁnir en interprétant f comme une application linéaire C4 → C4 [174].
L =
∣∣∣∣∣∣∣∣
a0 a4 a8 a12
a1 a5 a9 a13
a2 a6 a10 a14
a3 a7 a11 a15
∣∣∣∣∣∣∣∣ (4.23)
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M =
∣∣∣∣∣∣∣∣
a0 a8 a2 a10
a1 a9 a3 a11
a4 a12 a6 a14
a5 a13 a7 a15
∣∣∣∣∣∣∣∣ (4.24)
N =
∣∣∣∣∣∣∣∣
a0 a1 a8 a9
a2 a3 a10 a11
a4 a5 a12 a13
a6 a7 a14 a15.
∣∣∣∣∣∣∣∣ (4.25)
On a la relation
L+M +N = 0,
néanmoins, on peut tester facilement que deux d’entre eux (peu importe les-
quels) sont linéairement indépendants et que H2 ne peut pas s’écrire comme
une combinaison linéaire de ceux-ci.
Enﬁn, si on pose :
bxy = det
(
∂2A
∂zi∂tj
)
= [x20, x0x1, x
2
1]Bxy

 y20y0y1
y21

 ,
on peut montrer que le polynôme
D = det(Bxy). (4.26)
est bien un invariant.
En se basant sur l’expression de la série, la liberté de l’algèbre est une
conséquence de la non-nullité du Jacobien construit à partir des générateurs
{H,L,M,D}.
D’après la formule générale de [63], l’hyperdiscriminant(4) ∆ est un in-
variant de degré 24. Il admet donc une expression en les invariants fonda-
mentaux. En traitant les variables t1 et t2 comme des paramètres, la forme
f peut être considérée comme une forme trilinéaire. Nous avons vu (3.2) que
la forme trilinéaire admettait un invariant de degré 4 que l’on notera ∆T
(hyperdiscriminant de la forme trilinéaire) dans ce paragraphe aﬁn d’éviter
(4)Dans la papier [63], ce polynôme est appelé hyperdéterminant. Pour ne pas le confondre
avec l’hyperdéterminant de degré 2, nous le nommerons hyperdiscriminant.
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la confusion avec ∆. Cet invariant est une quartique binaire en la variable
t = (t1, t2)
∆T = c0t
4
0 + 4c1t
3
0t1 + 6c2t
2
0t
2
1 + 4t0t
3
1 + c4t
4
1,
qui admet à son tour deux invariants [155] : L’apolaire de ∆T avec lui-même
S := c0c4 − 4c1c3 + 3c22
et le catalecticant
T := c0c2c4 − c0c23 + 2c1c2c3 − c21c4 − c32.
Le discriminant de ∆T n’est autre que ∆ et peut être écrit en fonction de
S et T [155]
∆ = S3 − 27T 2.
Les polynômes S et T sont aussi des invariants de f , et peuvent donc
être exprimés en fonction des invariants fondamentaux, ce que l’on fait en
utilisant un système de calcul formel (voir [133] pour le détail des calculs).
Pour ﬁnir, nous allons tester nos calculs sur les formes normales proposées
par Verstraete et al. [195].
La forme normale générique qu’ils proposent pour une orbite stable est
Gabcd := a(x0y0z0t0 + x1y1z1t1) + b(x0y0z1t1 + x1y1z0t0)
+c(x0y1z1t0 + x1y0z1t0) + d(x0y1z1t0 + x1y0z0t1).
Remarquons que si on pose X = {a2, b2, c2, d2}, on a Λ1(X) = 2H(Gabcd),
Λ2(X) = (4M + 2L + H
2)(Gabcd), Λ3(X) = (4D + 2HL)(Gabcd), Λ4(X) =
L(Gabcd)
2. Ce qui signiﬁe que a2, b2, c2 et d2 sont les quatre racines de la
quartique
X4 − 2HX3 + (H2 + 2L+ 4M)X2 − (4D + 2HL)X + L2 (4.27)
On a des propriétés similaires pour les autres formes normales
Forme racines de X4 − 2HX3 + (H2 + 2L+ 4M)X2 − (4D + 2HL)X + L
Gabcd 4 racines simples
Labc2 2 simples et 1 double
La2b2 2 doubles
Lab3 1 simple et 1 triple
La4 1 quadruple
La203⊕1 2 doubles : dont une est 0
L05⊕3 1 quadruple :0
L07⊕1 1 quadruple :0
L03⊕103⊕1 1 quadruple :0
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Comme dans le cas de la forme trilinéaire, les invariants ne sont pas suﬃsants
car ils ne permettent pas de séparer L05⊕3 , L07⊕1 et L03⊕103⊕1 . Les résultats
sur les invariants résumés ci-dessus proviennent de [133].
Dans l’annexe B, se trouve une discussion similaire concernant les formes
normales de Chterental et Djorovic [39].
4.4.3 Un ensemble fondamental de Covariants
Dans [23], nous avons trouvé un ensemble minimal de générateurs consti-
tué de 170 covariants en utilisant l’algorithme du paragraphe 4.3, en s’aidant
de la série de Hilbert et en prenant en compte des propriétés propres aux
formes multilinéaires aﬁn de simpliﬁer les calculs.
Le tableau ci-dessous résume le résultat(5) et donne le nombre de cova-
riants de degré d en les entrées de l’hypermatrice et de multi-degré λ en les
variables auxiliaires.
λ\d nλ 1 2 3 4 5 6 7 8 9 10 11 12
0000 1 1 2 1
1111 1 1 2 1
2200 6 1 1 1
2220 4 2 2 2
3111 4 1 3 3 1
3311 6 1 2 1
4000 4 1 1
4200 12 1 1 1
5111 4 1 2 1
6000 4 1
La connaissance d’un ensemble fondamental de covariants est plus que
suﬃsante pour séparer les 3 dernières formes de Verstraete et al (voir para-
graphe 4.4.2) En eﬀet, si on considère les covariants C3111 et D2200 calculés
dans [23], on a
C3111(L05⊕3) = 2(x2y2z1t1 − x1y2z1t1)
D2200(L05⊕3) = 0
C3111(L07⊕1) = 2x2(y1z1t2 + y1z2t1 − 2y2z1t1)
(5)Les détails du calcul se trouvent dans [23]
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D2200(L07⊕1) = −16x22z1z2 (4.28)
C3111(L03⊕103⊕1) = 0
D2200(L03⊕103⊕1) = 0
4.4.4 Covariants rationnels
L’algèbre des covariants rationnels est plus simple que celle des covariants
polynomiaux. En eﬀet, c’est un corps de fonctions rationnelles sur 12 géné-
rateurs indépendants. Le tableau suivant contient la liste des générateurs
Source cα Covariant Cα
c0000 1
c1000 0
c0100 0
c0010 0
c0001 0
c0011 bxy
c0101 bxz
c0110 bxt
c1001 byz
c1010 byt
c1100 bzt
c0111 −C3111
c1011 −C1311
c1101 −C1131
c1110 −C1113
c1111 Hf
2 − bxybzt − bxzbyt − bxtbyz
où C3111, C1311, C1131 et C1113 sont des covariants calculés dans [23] fai-
sant partie du système de générateurs décrit au paragraphe 4.4.3 et bxy =
1
2
(f, f)0011, bxz = 12(f, f)
0101 etc.. Ces polynômes ont été obtenus grâce au cal-
cul des formes associées décrit dans [148]. On obtient les sources de formes
associées en appliquant la série de substitutions
x1 → a0000x1 − a1000x2, x2 → a0000x2,
y1 → a0000y1 − a0100y2, y2 → a0000y2,
z1 → a0000z1 − a0010z2, z2 → a0000z2,
t1 → a0000t1 − a0001t2, t2 → a0000t2.
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à la forme fondamentale f . Ceci donne un nouveau polynôme F dont les
coeﬃcients en les monômes xiyjzktl divisés par a
9−i−j−k−l
0000 sont les sources
des formes associées.
4.4.5 Syzygies
Chaque polynôme covariant peut être écrit comme une fonction ration-
nelle des 12 covariants rationnels calculés au paragraphe 4.4.4. Il suﬃt pour
cela de faire la substitution
ai1i2i3i4 → Ci1i2i3i4f 1−(i1+i2+i3+i4)
dans la source du covariant. Par exemple si on applique cette substitution au
covariant D4000 calculé dans [23] et dont la source est
2a0111a0100a0000a0011 − 4a0111a0010a0001a0010
−a20000a20111 + 2a0111a0000a0001a0110
+2a0111a0000a0010a0101 + 2a0110a0001a0011a0100
−a20001a20110 + 2a0110a0001a0010a0101
−4a0110a0011a0000a0101 + 2a0101a0010a0011a0100
−a20010a20101 − a20011a20100,
on obtient
D4000 = − 1C20000 (C
2
0111 + 4C0110C0011C0101)
= − 1
f2
(C23111 + 4bxtbxybxz).
(4.29)
Ce procédé nous permet d’obtenir des relations algébriques entre les géné-
rateurs (syzygies d’ordre 1). En eﬀet, l’égalité (4.29) est équivalente à la
syzygie
f 2D4000 + C
2
3111 + 4bxybxzbxt = 0 .
Cette méthode appliquée aux formes associées calculées dans le paragraphe
4.4.4 permet d’obtenir toutes les syzygies jusqu’au degré 5. En degré 6, on
trouve deux syzygies qui ne peuvent pas être obtenues par cette méthode
[23]. La première syzygie d’ordre 2 apparaît en degré 7 et est de multi-degré
(5333) en les variables auxiliaires .
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4.5 Invariants des formes binaires quintilinéaires
4.5.1 Série de Hilbert
D’après l’égalité (4.16), la série de Hilbert de l’algèbre des invariants est
I5(t) := CTu
(
1− 1
u21
)
. . .
(
1− 1
u25
)
(1− u1u2u3u4u5t)(1− u2u3u4u5tu1 ) · · · (1− tu1u2u3u4u5 )
. (4.30)
Ce calcul est assez diﬃcile à réaliser. En eﬀet, une approche classique utilisant
un développement en fraction simple engendre des résultats intermédiaires
trop volumineux pour être traités à l’aide d’un système de calcul formel
classique. Après de nombreux essais, nous avons réussi à ﬁnir le calcul en
utilisant un algorithme dû à Guoce Xin [207]. Le résultat peut être écrit sous
la forme
I5(t) := P (t)
Q(t)
(4.31)
où P (t) est un polynôme de degré 104 avec des coeﬃcients positifs et
Q(t) = (1− t4)5(1− t6)(1− t8)5(1− t10)(1− t12)5.
Le détail du résultat se trouve dans [134]. D’après cette expression, il est clair
qu’une description complète par générateurs et relations de cette algèbre est
hors d’atteinte de tout système de calcul. Néanmoins, la positivité des coef-
ﬁcients de P (t) suggère la structure de Cohen-Macaulay de cette algèbre .
Nous savons qu’il existe un ensemble de dimH − dimG = 25 − 3 × 5 = 17
invariants algébriquement indépendants. Le dénominateur Q(t) est précisé-
ment un produit de 17 facteurs, ce qui rend plausible le fait que ces invariants
puissent être composés de 5 polynômes de degré 4 (que l’on noteraD1, . . .D5),
d’un polynôme de degré 6 (F ), de 5 polynômes de degré 8 (H1,. . ., H5), d’un
polynôme de degré 10 (J) et de 5 invariants de degré 12 (L1, . . . , L5). Ces
17 polynômes sont appelés invariants primaires. Le numérateur décrirait les
invariants secondaires. Ils sont au nombre de 3014400 et tels que tout poly-
nôme invariant peut s’écrire de façon unique comme une combinaison linéaire
d’invariants secondaires avec des coeﬃcients polynômiaux dans les invariants
primaires.
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4.5.2 Les invariants les plus simples
On peut calculer les plus petits invariants (jusqu’en degré 8), en se servant
des transvectants. Au delà, les polynômes deviennent trop gros pour être
gérés par un système de calcul formel. Comme pour la forme quadrilinéaire,
nous devons calculer des covariants intermédiaires. Le plus simple d’entre
eux est la forme de base
f =
∑
0≤i1,i2,i3,i4,i5≤1
ai1i2i3i4i5xi1yi2zi3ti4ui5,
que nous considérons comme une forme quadrilinéaire. Nous avons vu que
la forme quadrilinéaire admet un invariant de degré 2 (l’hyperdéterminant ).
Appliqué à f , en considérant x0 et x1 comme des paramètres, ce polynôme
est la forme binaire quadratique
bx = (f, f)
01111 = αx20 + 2βx0x1 + γx
2
1.
Son discriminant Dx = β − αγ est un invariant de f de degré 4. On recom-
mence l’opération en considérant successivement (y0, y1), . . . , (u0, u1) comme
des paramètres et on construit 4 autres invariants Dy, Dz, Dt et Du. On peut
obtenir un invariant de degré 6 en appliquant une suite de transvections mul-
tiples. Tout d’abord, on calcule un covariant triquadratique de degré 2
B22020 = (f, f)
00101.
Ensuite, nous utilisons ce polynôme pour construire un covariant de degré 3,
C31111(B22020, f)
01010,
puis un covariant triquadratique de degré 4
D22200 = (C31111, f)
10011.
À partir de celui-ci, nous construisons un covariant quintilinéaire de degré 5
E11111 = (D22200, f)
11100
et enﬁn le covariant de degré 6 que l’on recherche
F = (E11111, f)
11111.
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Pour calculer des invariants de degré 8, nous procédons de la façon suivante.
On calcule deux covariants triquadratiques de degré 2,
B22200 = (f, f)
00011, B00222 = (f, f)
11000
Puis on transvecte la forme B22200 avec elle-même, pour obtenir une forme
binaire quartique de degré 4
D40000 = (B22200, B22200)
02200
Ensuite, on construit les formes triquadratiques de degré 6 suivantes
Fx = (D40000, B22200)
20000, Fy = (D04000, B22200)
02000, Fz = (D0000, B22200)
00200,
Ft = (D04000, B22200)
00020, Fu = (D04000, B22200)
00002.
Finalement, on obtient 5 invariants
Hx = (Fx, B22200)
22200, Hy = (Fy, B22200)
22200, Hz = (Fz, B22200)
22200,
Ht = (Ft, B00222)
00222, Hu = (Fu, B00222)
00222.
Pour prouver que le système
S = {Dx, Dy, Dz, Du, Dt, F,Hx, Hy, Hz, Ht, Hu}
n’admet pas de relations algébriques, il suﬃt de calculer son Jacobien. Le
calcul direct du déterminant étant assez long, le plus simple est de le calcu-
ler pour une évaluation aléatoire. Dans [134], nous donnons des valeurs des
variables pour lesquelles il ne s’annule pas, ce qui prouve l’indépendance al-
gébrique de ces polynômes. Ce sont potentiellement des invariants primaires.
4.5.3 Conclusion
Dans ce chapitre, nous avons décrit les outils permettant d’obtenir un
système complet de covariants et nous les avons illustrés par des exemples
de la forme quadrilinéaire et quintilinéaire. Une description complète de l’an-
neau des covariants doit inclure en principe un ensemble de générateurs des
syzygies des diﬀérents ordres. Or, les exemples montrent qu’une telle des-
cription est non seulement techniquement impossible à obtenir mais aussi
que sa taille la rendrait humainement inexploitable. Dans le cas des petits
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systèmes [195], la classiﬁcation des orbites peut être obtenue en utilisant des
aspects très ﬁns de la théorie des algèbres de Lie semi-simples graduées de
Vinberg [198, 200] (voir aussi le chapitre 5 pour le cas des formes 3× 3× 3).
Cette stratégie ne fonctionne pas avec la forme quintilinéaire et les covariants
restent les seuls outils permettant d’aborder le problème. Dans l’exemple de
la forme quadrilinéaire, on observe que seul un petit nombre de covariants
est nécessaire pour retrouver la classiﬁcation de Verstraete et al. [195]. On
peut donc espérer trouver un critère aﬁn de choisir un petit sous-ensemble
de covariants, avec des propriétés pertinentes, permettant d’obtenir la classi-
ﬁcation attendue. Pour illustrer ce principe, considérons les exemples d’états
d’un système de 5-qubits proposés par Osterloh et Siewert [157], dans le but
d’obtenir un début de classiﬁcation
|Φ1〉 = 1√2 (|11111〉+ |00000〉)
|Φ2〉 = 12 (|11111〉+ |11100〉+ |00010〉+ |00001〉)
|Φ3〉 = 1√6
(√
2|11111〉+ |11000〉+ |00100〉+ |00010〉
+|00001〉)
|Φ4〉 = 12√2
(√
3|11111〉+ |10000〉+ |01000〉+ |00100〉
+|00010〉+ |00001〉) .
Ces états, qui répondent à certains critères imposés par les deux physiciens,
peuvent être séparés grâce à certains des covariants calculés dans [134] (voir
table 4.1). La question à trancher est celle des critères à employer dans le cas
général.
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|Φ1〉 |Φ2〉 |Φ3〉 |Φ4〉
Dx × × 0 0
Dy × × 0 0
Dz × 0 0 0
Dt × 0 0 0
Du × 0 0 0
F 0 0 0 0
Bx × × × ×
C31111 0 0 × ×
E11111 0 × 0 ×
Tab. 4.1 – Évaluation des covariants sur les états proposés par Osterloh et
Siewert (× signiﬁe que l’évaluation n’est pas nulle)
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Chapitre 5
Forme ternaire trilinéaire
5.1 Introduction
Depuis les débuts de l’informatique quantique et de la cryptographie
quantique, la physique quantique, au travers de la notion d’intrication, pro-
met de réaliser des tâches connues comme étant impossibles dans le cas clas-
sique(1). De petits systèmes de qutrits intriqués ont déjà été implémentés ou
étudiés dans le cadre de la cryptographie quantique [16, 54](2). Le lecteur in-
téressé par l’histoire de cette discipline peut trouver dans [81] le point sur les
connaissances en 2001. Il est attendu que l’étude de systèmes multipartites
de plus grande dimension donnera lieu à de nombreuses nouvelles applica-
tions. Par exemple, Fitzi, Gisin et Maurer [60] ont montré que le problème
des généraux Byzantins (3) admet une solution en terme de systèmes de 3
qutrits dans l’état d’Aharonov [16]. Cet état est assimilable à un tenseur
(1)Voir par exemple [178].
(2)Le premier protocole de cryptographie quantique a été proposé par Bennet et Brassard
[16] en 1984. Il est basé sur le fait qu’il est impossible de faire une copie exacte d’un système
quantique dont on ne connaît pas l’état.
(3)Le problème des généraux byzantins est une façon de modéliser la fiabilité des trans-
missions ainsi que l’intégrité des composants. On utilise souvent la métaphore de l’armée
Byzantine faisant le siège d’une cité ennemie. Plusieurs camps sont disposés autour de la
ville assiégée et ceux-ci doivent communiquer à l’aide de messagers afin d’élaborer un plan
de bataille commun. Il faut tenir compte du fait qu’un certain nombre de généraux ont
trahi et essayent de semer la confusion parmi les autres. Le problème consiste à trouver
un algorithme qui permet aux généraux fidèles d’arriver à un consensus. Le problème des
généraux byzantins a été étudié dans [109]. Il est connu qu’il n’existe pas d’algorithme
pour 3 généraux dont 1 est un traitre.
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antisymétrique 3× 3× 3
|A〉 = 1√
6
(|012〉+ |120〉+ |201〉 − |021〉 − |102〉 − |210〉) .
D’un point de vue théorique, l’état d’Aharonov d’un système de 3-qutrits
permet d’obtenir des contre-exemples non-triviaux à la conjecture sur l’ad-
ditivité de l’entropie relative d’intrication [202]. De plus, l’étude des états
des systèmes de dimension supérieure met à jour des questions reliées au réa-
lisme local et aux inégalités de Bell (l’article [97] contient une étude spéciﬁque
aux 3-qutrits). En particulier, il est intéressant de trouver des éléments de
classiﬁcation des systèmes de 3-qutrits. En fait deux directions ont été ex-
plorées, la première consiste à étudier les orbites pour l’action du groupe
dynamique (dans le cas que l’on considère, il s’agit du groupe LUT := SU×33
des transformations locales unitaires(4). La seconde consiste à classiﬁer les
orbites pour l’action de son complexiﬁé (le groupe des opérations locales sto-
chastiques assistées par la communication classique SLOCC := SL×33 )
(5). La
première voie, faisant intervenir de nombreux paramètres semble être impra-
ticable pour le moment. Nous ne nous intéresserons donc qu’à la seconde.
La méthode numérique introduite dans [194] par Verstraete et al. permet de
calculer les états maximalement intriqués. Appliquée à un système pur de
3-qutrits, on trouve la forme normale
|Φ〉 ≃ α(|000〉+|111〉+|222〉)+β(|012〉+|120〉+|021〉)+γ(|021〉+|102〉+|210〉)
où α, β et γ sont des paramètres complexes. Il est intéressant de noter que
l’état de Aharonov est sous forme normale en posant α = 0 et β = −γ = 1√
6
.
L’existence d’une telle forme normale fut prouvée en premier par Vinberg
[198, 200] en utilisant sa notion de groupe de Weyl d’une algèbre de Lie
graduée appliquée à la Z3 graduation de l’algèbre de Lie exceptionnelle E6.
Dans ce cas, le groupe de Weyl est le groupe de réﬂexion complexe G25 de
la classiﬁcation de Shephard et Todd [179]. Néanmoins, une forme normale
diﬀérente était connue dès 1939 dans les travaux de Chanler [37](6).
(4)Voir les articles [2, 28, 137, 194] pour l’étude de systèmes de qubits.
(5)Voir les articles [23, 49, 101, 133, 134, 195, 194] pour l’étude de systèmes de qubits.
(6)Chanler déduisit sa forme normale des propriétés géométriques des cubiques planes.
Elle ne faisait pas apparaître le rôle du groupe G25, bien que celui-ci fut découvert par
Maschke en 1889 [141] dans son étude du groupe de symétrie des 27 droites d’une surface
cubique plane.
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Ce chapitre est organisé de la façon suivante. Tout d’abord, nous fai-
sons quelques remarques sur l’espace des orbites (section 5.2). Nous donnons
alors diverses expressions des invariants fondamentaux découverts par Chan-
ler [37] (section 5.3). Enﬁn dans la section 5.4 nous discutons des formes
normales, en particulier nous nous intéressons au problème de la forme de
Klein. Nous montrons que les paramètres de la forme normale sont les racines
d’une équation algébrique de degré 648. Enﬁn, nous montrons que les solu-
tions de certaines dégénéréscences de cette équation admettent des symétries
liées à certains polytopes complexes réguliers [42].
5.2 L’espace des orbites
Nous considérons l’espace de Hilbert H = C3 ⊗ C3 ⊗ C3 comme une re-
présentation du groupe SLOCC = SL3(C)×3 et nous nous intéressons à la
classiﬁcation des orbites de SLOCC dans H et dans l’espace projectif P(H).
Une classiﬁcation géométrique des orbites a été obtenue à la ﬁn des années
1930 dans une série d’articles de Thrall [185], Thrall et Chanler [186] et
Chanler [37]. Dans des articles plus récents [153, 154], on trouve une dis-
cussion plus complète qui inclut la description de l’adhérence des orbites.
Dans le cas général, les orbites de l’action d’un groupe sur une variété algé-
brique ne sont pas les points d’une variété algébrique. Pour remédier à cette
situation, on doit éliminer certaines orbites dégénérées, il est alors possible
de construire un quotient (dans le cas aﬃne) ainsi qu’un espace de modules
(dans le cas projectif) qui décrivent la géométrie des orbites suﬃsamment gé-
nériques. Le quotient géométrique Y = H//SLOCC est déﬁni comme étant
une variété aﬃne dont l’anneau de coordonnées est l’anneau des polynômes
invariants R = C[H]SLOCC. L’espace des modules est la variété projective
M = Proj(R) pour laquelle R est l’anneau de coordonnées homogènes(7).
C’est le quotient de l’ensemble P(H)ss des points semi-stables par l’action de
SLOCC (voir [201]). La première étape est le calcul de la série de Hilbert.
On peut déduire des articles de Vinberg [198, 200] que cette algèbre est une
algèbre libre sur trois générateurs de degré respectif 6, 9 et 12. La série de
Hilbert est donc
I3(t) = 1
(1− t6)(1− t9)(1− t12) .
(7)L’anneau de coordonnées homogènes est l’analogue projectif de l’anneau de coordon-
nées (voir [53]).
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Des invariants I6, I9 et I12 sont connus depuis l’article de Chanler [37] qui les a
calculés en utilisant les méthodes de la théorie classique des invariants. Nous
allons montrer que ces invariants forment un système complet de générateurs.
Comme l’algèbre des invariants est une algèbre de polynômes, le quotient
Y est l’espace aﬃne C3. Considérons maintenant l’espace des modules. La
variété projective dont l’anneau de coordonnées homogènes est une algèbre
de polynômes sur des générateurs de degré respectif d1, . . . , dm est l’espace
projectif pondéré P(d1, . . . , dm). Par déﬁnition, notre espace de modules est
l’espace projectif pondéré P(6, 9, 12) ∼= P(2, 3, 4). Cet espace étant isomorphe
à P(1, 2, 3) [46] il peut être identiﬁé à la surface de del Pezzo P6 [77]. Les
surfaces de del Pezzo sont des objets remarquables de par leurs liens avec les
systèmes de racines exceptionnels [145].
5.3 Les invariants fondamentaux
Dans ce paragraphe, nous donnons une description des invariants fonda-
mentaux ainsi que de certains concomitants obtenus par Chanler [37] sous
une forme plus commode pour nos calculs. Comme dans le cas des systèmes
de qubits, nous allons identiﬁer un état de l’espace de Hilbert à une forme
ternaire trilinéaire
f =
∑
0≤i1,i2,i3≤2
ai1i2i3xi1yi2zi3 .
Pour construire les concomitants, nous avons besoin de la notion de transvec-
tant adaptée aux formes ternaires. Soit f1, f2 et f3 trois formes ternaires. Le
produit tensoriel f1 ⊗ f2 ⊗ f3 s’identiﬁe au polynôme f1(x(1))f2(x(2))f3(x(3))
en trois séries indépendantes de variables ternaires. L’opérateur Ωx de Cayley
est l’opérateur diﬀérentiel
Ωx =
∣∣∣∣∣∣∣∣
∂
∂x
(1)
1
∂
∂x
(2)
1
∂
∂x
(3)
1
∂
∂x
(1)
2
∂
∂x
(2)
2
∂
∂x
(3)
2
∂
∂x
(1)
3
∂
∂x
(2)
3
∂
∂x
(3)
3
∣∣∣∣∣∣∣∣ .
Nous considérerons trois ensembles indépendants de variables ternaires x, y
et z (covariantes). Contrairement au cas de formes binaires, nous avons besoin
de variables contravariantes ξ = (ξ1, ξ2, ξ3), η = (η1, η2, η3) et ζ = (ζ1, ζ2, ζ3).
Les ξi sont duales des xj , autrement dit, ce sont des formes linéaires sur
l’espace engendré par les xj telles que ξi(xj) = δij .
5.3 Les invariants fondamentaux 61
Un concomitant est un polynôme F en les variables ai1i2i3 ,x,y, z, ξ, η et
ζ tel que pour tout g = (g1, g2, g3) ∈ SLOCC
F (g.A; g−11 x, g
−1
2 y, g
−1
3 z; g1.ξ, g2.η, g3.ζ) = F (A;x,y, z; ξ, η, ζ).
L’algèbre des concomitants n’admet qu’un seul générateur de degré 1 qui
est la forme ternaire f . Les autres concomitants peuvent être déduits de f
et des trois invariants absolus Pα =
∑
ξixi, Pβ =
∑
ηjyj et Pγ =
∑
ζkzk
en appliquant des transvections multiples. Considérons trois formes F1, F2
et F3 en les 6 ensembles de variables ternaires x, y, z, ξ, η et ζ . Pour tout
(n1, n2, n3)× (m1, m2, m3) ∈ N3×N3, on déﬁnit un transvectant multiple de
F1, F2 et F3 par
(F1, F2, F3)
n1n2n3
m1m2m3
:= trΩn1x Ω
n2
y Ω
n3
z Ω
m1
ξ Ω
m2
η Ω
m3
ζ
3∏
i=1
Fi(x
(i),y(i), z(i), ξ(i), η(i), ζ (i)),
où tr est l’opérateur trace envoyant les variables x(i),y(i), z(i), ξ(i), η(i), ζ (i) sur
respectivement x,y, z, ξ, η, ζ . Pour simpliﬁer, les notations nous écrirons
(F1, F2, F3)
n1n2n3 := (F1, F2, F3)
n1n2n3
m1m2m3
.
Nous ne détaillerons pas ici l’ensemble des calculs que le lecteur pourra trou-
ver dans l’article [24]. Nous ne donnerons que le calcul des concomitants
nécessaires à l’obtention des invariants I6, I9 et I12. L’invariant I6 s’obtient
à partir du carré de la forme fondamentale
I6 =
1
1152
(f 2, f 2, f 2)222. (5.1)
Pour calculer I9, nous avons besoin des concomitants
Qα = (f, f, PβPγ)
011,
Qβ = (f, f, PαPγ)
101,
Eα = (Qα, f, Pα)
100,
Eβ = (Qβ , f, Pβ)
010.
L’invariant I9 de Chanler s’écrit alors
I9 =
1
576
(Eα, Eβ, Eβ)
111
111. (5.2)
Enﬁn, pour l’invariant I12, nous utilisons le concomitant
Bα = (f, f, f)
011.
Cet invariant est
I12 =
1
124416
(Bαf, Bαf, Bαf)
111
111. (5.3)
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5.4 Formes normales et invariants
On peut montrer à partir de la théorie de Vinberg [200] qu’une forme
trilinéaire générique est dans l’orbite d’une forme
Nuvw(x,y, z) = u(x1y1z1 + x2y2z2 + x3y3z3)
+v(x1y3z2 + x2y1z3 + x3y2z1)
w(x1y2z3 + x2y3z1 + x3y1z2)
où u, v et w sont des paramètres (voir [24] pour une analyse approfondie sur
ce sujet). Cette forme normale n’est pas unique. En eﬀet, une forme générique
f admet 648 formes normales, de plus, les triplets (u, v, w) pour lesquels ce
nombre est réduit ont des propriétés géométriques intéressantes.
Remarquons tout d’abord que la série de Hilbert est aussi celle de l’anneau
des invariants de G25, le groupe numéro 25 de la classiﬁcation des groupes
de réﬂexions complexes irréductibles de Shephard et Todd [179]. Ce groupe
d’ordre 648 est l’un des groupes considérés par Maschke [141] lors de son
étude du groupe de symétrie des 27 droites d’une surface cubique générique
dans P3. D’après Maschke, l’algèbre des invariants de G25 dans C[u, v, w] est
précisément C[C6, C9, C12] où C6 (resp. C9, C12) est l’évaluation de I6 (resp.
I9, I12) sur Nuvw. En fait,
S = {Nuvw|(u, v, w) ∈ C3}
est une section de Chevalley de l’action de SLOCC sur H de groupe de Weyl
G25 ([177] p174).
Klein [99] a introduit la notion de “Formenproblem” associée à l’action
d’un groupe ﬁni. Cela consiste à calculer les coordonnées d’un point d’une
orbite, les valeurs numériques des invariants étant ﬁxées. Dans notre cas, il
s’agit de trouver les paramètres (u, v, w) lorsque les valeurs des invariants
a = I6, b = I12 et c = I18 sont ﬁxées où I18 est un invariant de degré 18
utilisé à la place de I9 pour faciliter les calculs (à la ﬁn du calcul, nous
sélectionnons les solutions qui donnent le bon signe pour C9). Les points
recherchés sont alors les 648 solutions d’un système d’équations algébriques
(voir [24] pour le détail des calculs). Les cas particuliers pour lesquels il y
a moins de triplets ont d’intéressantes propriétés géométriques. En eﬀet, si
b3 = c2 et C9 = 0, nous obtenons 216 triplets qui sont les centres des arêtes
d’un polytope complexe de type 2{4}3{3}3 (voir [42] pour les notations)
dans C3 (voir Fig 5.1). Les sommets de ce polyèdre sont les sommets de
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Fig. 5.1 – Le polyèdre 2{4}3{3}3
deux polyèdres Hessiens (Fig. 5.2) réciproques et ses arêtes joignent chaque
sommet de l’un des polyèdres Hessien aux 8 sommets de l’autre qui sont les
plus proches (les sommets des polytopes complexes sont représentés par des
triangles équilatéraux de telle façon que la ﬁgure 5.2 peut être interprétée
comme une projection à deux dimensions du polytope 221 à 6 dimensions
de Gosset) . Si b = a2 et c = b3, les triplets sont au nombre de 72 et sont
les centres des arêtes d’un polytope Hessien (ou les sommets d’un polytope
complexe de type 3{3}3{4}2 Fig. 5.3). Lorsque b = c = 0 et a 6= 0, il n’y a
plus que 27 triplets qui sont les sommets d’un polytope Hessien (Fig 5.2).
On peut déduire la structure des stabilisateurs des formes normales des
résultats Orlik et Solomon [156] sur les arrangements des 12 hyperplans for-
més par les miroirs des pseudoréﬂexions de G25. Il y a trois cas non triviaux.
Si l’orbite a 216 éléments, alors le stabilisateur est le groupe cyclique C3. Les
orbites ayant 72 éléments ont pour stabilisateur le produit de deux groupes
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Fig. 5.2 – Le polyèdre Hessien.
(8)
cycliques C3 × C3. Enﬁn, le stabilisateur des orbites associé aux polytopes
Hessien (avec 27 éléments) est le groupe G4 de la classiﬁcation de Shephard
et Todd [179].
5.5 Conclusion
Nous avons décrit les formes normales des orbites semi-stables des sys-
tèmes de 3-qutrits pour l’action du groupe SLOCC = SL3(C)×3. D’un point
de vue physique, les résultats présentés ici peuvent être le point de départ
d’une étude plus approfondie des propriétés des 3-qutrits en mettant en avant
les diﬀérences avec les systèmes plus simples composés uniquement de qubits.
D’un point de vue mathématique, nous avons traité un intéressant exemple
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Fig. 5.3 – Le polyèdre 3{3}3{4}2
de théorie des invariants. En mêlant la théorie algébrique classique et les
méthodes de géométrie moderne, nous avons exhibé des connexions avec la
géométrie des polytopes complexes réguliers.
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Chapitre 6
Invariants unitaires des formes
binaires
6.1 Introduction
Une classiﬁcation complète des états intriqués est nécessaire aﬁn de réa-
liser les diﬀérentes applications attendues de l’information quantique. Il y a
évidemment une discussion sur ce que les physiciens entendent par une telle
classiﬁcation. Une des questions types est : quelles sont les opérations que l’on
peut réaliser sur un système sans dégrader ses propriétés quantiques ? D’après
Vidal [197], on considère que l’on peut agir sur le système par des opérations
locales qui ne changent pas l’intrication et des opérations non-locales qui elles
peuvent la dégrader. Dans le cas d’un système pur de k qubits, nous considé-
rerons que les opérations locales sont celles du groupe dynamique SU×k2 . Le
groupe SLOCC := SL×k2 , qui est son complexiﬁé, peut modiﬁer l’intrication
par passage à la limite (lorsqu’il existe des orbites semi-stables qui ne sont
pas stables). La stratégie choisie pour obtenir la classiﬁcation, consiste à re-
chercher des fonctions, appelées mesures d’intrication, qui sont invariantes
sous l’action des transformations locales. Une des premières étapes impor-
tantes dans ce sens a été d’introduire la notion d’entropie d’intrication pour
les systèmes purs bipartites [15](1).
Dans ce chapitre, nous suivrons l’idée de Grassl et al. [73, 74] qui consiste
(1)Peu après, des tentatives d’extensions de cette mesure pour les états mixtes ont été
proposées. Par exemple l’intrication de formation [17] et l’entropie relative d’intrication
[193].
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à décrire l’intrication à l’aide d’invariants unitaires (voir aussi [170, 171]). En
d’autres termes, les mesures d’intrications seront ,pour nous, des polynômes
invariants pour l’action du groupe dynamique SU×k2 . Malheureusement, mis
à part les systèmes les plus simples, la classiﬁcation complète est rapide-
ment incalculable. Plutôt que de rechercher la description complète des al-
gèbres, il est préférable de se concentrer sur la déﬁnition d’invariants ayant
des propriétés géométriques ou physiques remarquables. Vidal a déﬁni les
fonctions monotones sur l’intrication comme étant des mesures d’intrication
(invariants unitaires) qui sont non croissantes en moyenne pour l’action du
groupe SLOCC [197]. Dans cet article, il donne une caractérisation complète
de ces fonctions et décrit un outil permettant d’en construire une inﬁnité pour
les systèmes bipartites. Nous ne nous attarderons pas sur cette notion, sim-
plement signalons que de multiples exemples existent dans la littérature :
L’hyperdiscriminant considéré par Miyake dans sa classiﬁcation oignon des
états purs [151], l’entropie de Von Neumann [150], la moyenne des entro-
pies linéaires sur chacun des qubits [22], les fonctions D(k)n d’Emary [55] etc..
Grassl et al., dans [73] ainsi que dans un travail non-publié [74], ont calculé
les séries de Hilbert ainsi que certains invariants unitaires pour les systèmes
purs de 3 et 4 qubits, en se basant sur la méthode décrite dans [161]. Dans
[137], nous avons repris ces calculs avec une approche diﬀérente : les inva-
riants unitaires peuvent être (en principe) obtenus à partir des covariants
linéaires dont on connaît un ensemble générateur minimal [23]. Ce chapitre
reprend les travaux décrits dans l’article [137]. Il est organisé de la façon
suivante. Dans la section 6.2 nous décrivons la méthode générale permettant
d’obtenir les invariants unitaires à partir des covariants linéraires. Puis, dans
la section 6.3, nous donnons une base de l’espace des invariants (spéciaux)
unitaires de degré 4. Enﬁn, la section 6.4, est consacrée à des exemples. En
particulier, nous nous intéresserons aux fonctions d’Emary [55], à la ver-
sion linéaire de l’entropie de Von Neumann donnée dans [150] ainsi qu’aux
exemples d’invariants apparaissant dans les travaux de Grassl et al. [73, 74].
6.2 Obtenir les invariants unitaires à partir des
covariants linéaires
Nous considérerons trois groupes : le complexiﬁé du groupe dynamique
SLOCC := SL2(C)
k qui est un groupe de Lie semi-simple complexe dont la
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théorie des représentations découle directement de celle de SL2(C), le groupe
dynamique du système LSUT := SUk2 qui est le sous-groupe compact maxi-
mal de SLOCC (appelé groupe des transformations locales spéciales uni-
taires par les physiciens) et le groupe LUT := Uk2 des transformations locales
unitaires [73]. Les polynômes invariants des hypermatrices pour l’action des
groupes LUT et LSUT (que l’on nommera par la suite respectivement in-
variants unitaires et invariants spéciaux unitaires ) peuvent être obtenus à
partir des covariants pour l’action du groupe SLOCC ( covariants linéaires
(2)).
Proposition 3 [137] Si on note Φdd,i un élément de la base de l’espace des
covariants du groupe SLOCC de degré d dans les entrées de l’hypermatrice
et de multi-degré d dans les variables auxiliaires, on a
1. Les produits scalaires 〈Φdd,i|Φdd,j〉 par rapport aux variables auxiliaires,
les entrées ai1...ik étant considérées comme des scalaires, forment une
base de l’espace des LUT -invariants.
2. De manière analogue, les produits scalaires 〈Φdd,i|Φdd′,i〉 (où d et d′ ne
sont pas forcément égaux) forment une base des LSUT -invariants.
Le produit scalaire hermitien considéré ici se calcule grâce à la formule
〈x1 · · ·xm|y1 · · · ym〉 = perm(〈xi|yj〉) (6.1)
où 〈xi|yj〉 = 1 si xi = yj et 0 dans le cas contraire.
Dans la suite, nous noterons InvGk l’algèbre des invariants pour le groupeG
des formes binaires k-linéaires. On notera InvLUTk (2n) l’espace des invariants
unitaires de degré n en les entrées ai1...ik ainsi qu’en leurs conjuguées ai1...ik
et InvLSUTk (n1, n2) l’espace des invariants spéciaux unitaires de degré n1 en
les ai1...ik et de degré n2 en les ai1...ik
La proposition 3 implique que l’on peut déduire les séries de Hilbert des
algèbres d’invariants (spéciaux) unitaires de celles Ck(t;u; 1k) des covariants
linéaires.
Corollaire 4 [137]
1. La série de Hilbert ILUTk (z) est le terme constant
ILUTk (z) :=
∑
n
dim InvLUTk (n)z
n = T.C.t,u{Ck(zt;u; 1k)Ck(z
t
;u; 1k)}
(2)En général, il n’y aura pas d’ambiguïté et nous écrirons simplement covariant
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où u = { 1
u1
, . . . , 1
uk
}.
2. La série de Hilbert ILSUTk (z) est le terme constant
ILSUTk (z) :=
∑
n
dim InvLSUTk (n1, n2)z
n1zn2 = T.C.u{Ck(z;u; 1k)Ck(z;u; 1k)}
Autrement dit,
dim InvLUTk (2n) =
∑
ω
dimCovk(n;ω), (6.2)
et
dim InvLSUTk (n1, n2) =
∑
ω
dimCovk(n1;ω) dimCovk(n2;ω). (6.3)
En utilisant les résultats du paragraphe 4.2.2, nous pouvons directement
exprimer ces séries de Hilbert comme des termes constants de fractions ra-
tionnelles.
Proposition 5 Les séries de Hilbert des algèbres d’invariants unitaires sont
ILUTk (z) =
(
−1
2
)
T.C.t,u


∏
i u
2
i (1− u−2i )2∏
α∈{−1,1}k
a=±1
(1− taz
∏
i
uαii )


(6.4)
et
ILSUTk (z) =
(
−1
2
)
T.C.u


∏
i u
2
i (1− u−2i )2∏
α∈{−1,1}k
(1− z
∏
i
uαii )(1− z
∏
i
uαii )

 . (6.5)
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On peut montrer que l’espace des covariants de degré 4 est engendré par
les polynômes f 2 et Bd = (f, f)
2−d1
2
··· 2−dk
2 où d est un vecteur de {0, 2}k
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ayant un nombre strictement positif pair de 0. En fait, chaque espace multi-
homogène de degré 4 en les entrées et de multi-degré d en les variables auxi-
liaires est de dimension 0 ou 1. Seuls les espaces engendrés par des polynômes
dont le multi-degré en les variables auxiliaires possèdent un nombre pair de
0 ne sont pas nuls. Pour tout d, on construit l’invariant unitaire
Bd = 〈Bd|Bd〉.
On déﬁnit de cette façon 2k−1 invariants non nuls. Or la dimension de l’espace
des polynômes de degré 4 invariants pour l’action du groupe LUT est
dim InvLUTk (4) =
∑
d
(dimCovk(2,d))
2 = 2k−1.
On en déduit le résultat suivant :
Proposition 6 L’espace des invariants de degré 4 pour le groupe LUT est
de dimension 2k−1 et est engendré par les polynômes Bd et 〈f |f〉2.
De plus on a
B2...2 = 〈f 2|f 2〉 = 2k〈f |f〉2 −
∑
d6=(2,...,2)
Bd,
ce qui signiﬁe que l’on peut choisir B2...2 à la place de 〈f |f〉2 dans la base.
Pour construire les invariants spéciaux unitaires de degré 4 , il faut connaître
en plus les covariants de degré 3 et 4. Notons (Ci)i une base de l’espace des co-
variants k-linéaires. Une base de l’espace des invariants spéciaux unitaires de
degré (3, 1) peut être obtenue en calculant les produits scalaires Ci := 〈Ci|f〉.
Nous noterons (Di)i une base de l’espace des polynômes invariants (pour le
groupe SLOCC) de degré 4, celle-ci est obtenue en transvectant les polynômes
Ci avec la forme fondamentale f . On a alors le résultat suivant.
Proposition 7 L’espace des invariants spéciaux linéaires de degré 4 est de
dimension
7
3
2k−1 − 4
3
(−1)k−1
et est engendré par les polynômes Di et Di(pour les bidegrés (4, 0) et (0, 4),
les polynômes Ci et Ci (pour les bidegrés (3, 1) et (1, 3)) et les polynômes Bd
(pour le bidegré (2,2)).
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6.4 Exemples
6.4.1 Entropie linéaire
En 2002, Meyer et Wallach [150] ont déﬁni une mesure d’intrication notée
Q en relation avec la forme linéaire de l’entropie de Von Neumann d’un simple
qubit avec le reste du système (3). Cette mesure est une somme de fonctions
D(i) (à une normalisation globale près) dont Emary [55] a prouvé qu’elles sont
monotones sur l’intrication (en particulier ce sont des invariants unitaires).
Dans [137], nous montrons que chaque D(i)1 peut être écrit comme une somme
de carrés scalaires de transvectants et qu’en déﬁnitive on a
D
(i)
1 =
1
2k−1
∑
d
Bd,
où la somme parcourt les vecteurs d = (d1, . . . , dk) ∈ {0, 2k} tels que di = 0.
La fonction Q peut alors s’écrire en fonction des invariants précédemment
calculés
Q = 1
2k−2k
∑
d∈{0,2}k
|d|0Bd,
où |d|0 désigne le nombre d’occurences de 0 dans le vecteur d.
6.4.2 Invariants unitaires des 3-qubits
À partir du système de covariants calculé au paragraphe 4.2.3, on peut
calculer une base de l’algèbre des invariants unitaires
A111 = 〈f |f〉
B200 = 〈Hx|Hx〉
B020 = 〈Hy|Hy〉
B002 = 〈Hz|Hz〉
C111 = 〈T |T 〉
D000 = 〈∆|∆〉
F222 = 〈∆f 2|T 2〉.
Grassl et al. ont calculé [73] un système minimal de 7 générateurs de cette
algèbre et ont obtenu la série de Hilbert grâce à un calcul de résidu utilisant
(3)Cette mesure a aussi été considérée par Brennen [22].
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B200 B020 B002 D000
|GHZ〉 × × × ×
|W 〉 × × × 0
|B1〉 = |001〉+ |010〉 × 0 0 0
|B2〉 = |001〉+ |100〉 0 × 0 0
|B3〉 = |010〉+ |100〉 0 0 × 0
|000〉 0 0 0 0
Tab. 6.1 – Classiﬁcation des 3-qubits, × signiﬁe la non nullité de l’évaluation
de l’invariant.
le système Magma. Dans [137], nous exprimons ces générateurs en fonction
des polynômes calculés ci-dessus et nous avons reproduit le calcul de la série
de Hilbert en utilisant l’algorithme de Guoce Xin [207], déjà utilisé pour
calculer la série des invariants du système de 5-qubits, sous Maple. On a le
résultat suivant.
Proposition 8 [137] L’algèbre des invariants unitaires d’un système pur de
3-qubits est engendrée par A111, B200, B020, B002, C111, D000 et F222. La
série de Hilbert est
ILUT3 (z) =
1− t24
(1− t2)(1− t4)3(1− t6)(1− t8)(1− t12) . (6.6)
Le numérateur suggère l’existence d’une unique syzygie en degré 24.
Les formes normales des 3-qubits pour l’action du groupe SLOCC sont
connues depuis 1881 [124]. Comme on peut le voir dans la table 6.1, les
orbites du groupe SLOCC sont caractérisées par les propriétés d’annulation
des invariants unitaires. De plus les résultats du paragraphe 6.4.1 permettent
de décrire la classiﬁcation en oignon de Miyake [151] en terme de fonctions
monotones sur l’intrication (voir ﬁg 6.1)
Un autre résultat non publié par Grassl et al. peut être retrouvé en uti-
lisant l’algorithme de Xin [207]. Il s’agit du calcul de la série de Hilbert de
l’algèbre des invariants spéciaux unitaires,
ILSUT3 (z) =
z5z5 + z3z3 + z2z2 + 1
(1− zz)(1− z4)(1− z4)(1− zz3)(1− z3z) . (6.7)
Cette expression suggère que cette algèbre possède une structure de Cohen-
Macaulay avec 6 invariants primaires de bidegré respectif (1,1), (0,4), (2,2),
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Fig. 6.1 – Classiﬁcation “oignon” des 3-qubits
(2,2),(4,0), (1,3) et (3,1) et 3 invariants secondaires de bidegré (2, 2), (3, 3)
et (5, 5). L’algèbre serait donc un module libre sur l’algèbre (libre) engendrée
par les invariants primaires
InvLSUT3 =
⊕
c∈S
C[P]c.
Dans [137], nous suggérons que
P = {A111, f2, f3,∆,∆, s2 := 〈A, T 〉, s2},
où f2 := A2111 −B200 −B020, f3 := A2111 −B200 −B002, s2 := 〈A|T 〉 sont des
invariants calculés par Grassl et al. [74]. L’ensemble des générateurs secon-
daires serait
S = {f4, f5, f4f5}
où
f4 := A
2
111 −B020 −B002
et
f5 := A
3
111 +
3
2
C111 − 3
2
A111(B200 +B020 +B002)
sont deux autres des générateurs calculés par Grassl et al. dans [74].
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6.4.3 Invariants unitaires de 4-qubits
La série de Hilbert des invariants unitaires (LUT ) d’un système de 4
qubits a été calculée elle aussi par Grassl et al. [74] mais non publiée. Nous
avons reproduit son calcul grâce à l’algorithme de Xin [207] . Cette série est
I3(z) = P (z)
Q(z)
,
où P (z) = 1 +
∑76
i=1 aiz
i est un polynôme de degré 76 à coeﬃcients positifs
(la description complète de ce polynôme se trouve dans [137]) et
Q(z) = (1− z10)(1− z8)4(1− z6)6(1− z4)7(1− z2).
Ce qui suggère que cette algèbre possède une structure de Cohen-Macaulay
avec 19 invariants primaires. Le nombre d’invariants secondaires est P (1) =
1449936. Il est évident qu’une description complète de cette structure ne
peut pas être obtenue par un calcul utilisant un système formel classique
et qu’elle serait de toute façon inexploitable. Néanmoins, on peut calculer
les premiers invariants primaires à partir des covariants calculés dans [23].
Le plus simple d’entre eux est le carré scalaire de la forme de base A111 =
〈f |f〉. Les invariants de degré 4 sont engendrés par les carrés scalaires des 7
covariants de degré 2 B2200, B2020, B2002, B0220, B0202, B0022 et B0000 ainsi
que par A2111.
L’espace des covariants de degré 3 est engendré par 2 covariants quadri-
linéaires que l’on notera C11111 et C
2
1111 et quatre formes cubico-trilinéaires
C3111, C1311, C1131 et C1113. Ces covariants sont obtenus en transvectant l’un
des covariants biquadratiques de degré 2 avec la forme fondamentale f [23].
On considérera aussi les covariants quartiques de degré 4, D4000, D0400, D0040
et D0004, un covariant biquadratique de degré 4, D2200 et un covariant cubico-
trilinéaire de degré 5, E3111 calculés dans [23]. Nous montrons dans [137] que
les invariants unitaires
A1111,
B,B2200,B2020,B2002,B0220,B0202,B0022
〈C11111, C11111〉, 〈C11111, AB〉, 〈C3111, C3111〉, 〈C1311, C1311〉, 〈C1131, C1131〉, 〈C1113, C1113〉
〈D4000, D4000〉, 〈D0400, D0400〉, 〈D0040, D0040〉, 〈D0004, D0004〉
〈E3111, E3111〉
(6.8)
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sont algébriquement indépendants et sont donc de bons candidats pour être
des invariants primaires.
Enﬁn, la série de Hilbert des invariants spéciaux unitaires peut être obte-
nue elle aussi en utilisant l’algorithme de Xin [207] (cette série a été calculée
par Grassl et al. dans un manuscrit non publié [74]). On a
ILSUT3 (z) =
P (z)
Q(z)
où P (t) =
∑
ij aijz
izj est un polynôme de bidegré (34, 34) décrit complète-
ment dans [137] et
Q(t) = (1− zz)(1− z2z2)4(1− z3z3)(1− z2)(1− z4)2(1− z6)
(1− z2)(1− z4)2(1− z6)(1− z3z)3(1− zz3)3(1− z2z4)
(1− z4z2)(1− zz5)(1− z5z))
.
6.5 Conclusion
Nous avons proposé ici une méthode permettant de calculer une base de
l’algèbre des polynômes invariants (spéciaux) linéaires des hypermatrices de
dimension 2k (systèmes purs de k-qubits). Cette méthode comprend comme
étape intermédiaire le calcul d’une base des covariants linéaires. L’intérêt de
cette étape réside dans le fait qu’il semble plus facile d’extraire des propriétés
géométriques pertinentes des covariants (du moins pour les petits degrés). La
description complète de l’algèbre des systèmes de plus de 3 qubits n’est pas
possible même à l’aide des plus puissants systèmes de calcul. Cela signiﬁe que
l’information importante réside seulement dans certains invariants ayant des
propriétés physiques ou géométriques remarquables. L’approche proposée par
les physiciens consiste à sélectionner les polynômes qui sont monotones sur
l’intrication. Nous avons vu qu’une autre approche, plus algébrique, consiste à
sélectionner les invariants primaires en exhibant la structure Cohen-Macaulay
de l’algèbre. La suite du travail consistera à concilier les deux points de vue en
étudiant les propriétés géométriques des mesures monotones sur l’intrication.
En particulier, il serait intéressant de savoir si on peut choisir des invariants
primaires ayant la propriété de monotonie.
Chapitre 7
Conclusion
Le problème de la construction de mesures d’intrication convenables re-
pose sur la recherche de fonctions monotones pour l’intrication [197]. Nous
avons vu que de telles fonctions peuvent être obtenues à partir des concomi-
tants en calculant des carrés scalaires. Dans le cas des 4-qubits, nous avons
trouvé un ensemble générateur de 170 covariants (c.f. chapitre 4), ce qui nous
donne une bonne base de calcul pour expérimenter ce procédé et tester la
pertinence des fonctions ainsi obtenues . La connaissance des 170 générateurs
est plus que suﬃsante pour distinguer les 9 formes normales proposées par
Verstraete et al. [195]. Mais il reste beaucoup de questions en suspens. Quels
sont les covariants ayant un sens géométrique ? Comment peut-on en sélec-
tionner un nombre minimal en conservant la propriété de diﬀérenciation des
formes normales ? Les techniques de classiﬁcation des éléments semi-simples
et nilpotents des algèbres de Lie semi-simples graduées mises en évidence par
Vinberg [198, 200] peuvent nous apporter des éléments de réponse. Pour le
cas des 4-qubits, il serait intéressant d’utiliser ce procédé aﬁn de retrouver la
classiﬁcation de Verstraete et de donner le graphe d’adhérence des orbites.
L’aspect géométrique de la théorie des invariants et notamment la notion de
section de Chevalley, que nous avons illustrée avec le cas des 3-qutrits (cha-
pitre 5), peut nous aider à déterminer des covariants remarquables. Lorsque
le nombre de particules intriquées grandit, la dimension de l’espace des inva-
riants de degré ﬁxé d se comporte asymptotiquement comme une puissance
du nombre de tableaux standard de forme (dn) où n est la dimension des
espaces (par exemple : 2 pour les qubits, 3 pour les qutrits etc.). On peut
trouver ce résultat dans les articles de J.L. and R. Brylinsky [25, 26]. Un phé-
nomène similaire se produit pour l’espace des concomitants. Ces observations
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pourraient être exploitées aﬁn de déﬁnir une notion simpliﬁée d’intrication
(et de mesure) pour les systèmes formés d’un grand nombre de particules. À
l’inverse, il est aussi possible de calculer les dimensions ( et de donner des for-
mules) pour les espaces de concomitants de petits degrés. On observe, alors,
certaines régularités lorsque l’on fait varier la taille des qudits. Ceci laisse
penser qu’il existe une structure commune à ces espaces. Une compréhension
profonde du phénomène d’intrication requiert la connaissance de polynômes
invariants sous l’action de transformations locales unitaires (LUT = Uk2 ou
SLUT = SUk2 pour les k-qubits). L’interprétation des résultats obtenus dans
le chapitre 6 reste encore à faire et nécessitera de longues investigations.
Enﬁn, les systèmes dont il est question dans ce chapitre sont des systèmes
quantiques purs. C’est une vision idéale de ce qui se passe en réalité. Dans la
nature, les systèmes interagissent avec leur environnement et des phénomènes
de décohérence rendent les gros systèmes très instables. La modélisation des
qubits est alors diﬀérente de celle que l’on a explorée : les états sont dits
mixtes et sont décrits par des matrices de densité. Quelles sont alors parmi
les notions que l’on a présentées, celles qui peuvent être transposées au cas
des systèmes mixtes ?
Deuxième partie
Hyperdéterminants
Chapitre 8
Introduction
La seconde partie de ce mémoire est consacrée à l’étude d’un invariant
particulier que l’on nommera hyperdéterminant. Le terme d’hyperdétermi-
nant a été inventé par Cayley [31, 32] et dans la littérature peut désigner
d’autres invariants. Par exemple, l’hyperdéterminant considéré par Gelfand,
Kapranov et Zelevinsky [63] n’est pas celui que nous étudierons ici. Il s’agit
d’un invariant beaucoup plus gros possédant de nombreuses propriétés géo-
métriques. Nous l’avons appelé hyperdiscriminant dans la première partie de
ce mémoire.
Les hypermatrices furent considérées dès le XVII ieme siècle dans la cor-
respondance entre Fermat et Mersenne à propos des cubes magiques (la no-
tation par indice n’était pas encore utilisée). Dans la remarquable notice
historique de sa "théorie des déterminants à n dimensions" [116], Maurice
Lecat mentionne que Vandermonde [192], à propos du problème du cavalier(1)
dont il donna une version tri-dimensionnelle, fut le premier à utiliser des élé-
ments à plus de deux indices. C’est peu après avoir introduit les notations
modernes des déterminants que Cayley proposa diﬀérentes généralisations
multi-dimensionnelles sous le même nom d’hyperdéterminant [29, 30]. Sous
l’impulsion de Rice et Lecat [164, 165, 166, 117, 119, 120], à la ﬁn des années
1920, quelques articles ont traité de polynômes un peu plus généraux appelés
riciens par Lecat [117]. Ces polynômes diﬀèrent des hyperdéterminants par
le fait que certains indices peuvent être non-alternants. Une bibliographie
exhaustive jusqu’en 1960 peut être trouvée dans l’ouvrage [180] de Sokolov.
(1)Le problème du cavalier consiste à trouver une séquence de déplacement d’un cavalier
sur un échiquier de façon à ce que chaque case soit visitée exactement une fois.
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On trouve aussi quelques références plus récentes [13, 64, 78].
Dans [135, 136], nous avons étudié le lien entre certains hyperdetermi-
nants de tenseurs de Hankel (dont les entrées ne dépendent que de la somme
des indices) et les intégrales multiples de type Selberg. L’intégrale de Selberg
et ses généralisations se rencontrent dans de nombreux domaines connectés
aux statistiques et aux matrices aléatoires [147]. Il s’agit d’une généralisation
de l’intégrale Beta d’Euler introduite par Selberg en 1944 [176] dans le but
de démontrer une généralisation d’un théorème de Gelfond. Selberg prouva
qu’une telle intégrale peut s’écrire comme un produit de quotients de fonc-
tions Gamma d’Euler ; une preuve est reproduite dans [147]. Dans [135, 136],
nous montrons qu’elle peut s’exprimer comme un hyperdéterminant de Han-
kel dont les entrées sont des moments associés à la distribution Beta. Cette re-
marque nous permet de calculer de nombreux hyperdéterminants de nombres
combinatoires tels que les factorielles, les nombres de Catalan, les coeﬃcients
binomiaux centraux etc.. Par le même principe, d’autres hyperdéterminants
sont exprimables à partir de généralisation des intégrales de Selberg. Par
exemple, nous exploitons les intégrales d’Aomoto [6] et de Kaneko [95]. Nous
calculons des hyperturaniens (i.e. des hyperdéterminants de tenseurs dont
les entrées sont polynômes orthogonaux) en fonction de polynômes orthogo-
naux, fonctions hypergéométriques et polynômes orthogonaux symétriques
associés aux polynômes de Jack [106, 107, 108]. L’astuce consistant à consi-
dérer une intégrale multiple, dans laquelle intervient une puissance paire du
déterminant de Vandermonde, comme un hyperdéterminant s’obtient par un
simple développement de ce dernier. Cependant, il existe une explication
plus profonde de ce phénomène reliée au lemme de Chen [38] sur les inté-
grales itérées. C’est ce que nous avons étudié dans un article antérieur [132].
En considérant des identités sur les pfaﬃens et hafniens dans l’algèbre du
produit de mélange, nous donnons des généralisations des formules de De
Bruijn [44]. Certaines d’entre elles font apparaître un invariant des tenseurs
antisymétriques déﬁni par Barvinok [13] : l’hyperpfaﬃen. Celui-ci peut être
évalué dans certains cas en un hyperdéterminant de Hankel. Certains hyper-
déterminants et certains hyperpfaﬃens peuvent donc être calculés par le biais
d’intégrales multiples. Ces calculs généralisent les formules de Heine [80] et
de De Bruijn [44]. Réciproquement, nous pouvons utiliser des techniques hy-
perdéterminantales pour calculer certaines intégrales multiples. Dans [136],
nous donnons quelques techniques de calcul élémentaires sur les hyperdéter-
minants (telles que la propriété d’invariance, les formules de sommation sur
les mineurs, le développement des hyperdéterminants de Hankel), et nous les
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illustrons par de nouvelles preuves des intégrales de Selberg et d’Aomoto.
Si les hyperdéterminants de Hankel ne semblent pas avoir été étudiés
avant notre article [135], certaines autres généralisations de calculs détermi-
nantaux classiques apparaissent très tôt dans la littérature. C’est le cas des
déterminants de Smith [182] dont les entrées ne dépendent que du pgcd des
indices, dont la première version hyperdéterminantale est due à Lehmer en
1930 et est contemporaine de l’invention des riciens. Haukkanen a récemment
généralisé ce résultat pour des hypermatrices dont les indices appartiennent
à un ensemble arbitraire d’entiers [78]. Dans [130], nous étendons ce dernier
résultat au cas où les indices appartiennent à un demi-treillis inférieur et
pour une généralisation des hyperdéterminants : les F-déterminants.
Après avoir, dans le chapitre 9(2), donné les déﬁnitions et les propriétés
de bases des hyperdéterminants, nous consacrons le chapitre 10 aux hyperdé-
terminants de Hankel. En particulier, on étudie le lien entre ces polynômes,
les puissances du déterminant de Vandermonde et les polynômes de Jack.
Nous montrons dans ce même chapitre, que la preuve de Selberg de son in-
tégrale peut s’interpréter comme un calcul d’hyperdéterminant. Ce chapitre
reproduit les résultats des articles [135, 136] ainsi que de trois articles en
préparation [14, 21, 105]. Le chapitre 11 est consacré à la généralisation du
théorème de Haukkannen donnée dans [130]. Enﬁn, le chapitre 12 traite des
hyperpfaﬃens et de leurs liens avec les intégrales itérées de type de Bruijn(3).
(2)Les résultats sont issus des articles [135, 136].
(3)Ce chapitre reproduit les résultats de [132]
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Chapitre 9
Propriétés générales
9.1 Définitions
Nous avons vu dans la première partie de ce mémoire, que l’espace des
invariants de plus bas degré des hypermatrices de dimensions homogènes
n est de dimension 1. Cet espace est engendré par un polynôme que nous
nommerons hyperdéterminant. L’hyperdéterminant n’est alors déﬁni qu’à un
coeﬃcient multiplicateur près.
Une façon alternative de le déﬁnir consiste à représenter les hypermatrices
comme des tenseurs d’ordre m
M =
∑
1≤i1,...,im≤n
Mi1...imηi1 ⊗ · · · ⊗ ηim ,
où η = {η1, . . . , ηi, . . .} est un ensemble de variables anti-commutatives (ap-
pelées aussi Grassmanniennes ou fermioniques [18]). La puissance nième de
M est proportionnelle à (η1 . . . ηn)⊗m et le coeﬃcient de proportionnalité est
précisément n!Det (M),
Mn = n!Det (M) (η1 · · · ηn)⊗m. (9.1)
On peut déduire de cette déﬁnition que
1. Pour tout m,
Det (M) =
1
n!
∑
σ1,···,σm∈Sn
signe(σ1) · · · signe(σm)
n∏
i=1
Mσ1(i)...σm(i), (9.2)
où Sn désigne le groupe symétrique à n! éléments.
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2. Le polynôme Det est un invariant de degré n pour l’action du groupe
SLn(C)
×m. Un rapide calcul, se basant sur les formules présentées au
paragraphe 4.2.1, montre que l’espace des invariants de degré n est
engendré par un seul polynôme (qui est donc Det) et qu’il n’existe
pas d’invariant dont le degré est inférieur. La déﬁnition (9.1) est bien
cohérente avec celle donnée au début de la section.
3. L’hyperdéterminant est nul lorsquem est impair. Ceci peut se voir aussi
bien sur la formule 9.2 qu’à partir du calcul des dimensions des espaces
d’invariants présenté au paragraphe 4.2.1.
Nous supposerons que m = 2k est pair. Pour ﬁxer les notations, nous
nommerons M = (Mi1,...,i2k)1≤i1,...,i2k≤n, l’hypermatrice associée au tenseur
M. Nous passerons souvent de la notation tensorielle à la notation hyperma-
tricielle ainsi nous écrirons
Det (M) = Det (M) .
L’hyperdéterminant est un invariant relatif pour l’action de GLn(C)×2k déﬁ-
nie par l’égalité (3.1) dont nous donnons une traduction en terme de tenseurs
(g(1) ⊗ · · · ⊗ g(2k)) ·M =
∑
1≤j1,···,j2k≤n
Mj1···j2k ×
×
n∑
i1=1
g
(1)
i1j1
ηj1 ⊗ · · · ⊗
n∑
i2k=1
g
(2k)
i2kj2k
ηj2k . (9.3)
On a donc
Det
(
(g(1) ⊗ · · · ⊗ g(2k)) ·M) = det (g(1)) · · ·det (g(2k))Det (M) . (9.4)
9.2 Hyperdéterminant d’un produit
Si M et N sont deux hypermatrices d’ordres respectifs k et k′ et de
dimension respective n×k et n×k
′
, leur produit est un tenseur d’ordre 2(k +
k′ − 1) déﬁni par
M ·N =
(∑
j
Mi1...i2k−1jNji2k...i2(k+k′−1)
)
0≤i1,...,i2(k+k′−1)≤n−1
. (9.5)
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Aﬁn de ne pas alourdir les notations, nous avons décidé de faire opérer le
produit par rapport au dernier indice de M et au premier indice de N . Ce
choix est purement arbitraire tout autre couple d’indices (i, j) aurait pu être
utilisé. Cette déﬁnition se généralise aux hypermatrices dont les dimensions
sont non-homogènes à la condition que la dimension de M selon l’indice i
soit la même que celle de N selon l’indice j.
La propriété d’invariance (9.4) découle de la généralisation de l’identité
de Binet-Cauchy aux hypermatrices. Cette relation a été démontrée dans le
cadre plus général des polynômes riciens [117, 119](1). Ces polynômes ad-
mettent un développement quasi-similaire aux hyperdéterminants (9.2) mais
admettant un certain nombre d’indices non-alternants. Binet et Cauchy ont
montré que le produit de deux matrices rectangulaires est une matrice dont
le déterminant est égal à une somme de produits de mineurs correspondants
des deux facteurs.
Cette propriété a été d’abord étendue à une certaine classe d’hyperma-
trices par Gegenbauer (2). Puis, Lecat a donné la formule générale dans [117]
en l926 mais sans la démonstration qu’il réservait pour une publication ul-
térieure. La première démonstration publiée est due à Rice [166] la même
année (3). Rice basa sa preuve sur la généralisation de la formule d’Albeg-
giani(4) qu’il a démontrée dans un de ses précédents articles [165]. Nous ne
donnerons pas ici la formule de Binet-Cauchy généralisée car nous n’en au-
rons pas besoin dans ce mémoire (5). Par contre nous utiliserons l’un de ses
corollaires.
Proposition 9 (Rice-Lecat) SoientM et N sont deux hypermatrices homo-
gènes de dimension n et d’ordre respectif k et k′. On a
Det (M.N ) = Det (M)Det (N ) . (9.6)
(1)La théorie des riciens est due à L.H. Rice [164, 165, 166, 167] qui les appelait “ less
than full sign determinant”. Le terme de ricien est dû à Lecat [117, 119].
(2)D’après Rice [166], Gegenbauer a été le premier à donner une formule pour l’hyperdé-
terminant du produit de deux hypermatrices. Gegenbauer a publié une série d’articles sur
les hyperdéterminants dont le premier [69] date de 1882.
(3)Rice explique dans l’introduction de [166] qu’il connaissait les résultats de Lecat mais
qu’il avait besoin de la démonstration pour compléter ses preuves.
(4)La formule d’Albeggiani donne le développement d’une somme de m matrices comme
une somme de produits de mineurs.
(5)Le lecteur pourra se référer à [166, 180, 181].
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Cette propriété peut être aussi directement démontrée en utilisant le déve-
loppement (9.2).
9.3 Développement de Laplace des hyperdéter-
minants
Le développement de Laplace généralisé est le corollaire d’un cas parti-
culier de la formule d’Albeggiani généralisée due à Rice [165] . On peut aussi
démontrer ce résultat en utilisant l’écriture tensorielle des hypermatrices, en
développant l’expression (M + N)n où M et N sont des tenseurs de dimen-
sion n(6).
Si I = (I1, . . . , I2k) est un n-uplet de sous-ensembles de {1, · · · , n}, on appel-
lera hypermineur (ou mineur pour simpliﬁer) le tenseur M[I] déﬁni par
M[I] =
∑
i1∈I1,...,i2k∈I2k
Mi1···i2kηi1 ⊗ · · · ⊗ ηi2k . (9.7)
Notons
ηI =
−−→∏
i1∈I1
ηi1 ⊗ · · · ⊗
−−−→∏
i2k∈I2k
ηi2k
où
−→∏
i
représente le produit non commutatif dirigé de façon croissante.
Notons aussi Crn,k l’ensemble des paires (I, J) de 2k-uplets I = (I1, . . . , I2k)
et J = (J1, . . . , J2k) tels que pour tout s ∈ {1, . . . , 2k}, (Is, Js) soit une
partition de {1, . . . , n} en un bloc de taille r et un autre de taille n − r.
Le signe signe(I, J) d’une paire (I, J) ∈ Crn,k est le produit des signes des
permutations σs = (i1, . . . , ir, j1, . . . , jn−r) où Is = {i1 < · · · < ir} et Js =
{j1 < · · · < jn−r}. Avec ces conventions, on a
Théorème 10 [136]
Det (M+N) =
n∑
r=0
∑
(I,J)∈Crn,k
signe(I, J)Det (M[I]) Det (N[J ]) (9.8)
(6)Le détail des calculs se trouve dans [136]).
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On en déduit un analogue multi-dimensionnel du développement de Laplace
(voir aussi l’article de Zappa [208]).
Corollaire 11 (Laplace généralisé) On a
Det (M) =
∑
J
±Det (M [J ]) Det (M [J ]) (9.9)
où la somme porte sur les familles J = ({1, . . . , m}, J2, . . . , J2k) de sous-
ensembles à m éléments de {1, . . . , n}, J = ({m + 1, . . . , n}, {1, . . . , n} \
J2, . . . , {1, . . . , n} \ J2k) et le signe ± est celui du produit des permutations
σi envoyant le mot formé par les éléments de Ji écrits dans l’ordre croissant
et suivis des éléments de J i eux aussi dans l’ordre croissant sur 12 . . . n.
En particulier
Det (M) =
∑
I=(i1=1≤i2,i3,...,i2k≤n)
signe(I)M1,i2,...,i2kDet
(
M[I]
)
(9.10)
où signe(I) = (−1)i1+i2+···+ik et I = ({1, . . . , n} \ i1, . . . , {1, . . . , n} \ i2k)
En conséquence, les hyperdéterminants de tenseurs triangulaires admettent
une expression factoriée.
Corollaire 12 SoitM un tenseur tel que Mi1...i2k 6=0 implique i2, . . . , i2k ≥ i1.
Alors,
Det (M) =
∏
i
Mi...i (9.11)
On peut aussi trouver ces résultats reproduits dans les livres de Sokolov
[180, 181].
La formule (9.8) se généralise pour la somme d’un nombre quelconque
m d’hypermatrices. C’est la généralisation du théorème d’Albeggiani aux
hyperdéterminants [166].
Notons, Jn,km l’ensemble des matrices A = (A
j
i ) 1≤i≤2k
1≤j≤m
dont les entrées sont
des ensembles d’entiers vériﬁant
1. Les ensembles {A1i , · · · , Ami } sont des partitions de {1, . . . , n}.
2. Pour tout j ﬁxé, les ensembles Aji ont le même nombre d’éléments.
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On notera Aj = (Aji )i. Le signe de A est
signe(J) =
2k∏
p=1
signe
(
A1p · · ·Amp
)
(9.12)
où A1p · · ·Amp représente ici la permutation
a11, . . . , a
1
n1 , · · · , am1 , . . . , amnm
avec Aji = {aj1 < · · · < ajnj}.
Avec ces notations, en itérant la formule 9.8, on obtient
Théorème 13 (Albeggiani-Rice) On a
Det
(
M1 + · · ·+M q) = ∑
A∈Jn,km
signe(A)
m∏
j=1
Det
(
M j [Aj ]
)
(9.13)
avec la convention Det (M [A]) = 1 si il existe i tel que Ai = ∅.
En fait, dans [166] cette formule est donnée pour les riciens.
Chapitre 10
Hyperdéterminants de Hankel
10.1 Introduction
Alors que les hyperdéterminants sont connus depuis le 19ième siècle, le cas
particulier des hyperdéterminants de Hankel, dont les entrées ne dépendent
que de la somme des indices a été très peu étudié. On les retrouve mention-
nés dans les travaux de Lecat sous le nom de déterminants orthosymétriques
ou persymétriques. Dans [118], Lecat donne quelques propriétés générales et
s’intéresse au cas particulier de matrices qu’il nomme circulantes dont les en-
trées dépendent de la somme des indices modulo 2k. On trouve aussi dans la
littérature mathématique quelques calculs faisant intervenir ces objets sans
les identiﬁer. Le cas de l’intégrale de Selberg est instructif. En 1944, Selberg
[176] proposa une preuve de son intégrale reposant sur l’examen des coeﬃ-
cients apparaissant dans le développement des puissances paires du Vander-
monde. Cette preuve est reproduite dans [147]. Une lecture attentive nous
permet d’interpréter chaque étape de sa preuve à l’aide d’hyperdéterminants.
En particulier, dans [135, 136], nous avons montré que l’intégrale de Selberg
est un hyperdéterminant. C’est le développement d’une puissance paire du
Vandermonde qui est au coeur de son calcul. Or c’est précisément ce dévelop-
pement qui permet d’étudier les hyperdéterminants de Hankel. De façon plus
explicite, les puissances paires du Vandermonde sont les images “ombrales”
d’hyperdéterminants de Hankel. Il s’agit de la généralisation multidimension-
nelle d’une célèbre identité due à Heine [80] permettant d’écrire une intégrale
multiple comme le déterminant de Hankel associé aux moments de sa me-
sure. De multiple extensions de l’intégrale de Selberg ont depuis été propo-
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sées et certaines d’entre-elles(1) admettent une forme hyperdéterminantale.
Si le développement des puissances paires du Vandermonde dans la base des
fonctions symétriques monomiales permet de comprendre les hyperdétermi-
nants de Hankel, Di Francesco et al. [45] ont montré que son développement
dans la base des fonctions de Schur tient une place importante dans la théo-
rie de l’eﬀet de Hall quantique fractionnaire[115]. Son développement dans
d’autres bases de fonctions symétriques possède aussi des propriétés remar-
quables. Dans des articles en cours de rédaction [14, 21, 105], nous montrons
que ce polynôme est un polynôme de Jack [93, 94] escalier ou rectangle mais
évalué sur l’alphabet opposé. Les polynômes de Jack interviennent aussi di-
rectement dans la théorie des hyperdéterminants de Hankel. Dans un article
récent, Matsumoto [146] a montré qu’un hyperdéterminant de Hankel est
un polynôme de Jack rectangle pour un certain alphabet. Dans [14], nous
étendons cette propriété à certains hyperdéterminants plus généraux appelés
Hankel décalés. Les polynômes de Jack sont intimement liés aux généralisa-
tions de l’intégrale de Selberg. En eﬀet, l’intégrale de Kaneko s’évalue comme
une fonction hypergéométrique multivariée associée aux polynômes de Jack
[61, 95, 103, 106, 107, 108]. Ces égalités nous permettent d’exprimer certains
hyperdéterminants de Hankel dont les entrées sont des polynômes orthogo-
naux classiques [135].
Ce chapitre est structuré de la façon suivante. Dans un premier temps
(section 10.2), nous donnons les déﬁnitions des hyperdéterminants de Han-
kel et de Toëplitz. Dans la section 10.3, nous revisitons la preuve de Selberg
de son intégrale [176] en remarquant que les arguments qu’il a développés
peuvent être interprétés en termes d’hyperdéterminants. La section 10.4 est
consacrée à des exemples de calculs d’hyperdéterminants de Hankel liés à l’in-
tégrale de Selberg. Les liens entre hyperdéterminants de Hankel et polynômes
de Jack sont étudiés dans la section 10.5.
10.2 Généralités
10.2.1 Définitions et premières propriétés
Si I = (i1, . . . , i2k), on notera |I| = i1 + · · ·+ i2k.
(1)Par exemple l’intégrale d’Aomoto [6, 12], l’intégrale de Kaneko [95] ou plus générale-
ment les intégrales de type Hua [103].
10.2 Généralités 93
Une hypermatrice de Hankel est une hypermatrice dont les entrées dé-
pendent uniquement de la somme des indices (i.e. Mi1,...,i2k = N|I|). Un
hyperdéterminant de Hankel est l’hyperdéterminant d’une hypermatrice de
Hankel .
Considérons l’hyperdéterminant
Hn,k = Det (Xi1+···+i2k) . (10.1)
Si on développe ce polynôme, on s’aperçoit que seulement certains monômes
apparaissent avec un coeﬃcient non nul.
Proposition 14 On a
Hn,k =
∑
λ
′
cn,kλ Xλ1 · · ·Xλn, (10.2)
où le ′ signifie que la somme est réalisée pour tous les n-uplets λ = (λ1, . . . , λn)
tels que |λ| = kn(n− 1) et tels que pour tout i ∈ {1, . . . , n}, on ait l’encadre-
ment (i− 1)k ≤ λi ≤ k(n + i− 2).
La preuve de cette aﬃrmation se trouve dans [135] et un cas particulier ap-
paraît dans la preuve originale de Selberg de son intégrale [147, 176]. Les
coeﬃcients des monômes apparaissant dans ce développement sont notoire-
ment diﬃciles à calculer car ils sont liés aux développements des puissances
paires du Vandermonde (nous verrons pourquoi plus loin). Néanmoins, il est
possible de calculer certains d’entre eux. Remarquons tout d’abord que, si
l’on note dn,k le coeﬃcient de Xnk(n−1) dans (10.2) (i.e. dn,k := c(k(n−1))n), le
fait de poser Xi = 0 pour i > k(n− 1) implique
Det (Xi1+···+i2k) = dn,kX
n
k(n−1). (10.3)
Pour calculer une expression close de dn,k, nous avons besoin d’un cas par-
ticulier d’une célèbre identité impliquant un terme constant : La conjecture
de Dyson(2) :
T.C.
n∏
i,j=1
i6=j
(
1− xi
xj
)ai
=
(
a1 + · · ·+ an
a1, · · · , an
)
, (10.4)
(2)Il s’agit d’une formule conjecturée par Dyson [51] en 1962 et prouvée par Gunson
[76] et Wilson [206] la même année, indépendamment. En 1970, I. J. Good en donna une
élégante preuve combinatoire basée sur l’interpolation de Lagrange [70]
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où T.C. désigne terme constant . Le cas qui va nous être utile est celui pour
lequel tous les ai sont égaux à k (rappelons que l’on considère des tenseurs
avec 2k indices). Posons
Cn,k = T.C.
n∏
i,j=1
i6=j
(
1− xi
xj
)k
. (10.5)
En remarquant que
n∏
i,j=1
i6=j
(
1− xi
xj
)k
= (−1)k∆(x)2k
n∏
i=1
1
x
k(n−1)
i
(10.6)
et en développant la puissance du Vandermonde, on obtient
Cn,k = (−1)kT.C.
{ ∑
σ1,···,σ2k∈Sn
signe(σ1) · · · signe(σ2k)
n∏
i=1
x
σ1(i)+···+σ2k(i)−2k−k(n−1)
i
}
= (−1)kn!Det (δi1+···+i2k ,n) (10.7)
où δ désigne le symbole de Kronecker.
Enﬁn, on en déduit la proposition suivante en utilisant (10.3) et (10.4).
Proposition 15
dn,k = (−1)k 1
n!
(
kn
k, · · · , k
)
. (10.8)
Plus généralement, on peut écrire le coeﬃcient cn,kλ comme la somme
cn,kλ =
(−1)λ1+···+λn−1
mλ

 ∑
M∈M2kn (λ)
(−1)
P
0<i<j<nMi,j
∏
0<i<j<n+1
(
2k
Mij
) ,
où mλ = m1! · · ·mp! si λ = (km11 · · · kmpp ) et Mpn(λ) désigne l’ensemble des
matrices anti-symétriques carrées M de dimension n telles que si i < j alors
0 ≤Mij ≤ p et
∑n
j=1Mij = λi − (i− 1)p.
Considérons maintenant, une famille dem-uplets (m ≤ n) J = (J1, . . . , J2k).
Le développement du mineur M[J ] possède une propriété analogue à l’égalité
(10.2).
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Proposition 16
Det (M [J ]) =
∑
λ˜
cn,k;J
λ˜
m∏
i=1
M˜λ˜i (10.9)
où k(i− 1) ≤ λ˜i ≤ k(2n−m+ i− 2).
Le lecteur trouvera des détails supplémentaires dans [136].
10.2.2 Hyperdéterminants et puissances paires du Van-
dermonde
Le principe utilisé dans le calcul (10.7) est général. En eﬀet, si on considère
la fonctionnelle ∫
: xpi → Xp
substituant le symbole Xp à chaque occurrence d’une puissance x
p
i d’une
lettre de l’alphabet X = {x1, . . . , xn}, on peut écrire l’hyperdéterminant
de Hankel comme l’image d’une puissance du déterminant de Vandermonde
∆(X) := det(xi−1j ) =
∏
i<j(xi − xj) .
Théorème 17 On a ∫
∆(X)2k = n!Hn,k. (10.10)
Bien que sa preuve soit vraiment très simple (3), cette égalité est centrale dans
la théorie des hyperdéterminants de Hankel. Elle permet de considérer les
puissances paires du Vandermonde comme des ombres d’hyperdéterminants.
De nombreuses propriétés en découlent.
Pour illustrer ce principe, voici une application qui lie les hyperdétermi-
nants et certaines intégrales itérées . Pour l’obtenir, il suﬃt de considérer
∫
comme une “vraie” intégrale.
Soit µ une mesure (sur la droite réelle) et cn =
∫
xndµ(x) ses moments.
Il est bien connu que l’intégrale de Heine ([80]) peut être évaluée comme un
déterminant∫
· · ·
∫
∆(x)2dµ(x1) · · · dµ(xn) = n! det(ci+j)i,j∈{0...n−1}. (10.11)
(3)Il suffit de développer la puissance du Vandermonde écrit comme un déterminant en
suivant le modèle de (10.7).
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Cette égalité se montre facilement en développant le carré du Vandermonde(4).
L’identité de Heine peut se généraliser aux puissances paires du Vander-
monde.
Corollaire 18 [135] L’intégrale
Iµn,k =
∫
· · ·
∫
∆(x1, · · · , xn)2kdµ(x1) · · · dµ(xn) (10.12)
est égale à l’hyperdéterminant de Hankel des moments associés à la mesure
µ.
Plus explicitement, on a
Iµn,k = n!Det
(
c|I|
)
I∈{0...n−1}2k . (10.13)
10.3 Une preuve hyperdéterminantale de l’in-
tégrale de Selberg
La première application de la formule de Heine généralisée consiste à
donner une preuve purement combinatoire de l’identité de Selberg [176]
Sn(a, b; γ) :=
∫ 1
0
. . .
∫ 1
0
|∆(x1, . . . , xj)|2γ
n∏
i=1
xa−1i (1− xi)b−1dxi
=
n−1∏
j=0
Γ(a+ jγ)Γ(b+ jγ)Γ((j + 1)γ + 1)
Γ(a + b+ (n + j − 1)γ)Γ(γ + 1) .
(10.14)
Cette formule est valide, lorsqu’elle est déﬁnie, pour tout γ complexe. Néan-
moins, la première étape de sa preuve consiste à traiter le cas où γ = k ∈ N
et de prolonger le résultat à l’aide du théorème de Carlson (voir [147] par
exemple).
Le théorème de Heine généralisé (10.13) appliqué à la distribution Beta
permet d’écrire l’intégrale de Selberg comme un hyperdéterminant de Hankel.
Proposition 19 On a
Sn(a, b; k) = n!Det (Sn(a, b; k)) , (10.15)
(4)On peut aussi la montrer en la considérant comme un cas particulier de l’identité de
de Bruijn [44].
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où
Sn(a, b; k) :=
∑
0≤i1,i2,...,i2k≤n−1
B(a+ |I|, b)ηI (10.16)
et B(a, b) est la fonction B(a, b) =
∫ 1
0
xa−1(1− x)b−1dx.
Remarquons que l’intégrale de Selberg est symétrique en a et b. Cette
symétrie n’apparaît pas dans sa forme hyperdéterminantale (10.15). Pour la
mettre en évidence, considérons le tenseur
SSymn (a, b; k) =
∑
I,J∈{0,...,n−1}k
B(a + |I|, b+ |J |)ηI ⊗ ηJ . (10.17)
Celui-ci s’obtient à partir de Sn(a, b; k) en agissant par un certain élément
de GL2kn :
Sn(a, b; k) = (
k︷ ︸︸ ︷
I, · · · , I,
k︷ ︸︸ ︷
g, · · · , g) · SSymn (a, b; k) (10.18)
où I désigne la matrice identité et g la matrice n× n
g =
∑
1≤i,j≤n
(−1)j
(
i
j
)
ηi ⊗ ηj . (10.19)
Comme det(g) = (−1)n(n−1)2 , la propriété d’invariance donne alors
Proposition 20
Det
(
SSymn (a, b; k)
)
= (−1) kn(n−1)2 Det (Sn(a, b; k)) . (10.20)
Nous avons maintenant tous les outils en main pour montrer l’égalité de
Selberg de façon combinatoire. En fait, il ne s’agit pas à proprement parler
d’une preuve nouvelle. L’ensemble des étapes de la preuve originale de Selberg
peut être interprété en utilisant des propriétés des hyperdéterminants. Nous
n’allons qu’esquisser la démonstration(5).
(5)Le lecteur voulant approfondir la question peut se procurer la preuve détaillée dans
l’article [136].
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En développant l’hyperdéterminant de l’expression (10.15) et en utilisant
les propriétés du développement des hyperdéterminants de Hankel (10.2), on
montre que
Det (Sn(a, b; k)) =
Q(a, b)
R(b)
n−1∏
i=0
Γ(a+ jk)Γ(b+ jk)
Γ(a+ b+ (n + j − 1)k)
où Q(a, b) est un polynôme de degré au plus kn(n − 1)/2 et R(b) est un
polynôme de degré kn(n − 1)/2. Or la symétrie en a et b (10.20) implique
Det (Sn(a, b; k)) = Det (Sn(b, a; k)) et donc
Q(a,b)
R(b)
= Q(b,a)
R(a)
. Il en découle que
αn,k =
Q(a,b)
R(b)
est un scalaire indépendant de a et b. D’où
Det (Sn(a, b; k)) = αn,k
n−1∏
i=0
Γ(a + jk)Γ(b+ jk)
Γ(a + b+ (n + j − 1)k) (10.21)
Dans la seconde partie de sa preuve, Selberg établit une relation de récurrence
aﬁn de calculer αn,k. Ce calcul peut lui aussi être interprété dans le langage
des hyperdéterminants.
En eﬀet, considérons la limite
Lb;k,n = lim
a→0+
aDet (Sn(a, b; k)) (10.22)
Un rapide calcul montre que
Lb;k,n = Det (T) (10.23)
où
T = η0 ⊗ · · · ⊗ η0 +
∑
I∈{1,···,n−1}×{0,...,n−1}2k−1
B(|I|, b)ηI . (10.24)
En développant Lb;k,n en suivant la règle de Laplace généralisée appliquée au
le premier indice (9.10), on trouve
Lb;k,n = Det (Sn−1(1, b; k)) . (10.25)
Cette identité permet d’établir la relation de récurrence αn,k =
(nk)!
n!
αn−1,k et
prouve le théorème de Selberg.
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Théorème 21
Sn(a, b; γ) =
∫ 1
0
· · ·
∫ 1
0
|∆(x)|2γ
n∏
i=1
xa−1i (1− xi)b−1dxi
=
n−1∏
j=0
Γ(a+ jγ)Γ(b+ jγ)Γ((j + 1)γ + 1)
Γ(a + b+ (n + j − 1)γ)Γ(γ + 1) . (10.26)
Dans [136], nous donnons une ﬁn alternative à la démonstration qui uti-
lise la conjecture de Dyson. La preuve décrite dans ce paragraphe peut être
adaptée à l’intégrale, plus générale, d’Aomoto [6]
Aa,b;kn (y) :=
∫
[0,1]n
∆(x)2k
n∏
i=1
(y − xi)xa−1i (1− xi)b−1dx1 · · · dxn
= (−2)−nSn(a, b; k)P
a
k
−1, b
k
−1
n (1− 2y). (10.27)
où P a,bn est un polynôme de Jacobi. Le détail des calculs se trouve dans
[136] et utilise les propriétés des mineurs d’hyperdéterminants de Hankel (en
particulier l’égalité 10.9).
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Dans cette section, nous noterons ([135])
D(k)n,r(c) = Det (ci1+···+i2k+r)0≤ip≤n−1 , (10.28)
ainsi que D(k)n (c) = D
(k)
n,0(c), aﬁn de simpliﬁer les écritures. L’idée directrice
consiste à identiﬁer les cn à des moments cn =
∫
xndµ(x) pour une mesure µ
à déterminer, d’écrire les hyperdéterminants comme des intégrales connues
en utilisant le théorème de Heine généralisé et de les évaluer en utilisant des
variantes de l’intégrale de Selberg [6, 176, 103, 95]. Le tableau 10.1 contient
quelques exemples impliquant des nombres combinatoires dont les représen-
tations intégrales sont connues (voir [135] pour le détail des calculs). La re-
présentation intégrale des nombres de Catalan et des coeﬃcients binomiaux
centraux est due à Penson et Sixdeniers [160].
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cn dµ(x) D
(k)
n,r(c)
n! 1[0,∞)e−xdx
1
n!k!n
n−1∏
j=0
(k + jk)! (r + jk)!
Γ(α + n+ 1) 1[0,∞)(x)xαexdx
1
n!k!n
n−1∏
j=0
(k + jk)! Γ(α + 1 + jk + r)
Catalan 1[0,4]
√
4−x
4π2x
dx 2
2kn(n−1)+n(2r+1)
n!πn
Sn(r + 12 , 32 ; k)(
2n
n
)
1[0,4](x)
√
x(4−x)
π
dx 4
kn(n−1)+nr
n!πn
Sn(r +
1
2
, 1
2
, k)
(2|I|)!
|I|! 1[0,∞)(x)
x−1/2e−x/4
2
√
π
n−1∏
j=0
23j+r
k(j + 1)
(k(1 + j))!(2(kj + r)− 1)!
1
|I|+1 1[0,1]
1
n!
Sn(1 + r, 1; k) si r ≥ 0
Tab. 10.1 – Quelques hyperdéterminants de Hankel D(k)n,r(c).
Les hyperturàniens [135] sont des hyperdéterminants dont les entrées sont
des polynômes orthogonaux. Plus précisément, pour toute famille de poly-
nômes (Qn(x))n, on déﬁnit l’hyperturànien(6)
T kn (Q) := Det (Qi1+...+i2k) .
En utilisant, la forme intégrale de certains polynômes orthogonaux, on peut
écrire l’hyperturànien comme une intégrale de type Selberg. En particulier,
dans [135], nous traitons le cas des polynômes de Legendre, Laguerre, Her-
mite, Charlier, Meixner et Krawtchouk.
10.5 Hyperdéterminants de Hankel et polynômes
de Jack
10.5.1 Polynômes de Jack
Les polynômes de Jack sont des déformations à un paramètre, noté α
dans ce mémoire, des fonctions symétriques de Schur. Ils ont été déﬁnis par
Jack [93, 94] dans le but d’interpoler entre les fonctions de Schur (α = 1)
(6)La notion de turànien est due à Karlin et Szegö [96] (voir aussi [121]).
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et les polynômes zonaux (α = 2). Nous rappelons ici quelques déﬁnitions et
propriétés les concernant.
Soit α ∈ C, et considérons la déformation 〈 , 〉α du produit scalaire usuel
des fonctions symétriques déﬁni par
〈Φλ,Φµ〉α = δµ,λ
∏
i
imimi!α
l(λ) (10.29)
où Φλ = Φλ1 . . .Φλn est une fonction “somme de puissances” et mi représente
le nombre de parts de λ égales à i. Les polynômes de Jack P (α)λ forment
l’unique famille de polynômes symétriques orthogonaux pour 〈 , 〉α de la
forme
P
(α)
λ = mλ +
∑
µ<λ
u
(α)
λµmµ,
où les mµ désignent des fonctions symétriques monomiales et l’ordre appa-
raissant dans la somme est l’ordre de dominance sur les partitions [138]. On
notera par (Q(α)λ )λ la base duale de (P
(α)
λ )λ pour le produit scalaire déformé.
Les polynômes P (α)λ et Q
(α)
λ sont proportionnels. Le coeﬃcient de proportion-
nalité b(α)λ := 〈P (α)λ , P (α)λ 〉−1α est explicitement calculé dans [138] VI.10.
Soit X = {x1, . . . , xn} un alphabet ﬁni et soit X∨ l’alphabet des inverses
{x−11 , . . . , x−1n }. Les polynômes P αλ et Qαλ sont aussi orthogonaux pour le
produit scalaire
〈f, g〉′n,α =
1
n!
T.C.{f(X)g(X∨)
∏
i6=j
(1− xix−1j )
1
α}, (10.30)
voir [138] VI. 10.
Deux autres normalisations des polynômes de Jack (J (α)λ )λ et (C
(α)
λ )λ sont
déﬁnies par
〈J (α)λ , J (α)µ 〉α = δµλj(α)λ .
et
C
(α)
λ =
(λ1 + · · ·+ λn)!αλ1+···+λn
j
(α)
λ
J
(α)
λ
où
j
(α)
λ =
∏
(i,j)∈λ
(λ⊥j − i+ α(λi − j + 1))(λ⊥j − i+ 1 + α(λi − j))
si λ⊥ est la partition conjuguée de λ et (i, j) désigne une case du diagramme
de Young de λ.
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10.5.2 Polynômes de Jack quasi-rectangulaires
Pour tout vecteur v = (v0, . . . , vn−1) ∈ Zn, nous considérons l’hyperdé-
terminant
H
k
v = Det
(
Λi1+...+i2k+vi1
)
0≤i1,...,i2k≤n−1
où Λn désigne une fonction symétrique élémentaire. Lorsque v = (0n) est
le vecteur nul, ce polynôme est un hyperdéterminant de Hankel. Dans le
cas contraire, nous l’appellerons hyperdéterminant de Hankel décalé . Néan-
moins, le principe détaillé dans le paragraphe 10.2.2 peut être adapté. Soit
X = {x1, . . . , xn} un alphabet de taille n. Considérons la fonctionnelle
∫
Y
:
xpi → Λp(Y) remplaçant chaque occurrence d’une puissance d’une lettre de
l’alphabet X par une fonction élémentaire sur l’alphabet Y. En utilisant la
forme déterminantale des fonctions de Schur [112, 138], un rapide calcul
montre le résultat suivant.
Proposition 22 Un hyperdéterminant de Hankel décalé est l’image par 1
n!
∫
Y
du produit d’une fonction de Schur et d’une puissance paire du Vandermonde
H
k
v(Y) =
1
n!
∫
Y
Srenverse(v)(X)∆(X)
2k
où renverse(v) = (vn, . . . , v1) si v = (v1, . . . , vn).
Remarquons que la Proposition 22 donne un algorithme récursif (via la for-
mule de Laplace) permettant de calculer les coeﬃcients du développement
d’une puissance paire du Vandermonde dans la base des fonctions de Schur
(voir Annexe D).
Pour des raisons de commodité de calcul, nous considérerons aussi la version
Toëplitz déﬁnie par Matsumoto [146] dans sa version décalée
T
k
v = Det
(
Λi1+...+ik−ik+1−...−i2k+vi1
)
.
Les hyperdéterminants de Toëplitz et ceux de Hankel sont liés par la relation
H
k
v = (−1)
kn(n−1)
2 T
k
v+(k(n−1))n .
Considérons le terme constant
In,k(Y) =
1
n!
T.C.{Λn(X∨)p+k(n−1)Λl(X∨)
∏
(1 + xiyj)∆(X)
2k}.
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Il s’agit d’une fonction symétrique sur l’alphabet Y que nous évaluons de deux
façons diﬀérentes dans un article en cours de rédaction [14]. Le premier calcul
consiste à utiliser les propriétés du produit scalaire 〈 , 〉n,α. En remarquant
que le produit des fonctions élémentaires apparaissant dans le terme constant
est un polynôme de Jack ,
Λn(X∨)pΛl(X∨) = P (1/k)
(p+1)lpn−l
(X∨)
et que ∏
(1 + xiyj) =
∑
λ
Q
(1/k)
λ (X)Q
(k)
λ′ (Y),
l’orthogonalité des polynômes de Jack pour le produit scalaire 〈 , 〉n,α permet
de prouver que la fonction symétrique In,k(Y) et le polynôme de Jack quasi-
rectangle Q(k)npl(Y) sont proportionnels.
Le second calcul consiste à utiliser la proposition 22, en remarquant que∫
Y
xm = T.C.{x−m∏(1 + xiyj)}. On montre alors que In,k(Y) est un hyper-
déterminant de Toëplitz décalé.
On en déduit la propriété suivante
Proposition 23 Le polynôme de Jack quasi-rectangle Q(k)npl et l’hyperdéter-
minant de Toëplitz Tk
pn−l(p+1)l
sont proportionnels.
Les détails du calcul ainsi que le coeﬃcient de proportionnalité sous forme
explicite seront donnés dans [14].
Lorsque l = 0, la proportionnalité entre un polynôme de Jack rectangle
et un hyperdéterminant de Toëplitz a été prouvée par Matsumoto dans [146]
et peut être déduite de la proposition 23.
Proposition 24 (Matsumoto) On a
P
(k)
np = n!
(
kn
k, . . . , k
)−1
Tpn.
10.5.3 Puissances paires du Vandermonde
Les puissances paires du Vandermonde tiennent une place importante
dans la théorie de l’eﬀet de Hall fractionnaire quantique. Laughlin [115] a
décrit ce dernier à l’aide d’une fonction d’onde dont l’expression fait appa-
raître une puissance paire du Vandermonde. Un des nombreux problèmes
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rencontrés dans ce contexte concerne le développement du carré (ou plus gé-
néralement d’une puissance paire quelconque) du Vandermonde dans la base
des fonctions de Schur [45, 100, 169]. Dans [100, 169], il est montré que le
développement du q-discriminant
∆q(X) =
∏
i6=j
(qxi − xj)
est plus pertinent. Plus généralement, nous nous intéressons à l’expression
du polynôme
Dk(X; q) =
k∏
l=1
∆q2l−1(X)
dans diﬀérentes bases de fonctions symétriques.
Dans un article en cours de rédaction [21], nous montrons que ce polynôme
est un polynôme de Macdonald (7) escalier.
Théorème 25 On a
Dk(X; q) = (−q)
k2n(n−1)
2 P2k(n−1),2k(n−2),...,0(X; q−2, q2k−1) (10.31)
où (Pλ(X; q, t))λ désigne la famille de polynômes de Macdonald [138] ortho-
gonale pour le produit scalaire
〈Φλ,Φµ〉q,t = δλ,µ
l(λ)∏
i=1
1− qλi
1− tλi
et vérifiant
Pλ(X; q, t) = mλ(X) +
∑
µ<λ
uλ,µ(q, t)mµ(X).
La preuve de ce théorème sera rédigée dans [21] et est basée sur le calcul
des valeurs propres de l’opérateur de Macdonald M1 [110] pour la spécia-
lisation t = q−2 et q = q2k−1. On montre que les espaces propres de M1
sont de dimension 1 et que chacun d’eux admet un polynôme de Macdo-
nald comme générateur. Or un calcul, qui ne sera pas reproduit ici, montre
(7)Les polynômes de Macdonald sont des déformations à deux paramètres (q, t) des fonc-
tions de Schur qui se spécialisent en les polynômes de Jack lorsque l’on pose q = tα et que
l’on fait tendre t vers 1 (voir [138]).
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que le polynôme Dk(X; q) est une fonction propre deM1. L’identiﬁcation de
Dk(X; q) avec le polynôme de Macdonald escalier se prouve en calculant sa
valeur propre. Le coeﬃcient de proportionnalité est calculé en évaluant le co-
eﬃcient de la fonction monomiale m2k(n−1),2k(n−2),...,0 dans le développement
de Dk(X; q).
Le développement des puissances paires du Vandermonde dans la base des
fonctions monomiales permet aussi d’obtenir, via le théorème 17, les coeﬃ-
cients cn,kλ (10.2) intervenant dans le développement d’un hyperdéterminant
de Hankel. En eﬀet, du théorème 25 découle la proportionnalité entre une
puissance paire du Vandermonde et un polynôme de Jack escalier. Or la for-
mule de Pieri des polynômes de Jack permet d’exprimer leurs coeﬃcients
dans la base des fonctions monomiales comme des sommes de certaines frac-
tions rationnelles sur des tableaux semi-standard (voir [138] pour les détails).
En appliquant ce principe, nous pouvons donner une expression des coeﬃ-
cients d’une puissance paire du Vandermonde dans son développement sur la
base des fonctions monomiales. Enﬁn, les puissances du Vandermonde étant
les ombres des hyperdéterminants de Hankel (cf paragraphe 10.2.2), nous ob-
tenons une expression du développement de ces derniers sur les entrées des
hypermatrices. Le détail de ce calcul se trouvera dans [21].
Indépendamment, on peut montrer que les puissances paires du Vander-
monde sont des polynômes de Jack rectangles évalués sur l’alphabet −X.
Proposition 26 On a
∆(X)2k =
−1 kn(n−1)2
n!
(
(k + 1)n
k + 1, . . . , k + 1
)
P
(k+1)
n(n−1)k
(−X).
La preuve de cette proposition se trouvera dans [21] et est une conséquence de
l’identité Matsumoto (proposition 24). Elle peut être aussi considérée comme
le corollaire d’un résultat plus général sur les polynômes de Macdonald qui
sera développé dans un article en cours de rédaction [105].
Proposition 27 Si λ = µ+[((k−1)(n−1))n]. Les polynômes de Macdonald
Pλ
(
1−q
1−qk ; q, q
k
)
et Pµ(X; q, qk)
∏k−1
l=1 ∆ql(X) sont proportionnels.
10.5.4 Intégrale de Kaneko et Hyperturàniens décalés
Notons T kn,d(Q) := Det (Qi1+...+i2k+d), l’hyperturànien décalé associé aux
polynômes (Qn(x))n .
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L’intégrale de Selberg n’est pas assez générale pour nous permettre d’éva-
luer ce type d’hyperdéterminant pour les polynômes orthogonaux classiques.
Nous utiliserons l’intégrale de Kaneko [95],
Kk,n(y1, . . . , ym) =
∫
[0,1]n
∏n
i=1
∏r
j=1(xi − yj)×
×∏ni=1 xa−1i (1− xi)b−1|∆(x)|2kdx1 · · · dxn (10.32)
= 2−nSn(a, b; k)pα,β,γ(nr) (1− 2y1, . . . , 1− 2yr) ,
où pα,β,γκ (y) est un polynôme de Jacobi généralisé associé aux polynômes de
Jack [103, 196, 43, 106] et α = a
k
− 1, β = b
k
− 1 et γ = k− 1
2
. Ces polynômes
sont obtenus en appliquant le procédé d’orthogonalisation de Gram-Schmidt
par rapport à la mesure
dµα,βγ(y) = |∆(y)|2γ+1
r∏
i=1
(1− yi)α(1 + yi)βdy1 · · ·dyr (10.33)
sur [−1, 1]r à la base des fonctions symétriques monomiales . La normalisation
des ces polynômes a été choisie de façon à ce que le coeﬃcient du monôme
dominant soit égal à 1.
Les calculs sont simpliﬁés si on utilise une autre normalisation :
P (a,b)κ (y1, . . . , yr;
1
k
) =
p
a,b,k− 1
2
κ (1− 2y1, . . . , 1− 2yr)
p
a,b,k− 1
2
κ (1, . . . , 1)
(10.34)
Lorsque κ = (nr) est une partition rectangle, P (a,b)κ (y1, . . . , yr; 1k) est une
fonction hypergéométrique multivariée symétrique associée aux polynômes de
Jack
P
(a,b)
(nr) (y1, . . . , yr;
1
k
) = 2F
(α)
1 (
−n ; a+b+s+n
a+s
| y1, . . . , yr) (10.35)
où α = 1
k
et s = 1 + (r − 1)k. Les fonctions hypergéométriques multivariées
sont celles déﬁnies dans [95, 103, 61] par
pF
(α)
q
(
a1 . . . ap
b1 . . . bq
∣∣∣∣ y1, . . . , yr
)
=
∑
n≥0
1
n!
∑
|κ|=n
[a1]
(α)
κ · · · [ap](α)κ
[b1]
(α)
κ · · · [bq](α)κ
C(α)κ (y1, . . . , yr)
(10.36)
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où
[a](α)κ =
ℓ(κ)∏
i=1
(
a− 1
α
(i− 1)
)
κi
. (10.37)
D’autres polynômes orthogonaux généralisés apparaissent dans nos calculs
[135] : les polynômes de Laguerre [107]
Laκ(y1, . . . , yr;α) = lim
b→∞
P (a,b)κ
(y1
b
, . . . ,
yr
b
;α
)
(10.38)
et les polynômes d’Hermite [108]
Hκ(y1, · · · , yr;α) = lim
a→∞
(−
√
2a)|κ|Laκ(a+ y1
√
2a, · · · , a+ yr
√
2a;α) . (10.39)
Le tableau 10.2 résume les diﬀérents hyperturàniens que l’on peut calculer à
partir de l’intégrale de Kaneko et des ses variantes. Pour le détail des calculs,
le lecteur pourra se référer à l’article [135].
Qn Tn,r(Q)
Legendre (x2 − 1) 12 (kn(n−1)+nr)P
1
2k
−1, 1
2k
−1
(nr)
(
2x√
x2−1 , . . . ,
2x√
x2−1 ;
1
k
)
Laguerre xkn(n−1)+nr2F
(k)
0
(
−n, a+r−1
k
+n−1
−
∣∣∣ 1x , · · · , 1x)
Hermite Hnr( x√k , · · · , x√k ; k).
Charlier
∏n−1
j=0 (x)jk+rL
−x
k
−1
nr (−ak , · · · ,−ak ; k)
Meixner
∏n−1
j=0
Γ(x+jk+r)Γ(β−x+jk)
Γ(x)Γ(β−x) P
x
k
−1,β−x
k
(
γ
γ−1 , . . . ,
γ
γ−1 ; k
)
Krawtchouk
∏n−1
j=0 (x)jk+r(N − x)jkP
−x
k
−1,x−N
k
−1
(nr) (2p, . . . , 2p; k)
Tab. 10.2 – Hyperturàniens décalés
10.6 Conclusion
Dans ce chapitre, nous avons exploré les liens entre les hyperdéterminants
de Hankel, les puissances paires du Vandermonde et les polynômes de Jack.
En particulier, nous avons vu que les hyperdéterminants de Hankel sont des
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polynômes de Jack rectangles et peuvent être interprétés comme étant des
images des puissances paires du Vandermonde par une fonctionnelle.
Les prolongements possibles de ce travail sont de deux types. Le premier
concerne le calcul de certaines intégrales multiples. Nous avons vu que les
intégrales de type Kaneko admettent une interprétation hyperdéterminan-
tale. Il serait intéressant d’étendre nos calculs aux intégrales plus générales
de type Hua, en réinterprétant certains passages de [103]. La seconde piste
consiste à explorer le développement des puissances paires du Vandermonde.
Un rapide calcul permet d’exprimer les coeﬃcients apparaissant dans son
développement sur les fonctions de Schur comme des hyperdéterminants dé-
calés. Peut-on exploiter cette remarque pour les calculer rapidement ou pour
en donner des propriétés ? Dans [146], Matsumoto a montré qu’un hyperdé-
terminant de Hankel avec 4 indices peut s’exprimer comme un pfaﬃen. Il
serait intéressant de prolonger cette formule aux hyperdéterminants de Han-
kel décalés aﬁn de trouver un algorithme pour calculer les coeﬃcients du
développement du carré du Vandermonde dans la base de Schur.
Chapitre 11
Hyperdéterminants sur des
semi-treillis
11.1 Introduction
Il est connu depuis la ﬁn du XIX ième siècle(1) que certains déterminants,
dont les entrées dépendent uniquement du pgcd des indices, se factorisent.
En 1876, Smith [182] a exprimé un tel déterminant pour une matrice dont
les indices appartiennent à un ensemble clos par facteur (i.e., un ensemble
contenant tous les facteurs de chacun de ses éléments) comme un produit
d’indicateurs d’Euler. L’intérêt de ce calcul se trouve dans son lien avec les
fonctions arithmétiques [7] et en particulier les fonctions multiplicatives(2).
Au cours du siècle dernier, de nombreuses généralisations du théorème de
Smith ont été proposées. Une des façons permettant d’étendre son résultat
consiste à changer l’ensemble des indices. En 1990, Li [127] a donné l’éva-
luation du déterminant d’une matrice de pgcd pour un ensemble arbitraire
d’indices et Beslin et Ligh [19] ont montré qu’un tel déterminant factorise
lorsque l’ensemble des indices est clos par pgcd (i.e. un ensemble qui contient
le pgcd de toutes les paires de ses éléments). Cette factorisation peut être
vue comme le corollaire d’un résultat très élégant dû à Lindström et Wilf
[128, 205] qui calculèrent le déterminant d’une matrice dont les entrées sont
prises sur un demi-treillis inférieur (i.e. un poset tel que chaque paire admet
une plus grande valeur inférieure). On appellera inf-matrices de telles ma-
(1)On peut trouver dans [3, 104] un panorama sur le sujet.
(2)Voir aussi [113, 111].
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trices. Une autre façon d’étendre le théorème de Smith consiste à considérer
ses analogues multidimensionnels. En 1930, Lehmer [122] a donné la première
version du théorème de Smith pour des hypermatrices(3). Récemment, Hauk-
kannen [78] a généralisé les résultats de Beslin et Ligh [19] et ceux de Li [127]
aux hypermatrices.
Dans ce chapitre, nous allons montrer, dans la section 11.2, que le princi-
pal argument permettant d’obtenir ces généralisations consiste à développer
les hyperdéterminants comme une somme multialternée de déterminants (de
matrices). Cette méthode s’applique à des objets plus généraux que l’on nom-
mera F-déterminants (section 11.3). Enﬁn, dans la section 11.4, nous don-
nons une généralisation d’un théorème de Haukkannen aux hypermineurs
d’inf-hypermatrices. Les résultats résumés dans ce chapitre sont extraits de
[130].
11.2 F-déterminants
Soit F une application de Sk−2n dans un anneau commutatif. Nous consi-
dérons la généralisation des riciens suivante
FDet (M) =
∑
σ=(σ2,···,σk)∈Sk−1n
signe(σ2)F(σ3, . . . , σk)
∏
i
Miσ2(i)...σk(i)
que l’on nommera F-déterminant .
La déﬁnition de ce polynôme distingue les deux premiers indices de l’hy-
permatrice qui ont un rôle particulier. En fait, on peut étendre cette déﬁnition
pour n’importe quel couple d’indices. Les résultats présentés dans ce chapitre
resteront valables (à condition de permuter convenablement les indices).
L’égalité présentée ci-dessous s’obtient par des manipulations élémen-
taires sur les sommes et va être fondamentale dans la suite de ce chapitre.
Lemme 28 Tout F-déterminant admet la décomposition suivante comme
une somme de déterminants classiques
FDet (M) =
∑
σ3,...,σk
F(σ3, . . . , σk) det(M
σ3,...,σk),
où Mσ3,...,σk est la matrice n× n vérifiant Mσ3,...,σki,j =Mi,j,σ3(i),...,σk(i).
(3)On peut trouver d’autres résultats dans [180, 181])
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La propriété d’invariance des riciens (lorsque l’on agit sur les indices al-
ternants) est une conséquence triviale de ce lemme et plus généralement on
a le résultat suivant.
Proposition 29 Le polynôme FDet (M) est un invariant relatif pour l’ac-
tion du groupe linéaire définie par
g.M =
( ∑
1≤j2≤n
gi2j2Mi1,j2,i3···,ik
)
1≤i1,···,ik≤n
.
Autrement dit,
FDet (g.M) = det gFDet (M) . (11.1)
11.3 Théorème de Lindström pour les F-déterminants
Considérons un ensemble ﬁni L muni d’une relation d’ordre partiel telle
que toute paire (x, y) ∈ L2 admet un plus grand élément inférieur que l’on
notera x ∧ y. De façon classique, la fonction ζ de L est déﬁnie par
ζ(x, y) =
{
1 si x ≤ y,
0 sinon.
Sa fonction de Möbius est l’inverse de sa fonction ζ et peut être calculée
récursivement grâce à la formule
µ(x, y) =


1 si x = y,
−∑x≤z<y µ(z, y) si x < y,
0 dans les autres cas.
Si F et f sont deux fonctions satisfaisant
F (x) =
∑
y≤x
f(y) =
∑
y∈L
ζ(y, x)f(y), (11.2)
alors on peut inverser cette égalité en introduisant le produit ⋆ de convolu-
tion :
f(x) =
∑
y∈L
µ(y, x)F (y) = (F ⋆ µ)(x). (11.3)
C’est la célèbre formule d’inversion de Möbius.
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La factorisation des déterminants des matrices dont les entrées dépendent
du pgcd des indices est une conséquence de la structure de demi-treillis (pour
la divisibilité) des entiers et peut être établie sous une forme plus générale. Les
manipulations des identités (11.2) et (11.3) sont au centre de la preuve par
Lindström [128] du théorème de Wilf [205]. Une technique similaire permet
d’étendre le théorème de Lindström et Wilf pour les F-déterminants.
Théorème 30 Soit L = {x1, . . . , xn} un semi-treillis inférieur. Nous consi-
dérons pour tout x ∈ L, une fonction Fx de L dans C ainsi qu’un élément
zx ≤ x. On a
FDet
(
Fxi1 (zxi1 ∧ xi2 ∧ . . . ∧ xik)
)
=
{
F(Id, · · · , Id)
∏
x
fx(x) si zx = x pour tout x
0 sinon.
où fx(z) =
∑
y∈L µ(y, z)Fx(y).
La démonstration (voir [130]) utilise le théorème original de Lindström
et Wilf [128, 205] appliqué aux déterminants apparaissant dans le dévelop-
pement du lemme 28.
11.4 Des mineurs
Nous considérons le problème suivant. Soit S ⊂ L un sous-ensemble d’un
demi-treillis inférieur, quelle expression peut-on donner au F-déterminant
dont les indices sont pris dans S ?
Si S est clos pour l’opération ∧, choisissons une extension linéaire (y1, . . . , yn)
de S (i.e. un ordre total sur S compatible avec l’ordre partiel). Nous utilise-
rons la notation de [3] x E yi pour désigner la relation x ≤ yi et x 6≤ yj pour
tout j < i. Soient f et F deux fonctions vériﬁant
F (yi) =
∑
x≤yi
x∈L
f(x). (11.4)
Posons fˆ(yi) =
∑
xEyi
f(x). Le lemme suivant est donné dans [3] (théorème
4.1), des preuves sont données aussi dans [79, 130].
Lemme 31 La fonction fˆ est égale au produit de convolution de F par la
fonction de Möbius de S. Autrement dit,
F (yi) =
∑
yk≤yi
fˆ(yk). (11.5)
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Ce lemme permet de généraliser le théorème 4.1 de l’article [3].
Corollaire 32
FDet
(
Fyi1 (yi1 ∧ . . . ∧ yik)
)
= F(Id, · · · , Id)
n∏
i=1
(∑
x1Eyi
∑
x2∈L
µ(x1, x2)Fyi(x2)
)
.
(11.6)
Les détails de la preuve se trouvent dans [130].
Si S est un ensemble clos pour ≤ (i.e. pour tout y ∈ S, x ≤ y implique
x ∈ S), alors f = fˆ et
FDet (Fx1(x1 ∧ · · · ∧ xk))x1,...,xk∈S = F(Id, · · · , Id)
∏
x
fx(x). (11.7)
Les identités de Lehmer [122] ainsi que le résultat de Smith sont des cas
particuliers de cette identité.
Traitons maintenant le cas général. Si S = {s1, . . . , sn} nous noterons
S = {s1, . . . , sn, sn+1, . . . , sn+m} le plus petit sous-ensemble de L contenant
S et clos pour l’opération ≤. Nous allons nous intéresser au polynôme
DF (X) := FDet
(
Fsi1 (zsi1 ∧ si2 ∧ · · · ∧ sik)
)
1≤i1,...,ik≤n , (11.8)
où pour tout s ∈ S, zs désigne un élément de S tel que zs ≤ s.
La première étape consiste à démontrer le résultat suivant dans le cas des
matrices classiques (k = 1)(4). Il s’agit d’une généralisation du théorème de
Li [127].
Proposition 33 On a
det(Fsi(si ∧ sj)) =
∑
1≤k1<...<kn≤n+m
det
(
Csi,skj
)
1≤i,j≤n
det (ζ(ski, sj))1≤i,j≤n .
(11.9)
où
Cx,y = fx(y)ζ(y, zx) =
{
fx(y) si y ≤ zx
0 sinon.
(11.10)
Pour obtenir le résultat général, il suﬃt alors d’appliquer le lemme 28
puis la proposition 33 sur chaque déterminant de la somme. On obtient alors
une version multi-indices de la proposition 33.
(4)Voir [130] pour la preuve.
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Théorème 34
DF (X) =
∑
1≤k1<···<kn≤n+m
FDet
(
fsi1 (ski2
)
ζ(ski2 , zsi1 ∧ si3 ∧ · · · ∧ sik)×
× det (ζ(ski, sj)) .
(11.11)
Si on pose Fs1 = Fs2 = . . . = F , on obtient :
Corollaire 35
FDet
(
F (zsi1 ∧ si2 ∧ · · · ∧ sik)
)
=
∑
1≤k1<···<kn≤n+m
∏
i
f(ski)×
×FDet (ζ(ski2 , zsi1 ∧ si3 ∧ · · · ∧ sik)) det (ζ(ski, sj)) .
En posant zs = s pour tout s et F(σ3, . . . , σk) = signe(σ3) . . . signe(σk) dans
le corollaire 35, on retrouve le théorème 2 de [78].
11.5 Conclusion
Le but de ce chapitre était double. Tout d’abord, il s’agissait de donner
des identités les plus générales possibles permettant de calculer des hyperdé-
terminants d’hypermatrices dont les indices appartiennent à un demi-treillis.
Nous avons vu que ces identités pouvaient être proposées pour des polynômes
beaucoup plus généraux : les F-déterminants. La seconde motivation était
d’illustrer le principe que certains résultats sur les hypermatrices peuvent se
déduire de résultats sur les matrices. Il est, bien sûr, évident que la plupart
des propriétés des hyperdéterminants ne provient pas de celles des détermi-
nants. Par exemple, bien que l’on puisse concevoir une élimination de Gauss,
celle-ci ne conduit pas à une hypermatrice triangulaire. Néanmoins, il semble
intéressant d’établir une liste d’outils élémentaires qui permet de démon-
trer sans eﬀort des extensions multi-linéaires de propriétés connues pour les
matrices. Par exemple, le lemme 28, qui est une identité triviale, permet
de démontrer le théorème 34, sa version matricielle ayant été préalablement
prouvée (proposition 33).
Chapitre 12
Hyperpfaffiens
12.1 Introduction
L’hyperfaﬃen est une généralisation du pfaﬃen pour les partitions de
{1, . . . , n} en blocs de taille supérieure ou égale à 2. Cet objet a été intro-
duit par Barvinok [13] pour des partitions homogènes de taille paire. Un peu
plus tard, Abdesselam [1] a donné une généralisation du théorème Pfaffian-
Tree de Vaintrob [140] faisant intervenir un hyperpfaﬃen déﬁni pour des
partitions de tailles non-homogènes. Dans ce chapitre, nous reproduisons les
résultats de [132] qui sont consacrés à l’étude de l’hyperpfaﬃen de Barvinkok
(partitions homogènes)(1). Ce polynôme est un invariant des formes multili-
néaires antisymétriques pour l’action du groupe linéaire. Certaines propriétés
du pfaﬃen se prolongent aux hyperpfaﬃens. Par exemple, nous donnons dans
[132] des généralisations de la formule du pfaﬃen d’une somme de tenseurs
due à Stembridge [184] et de la sommation de mineurs due à Ishikawa et Wa-
kayama [92]. La première section de ce chapitre est consacrée à des propriétés
générales de l’hyperpfaﬃen. Un exemple important est celui des identités de
de Bruijn. Dans [44], il montre que certaines intégrales faisant intervenir des
déterminants peuvent être évaluées comme des pfaﬃens. Dans [132], nous
montrons que les identités de de Bruijn sont des conséquences d’identités
pfaﬃennes dans l’algèbre de mélange(2) via le lemme de Chen [38]. Ces égali-
tés se généralisent aux hyperpfaﬃens, et font l’objet de la seconde partie de
(1)Voir [162] pour une étude complète sur les autres cas.
(2)Le produit dont la loi duale est le coproduit pour lequel les polynômes de Lie sont
primitifs ([163] par exemple).
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ce chapitre..
12.2 Généralités
L’hyperpfaffien est une généralisation multidimensionnelle du pfaﬃen dé-
ﬁnie par Barvinok [13] pour une hypermatrice antisymétrique (i.e.Mi1,...,ik =
signe(σ)Miσ(1),...,iσ(k)) par
Pfa (M) =
∑
σ∈Ekn,k
signe(σ)Mσ(1)...σ(k) · · ·Mσ((n−1)k+1)...σ(nk). (12.1)
où
Ekn,k = {σ ∈ Skn|σ(ki+ 1) < · · · < σ(k(i+ 1)), (12.2)
σ(k(p− 1) + 1) < σ(kp+ 1), 0 ≤ i ≤ n− 1, 1 ≤ p ≤ n− 1}.
Soit un ensemble de variables anti-commutatives η = {η1, . . . , ηk, . . .}. Comme
dans le cas des hyperdéterminants, on peut donner une déﬁnition alternative
en considérant le tenseur
M =
∑
1≤i1<...<ik≤nk
Mi1···ikηi1 · · · ηik .
Si on élève M à la puissance n, on obtient l’hyperpfaﬃen
Mn = n!Pfa (M) η1η2 · · · ηkn . (12.3)
On notera Pfa (M) = Pfa (M). Remarquons que si k est impair alors Pfa = 0.
Certaines propriétés des pfaﬃens se prolongent à ce polynôme. Par exemple,
l’hyperpfaﬃen est un invariant relatif des tenseurs anti-symétriques pour l’ac-
tion ⊛ de GLn déﬁnie par
g ⊛M = (g, . . . , g).M. (12.4)
En utilisant la formule (12.3), on trouve
Pfa (g ⊛M) = det(g)Pfa (M) . (12.5)
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Un autre exemple est donné par la formule de sommation pour les pfaf-
ﬁens(3). Cette formule se généralise aisément aux hyperpfaﬃens(4).
Proposition 36 On a
Pfa (M+N ) =
n∑
m=0
∑
I={i1<···<i2km}
(−1)|I|−kmPfa (M[I]) Pfa (N [Ic]) , (12.6)
où M[I] est la sous-hypermatrice de M dont tous les indices appartiennent
à I et Ic désigne le complémentaire de I dans {1, . . . , 2kn}.
Le troisième exemple que donnons est la généralisation de la formule de
sommation de mineurs(5)
Proposition 37 Soit M = (Mi1,...,i2k) un tenseur antisymétrique d’ordre 2k
et de dimension 2kn et T = (Ti,j)1≤i,j≤2kn une matrice carrée. On a,
∑
I={i1<···<i2kt}
Pfa (M[I]) det(T
[
1 · · ·2kt
i1 · · · i2kt
]
) = Pfa (Q) , (12.7)
où T
[
1···2kt
i1···i2kt
]
est la sous-matrice de T dont les lignes sont 1 · · ·2kt et les
colonnes i1 · · · i2kt et Q = (Qi1...i2k)1≤i1,...,i2k≤2kt est l’hypermatrice définie par
Qi1···i2k =
∑
1≤j1<···<j2k≤2kn
aj1···j2k det
(
T
[
i1 · · · i2k
j1 · · · j2k
])
.
La preuve complète se trouve dans [132].
D’autres formules, nouvelles, apparaissent lorsque l’on compose des hy-
perpfaﬃens.
(3)Cette formule est due à Stembridge [184].
(4)La preuve est donnée dans [135] et s’obtient à partir de l’égalité (12.3) en calculant la
puissance nième de ∑
1≤i1<···<i2k≤2nk
(ai1···i2k + bi1···i2k)ηi1 · · · ηi2k .
(5)La version matricielle est due à Ishikawa et Wakayama [92].
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Proposition 38 Pour toute matrice antisymétrique A = (Ai1...i2k)1≤i1,...,i2k≤i2nk ,
on a
Pfa
(
pfa
(
A
[
i1 · · · i2k
i1 · · · i2k
]))
1≤i1···,i2m≤2kn}
=
(kn!)
(k!)nn!
pfa (A) . (12.8)
Cette formule est démontrée dans [132] et est utilisée par Ishikawa et al. [91]
aﬁn de donner des généralisations de la formule de Schur sur les pfaﬃens.
De façon similaire, on peut déﬁnir l’hyperhafnien
Haf (M) =
∑
σ∈Ekn,k
Mσ(1)...σ(k) · · ·Mσ((n−1)k+1)...σ(nk) (12.9)
qui admet une déﬁnition alternative en considérant un ensemble de variables
commutatives ξ = {ξ1, ξ2, . . .} vériﬁant ξ2i = 0. Soit le polynôme
M =
∑
1≤i1<...<ik≤nk
Mi1···ikξi1 · · · ξik . (12.10)
L’hyperhafnien apparaît lorsque l’on calcule la puissance nième de ce poly-
nôme
Mn = n!Haf (M) ξ1ξ2 · · · ξkn . (12.11)
12.3 Formules de Wick d’ordre supérieur et ap-
plications
De façon très générale, considérons un anneau commutatif K ainsi qu’un
ensemble de scalaires multi-indexés {Qi1,...,i2k}i1<···<i2k . Soit
F =
∏
i1
(
1 +
∑
i1<···<ik
Qi1···i2kηi1 · · · ηi2k
)
. (12.12)
une série formelle sur les variables anti-commutatives η = {η1, η2, . . . , }.
La formule de Wick que nous présentons ici, permet d’exprimer les coef-
ﬁcients apparaissant dans le développement de F .
Proposition 39 (Formule de Wick Fermionique généralisée)
Si I = {i1 < · · · < ik}, le coefficient de ηi1 · · ·ηi2k dans F est Pfa (Q[I])
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Si on considère un ensemble de variables commutatives {ξi} tel que ξ2i = 0,
alors on obtient la version bosonique de l’identité de Wick généralisée.
Proposition 40 (Formule de Wick bosonique généralisée)
∑
I={i1<···<i2kn}
Haf (Q[I]) ξi1 · · · ξi2kn =
∏
i1
(
1 +
∑
i1<···<i2k
Qi1···i2kξi1 · · · ξi2k
)
.
(12.13)
Les propositions 39 et 40 sont démontrées dans [132].
L’algèbre associative libre Z〈A〉 peut être munie de façon naturelle d’un
produit commutatif appelé produit de mélange déﬁni récursivement par
au bv = a(u bv) + b(au v)
où a, b ∈ A sont des lettres d’un alphabet non-commutatif A et u, v ∈ A∗
sont des mots. Ce produit est la loi duale de la comultiplication dont les
éléments primitifs sont les polynômes de Lie(6). Le produit de mélange étant
commutatif, nous pouvons appliquer les formules (39) et (40) et obtenir les
égalités données dans le lemme suivant(7).
Lemme 41 1. Formule hyperpfaffienne dans l’algèbre de mélange
Pfa
( ∑
σ∈S2k
signe(σ)aiσ(1)···iσ(2k)
)
=
∑
σ∈S2nk
signe(σ)aσ . (12.14)
2. Formule Hyperhafnienne dans l’algèbre de mélange
Haf
( ∑
σ∈S2k
aiσ(1)···iσ(2k)
)
=
∑
σ∈S2nk
aσ . (12.15)
Les symboles ai1···i2k désignent des lettres d’un alphabet A et
aσ = aσ(1)···σ(2k) · · ·aσ(2(n−1)k+1)···σ(2nk).
Lorsque k = 1 (matrices anti-symétriques), on peut donner plusieurs
versions des identités pfaﬃennes [132]. En voici une liste.
(6)Il s’agit du théorème de Friedrichs que l’on peut trouver dans [163] par exemple.
(7)La preuve de ces deux identités se trouve dans [132].
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Proposition 42 On a les égalités suivantes.
1. ∑
σ∈S2n
signe(σ)aσ(1)bσ(2) · · ·aσ(2n−1)bσ(2n) = pfa (aibj − ajbi) (12.16)
2. ∑
σ∈S2n
signe(σ)aσ(1)σ(2) · · ·aσ(2n−1)σ(2n) = pfa (aij − aji) (12.17)
3. ∑
σ∈S2n
aσ(1)σ(2) · · ·aσ(2n−1)σ(2n) = haf (Qij) . (12.18)
où Qij = aij + aji si i 6= j et Qkk = 0.
4. ∑
σ∈S2n
aσ(1) · · ·aσ(2n) = 1
(2n)!!
haf (Qij) (12.19)
où Qij = aiaj + ajai si k 6= l et Qkk = 0.
5.
∑
σ∈Sn
aσ(1) · · ·aσ(n) =
{
pfa (Qij) si n est pair,∑
p(−1)p+1ap pfa (Qij)i,j 6=p si n est impair,
(12.20)
où
Qij =


ai aj si i < j
−aj ai sij < i
0 si i = j
(12.21)
6. Si on munit Z〈A〉 du produit d’anti-mélange (produit anticommutatif
défini par au bv = a(u bv) + (−1)|au|b(au v)), on obtient
∑
σ∈Sn
signe(σ)aσ(1) · · ·aσ(n) =
{
haf (Qik) 1 ≤ i, j ≤ n si n est pair∑
p ap haf (Qij)i,j 6=p si n est impair
(12.22)
où Qij = Qji = aiaj − ajai si i ≤ j.
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Le lemme de Chen [38] permet de décrire le produit d’intégrales itérées
comme un produit de mélange. Dans [132], nous montrons que les formules
de de Bruijn sur les intégrales itérées [44] peuvent se déduire du lemme de
Chen et de la proposition 42. Dans le même article, nous utilisons le lemme
41 aﬁn de donner des versions multi-dimensionnelles des calculs de de Bruijn.
Théorème 43 (De Bruijn généralisée)
On a les identités suivantes
1.
WΦ(a, b) =
∫
· · ·
∫
a≤x1<...<xn≤b
det(φ1i(xj)| · · · |φ2ki(xj)) 1≤i≤2nk
1≤j≤n
dx1 . . . dxn
= Pfa
(∫ b
a
∑
σ∈S2k
signe(σ)φ1iσ(1)(x) · · ·φ2kiσ(2k)(x)dx
)
.
(12.23)
2.
MΦ(a, b) =
∫
· · ·
∫
a≤x1<...<xn≤b
per(φ1i(xj)| · · · |φ2ki(xj)) 1≤i≤2nk
1≤j≤n
dx1 . . . dxn
= Haf
(∫ b
a
∑
σ∈S2k
φ1iσ(1)(x) · · ·φ2kiσ(2k)(x)dx
)
.
(12.24)
où (φ1i(xj)| · · · |φ2ki(xj)) désigne une matrice dont la ième ligne est
(φ1i(x1) · · ·φ1i(xn)| · · · |φ2ki(x1) · · ·φ2ki(x1))
12.4 Conclusion
Peu de choses sont connues sur les hyperpfaﬃens. En eﬀet, ces objets
n’ont été déﬁnis que récemment [13] et peu étudiés [1, 13, 132, 162]. Dans ce
chapitre, nous avons montré quelques propriétés générales de ces polynômes.
Nous avons surtout insisté sur leurs applications liées aux calculs d’intégrales
de type de Bruijn. Néanmoins, ces polynômes restent diﬃciles à calculer.
Dans le cas classique des matrices (k = 1), le pfaﬃen est la racine carrée du
déterminant d’une matrice antisymétrique. Une telle identité n’est pas connue
dans le cas des hyperpfaﬃens. La taille des polynômes interdisant les tests
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dans le cas général, il est diﬃcile de savoir si une telle identité se prolonge.
En testant sur des cas très particuliers de matrices anti-diagonales par bloc,
nous pouvons aﬃrmer que si une telle identité existe elle fait apparaître un
coeﬃcient de proportionnalité entre l’hyperdéterminant et la puissance 2k de
l’hyperpfaﬃen (ce calcul fera l’objet d’un prochain article). Ce coeﬃcient est
lié à la constante d’Alon-Tarsi [10] qui apparaît dans l’énumération des quasi-
groupes [9, 143]. Cette constante est déﬁnie comme la somme des signes des
carrés latins(8) de taille ﬁxée et est conjecturée strictement positive à partir
du rang 4. En se basant sur des calculs de Gherardelli [64] montrant que
cette constante est égale à l’hyperdéterminant d’un tenseur antisymétrique,
Zappa [208] a montré la positivité de cette constante pour les ordres pairs
(la stricte positivité n’est pas connue de façon générale [48]). La conjecture
d’Alon-Tarsi est donc équivalente à la non-nullité de l’hyperdéterminant d’un
tenseur anticommutatif. Plus généralement, les propriétés géométriques des
hyperdéterminants ne sont pas connus. Et il serait intéressant d’étudier la
variété déﬁnie par DET = 0.
(8)Les carrés latins, définis par Euler [56], ont fait l’objet de très nombreux articles. En
particulier, aucune formule ne permet de les compter et leur dénombrement n’est connu
que jusqu’à l’ordre 11 [11, 27, 59, 142, 144, 175, 203]. Les premières valeurs du nombre de
carrés latins et de la constante d’Alon-Tarsi sont disponibles sur [183].
Chapitre 13
Conclusion
Nous avons vu dans le chapitre 10 que des manipulations élémentaires sur
les hyperdéterminants permettent de mettre au point de nouvelles preuves
de certaines intégrales multiples (comme celle de Selberg et d’Aomoto). Le
calcul par Selberg de son intégrale s’appuie sur un raisonnement de type
hyperdéterminantal bien qu’il n’y fasse pas référence. Une partie de notre
article [136] est consacrée à la traduction de la preuve de Selberg en termes
d’hyperdéterminants. Il existe de nombreuses autres preuves de l’intégrale
de Selberg (Aomoto, Anderson, Doltsenko-Fateev [4, 5, 47], ces techniques
sont compilées dans [62]). La question de savoir s’il existe des interprétations
hyperdéterminantales de celles-ci mérite d’être posée.(1)
La preuve d’Aomoto de son intégrale est reliée à l’équation de Calogero.
L’exploitation de cette équation dans la généralisation de Kaneko, fait ap-
paraître des polynômes hypergéométriques (et des polynômes orthogonaux
symétriques) associés aux polynômes de Jack. Nous pouvons naturellement
nous poser la question du lien entre la forme hyperdéterminantale de ces inté-
grales et l’équation de Calogero. Tous ces calculs d’intégrales proviennent du
fait que, d’une certaine façon, les puissances paires du Vandermonde peuvent
être considérées comme les ombres d’hyperdéterminants de Hankel. La ques-
tion du développement des puissances paires du Vandermonde fait donc sens
dans le cadre des calculs d’hyperdéterminants. Mais elle a aussi des appli-
cations dans d’autres domaines comme celui de l’eﬀet Hall quantique [169].
Le développement des puissances paires du Vandermonde sur des bases de
(1)Le but n’est pas de redémontrer des choses existantes (ni même de donner des preuves
plus courtes ou plus simples) mais d’élaborer de nouvelles méthodes de calcul et de les
tester sur des cas connus avant de les exploiter sur d’autres problèmes.
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fonctions symétriques est une question ouverte, diﬃcile et certainement hors
de portée des investigations immédiates. Néanmoins, on peut tout de même
expliciter des coefﬁcients pour des fonctions symétriques indéxées par des
partitions ayant des formes particulières. Par exemple, le coeﬃcient des fonc-
tions de Schur indexées par une partition rectangle peut être relié au terme
constant de Dyson [51] et explicité comme étant un coeﬃcient multinomial
[136].
D’autres hyperdéterminants ont été très peu étudiés. C’est le cas en par-
ticulier des hyperdéterminants de tenseurs antisymétriques. Gherardelli [64]
a montré que des sommes alternées sur des carrés latins peuvent s’interpré-
ter comme de tels polynômes. La non-nullité de ces sommes est un problème
encore ouvert(2) que l’on peut aborder par le biais de l’étude des relations
entre les hyperdéterminants et les hyperpfaﬃens.
De façon générale, ces polynômes n’ont pas reçu l’accueil qu’ils méritaient.
Les quelques cas qui ont été considérés depuis Cayley sont pourtant reliés à
des domaines diverses des mathématiques (carrés latins, quasi-groupes, poly-
nômes de Jack, intégrales itérées, fonctions hypergéométriques etc.). L’aspect
géométrique n’a jamais, à ma connaissance, été approfondi. En particulier,
les interprétations des variétés algébriques déﬁnies par Det = 0 manquent
pour la compréhension des hyperdéterminants.
(2)Conjecture d’Alon-Tarsi[10].
Annexe A
Liste des générateurs de l’algèbre
des invariants de la forme
quadrilinéaire
Le seul générateur de degré 1 est la forme elle-même. Les autres généra-
teurs sont obtenus en appliquant les transvections suivantes.
Degré 2 Degré 3
Invariant Transvectant
B0000 (f, f)
1111
B1100 (f, f)
0011
B1010 (f, f)
0101
B1001 (f, f)
0110
B0110 (f, f)
1001
B0101 (f, f)
1010
B0011 (f, f)
1100
Invariant Transvectant
C11111 (f, B1100)
1100
C21111 (f, B1010)
1010
C3111 (f, B1100)
0100
C1311 (f, B1100)
1000
C1131 (f, B1010)
1000
C1113 (f, B1001)
1000
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Degré 4
Invariant Transvectant
D10000 (f, C
1
1111)
1111
D20000 (f, C
2
1,1,1,1)
1111
D2200 (f, C3111)
1011
D2020 (f, C
1
1111)
0101
D2002 (f, C3111)
1110
D0220 (f, C1311)
1101
D0202 (f, C1311)
1110
D0022 (f, C1131)
1110
Invariant Transvectant
D4000 (f, C3111)
0111
D0400 (f, C1311)
1011
D0040 (f, C1131)
1101
D0004 (f, C1113)
1110
D12220 (f, C1311)
0101
D22220 (f, C
1
1111)
0001
D12202 (f, C1113)
0011
D22202 (f, C1311)
0110
D12022 (f, C1113)
0101
D22022 (f, C
1
1111)
0100
D10222 (f, C1113)
1001
D20222 (f, C1311)
1100
Degré 5
Invariant Transvectant
E1111 (f,D2200)
1100
E13111 (f,D2200)
0100
E23111 (f,D
1
2202)
0101
E33111 (f,D
2
2022)
0011
E11311 (f,D2200)
1000
E21311 (f,D0202)
0001
E31311 (f,D0220)
0010
E11131 (f,D
1
0222)
0101
E21131 (f,D
2
2022)
1001
E31131 (f,D2020)
1000
E11113 (f,D
1
2022)
1010
E21113 (f,D
2
2022)
1010
E41113 (f,D0004)
0001
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Degré 6
Invariant Transvectant
F0000 (f, E1111)
1111
F2200 (f, E
1
3111)
1011
F2020 (f, E1111)
0101
F2002 (f, E
1
1113)
0111
F0220 (f, E
1
1311)
1101
F0202 (f, E
3
1113)
1011
F0022 (f, E
1
1113)
1101
F 12220 (f, E
1
1311)
0101
F 22220 (f, E
2
1311)
0101
F 12202 (f, E
2
3111)
1010
F 22202 (f, E
3
3111)
1010
F 12022 (f, E
1
1113)
0101
F 22022 (f, E
2
1113)
0101
F 10222 (f, E
1
1131)
1010
F 20222 (f, E
2
1131)
1010
Invariant Transvectant
F4200 (f, E
1
3111)
0011
F4020 (f, E
2
3111)
0101
F4002 (f, E
2
3111)
0110
F0420 (f, E
3
1311)
1001
F0402 (f, E
2
1311)
1010
F0042 (f, E
1
1131)
1100
F2400 (f, E
1
1311)
0011
F2040 (f, E
1
1131)
0101
F2004 (f, E
1
1113)
0110
F0240 (f, E
1
1131)
1001
F0204 (f, E
1
1113)
1010
F0024 (f, E
1
1113)
1100
Degré 7
Invariant Transvectant
G13111 (f, F2200)
0100
G23111 (f, F4002)
1001
G33111 (f, F
1
2202)
0101
G11311 (f, F0402)
0101
G21311 (f, F2200)
1000
G31311 (f, F0202)
0001
G11131 (f, F
1
0222)
0101
G21131 (f, F
2
0222)
0101
G31131 (f, F2040)
1010
G11113 (f, F
1
2022)
1010
G21113 (f, F
2
2022)
1010
G31113 (f, F
1
0202)
0100
Invariant Transvectant
G5111 (f, F4002)
0001
G1511 (f, F0402)
0001
G1151 (f, F2040)
1000
G1115 (f, F0024)
0010
G3311 (f, F2400)
0100
G3131 (f, F
2
2022)
0001
G3113 (f, F4002)
1000
G1331 (f, F0240)
0010
G1313 (f, F0402)
0100
G1133 (f, F
2
2022)
1000
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Degré 8
Invariant Transvectant
H4000 (f,G5111)
1111
H0400 (f,G
1
1311)
1011
H0040 (f,G1151)
1111
H0004 (f,G
3
1113)
1110
H12220 (f,G
1
1311)
0101
H22220 (f,G
2
1311)
0101
H12202 (f,G
3
3111)
1010
H22202 (f,G
2
1113)
0011
H12022 (f,G
1
1113)
0101
H22022 (f,G
2
1113)
0101
H10222 (f,G
1
1131)
1010
H20222 (f,G
2
1131)
1010
Invariant Transvectant
H4200 (f,G5111)
1011
H4020 (f,G5111)
1101
H4002 (f,G5111)
1110
H0420 (f,G
1
1311)
1001
H0402 (f,G1313)
1011
H0042 (f,G1151)
1110
H2400 (f,G
1
1311)
0011
H2040 (f,G1151)
0111
H2004 (f,G
1
1113)
0110
H0240 (f,G1151)
1011
H0204 (f,G
1
1113)
1010
H0024 (f,G
1
1113)
1100
Degré 9
Invariant Transvectant
I3111 (f,H4020)
1010
I1311 (f,H
1
2220)
1010
I1131 (f,H0240)
0110
I1113 (f,H2004)
1001
I15111 (f,H4020)
0010
I25111 (f,H4002)
0001
I11511 (f,H0402)
0001
I21511 (f,H2400)
1000
I11151 (f,H0240)
0100
I21151 (f,H0042)
0001
I11115 (f,H2004)
1000
I21115 (f,H0024)
0010
Invariant Transvectant
I13311 (f,H
1
2220)
0010
I23311 (f,H
2
2220)
0010
I13131 (f,H4020)
1000
I23131 (f,H
1
2220)
0100
I13113 (f,H2004)
0001
I23113 (f,H2022)
0010
I11331 (f,H0240)
0010
I21331 (f,H
1
2220)
1000
I11313 (f,H0204)
0001
I21313 (f,H
1
0222)
0010
I11133 (f,H0024)
0001
I21133 (f,H
1
0222)
0100
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Degré 10
Invariant Transvectant
J4200 (f, I5111)
1011
J4020 (f, I5111)
1101
J4002 (f, I3113)
0111
J0420 (f, I1331)
1011
J0402 (f, I1511)
1110
J0042 (f, I1133)
1101
J2400 (f, I1511)
0111
J2040 (f, I3131)
1101
J2004 (f, I3113)
1110
J0240 (f, I1331)
1101
J0204 (f, I1115)
1011
J0024 (f, I1115)
1101
Degré 11
Invariant Transvectant
K3311 = (f, J4200)
1000
K3131 = (f, J4020)
1000
K3113 = (f, J4002)
1000
K1331 = (f, J0420)
0100
K1313 = (f, J0402)
0100
K1133 = (f, J0042)
0010
K5111 = (f, J4200)
0100
K1511 = (f, J2400)
1000
K1151 = (f, J2040)
1000
K1115 = (f, J2004)
1000
Degré 12
Invariant Transvectant
L6000 = (f,K5111)
0111
L0600 = (f,K1511)
1011
L0060 = (f,K1151)
1101
L0006 = (f,K1115)
1110
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Annexe B
Les formes normales de
Chterental et Djokovic
Dans [39], Chteretental et Djokovic donne une version corrigée du calcul
de Verstraete [195] des formes normales des 4-qubits. Ils montrent qu’un 4-
qubits est équivalent à une des neuf formes suivantes (à une permutation des
indices près) pour l’action du groupe SLOCC.
F1 :=
a+d
2
(|0000〉+ |1111〉) + a−d
2
(|0011〉+ |1100〉) + b+c
2
(|0101〉+ |1010〉)
+ b−c
2
(|0110〉+ |1001〉)
F2 :=
a+c−i
2
(|0000〉+ |1111〉) + a−c+i
2
(|0011〉+ |1100〉)
+ b+c+i
2
(|0101〉+ |1010〉) + b−c−i
2
(|0110〉+ |1001〉)
+ i
2
(|0001〉+ |0111〉+ |1000〉+ |1110〉
−|0010〉 − |0100〉 − |1011〉 − |1101〉)
F3 :=
a
2
(|0000〉+ |1111〉+ |0011〉+ |1100〉) + b+1
2
(|0101〉+ |1010〉)
+ b−1
2
(|0110〉+ |1001〉) + 1
2
(|1101〉+ |0010〉 − |0001〉 − |1110〉
F6 :=
a+b
2
(|0000〉+ |1111〉) + b(|0101〉+ |1010〉) + i(|1001〉 − |0110〉)
+a−b
2
(|0011〉+ |1100〉) + 1
2
(|0010〉+ |0100〉+ |1011〉+ |1101〉
−|0001〉 − |0111〉 − |1000〉 − |1110〉
F9 := a(|0000〉+ |0101〉+ |1010〉+ |1111〉)− 2i(|0100〉 − |1001〉 − |1110〉)
132 Les formes normales de Chterental et Djokovic
F10 :=
a+i
2
(|0000〉+ |1111〉+ |0011〉+ |1100〉) + ai+1
2
(|0101〉+ |1010〉)
+a−i−1
2
(|0110〉+ |1001〉) + i+1
2
(|1101〉+ |0010〉)
i−1
2
(|0001〉+ |1110〉)− i
2
(|1000〉+ |0111〉+ |0100〉+ |1011〉)
F12 := (|0101〉 − |0110〉+ |1100〉+ |1111〉) + (i+ 1)(|1001〉+ |1010〉)
−i(|0100〉+ |0111〉+ |1101〉 − |1110〉)
F14 :=
i+1
2
(|0000〉+ |1111〉 − |0010〉 − |11010〉)
+ i−1
2
(|0001〉+ |1110〉 − |0011〉 − |1100〉)
+1
2
(|0100〉+ |1001〉+ |1010〉+ |0111〉)
+1−2i
2
(|1000〉+ |0101〉+ |0110〉+ |1011〉)
F16 :=
1
2
(|0〉+ |1〉)(|000〉+ |011〉+ |100〉+ |111〉+ i(|001〉+ 010− |101〉 − |110〉))
Les formes F1, F2, F3, F6, F9 et F10 sont semi-simples (leurs orbites sont semi-
stables). Elles peuvent être identiﬁées en les évaluant sur les invariants ∆, S,
U := H2 − 4(L−M), V := 12(HD − 2LM) et M ,
∆ S U V M
F1 × × × × ×
F2 0 × × × ×
F3 0 × × 0 ×
F6 0 0 × × ×
F9 0 0 0 0 0
F10 0 × × 0 0
Il est intéressant de constater que Fi est semi-stable si et seulement si son
hyperdeterminant H(Fi) est non-nul.
Si on examine les racines de la quartique (4.27), on trouve :
Forme racines de X4 − 2HX3 + (H2 + 2L+ 4M)X2 − (4D + 2HL)X + L
F1 4 racines simples
F2 2 simples et 1 double
F3 1 racine doubles égale à 0 et 2 simples
F6 1 simple et 1 triple
F9 1 quadruple
F10 2 doubles, dont une est 0
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Les formes F12, F14 et F16 sont nilpotentes (ou instables). Elles annulent
tous les invariants. Pour pouvoir les distinguer nous avons besoin des cova-
riants. Le covariant D0040 s’annule pour F14 mais pas pour F12 et le covariant
B0220 ne s’annule que pour F16.
La forme F16 est factorisable. Pour distinguer entre les états factori-
sables, on peut utiliser les covariants bi-quadratique de degré 2. En eﬀet,
pour une forme factorisée générique F = F1F2 où F1 est constituée des
bits appartenant à I = {i1, . . . , ik} et F2 est constituée des bits appar-
tenant à J = {j1, . . . , jl} alors Bk1k2k3k4 = 0 si et seulement si il existe
deux indices i ∈ I et j ∈ J tel que ki = kj = 0. Par exemple, si F =
(a0|00〉+ a1|01〉+ a2|10〉+ a3|11〉)(b0|00〉+ b1|01〉+ b2|10〉+ b3|11〉) alors
B2200(F ) = 2(a0x0y0 + a1x1y0 + a2x0y1 + a3x1y1)
2
∣∣∣∣ b0 b1b2 b3
∣∣∣∣
B0022(F ) = 2(b0z0t0 + b1z1t0 + b2z0t1 + b3z1t1)
2
∣∣∣∣ a0 a1a2 a3
∣∣∣∣
et B2020(F ) = B2002(F ) = B0220(F ) = B0202(F ) = 0.
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Annexe C
Une bibliothèque PsTrick dédiée
aux polytopes de réflexions
complexes
Il s’agit d’une bibliothèque, réalisée en collaboration avec Manuel Luque,
permettant d’intégrer des dessins de projections de polytopes complexes régu-
liers dans un ﬁchiers LaTex. Elle est composée de deux programmes diﬀérents,
le premier, pst-coxcoor.sty, propose une liste de polytopes complexes pré-
calculés, le second pst-coxeterp.sty permet de dessiner les polytopes ap-
partenant à une des séries inﬁnies 2{p}2 (les polygones réels), 2{3}2 . . . 2{2}2
(simplexes), p{4}2, 2{p}4, p{4}2{3}2, 2{3}2{4}p.
La commande \CoxeterCoordinates[choice=num] permet de dessiner le
polytope de numéro num avec ses arêtes, ses sommets et les centres de ses
faces.
Dans le tableau C.1 se trouve la liste des polytopes disponibles. Si on ne
souhaite pas représenter l’un ou l’autre des éléments du polytope, on écrira
simplement dans la liste des paramètres :
[drawvertices=false,drawcenters=false,drawedges=false]
Par défaut ces paramètres sont à true. Pour les polyèdres, il y a un
paramètre supplémentaire drawcentersfaces qui est par défaut à false et
qui permet d’aﬃcher les centres des faces. Pour les polytopes de dimension
supérieure, il y a encore un paramètre supplémentaire drawcenterscells
qui est par défaut à false et qui permet d’aﬃcher les centres des cellules.
Exemple 1 Pour aﬃcher les sommets, les centres des arêtes, des faces et
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des cellules du polytope réel à 600 cellules (600-tope ou hypericosaedre, voir
Fig. C.2) il suﬃt d’écrire
\begin{pspicture}(-3,-4)(3,4)
\psset{unit=1} \CoxeterCoordinates[
choice=35,linewidth=0.1mm,drawedges=false,
drawcenters=true, drawcentersfaces=true,drawcenterscells=true]
Son réciproque le 120-tope (voir Fig. C.3, peut être aﬃché grâce aux
lignes de commande
\begin{pspicture}(-3,-4)(3,4)
\psset{unit=1}
\CoxeterCoordinates[
choice=36,linewidth=0.1mm,drawvertices=true,drawcenters=true]
\end{pspicture}
Exemple 2 Le polytope de Witting (Fig. C.4) est le polytope autodual (i.e.
égal à son réciproque à une isométrie près) complexe 3{3}3{3}3{3}3 dans la
notation de Coxeter. Ses cellules sont des polytopes Hessiens (Fig. 5.2). Il
peut être dessiné grâce à la commande
\begin{pspicture}(-4,-6)(4,6)
\psset{unit=2} \CoxeterCoordinates[
choice=11,linewidth=0.01mm,
drawcenters=true,
drawcentersfaces=true,
drawcenterscells=true]
\end{pspicture}
Exemple 3 On peut combiner les polytopes. Dans la ﬁgure C.5, nous visua-
lisons le fait que les sommets d’un polytope 2{4}3{3}3 sont les centres des
arêtes d’un polytope Hessien.
begin{pspicture}(-2,-5)(2,5) \psset{unit=2}
\CoxeterCoordinates[drawvertices=false,
drawcenters=false,choice=8,linewidth=0.3mm,
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linecolor=blue]
\psset{unit=1.35}
\CoxeterCoordinates[drawvertices=false,choice=9,linewidth=0.01mm]
\end{pspicture}
La bibliothèque pst-coxeterp permet d’aﬃcher des polytopes complexes
de certaines séries inﬁnies :
– Les polygones : \Polygon[parameter=nb coté].
– Les simplex : \Simplex[parameter=dimension].
– Les polygones complexes γp2 = p{4}2 (voir Fig C.6) :\CoxeterGammaTwoP[parameter=p].
– Les polygone complexes βp2 = 2{4}p :\CoxeterBetaTwoP[parameter=p].
– Les polyèdres complexes γp3 = p{4}2{3}2 :\CoxeterGammaThreeP[parameter=p].
– Les polyèdres complexes βp3 = 2{3}2{4}p :\CoxeterBetaThreeP[parameter=p].
Les calculs ont été réalisé à partir des résultats contenus dans [42].
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choice= polytope
1 2{3}3
2 3{3}2
3 3{3}3
4 3{4}2
5 3{4}4
6 3{4}3
7 4{3}4
8 2{4}3{3}3
9 3{3}3{3}3
10 3{3}3{4}2
11 3{3}3{3}3{3}3
12 3{8}2
13 2{8}3
14 3{5}3
15 4{4}3
16 4{3}2†
17 2{3}4†
18 2{6}4
19 4{6}2
20 5{3}5
21 2{10}3
22 3{10}2
23 2{5}3†
24 3{5}2†
25 2{4}3
26 2{3}2{4}3
27 3{4}2{3}2
28 3{4}2{3}2{3}2
29 2{3}2{3}2{4}3
30 2{3}2{5}2
31 2{5}2{3}2
32 2{3}2{3}2{4}2
33 2{4}2{3}2{3}2
34 2{3}2{4}2{3}2
35 2{3}2{3}2{5}2
36 2{5}2{3}2{3}2
Les polytopes marqués de † sont implementés mais présentent des défauts.
Fig. C.1 – Liste des polytopes dessinables à partir de pst-coxcoor.
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Les sommets sont notés en vert, le centre des arêtes en rouge, le centre des faces
en bleu clair et le centre des cellules en bleu foncé.
Le groupe de symétrie de l’hypericosædre est 2[5]2[3]2[3]2 dans la notation de
Coxeter(c’est à dire H4) et est d’ordre 14440. Il possède 120 sommets, 720 arêtes,
1200 faces triangulaires et 600 cellules icosædrales.
Fig. C.2 – Sommets et centres des arêtes, des faces et des cellules de l’hy-
pericosædre
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Il s’agit du polytope réciproque de l’hypericosædre, il possède 600 sommets, 1200
arêtes , 720 faces pentagonales et 120 cellules dodecædrales.
Fig. C.3 – 120-tope
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Le polytope de Witting possède 240 sommets, 2160 arêtes de 3 sommets et 2160
faces de 8 sommets (formant un polygone 3{3}3 et 240 cellules de 27 sommets (for-
mant un polygone Hessien). Son groupe de symétrie est d’ordre 155520 et apparaît
dans le calcul des 27 droites d’une surface cubique plane.
Fig. C.4 – Polytope de Witting
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Fig. C.5 – Les centres des arêtes d’un polytope Hessien sont les sommets
d’un polytope 2{4}3{3}3.
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3 4 5
6 7 8
9 10 11
Fig. C.6 – Les polytopes complexes γp2 .
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Annexe D
Les puissances du discriminant
La proposition 22 permet d’exprimer le coeﬃcient d’une fonction de Schur
Sλ dans le développement d’une puissance du discriminant comme un hyper-
déterminant de Hankel décalé :
gn,kλ := 〈Sλ(X),∆(X)2k〉′ = ±Hk+1renverse(λ)−((2k+1)(n−1))n (A0), (D.1)
où A0 est l’alphabet vériﬁant Λn(A0) = 0 pour tout n > 0 (par convention
Λ0(A0) = 1). Autrement dit,
gn,kλ = ±Dλ,0n, . . . , 0n︸ ︷︷ ︸
2k+1×
, (D.2)
où
Dλ(1),...,λ(2k) := Det
(
δ
λ
(1)
n−i1
+...+λ
(2k)
n−i2k
+i1+...+i2k,(2k−1)n+1
)
si δi,j est le symbole de Kronecker (valant 1 si i = j et 0 sinon) et λ(1), . . . , λ(2k)
sont des vecteurs décroissants de Zn.
En utilisant la proposition 22, on trouve une récurrence permettant de
calculer les hyperdéterminants Dλ(1),...,λ(2k) :
Dλ(1)...,λ(2k =
∑
I
(−1)i1+...+i2kD
µ
(1)
I ,...,µ
(2k)
I
, (D.3)
où la somme est sur les 2k-uplets I = [1 = i1, i2, . . . , i2k] ∈ {1, . . . , n}2k tels
que
λ
(1)
n−i1+1 + . . .+ λ
(2k)
n−i2k+1 + i1 + . . .+ i2k = (2k − 1)n+ 1,
146 Les puissances du discriminant
et les µ(i)I sont des vecteurs décroissants déﬁnis par
µ
(1)
I = [λ
(1)
1 − 2(k − 1), . . . , λ(1)n−i1 − 2(k − 1),
λ
(1)
n−i1+2 − 2(k − 1)− 1, . . . , λ(1)n − 2(k − 1)− 1]
µ
(2)
I = [λ
(2)
1 + 1, . . . , λ
(2)
n−i2 + 1, λ
(2)
n−i2+2, . . . , λ
(2)
n ]
...
...
µ
(2k)
I = [λ
(2k)
1 + 1, . . . , λ
(2k)
n−i2k + 1, λ
(2k)
n−i2k+2, . . . , λ
(2k)
n ].
Le calcul des Dλ(1),...,λ(2k) a été implémenté en C par Adrien Boussicault
et le développement des premières valeurs des puissances du discriminant sont
disponibles à l’adresse http ://www-igm.univ-mlv.fr/∼luque/resultats.
Pour le discriminant le calcul a été fait pour tous les alphabets de taille infé-
rieure ou égale à 10. Pour le carré, nous avons calculé le développement pour
les alphabets de taille inférieure ou égale à 7. Pour le cube, nous avons traité
le cas des alphabets de taille au plus 6 etc.
D’autres calculs concernant le développement des puissances du discri-
minant ainsi que du q-discriminant ont été réalisés par Wybourne et sont
accessibles à l’adresse http ://www.fizyka.umk.pl/∼bgw/vanex.html.
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