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RESUMEN
Regularidad y existencia de solucio´n de un modelo de ondas en
un fluido viscoso
Luis Milla Garcia
18 de Noviembre del 2019
Asesor
Grado obtenido
: Dr. Yolanda Silvia Santiago Ayala.
: Mag´ıster en Matema´tica Pura.
En esta tesis estudiamos la regularidad, existencia, unicidad y dependencia continua
de la solucio´n de la ecuacio´n lineal homoge´nea KdV-Kuramoto-Sivashinsky
(P) ut + uxxx + β(uxxxx + uxx) = 0 en H
s−4
per con u(0) = φ ∈ Hsper
considerando β una constante positiva, s un nu´mero real y denotando por Hsper al es-
pacio de Sobolev perio´dico de orden s, siguiendo las ideas de [14]. Adema´s, siguiendo
estas ideas, incluimos el estudio de la buena colocacio´n del problema de Cauchy asoci-
ado a la ecuacio´n del calor y de la onda. Para esto usamos la teor´ıa de Fourier, ana´lisis
armo´nico y la teor´ıa de Semigrupos de operadores lineales.
Palabras claves:
Ondas en un fluido viscoso, existencia de solucio´n, ecuacio´n KdV-Kuramoto-Sivashinski,
espacios de Sobolev perio´dico, teor´ıa de Fourier, semigrupos.
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ABSTRACT
Regularity and existence of solution of a wave model in a viscous fluid
Luis Milla Garcia
November 18, 2019
Adviser
Obtained
: Sc.D. Yolanda Silvia Santiago Ayala.
: Master in Pure Mathematics.
In this thesis we study the regularity, existence , uniqueness and continuous dependence
of the solution of the homogeneous linear equation of KdV-Kuramoto-Sivashinsky
(P) ut + uxxx + β(uxxxx + uxx) = 0 in H
s−4
per with u(0) = φ ∈ Hsper
considering β a positive constant, s a real number and denoting by Hsper Sobolev
periodic space of order s, following the ideas of [14]. In addition, following these ideas,
we include the study of the wellposedness of solution of the Cauchy problem associated
with the equation of heat and wave. For this we will use Fourier theory, harmonic
analysis and the theory of Semigroups of linear operators.
Keywords:
Waves in a viscous fluid, existence of solution, equation KdV-Kuramoto-Sivashinski,
spaces of Sobolev peridic, Fourier theory, semigroups.
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Introduccio´n
Las ecuaciones diferenciales parciales de evolucio´n tienen gran importancia dentro de
la matema´tica actual debido al papel que juegan dentro de la formulacio´n de modelos
para describir feno´menos dina´micos de las ciencias f´ısicas y naturales.
Uno de los aspectos de mayor intere´s en el estudio de las ecuaciones de evolucio´n es
lo relacionado con la regularidad, existencia, unicidad y dependencia continua de la
solucio´n del problema de Cauchy o problema de valores iniciales (PVI) asociado a la
ecuacio´n de evolucio´n.
Empezamos recordando que la ecuacio´n de Kuramoto-Sivashinsky (K-S):
ut + uux + uxx + uxxxx = 0
data de mediados de 1970. La primera derivacio´n fue hecha por Kuramoto en el
estudio de ecuaciones de reaccio´n-difusio´n modelando la reaccio´n Belonsov-Zabotinski.
Dicha ecuacio´n fue tambie´n desarrollada por Sivashinsky en dimensiones ma´s altas en
la´minas temperadas frontales. Por otro lado, la bien conocida, ecuacio´n no lineal de
KdV
ut + uux + uxxx = 0
as´ı como la K-S fueron estudiadas por muchos autores, podemos citar por ejemplo
Bona J.L., en [3]. Kato T., en [7] y otros. Del acoplamiento de los dos modelos se
deduce el modelo para ondas en un fluido viscoso KdV-Kuramoto-Sivashinsky:
(P ) ut + uxxx + β(uxxxx + uxx) = 0 en H
s−4 con u(0) = φ ∈ Hs
considerando β una constante positiva, s un nu´mero real y Hs denotando por al espacio
de Sobolev perio´dico de orden s.
F´ısicamente es un modelo que describe, en una dimensio´n espacial, la propagacio´n de
ondas en medios viscosos. Nos preguntamos si modelo posee solucio´n, y si existe, ¿es
u´nica?. En efecto, se consigue probar la existencia y unicidad de solucio´n del PVI (P),
y adema´s, que la solucio´n depende continuamente respecto al dato inicial. Tambie´n
estudiamos la regularidad y el comportamiento asinto´tico de la solucio´n.
Algunos trabajos de la existencia v´ıa semigrupos de operadores lineales fueron desar-
rollados por Liu, Z. and Zheng, S. [10], Mun˜oz Rivera [11], Pazy, A. [12], Yolanda
Santiago [14,15].
El presente trabajo, en su totalidad, esta constituido por tres cap´ıtulos que describire-
mos a continuacio´n:
El cap´ıtulo 1 recoge los resultados conocidos de la teor´ıa de Fourier, ana´lisis armo´nico,
ana´lisis funcional, teor´ıa de Operadores, espacios de Sobolev perio´dico, y teor´ıa de
semigrupos de operadores lineales que sera´n necesarios a lo largo del mismo.
El cap´ıtulo 2 presenta ideas y resultados, del me´todo a aplicar en dos ecuaciones lin-
eales cla´sicas como son: la ecuacio´n de calor y la ecuacio´n de onda.
El cap´ıtulo 3 empieza mostrando algunos aspectos f´ısicos del modelo tridimensional
y la derivacio´n al modelo unidimensional que se estudia en esta tesis. Seguidamente
se estudia la ecuacio´n lineal homoge´nea de KdV-Kuramoto-Sivashinsky, siguiendo las
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ideas del art´ıculo [14], esto es, usando las propiedades y estimativas de los espacios de
Sobolev de forma intuitiva, y luego aplicando el me´todo de semigrupos de operadores
lineales. Adema´s estudiamos la regularidad y el comportamiento asinto´tico de dicha
solucio´n en la seccio´n 3.4.
3
1 Preliminares
El objetivo de este cap´ıtulo es recoger algunos resultados conocidos acerca de Ana´lisis
Funcional, Ana´lisis Armo´nico, Teor´ıa de Operadores lineales y Teor´ıa de Semigupos,
que sera´n necesarios a lo largo del trabajo.
1.1 Espacios de Funciones y Sucesiones Perio´dicas
En esta seccio´n presentaremos la notacio´n y algunos de los espacios que utilizaremos
en este y los siguientes cap´ıtulos. Una descripcio´n mas detallada de algunos contenidos
de esta seccio´n puede consultarse en [4,5,6,8,13,16].
Sean X e Y espacios de Banach. Denotaremos por B(X, Y ) el espacio de todas las
transformaciones lineales T : X → Y . El espacio dual de X, es decir, el espacio de
todos los funcionales lineales continuos T : X → Y en X, es denotado por X ′.
Si H es un espacio de Hilbert, denotaremos el producto interno por 〈·|·〉 y siempre
asumiremos que es lineal en la primera variable y conjugado lineal en la segunda.
Definicio´n 1. Una funcio´n f : R→ C es llamada perio´dica con periodo T 6= 0 si:
f(x+ T ) = f(x), ∀x ∈ R.
El menor periodo T > 0 es llamado periodo fundamental de f .
Ejemplo 1. Las funciones
Ψk(x) = cos
(
kπx
l
)
, Φk(x) = sen
(
kπx
l
)
, k ∈ Z+,
definidas para x ∈ R, son perio´dicas con per´ıodo 2l; para cada k ∈ Z+, el periodo
fundamental de Ψk y Φk es
2l
k
.
Ejemplo 2. La funcio´n
Θk(x) = exp(ikx), k ∈ Z,
es perio´dica de periodo fundamental 2π
k
.
Presentamos ahora algunos de los espacios de funciones perio´dicas que utilizaremos.
Denotemos por Cnper[−l, l], n ∈ N, la coleccio´n de todas las funciones f : R → C de
clase Cn y perio´dicas con periodo 2l. En el caso n = 0, escribiremos simplemente Cper.
Este espacio es un espacio de Banach respecto de la norma:
‖f‖Cnper =
n∑
j=0
‖f (j)‖∞,
donde f ∈ Cnper[−l, l] y ||.||∞ es la norma del supremo, definido por:
‖g‖∞ = sup
x∈R
|g(x)| = sup
x∈[−l,l]
|g(x)|,
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donde g ∈ Cper[−l, l]. Usaremos la notacio´n C∞per para el espacio de las funciones
perio´dicas infinitamente diferenciables de periodo 2l. Es claro que Cnper[−l, l] ⊂ Cper[−l, l],
∀n ∈ Z. Nosotros podemos definir otras normas en Cper[−l, l], como la norma L1:
‖f‖L1 =
∫ l
−l
|f(x)|dx, (1.1)
o la norma L2:
‖f‖L2 =
[∫ l
−l
|f(x)|2
] 1
2
dx. (1.2)
La norma L2 proviene de un producto interno:
〈f, g〉 =
∫ l
−l
f(x)g(x)dx. (1.3)
Sin embargo, Cper[−l, l] no es completo con respecto a estas dos ultimas normas.
Definicio´n 2. Sea a = x0 < x1 < ... < xn = b una particio´n del intervalo [a, b]. Una
funcio´n de valores complejos f definido en
⋃n−1
j=0 (xj, xj+1) es llamada continua por partes
si f es continua en cada uno de los intervalos (xj, xj+1) y f tiende a un l´ımite finito
cuando x ∈ (xj, xj+1) tiende a xj o xj+1, j = 0, 1, ..., n− 1.
Denotaremos por PCper[−l, l] el espacio de todas las funciones perio´dicas de valores
complejos de periodo 2l que son continuas por partes. Denotaremos por PCnper[−l, l], el
conjunto de todas las funciones f ∈ PCper[−l, l], tal que existe una particio´n −l = x0 <
x1 < ... < xn = l del intervalo [−l, l] con f ∈ Cn(xj, xj+1) para todo j = 0, 1, ...,m−1 y
f (k) ∈ PCper[−l, l] para todo k = 1, ...,m. Denotaremos adema´s por PC∞per[−l, l] para
el conjunto de funciones que pertenecen a PCnper[−l, l], para todo n ∈ Z+. Debemos
remarcar que las normas L1 y L2 definidas en Cper[−l, l] no son normas en PCper,
pues existen funciones no nulas f ∈ PCper con ‖f‖LP = 0. Desde que todas las otras
propiedades de una norma son satisfechas, cada una de las ecuaciones (1.1) y (1.2)
define una seminorma, como en la siguiente definicio´n:
Definicio´n 3. Sea V un espacio lineal. Una seminorma en V es un mapeo ‖·‖ : V → R
tal que:
a) ‖f‖ > 0, para todo f ∈ V,
b) ‖αf‖ = |α|‖f‖, para todoα ∈ C, f ∈ V,
c) (desigualdad triangular) ‖f + g‖ 6 ‖f‖+ ‖g‖, para todo f, g ∈ V.
Observacio´n 1. Todav´ıa podemos hablar de convergencia en un espacio lineal con una
seminorma; sin embargo, debemos tener en cuenta que perdemos la unicidad en este
contexto. El enfoque habitual en estos casos es definir una relacio´n de equivalencia tal
que todos los elementos con seminorma cero sean equivalentes, y luego trabajar en el
espacio cociente.
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Adema´s de los espacios de funciones, encontraremos varios espacios de sucesiones.
Nuestra sucesio´n, en general, utilizara´ el conjunto de todos los enteros como su conjunto
de ı´ndices, en lugar del conjunto de enteros positivos. Denotemos por c0 = c0(Z) el
espacio de todas las sucesiones complejas α = (αn)n∈Z tal que:
lim
|n|→∞
αn = 0.
l∞ = l∞(Z) denota el conjunto de todas las sucesiones complejas acotados α = (αn)n∈Z.
Denotamos por l1 = l1(Z) el espacio de todas las sucesiones complejas α = (αn)n∈Z tal
que:
‖α‖l1 =
∑
n∈Z
|αn| <∞,
y por l2 = l2(Z) el espacio de las funciones complejas α = (αn)n∈Z tal que:∑
n∈Z
|αn|2 <∞.
Todos estos espacios son espacios de Banach, adema´s l2 es un espacio de Hilbert, con
producto interno:
〈α, β〉 =
∑
n∈Z
αnβn.
Observacio´n 2. Note que la funcio´n perio´dica f de periodo T > 0 puede identificarse,
de forma natural, con las funciones g definidas en el c´ırculo unitario S ′ = {z ∈ C :
|z| = 1} por f(t) = g (exp (i2πt
T
))
para t ∈ [0, T ]. La teor´ıa de la serie de Fourier
se vuelve muy natural en este contexto y este sera´ el punto de vista adoptado en este
y los pro´ximos cap´ıtulos. La ”transformada de Fourier”, generalmente, esta´ asociado
con el caso no perio´dico. La serie de Fourier y la teor´ıa de la integral de Fourier, de
hecho, son instancias de una estructura ma´s general: la hermosa teor´ıa del Ana´lisis
armo´nico en grupos abelianos localmente compactos. Tanto el c´ırculo unitario como
la recta agrupan localmente a los grupos abelianos. En el caso compacto del c´ırculo,
obtenemos una representacio´n como serie; en el caso no compacto, pero localmente
compacto de la recta, obtenemos una integral en lugar de la serie.
Dado que, sin perdida de generalidad, podemos desarrollar nuestra teor´ıa solo
para las funciones perio´dicas de periodo 2π, para simplificar la notacio´n denotaremos
C∞per[−π, π], Cnper[−π, π], Cper[−π, π], PC∞per[−π, π], PCnper[−π, π] y PCper[−π, π] simple-
mente por C∞per, C
n
per, Cper, PC
∞
per, PC
n
per y PCper, respectivamente. En adelante estare-
mos considerando series de Fourier de funciones continuas por partes perio´dicas de pe-
riodo 2π. De hecho, como se vera´ en la siguiente seccio´n, las series de Fourier se pueden
definir en un espacio muy ”grande” que consiste en funciones perio´dicas generalizadas
que contienen todos los espacios de funciones que consideramos en esta seccio´n.
Definicio´n 4. Sea f ∈ PCper. La transformada de Fourier de f es la sucesio´n compleja
Ff = f̂ =
(
f̂(k)
)
k∈Z
definida por:
(Ff(k)) = f̂(k) = ck = 1
2π
∫ π
−π
f(x)e−ikxdx.
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Los nu´meros f̂(k) = ck son los coeficientes de Fourier de f y la serie
∞∑
k=−∞
cke
ikx
es la serie de Fourier generada por f .
Proposicio´n 1. El mapeo F : f 7→ f̂ es es una transformacio´n lineal continua de
(Cper, ‖ · ‖L1) en l∞(Z).
Demostracio´n. la linealidad se deriva de la propiedad correspondiente para inte-
grales.
Seguidamente:
|f̂(k)| ≤ 1
2π
∫ π
−π
|f(x)|dx = 1
2π
‖f‖L1 , ∀k ∈ Z.
En consecuencia, ∥∥∥f̂∥∥∥
l∞
= sup
k
|f̂(k)| ≤ 1
2π
‖f‖L1 .
Esto finaliza la prueba
Notemos que como los elementos de Cper son funciones acotadas, tambie´n se tiene:∥∥∥f̂∥∥∥
l∞
= sup
k
∣∣∣f̂(k)∣∣∣ ≤ 1
2π
‖f‖L1 ≤ ‖f‖∞.
Es importante discutir en que´ sentido la serie de Fourier generada por una funcio´n
f ∈ PCper representa la funcio´n. Este es un asunto bastante delicado. Hay muchas
maneras de considerar la convergencia de la serie. Cabe preguntarse por la convergencia
puntual. Ma´s precisamente, si f ∈ PCper, nos gustar´ıa saber si:
f(x) = lim
N→∞
N∑
k=N
cke
ikx.
para todos los puntos x donde f es continua y lo que sucede en los puntos de discon-
tinuidad. Tambie´n se puede preguntar sobre la convergencia con respecto a las normas
Lp, 1 ≤ p ≤ ∞. Como veremos a lo largo de esta seccio´n y la siguiente, la convergencia
L2, a saber
lim
N→∞
∥∥∥∥∥f −
N∑
K=−N
ckΘk
∥∥∥∥∥
2
L2
= lim
N→∞
∫ π
−π
∣∣∣∣∣f(x)−
N∑
K=−N
cke
ikx
∣∣∣∣∣
2
dx = 0,
es, en muchos aspectos, el escenario ma´s natural para el estudio de la convergencia de
la serie de Fourier generada f. En la siguiente seccio´n consideraremos varias topolog´ıas
donde la serie converge a la funcio´n que lo genero´.
El teorema ma´s usado para garantizar convergencia absoluta y uniforme de sucesiones
de funciones es el siguiente resultado conocido como el M-test de Weierstrass.
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Teorema 1. Sea {fn} una sucesio´n de funciones de variable real o compleja definidas
en un conjunto A, y supongamos que para cada {fn} existe una constante positiva Mn
tal que,
|fn(x)| ≤Mn, ∀x ∈ A, ∀n ∈ N y
∞∑
n=1
Mn <∞.
Entonces la serie
∞∑
n=1
fn(x) es absoluta y uniformemente convergente. En particular, si
el conjunto A es un espacio topolo´gico y las funciones fn son continuas en A, entonces
la serie converge a una funcio´n continua.
Demostracio´n. Para cada x en A la serie
∑∞
n=1 |fn(x)| converge, segu´n la prueba de
comparacio´n; en consecuencia
∑∞
n=1 fn(x) converge (absolutamente). Adema´s, para
todo x en A tenemos:
|f(x)− [f1(x) + ...+ fN(x)] | =
∣∣∣∣∣
∞∑
n=N+1
fn(x)
∣∣∣∣∣ ≤
∞∑
n=N+1
|fn(x)| ≤
∞∑
n=N+1
Mn.
Al ser
∑∞
n=1Mn convergente, el nu´mero
∑∞
n=N+1Mn puede hacerse tan pequen˜o como
se quiera, eligiendo N suficientemente grande.
Definicio´n 5. Sea α y β dos sucesiones. Entonces la convolucio´n de α y β esta definida
por:
(α ∗ β)k =
+∞∑
j=−∞
αjβk−j.
Siempre que exista.
Lema 1. Sea a, b ∈ [0,∞) y s > 0. Entonces existen constantes positivas ms y Ms
dependiendo u´nicamente de s tal que:
ms(a
s + bs) ≤ (a+ b)s ≤Ms(as + bs).
Demostracio´n. Ver pa´gina 205 de [6].
Proposicio´n 2 (Desigualdad de Young). Sea α ∈ l1 y β ∈ l2. Entonces α ∗ β ∈ l2 y:
||α ∗ β||l2 ≤ ||α||l1 ||β||l2 .
Demostracio´n. Ver pa´gina 206 de [6].
1.2 Distribuciones Perio´dicas
En esta seccio´n, introducimos una clase de funciones generalizadas especialmente ade-
cuadas para el estudio de series de Fourier, y ecuaciones diferenciales provistas con
condiciones de contorno perio´dicas. El concepto de funcio´n generalizada, como su
propio nombre lo indica, se utiliza para generalizar la nocio´n de funcio´n y el ca´lculo
habitual, y puede emplearse para construir escenarios adaptados al estudio de diversos
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problemas de la f´ısica matema´tica y su generalizacio´n. De hecho, la teor´ıa de las fun-
ciones generalizadas esta´ ı´ntimamente relacionada con el desarrollo de la matema´tica
aplicada y la f´ısica teo´rica durante la primera mitad del siglo XX. En te´rminos gen-
erales, una funcio´n generalizada es un cierto tipo de funcional lineal, definida en un
espacio de funciones de prueba. La razo´n de esta terminolog´ıa se aclarara´ a medida
que avancemos. En este punto, vale la pena observar que las propiedades de las fun-
ciones generalizadas reflejan las propiedades de la funcio´n de prueba en las que se
definen. Por ejemplo, una funcio´n generalizada es tan diferenciable (en un sentido
generalizado) como lo son las funciones de prueba correspondientes (en el sentido ha-
bitual). Las distribuciones son clases especiales de funciones generalizadas introducidas
por L.Schwartz a principios de 1950. En esta seccio´n estudiaremos las denominadas
distribuciones perio´dicas, que esta´n disen˜adas para adaptarse al estudio del problema
de Cauchy perio´dico. Una descripcio´n mas detallada de algunos contenidos de esta
seccio´n puede consultarse en [1,2,4,6,9,11].
Definicio´n 6. El conjunto de todas las funciones φ : R → C los cuales son de clase
C∞ y perio´dicas de periodo 2π es denotado por P = C∞per.
Observacio´n 3. P es claramente un sub-espacio vectorial de Cnper, ∀n ∈ N. Se prueba
tambie´n que P es denso en Cnper con respecto a las normas del supremo y Lp, 1 ≤
p ≤ ∞, pero no es completo en ninguna de esas normas (caso contrario P seria
cerrado en Cnper y, desde que P es denso en Cnper, concluir´ıamos que P = Cnper, es
una contradiccio´n). En efecto no hay una norma natural con respecto al cual P es un
espacio de Banach. Sin embargo, existe una distancia natural mediante el cual P es
completo. En efecto, se puede probar que:
d(φ, ψ) =
∞∑
j=0
2−j
‖φ(j) − ψ(j)‖∞
1 + ‖φ(j) − ψ(j)‖∞
para φ, ψ ∈ P , donde ‖.‖∞ es la norma del supremo en el intervalo [−π, π]. As´ı se
define una me´trica en P y que
P
φn → φ si y solo si ‖φ(j)n −φ(j)‖∞ → 0 cuando n→∞
para todo j = 0, 1, 2, .... Esta nocio´n de convergencia es muy fuerte: φn y todas sus
derivadas convergen uniformemente sobre R (hacia φ y sus derivadas). En particular
P
φn → φ implica que φn → φ con respecto a todas las normas Lp, 1 ≤ p ≤ ∞. Como se
vera´, esto es muy conveniente para nuestros propo´sitos.
Teorema 2. (P , d) es un espacio me´trico completo. Adema´s, si (φn) ⊂ P y φ ∈ P,
entonces:
d
φn → φ⇐⇒ ‖φ(j)n − φ(j)‖∞ → 0, ∀j ≥ 0.
Demostracio´n. Ver pa´gina 133 de [6].
Pasamos ahora al estudio de la transformada de Fourier en P .
Sea f ∈ P . El k-e´simo coeficiente de Fourier de f es definido por:
f̂(k) =
1
2π
∫ π
−π
f(x)e−ikxdx
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para toda k ∈ Z. Denominaremos como la transformada de Fourier de f a la sucesio´n
compleja f̂ = (f̂(k))k∈Z. La serie asociada a f es:
∞∑
k=−∞
f̂(k)eikx.
Corolario 1. Para todo φ ∈ P , SN(φ) P→ φ, donde SN(φ) denota la n-e´sima suma
parcial de la serie de Fourier generada por φ.
La prueba es sencilla considerando que φ ∈ P es infinitamente diferenciable,
|k|j|φ̂(k)| = |(φ(j))∧(k)|, ∀k ∈ Z, ∀j ≥ 1.
En consecuencia,
∞∑
k=−∞
|k|j|φ̂(k)| <∞, ∀j = 0, 1, 2, .. (1.4)
En vista de estos comentarios, es natural introducir el siguiente espacio vectorial.
Definicio´n 7. El espacio de las sucesiones ra´pidamente decreciente, denotado por
S(Z), es el conjunto de todas las sucesiones de valores complejos α = (αk)k∈Z tal que:
∞∑
k=−∞
|k|j|α̂(k)| <∞, (1.5)
para toda j ∈ N.
Proposicio´n 3.
α = (αk)k∈Z ∈ S(Z) (1.6)
si y so´lo si:
‖α‖∞,j = sup
k∈Z
(|αk||k|j) <∞, ∀j ∈ N. (1.7)
Demostracio´n. Si α ∈ S(Z), (1.6) implica que |k|j|αk| → 0 cuando k →∞ para todo
j, en consecuencia (1.7) es verdadero. Inversamente, asumiendo que (1.7) es verdadero,
tenemos:
∞∑
k=−∞
k 6=0
|k|n|αk| =
∞∑
k=−∞
k 6=0
|k|−2|k|n+2|αk| ≤ ‖α‖∞,n+2
∞∑
k=−∞
k 6=0
|k|−2 <∞.
En lo que sigue consideraremos S(Z) como espacio me´trico completo provisto con
la distancia:
d∗(α, β) =
∞∑
j=0
2−j
‖α− β‖∞,j
1 + ‖α− β‖∞,j , α, β ∈ S(Z),
donde:
‖α‖∞,j = sup
k∈Z
(|αk||k|j).
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Note que la sucesio´n (αn)
∞
n=1 ⊂ S(Z) converge hacia α ∈ S(Z), con respecto a d∗, si y
solo si ‖αn−α‖∞,j → 0 cuando n→∞ para todo j = 1, 2, ... En este caso escribiremos
αn
S→ α.
La desigualdad (1.5), combinado con la definicio´n (6), implica que P̂ ⊆ S(Z). Se
prueba que estos dos espacios son iguales. En este punto es conveniente introducir la
siguiente definicio´n:
Definicio´n 8. Sea α = (αk)k∈Z ∈ S(Z). La transformada inversa de Fourier de α es
la funcio´n:
∨
α(x) =
∞∑
k=−∞
αke
ikx , x ∈ R.
El siguiente teorema ilustra la relacio´n entre P y S(Z) v´ıa la transformada de
Fourier.
Teorema 3. La transformada de Fourier ∧ : P → S(Z) es un isomorfismo y un
homeomorfismo, esto es, lineal, uno a uno, sobre S(Z), y continua con inversa continua
(respecto a las me´tricas d y d∗).
Demostracio´n. Ver pa´gina 135 de [6].
Seguidamente introduciremos el espacio de distribuciones perio´dicas y estudiaremos
sus propiedades ba´sicas.
Definicio´n 9. (Distribucio´n Perio´dica). Un funcional lineal en P, T : P → C, es
llamado una distribucio´n perio´dica si existe una sucesio´n (Ψn(x))n≥1 ⊂ P tal que:
T (ϕ) = 〈T, ϕ〉 = lim
n→∞
∫ π
−π
Ψn(x)ϕ(x)dx, ∀ϕ ∈ P .
El conjunto de las distribuciones perio´dicas denotaremos por P ′.
No es dif´ıcil probar que P ′ es un espacio vectorial complejo. El primer ejemplo, y quiza´,
el ma´s simple de una distribucio´n perio´dica, son los elementos de Cper.
Teorema 4. Sea f ∈ Cper. Entonces la fo´rmula:
〈Tf , ϕ〉 =
∫ π
−π
f(x)ϕ(x)dx, ϕ ∈ P , (1.8)
define una distribucio´n perio´dica Tf . El mapeo f ∈ Cper → Tf ∈ P ′ es lineal, uno
a uno y continua en el sentido que si (fn)
∞
n=1 ⊂ Cper converge uniformemente a f .
Entonces, 〈Tfn , ϕ〉 → 〈Tf , ϕ〉 para todo ϕ ∈ P.
Demostracio´n. Ver pa´gina 140 de [6].
El teorema anterior muestra que, cualquier funcio´n en Cper puede ser aproximada
uniformemente por funciones en P .
Observacio´n 4. Existen distribuciones perio´dicas que no tiene la forma Tf con f ∈
Cper. Un ejemplo de este tipo es la funcio´n delta de Dirac δx centrada en x ∈ R,
〈δx, φ〉 = φ(x), φ ∈ P .
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Para la prueba ver pa´gina 140 de [6].
Observacio´n 5. La fo´rmula del teorema 4 puede ser usado para definir distribuciones
perio´dicas Tf con f en espacios mas generales, como el espacio PCper (espacio de las
funciones perio´dicas continuas por partes). Otro ejemplo en un nivel bastante elemental
es la coleccio´n de todas las funciones perio´dicas f : R → C, tal que f y |f | son
integrables. El siguiente ejemplo ilustra co´mo aproximar la funcio´n escalo´n perio´dico
usando elementos de P.
Ejemplo 3. Sea H la funcio´n perio´dica de Heaviside, definida:
H(x) =
{
0, si − π < x ≤ 0,
1, si 0 < x ≤ π,
H(x+ 2π) = H(x), ∀x ∈ R.
Mostraremos que H(x) define una distribucio´n perio´dica mediante la fo´rmula:
〈TH , φ〉 =
∫ π
−π
H(x)φ(x)dx =
∫ π
0
φ(x)dx, φ ∈ P . (1.9)
En efecto; por la linealidad de la integral es fa´cil ver que (1.9) define un funcional
lineal TH : P → C. Seguidamente mostraremos que TH es una distribucio´n perio´dica.
Consideremos la sucesio´n de funciones dadas por:
Ψn(x) =

exp
[− 1
nx
exp
(
−1
1−nx
)]
, si 0 < x < 1/n,
1, si 1/n ≤ x ≤ π,
exp
[
− 1
1−n(x−π)
exp
(
−1
n(x−π)
)]
, si π < x < π + 1/n,
0, si π + 1/n ≤ x ≤ 2π
Ψn(x+ 2π) = Ψn(x), ∀x ∈ R.
Se sigue que Ψn(x) ∈ P ,Ψn(x)→ H(x) y que 0 ≤ Ψn(x) ≤ 1 para todo x ∈ R.
Si ϕ ∈ P se tiene: ∣∣∣∣∣
∫ 1/n
0
Ψn(x)ϕ(x)dx
∣∣∣∣∣ ≤
∫ 1/n
0
|ϕ(x)|dx→ 0,∣∣∣∣∣
∫ π+1/n
π
ϕ(x)dx
∣∣∣∣∣ ≤
∫ π+1/n
π
|ϕ(x)|dx→ 0,
cuando n→∞, en consecuencia:
lim
n→∞
∫ π
−π
Ψn(x)ϕ(x)dx = lim
n→∞
[∫ 1/n
0
Ψn(x)ϕ(x)dx
]
+ lim
n→∞
[∫ π
1/n
Ψn(x)ϕ(x)dx+
∫ π+1/n
π
Ψn(x)ϕ(x)dx
]
=
∫ π
0
ϕ(x)dx = 〈TH , ϕ〉 .
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Esto concluye la prueba.
Tenga en cuenta que podr´ıamos haber usado, en el ejemplo anterior, cualquier funcio´n
g diferente de H solo en un nu´mero finito de puntos, ya que, en este caso,∫ π
−π
g(x)ϕ(x)dx =
∫ π
−π
H(x)ϕ(x)dx
para todo ϕ ∈ P . Como H no es continuo, esto no contradice el teorema 4. El mapeo
f → Tf es uno a uno solo para f ∈ Cper.
Observacio´n 6. Hasta ahora, todas las funciones utilizadas para definir distribu-
ciones perio´dicas esta´n acotadas. Es importante destacar que las funciones no aco-
tadas tambie´n se pueden utilizar para definir elementos de P ′, algunos de los cuales
son muy importantes. Esto se hace usando (1.8) en el caso de funciones integrables o
generalizando esa fo´rmula en te´rminos de valores principales. Sin embargo, no todas
las funciones no acotadas definen distribuciones.
Antes de continuar, es conveniente introducir una nocio´n de convergencia en P ′.
En vista del teorema 4, parece natural definir la convergencia de sucesiones en P ′
puntualmente.
Definicio´n 10. Decimos que la sucesio´n (Tn) ⊂ P ′ converge a T ∈ P ′ si
〈Tn, ϕ〉 → 〈T, ϕ〉 cuando n→∞, ∀ϕ ∈ P .
En este caso escribiremos Tn
P ′→ T .
Observacio´n 7. Esta nocio´n de convergencia en P ′ es muy de´bil. Se puede mostrar,
por ejemplo, que si una sucesio´n (fn) ⊂ PCper converge en cualquiera de las seminor-
mas Lp, 1 ≤ p ≤ ∞ hacia alguna funcio´n f , entonces f ∈ P ′ y fn P
′→ f . Note adema´s
que si T y Ψn son como en la definicio´n 9, tenemos que Ψn
P ′→ T , as´ı cualquier dis-
tribucio´n perio´dica puede ser aproximada por una sucesio´n de distribuciones definidas
por elementos de P.
Nuestro siguiente paso es extender algunas operaciones ba´sicas a P ′ para generalizar
el ca´lculo habitual al contexto de distribuciones perio´dicas. El procedimiento esta´ndar
para esto es el siguiente: Escribimos la operacio´n en cuestio´n en lenguaje de distribucio´n
y usamos el resultado para definir la operacio´n para distribuciones. Una vez hecho esto
siempre se debe verificar si el objeto recie´n introducido es un elemento de P ′.
Definicio´n 11. Sea f ∈ P ′. La derivada distribucional f ′ de f es definida por la
relacio´n:
〈f ′, ϕ〉 = −〈f, ϕ′〉, ϕ ∈ P .
Se prueba que f ′ tambie´n es una distribucio´n. En general para j ∈ N
〈f (j), ϕ〉 = (−1)j〈f, ϕ(j)〉, ϕ ∈ P .
Ejemplo 4. La derivada de la funcio´n delta de Dirac es dada por:
〈δ(j)x , φ〉 = (−1)(j)〈δx, φ(j)〉 = (−1)(j)φ(j)(x).
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Ejemplo 5. La funcio´n:
f(x) =
{
0, si − π < x ≤ 0,
x, si 0 < x ≤ π,
f(x+ 2π) = f(x), ∀x ∈ R,
define una distribucio´n perio´dica por la fo´rmula usual, es decir,
〈f, φ〉 =
∫ π
−π
f(x)φ(x)dx =
∫ π
0
xφ(x)dx. (1.10)
Adema´s,
f ′ = H − πδπ.
Donde H es la funcio´n de Heaviside.
En efecto, la ecuacio´n (1.10) define un funcional lineal de P en C. Probaremos que
f ∈ P ′. Primero aproximamos f por una sucesio´n (fn)∞n=1 ⊂ Cper y luego aproximamos
cada fn por un Ψn ∈ P . Sea
fn(x) =
{
f(x), si − π < x ≤ π − 1/n,
(nπ − 1)(π − x), si π − 1 < x ≤ π,
fn(x+ 2π) = f(x), ∀x ∈ R.
Ahora, consideremos Ψn ∈ P tal que ‖fn−Ψn‖ ≤ 1/n. Entonces, para todo ϕ ∈ P ,∣∣∣∣∫ π
−π
f(x)ϕ(x)dx−
∫ π
−π
Ψn(x)ϕ(x)dx
∣∣∣∣
≤
∣∣∣∣∫ π
−π
[f(x)− fn(x)] |ϕ(x)|dx
∣∣∣∣+ ∣∣∣∣∫ π
−π
[fn(x)−Ψn(x)]ϕ(x)dx
∣∣∣∣
≤
∫ π
π−1/n
|f(x)− fn(x)||ϕ(x)|dx+ ‖fn −Ψn‖∞
∫ π
−π
|ϕ(x)|dx
≤ π
∫ π
π−1/n
|ϕ(x)|dx+ 1
n
∫ π
−π
|ϕ(x)|dx→ 0 , cuando n→∞.
Se sigue que f ∈ P ′. La derivada distribucional de f puede ser obtenida de la definicio´n
de derivada. Tenemos:
〈f ′, ϕ〉 = 〈−f, ϕ′〉 = −
∫ π
0
xϕ′(x)dx
= −xϕ(x)|π0 +
∫ π
0
ϕ(x)dx = −πϕ(π) +
∫ π
0
ϕ(x)dx
= 〈−πδπ +H,ϕ〉.
En consecuencia f ′ = H − πδπ.
Observacio´n 8. Note que la funcio´n f en el ejemplo anterior es continua pero no
diferenciable, en el sentido usual (cla´sico), en todos los puntos de la forma 2nπ, n ∈ Z.
En los puntos de la forma (2n + 1)π, f tiene un salto de taman˜o −π = f(((2n +
1)π)+) − f(((2n + 1)π)−) = f(π+) − f(π−). Sin embargo, f es diferenciable, en el
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sentido cla´sico, en todos los puntos que no son mu´ltiplos enteros de π y f ′ = H(x).
As´ı, la ecuacio´n f ′ = H − πδπ, nos dice que la derivada distribucional de f , es la
suma de su derivada cla´sica y la funcio´n delta de Dirac de magnitud π centrada en
x = π. Esta forma de comportamiento es t´ıpica: las derivadas distribucionales de la
funcio´n, con interrupciones de salto (finitas), contienen funciones δ centradas en las
discontinuas, y las intensidades son iguales al taman˜o del salto. Ma´s precisamente, se
tiene el siguiente resultado.
Proposicio´n 4. Sea f ∈ PC1per y sea −π = x0 < x1 < ... < xn = π una particio´n del
intervalo [−π, π] tal que f ∈ C1(xj, xj+1) para todo j = 1, 2, ... Si denotamos por dfdx la
derivada cla´sica de f , entonces su derivada distribucional f ′ esta´ dada por
f ′ =
df
dx
+
n∑
j=1
[f(x+j )− f(x−j )]δxj .
Tenga en cuenta que en los puntos donde f es continuo (incluso si df
dx
no lo es) no
hay una funcio´n δ, desde que f(x+j ) = f(x
−
j ) en todos esos puntos.
Observacio´n 9. En general no es posible definir el producto de distribuciones perio´dicas.
Sin embargo, dado que el producto de cualquiera de dos elementos de P tambie´n es un
elemento de P, es posible multiplicar distribuciones perio´dicas por funciones de prueba.
Definicio´n 12. Sea ψ ∈ P y f ∈ P ′. El producto ψf es la distribucio´n perio´dica
definida por la fo´rmula:
〈ψf, φ〉 = 〈f, ψφ〉 , ∀φ ∈ P .
Es fa´cil ver en la definicio´n, en efecto, que ψf es una distribucio´n perio´dica.
Tenga en cuenta que la fo´rmula habitual para la derivada de un producto se mantiene
desde, que para todo φ ∈ P ,
〈(ψf)′, φ〉 = −〈ψf, φ′〉 = −〈f, ψφ′〉
= 〈f, ψ′φ〉 − 〈f, ψ′φ〉 − 〈f, ψφ′〉
= 〈ψ′f, φ〉 − 〈f, (ψφ)′〉
= 〈ψ′f + ψf ′, φ〉.
1.3 Series de Fourier en P ′
En esta seccio´n se extendera´ la teor´ıa de Fourier a P ′. Para mas informacio´n consultar
[6,9,14,15].
Como en la seccio´n (1.2) usamos la notacio´n:
Θk(x) = e
ikx, x ∈ R, k ∈ Z.
Para motivar la definicio´n de la transformada de Fourier de una distribucio´n perio´dica,
sea: f ∈ Cper([−π, π]) ⊂ P ′. Desde que Θk ∈ P para todo k ∈ Z, podemos reescribir
f̂(k) como:
f̂(k) =
1
2π
∫ π
−π
f(x)e−ikxdx =
1
2
〈f,Θ−k〉.
Esta observacio´n lleva a la siguiente definicio´n:
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Definicio´n 13. La transformada de Fourier de f ∈ P ′ es la funcio´n f̂ : Z → C
definida por la fo´rmula:
f̂(k) =
1
2π
〈f,Θ−k〉, k ∈ Z.
Adema´s,
Sn(f)(x) = Sn(f, x) =
n∑
k=−n
f̂(k)Θk
es llamada la n-e´sima suma parcial de la serie de Fourier asociada a f .
El siguiente teorema muestra que la sucesio´n: (Snf)
∞
n=∞ converge siempre hacia f
en P ′.
Teorema 5. Sea f ∈ P ′. Entonces: Sn(f) ∈ P , ∀n ∈ N y Sn(f) P
′→ f .
Demostracio´n. Ver pa´gina 188 en [6].
En vista del teorema anterior, podemos escribir:
f =
∞∑
k=−∞
f̂(k)Θk = lim
n→∞
Sn(f) , f ∈ P ′,
donde el l´ımite es tomado en el sentido de P ′.
Observacio´n 10. Note que el teorema 5 generaliza el teorema de Weierstrass en P ′:
toda distribucio´n perio´dica puede ser aproximada, en el sentido de P ′, por una sucesio´n
de polinomios trigonome´tricos. Otra consecuencia trivial del teorema 5 es la siguiente
versio´n de la identidad de Parseval.
Corolario 2. Sea φ ∈ P y f ∈ P ′. Entonces
〈f, φ〉 = 2π
∞∑
k=−∞
f̂(k)φ̂(−k).
Demostracio´n. Dado que ϕ ∈ P , entonces: ϕ ∈ P ′ y ϕ̂(k) = 1
2π
〈ϕ,Θ−k〉.
En consecuencia:
〈f, ϕ〉 =
〈
∞∑
k=−∞
f̂(k)Θk, ϕ
〉
= lim
n→∞
〈
n∑
k=−n
f̂(k)Θk, ϕ
〉
= lim
n→∞
n∑
k=−n
f̂(k) 〈Θk, ϕ〉 = lim
n→∞
n∑
k=−n
f̂(k)2πϕ̂(−k)
= 2π
∞∑
k=−∞
f̂(k)ϕ̂(−k)
Ahora estamos en condiciones de demostrar que P ′ es el conjunto de todos los
funcionales continuos de P en C. Ya sabemos que cada elemento de P ′ es un funcional
lineal continuo sobre P . El argumento empleado en la prueba de teorema 5 se puede
adaptar para demostrar que la igualdad se mantiene.
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Teorema 6. P ′ es el dual topolo´gico de P, es decir, P ′ es precisamente la coleccio´n
de todos los funcionales continuos de P en C.
Demostracio´n. Ver pa´gina 189 en [6].
El siguiente paso es dar una caracterizacio´n completa de P ′ en te´rminos de la
transformada de Fourier. Para lograrlo, introducimos la siguiente definicio´n:
Definicio´n 14. La sucesio´n compleja (αn)n∈Z es dicho de crecimiento lento si existe
C > 0 y N ∈ N tal que:
|αk| ≤ C|k|N , ∀k ∈ Z− {0}.
El conjunto de todas las sucesiones de crecimiento lento es denotado por: S ′(Z).
Esta notacio´n parece indicar que S ′(Z) es el espacio dual de S(Z). De hecho,
mostremos primero que cualquier sucesio´n de crecimiento lento define un funcio´n lineal
en S(Z).
Proposicio´n 5. Si α = (αk) ∈ S ′(Z), entonces la expresio´n:
〈Tα, β〉 =
∑
k∈Z
αkβk, ∀β ∈ S(Z) (1.11)
define un funcional lineal continuo Tα : S(Z)→ C.
Demostracio´n. Primeramente, la serie en (1.11) converge desde que:∣∣∣∣∣∑
k∈Z
αkβk
∣∣∣∣∣ ≤∑
k∈Z
|k|N |βk| = C‖β‖∞,N <∞. (1.12)
Como S(Z) es un espacio topolo´gico localmente convexo de Hausdorff con la topololog´ıa
inducida por la familia de seminormas:
‖β‖∞,j = sup
k∈Z
(|βk||k|j), j ∈ N,
Tα es continuo si y solo si existe una constante C > 0 y un conjunto finito de enteros
positivos {j1, ..., jn} tal que:
|〈Tα, β〉| ≤ C
n∑
l=1
‖β‖∞,jl .
Pero esto, se sigue inmediatamente de: (1.12)
Observacio´n 11. Desde que S ′(Z) es claramente un espacio vectorial complejo, pode-
mos convertirlo en un espacio vectorial topolo´gico, definiendo la topolog´ıa de la con-
vergencia puntual. Se puede probar que S ′(Z) es el dual topolo´gico de S(Z), esto es,
S ′(Z) es la coleccio´n de todos los funcionales continuos en: S(Z).
El siguiente teorema muestra por que´ S ′(Z) es tan importante.
Teorema 7. Sea: α = (αk)k∈Z ∈ S ′(Z). Entonces, existe una u´nica f ∈ P ′ tal
que f̂ = α. Rec´ıprocamente, si f ∈ P ′ entonces: f̂ ∈ S ′(Z). En otras palabras,
(P ′)∧ = S ′(Z).
Demostracio´n. Ver pa´gina 191 en [6].
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1.4 Espacios de Sobolev Perio´dico
En esta seccio´n introducimos los llamados espacios de Sobolev (de tipo L2). Como
veremos en los cap´ıtulos siguientes, son extremadamente u´tiles en el ana´lisis de las
ecuaciones diferenciales parciales que deseamos estudiar en un sentido. Estos espacios
proporcionan una clasificacio´n de los elementos de P ′ en te´rminos de su suavidad. Una
descripcio´n mas detallada de algunos contenidos de esta seccio´n puede consultarse en
[6,9,14,15].
Definicio´n 15. Sea s ∈ R. El espacio de Sobolev Hsper = Hsper([−π, π]) es el conjunto
de todos los f ∈ P ′ tal que:
‖f‖2s = 2π
∞∑
k=−∞
(1 + |k|2)s|f̂(k)|2 <∞.
En otras palabras, una distribucio´n f esta en el espacio de Sobolev Hsper si y so´lo
si:
(
(1 + |k|2)s/2f̂(k)
)
k∈Z
∈ l2 = l2(Z). Denotemos por l2s = l2s(Z) el espacio de todas
las sucesiones α = (αk)k∈Z con
‖α‖l2s =
[
2π
∞∑
k=−∞
(1 + |k|2)s|αk|2
]1/2
.
As´ı f ∈ Hsper si y so´lo si
(
f̂(k)
)
k∈Z
∈ l2s ; en este caso, ‖f‖s = ‖f̂‖l2s . Es fa´cil ver que
para todo s ∈ R, Hsper es un espacio de Hilbert, con respecto al producto interno:
〈f |g〉s = 2π
∞∑
k=−∞
(1 + |k|2)sf̂(k)ĝ(k).
En el caso s = 0, obtenemos el espacio de Hilbert que es isome´tricamente isomorfo
a: L2([−π, π]), el conocido espacio de clases de equivalencia de funciones cuadrado
integrables en el sentido de Lebesgue. En lo que sigue H0per a menudo se denotara´ por
L2per.
Proposicio´n 6. Se satisface la siguiente inclusio´n:
P ⊂ Hsper, ∀s ∈ R,
adema´s, dicha inclusio´n es densa, i.e. P
‖·‖Hsper = Hsper, ∀ s ∈ R.
Demostracio´n. Ver pa´gina 10 de [15].
Proposicio´n 7. Sea: s, r tal que: s ≥ r, entonces: Hsper →֒ Hrper, i.e. Hsper esta´
inmerso continuamente y densamente en: Hrper y
‖f‖r ≤ ‖f‖s, ∀ f ∈ Hsper.
En particular, tenemos que si s ≥ 0, entonces:
Hsper ⊂ L2([−π , π]).
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Adema´s, vale la identificacio´n isome´tricamente isomorfo
Hsper ≡ H−sper, ∀ s ∈ R,
donde la dualidad es implementada por el par:
< f , g >= 2π
+∞∑
k=−∞
fˆ(k) gˆ(k), ∀ f ∈ H−sper, g ∈ Hsper. (1.13)
Demostracio´n. Se tiene que 1 ≤ (1 + k2) entonces se cumple (1+ k2)r ≤ (1 + k2)s si
r ≤ s, y de esto se obtiene
0 ≤ (1 + k
2)r
(1 + k2)s
≤ 1 si r ≤ s. (1.14)
Ahora, usando (1.14) tenemos:
k=∞∑
k=−∞
(1 + |k|2)r|f̂(k)|2 =
k=∞∑
k=−∞
(1 + |k|2)r
(1 + |k|2)s︸ ︷︷ ︸
≤1
(1 + |k|2)s|f̂(k)|2
≤
k=∞∑
k=−∞
(1 + |k|2)s|f̂(k)|2 <∞. (1.15)
siempre que f ∈ Hsper y multiplicando por: 2π a ambos lados de la desigualdad (1.14)
obtenemos que: f ∈ Hrper si f ∈ Hsper(i.e.Hsper ⊂ Hrper), adema´s:
‖f‖r ≤ ‖f‖s
con esto se ha probado la inclusio´n continua. A seguir, probaremos que la inclusio´n es
densa, i.e. H
s
per = H
r
per. En efecto, basta mostrar que H
r
per ⊂ H
s
per.
Sea: g ∈ Hrper. Entonces, usando la densidad de P en Hrper tenemos que existe gn ∈ P
tal que gn → g en Hrper. Como tambie´n P ⊂ Hsper entonces gn ∈ Hsper y gn → g en la
norma ||.||r en consecuencia g ∈ Hsper.
Si f ∈ H−sper la igualdad (1.13) nos permite definir Lf como: Lf (g) = 〈f, g〉, ∀g ∈ Hsper.
Esta Lf es un funcional continuo en: H
s
per. Esto es, Lf es lineal con ‖Lf‖ ≤ ‖f‖−s
i.e. Lf ∈ (Hsper)′. Sea ψ ∈ (Hsper)′. Utilizando el teorema de representacio´n de Riesz,
tenemos que: ∃!φ ∈ Hsper tal que:
‖φ‖s = ‖ψ‖ (1.16)
y
〈ψ, g〉 = 〈g, φ〉s, ∀g ∈ Hsper (1.17)
= 2π
k=∞∑
k=−∞
ĝ(k)(1 + |k|2)sφ̂(k) (1.18)
sabemos que: φ ∈ Hsper entonces
((1 + |k|2) s2 φ̂(k))k∈Z ∈ l2 (1.19)
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Si definimos como
f̂(k) := (1 + |k|2)sφ̂(k), ∀k ∈ Z (1.20)
vemos que: f ∈ H−sper. En efecto de la definicio´n de f̂(k), (1.18) y (1.20) se tiene:
k=∞∑
k=−∞
(1 + |k|2)−s|f̂(k)|2 =
k=∞∑
k=−∞
(1 + |k|2)−s
∣∣∣(1 + |k|2)sφ̂(k)∣∣∣2
=
k=∞∑
k=−∞
(1 + |k|2)s|φ̂(k)|2 <∞ (1.21)
De (1.18) tenemos que existe: f ∈ H−sper tal que:
〈ψ, g〉 = 2π
k=∞∑
k=−∞
ĝ(k)f̂(k)
= 〈f, g〉, ∀g ∈ Hsper (1.22)
De (1.21) y (1.16) tenemos que
‖f‖2−s = ‖φ‖2s = ‖ψ‖2
de donde concluimos que: ‖f‖−s = ‖ψ‖. Esto es (Hsper)′ es isome´tricamente isomorfo
a H−sper.
Teorema 8. Si s > 1
2
entonces se verifican.
1. La serie de Fourier de f ∈ Hsper converge absoluta y uniformemente en: [−π , π],
i.e., la serie de Fourier de f
+∞∑
k=−∞
fˆ(k) eikx
converge absolutamente y uniformemente en [−π , π].
2. Lema de inmersio´n de Sobolev: Hsper →֒ Cper y hace corresponder a f ∈ Hsper la
funcio´n g ∈ Cper, donde g(x) =
∞∑
k=−∞
f̂(k) eikx y satisface
‖g‖∞ ≤ ‖f‖l1 ≤ C‖f‖s, ∀ f ∈ Hsper. (1.23)
Demostracio´n. Ver pa´gina 204 en [6].
Definicio´n 16. Sea f, g ∈ Hsper con s > 12 debido al lema de inmersio´n de Sobolev
podemos definir el producto de f con g por:
< fg, φ >=
∫ π
−π
f(x)g(x)φ(x)dx, φ ∈ P .
Vemos que f, g ∈ Cper ⊂ P ′ y se prueba que con este producto Hsper es un a´lgebra
de Banach siempre que: s > 1
2
.
Teorema 9. Si s > 1
2
, entonces Hsper es un a´lgebra de Banach. En particular, existe
una constante positiva dependiendo u´nicamente de s, tal que:
‖fg‖s ≤ Cs‖f‖s‖g‖s, ∀f, g ∈ Hsper.
Demostracio´n. Ver pa´gina 207 de [6].
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1.5 Espacios y Operadores
En esta seccio´n daremos las nociones de semigrupos y grupos unitarios de operadores
sobre espacios de Banach. Estos operadores son muy u´tiles al resolver el problema de
Cauchy (PVI) abstracto de tipo perio´dico. Una descripcio´n mas detallada de algunos
contenidos de esta seccio´n puede consultarse en [10,11,12,16].
Definicio´n 17. Un a´lgebra de Banach es un espacio de Banach X, con un producto
(x, y) ∈ X × X → xy ∈ X tal que, ∀x, y, z ∈ X y ∀r ∈ Z la siguiente afirmacio´n es
va´lida:
(a) (xy)z = x(yz),
(b) r(xy) = (rx)y = x(ry),
(c) (x+ y)z = xz + yz,
(d) ‖xy‖X ≤ ‖x‖X‖y‖X .
Definicio´n 18. Sea X un espacio de Banach. Un semigrupo parame´trico fuertemente
continuo en X (o simplemente un semigrupo de clase C0) es una aplicacio´n
S : [0,∞)→ L(X) tal que.
1. S(0) = I donde I es el operador identidad enL(X),
2. S(t+ r) = S(t)S(r), ∀t, r ∈ (0,∞),
3. lim
t→0+
‖S(t)φ− φ‖ = 0, ∀φ ∈ X,
y sera´ denotado por: {S(t)}t≥0.
Observacio´n 12. Si {S(t)}t≥0 es un semigrupo de clase C0 entonces satisface:
lim
t→r
‖S(t)φ− S(r)φ‖ = 0, ∀r ∈ [0,∞), ∀φ ∈ X,
esto es, la aplicacio´n de [0,∞) a X enviando t a S(t)φ es continuo.
Definicio´n 19. Si {S(t)}t≥0 es un semigrupo de clase C0 y satisface:
‖S(t)‖L(X) ≤ 1, ∀t ∈ [0,∞)
entonces diremos que el semigrupo de clase C0 es de contraccio´n.
Definicio´n 20. Sea Hj, j = 1, 2 espacios de Hilbert. Un operador T ∈ B(H1, H2) es
una isometr´ıa si ‖Th‖H1 = ‖h‖H2 para todo h ∈ H1 (en particular T es inyectiva).
T es unitario si es una isometr´ıa sobre H2.
Definicio´n 21. Sea H un espacio de Hilbert. Un grupo unitario uniparame´trico fuerte-
mente continuo en H es un mapeo t ∈ R→ T (t) ∈ B(H) tal que:
(a) T (t) es unitario para todo t ∈ R,
(b) T (t+ t′) = T (t)T (t′), ∀t, t′ ∈ R,
(c) lim
t→t′
‖T (t)φ− T (t′)φ‖H = 0, ∀t ∈ R.
Note que tomando t = t′ = 0 en (b) concluimos que T (0) = I. Es decir, un grupo
unitario uniparame´trico fuertemente continuo es en particular un C0 semigrupo
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1.6 Un Ca´lculo Funcional
En esta seccio´n introducimos un ca´lculo funcional asociado con el operador D = 1
i
∂x,
esto es, construiremos funciones deD. La idea es exactamente el mismo que el empleado
en la definicio´n de funciones de un operador auto-adjuntado en espacios vectoriales de
dimensione finita. Sea X un espacio vectorial N -dimensional complejo con producto
interno 〈 , 〉X . Si A : X → X es un operador auto-adjunto, el teorema espectral
garantiza la existencia de un conjunto ortonormal completo de autovectores de A, esto
es, una coleccio´n {x1, x2, . . . , xN} ⊂ X, tal que:
Axk = λkxk, k = 1, 2, . . . , N, 〈xk, xj〉 = δkj
y cualquier vector x ∈ X puede ser escrito u´nicamente en la forma:
x =
k=∞∑
k=−∞
x̂(k)xk,
donde:
k ∈ {1, 2, . . . , N} → x̂(k) = 〈x, xk〉X ∈ C
es la trasformada de Fourier de x con respecto al conjunto ortonormal {x1, x2, . . . , xN}.
Si q : {λ1, λ2, . . . , λN} → C, nosotros ponemos
q(A)x =
k=∞∑
k=−∞
q(λk)〈x, xk〉Xxk.
En particular, el operador de identidad en X y el mismo A se pueden escribir como
funciones de A, eligiendo q(λk) = 1 y q(λk) = λk para todo k ∈ {1, 2, . . . , N} respec-
tivamente. Aunque no estamos en condiciones de discutir el auto-adjunto de D en
este punto, tenemos un conjunto completo de autofunciones a nuestra disposicio´n. En
efecto, la coleccio´n:
∼
Θk = (2π)
− 1
2Θk = (2π)
− 1
2 eikx, donde, Θk(x) = e
ikx, k ∈ Z (1.24)
es tal conjunto en el siguiente sentido. Estas funciones satisfacen
D
∼
Θk =
1
i
∂x
∼
Θk =
1
i
∂x
(
1√
2π
eikx
)
=
1
i
ik√
2π
eikx = k
1√
2π
eikx
= k
1√
2π
Θk = k
∼
Θk
luego
D
∼
Θk = k
∼
Θk, ∀k ∈ Z
y
f =
√
2π
k=∞∑
k=−∞
f̂(k)
∼
Θk, ∀f ∈ P ′
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donde esta serie converge en P ′ (y en Hsper cuando f ∈ Hsper). Adema´s, este conjunto
de funciones es ortonormal con respecto al producto interno de L2.〈∼
Θk,
∼
Θj
〉
=
∫ π
−π
∼
Θk(x)
∼
Θj(x)dx = δkj, ∀k, j ∈ Z.
En particular, la serie de Fourier de f ∈ P ′ puede considerarse como una expansio´n de
f en te´rminos de autofunciones de D que pertenecen al valor propio k.
En el caso finito dimensional no hay restricciones en la funcio´n q. Sin embargo, en el
caso de D, la suma finita sera´ reemplazada por una serie infinita, por lo que debemos
especificar una clase admisible de funciones para asegurar la convergencia. Esto no es
dif´ıcil de hacer. Tenga en cuenta que si f ∈ P ′ y q ∈ S ′(Z) existen N,N ′ ∈ N tal que:
|q(k)| ≤ C|k|N y |f̂(k)| ≤ |k|N ′ , ∀k ∈ Z− {0} (1.25)
resulta que: ∣∣∣q(k)f̂(k)∣∣∣ ≤ CC ′|k|N+N ′ , ∀k ∈ Z− {0}
As´ı qf̂ =
(
q(k)f̂(k)
)∞
k=−∞
∈ S ′(Z). Gracias a esto podemos definir q(D).
Definicio´n 22. Si q ∈ S ′(Z) y f ∈ P ′, entonces qf̂ = (q(k)f̂(k))k∈Z ∈ S ′(Z). Defini-
mos
q(D)f =
k=∞∑
k=−∞
q(k)f̂(k)eik(.), ∀f ∈ P ′, D = 1
i
∂x,
donde la serie converge en P ′. Note que tambie´n podemos escribir asi
q(D)f =
(
q(.)f̂(.)
)∨
= q∨ ∗ f, ∀f ∈ P ′.
El mapeo q → q(D) tiene las siguientes propiedades.
Proposicio´n 8. Sea q ∈ S ′(Z). Entonces q(D) es un operador lineal y continuo de P ′
en si mismo. Adema´s,
(q1 + λq2)(D) = q1(D) + λq2(D)
(q1q2)(D) = q1(D)q2(D).
Demostracio´n. Veamos primero la linealidad. Sea f ∈ P ′, entonces
(q1 + λq2)(D)f = (q1 + λq2)
∨ ∗ f
= (q∨1 + λq
∨
2 ) ∗ f
= q∨1 ∗ f + λq∨2 ∗ f
= q1(D)f + λq2(D)f
= (q1(D) + λq2(D))f
en consecuencia:
(q1 + λq2)(D) = q1(D) + λq2(D).
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Por otro lado
(q1q2)(D)f = (q1q2)
∨ ∗ f
= (q∨1 ∗ q∨2 ) ∗ f
= q∨1 ∗ (q∨2 ∗ f)
= q∨1 ∗ (q(D)f)
= q1(D)(q2(D)f)
= [q1(D)q2(D)]f
luego
(q1q2)(D) = q1(D)q2(D).
Es natural preguntarse acerca del comportamiento de q(D) en Hsper. En general,
no se tiene q(D)(Hsper) ⊆ Hsper. En efecto, D mismo mapea Hsper en Hs−1per y es fa´cil
verificar que Df ∈ Hsper si y solo si f ∈ Hs+1per .
Proposicio´n 9. Sea q ∈ S ′(Z) satisfaciendo la condicio´n (1.25). Entonces: q(D) ∈
B(Hsper, Hs−Nper ) y satisface
||q(D)f ||s−N ≤ C||f ||s.
Demostracio´n. Nosotros tenemos:
‖q(D)f‖2s−N = 2π
k=∞∑
k=−∞
(1 + k2)s−N
∣∣∣q(k)f̂(k)∣∣∣2
≤ C
k=∞∑
k=−∞
(1 + k2)s−N |k|N |f̂(k)|2
≤ C
k=∞∑
k=−∞
(1 + k2)s|f̂(k)|2 = C||f ||2s, ∀f ∈ Hsper.
1.7 El problema de Cauchy perio´dico
En los cap´ıtulos siguientes desarrollaremos tres ecuaciones lineales homoge´neas de
evolucio´n. Una descripcio´n mas detallada de algunos contenidos puede consultarse
en [6,7,9,11,12].
Consideremos el Problema de Cauchy perio´dico, es decir, de la siguiente forma:
Sea q = (q(k))∞k=−∞ ∈ S ′(Z) de valores reales, y
q(D)f =
(
q(·)f̂(·)
)∨
, f ∈ P ′. (1.26)
Sea µ ≥ 0 y s ∈ R fijo. Se tiene el problema de Cauchy perio´dico en el espacio de
Sobolev dado: ∣∣∣∣∣∣
v ∈ C([0,+∞〉, Hsper),
∂tv + iq(D)v = µ∂
2
xv,
v(0) = φ ∈ Hsper.
(1.27)
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Se prueba que dicha ecuacio´n esta bien puesta. mas precisamente, que tiene una u´nica
solucio´n y que dicha solucio´n depende continuamente del dato inicial. Nuestro enfoque
es considerar la ecuacio´n diferencial parcial en (1.27) como una ecuacio´n diferencial
ordinaria en los espacios de Banach apropiados. Como se observa, se necesitan al menos
dos de estos espacios en general; uno donde vive la solucio´n y otro para acomodar la
derivada del tiempo. Note que el problema de Cauchy (1.27) contiene un gran nu´mero
de importantes ecuaciones perio´dicas. En efecto, si q = 0 y µ > 0, tenemos la ecuacio´n
del calor mientras que si q(k) = k2 y q(k) = −k3 con µ = 0, conducen a la ecuacio´n
lineal de Schrodinger y de Korteweg-de Vries respectivamente. En la ecuacio´n lineal
homoge´nea de Kuramoto-Sivashinsky, motivo de la tesis, se tiene q(k) = k3−β(k4−k2)
y µ = 0.
Nuestra primera tarea es aclarar el significado de la derivada en el tiempo en (1.27).
De la proposicio´n 9, se tiene que q(D)) ∈ B(Hsper, Hs−Nper ) y ∂2x = −D2 ∈ (Hsper, Hs−2per ).
En consecuencia,
(µ∂2x − iq(D))f ∈ Hθper, θ = min {s−N, s− 2} ∀f ∈ Hθper. (1.28)
As´ı que, si v es una solucio´n de (1.27), debemos tener ∂tv(t) ∈ Hθper, θ = min {s−N, s− 2}.
Por lo tanto, es natural requerir que la derivada en el tiempo exista en esta topolog´ıa,
es decir,
lim
h→0
∥∥∥∥v(t+ h)− v(t)h − (µ∂2x − iq(D))v(t)
∥∥∥∥
θ
= 0. (1.29)
Observacio´n 13. El ca´lculo funcional sera utilizado para probar, mas adelante, el buen
planteamiento de la solucio´n del problema de Cauchy de la ecuacio´n KdV-Kuramoto-
Sivashinsky v´ıa semigrupos. Pero antes utilizaremos estos resultados en la solucio´n del
problema de Cauchy de dos ecuaciones lineales homoge´neas de evolucio´n, como son,
la ecuacio´n del calor y la ecuacio´n de la onda, usando solamente la transformada de
Fourier, estimativas y propiedades de los espacios de Sobolev. Adema´s en el caso de la
ecuacio´n del calor daremos una version usando semigrupos.
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2 Dos Ecuaciones Lineales de Evolucio´n
En este cap´ıtulo, siguiendo las ideas de [6,14,15], aplicaremos los me´todos que usaremos
en el estudio de la ecuacio´n de KdV-Kuramoto-Sivashinsky, a la ecuacio´n del calor y
de la onda. En el primera seccio´n usamos la transformada de Fourier, estimativas de
los espacios de Sobolev perio´dico y luego el me´todo de los semigrupos para obtener la
buena colocacio´n del problema del calor.
2.1 Existencia y unicidad de la ecuacio´n del calor
en Hsper
Discutiremos ahora el problema de Cauchy para la ecuacio´n unidimensional, lineal
y homoge´nea del calor, en el espacio de Sobolev perio´dico dado. Primero de forma
intuitiva, es decir, obtendremos formalmente la solucio´n v´ıa la transformada de Fourier
y luego se prueba en detalle que efectivamente es solucio´n del problema de Cauchy. Esta
ecuacio´n se obtiene de (1.27), haciendo q = 0, µ = 1 y debe satisfacer (1.28) y (1.29)
Teorema 10. Sea s fijo, y la ecuacio´n:
(L)
∣∣∣∣∣∣
u ∈ C([0,+∞〉, Hsper)
∂tu(t) = ∂
2
xu(t) ∈ Hs−2per ,
u(0) = φ ∈ Hsper.
Entonces (L) posee una u´nica solucio´n u ∈ C([0,∞〉, Hsper), el cual depende continua-
mente del dato inicial.
Demostracio´n. Hemos organizado la prueba de la siguiente forma:
1. Primero obtenemos, formalmente, el candidato a la solucio´n. En efecto, supong-
amos que u es una solucio´n de (L). Entonces tomamos la transformada de Fourier
a la ecuacio´n:
∂tu(t) = ∂
2
xu(t)
la cual debe satisfacer
(Lk)
∣∣∣∣∣∣
û ∈ C([0,+∞〉, l2s(Z)),
∂tû(t) = −k2û(t),
û(0) = φ̂ ∈ Hsper.
Donde û(k) = (u(t, ·))∧(k) para todo k ∈ Z. Este es un sistema no acoplado de
ecuaciones diferenciales ordinarias cuya solucio´n es:
û = e−k
2tφ̂, ∀k ∈ Z, t ∈ [0,∞),
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se deduce que la solucio´n, si existe, debe ser:
u(t) =
{
e−k
2tφ̂(·)
}∨
, ∀t ∈ [0,∞)
=
∞∑
k=−∞
û(k)φk =
∞∑
k=−∞
e−k
2tφ̂(k)φk
u(t, x) =
∞∑
k=−∞
e−k
2tφ̂(k)φk(x), (2.1)
donde φk(x) = e
ikx con |φk| = 1.
2. En segundo lugar, probaremos que u(t) ∈ Hsper.
Sea t > 0, φ ∈ Hsper , y como |e−k2t| < 1 se tiene:
‖u(t)‖2Hs = 2π
∞∑
k=−∞
(1 + k2)s|û|2
= 2π
∞∑
k=−∞
(1 + k2)s|e−k2t2φ̂(k)|2
= 2π
∞∑
k=−∞
(1 + k2)se−2k
2t2 |φ̂(k)|2
≤ 2π
∞∑
k=−∞
(1 + k2)s|φ̂(k)|2 = ‖φ‖2Hs <∞, (2.2)
entonces
u(t) ∈ Hsper.
3. Ahora, probaremos que u(t) es continua
‖u(t)− u(t′)‖2Hs = 2π
∞∑
k=−∞
(1 + k2)s
∣∣∣e−k2tφ̂(k)− e−k2t′φ̂(k)∣∣∣2
= 2π
∞∑
k=−∞
(1 + k2)s|φ̂(k)|2
∣∣∣∣∣∣e−k2t − e−k2t′︸ ︷︷ ︸
H(t):=
∣∣∣∣∣∣
2
. (2.3)
Se observa que lim
t→t′
H(t) = 0. Ahora necesitamos la convergencia uniforme de la
serie para el intercambio de l´ımites. Para esto, tomamos el k-e´simo te´rmino de
la serie (2.3) y lo mayoramos por una serie convergente, es decir,
Ik,t = 2π(1 + k
2)s|φ̂(k)|2|H(t)|2
≤ 4π(1 + k2)s|φ̂(k)|2,
donde hemos usado la desigualdad triangular (propiedad de la norma) y el hecho
de que e−k
2t < 1 en consecuencia
∞∑
k=−∞
Ik,t ≤ 2‖φ‖2Hs ,
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entonces, por el M-test de Weierstrass la serie (2.3) converge absoluta y uniforme-
mente a una funcio´n continua en t, luego podemos intercambiar el l´ımite y, en
consecuencia
lim
t→t′
‖u(t)− u(t′)‖ =
∞∑
k=−∞
lim
t→t′
Ik,t = 0,
es decir u(t) es continua en t.
4. Seguidamente probaremos que la derivada satisface la ecuacio´n:
∂tu(t) = ∂
2
xu(t)
dicha derivada se calcula en la topolog´ıa de Hs−2per , es decir,∥∥∥∥u(t+ h)− u(t)h − ∂2xu(t)
∥∥∥∥2
Hs−2
→ 0 cuando h→ 0.
En efecto,∥∥∥∥u(t+ h)− u(t)h − ∂2xu(t)
∥∥∥∥2
Hs−2
= 2π
∞∑
k=−∞
(1 + k2)s−2
∣∣∣∣(u(t+ h)− u(t)h
)∧
(k)− (∂2xu(t))∧(k)
∣∣∣∣2
= 2π
∞∑
k=−∞
(1 + k2)s−2|φ̂(k)|2
∣∣∣∣∣
(
e−k
2(t+h) − e−k2t
h
)
+ k2e−k
2t
∣∣∣∣∣
2
= 2π
∞∑
k=−∞
(1 + k2)s−2|φ̂(k)|2e−2k2t
∣∣∣∣∣∣∣∣
e−2k
2h − 1
h
+ k2︸ ︷︷ ︸
M(h):=
∣∣∣∣∣∣∣∣
2
. (2.4)
Aplicando L’Hospital se observa que lim
h→0
M(h) = 0. Necesitamos la convergencia
uniforme para intercambiar los l´ımites. Para esto mayoramos el k-e´simo te´rmino
de la serie (2.4)
Ik,h = 2π(1 + k
2)s−2|φ̂(k)|2e−2k2t
∣∣∣∣∣e−2k
2h − 1
h
+ k2
∣∣∣∣∣
2
.
Observemos que si h > 0:
e−k
2h − 1
h
=
1
h
∫ h
0
∂
∂s
(e−k
2s − 1)ds =
∫ h
0
1
h
(−k2e−k2s)ds
luego ∣∣∣∣∣e−k
2h − 1
h
∣∣∣∣∣ ≤
∫ h
0
1
h
|k|2ds = 1
h
|k|2s
∣∣∣∣h
0
= |k|2.
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Entonces: ∣∣∣∣∣e−k
2h − 1
h
+ k2
∣∣∣∣∣
2
≤ 4|k|4, h > 0. (2.5)
Ahora, considerando h < 0 tal que − t
2
< h < 0 y de esto se tiene 0 < t
2
+ h < t
2
.
Luego, aplicando el teorema del valor medio a∣∣∣∣∣e−k
2(t+h) − e−k2t
h
∣∣∣∣∣ = e−k2 t2
∣∣∣∣∣e−k
2( t
2
+h) − e−k2 t2
h
∣∣∣∣∣
≤ e−k2 t2
∣∣∣−k2e−k2c∣∣∣
≤ |k|2, donde c ∈ ( t
2
+ h,
t
2
), h < 0
usando esta estimativa en (2.4) obtenemos:∣∣∣∣∣
∣∣∣∣∣e−k
2(t+h) − e−k2t
h
∣∣∣∣∣+ k2e−k2t
∣∣∣∣∣ ≤ k2 + k2 = 2k2, (2.6)
donde hemos usado la desigualdad triangular, tambie´n el hecho de que eθ ≤ 1,
cuando, θ < 0, luego, teniendo en cuenta (2.5) y (2.6) pasamos a mayorar el
k-e´simo te´rmino de la serie (2.4)
Ik,h = 2π (1 + k
2)s−2|φ̂(k)|2e−2k2t
∣∣∣∣∣e−k
2h − 1
h
+ k2
∣∣∣∣∣
2
≤ 2π(1 + k2)s−2|φ̂(k)|2|M(h)|2
≤ 8π(1 + k2)s−2|φ̂(k)|2k4
≤ 8π(1 + k2)s(1 + k2)−2(1 + |k|2)2|φ̂(k)|2
= 8π(1 + |k|2)s|φ̂(k)|2
en consecuencia:
∞∑
k=−∞
Ik,h ≤ 4‖φ‖2Hs <∞, pues, φ ∈ Hsper.
Luego por el M-test de Weierstrass la serie (2.4) converge absoluta y uniforme-
mente a una funcio´n continua en h, y por lo tanto es posible intercambiar los
l´ımites.
lim
h→0
∥∥∥∥u(t+ h)− u(t)h − ∂2xu(t)
∥∥∥∥2
Hs
=
∞∑
k=−∞
lim
h→0
Ik,h = 0.
5. Obtendremos la dependencia continua de los datos iniciales, es decir, si φ1 y φ2
son datos pro´ximos en Hs. Probaremos que sus correspondientes soluciones u1 y
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u2 esta´n pro´ximos en el espacio solucio´n dado. En efecto, veamos que para cada
t ≥ 0
‖u1(t)− u2(t)‖2Hs = 2π
∞∑
k=−∞
(1 + k2)s |û1(k)− û2(k)|2
= 2π
∞∑
k=−∞
(1 + k2)s
∣∣∣e−k2tφ̂1(k)− e−k2tφ̂2(k)∣∣∣2
= 2π
∞∑
k=−∞
(1 + k2)se−2k
2t
∣∣∣φ̂1(k)− φ̂2(k)∣∣∣2
≤ 2π
∞∑
k=−∞
(1 + k2)s
∣∣∣φ̂1(k)− φ̂2(k)∣∣∣2
= 2π
∞∑
k=−∞
(1 + k2)s |(φ1 − φ2)∧(k)|2
= ‖φ1 − φ2‖2Hs .
En consecuencia:
sup
t∈R
‖u1(t)− u2(t)‖Hs ≤ ‖φ1 − φ2‖Hs ,
luego si φ1 → φ2 se tiene que u1 → u2.
6. Finalmente probaremos la unicidad de la solucio´n. La desigualdad anterior nos
permitira´ mostrar que la solucio´n es u´nica. En efecto sea φ ∈ Hsper y supongamos
que existan u1 y u2 dos soluciones, entonces usando el item anterior 5 tenemos,
‖u1(t)− u2(t)‖Hs ≤ sup
t∈R
‖u1(t)− u2(t)‖Hs ≤ ‖φ− φ‖Hs = 0,
de donde concluimos que u1 = u2.
2.1.1 Enfoque v´ıa Semigrupos
Ahora daremos un enfoque v´ıa semigrupos del teorema anterior 10. Para esto introduci-
mos una familia de operadores lineales el cual verifica la condicio´n de ser un semigrupo
de contraccio´n de clase C0 los cuales nos ayudaran a determinar la existencia y unicidad
de la solucio´n de la ecuacio´n del calor.
Consideremos el problema de Cauchy asociado a la ecuacio´n del calor trabajado ante-
riormente
(L)
∣∣∣∣∣∣
v ∈ C([0,∞), Hsper)
∂tv(t) = ∂
2
xv(t)
v(0) = φ ∈ Hsper.
(2.7)
Mostraremos que la ecuacio´n esta bien puesto, esto es, probaremos que tiene solucio´n
u´nica que depende continuamente de los datos iniciales. Repitiendo los pasos anteriores
se puede probar la existencia y unicidad con ayuda de la transformada de Fourier.
En efecto, asumiendo que v es solucio´n, entonces tomando la transformada de Fourier
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a la ecuacio´n (2.7), v̂(t) = (v(t, ·))∧ debe satisfacer
(Lk)
∣∣∣∣∣∣
v̂ ∈ C([0,∞), l2(Z))
∂tv̂(t) = −k2v̂(t)
v̂(0) = φ̂ ∈ Hsper
(2.8)
donde v̂(t) = (v(t, ·))∧(k), ∀k ∈ Z. Este es un sistema no acoplado de ecuaciones
diferenciales ordinarias cuya solucio´n es
v̂(t) = e−k
2tφ̂(k), ∀k ∈ Z, t ∈ [0,∞)
de esto se deduce que si la solucio´n existe, debe ser
v(t) = {e−k2tφ̂(k)}∨, ∀t ∈ [0,∞). (2.9)
Ahora usamos la teor´ıa expuesta en el cap´ıtulo (1), seccio´n (1.7) para la sucesio´n
q(k) = −k2, k ∈ Z, el operador D = 1
i
∂x y la definicio´n 22 tenemos
q(D)f = (q(k)f̂(·))∨ =
+∞∑
k=−∞
q(k)f̂(k)eik(·)
v(t)f = e−k
2tf
donde f ∈ P ′. Entonces(2.8) se puede escribir como el problema de Cauchy abstracto.
(L∗)
∣∣∣∣∣∣
v ∈ C([0,∞), Hsper)
∂tv = q(D)v ∈ Hs−2per
v(0) = φ ∈ Hsper
(2.10)
y (2.9) se convierte en
v(t) = e∂
2
xtφ.
Ahora estamos en condiciones de estudiar (2.10) dentro del marco teo´rico de los semi-
grupos, empezando con su propiedad de continuidad.
Teorema 11. Sea la aplicacio´n S : [0,∞) → L(Hsper), que asigna a t el operador
S(t) = e∂
2
xt, es decir, aplica S(t)φ = {e−k2tφ̂(k)}∨, entonces, {S(t)}t≥0 es un semigrupo
de clase C0 de contraccio´n en H
s
per, ∀s ∈ R. Adema´s las siguientes afirmaciones se
cumplen:
1. S(·)φ ∈ C([0,∞), Hsper)
2. La aplicacio´n φ→ S(·)φ es continua y verifica:
‖S(t)φ1 − S(t)φ2‖Hsper ≤ ‖φ1 − φ2‖Hsper , ∀t > 0
y
sup
t≥0
||S(t)φ1 − S(t)φ2||Hsper ≤ ||φ1 − φ2||Hsper .
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Demostracio´n. La prueba lo hemos organizado de la siguiente forma:
1. Primero observemos que
S(0)φ = {e∂2x(0)φ̂(k)}∨ = {φ̂(k)}∨ = φ, ∀φ ∈ Hsper,
as´ı S(0) = I. De la propiedad de linealidad de la transformada de Fourier y de
su inversa, se deduce que S(t) es lineal, es decir, S(t) ∈ L(Hsper)
2. Probaremos que S(t)φ ∈ Hsper y ||S(t)φ||s ≤ ‖|φ||s, esto es, ||S(t)|| ≤ 1.
En efecto, se tiene:
‖S(t)φ‖2per = 2π
+∞∑
k=−∞
(1 + |k|2)s|e−k2tφ̂(k)|2
= 2π
+∞∑
k=−∞
(1 + |k|2)s|φ̂(k)|2e−2k2t
≤ 2π
+∞∑
k=−∞
(1 + |k|2)s|φ̂(k)|2 = ‖φ‖2Hsper <∞. (2.11)
Luego S(t)φ ∈ Hsper y ||S(t)φ||s ≤ ||φ||s, esto es, S(t) ∈ L(Hsper) con ||S(t)|| ≤ 1.
3. Ahora, probaremos que S(t+ r) = S(t)S(r), ∀t, r ≥ 0
S(t+ r)f(x) = 2π
+∞∑
k=−∞
e−k
2(t+r)f̂(k)eikx
= 2π
+∞∑
k=−∞
e−k
2t{e−k2rf̂(k)}eikx
= S(t)g(x),
donde g es tal que: ĝ(k) = e−k
2rf̂(k), ∀k ∈ Z. As´ı
g(x) = 2π
+∞∑
k=−∞
e−k
2rf̂(k)eikx = S(r)f(x),
en consecuencia S(t+ r)f = S(t)S(r)f, ∀t, r ≥ 0.
4. Seguidamente probaremos la continuidad de: t→ S(t)φ
‖S(t+ h)φ− S(t)φ‖Hsper → 0, cuando , h→ 0. (2.12)
En efecto, usando el item 3 de la prueba del teorema anterior, para t ≥ 0 fijo y
32
h > 0 se tiene:
‖S(t+ h)φ− S(t)φ‖2Hsper
= 2π
+∞∑
k=−∞
(1 + k2)s
∣∣∣(e−k2(t+h) − e−k2t)φ̂(k)∣∣∣2
= 2π
+∞∑
k=−∞
(1 + k2)s
∣∣∣e−k2t(e−k2h − 1)∣∣∣2 |φ̂(k)|2
= 2π
+∞∑
k=−∞
(1 + k2)s|e−2k2t|
∣∣∣e−k2h − 1∣∣∣2 |φ̂(k)|2. (2.13)
Desde que φ ∈ Hsper , entonces el te´rmino Ik,h de (2.13) se acota como:
Ik,h = 2π(1 + k
2)s|e−2k2t|
∣∣∣e−k2h − 1∣∣∣2 |φ̂(k)|2
≤ 8π(1 + k2)s|φ̂(k)|2
en consecuencia,
+∞∑
k=−∞
Ik,h ≤ 4||φ||2s, pues φ ∈ Hsper,
luego por el M-test de Weierstrass la serie (2.13) converge absoluta y uniforme-
mente a una funcio´n continua en h y podemos intercambiar los l´ımites y obten-
emos:
lim
h→0+
‖S(t+ h)φ− S(tφ)‖s = 0. (2.14)
Ahora, consideremos el l´ımite izquierdo.
Sea t > 0 fijo y h < 0, tal que, 0 < t
2
+ h < t/2 luego:
‖S(t+ h)φ− S(t)φ‖2s
= 2π
+∞∑
k=−∞
(1 + k2)s
∣∣∣e−k2(t+h) − e−k2t∣∣∣2 |φ̂(k)|2
= 2π
+∞∑
k=−∞
(1 + k2)s|e−k2t/2|2
∣∣∣e−k2( t2+h) − e−k2 t2 ∣∣∣2 |φ̂(k)|2 (2.15)
en consecuencia, el te´rmino Ik,h de la serie (2.15) esta´ acotada
Ik,h = 2π(1 + k
2)s|e−k2t/2|2
∣∣∣e−k2( t2+h) − e−k2( t2 )∣∣∣2 |φ̂(k)|2
≤ 8π(1 + k2)2|φ̂(k)|2
por lo tanto:
+∞∑
k=−∞
Ik,h ≤ 4||φ||2s <∞
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luego por el M-test de Weierstrass la serie (2.15) converge absoluta y uniforme-
mente hacia una funcio´n continua en h y podemos intercambiar los l´ımites, obte-
niendo el limite izquierdo
lim
h→0−
‖S(t+ h)φ− S(t)φ‖2s =
+∞∑
k=−∞
lim
h→0−
Ik,h = 0 (2.16)
luego de (2.14) y (2.16) se tiene que
lim
h→0
‖S(t+ h)− S(t)‖Hsper = 0
Observacio´n 14. Tenemos que lim
t→0+
||S(t)φ− φ||Hsper = 0.
Observacio´n 15. Con la observacio´n anterior 15 tenemos que {S(t)}t≥0 es un semi-
grupo de contraccio´n de clase C0 en H
s
per. Sean φ1 y φ2 datos cercanos en H
s
per,
entonces, probaremos que sus correspondientes S(·)φ1 y S(·)φ2 respectivamente, son
cercanos. En efecto, desde que {S(t)}t≥0 es una contraccio´n para t ≥ 0, tenemos:
‖S(t)φ1 − S(t)φ2‖Hsper = ‖S(t)[φ1 − φ2]‖Hsper ≤ ‖φ1 − φ2‖Hsper
tomando supremo sobre t ∈ [0,∞) obtenemos
sup
t∈[0,+∞)
‖S(t)φ1 − S(t)φ2‖Hsper ≤ ‖φ1 − φ2‖Hsper (2.17)
de modo que si φ1 → φ2, entonces S(·)φ1 → S(·)φ2.
Ahora veamos la diferenciabilidad en la topolog´ıa de Hs−2per
Teorema 12. Se cumple:
lim
h→0
∥∥∥∥v(t+ h)− v(t)h − q(D)v(t)
∥∥∥∥
s−2
= 0 (2.18)
converge uniformemente respecto a t ≥ 0.
Demostracio´n. Sea t ≥ 0 fijo. Entonces para h > 0 se tiene
lim
h→0
∥∥∥∥v(t+ h)− v(t)h − q(D)v(t)
∥∥∥∥2
s−2
= 2π
+∞∑
k=−∞
(1 + k2)s−2
∣∣∣∣∣e−k
2(t+h) − e−k2t
h
+ k2e−k
2t
∣∣∣∣∣
2
|φ̂(k)|2
= 2π
+∞∑
k=−∞
(1 + k2)s−2|e−2k2t|
∣∣∣∣∣e−k
2h − 1
h
+ k2
∣∣∣∣∣
2
|φ̂(k)|2. (2.19)
Se observa que:
lim
h→0+
∣∣∣∣∣e−k
2h − 1
h
+ k2
∣∣∣∣∣ = | − k2 + k2| = 0,
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entonces necesitamos acotar el te´rmino Ik,h de la serie (2.19) donde:
Ik,h = (1 + k
2)s−2|e−2k2t|
∣∣∣∣∣e−k
2h − 1
h
− 1
∣∣∣∣∣
2
|φ̂(k)|2. (2.20)
Ahora bien aplicando el teorema del valor medio sobre el intervalo [0, h] obtenemos∣∣∣∣∣e−k
2h − 1
h
∣∣∣∣∣ ≤ |k2e−k2c| ≤ |k|2
donde c ∈ (0, h) luego mayoramos (2.20)
Ik,h = (1 + k
2)s−2|e−2k2t|
∣∣∣∣∣e−k
2h − 1
h
− 1
∣∣∣∣∣
2
|φ̂(k)|2
≤ 4(1 + k2)s−2(k2)2|φ̂(k)|2
≤ 4(1 + k2)s(1 + k2)−2(1 + k2)2|φ̂(k)|2
= 4(1 + k2)s|φ̂(k)|2
en consecuencia:
+∞∑
k=−∞
I{k,h} ≤ ||φ||s <∞, h > 0,
luego, usando el M-test de Weierstrass, la serie (2.19) converge converge absoluta y
uniformemente hacia una funcio´n continua en h > 0 y podemos intercambiar los l´ımites,
es decir:
lim
h→0+
∥∥∥∥v(t+ h)− v(t)h − q(D)v(t)
∥∥∥∥
s−2
=
+∞∑
k=−∞
lim
h→0+
I{k,h} = 0. (2.21)
Ahora veamos el l´ımite izquierdo. Similar al item 4 del teorema 10 tenemos que para
t > 0 escogemos h < 0 tal que 0 < t/2 + h < t/2 y aplicando el teorema del valor
medio a ∣∣∣∣∣e−k
2(t+h) − e−k2t
h
∣∣∣∣∣ = e−k2 t2
∣∣∣∣∣e−k
2( t
2
+h) − e−k2 t2
h
∣∣∣∣∣
≤ e−k2 t2
∣∣∣−k2e−k2c∣∣∣
≤ |k|2, donde c ∈ ( t
2
+ h,
t
2
), h < 0
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luego podemos acotar el te´rmino Ik,h de la serie (2.19) como sigue:
Ik,h = (1 + k
2)s−2
∣∣∣∣∣e−k
2(t+h) − e−k2t
h
+ k2e−k
2t
∣∣∣∣∣
2
|φ̂(k)|2
= (1 + k2)s−2
∣∣∣e−k2t/2∣∣∣2 ∣∣∣∣∣e−k
2(t/2+h) − e−k2t/2
h
+ k2e−k
2t/2
∣∣∣∣∣
2
|φ̂(k)|2
≤ 4(1 + k2)s(1 + k2)−2|k2|2|φ̂(k)|2
≤ 4(1 + k2)s(1 + k2)−2(1 + k2)2|φ̂(k)|2
= 4(1 + k2)s|φ̂(k)|2 (2.22)
y, en consecuencia:
+∞∑
k=−∞
I{k,h} ≤ 2||φ||s <∞, h < 0.
Luego aplicando el M-test de Weierstrass la serie (2.20) converge converge absoluta y
uniformemente una funcio´n continua en h < 0 y podemos intercambiar los l´ımites, es
decir:
lim
h→0−
∥∥∥∥v(t+ h)− v(t)h − q(D)v(t)
∥∥∥∥
s−2
=
+∞∑
k=−∞
lim
h→0−
I{k,h} = 0 (2.23)
luego de (2.21) y (2.23) obtenemos: (2.18).
lim
h→0
∥∥∥∥v(t+ h)− v(t)h − q(D)v(t)
∥∥∥∥
s−2
= 0
En consecuencia de los teoremas (11) y (12) tenemos el siguiente corolario:
Corolario 3. El problema de Cauchy del calor (L)∣∣∣∣∣∣
v ∈ C([0,∞), Hsper)
∂tv(t) = ∂
2
xv(t) ∈ Hs−2per
v(0) = φ ∈ Hsper.
esta´ bien puesto, tiene solucio´n u´nica que depende continuamente del dato inicial y la
solucio´n es dada por:
v(t) = S(t)φ.
2.2 Existencia y unicidad de la ecuacio´n de onda en
Hsper
Discutiremos ahora el problema de Cauchy para la ecuacio´n homoge´nea y unidimen-
sional de la onda en el espacio de Sobolev perio´dico dado.
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Teorema 13. Sea s fijo, probaremos que el problema:
(O)
∣∣∣∣∣∣
u ∈ C([0, T ], Hsper) ∩ C1([0, T ];Hs−1per )
∂2t u = c
2∂2xu(t)
u(0) = φ ∈ Hsper, ∂tu(0) = ψ ∈ Hs−1per ,
esta´ bien puesto, es decir, tiene una solucio´n u´nica que depende continuamente del dato
inicial.
En este caso, la primera derivada del tiempo se calcula con respecto a la norma
de Hs−1per , mientras que el segundo se calcula en la norma de H
s−2
per .La prueba de la
unicidad estara´ basada en el siguiente lema:
Lema 2. Sea w ∈ C([0, T ];Hsper) ∩ C1([0, T ];Hs−1per ) satisfaciendo ∂2tw(t) = c2∂2xw(t).
Definimos
Es(t) = Es(t;w) =
∥∥∥∥1c∂tw(t)
∥∥∥∥2
s−2
+ ||∂2xw(t)||,
entonces,
∂tEs(t) = 0, ∀t ∈ [0, T ],
as´ı que
Es(t) = Es(0), ∀t ∈ [0, T ].
Demostracio´n. Las condiciones en w implican que ∂2tw(t) = c
2∂2xw(t) ∈ C([0, T ];Hs−2per ).
Calculando se tiene
∂tEs(t) = lim
h→0
[
Es(t+ h)− Ss(t)
h
]
= lim
h→0
1
h
{〈
1
c
∂tw(t+ h),
1
c
∂tw(t+ h)
〉
−
〈
1
c
∂tw(t),
1
c
∂tw(t)
〉
+ 〈∂xw(t+ h), ∂xw(t+ h)〉 − 〈∂xw(t), ∂xw(t)〉
}
= lim
h→0
1
h
{〈
1
c
∂tw(t+ h)− 1
c
∂tw(t) +
1
c
∂tw(t),
1
c
∂tw(t+ h)
〉
−
〈
1
c
∂tw(t),
1
c
∂tw(t)
〉
+ 〈∂xw(t+ h)− ∂xw(t) + ∂xw(t), ∂xw(t+ h)〉
− 〈∂xw(t), ∂xw(t)〉
}
= lim
h→0
1
h
{〈
1
c
∂tw(t+ h)− 1
c
∂tw(t),
1
c
∂tw(t+ h)
〉
+
〈
1
c
∂tw(t),
1
c
∂tw(t+ h)
〉
−
〈
1
c
∂tw(t),
1
c
∂tw(t)
〉
+ 〈∂xw(t+ h)− ∂xw(t), ∂xw(t+ h)〉
+ 〈∂xw(t), ∂xw(t+ h)〉 − (∂xw(t), ∂xw(t)〉
}
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= lim
h→0
1
h
{〈
1
c
∂tw(t+ h)− 1
c
∂tw(t),
1
c
∂tw(t+ h)
〉
+
〈
1
c
∂tw(t+ h)− 1
c
∂tw(t),
1
c
∂tw(t)
〉
+ 〈∂xw(t+ h)− ∂xw(t), ∂xw(t+ h)〉
+ 〈∂xw(t+ h)− ∂xw(t), ∂xw(t)〉
}
= 2
〈
1
c
∂w(t),
1
c
∂2tw(t)
〉
s−2
+ 2〈∂xw(t), ∂t∂xw(t)〉s−2
desde que:〈
1
c
∂tw(t)|1
c
∂2tw(t)
〉
s−2
=
1
c2
〈∂tw(t), ∂2tw(t)〉 =
1
c2
〈
∂tw(t)|c2∂2xw(t)
〉
s−2
= 〈∂tw(t), ∂2xw(t)〉
y
〈∂xw(t), ∂t∂xw(t)〉 = lim
h→0
〈
∂xw(t),
∂xw(t+ h)− ∂xw(t)
h
〉
s−2
= − lim
h→0
〈
∂2xw(t),
w(t+ h)− w(t)
h
〉
s−2
= −〈∂2xw(t), ∂tw(t)〉s−2
adema´s como w es de valores reales, obtenemos el resultado:
∂tEs(t) =− 2
〈
∂2xw(t), ∂tw(t)
〉
s−2
+ 2
〈
∂2xw(t), ∂tw(t)
〉
s−2
= 0
tomando extremos,
∂tEs(t) = 0, ∀t ∈ [0, T ],
y de esto
Es(t) = Es(0), ∀t ∈ [0, T ].
Usando e´ste lema podemos demostrar la unicidad de la solucio´n.
Corolario 4. Existe a lo ma´s una solucio´n de la ecuacio´n de onda (O).
Demostracio´n. Supongamos que u1 y u2 son dos soluciones de (O), sea w = u1−u2,
entonces w(0) = u1(0) − u2(0) = φ − φ = 0 tomando extremos resulta w(0) = 0,
adema´s:
∂2tw(t) = ∂
2
t (u1(t)− u2(t)) = ∂2t u1(t)− ∂2t u2(t)
= c2∂2xu1(t)− c2∂2xu2(t) = c2∂2xw(t)
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tomando extremos ∂2tw(t) = c
2∂2xw(t), y w satisface las condiciones del lema previo
2. Por lo tanto:
Es(t) = Es(0) =
∥∥∥∥1c∂tw(0)
∥∥∥∥2
s−2
+ ‖∂xw(0)‖2s−2 = 0
en consecuencia cada norma debe ser cero
∂tw(t) = ∂xw(t) = 0, ∀t ∈ [0, T ]
se deduce que w debe ser independiente de t, es decir, w(t) = w(0) = 0 = u1(t)− u2(t)
para todo t ∈ [0, T ]. Esto finaliza la prueba.
La solucio´n en s´ı se puede obtener formalmente utilizando la transformada de
Fourier. Escribiendo û(t, k) = (û(t)) y f̂(t, k) = (f̂(t))(k) como de costumbre, obten-
emos
(O1)
∣∣∣∣∣∣
û ∈ C([0, T ]; l2s)
∂2t û(t, k) = −c2k2û(t, k)
û(0) = φ̂ ∈ l2s , ∂tû(0) = ψ̂ ∈ l2s−1.
Este es un sistema homoge´neo desacoplado de ecuaciones diferenciales ordinarias de
segundo orden lineal, cada uno de los cuales esta´ provisto de un par apropiado de
condiciones iniciales. Sus soluciones esta´n dadas por:
û(t, k) =
{
(cos(c|k|t))φ̂(k) + sen(c|k|t)
c|k|
ψ̂(k), k 6= 0
φ̂(0) + tψ̂(0), k = 0.
Por lo tanto, las soluciones deben ser dadas por:
u(t) = φ̂(0) + tψ̂(0) +
∑
k 6=0
û(t, k)eikx. (2.24)
Para reescribirlo, de forma ma´s concisa, es conveniente introducir las siguientes fun-
ciones del operador D = 1
i
∂x.
Sea f ∈ P ′ y consideremos los siguientes operadores lineales:
C(t)f = (cos(c|D|t))f =
∞∑
k=−∞
(cos(c|k|t))f̂(k)eikx, (2.25)
S(t)f = (sen(c|D|t))f =
∞∑
k=−∞
(sen(c|k|t))f̂(k)eikx, (2.26)
W (t)f =
S(t)
c|D| =
sen(c|D|t)
c|D| f =
∞∑
k=−∞
(sen(c|k|t))
c|k| f̂(k)e
ikx, (2.27)
donde en (2.27) se estipulo´:
sen(c|k|t)
c|k|
∣∣∣∣
k=0
= t
estos tres objetos esta´n bien definidos ya que todas las sucesiones involucradas esta´n
limitadas. Es fa´cil comprobar que son mapeos lineales y continuos de P ′ en s´ı mismos
y que, como tales, dependen continuamente de t. Adema´s W (0) = 0, C(0) = 1 y
C(t)f = ∂tW (t)f
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en el sentido de que:
lim
h→0
〈
W (t+ h)−W (t)
h
f, φ
〉
= 〈C(t)f, φ〉, ∀φ ∈ P
sigue de esto que (2.24) puede ser escrito como
u(t) = ∂tW (t)φ+W (t)ψ. (2.28)
Queda por mostrar que (2.24) pertenece a Hsper y es la solucio´n de la ecuacio´n de onda
(O). Estableceremos este resultado en los pro´ximos dos teoremas. El primero muestra
que
u(t) = ∂tW (t)φ+W (t)ψ
satisface la ecuacio´n de onda.
(O)
∣∣∣∣∣∣
u ∈ C([0, T ], Hsper) ∩ C1([0, T ];Hs−1per )
∂2t u = c
2∂2xu(t)
u(0) = φ ∈ Hsper, ∂tu(0) = ψ ∈ Hs−1per .
El u´ltimo esta´ dedicado a la dependencia continua.
Teorema 14. Sea s ∈ R fijo. Entonces W (t) ∈ B(Hs−1per , Hsper) para todo t ∈ R y el
mapeo t ∈ R→ W (t) es fuertemente continuo, esto es,
lim
t→t′
‖W (t)ψ −W (t′)ψ‖s = 0, ∀ψ ∈ Hs−1per , ∀t ∈ R. (2.29)
Adema´s,
lim
h→0
∥∥∥∥W (t+ h)ψ −W (t)ψh − C(t)ψ
∥∥∥∥
s−1
= 0, (2.30)
y
lim
h→0
∥∥∥∥∂tW (t+ h)ψ − ∂tW (t)ψh + c2|D|2W (t)ψ
∥∥∥∥
s−2
= 0, (2.31)
converge uniformemente con respecto a t. En particular W (t)ψ satisface W (0)ψ = 0,
∂tW (0)ψ = ψ y resuelve la ecuacio´n de onda
∂2tW (t)ψ = c
2∂2xW (t)ψ
con las derivadas de tiempo calculadas segu´n (2.30) y (2.31)
Demostracio´n. La prueba lo hemos organizado de la siguiente forma:
1. Primero probaremos que W (t)ψ ∈ Hsper. Sea t > 0, ψ ∈ Hs−1per entonces se tiene:
‖W (t)ψ‖2s = 2π
+∞∑
k=−∞
(1 + k2)s
∣∣∣∣sen(c|k|t)c|k| ψ̂(k)
∣∣∣∣2
≤ 2π
+∞∑
k=−∞
(1 + k2)s−1(1 + k2)
∣∣∣∣ 1c|k| ψ̂(k)
∣∣∣∣2
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= 2π
+∞∑
k=−∞
(1 + k2)s−1(1 + k2)
1
c2k2
|ψ̂(k)|2
=
2π
c2
+∞∑
k=−∞
(1 + k2)s−1
(
1
k2
+ 1
)
|ψ̂(k)|2
≤ 4π
c2
+∞∑
k=−∞
(1 + k2)s−1|ψ̂(k)|2 = 2
c2
||ψ||2s−1 <∞
en consecuencia, W (t)ψ ∈ Hsper.
2. Ahora probaremos la continuidad fuerte (2.29). Sea t′ ∈ R fijo, entonces:
‖W (t)ψ −W (t′)ψ‖2s
= 2π
+∞∑
k=−∞
(1 + k2)s
∣∣∣∣sen(c|k|t)c|k| ψ̂(k)− sen(c|k|t′)c|k| ψ̂(k)
∣∣∣∣2
= 2π
+∞∑
k=−∞
(1 + k2)s|ψ̂(k)|2 1
c2k2
| sen(c|k|t)− sen(c|k|t′)︸ ︷︷ ︸
H(k,t):=
|2 (2.32)
Se observa que lim
t→t′
H(k, t) = 0. Ahora necesitamos la convergencia uniforme de
la serie (2.32) para el intercambio de l´ımites y para esto, acotamos el k-e´simo
te´rmino de la serie y los mayoramos por una serie convergente, i.e.
Ik,t = 2π(1 + k
2)s|ψ̂(k)|2 1
c2k2
|sen(c|k|t)− sen(c|k|t′)|2
≤ 2π(1 + k2)s−1(1 + k2) 2
c2k2
|ψ̂(k)|2
=
4π
c2
(1 + k2)s−1
(
1
k2
+ 1
)
|ψ̂(k)|2
≤ 8
c2
π(1 + k2)s−1|ψ̂(k)|2.
As´ı
+∞∑
k=−∞
Ik,t ≤ 4
c2
||ψ||2s−1 <∞
en consecuencia usando el M-test de Weierstrass tenemos que la serie (2.32)
converge absoluta y uniformemente a una funcio´n continua en t y podemos in-
tercambiar el l´ımite y obtenemos:
lim
t→t′
‖W (t)ψ −W (t′)ψ‖s =
+∞∑
k=−∞
lim
t→t′
Ik,t = 0.
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3. Seguidamente probaremos (2.30). Sea t ∈ R fijo pero arbitrario. Se tiene:∥∥∥∥W (t+ h)ψ −W (t)ψh − C(t)ψ
∥∥∥∥2
s−1
= 2π
+∞∑
k=−∞
(1 + k2)s−1
∣∣∣∣∣sen(c|k|(t+ h))ψ̂(k)− sen(c|k|t)ψ̂(k)c|k|h − cos(c|k|t)ψ̂(k)
∣∣∣∣∣
2
= 2π
+∞∑
k=−∞
(1 + k2)s−1|ψ̂(k)|2
∣∣∣∣∣∣∣∣∣
sen(c|k|(t+ h)))− sen(c|k|t)
c|k|h − cos(c|k|t)︸ ︷︷ ︸
H(k,h):=
∣∣∣∣∣∣∣∣∣
2
.
(2.33)
Se observa que lim
h→0
H(k, h) = 0. Ahora necesitamos la convergencia uniforme de
la serie para el intercambio de l´ımites. Para esto, acotamos el k-e´simo te´rmino
de la serie (2.33) y lo mayoramos por una serie convergente. En efecto, usando
el teorema del valor medio, sobre el intervalo, [0, h] para h > 0
sen(c|k|(t+ h))− sen(c|k|t)
h
= c|k|cos(c|k|(t+ c1))
con c1 ∈ [0, h] luego,∣∣∣∣sen(c|k|(t+ h))− sen(c|k|t)c|k|h
∣∣∣∣ = |cos(c|k|(t+ c1))| ≤ 1.
Ana´logamente se obtiene para h < 0
sen(c|k|(t))− sen(c|k|(t+ h)
−h = c|k|cos(c|k|(t+ c2))
con c2 ∈ [h, 0] luego,∣∣∣∣sen(c|k|(t+ h))− sen(c|k|t)c|k|h
∣∣∣∣ = |cos(c|k|(t+ c2))| ≤ 1
en consecuencia para |h| > 0 se obtiene la acotacio´n requerida para el k-e´simo
te´rmino:
Ik,h = 2π(1 + k
2)s−1|ψ̂(k)|2
∣∣∣∣sen(c|k|(t+ h))− sen(c|k|t)c|k|h − cos(c|k|t)
∣∣∣∣2
≤ 8π(1 + k2)s−1|ψ̂(k)|2.
As´ı
+∞∑
k=−∞
Ik,h ≤ 4||ψ||2s−1 <∞
y en consecuencia. por el M-test de Weierstrass. tenemos que la serie (2.33)
converge absoluta y uniformemente a una funcio´n continua en h y podemos in-
tercambiar el l´ımite y en consecuencia
lim
h→0
∥∥∥∥W (t+ h)ψ −W (t)ψh − C(t)ψ
∥∥∥∥2
s−1
=
+∞∑
k=−∞
lim
h→0
Ik,h = 0.
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4. Seguidamente probaremos (2.31). Sea t ∈ R fijo pero arbitrario. Tenemos:∥∥∥∥∂tW (t+ h)ψ − ∂tW (t)ψh + c2|D|2W (t)ψ
∥∥∥∥
s−2
= 2π
+∞∑
k=−∞
(1 + k2)s−2
∣∣∣∣∣cos(c|k|(t+ h))ψ̂(k)− cos(c|k|t)ψ̂(k)h
+c2k2
sen(c|k|t)
c|k| ψ̂(k)
∣∣∣∣2
= 2π
+∞∑
k=−∞
(1 + k2)s−2|ψ̂(k)|2
∣∣∣∣cos(c|k|(t+ h))− cos(c|k|t)h + c|k|sen(c|k|t)
∣∣∣∣2
= 2π
+∞∑
k=−∞
(1 + k2)s−2|ψ̂(k)|2c2k2
∣∣∣∣∣∣∣∣∣
cos(c|k|(t+ h))− cos(c|k|t)
c|k|h + sen(c|k|t)︸ ︷︷ ︸
H(k,h):=
∣∣∣∣∣∣∣∣∣
2
.
(2.34)
Se observa que lim
h→0
H(k, h) = 0. Ahora necesitamos la convergencia uniforme de
la serie (2.34) para el intercambio de l´ımites. Para esto, acotamos el k-e´simo
te´rmino de la serie y los mayoramos por una serie convergente. Como:∣∣∣∣cos(c|k|(t+ h))− cos(c|k|t)c|k|h
∣∣∣∣ = ∣∣∣∣−4sen(c|k|(t+ h/2))sen(c|k|h/2)c|k|h/2
∣∣∣∣ ≤ 4
entonces ya podemos acotar el k-e´simo te´rmino de la serie
Ik,h = 2π(1 + k
2)s−1(1 + k2)−1c2k2||ψ̂(k)|2|H(k, h)|2
≤ 25c22π(1 + k2)s−1(1 + k2)−1(1 + k2)|ψ̂(k)|2
= 25c22π(1 + k2)s−1|ψ̂(k)|2
As´ı
+∞∑
k=−∞
Ik,h ≤ 25c2||ψ||2s−1 <∞
y usando el M-test de Weierstrass tenemos que la serie (2.34) converge absoluta
y uniformemente a una funcio´n continua en h y podemos intercambiar el l´ımite
y conseguimos:
lim
h→0
∥∥∥∥∂tW (t+ h)ψ − ∂tW (t)ψh + c2|D|2W (t)ψ
∥∥∥∥
s−2
=
+∞∑
k=−∞
lim
h→0
Ik,h = 0.
Teorema 15. Sea s ∈ R fijo. Entonces, C(t) ∈ B(Hsper) para todo t ∈ R y el mapeo
t ∈ R→ W (t) es fuertemente continuo, esto es,
lim
t→t′
‖C(t)φ− C(t′)φ‖s = 0, ∀φ ∈ Hsper, ∀t ∈ R. (2.35)
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Adema´s,
lim
h→0
∥∥∥∥C(t+ h)φ− C(t)φh + c|D|sen(c|D|t)φ
∥∥∥∥
s−1
= 0 (2.36)
y
lim
h→0
∥∥∥∥∂tC(t+ h)φ− ∂tC(t)φh + c2|D|2C(t)φ
∥∥∥∥
s−2
= 0 (2.37)
converge uniformemente respecto a t. En particular: C(t)φ satisface C(0)φ = φ,
∂tC(0)φ = φ y resuelve la ecuacio´n de onda
∂2tC(t)φ = c
2∂2xC(t)φ
donde la derivada en el tiempo esta calculada de acuerdo a: (2.36) y (2.37).
Demostracio´n. La prueba lo hemos organizado de la siguiente forma:
1. Primero probaremos (2.35). Sea t′ ∈ R fijo. Se tiene
‖C(t)φ− C(t′)φ‖2s
= 2π
+∞∑
k=−∞
(1 + k2)s
∣∣∣cos(c|k|t)φ̂(k)− cos(c|k|t′)φ̂∣∣∣2
= 2π
+∞∑
k=−∞
(1 + k2)s|φ̂(k)|2
∣∣∣∣∣∣∣cos(c|k|t)− cos(c|k|t′)︸ ︷︷ ︸H(k,t):=
∣∣∣∣∣∣∣
2
. (2.38)
Se observa que lim
t→t′
H(k, t) = 0. Ahora necesitamos la convergencia uniforme de
la serie (2.38) para el intercambio de limites. Para esto, acotamos el k-e´simo
te´rmino de la serie y los mayoramos por una serie convergente. En efecto, como
H(k, t) ≤ 2, entonces:
Ik,t = 2π(1 + k
2)s|φ̂(k)|2|cos(c|k|t)− cos(c|k|t′)|2
≤ 8π(1 + k2)s|φ|2 ≤ 4||φ||2
en consecuencia, por el M-test de Weierstrass, la serie (2.38) converge absoluta y
uniformemente a una funcio´n continua en t y podemos intercambiar los l´ımites,
obteniendo:
lim
t→t′
‖C(t)φ− C(t′)φ‖2s =
+∞∑
k=−∞
lim
t→t′
Ik,t = 0.
2. Seguidamente probaremos (2.36). Sea t ∈ R fijo∥∥∥∥C(t+ h)φ− C(t)φh + c|D|sen(c|D|t)φ
∥∥∥∥2
s−1
= 2π
+∞∑
k=−∞
(1 + k2)s−1
∣∣∣∣∣cos(c|k|(t+ h))φ̂(k)− cos(c|k|t)φ̂(k)h + c|k|sen(c|k|t)φ̂(k)
∣∣∣∣∣
2
= 2π
+∞∑
k=−∞
(1 + k2)s−1|φ̂(k)|2c|k|
∣∣∣∣∣∣∣∣∣
cos(c|k|(t+ h))− cos(c|k|t)
c|k|h + sen(c|k|t)︸ ︷︷ ︸
H(k,h):=
∣∣∣∣∣∣∣∣∣
2
.
(2.39)
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Se observa que lim
h→0
H(k, t) = 0. Ahora necesitamos la convergencia uniforme de
la serie (2.39) para el intercambio de l´ımites. Para esto, acotamos el k-e´simo
te´rmino de la serie por una serie convergente. Usando el teorema del valor medio
en [0, h] para h > 0 se tiene:
cos(c|k|(t+ h)− cos(c|k|t))
c|k|h = −c|k|sen(c|k|(t+ c1))
donde c1 ∈ (0, h) luego |H(k, t)| ≤ 2c|k| y podemos acotar el k-e´simo te´rmino de
la serie:
Ik,h = 2π(1 + k
2)s−1|φ̂(k)|2c|k||H(k, t)|
≤ 2πc(1 + k2)s−1|k||φ̂(k)|22c|k|
= 4πc2(1 + k2)s−1|k|2|φ̂(k)|2
≤ 4πc2(1 + k2)s−1(1 + k2)φ̂(k)|2
= 2πc2(1 + k2)s|φ̂(k)|2
luego
+∞∑
k=−∞
Ik,h ≤ c||φ||2 <∞
en consecuencia por el M-test de Weierstrass la serie (2.39) converge absoluta y
uniformemente a una funcio´n continua en h y podemos intercambiar los l´ımites
lim
h→0
∥∥∥∥C(t+ h)φ− C(t)φh + c|D|sen(c|D|t)φ
∥∥∥∥
s−1
=
+∞∑
k=−∞
lim
h→0+
Ik,h = 0.
Ana´logamente se demuestra el l´ımite lateral izquierdo.
3. Ahora probaremos (2.37). Sea t ∈ R se tiene:∥∥∥∥∂tC(t+ h)φ− ∂tC(t)φh + c2|D|2C(t)φ
∥∥∥∥2
s−2
= 2π
∞∑
k=−∞
(1 + k2)s−2
∣∣∣∣−c|k|sen(c|k|(t+ h))φ̂(k) + c|k|sen(c|k|t)φ̂(k)h
+ c2k2cos(c|k|t)φ̂(k)
∣∣∣∣2
= 2π
∞∑
k=−∞
(1 + k2)s−2c2k2φ̂(k)|2
∣∣∣∣∣∣∣∣∣
sen(c|k|(t+ h))− sen(c|k|t)
c|k|h − cos(c|k|t)︸ ︷︷ ︸
H(k,h):=
∣∣∣∣∣∣∣∣∣
2
.
(2.40)
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Se observa que lim
h→0
H(k, h) = 0. Ahora necesitamos la convergencia uniforme de
la serie para el intercambio de l´ımites. Para esto, acotamos el k-e´simo te´rmino de
la serie y lo mayoramos por una serie convergente. Usando el teorema del valor
medio en [0, h] para h > 0 se tiene:
sen(c|k|(t+ h)− sen(c|k|t))
c|k|h = c|k|cos(c|k|(t+ c1))
donde c1 ∈ (0, h) luego |H(k, t)| ≤ 2c|k| y podemos acotar el k-e´simo te´rmino de
la serie
Ik,h = 2π(1 + k
2)s(1 + k2)−2c2k2φ̂(k)|2|H(k, t)|
≤ c22π(1 + k2)s|φ̂(k)|2
luego
+∞∑
k=−∞
Ik,h ≤ c2||φ||2s <∞
en consecuencia por el M-test de Weierstrass la serie (2.40) converge absoluta y
uniformemente a una funcio´n continua en h y podemos intercambiar los l´ımites
lim
h→0+
∥∥∥∥∂tC(t+ h)φ− ∂tC(t)φh + c2|D|2C(t)φ
∥∥∥∥2
s−2
=
+∞∑
k=−∞
lim
h→0+
Ik,h = 0.
Ana´logamente se demuestra el l´ımite lateral izquierdo.
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3 Ecuacio´n KdV-Kuramoto-Sivashinsky
En este capitulo estudiaremos, siguiendo las ideas de [6,14], el buen planteamiento, la
regularidad y el comportamiento asinto´tico, de la solucio´n de la ecuacio´n KdV-K-S.
Tambien estudiamos dicha ecuacio´n cuando el para´metro adimensional β tiende a cero
(eliminacio´n del te´rmino disipativo). Queremos enfatizar que (P) esta bien puesto y
que fue probado intuitivamente en el art´ıculo [14].
Adema´s, en la primera seccio´n se habla sobre el art´ıculo de Topper y Kawahara [17],
titulado Approximate equations for long nonlinear waves on a viscous fluid. En di-
cho articulo se obtiene el modelo de la ecuacio´n no lineal, para ondas largas tridimen-
sionales en un fluido viscoso de Kuramoto-Sivashinsky, de la cual se extrae la ecuacio´n
lineal unidimensional motivo de esta tesis.
(P ) ut + uxxx + β(uxxxx + uxx) = 0 en H
s−4 con u(0) = φ ∈ Hs
3.1 Aspectos f´ısicos del modelo no lineal de Kuramoto-
Sivashinsky
En el art´ıculo de Topper y Kawahara [17], se aplica un me´todo sistema´tico de pertur-
bacio´n de ondas largas tridimensionales en una pel´ıcula l´ıquida viscosa, y se obtiene
la ecuacio´n de evolucio´n no lineal que incorpora los efectos de disipacio´n y dispersio´n.
Se muestra que tanto el te´rmino derivada de cuarto orden como la tridimensionalidad
tienen efectos estabilizadores.
Varios autores han investigado los movimientos de onda en una capa l´ıquida sobre
un plano inclinado desde varios puntos de vista. Este problema ha llamado mucho
la atencio´n, no solo porque es interesante como un problema ba´sico de dina´mica de
fluidos, sino tambie´n porque es importante en problemas de ingenier´ıa.
En dicho trabajo, se obtienen ecuaciones aproximadas para ondas largas tridimension-
ales en un fluido viscoso, que fluye por un plano inclinado de a´ngulo θ. Johnson ha
derivado recientemente la ecuacio´n Korteweg-de Vries-Burgers.
Para este problema. El te´rmino derivada de segundo orden de esta ecuacio´n cambia
de signo en el valor cr´ıtico del nu´mero de Froude, F = 5/2. Por lo tanto, la condicio´n
F < 5/2 indica amortiguacio´n de onda, pero la condicio´n F > 5/2 indica una inesta-
bilidad.
Se tomaron en cuenta los efectos de disipacio´n de orden superior y generalizaron el
resultado de Johnson a ondas largas tridimensionales.
Se prueba que el te´rmino derivada de cuarto orden de la ecuacio´n generalizada puede
suprimir la inestabilidad que aparece en la ecuacio´n de tipo Korteweg-de Vries-Burgers
cuando F > 5/2. Adema´s, se muestra que la estructura tridimensional de las ondas
puede suprimir una inestabilidad.
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3.1.1 Ecuaciones ba´sicas
Se considero´, en el art´ıculo mencionado [17], el movimiento tridimensional de un fluido
viscoso e incompresible que fluye hacia abajo en un plano inclinado con a´ngulo de incli-
nacio´n θ. Las coordenadas x′, y′ y z′ se toman por el plano inclinado, normal al plano
y en direccio´n transversal, respectivamente. Los componentes de velocidad x′, y′, z′ y
la distribucio´n de velocidad media se denotan por u′, ζ ′, w′ y U ′(y′), respectivamente.
La profundidad no perturbada es h0, y la perturbada es h
′(x′, z′, t′).
Utilizando la ecuacio´n de continuidad, la ecuacio´n de Navier-Stokes y las condiciones de
l´ımite del plano y la superficie libre se redujo a la forma no dimensional (2.1) ∼ (2.10)
en [17]. En dichas expresiones se introdujeron variables adimensionales de la siguiente
manera:
x′ = ι0x, y
′ = h0y, z
′ = ι0z, U
′ = U0U, u
′ = U0u,
v′ =
h0
ι0
U0v, w
′ = U0w, , t
′ =
ι0
U0
t, h′ = h0(1 + η),

La longitud caracter´ıstica de la perturbacio´n viene dada por ι0 y la velocidad car-
acter´ıstica se elige para que sea U0 =
√
gh0cosθ. Por lo tanto, los para´metros no
dimensionales introducidos, debido a la viscosidad, son:
el para´metro de onda larga, δ = h0/ι0,
el nu´mero de Reynolds, R = U0h0/ν,
el nu´mero de Froude, R = U0h0/νF = gh
2
0sinθ/νU0
y el nu´mero de Weber,W = T/ρgh20cosθ

donde g es la aceleracio´n debida a la gravedad, v la viscosidad cinema´tica y T la tensio´n
superficial por unidad de densidad.
3.1.2 Derivacio´n de la ecuacio´n de onda larga
Se considero ondas largas de amplitud pequen˜a, pero finita, que se propagan a la
velocidad de onda cinema´tica. Suponiendo una no linealidad de´bil y una longitud de
onda larga, con el fin de derivar una ecuacio´n simple, que incorpore el efecto de la
viscosidad. Varias posibilidades surgen dependiendo de la importancia relativa de los
para´metros δ, R, F,W y la no linealidad. Para sistematizar el ana´lisis de perturbaciones
y equilibrar los efectos de la viscosidad y la no linealidad de manera sistema´tica, se
supone que los para´metros R,F y W tienen los o´rdenes apropiados en δ.
Luego de obtener las ecuaciones (3.5) y (3.6) en [17], que modelan la onda en el caso
tridimensional, para el caso bidimensional se obtuvo la siguiente ecuacio´n:
φt + φφξ + αφξξ + ϑφξξξ + γφξξξξ = 0 (3.1)
Si γ = 0 se recupera el resultado obtenido por Jhonson; si α < 0 se reduce a la
ecuacio´n de Korteweg-de Vries-Burguer, mientras que, si α > 0 la ecuacio´n resultante
puede conducir a una inestabilidad. Aunque para α < 0, el te´rmino con derivada de
cuarto orden agrega solo un efecto de amortiguacio´n (disipativo) adicional, para α > 0
juega un rol muy importante.
La ecuacio´n con ϑ = 0, α > 0 y γ > 0 tambie´n se ha derivado recientemente en el
campo de la turbulencia qu´ımica. Tambie´n se concluyo´ que la derivada de tercer orden
agrega otro efecto, el efecto de dispersio´n.
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Observacio´n 16. En el presente trabajo de tesis se considera el estudio del problema
de Cauchy de la parte lineal homoge´nea de la ecuacio´n (3.1), con movimiento de onda
unidimensional en los espacios de Sobolev perio´dicos dados:
(P) ut + uxxx + β(uxxxx + uxx) = 0 en H
s−4 con u(0) = φ ∈ Hs,
con para´metros adimensionales α = γ = β; ϑ = 1 en (3.1) y con los te´rminos
uxxx, uxxxx dispersivos y disipativos, respectivamente.
3.2 Enfoque intuitivo v´ıa Fourier
En esta seccio´n, en el enunciado del teorema 16, estamos agregando la regularidad de
la solucio´n de (P ) y su prueba en los items 7 y 8, respectivamente.
Teorema 16. Sea s un nu´mero real fijo, β > 0 y el problema:
(P )
∣∣∣∣∣∣
u ∈ C([0,+∞〉, Hsper)
∂tu+ ∂
3
xu+ β(∂
4
xu+ ∂
2
xu) = 0 ∈ Hs−4per
u(0) = φ ∈ Hsper.
Entonces (P ) esta globalmente bien puesto, esto es, ∃!u ∈ C([0,∞), Hsper) satisfaciendo
la ecuacio´n (P ) as´ı la aplicacio´n : φ → u, que para cada condicio´n inicial φ asigna la
solucio´n u de el PVI (P ), es continua. Adema´s, dicha solucio´n satisface la regularidad:
u(t) ∈ H∞, ∀t > 0
con ‖u(t)‖r ≤ C‖φ‖s, ∀r ∈ R y t > 0, donde
H∞ :=
⋂
r∈R
Hrper.
Demostracio´n. La prueba la hacemos ordenadamente en varios pasos.
1. Primero obtenemos el candidato a la solucio´n. Para conseguir ese candidato
tomamos la transformada de Fourier a la ecuacio´n en (P )
∂tu = −∂3xu− β(∂4xu+ ∂2xu)
y se tiene
∂tu = −(ik)3û− β((ik)4û+ (ik)2û)
= ik3û− β(k4û− k2û)
= (ik3 − β(k4 − k2))û
= (ik3 − β(k2 − 1)k2)û
el cual para cada k es una ecuacio´n diferencial ordinaria con dato inicial û(0) = φ̂.
As´ı, resolviendo el PVI:
(Pk)
∣∣∣∣∣∣
û ∈ C([0,+∞), l2s(Z))
∂tû(k, t) = (ik
3 − β(k2 − 1)k2)û(k, t)
û(k, 0) = φ̂(k)
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obtenemos:
û = e(ik
3−β(k2−1)k2)tφ̂,
luego nuestro candidato a solucio´n es:
u(t) =
+∞∑
k=−∞
û(k, t)φk =
+∞∑
k=−∞
eik
3tFkφ̂(k)φk (3.2)
donde estamos denotando φk(x) = e
ikx y Fk = e
−β(k2−1)k2t. Recordemos que
cuando k ∈ Z y |k| = 1 o k = 0, Fk = 1. Cuando k ∈ Z y 0 6= |k| 6= 1 tenemos
que (k2 − 1)k2 > 0 y desde que β > 0 tenemos que FK → 0 cuando t → +∞.
Adema´s. |eik3t| = 1.
2. En segundo lugar, probaremos que:
u(t) ∈ Hsper y ||u(t)||s ≤ ||φ||s. (3.3)
En efecto, Sea t > 0, φ ∈ Hs y recordando que e−β(k2−1)k2t < 1, tenemos:
‖u(t)‖2Hs = 2π
+∞∑
k=−∞
(1 + k2)s|φ̂(k)|2
∣∣∣eik3te−β(k2−1)k2t∣∣∣2
= 2π
+∞∑
k=−∞
(1 + k2)s|φ̂(k)2|e2ik3t|
∣∣∣e−2β(k2−1)k2t∣∣∣2
≤ 2π
+∞∑
k=−∞
(1 + k2)s|φ̂(k)|2
= ||φ||2s < e
β
2
t||φ||2s <∞ (3.4)
la u´ltima desigualdad es porque e−
β
2
t ≤ 1, ∀t ≥ 0
obviamente (3.3) se obtiene para t = 0. As´ı u(t) ∈ Hsper.
3. Ahora, probaremos que u(·) es continua en [0,∞). Sea t′ ∈ [0,∞), se tiene:
‖u(t)− u(t′)‖2Hs
= 2π
+∞∑
k=−∞
(1 + k2)s|φ̂(k)|2
∣∣∣(e(ik3−β(k2−1)k2)t − e(ik3−β(k2−1)k2)t′)∣∣∣2
= 2π
+∞∑
k=−∞
(1 + k2)s|φ̂(k)|2 |H(t)|2 (3.5)
donde H(t) := e(ik
3−β(k2−1)k2)t − e(ik3−β(k2−1)k2)t′ . Se observa que lim
t→t′
H(t) = 0.
Para intercambiar los l´ımites, necesitamos de la convergencia uniforme de la serie.
Para esto, tomamos el k-e´simo te´rmino de la serie (3.5) y lo mayoramos por una
serie convergente, i.e.
Ik,t :=2π(1 + k
2)s|φ̂(k)|2
∣∣∣e(ik3−β(k2−1)k2)t − e(ik3−β(k2−1)k2)t′∣∣∣2
≤8π(1 + k2)s|φ̂(k)|2,
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donde hemos usado la desigualdad triangular (propiedad de la norma) y la de-
sigualdad e−θ ≤ 1 siempre que θ ≥ 0. As´ı:
+∞∑
k=−∞
Ik,t ≤ 4‖φ‖2Hsper <∞,
y usando el M-test de Weierstrass, tenemos que la serie (3.5) converge absoluta y
uniformemente a una funcio´n continua en t. Luego, esta´ permitido el intercambio
de l´ımite y obtenemos:
lim
t→t′
‖u(t)− u(t′)‖2Hsper =
+∞∑
k=−∞
lim
t→t′
Ik,t = 0.
y as´ı concluimos que:
lim
t→t′
||u(t)− u(t′)||Hsper = 0.
4. Seguidamente probaremos que u satisface la diferenciabilidad.∥∥∥∥u(t+ h)− u(t)h + ∂3xu+ β(∂4xu+ ∂2xu)
∥∥∥∥
Hs−4
→ 0 cuando h→ 0.
En efecto:∥∥∥∥u(t+ h)− u(t)h + ∂3xu+ β(∂4xu+ ∂2xu)
∥∥∥∥2
Hs−4
= 2π
+∞∑
k=−∞
(1 + k2)s−4|ϕ(k)|2
∣∣∣∣∣e(ik
3−β(k2−1)k2)(t+h) − e(ik3−β(k2−1)k2)t
h
+ (ik)3e(ik
3−β(k2−1)k2)t + β((ik)4 + (ik)2)e(ik
3−β(k2−1)k2)t
∣∣∣∣∣
2
= 2π
+∞∑
k=−∞
(1 + k2)s−4|ϕ(k)|2
∣∣∣e(ik3−β(k2−1)k2)tM(h)∣∣∣2 (3.6)
donde:
M(h) :=
{
e(ik
3−β(k2−1)k2)h − 1
h
+ (ik)3 + β((ik)4 + (ik)2)
}
.
Usando la regla de L’Hospital, se tiene que M(h)→ 0 cuando h→ 0.
Ahora necesitamos las convergencia uniforme de la serie para habilitar el inter-
cambio de l´ımites. Para ello procedemos mayorando el k-e´simo te´rmino de serie.
Previamente observemos que para h > 0
e(ik
3−β(k2−1)k2)h − 1
h
=
∫ h
0
1
h
∂
∂s
{
e(ik
3−β(k2−1)k2)s
}
ds
=
∫ h
0
1
h
[(ik3 − β(k2 − 1)k2]e(ik3−β(k2−1)k2)sds
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y tomando mo´dulos, se tiene:∣∣∣∣∣e(ik
3−β(k2−1)k2)h − 1
h
∣∣∣∣∣
≤ 1
h
|(ik)3 − β(k2 − 1)k2|
∫ h
0
∣∣∣e(ik3−β(k2−1)k2)s∣∣∣ ds
=
1
h
|(ik)3 − β(k2 − 1)k2|
∫ h
0
∣∣∣eik3s∣∣∣ ∣∣∣e−β(k2−1)k2)s∣∣∣ ds
≤ 1
h
{|k|3 + β|k|4 + β|k|2}h
= {|k|3 + β|k|4 + β|k|2}. (3.7)
Ahora considerando h < 0 y t ≥ 0 se tiene t + h > 0 para h muy pequen˜o,
obtenemos:∣∣∣∣∣e(ik
3−β(k2−1)k2)(t+h) − e(ik3−β(k2−1)k2)t
h
+ [(ik)3 + β((ik)4 + (ik)2)]e(ik
3−β(k2−1)k2)t
∣∣∣∣∣
=
∣∣∣∣∣e(ik3−β(k2−1)k2)(t+h)
[
1− e(ik3−β(k2−1)k2)(−h)
h
+((ik)3 + β((ik)4 + (ik)2))e(ik
3−β(k2−1)k2)(−h)
] ∣∣∣∣∣
=
∣∣∣∣∣e(ik3−β(k2−1)k2)(t+h)
[
e(ik
3−β(k2−1)k2)(−h) − 1
−h
+((ik)3 + β((ik)4 + (ik)2)e(ik
3−β(k2−1)k2)(−h)
] ∣∣∣∣∣
y tomando norma obtenemos:
=
∣∣∣e(ik3−β(k2−1)k2)(t+h)∣∣∣ ∣∣∣∣e(ik3−β(k2−1)k2)(−h) − 1−h
+ (ik)3 + β((ik)4 + (ik)2)]e(ik
3−β(k2−1)k2)(−h)
∣∣∣∣
≤
∣∣∣∣∣e(ik
3−β(k2−1)k2)(−h) − 1
−h
∣∣∣∣∣+ ∣∣∣(ik)3 + β((ik)4 + (ik)2)e(ik3−β(k2−1)k2)(−h)∣∣∣
del acotamiento anterior (3.7) pues −h > 0 obtenemos:
≤ {|ik|3 + β|ik|4 + |k|2}+ {|ik|3 + β|ik|4 + β|k|2}
= 2{|k|3 + β|k|4 + β|k|2}. (3.8)
Usando las desigualdades (3.7 ) y (3.8) mayoramos |M(h)|2 como sigue:
|M(h)|2 ≤ {2[|k|3 + β|k|4 + β|k|2]}2
≤ [C4|k|4]2
≤ C5(|k|2)4
≤ C5[1 + |k|2]4 (3.9)
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lo cual tambie´n es cierto para el caso t = 0, donde usamos (3.7) solamente.
Pasamos a mayorar el Ik,t,h te´rmino de la serie, donde se usa la estimativa (3.9)
Ik,t,h = (1 + k
2)s−4|ϕ̂(k)|2e−2β(k2−1)k2t[M(h)]2
≤ (1 + k2)s−4|ϕ̂(k)|2|M(h)|2
≤ (1 + k2)s−4|ϕ̂(k)|2C5(1 + |k|2)4
= C5(1 + k
2)s|ϕ̂(k)|2
y desde que la serie 2π
∞∑
k=−∞
(1 + k2)s|ϕ̂(k)|2 = ‖ϕ‖2Hs < ∞ para φ ∈ Hsper,
usando el M-test de Weierstrass tenemos que la serie (3.6) converge absoluta y
uniformemente a una funcio´n continua en h y por lo tanto es posible intercambiar
los l´ımites y obtener:∥∥∥∥u(t+ h)− u(t)h + ∂3xu+ β(∂4xu+ ∂2xu)
∥∥∥∥2
Hs−4
→ 0 cuando h→ 0.
y esto implica lo que queremos probar.
5. Obtenemos la dependencia continua de la solucio´n respecto al dato inicial, esto
es, si φ1 y φ2 son datos iniciales pro´ximos en H
s, entonces sus correspondientes
soluciones u1 y u2 , respectivamente esta´n pro´ximos en el espacio solucio´n. Sea
t > 0
‖u1(t)− u2(t)‖2Hs = 2π
+∞∑
k=−∞
(1 + k2)s
∣∣∣û1(t)(k)− û2(t)(k)∣∣∣2
= 2π
+∞∑
k=−∞
(1 + |k|2)s
∣∣∣e(ik−β(k2−1))k2tφ̂1(k)− e(ik−β(k2−1))k2tφ̂2(k)∣∣∣2
= 2π
+∞∑
k=−∞
(1 + |k|2)s
∣∣∣e(ik−β(k2−1))k2t(φ̂1(k)− φ̂2(k))∣∣∣2
= 2π
+∞∑
k=−∞
(1 + |k|2)s ∣∣eikt∣∣ ∣∣∣eβ(k2−1))k2t∣∣∣ ∣∣∣φ̂1(k)− φ̂2(k)∣∣∣2
≤ 2π
+∞∑
k=−∞
(1 + |k|2)s
∣∣∣φ̂1(k)− φ̂2(k)∣∣∣2
en consecuencia
‖u1(t)− u2(t)‖Hs ≤ ‖φ1 − φ2‖Hs
y tomando supremo sobre [0,+∞) se tiene que :
0 ≤ ‖u1 − u2‖ = sup
t∈R
‖u1(t)− u2(t)‖Hs ≤ ‖φ1 − φ2‖Hs (3.10)
de aqu´ı tenemos que si φ1 → φ2 entonces, u1 → u2.
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6. Unicidad de la solucio´n: La desigualdad (3.10) nos permitira´ mostrar que la
solucio´n es u´nica. En efecto, sea ϕ ∈ Hs y supongamos que existan u1 y u2 dos
soluciones, entonces usando (3.10) tenemos:
‖u1(t)− u2(t)‖Hsper ≤ sup
t∈R
‖u1(t)− u2(t)‖Hsper
≤ ‖φ− φ‖Hsper = 0, ∀t ∈ [0,∞)
de donde concluimos que u1 = u2. As´ı, el problema (P ) esta bien puesto y tiene
una u´nica solucio´n, el cual depende continuamente del dato inicial, siendo esta
solucio´n:
u(x, t) =
∞∑
k=−∞
eik
3t−β(k2−1)k2tφ̂(k)eikx.
7. Ahora, analicemos la regularidad de la solucio´n. Sea t > 0, de (3.4) tenemos para
r > s,
||u(t)||2r = 2π
+∞∑
k=−∞
(1 + |k|2)r|φ̂(k)|2
∣∣∣eik3−β(k2−1)k2t∣∣∣2
= 2π
+∞∑
k=−∞
(1 + |k|2)r|φ̂(k)|2
∣∣∣e2ik3t∣∣∣ ∣∣∣e−β(k2−1)k2t∣∣∣2
= 2π
+∞∑
k=−∞
(1 + |k|2)s|φ̂(k)|2|F (t, k)|
≤ c∗2π
+∞∑
k=−∞
(1 + |k|2)s|φ̂(k)|2 <∞
= C∗||φ||2s.
donde F (k, t) := e−2β(k
2−1)k2t(1 + k2)r−s y satisface |F (t, k)| ≤ C∗, ∀k ∈ Z, t > 0.
As´ı
u(t) ∈ Hrper, ∀r ∈ (s.+∞) (3.11)
El caso r = s ya probamos en el item 2.
8. Ahora, consideremos el caso r < s . Aqu´ı nosotros tenemos Hsper ⊂ Hrper y por
el dato inicial φ ∈ Hsper entonces φ ∈ Hrper satisfaciendo:
‖φ‖r ≤ ‖φ‖s (3.12)
de (3.4) para r < s y usando (3.12) tenemos ||u(t)||2r ≤ ||φ||2r ≤ ||φ||2s <∞.
Esto es,
u(t) ∈ Hrper, ∀r ∈ (−∞, s). (3.13)
En consecuencia, de (3.11) y (3.13) concluimos que para t > 0, u(t) ∈ Hrper, ∀r ∈
R, existe C := max{1,√c∗} tal que
||u(t)||r ≤ C||φ||s, ∀r ∈ R, ∀t > 0.
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Como consecuencia del teorema anterior 16, tenemos el siguiente corolario
Corolario 5. Con las hipo´tesis del precedente teorema obtenemos:
u ∈ C([0,∞), Hsper), ∀r ≤ S
Tambie´n ‖u(t)‖r ≤ ‖φ‖s, ∀t ≥ 0, ∀r ≤ s y sup
t≥0
‖u(t)‖r ≤ ‖φ‖s, ∀r ≤ s
Si r > s entonces ‖u(t)‖r ≤
√
C∗‖φ‖s, ∀t > 0 donde C∗ cumple |G(k, t)| ≤ C∗, ∀k ∈ Z,
∀t > 0, con G(k, t) = e2β(k2−1)k2t(1 + k2)r−s. Finalmente
‖u(t)‖r = min{1,
√
C∗}‖φ‖s, > 0, ∀r ∈ R.
Corolario 6. La u´nica solucio´n de la ecuacio´n (P ) es:
u(x, t) =
+∞∑
k=−∞
eik
3t−β(k2−1)k2tφ̂(k)eikx.
3.3 Enfoque v´ıa Semigrupos
En esta seccio´n presentamos una familia de operadores que forman un semigrupo de
clase C0, tal como lo hacemos en el teorema 17. Finalmente, establecemos el teorema
18, que es una versio´n fina del teorema 17, basada en el semigrupo {S(t)}t≥0.
Teorema 17. Sea β > 0 y s ∈ R. La aplicacio´n S : [0,∞)→ L(Hsper), que asigna a t el
operador S(t) = e−(∂
3
x+β(∂
4
x+∂
2
x))t, es decir, aplica S(t)φ = {e−(ik3t−β(k4−k2))tφ̂(k)}∨, {S(t)}t≥0
es un semigrupo de clase C0 de contraccio´n en H
s
per. Adema´s las siguientes afirma-
ciones se cumplen:
1. S(·)φ ∈ C([0,∞), Hsper)
2. La aplicacio´n φ→ S(·)φ es continua y verifica:
‖S(t)φ1 − S(t)φ2‖Hsper ≤ ‖φ1 − φ2‖Hsper , ∀t > 0
y
sup
t≥0
||S(t)φ1 − S(t)φ2||Hsper ≤ ||φ1 − φ2||Hsper .
Demostracio´n. La prueba lo hemos organizado de la siguiente forma.
1. Primero observemos que
S(0)φ = {e−(ik3−β(k4−k2))(0)φ̂(k)}∨ = {φ̂(k)}∨ = φ
as´ı S(0) = I. Adema´s de la propiedad de linealidad de la transformada de
Fourier y de su inversa, tenemos que S(t) es lineal, es decir, S(t) ∈ L(Hsper)
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2. Si φ ∈ Hsper probaremos que S(t)φ ∈ Hsper y ||S(t)φ||s ≤ ‖|φ||s, esto es,
||S(t)|| < 1.
En efecto, similar a (3.4) se tiene:
‖S(t)φ‖2per = 2π
+∞∑
k=−∞
(1 + |k|2)s
∣∣∣eik3t−β(k2−1)k2tφ̂(k)∣∣∣2
= 2π
+∞∑
k=−∞
(1 + |k|2)s
∣∣∣e2ik3t∣∣∣ ∣∣∣e−2β(k2−1)k2t∣∣∣ ∣∣∣φ̂(k)∣∣∣2
= 2π
+∞∑
k=−∞
(1 + |k|2)s|φ̂(k)|2e−2β(k2−1)k2t
≤ 2π
+∞∑
k=−∞
(1 + |k|2)s|φ̂(k)|2 = ‖φ‖2Hsper <∞. (3.14)
Entonces:
S(t)φ ∈ Hsper y ||S(t)φ||s ≤ ||φ||s, esto es, S(t) ∈ L(Hsper) con ||S(t)|| ≤ 1.
3. Seguidamente probaremos que: S(t+ r) = S(t)S(r), ∀t, r ≥ 0.
S(t+ r)f(x) = 2π
+∞∑
k=−∞
eik
3(t+r)−β(k2−1)k2(t+r)f̂(k)eikx
= 2π
+∞∑
k=−∞
eik
3t−β(k2−1)k2t
{
eik
3r−β(k2−1)k2rf̂(k)
}
eikx
= S(t)g(x),
donde g es tal que: ĝ(k) = eik
3r−β(k2−1)k2rf̂(k), ∀k ∈ Z. As´ı
g(x) = 2π
+∞∑
k=−∞
eik
3r−β(k2−1)k2rf̂(k)eikx = S(r)f(x)
en consecuencia S(t+ r)f = S(t)S(r)f, ∀t, r ≥ 0.
4. Ahora, probaremos la continuidad de: t→ S(t)φ
‖S(t+ h)φ− S(t)φ‖Hsper → 0, cuando, h→ 0. (3.15)
En efecto, usando el item 3 de la prueba del teorema anterior, tenemos:
‖S(t+ h)φ− S(t)φ‖2Hsper
= 2π
+∞∑
k=−∞
(1 + k2)s
∣∣∣(eik3(t+h)−β(k2−1)k2(t+h) − eik3te−β(k2−1)k2t)φ̂(k)∣∣∣2
= 2π
+∞∑
k=−∞
(1 + k2)s|φ̂(k)|2|H(k, h)|2 (3.16)
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donde
H(k, h) := eik
3(t+h)−β(k2−1)k2(t+h) − e(ik3−β(k2−1)k2)t.
Observamos que: lim
h→0
H(k, h) = 0. Ahora necesitamos otra ves la convergencia
uniforme de la serie para el intercambio de l´ımites. Para esto, tomemos el te´rmino
Ik,h de la serie (3.16) y lo acotamos por una serie convergente, esto es:
Ik,t,h = 2π(1 + k
2)s|φ̂(k)|2
∣∣∣e(ik3−β(k2−1)k2)(t+h) − e(ik3−β(k2−1)k2)t∣∣∣2
= 2π(1 + k2)s|φ̂(k)|2
∣∣∣e(ik3−β(k2−1)k2)t∣∣∣2 ∣∣∣e(ik3−β(k2−1)k2)h − 1∣∣∣2
≤ 8π(1 + k2)s|φ̂(k)|2,
donde hemos usado la desigualdad triangular (propiedad de la norma) y la de-
sigualdad e−θ ≤ 1 para θ ≥ 0. As´ı
∞∑
k=−∞
Ik,t,h ≤ 4||φ||2per <∞ (3.17)
entonces usando el M-test de Weierstrass obtenemos que la serie (3.16) converge
absoluta y uniformemente a una funcio´n continua en h luego podemos intercam-
biar los l´ımites, esto es:
lim
h→0
||S(t+ h)φ− S(t)φ||2per =
∞∑
k=−∞
lim
h→0
Ik,h,t = 0
y de esto concluimos: (3.15):
lim
h→0
||S(t+ h)φ− S(t)φ||Hsper = 0.
Observacio´n 17. Tenemos que
lim
t→0+
||S(t)φ− φ||Hsper = 0.
Observacio´n 18. De la observacio´n anterior 17 tenemos que: {S(t)}t≥0 es un semi-
grupo de clase C0. As´ı, por la observacio´n 17 y la definicio´n 19, de la seccio´n de
preliminares, se tiene que {S(t)}t≥0 es un semigrupo de contraccio´n de clase C0 en
Hsper. Sea φ1 y φ2 datos pro´ximos en H
s
per, entonces se prueba que sus correspondientes
S(·)φ1 y S(·)φ2 son pro´ximos.
En efecto, desde que {S(t)}t≥0 es de contraccio´n para t ≥ 0, tenemos:
‖S(t)φ1 − S(t)φ2‖Hsper = ‖S(t)(φ1 − φ2)‖Hsper ≤ ‖φ1 − φ2‖Hsper .
Tomando supremo sobre [0,∞) obtenemos:
sup
t∈[0,+∞)
‖S(t)φ1 − S(t)φ2‖Hsper ≤ ‖φ1 − φ2‖Hsper . (3.18)
De aqu´ı tenemos que si φ1 → φ2 entonces: S(·)φ1 → S(·)φ2.
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Teorema 18. Sea β > 0, s ∈ R y {S(t)}t≥0 el semigrupo de clase C0 del teorema 17,
entonces, S(t)φ es la u´nica solucio´n de:
(P1)
∣∣∣∣∣∣∣
u ∈ C([0,∞), Hsper)
ut = Au ∈ Hs−4per
u(0) = φ ∈ Hsper.
En el sentido que
lim
h→0
∥∥∥∥S(t+ h)φ− S(t)φh − AS(t)φ
∥∥∥∥
Hs−4per
= 0 (3.19)
donde: A := −∂3x − β(∂4x + ∂2x), y si φ1 → φ2 entonces S(·)φ1 → S(·)φ2 adema´s, la
siguiente regularidad es satisfecha: Si φ ∈ Hsper, entonces S(t)φ ∈ H∞, ∀t > 0 y existe
una constante C > 0 tal que ||S(t)φ||Hrper ≤ C||φ||Hsper , ∀t > 0 y ∀r ∈ R.
Demostracio´n. La prueba la hacemos ordenadamente en varios pasos.
1. Primero probaremos (3.19):∥∥∥∥S(t+ h)φ− S(t)φh − AS(t)φ
∥∥∥∥2
Hs−4per
= 2π
+∞∑
k=−∞
(1 + |k|2)s−4
∣∣∣∣(S(t+ h)φ− S(t)φh − AS(t)φ
)∧∣∣∣∣2
= 2π
+∞∑
k=−∞
(1 + |k|2)s−4
∣∣∣∣∣e(ik
3−β(k4−k2))(t+h)φ̂(k)− e(ik3−β(k4−k2))tφ̂(k)
h
− (ik3 − β(k4 − k2))e(ik3−β(k4−k2))tφ̂(k)
∣∣∣∣∣
2
= 2π
+∞∑
k=−∞
(1 + |k|2)s−4|φ̂(k)|2|e(ik3−β(k4−k2))t|2
∣∣∣∣∣e(ik
3−β(k4−k2))h − 1
h
− (ik3 − β(k4 − k2))
∣∣∣∣∣
2
= 2π
+∞∑
k=−∞
(1 + |k|2)s−4|φ̂(k)|2e−2β(k4−k2)t|M(k, h)|2 (3.20)
donde
M(k, h) :=
{
e(ik
3−β(k4−k2))h − 1
h
+ (ik)3 + β(ik)4 + (ik)2
}
.
Usando la regla de L’Hospital, tenemos que M(k, h) tiende a cero cuando h→ 0.
Para intercambiar los l´ımites necesitamos acotar el te´rmino Ik,h de la serie (3.20).
Previamente observamos que para h > 0, se tiene:
e(ik
3−β(k4−k2))h − 1
h
=
∫ h
0
1
h
∂
∂s
(
e(ik
3−β(k4−k2))s
)
ds
=
∫ h
0
(
1
h
(ik3 − β(k4 − k2))e(ik3−β(k4−k2))s
)
ds
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tomando norma obtenemos:∣∣∣∣∣e(ik
3−β(k4−k2))h − 1
h
∣∣∣∣∣
≤ 1
h
∫ h
0
∣∣∣((ik3 − β(k4 − k2))e(ik3−β(k4−k2))sds)∣∣∣
≤ 1
h
∣∣ik3 − β(k4 − k2)∣∣ ∫ h
o
1ds
=
1
h
(|k|3 + β|k|4 + |k|2)h
= |k|3 + β(|k|4 + |k|2), h > 0 (3.21)
considerando h < 0 para el caso t 6= 0 se tiene:∣∣∣∣∣e(ik
3−β(k2−1)k2)(t+h) − e(ik3−β(k2−1)k2)t
h
+ [(ik)3 + β((ik)4 + (ik)2)]e(ik
3−β(k2−1)k2)t
∣∣∣∣∣
=
∣∣∣∣∣e(ik3−β(k2−1)k2)(t+h)
[
1− e(ik3−β(k2−1)k2)(−h)
h
+ ((ik)3 + β((ik)4 + (ik)2))e(ik
3−β(k2−1)k2)(−h)
]∣∣∣∣∣
=
∣∣∣∣∣e(ik3−β(k2−1)k2)(t+h)
[
e(ik
3−β(k2−1)k2)(−h) − 1
−h
+ ((ik)3 + β((ik)4 + (ik)2)e(ik
3−β(k2−1)k2)(−h)
]∣∣∣∣∣
tomando norma se tiene:
=
∣∣∣e(ik3−β(k2−1)k2)(t+h)∣∣∣ ∣∣∣∣∣e(ik
3−β(k2−1)k2)(−h) − 1
−h
+ ((ik)3 + β((ik)4 + (ik)2)e(ik
3−β(k2−1)k2)(−h)
∣∣∣∣∣
≤
∣∣∣∣∣e(ik
3−β(k2−1)k2)(−h) − 1
−h
∣∣∣∣∣+ ∣∣∣((ik)3 + β((ik)4 + (ik)2)e(ik3−β(k2−1)k2)(−h)∣∣∣
del acotamiento anterior (3.21) pues −h > 0 obtenemos:
≤ {|ik|3 + β|ik|4 + |k|2}+ {|ik|3 + β|ik|4 + β|k|2}
= 2{|k|3 + β|k|4 + β|k|2.} (3.22)
Usando las desigualdades (3.21) y (3.22) podemos acotar |M(h)|2 como sigue:
|M(h)|2 ≤ {2(|k|3 + β|k|4 + |k|2|)}2
≤ {C4|k|4}2
≤ C5[|k|2]4
≤ C5[1 + k2]4. (3.23)
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Ademas, esto es cierto en el caso t = 0, donde solo se usa (3.20)
luego mayoramos el Ik,t te´rmino de la serie. Aqu´ı usamos la estimacio´n: (3.23)
Ik,t = (1 + k
2)s−4|φ̂(k)|2|M(h)|2e−2β(k4−k2)t
≤ (1 + k2)s−4|φ̂(k)|2|M(h)|2
≤ (1 + k2)s−4|φ̂(k)|2|C5(1 + k2)4
= C5(1 + k
2)s|φ̂(k)|2
y desde que
2π
+∞∑
k=−∞
(1 + |k|2)s|φ̂(k)|2 = ‖φ‖2Hsper <∞
para φ ∈ Hsper los Ik,t esta´n acotados, luego usando el M-test de Weierstrass la
serie (3.20) converge absolutamente y uniformemente a una funcio´n continua en
h y es posible intercambiar los l´ımites obteniendo (3.19):∥∥∥∥S(t+ h)φ− S(t)φh − AS(t)φ
∥∥∥∥
Hs−4per
→ 0 si h→ 0
que es lo que quer´ıamos demostrar.
2. Ahora, veamos la dependencia continua respecto al dato inicial φ, es decir, que
si φ1 → φ2 entonces: S(t)φ1 → S(t)φ2. En efecto:
||S(t)φ1 − S(t)φ2||2Hsper
= 2π
+∞∑
k=−∞
(1 + |k|2)s |(S(t)φ1 − S(t)φ2)∧(k)|2
= 2π
+∞∑
k=−∞
(1 + |k|2)s
∣∣∣e(ik3−β(k4−k2))tφ̂1(k)− e(ik3−β(k4−k2))tφ̂2(k)∣∣∣2
= 2π
+∞∑
k=−∞
(1 + |k|2)s
∣∣∣e(ik3−β(k4−k2))t∣∣∣2 |φ̂1(k)− φ̂2(k)|2
≤ 2π
+∞∑
k=−∞
(1 + |k|2)s |(φ1 − φ2)∧(k)|2 = ||φ1 − φ2||2Hsper
luego si φ1 → φ2 entonces: S(t)φ1 → S(t)φ2.
3. Seguidamente veamos la regularidad de la solucio´n, es decir, que si φ ∈ Hsper
entonces S(t)φ ∈ H∞, ∀t > 0 y existe una constante C > 0 tal que
‖S(t)φ‖Hrper ≤ C‖φ‖Hsper , ∀t, ∀r ∈ R. En efecto, sea t > 0. Para r > s
‖S(t)φ‖2r = 2π
+∞∑
k=−∞
(1 + |k|2)r
∣∣∣e(ik3−β(k4−k2))tφ̂(k)∣∣∣2
60
= 2π
+∞∑
k=−∞
(1 + |k|2)s
∣∣∣e(ik3−β(k4−k2))t∣∣∣2 |φ̂(k)|2(1 + |k|2)r−s
= 2π
+∞∑
k=−∞
(1 + |k|2)s
∣∣∣e2ik3te−β(k4−k2)t∣∣∣2 |φ̂(k)|2(1 + |k|2)r−s
= 2π
+∞∑
k=−∞
(1 + |k|2)s|φ̂(k)|2 e−2β(k4−k2)t(1 + |k|2)r−s︸ ︷︷ ︸
F (k,t):=
se observa que: F (k, t) = e−2β(k
4−k2)t(1 + |k|2)r−s esta acotada, es decir existe un
C∗ tal que |F (k, t)| ≤ C∗, ∀k ∈ Z, t > 0 y en consecuencia:
||S(t)φ||2r ≤ C∗||φ||2s y S(t)φ ∈ Hrper, para, r > s. (3.24)
Ahora, si r < s se sabe que Hsper ⊂ Hrper y como S(t)φ ∈ Hsper, entonces, S(t)φ ∈
Hrper con ||S(t)φ||r ≤ ||S(t)φ||s y en consecuencia:
S(t)φ ∈ Hrper, para, r < s. (3.25)
Por lo tanto, de (3.24) y (3.25) se tiene: S(t)φ ∈ Hrper, ∀r ∈ R, t > 0 osea
S(t)φ ∈ H∞; ∀t > 0 y tomando C = max{1,√C∗} se tiene
‖S(t)φ‖Hrper ≤ C‖φ‖Hsper , ∀t > 0; ∀r ∈ R.
3.4 Comportamiento de uβ cuando β → 0
Dado β > 0, denotemos por uβ la solucio´n del problema (P), esto es,
uβ(x, t) =
∞∑
K=−∞
eik
3te−β(k
2−1)k2tφ̂(k)eikx.
Primero, analizaremos el comportamiento asinto´tico de la solucio´n uβ(x, t). Para esto,
usaremos el M-test de Weierstrass, obteniendo la siguiente proposicio´n:
Proposicio´n 10. Se tiene:
lim
t→+∞
uβ(x, t) = 0, β > 0.
Demostracio´n.
uβ(t, x) =
∞∑
k=−∞
eik
3te−β(k
2−1)k2tφ̂(k)eikx, β > 0 fijo
uβ(t, x) =
∞∑
k=−∞
eik
3t e−β(k
2−1)k2t︸ ︷︷ ︸
H(t,k):=
φ̂(k)eikx. (3.26)
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Se observa que lim
t→+∞
H(t, k) = 0 , y para obtener la convergencia uniforme de la serie,
necesitamos acotar el k-e´simo te´rmino de la serie. Desde que |H(t, k)| ≤ 1 se tiene:
|Ik,t| =
∣∣∣eik3te−β(k2−1)k2tφ̂(k)eikx∣∣∣
≤ |φ̂(k)eikx|
y como la serie
∑∞
k=−∞ φ̂(k)e
ikx = φ(x) es convergente, entonces existe un M > 0 tal
que la siguiente serie esta acotada:
∞∑
k=−∞
|Ik,t| < M.
Luego, por el M-test de Weierstrass, la serie (3.26) converge absoluta y uniformemente
a una funcio´n continua en t, y podemos intercambiar los l´ımites.
lim
t→+∞
uβ(t, x) =
+∞∑
k=−∞
lim
t→+∞
Ik,t = 0.
Ahora, queremos conocer y analizar el comportamiento de uβ(x, t), cuando β → 0+.
Usando otra vez el M-test de Weierstrass obtenemos el siguiente resultado:
Proposicio´n 11. Se cumplen las siguientes afirmaciones:
1. lim
β→0+
uβ(x, t) =
∑∞
k=−∞ e
ik3tφ̂(k)eikx.
2. lim
β→0+
‖uβ(t)− g0(t)‖s = 0 donde g0(t) = {eik3tφ̂(k)}∨.
3. lim
β→0+
‖uβ(t)‖s = ‖φ‖s.
Demostracio´n. La prueba lo hemos organizado de la siguiente forma:
1. Probaremos el item 1. Sea t > 0 fijo pero arbitrario, se tiene:
uβ(t, x) =
∞∑
k=−∞
eik
3te−β(k
2−1)k2tφ̂(k)eikx
uβ(t, x) =
∞∑
k=−∞
eik
3t e−β(k
2−1)k2t︸ ︷︷ ︸
H(t,k,β):=
φ̂(k)eikx. (3.27)
Se observa que: lim
β→0+
H(t, β, k) = 1 y para obtener la convergencia uniforme de la
serie necesitamos acotar el k-e´simo te´rmino de la serie. Desde que |H(t, β, k)| ≤ 1
se tiene:
|It,β,k| =
∣∣∣eik3te−β(k2−1)k2tφ̂(k)eikx∣∣∣
≤ |φ̂(k)eikx|
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y como la serie
∑∞
k=−∞ φ̂(k)e
ikx = φ(x) es convergente, entonces existe unM > 0
tal que la siguiente serie esta acotada.
∞∑
k=−∞
|Ik,t| < M.
Luego por el M-test de Weierstrass la serie (3.27) converge absoluta y uniforme-
mente a una funcio´n continua en β y podemos intercambiar los l´ımites:
lim
β→0+
uβ(x, t) =
∞∑
k=−∞
lim
β→0+
It,β,k =
∞∑
k=−∞
eik
3tφ̂(k)eikx.
2. Seguidamente probaremos el item 2. Sea t > 0 fijo pero arbitrario, se tiene:
‖uβ(t)− g0(t)‖2s = 2π
∞∑
k=−∞
(1 + k2)s
∣∣[uβ(t)− g0(t)]∧∣∣2
= 2π
∞∑
k=−∞
(1 + k2)s
∣∣∣ûβ(k)− eik3φ̂(k)∣∣∣2
= 2π
∞∑
k=−∞
(1 + k2)s
∣∣∣eik3te−β(k2−1)k2tφ̂(k)− eik3tφ̂(k)∣∣∣2
= 2π
∞∑
k=−∞
(1 + k2)s|φ̂(k)|2
∣∣∣e−β(k2−1)k2t − 1∣∣∣2
= 2π
∞∑
k=−∞
(1 + k2)s|φ̂(k)|2
∣∣∣∣∣∣e−β(k2−1)k2t − 1︸ ︷︷ ︸
H(t,k,β):=
∣∣∣∣∣∣
2
. (3.28)
Se observa que H(t, k, β) → 0+ cuando β → 0+. Para el intercambio de l´ımites
debemos acotar el te´rmino It,k,β de la serie: (3.28)
It,k,β = (1 + k
2)s|φ̂(k)|2
∣∣∣e−β(k2−1)k2t − 1∣∣∣2
≤ 4(1 + k2)s|φ̂(k)|2,
por la desigualdad triangular y el hecho de que eϑ ≤ 1, ϑ < 0 obtuvimos:∣∣∣e−β(k2−1)k2t − 1∣∣∣ ≤ 2.
En consecuencia
∞∑
k=−∞
Ik,t,β ≤ 2||φ||2s
luego por el M-test de Weierstrass la serie (3.28) converge absoluta y uniforme-
mente convergente a una funcio´n continua en β y podemos intercambiar los l´ımites
lim
β→0+
‖uβ(t)− g0(t)‖2 =
∞∑
k=−∞
lim
β→0+
I(k, t, β) = 0
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en consecuencia:
lim
β→0+
‖uβ(t)− g0(t)‖ = 0.
3. Seguidamente probaremos el item 3. Aplicando el item 1 se tiene:
lim
β→0+
||uβ(t)||2s = 2π
∞∑
k=−∞
(1 + k2)s
∣∣∣eik3tφ̂(k)∣∣∣2
= 2π
∞∑
k=−∞
(1 + k2)s
∣∣∣eik3t∣∣∣ ∣∣∣φ̂(k)∣∣∣2
= 2π
∞∑
k=−∞
(1 + k2)s
∣∣∣φ̂(k)∣∣∣2
= ||φ||2s
y tomando extremos obtenemos:
lim
β→0+
‖uβ(t)‖s = ‖φ‖s.
Por lo que es natural preguntarse si el l´ımite de una familia de soluciones {uβ(t)}β≥0
es una solucio´n de un problema de valor inicial. La respuesta es afirmativa y podemos
decir ma´s: mantiene totalmente las propiedades y parcialmente la regularidad de la
familia de soluciones. A continuacio´n, estableceremos estos resultados:
Teorema 19. Sea s un nu´mero real fijo y el problema
(M)
∣∣∣∣∣∣
u ∈ C(R, Hsper)
∂tu+ ∂
3
xu = 0 ∈ Hs−3
u(0) = φ ∈ Hsper.
Entonces, (M) esta´ globalmente bien puesto, esto es, ∃!g ∈ C(R, Hsper) verificando la
ecuacio´n (M), de modo que la aplicacio´n : φ → g que a cada dato inicial φ le asigna
la solucio´n de (M), es continuo. Adema´s, la solucio´n satisface:
g(t) ∈ Hrper, ∀t ∈ R, ∀r ≤ s, con ‖g(t)‖r ≤ C‖φ‖s, ∀r ≤ s, ∀t ∈ R.
Demostracio´n. La prueba lo hemos organizado de la siguiente forma:
1. Obtendremos formalmente un candidato de la solucio´n. Para esto aplicamos la
transformada de Fourier en (M) a la ecuacio´n:
∂tu = −∂3xu
y obtenemos:
∂tû = ik
3û
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que para cada k es una ecuacio´n diferencial ordinaria, con dato inicial:
û(k, 0) = φ̂(k) por lo tanto, al resolver el sistema desacoplado PVI
(Mk)
∣∣∣∣∣∣
û ∈ C(R, l2s(Z)
∂tû(k, t) = ik
3û(k, t)
û(k, 0) = φ̂(k)
se obtiene:
û(k, t) = eik
3tφ̂(k)
de donde nuestro candidato a solucio´n ser´ıa:
u(t) =
∞∑
k=−∞
û(k, t)θk =
∞∑
k=−∞
eik
3tφ̂(k)θk
con θk(x) = e
ikx.
2. Probaremos que: u(t) ∈ Hsper. En efecto, sea t ∈ R, φ ∈ Hsper y como |eikt| ≤ 1
tenemos:
‖u(t)‖2Hsper = 2π
∞∑
k=−∞
(1 + k2)s|û(k)|2
= 2π
∞∑
k=−∞
(1 + k2)s|eik3tφ̂(k)|2
≤ 2π
∞∑
k=−∞
(1 + k2)s|φ̂(k)|2 = ‖φ‖2Hsper
entonces tomando extremos, obtenemos:
‖u(t)‖s ≤ ‖φ‖s en consecuencia u(t) ∈ Hsper.
3. Ahora probaremos que: u(t) es continua en t ∈ R. Sea t′ ∈ R fijo, entonces
‖u(t)− u(t′)‖2Hsper = 2π
∞∑
k=−∞
(
1 + k2
)s ∣∣∣eik3tφ̂(k)− eik3t′φ̂(k)∣∣∣2
= 2π
∞∑
k=−∞
(
1 + k2
)s ∣∣∣φ̂(k)∣∣∣2
∣∣∣∣∣∣eik3t − eik3t′︸ ︷︷ ︸
H(k,t,t′):=
∣∣∣∣∣∣
2
(3.29)
se observa que: lim
t→t′
H(k, t, t′) = 0 cuando t → t′. Ahora debemos acotar el
te´rmino Ik,t,t′ de la serie (3.29)
Ik,t,t′ = 2π(1 + k
2)s
∣∣∣φ̂(k)∣∣∣2
∣∣∣∣∣∣eik3t − eik3t′︸ ︷︷ ︸
≤2
∣∣∣∣∣∣
2
≤ 8π(1 + k2)s
∣∣∣φ̂(k)∣∣∣2
≤ 4(2)π
∞∑
k=−∞
(
1 + k2
)s ∣∣∣φ̂(k)∣∣∣2
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luego tenemos:
∞∑
k=−∞
Ik,t,t′ ≤ 2 ‖φ‖2Hsper <∞.
En consecuencia, por el M-test de Weierstrass, la serie (3.29) converge absoluta y
uniformemente a una funcio´n continua en t, y podemos intercambiar los l´ımites:
lim
t→t′
‖u(t)− u(t′)‖2Hsper =
∞∑
k=−∞
lim
t→t′
Ik,t,t′ = 0
de donde se concluye que
lim
t→t′
‖u(t)− u(t′)‖Hsper = 0.
4. Probaremos que la derivada de u(t) satisface (M), en la topolog´ıa Hs−3per es decir:∥∥∥∥u(t+ h)− u(t)h + ∂3xu(t)
∥∥∥∥
Hs−3per
= 0, cuandoh→ 0.
En efecto:∥∥∥∥u(t+ h)− u(t)h + ∂3xu(t)
∥∥∥∥2
Hs−3per
= 2π
∞∑
k=−∞
(1 + k2)s−3
∣∣∣∣(u(t+ h)− u(t)h + ∂3xu(t)
)∧∣∣∣∣2
= 2π
∞∑
k=−∞
(1 + k2)s−3
∣∣∣φ̂(k)∣∣∣2 ∣∣∣∣∣eik
3(t+h) − eik3t
h
+ (ik)3eik
3t
∣∣∣∣∣
2
= 2π
∞∑
k=−∞
(1 + k2)s−3
∣∣∣φ̂(k)∣∣∣2 ∣∣∣eik3t∣∣∣2 ∣∣∣∣∣eik
3h − 1
h
+ (ik)3
∣∣∣∣∣
2
. (3.30)
Sea
M(h) =
eik
3h − 1
h
=
∫ h
0
1
h
∂
∂s
eik
s
ds,
=
∫ h
0
1
h
∂
∂s
eik
3sds =
∫ h
0
1
h
ik3eik
3sds
entonces:∣∣∣∣∣eik
3h − 1
h
∣∣∣∣∣ ≤ 1h |k|3
∫
0heik
3sds
≤ 1
h
|k|3
∫ h
0
1ds =
1
h
|k|3 (h− 0) = |k|3, si h > 0 (3.31)
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adema´s,
eik
3h − 1
h
= −
∫ h
0
1
h
∂
∂s
eik
3sds, sih < 0
osea: ∣∣∣∣∣eik
3t − 1
h
∣∣∣∣∣ ≤ |k|3 (3.32)
luego acotamos usando: (3.31) y (3.32) acotamos el te´rmino: Ik,t,h
Ik,t,h = 2π(1 + k
2)s−3|φ̂(k)|2
∣∣∣eik3tM(h)∣∣∣2
≤ 2π(1 + k2)s−3|φ̂(k)|2(|k|2)3
≤ 2π(1 + k2)s−3(1 + k2)3|φ̂(k)|2
= 2π(1 + k2)s|φ̂(k)|2
≤
∞∑
k=−∞
2π(1 + k2)s|φ̂(k)|2
entonces:
∞∑
k=−∞
Ik,t,h ≤ ‖φ‖sHsper <∞ (3.33)
y por el M-test de Weierstrass la serie (3.30) converge absoluta y uniformemente
a una funcio´n continua en h, y podemos intercambiar los l´ımites.
lim
h→0
∥∥∥∥u(t+ h)− u(t)h + ∂3x
∥∥∥∥2
Hs−3per
=
∞∑
k=−∞
lim
h→0
Ik,t,h = 0
en consecuencia∥∥∥∥u(t+ h)− u(t)h + ∂3xu(t)
∥∥∥∥
s−3
= 0, cuando h→ 0
y de esto concluimos que
∂tu+ ∂
3
xu = 0.
5. Ahora probaremos la dependencia continua de la solucio´n respecto de la condicio´n
inicial. Esto es, sean φ1 y φ2 datos iniciales pro´ximos en H
s
per, entonces sus
correspondientes soluciones u1 y u2 respectivamente, tambie´n esta´n pro´ximos en
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el espacio solucio´n dado. En efecto. Sea t ≥ 0, se tiene:
‖u1(t)− u2(t)‖2Hsper = 2π
∞∑
k=−∞
(1 + k2)s |(u1(t)− u2(t))∧|2
= 2π
∞∑
k=−∞
(1 + k2)s
∣∣∣eik3tφ̂1(k)− eik3tφ̂2(k)∣∣∣2
= 2π
∞∑
k=−∞
(1 + k2)s
∣∣∣eik3t∣∣∣2 ∣∣∣φ̂1(k)− φ̂2(k)∣∣∣2
= 2π
∞∑
k=−∞
(1 + k2)s
∣∣∣φ̂1(k)− φ̂2(k)∣∣∣2 = ‖φ1 − φ2‖2Hsper
luego tomando supremo:
sup
t∈R
‖u1(t)− u2(t)‖Hsper ≤ ‖φ1 − φ2‖Hsper . (3.34)
En consecuencia. Si φ1 → φ2 entonces u1 → u2
6. Ahora probaremos la unicidad de la solucio´n.
Sea φ ∈ Hsper y supongamos que existen u y g dos soluciones de (M), entonces
de (3.34)
‖u(t)− g(t)‖Hsper ≤ sup
t∈R
‖φ− φ‖ = 0, ∀t ∈ R
de donde concluimos que u = g, as´ı el problema esta bien puesto y posee una
u´nica solucio´n, el cual depende continuamente de los datos iniciales.
g(x, t) =
∞∑
k=−∞
eik
3tφ̂(k)eikx.
7. Finalmente probemos la regularidad parcial.
Consideremos r ≤ s luego, por el teorema de inmersio´n de Sovoleb, ( proposicio´n
7) Hs →֒ Hr y desde que la condicio´n inicial φ ∈ Hs entonces φ ∈ Hr con
‖φ‖r ≤ ‖φ‖s, y en consecuencia
‖g(t)‖2r =
∞∑
k=−∞
(1 + k2)r|eik3tφ̂(k)|2
≤
∞∑
k=−∞
(1 + k2)r|φ̂(k)|2 = ‖φ‖2r ≤ ‖φ‖2s
entonces g(t) ∈ Hrper, ∀r ≤ s y existe un C = max{1,
√
c} tal que:
‖g(t)‖ ≤ C‖φ‖s, ∀r ≤ s.
De todo lo expuesto se tiene el siguiente corolario
Corolario 7. La u´nica solucio´n de (M) es:
g(x, t) =
∞∑
k=−∞
eik
3tφ̂(k)eikx.
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3.5 Enfoque v´ıa Grupos
La solucio´n obtenida g(t, x) es la serie l´ımite del item 1 de la proposicio´n anterior 11,
cuando β → 0+ es la solucio´n uβ(x, t), y en consecuencia es afirmativa la aseveracio´n,
de que el l´ımite de una familia de soluciones es una solucio´n de un problema de valor
inicial. Observamos tambie´n que en el teorema anterior se trabajo ∀t ∈ R, por lo cual,
introduciremos una familia de operadores verificando las condiciones de ser un grupo
unitario de clase C0.
Teorema 20. Sea s ∈ R. La aplicacio´n:
T : R→ L(Hsper)
t→ T (t)
tal que T (t) = eik
3t, esto es, la aplicacio´n T (t)φ =
{
eik
3tφ̂(k)
}∨
, entonces {T (t)} es un
grupo unitario de clase C0 en H
s
per. Es ma´s, se cumplen las siguientes afirmaciones:
1. T (·)φ ∈ C(R, Hsper)
2. La aplicacio´n φ→ T (·)φ es continua y satisface:
‖T (t)φ1 − T (t)φ2‖Hsper = ‖φ1 − φ2‖Hsper
y
sup
t∈R
‖T (t)φ1 − T (t)φ2‖Hsper = ‖φ1 − φ2‖Hsper .
Demostracio´n. Probaremos del item 1 al item 4 que {T (t)} es un grupo unitario
uniparame´trico fuertemente continuo, segu´n las definiciones 20 y 21 de la seccio´n de
preliminares.
1. Probaremos la linealidad de T (t). En efecto, sea t ∈ R,
T (t)(φ+ αψ) =
{
e−ik
3t(φ+ αψ)∧(k)
}∨
=
{
e−ik
3t(φ̂(k) + αψ̂(k))
}∨
=
{
e−ik
3t(φ̂(k)∨ + αe−ik
3t(ψ̂(k))∨
}∨
= T (t)φ+ αT (t)ψ.
2. Sea φ ∈ Hsper. Probaremos que T (t)φ ∈ Hsper y ‖T (t)φ‖s = ‖φ‖, ∀t ∈ R, es
decir, que T (t) ∈ L(Hsper) es una simetr´ıa entre los espacios de Hilbert Hsper y
unitario. En efecto, sea t ∈ R,
‖T (t)φ‖2Hsper = 2π
∞∑
k=−∞
(1 + k2)s
∣∣∣e−ik3tφ̂(k)∣∣∣2
= 2π
∞∑
k=−∞
(1 + k2)s
∣∣∣e−ik3t∣∣∣2 ∣∣∣φ̂(k)∣∣∣2 , y como ∣∣∣e−ik3t∣∣∣2 = 1, ∀t ∈ R
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se tiene:
= 2π
∞∑
k=−∞
(1 + k2)s
∣∣∣φ̂(k)∣∣∣2 = ‖φ‖2 <∞
entonces:
T (t)φ ∈ Hsper y ‖T (t)φ‖s = ‖φ‖s
en consecuencia:
T (t) : Hsper → Hsper con ‖T (t)‖ = 1
3. Ahora probaremos que: T (t+ r) = T (t)T (r) , ∀t, r ∈ R:
T (t+ r)f(x) =
∞∑
k=−∞
e−ik
3(t+r)f̂(k)eikx
=
∞∑
k=−∞
e−ik
3t
{
e−ik
3rf̂(k)
}
eikx, ∀t, r ∈ R
= T (t)g(x) donde g es tal que: ĝ(k) = e−ik
3rf̂(k), ∀k ∈ Z
as´ı
g(x) = 2π
+∞∑
k=−∞
eik
3rf̂(k)eikx = T (r)f(x).
En consecuencia:
T (t+ r)f = T (t)T (r)f, ∀t, r ≥ 0.
4. Ahora probaremos la continuidad de t→ T (t)φ, es decir.
||T (t+ h)φ− T (t)φ||Hsper → 0 cuando h→ 0.
En efecto, sea t ∈ R se tiene:
||T (t+ h)φ− T (t)φ||2Hsper
= 2π
+∞∑
k=−∞
(1 + k2)s
∣∣∣(eik3(t+h) − eik3t)φ̂(k)∣∣∣2
= 2π
+∞∑
k=−∞
(1 + k2)s|φ̂(k)|2|eik3t|2
∣∣∣∣∣∣∣(eik
3h − 1)︸ ︷︷ ︸
H(k,h)
∣∣∣∣∣∣∣
2
. (3.35)
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Observamos que lim
h→0
H(k, h) = 0. Necesitamos otra ves la convergencia uniforme
de la serie para el intercambio de l´ımites. Para esto, tomemos el te´rmino Ik,h de
la serie (3.35) y lo acotamos por una serie convergente, esto es,
Ik,h = 2π(1 + k
2)s|φ̂(k)|2|eik3h − 1|2
≤ 4π(1 + k2)s|φ̂(k)|2.
Donde hemos usado la desigualdad triangular y la igualdad eiθ = 1 para todo
θ ∈ R. As´ı
∞∑
k=−∞
Ik,h ≤ 2||φ||2per <∞
y usando el M-test de Weierstrass obtenemos que la serie (3.35) converge uni-
formemente a una funcio´n continua en h. Entonces, podemos intercambiar los
l´ımites, esto es:
lim
h→0
||T (t+ h)φ− T (t)φ||2per =
∞∑
k=−∞
lim
h→0
Ik,h = 0
y de esto concluimos:
lim
h→0
||T (t+ h)φ− T (t)φ||Hsper = 0.
5. Seguidamente probaremos la continuidad φ→ T (·)φ.
En efecto, desde que:
||T (t)φ1 − T (t)φ2||Hsper = ||φ1 − φ2||Hsper
entonces, si φ1 → φ2 implica que T (t)φ1 → T (t)φ2 osea es continua,
adema´s
sup
t∈R
||T (t)φ1 − T (t)φ2||Hsper = ||φ1 − φ2||Hsper .
Ahora, tenemos la versio´n del teorema 20 en funcio´n del grupo unitario {T (t)}t∈R.
Teorema 21. Sea s ∈ R y {T (t)}t∈R el grupo unitario de clase C0 en el teorema 20.
Entonces T (·)(φ) es la u´nica solucio´n de :
(M1)
∣∣∣∣∣∣
u ∈ C(R, Hsper)
ut = A∗u ∈ Hs−3per
u(0) = φ ∈ Hsper
en el sentido de:
lim
h→0
∥∥∥∥T (t+ h)φ− T (t)φh − A∗T (t)φ
∥∥∥∥
Hs−3per
= 0 (3.36)
donde A∗ := −∂3x, y si φ1 → φ2 entonces T (·)φ1 → T (·)φ2. Adema´s se tiene la
siguiente regularidad: Si φ ∈ Hsper, entonces: T (t)φ ∈ Hrper, ∀r ≤ s, ∀t ∈ R y existe
una constante C > 0 tal que ‖T (t)φ‖r ≤ C‖φ‖s, ∀t ∈ R y ∀r ≤ s.
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Demostracio´n. La prueba lo hemos organizado de la siguiente forma.
1. Primero probaremos la diferenciabilidad, es decir, que la derivada de u(t) =
T (t)φ, calculada en la topolog´ıa Hs−3per , satisface la ecuacio´n: (3.36)∥∥∥∥T (t+ h)φ− T (t)φh − A∗T (t)φ
∥∥∥∥2
Hs−3per
= 2π
+∞∑
k=−∞
(1 + |k|2)s−3
∣∣∣∣(T (t+ h)φ− T (t)φh − A∗T (t)φ
)∧∣∣∣∣2
= 2π
+∞∑
k=−∞
(1 + |k|2)s−3
∣∣∣∣∣eik
3(t+h)φ̂(k)− eik3tφ̂(k)
h
− ik3eik3tφ̂(k)
∣∣∣∣∣
2
= 2π
+∞∑
k=−∞
(1 + |k|2)s−3|φ̂(k)|2|eik3t|2
∣∣∣∣∣eik
3h − 1
h
− ik3
∣∣∣∣∣
2
= 2π
+∞∑
k=−∞
(1 + |k|2)s−3|φ̂(k)|2
∣∣∣∣∣∣∣∣
eik
3h − 1
h
− ik3︸ ︷︷ ︸
M(h):=
∣∣∣∣∣∣∣∣
2
. (3.37)
Usando la regla de L’Hospital se observa que M(h) tiende a cero cuando h→ 0.
Para intercambiar los l´ımites necesitamos acotar el te´rmino Ik,t de la serie (3.37).
Observamos que para h > 0:
eik
3h − 1
h
=
∫ h
0
1
h
∂
∂s
eik
3sds
=
∫ h
0
1
h
ik3eik
3sds
y tomando norma: ∣∣∣∣∣eik
3h − 1
h
∣∣∣∣∣ ≤ 1h
∫ h
0
∣∣∣ik3eik3s∣∣∣ ds
≤ 1
h
|ik3|
∫ h
o
1ds =
1
h
|k|3h
= |k|3, para h > 0. (3.38)
Si se tiene que h < 0. entonces:
eik
3h − 1
h
= −
∫ h
0
1
h
∂
∂s
eik
3sds
= −
∫ h
0
1
h
ik3eik
3sds
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ahora tomando norma, obtenemos:∣∣∣∣∣eik
3h − 1
h
∣∣∣∣∣ ≤ 1|h|
∫ h
0
∣∣∣ik3eik3sds∣∣∣
≤ 1|h| |ik
3|
∫ h
o
1ds =
1
h
|k|3|h|
= |k|3. (3.39)
Por lo tanto, usando estas desigualdades, (3.38) y (3.39) podemos acotar |M(h)|2
como sigue:
|M(h)|2 ≤ {2|k|3}2 ≤ 4{|k|2}3
luego mayoramos el Ik,t e´simo te´rmino de la serie
Ik,t = (1 + k
2)s−3|φ̂(k)|2|M(h)|2
≤ (1 + k2)s−3|φ̂(k)|2|4k2|3
= (1 + k2)s|φ̂(k)|2
y desde que:
2π
+∞∑
k=−∞
(1 + |k|2)s|φ̂(k)|2 = ||φ||Hsper <∞,
para φ ∈ Hsper entonces los Ik,t esta´n acotados, luego usando el M-test de Weier-
strass la serie (3.37) converge absolutamente y uniformemente a una funcio´n
continua en h, y es posible intercambiar los l´ımites obteniendo:∥∥∥∥T (t+ h)φ− T (t)φh − A∗T (t)φ
∥∥∥∥
Hs−3per
→ 0 si h→ 0.
2. Ahora veamos la dependencia continua respecto a los datos iniciales, es decir,
que si: φ1 → φ2 , entonces, T (t)φ1 → T (t)φ2. En efecto:
||T (t)φ1 − T (t)φ2||2Hsper = 2π
+∞∑
k=−∞
(1 + |k|2)s |(T (t)φ1 − T (t)φ2)∧(k)|2
= 2π
+∞∑
k=−∞
(1 + |k|2)s
∣∣∣eik3tφ̂1(k)− eik3tφ̂2(k)∣∣∣2
= 2π
+∞∑
k=−∞
(1 + |k|2)s|eik3t|2
∣∣∣φ̂1(k)− φ̂2(k)∣∣∣2
= 2π
+∞∑
k=−∞
(1 + |k|2)s |(φ1 − φ2)∧(k)|2 = ||φ1 − φ2||2Hsper
luego si φ1 → φ2 entonces: T (t)φ1 → T (t)φ2.
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3. Por u´ltimo, veamos la regularidad, es decir, veamos: que si φ ∈ Hsper en-
tonces T (t)φ ∈ Hrper, ∀r ≤ s, ∀t ∈ R y existe una constante C > 0 tal que
‖T (t)φ‖Hrper ≤ C‖φ‖Hsper , ∀t, ∀r ∈ R y ∀r ≤ s.
En efecto, sea t ∈ R. Para r ≤ s se sabe que si φ ∈ Hsper, entonces: T (t)φ ∈ Hsper
y por el teorema de inmersio´n de Sobolev se tiene que Hsper ⊂ Hrper siempre que
r ≤ s en consecuencia T (t)φ ∈ Hrper, ∀r ≤ s.
Adema´s,
||T (t)φ||2r = 2π
+∞∑
k=−∞
(1 + |k|2)r
∣∣∣eik3tφ̂(k)∣∣∣2
= 2π
+∞∑
k=−∞
(1 + |k|2)r
∣∣∣eik3t∣∣∣2 ∣∣∣φ̂(k)∣∣∣2
= 2π
+∞∑
k=−∞
(1 + |k|2)s|φ̂(k)|2(1 + |k|2)r−s
≤ 2π
+∞∑
k=−∞
(1 + |k|2)s|φ̂(k)|2
= ||φ||2s <∞
pues φ ∈ Hsper y r − s ≤ 0 acota a (1 + |k|2)r−s en consecuencia:
||T (t)φ||r ≤ ||φ||s, ∀r ≤ s, ∀t ∈ R.
Corolario 8. Con las hipo´tesis del precedente teorema, obtenemos
1. Si φ ∈ Hsper entonces T (·)φ ∈ C(R, Hrper), r < s.
2. La aplicacio´n φ→ T (·) es continua y satisface
‖T (t)φ1 − T (t)φ2‖Hrper ≤ ‖φ1 − φ2‖Hsper , ∀t ∈ R, ∀r < s,
sup
t∈R
‖T (t)φ1 − T (t)φ2‖Hrper ≤ φ1 − φ2‖Hsper , ∀r < s.
3. T (t) ∈ L(Hsper, Hrper) y ‖T (t)φ‖r ≤ ‖φ‖s, ∀r < s, ∀t ∈ R, ∀φ ∈ Hsper.
Observacio´n 19. Remarquemos los hechos de que g0 = g|[0,∞) y T0 = T |[0,∞) es un
semigrupo de contraccio´n. Por lo tanto, el l´ımite g0 heredo´ las propiedades de la familia
{uβ}β>0.
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4 Conclusiones
1. La transformada de Fourier es u´til para determinar, en forma intuitiva, la cara de
la solucio´n de una ecuacio´n diferencial de tipo perio´dico en los espacios de Sobolev
perio´dico dados; tal y como se hizo en la ecuacio´n del calor, de la onda y del
teorema central de este trabajo, esto es, la ecuacio´n KdV-Kuramoto-Sivashinsky.
2. Es posible dar un enfoque v´ıa teor´ıa de semigrupos y volver a reescribir los resul-
tados obtenidos para la ecuacio´n del calor, y la ecuacio´n central (P) hacie´ndola
mucho mas fina.
3. Estudiamos el comportamiento en el l´ımite, de la solucio´n uβ con para´metro
β > 0, es decir, lim
β→0
uβ, es tambie´n solucio´n del problema de valor inicial (P ).
4. Se probo´ la regularidad cla´sica de la solucio´n u(t) = S(t)φ ∈ C∞per como con-
secuencia de la regularidad de dicha solucio´n en las normas de los espacios de
Sobolev. Se obtuvo u(t) = S(t)φ ∈ H∞, tambie´n de dos maneras.
5. Se probo´ el decaimiento exponencial de la solucio´n lim
t→∞
u(t, x) = 0.
6. Podemos usar la teor´ıa de grupos unitarios y obtener resultados de existencia en
el l´ımite β → 0 de la familia de soluciones {uβ(t)}β>0 del problema KdV-K-S.
7. Cabe mencionar que en los enfoques v´ıa semigrupos y grupos de las dos ecuaciones
diferentes diferenciales, a pesar de que los operadores diferenciales involucrados
no son acotados, no se necesito´ de los teoremas de existencia de Hille-Yosida
(para el caso de semigrupos) o el teorema de Stone (para el caso de grupos). Los
teoremas de Hille-Yosida y Stone son criterios fundamentales que proporcionan
existencia de solucio´n, pero no muestran la cara de dicha solucio´n. Estos teoremas
se usaron debido a que se trabajo´ directamente con la forma que ten´ıan dichos
operadores, evidenciando la cara de la solucio´n, gracias a la transformada inversa
de Fourier.
75
Bibliograf´ıa
[1] Adams, R., Fournier, J.(2003). Sobolev Space. Elsevier. Second edition.
[2] Brezis, H.(2010). Functional Analysis, Sovolev Spaces and Partial Differential
Equations. Universitext Editorial Springer
[3] Biagioni, H.A., Bona, J.L., Iorio, R. and Scialom.(1996). On the Korteweg de Vries
Kuramoto Sivashinsky equation Adv. Diff. Eq., 1(1), 1-20
[4] De Guzman, Rubio.(1979). Integracio´n: Teor´ıa y Te´cnicas. Editorial Alhambra.
S.A. Madrid
[5] Gatica, Gabriel.(2014). Introduccio´n al Ana´lisis Funcional: teor´ıa y Aplicaciones.
Editorial Reverte´. Espan˜a
[6] Iorio, R.(2002). Fourier Analysis and partial Differential Equations. Cambridge
University.
[7] Kato, T.(1983). On the Cauchy problem for the (generalized) KdV equations .
Studies in Apliedd Math. Advances in math. Suppl. Studies, 8. page 93-128
[8] Kesavan, I.(1989). Topics in Functional Analysis and applications. John Wiley &
Sons.
[9] Linares, Felipe.(2007). Ecuaciones dispersivas no lineales. Caso perio´dico . XX
Escuela Venezolana de Matema´tica . Me´rida, Venezuela. Ediciones IVIC.
[10] Liu, Z. and Zheng, S.(1999). Semigroups associated with dissipative system . Chap-
man & Hall/CRC.
[11] Mun˜oz Rivera, J.E.(2007).Semigroups e Ecuacoes Diferenciais Parcias. Petropolis-
LNCC.
[12] Pazy, A.(1983).Semigruops of linear Operator and applications to partial differen-
tial equations. Appl. Math. Sci, 44 Springer Verlag. Berlin.
[13] Stein, Elias., Shakarchi, Rami.(2003). Fourier Analysis: An Introduction. Prince-
ton University Prees. New Jersey.
[14] Santiago Ayala, Yolanda Silvia and Rojas Romero, S.(2017).Regularity and well-
posedness of a problem to one parameter and its behavior at the limit. Bulletin of
the Allahabad Mathematical Society Vol.32, Part 2, 2017, 207-230
[15] Santiago Ayala, Yolanda Silvia. Santiago Rojas y Teofanes Quispe.(2016). Espa-
cios de Sobolev perio´dico y un problema de Cauchy asociado a un modelo de ondas
en un fluido viscoso Theorema, segunda e´poca, 3(4)paginas 7-23
76
[16] Santiago Ayala, Yolanda Silvia.(2014) To´picos de Ana´lisis Funcional. Fundamen-
tos y Aplicaciones Editorial Acade´mica Espan˜ola.
[17] Topper, J. and Kawahara, T.(1978). Approximate equations for long nonlinear
waves on a viscous fluid J.Phys.Soc.Japan ,44,663-666
77
