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Abstract We consider optimal control problems with functional given by the ratio of
two integrals (fractional optimal control problems). In particular, we focus on a spe-
cial case with affine integrands and linear dynamics with respect to state and control.
Since the standard optimal control theory cannot be used directly to solve a problem
of this kind, we apply Dinkelbach’s approach to linearize it. Indeed, the fractional op-
timal control problem can be transformed into an equivalent monoparametric family
{Pq} of linear optimal control problems. The special structure of the class of prob-
lems considered allows solving the fractional problem either explicitly or requiring
straightforward classical numerical techniques to solve a single equation. An appli-
cation to advertising efficiency maximization is presented.
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1 Introduction
In this paper, we consider the class of fractional optimal control problems where the
functional is given by the ratio of two integrals; this kind of problems has already
been tackled by Stancu-Minasian [1], Bhatt [2] and, in a more general framework,
by Miele [3]. We focus, in particular, on problems with affine integrands and linear
dynamics with respect to state and control.
Despite the simplicity of these problems, the standard optimal control theory can-
not directly be used to solve them. Stancu-Minasian [1] suggested to face the general
fractional optimal control problem applying the Dinkelbach’s method [4, 5], which is
used in fractional programming to remove the denominator in the objective function.
With Dinkelbach’s approach, the fractional optimal control problem is transformed
into an equivalent monoparametric family {Pq} of optimal control problems, where
the ratio disappears and the functional is given by the weighted difference of the
numerator and the denominator of the ratio.
In the special class of problems with affine integrands and linear dynamics, the
family {Pq} consists of linear optimal control problems. The special structure of the
problems that we consider, allows us to solve them either explicitly or requiring clas-
sical numerical techniques to solve a single equation.
The paper is organized as follows. In Sect. 2, we formulate the fractional optimal
control problem and recall Dinkelbach’s linearization approach for fractional pro-
gramming. In Sect. 3, we face a class of fractional optimal control problems with
affine integrands and linear dynamics and find the structure of the optimal control of
the corresponding linear optimal control problems.
In Sect. 4, we present the solution of the fractional problem, while in Sect. 5 we
discuss an application to advertising campaigns efficiency maximization. Some final
remarks and hints for future research are given in Sect. 6.
2 Fractional Optimal Control Problems
Let us consider a fractional optimal control problem (see [1]):
(FP) max
∫ T
0 f (x(t), u(t), t) dt∫ T
0 g(x(t), u(t), t)dt
,
s.t. x˙(t) = h(x(t), u(t), t),
x(t0) = x0,
where x(t) ∈ Rn, u(t) ∈ U ⊂ Rm and t ∈ [0, T ]. As usual in fractional programming,
Stancu-Minasian assumes that the denominator of the fraction is strictly positive, i.e.
∫ T
0
g(x(t), u(t), t)dt > 0
for all u(t) ∈ U .
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Stancu-Minasian proposes a numeric procedure to solve (FP). The key idea is to
use Dinkelbach’s algorithm [4, 5] for fractional programming as modified by Bhatt
[2], and by Stancu-Minasian himself, also to solve fractional optimal control prob-
lems. The approach consists in transforming the original fractional problem into an
equivalent family of parametric optimal control problems, which become non frac-
tional.
More precisely, let us define an auxiliary function F such that, for each q ∈ R,1
F(q) is the maximum value of the following (nonfractional) optimal control problem:
(Pq) max
(x,u)∈
[∫ T
0
{f (x(t), u(t), t) − q g(x(t), u(t), t)}dt
]
,
where  is defined by the dynamic system
x˙(t) = h(x(t), u(t), t),
with x(0) = x0 and u ∈ U .
If for each q ∈ R there exists an optimal control function u(t) ∈ U for problem
(Pq), then the function F is strictly decreasing and convex and has a (unique) zero q∗
(see [1]).
The nice property that relates the original fractional optimal control problem (FP)
with the family of auxiliary problems (Pq), is that, if F(q∗) = 0, then q∗ is the optimal
value of (FP) and the optimal control and the optimal trajectory of Pq are optimal also
for problem (FP) (see [1], Theorem 4.6.1, p. 157). It follows that solving problem
(FP) is equivalent to determining the root of the equation F(q) = 0.
Hence, following Dinkelbach’s idea, the solution of the fractional problem (FP)
can be obtained by means of a Newton-like iterative procedure which starts from a
value of q such that F(q) > 0 determining a sequence of values of F(q) that con-
verges to zero. The effectiveness of this method depends of course on the features of
the family of auxiliary optimal control problems.
3 A Class of Fractional Optimal Control Problems
Consider the following class of single state and single control fractional optimal con-
trol problems:
(P) max
x(T ) + k ∫ T0 (x(t) + c) dt
u0 +
∫ T
0 u(t)dt
,
s.t. x˙(t) = ax(t) + bu(t),
x(0) = x0,
u ∈ [0, u],
where x(t), u(t) ∈ R, a = 0, b = 0, u > 0, u0 > 0 and c, k ∈ R.
1
R: the set of real numbers.
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Problem (P) has one state variable x(t), continuous and piecewise continuously
differentiable, and one control variable u(t), piecewise continuous. Even if (P) is a
fractional optimal control problem with a finite horizon, affine integrands and linear
dynamics, to solve it we cannot directly use the standard optimal control theory [6–8].
A possible way to solve problem (P) is to use the Dinkelbach’s approach as out-
lined in the previous section. We consider therefore the auxiliary function F , defining
F(q) as the maximum value of the following optimal control problem, which turns
out to be linear:
(Pq) max
(x,u)∈
[(
x(T ) + k
∫ T
0
(x(t) + c)dt
)
− q
(
u0 +
∫ T
0
u(t)dt
)]
,
where  is defined by the constraints of Problem (P),
x˙(t) = ax(t) + bu(t),
x(0) = x0,
u ∈ [0, u].
Remark that, for each fixed q , (Pq) can be solved by classical linear optimal control
techniques.
Since for each q ∈ R there exists an optimal control function u(t) ∈ U for problem
(Pq), then as remarked in Sect. 2, the function F is strictly decreasing, convex and
has a unique zero q∗ which is also the optimal value of problem (P).
3.1 Optimal Control of the Linearized Problem (Pq)
The optimal control of problem (Pq) is described in Proposition 3.1; to prove it, we
need the following lemma.
Lemma 3.1 Let q = −kb/a and a = −k. Then, F(q) = x0 + kcT − bu0.
Proof Using the motion equation of problem (Pq), we can rewrite its objective func-
tion this way (remark that now q = b):
F(q) =
(
x(T ) + k
∫ T
0
(x(t) + c)dt
)
− q
(
u0 +
∫ T
0
u(t)dt
)
=
∫ T
0
[kx(t) − qu(t) + kc]dt + x(T ) − qu0
=
∫ T
0
[kx(t) − qu(t)]dt +
∫ T
0
x˙(t)dt + x0 + kcT − qu0
=
∫ T
0
[kx(t) − qu(t) + ax(t) + bu(t)]dt + x0 + kcT − qu0
= x0 + kcT − bu0. 
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Let us define the following metaparameter:
L =
(
1 + k
a
)
eaT − k
a
. (1)
Proposition 3.1 The optimal control u(t) of problem (Pq) is the following:
(a) if b(k + a) < 0:
if q ≤ bL, then u(t) = u, ∀t ∈ (0, T );
if q ∈ (bL,b), then u(t) =
{
0, if t ∈ (0, τ );
u, if t ∈ (τ, T );
if q ≥ b, then u(t) = 0, ∀t ∈ (0, T );
where the switching time τ is given by
τ = T − 1
a
log
kb + aq
b(k + a) . (2)
(b) If b(k + a) > 0:
if q ≤ b, then u(t) = u, ∀t ∈ (0, T );
if q ∈ (b,bL), then u(t) =
{
u, if t ∈ (0, τ );
0, if t ∈ (τ, T );
if q ≥ bL, then u(t) = 0, ∀t ∈ (0, T ).
(c) If b(k + a) = 0:
if q < b, then u(t) = u, ∀t ∈ (0, T );
if q > b, then u(t) = 0, ∀t ∈ (0, T );
if q = b, then any feasible control is optimal.
Proof Given problem (Pq) consider its Hamiltonian function
Hq = kx(t) − qu(t) + λ(t)[ax(t) + bu(t)] = [k + λ(t)a]x(t) + [λ(t)b − q]u(t),
where, due to the Pontryagin maximum principle, the function λ(t) satisfies
λ˙(t) = −aλ(t) − k,
λ(T ) = 1,
i.e.,
λ(t) =
(
1 + k
a
)
ea(T −t) − k
a
.
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Therefore, the switching function is
Gq(t) = λ(t)b − q = b(a + k)
a
ea(T −t) − bk
a
− q.
Observe that, given (1), Gq(0) = Lb − q and Gq(T ) = b − q .
(a) Let be b(a + k) < 0. The function Gq(t) is strictly increasing. Therefore we
have that if Gq(0) ≥ 0, i.e. Lb − q ≥ 0, then the optimal control is u(t) = u and if
Gq(T ) ≤ 0, i.e. b − q ≤ 0, then the optimal control is u(t) = 0.
If instead Gq(0) < 0 and Gq(T ) > 0, we can determine the (unique) time τ ∈
(0, T ) to switch from u(t) = 0 to u(t) = u solving the equation Gq(t) = 0. The
switching time is therefore
τ = T − 1
a
log
kb + aq
b(k + a) .
Observe that in this case (kb + aq)/(b(k + a)) > 0 and then τ is well defined.
(b) If b(a + k) > 0 function Gq(t) is strictly decreasing and the optimal control is
u(t) = u if Gq(T ) ≥ 0 while it is u(t) = 0 if Gq(0) ≤ 0. If Gq(0) > 0 and Gq(T ) < 0
we have to switch from u(t) = u to u(t) = 0 at time τ . Also in this case (kb + aq)/
(b(k + a)) > 0, and τ is well defined.
(c) In case b(a + k) = 0, i.e. a = −k since b = 0, function Gq(t) is constant and
its sign coincides with the sign of −(bk + aq)/a, i.e. with the sign of b − q: therefore
the optimal control turns out to be u(t) = u if q < b and u(t) = 0 if q > b. In the
special case bk + aq = 0, i.e. q = b, then the switching function is identically zero.
In this case it is not possible to apply the Pontryagin Maximum Principle but, due
to Lemma 3.1, function F(q) turns out to be constant in this case and any feasible
control is optimal for (Pq). 
4 Solution of Problem (P)
4.1 Analytical Expression of the Function F(q)
In order to obtain an explicit solution of problem (FP), let us compute the expres-
sion of the function F(q) in analytical form. Recalling (1) we obtain the following
proposition.
Proposition 4.1 The function F(q) is the following:
(a) if b(k + a) < 0, then
F(q) =
⎧
⎪⎨
⎪⎩
F1(q), if q ≤ bL,
F2(q), if bL < q < b,
F3(q), if q ≥ b;
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(b) if b(k + a) > 0, then
F(q) =
⎧
⎪⎨
⎪⎩
F1(q), if q ≤ b,
F4(q), if b < q < bL,
F3(q), if q ≥ bL;
(c) if b(k + a) = 0, then
F(q) =
{
F1(q), if q ≤ b,
F3(q), if q ≥ b,
where
F1(q) = −(u0 + uT )q + x0L + ckT − bu
a
(1 − L + kT ),
F2(q) = −
(
u0 − u
a
)
q + x0L + ckT − bu
a
[
1 + aq + kb
ab
log
aq + kb
b(a + k)
]
,
F3(q) = −u0q + x0L + ckT ,
F4(q) = −
(
u0 + u
a
)
q + x0L + ckT
+ bu
a
{
L + aq + kb
ab
[
−aT + log aq + kb
b(a + k)
]}
.
Proof Substituting in the motion equation the optimal control u(t) as stated in Propo-
sition 3.1, we obtain: if u(t) = u, ∀t ∈ (0, T ), then
x(t) =
(
x0 + bu
a
)
eat − bu
a
; (3)
if u(t) = 0, ∀t ∈ (0, T ), then
x(t) = x0eat ; (4)
if u(t) = 0 till τ and then u(t) = u, we obtain
x(t) =
{
x0eat , if t ∈ (0, τ ),
(
x0 + bua e−aτ
)
eat − bu
a
, if t ∈ (τ, T ); (5)
finally, if u(t) = u till τ and then u(t) = 0, the optimal state trajectory becomes
x(t) =
{(
x0 + bua
)
eat − bu
a
, if t ∈ (0, τ ),
[
x0 + bua
(
1 − e−aτ )]eat , if t ∈ (τ, T ). (6)
Substituting (3)–(6) in the objective functional of problems (Pq), taking into account
Proposition 3.1, we obtain explicitly the function F(q). 
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Fig. 1 Dinkelbach’s function F(q)
We remark that the functions F1(q) and F3(q) are linear; this property will be
used in the algorithm proposed below. With straightforward calculations, it is easy to
prove that, if b(k+a) = 0, then the function F(q) turns out to be not only continuous,
which is true in the general case, but also differentiable.
As an example, let us consider the case u = 30, k = 3, c = 0.10, T = 1, a = −4,
b = 2, x0 = 0.1, u0 = 1. Since b(k + a) < 0, we have case (a) of Propositions 3.1
and 4.1. The function F is
F(q) =
⎧
⎪⎨
⎪⎩
−31q + 49.05677, if q ≤ 1.50916,
−8.5q + 15.37546 + 1.875(4q − 6) log(2q − 3), if 1.50916 < q < 2,
−q + 0.37546, if q ≥ 2.
We plot the function F(q) in Fig. 1. The unique zero of the function F(q) lies in the
interval (1.50916,2); thus it can be found by solving the equation F2(q∗) = 0. The
optimum value of problem (P) is therefore the solution of the equation
−8.5q∗ + 15.37546 + 1.875(4q∗ − 6) log(2q∗ − 3) = 0.
A simple numerical computation allows us to find q∗ 	 1.64960. From (2), we obtain
the optimal switching time τ ∗ 	 0.69834.
4.2 Optimal Value of Problem (P)
Remark that Proposition 3.1 allows us to determine the optimal control for problem
(P) as soon as we know its optimum value q∗. In this section, we provide an algorithm
to find q∗.
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While Dinkelbach’s approach requires to solve the equation F(q) = 0 where the
function F is usually known only implicitly, the special structure of problem (P)
allows to give the explicit expression of function F for each value of q (see Proposi-
tion 4.1). This sharply reduces the difficulty of the problem.
As a consequence of Proposition 4.1, using the monotonicity properties of Dinkel-
bach’s function F(q), it is possible to propose a procedure to find q∗ and conse-
quently the optimal control u∗. The first step consists in computing the value of
b(k + a), which determines the analytical expression of function F(q). Once F is
known, it is possible to understand to which interval its unique zero belongs by sim-
ple computation of the piecewise function F at the endpoints of the disjoint intervals
of its domain. The detailed procedure to solve (P) is sketched in Fig. 2.
Referring to the procedure outlined in Fig. 2, we remark that the equations
F1(q∗) = 0 and F3(q∗) = 0 are linear with respect to q∗, while to solve F2(q∗) = 0
and F4(q∗) = 0 it is possible to apply some well known numerical solution tech-
Fig. 2 An algorithm to solve problem (P)
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niques, e.g. a Newton-like method. In fact, the functions F2 and F4 are both decreas-
ing, convex and C∞ in the intervals (bL,b) and (b,bL), respectively.
Recalling now the example presented in the preceding section, we observe that
applying the algorithm it turns out that the optimal value q∗ can be found solving
the equation F2(q) = 0, which confirms the result obtained simply looking at the
numerical plot of the function F .
5 Advertising Efficiency Maximization Problem
In this section, we formulate the problem of maximizing the advertising efficiency of
a firm during a selling period [0, T ], as a fractional control problem and use the results
obtained in the previous sections in order to find the optimal advertising policies.
The problem of determining the optimal advertising policy has been largely an-
alyzed in marketing literature by means of dynamic optimal control models (see
[9, 10], for a review). The various advertising models essentially differ from each
other in the dynamics which connects advertising to sales and in the objectives pur-
sued by the firm.
We will consider the same dynamics as in the well known Nerlove-Arrow model
in which advertising is considered as an investment that builds up an advertising stock
(called goodwill by Nerlove and Arrow), this way taking into account the long term
effects of advertising on consumers’ demand (see [11]). But, unlike other advertising
models, we focus on the concept of technical efficiency of the firm, defined as the
ratio between the output produced by the firm and the input used in the production
process (a sort of productivity ratio).
Let us denote the advertising stock at time t by A(t) and the sales rate at time t
by S(t). We assume as relevant outputs of the advertising investment, the final adver-
tising stock A(T ) and the total sales during the selling period. As inputs to the firm’s
activity we consider total advertising costs and some fixed costs. Denoting by a(t)
the advertising expenditure rate at time t , we define the advertising efficiency as
E = αA(T ) + (1 − α)
∫ T
0 S(t)dt
C0 +
∫ T
0 a(t)dt
,
where α ∈ (0,1) represents the weight assigned to the final advertising stock and C0
denotes fixed costs. Putting k = (1 −α)/α, we can write the advertising efficiency as
follows:
E = αA(T ) + k
∫ T
0 S(t)dt
C0 +
∫ T
0 a(t)dt
,
where the parameter k > 0 is the weight assigned to the total sales.
We consider advertising stock (goodwill) dynamics as defined by
A˙(t) = −δA(t) + a(t),
as in the Nerlove-Arrow model [11], apart from the parameter  > 0 that represents
the advertising productivity in terms of the advertising stock.
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The sales rate S(t) is defined as an affine transformation of the advertising stock
at time t ,
S(t) = A(t) + b, b ≥ 0.
The advertising efficiency maximization problem is
(EP) max
A(T ) + k ∫ T0 (A(t) + b) dt
C0 +
∫ T
0 a(t)dt
,
s.t. A˙(t) = −δA(t) + a(t),
A(0) = A0,
a ∈ [0, a],
where a > 0, is the maximum advertising expenditure rate and A0 is the initial ad-
vertising stock.
We can reread Proposition 3.1 in terms of optimal advertising policies. Indeed, in
the EP problem we know the signs of parameters: k > 0,  > 0, δ > 0, b ≥ 0, a > 0.
Hence, from Proposition 3.1, we can distinguish two main cases.
If the decay rate of goodwill is high enough, thus meaning that the advertising
forgetfulness is high enough (this situation corresponds to the case δ > k), the optimal
advertising policy a(t) has the following structure:
a(t) =
{
0, if t ∈ (0, τ ),
a, if t ∈ (τ, T ),
namely, it is convenient initially to start with no advertising, whereas it is convenient
to undertake maximum advertising at the end of the communication period.
On the other hand, if δ < k, that is the decay rate of the advertising stock is low
enough, it is convenient to maximize the advertising effort from the very beginning
and the optimal advertising policy a(t) has in general the following form:
a(t) =
{
a, if t ∈ (0, τ ),
0, if t ∈ (τ, T ).
Observe that the special structure of problem EP allows to obtain some properties of
its optimum value function. In fact, the optimal value q∗ of EP is implicitly defined
by the equation
F(q∗) = 0.
Following Sect. 4 it is easy to solve problem EP. Moreover, if δ = k, function F is
differentiable and decreasing, therefore ∂F/∂q < 0 and it is possible to apply the
implicit function theorem to obtain the sign of the derivative of q∗ with respect to the
parameters. Straightforward calculations thus allow us to prove that:
∂q∗
∂b
> 0,
∂q∗
∂δ
< 0,
∂q∗
∂A0
> 0,
∂q∗
∂C0
< 0,
∂q∗
∂a
≥ 0, ∂q
∗
∂k
> 0,
∂q∗
∂
≥ 0.
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6 Conclusions
In this paper, we consider a fractional optimal control problem and solve it by means
of Dinkelbach’s approach. The particular structure of the functional allows to obtain
an almost explicit solution of the problem. The same method can be used also in the
case of more controls and/or more state variables. With one state variable and several
controls all switching times can be explicitly obtained for each fixed q . In the case of
several state variables switches can be computed but, in general, not in closed form.
The same methodology could be applied to more general classes of fractional
functionals: this will be addressed in the next future research.
Moreover, the advertising problem presented in Sect. 5 could be generalized in or-
der to compare different advertisers or different media in a Data Envelopment Analy-
sis (DEA) framework. This could therefore lead to a dynamic approach to DEA,
which will be another stimulating topic for future research.
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