The advent of precision medicine is largely dependent on the availability of accurate and highly predictive gene scores. While progress has been made identifying genetic determinants of polygenic traits, the phenotypic variance explained by gene scores derived from genome-wide associations remains modest. Machine-learning techniques have proven very useful for solving a broad range of prediction problems, yet are not widely applied to complex traits prediction using gene scores. We propose a novel machine-learning heuristic (MLH) to improve the predictive performance of gene scores.
2 models to leverage a large number of SNPs and optimize the weights of individual SNPs included in the gene scores. We show a calibration set sample size of ~200 individuals is sufficient for optimal performance. We then correct for linkage disequilibrium (LD) between SNPs using a novel procedure, enabling retention of all SNPs in the gene score irrespective of LD. Our novel heuristic yielded a prediction R 2 of 0.237, 0.082 for height and BMI using GIANT summary association statistics in the UKBiobank study (N=130K; 1.98M SNPs), explaining 46.6% and 32.6% of the overall polygenic variance, respectively. Corresponding area under the ROC was 0.602 for diabetes in the UKBiobank using DIAGRAM association statistics. MLH outperformed other gene score heuristics for height and BMI and was equivalent to LDpred for diabetes. Results were independently validated in participants of the HRS (N=8,292) study. Our report demonstrates the potential of machine-learning methods for polygenic trait prediction.
Our method has wide-ranging applications, from predicting medically important traits to creating stronger instrumental variables for Mendelian randomization studies.
Main Text
Despite moderate to high narrow-sense heritability estimates for most polygenic traits, known genetic associations only explain a relatively small proportion of polygenic traits variance. It has been proposed that weak, yet undetected, associations underlie polygenic trait heritability 1 . Consistent with this hypothesis, polygenic scores including both strongly and weakly associated variants produce vastly superior prediction R 2 than the ones including only genome-wide significant variants. The most popular heuristic is based on linkage disequilibrium (LD) pruning of SNPs, prioritizing the most significant associations up to an empirically determined p-value threshold and pruning the remaining SNPs based on LD
2
. This "pruning and thresholding" (P+T) approach has the advantage of being simple and computationally efficient, but discards some information because of LD pruning. To remediate this issue, a novel method was recently proposed that uses LD information from an external reference panel to infer the mean causal effect size using a Bayesian approach (LDpred) 3 . While the latter method has been shown to improve prediction R 2 , we hypothesized that a further gain in prediction R 2 could be made by tuning the weights of SNPs included in the gene score using machine-learning algorithms.
Machine learning encompasses a class of methods widely used to solve complex prediction problems. It has proven particularly useful when prediction is dependent on the integration of a large number of predictor variables, including higher-order interactions, and when sizeable training datasets are available for model fitting. Our novel heuristic leverages the large number of SNPs in genome-wide studies to calibrate the weights of SNPs contributing to the gene score. This is done by partitioning the genome into non-overlapping, complementary parts. Our method involves two steps ( Figure 1) and uses the univariate regression coefficients from external meta-analysis summary association statistics as a starting point (see Appendix for detailed Methods). First, these external univariate regression coefficients are updated with respect to a target population by the boosted regression trees models. Second, the updated weights are corrected for LD to produce the final gene score.
Boosted regression trees are powerful and versatile methods for continuous outcome prediction 4 and thus ideal for updating the SNP weights in a gene score. Treebased models partition the predictor space according to simple rules to identify regions having the most homogeneous responses to predictors and fitting the mean response for observations in that region. Boosting is used to efficiently combine a large number of relatively simple tree models adaptively, to optimize predictive performance. Our approach uses boosted regression trees to adjust summary association statistics regression coefficients in order to maximize the prediction R 2 in a target population. Regression coefficients from large meta-analyses are implicitly assumed to provide the best initial estimates and regression trees "tune" them based on the regression coefficients observed in the target population. To avoid over-fitting, SNPs are divided into five distinct contiguous sets of SNPs (thus circumventing potential LD spillover) and weights of SNPs in each set is calculated using the prediction models trained on the remaining four sets.
For example, the first set comprises SNPs from chromosomes 1, 2 and part of 3 such that SNPs from the remaining part of chromosome 3 and chromosomes 4 to 22 would be used to derive prediction models for SNPs in that first set. The observed regression coefficient of any single SNP in the target population is thus never used directly or indirectly to derive its own gene score weight.
It is advantageous to correct the derived weights for LD when including multiple We applied our machine-learning heuristic (MLH) to the prediction of height on a calibration set of 10,000 participants and an independent validation set of 130,215 from the UKBiobank (UKB) using Genetic Investigation of Anthropometric Traits (GIANT) consortium summary association statistics 3, 5 on 1.98M SNPs (Figure 1 ). Since the UKB is not part of the GIANT consortium, the reference and target populations can be assumed to be independent. We tested for calibration of diabetes gene scores using the Hosmer-Lemeshow test, dividing the UKB validation set by deciles of predicted trait ( Figure 4 ). There was no evidence of mismatch between predicted and observed event rates for any of the gene scores (p>0.05).
The set of participants used for calibration of MLH can theoretically also be the test set since the regression coefficient of each SNP in the target population is not used to tune its own gene score weight. However, doing so presents practical challenges in the situation where one wants to predict a trait unobserved in the target population, in which case a smaller training sample size is advantageous. We therefore explored the effect of the size of the calibration set on gene score performance by sub-sampling an increasing proportion of our calibration set for MLH tuning. We determined that a calibration set as small as 200 was adequate to provide high prediction R 2 for height and BMI ( Figure 5 ).
For diabetes, we selected an increasing number of case-control pairs. 100 pairs were sufficient for adequate performance.
For any given SNP, the regression coefficient observed in UKB was not used to determine its own gene score weight. Nonetheless, regression coefficients of other SNPs in UKB were used, raising the issue of transferability to other populations. We therefore tested gene scores derived from the UKB in Health Retirement Study (HRS) participants of European descent (N=8,292). Only directly genotyped SNPs were used for this analysis and 683K SNPs overlapped with both the UKB and consortia associations. For each method, optimal gene score derived in the UKB calibration set was tested in HRS without any further fitting or adjustment. Consistent with UKBiobank results, our machine-learning heuristic outperformed other methods for height and BMI, and was close second to LDpred for diabetes (Figures 2 and 3).
Our proposed machine-learning heuristic led to significant improvements in prediction R 2 as compared to existing methods. Furthermore, we showed that MLH gene scores are well calibrated, requiring only a very small calibration set sample size (N~200) to achieve maximal performance. This latter characteristic makes our method advantageous for prediction of unobserved traits and stems from the fact our heuristic leverages the large number of genetic variants reported in genome-wide association studies (GWAS) to train boosted regression trees models through genome partitioning.
Regression trees can capture nonlinear effects and higher-order interactions while the boosting algorithm combines individually weak predictors to produce a strong classifier that enables a better prediction of genetic effects.
A few limitations are worth mentioning. First, our method is based on the premise that SNPs contribute additively to genetic variance. While empirical evidence suggests this holds true in most cases, our method is not expected to perform well in genomic regions where strong genetic interactions are present (e.g. HLA), and alternative methods such as LDpred might be better suited 3 . Second, there is a possibility that gene scores derived using our method are inherently population-specific. However, with the exception of unadjusted gene scores, all methods require the determination of parameters in the target population and ours is no different. Furthermore, if the genetic architecture varies between populations, then no gene score will perform universally well and it will be beneficial to tailor gene scores to each population. The observation that our heuristic performed as well in HRS as compared to other methods suggests this might not be the case. Third, our correction for LD yielded advantageous results yet is expected to lead to some loss of information when truly associated SNPs are in partial LD (see Appendix).
Nonetheless, our correction for LD also has several benefits such as simplicity, use of summary association statistics and intrinsic robustness to minor misspecification of LD or association strength.
In summary, we propose a novel heuristic based on machine-learning concepts to improve the prediction of polygenic traits using gene scores. 
In other words, 
Adjustment of regression coefficients for LD
We propose a simple method to correct summary association regression coefficients for LD in such a way that all SNPs can be included in a gene score, irrespective of LD. 
Genotypes for
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The expected value can be approximated by: Assume the target population is independent of the meta-analysis, i.e. , assuming the LD structure in the two populations is identical. We have thus shown that
is an unbiased estimator of the true genetic variance.
(2) Variance of the Gene Score
The denominator in (eq.7),
, can be shown to be greater than From the above inequality, we can conclude that
is biased and will always be greater or equal than the true genetic variance.
A note on prediction R 2 of gene score as compared to true genetic variance
The LD correction proposed thus offers a tradeoff between bias and variance, whereby genetic variance estimates are unbiased as Based on these simulations, we confirmed that (1) LD-corrected gene scores are unbiased estimators of true genetic variance (i.e.
, and (2) variance of gene score is indeed higher than true genetic variance. We further estimated the loss of information at ~12%, or in other words gene score prediction R 2 was on average ~88% of true genetic effect.
UKBiobank Study
The UKBiobank 13 (UKB) is a large population-based study from the United Kingdom.
152,249 participants were genotyped using either the UK BiLEVE or the UK Biobank Affymetrix Axiom arrays. 140,215 participants were of European (British and Irish)
Caucasian ancestry and included in the present analysis. Genotypes were imputed using the UK10K reference panel using IMPUTE2, resulting in ~72M SNPs. Height and BMI was adjusted for age and sex in all analyses; and to further mitigate the effect of outliers, values outside the 1 st and 99 th percentile range were removed. All analyses were adjusted for the first 15 genetic principal components unless stated otherwise. The UKB was not part of the GIANT meta-analysis of height and BMI 11, 12 , or of the DIAGRAM consortium for diabetes 10 . There are 6,746 individuals with prevalent diabetes in the subset of the UKB included in the current report. We randomly selected 6,746 individuals without diabetes as paired controls on a 1:1 basis. Next, we randomly sampled 1,000
case-controls pairs as the calibration set, with the remaining 5,746 pairs constituting the validation dataset.
Health Retirement Study
We downloaded publically available genome-wide data that are part of the Health Retirement Study (HRS; dbGaP Study Accession: phs000428.v1.p1) generated using the Human Omni2.5-Quad BeadChip (Illumina). HRS quality control criteria were used for filtering of both genotype and phenotype data, namely: (1) SNPs and individuals with missingness higher than 2% were excluded, (2) related individuals were excluded, (3) only participants with self-reported European ancestry and genetically confirmed by principal component analysis were included, (4) individuals for whom the reported sex does not match their genetic sex were excluded, (5) SNPs with Hardy-Weinberg equilibrium p < 1x10 -6 were excluded, (6) SNPs with minor allele frequency lower than 0.02 were removed. The final dataset included 8,292 European participants genotyped for 688,398 SNPs. Height and BMI was adjusted for age and sex in all analyses; and to further mitigate the effect of outliers, values outside the 1 st and 99 th percentile range were removed. There were 1,815 individuals with diabetes and 6,477 controls. All analyses were adjusted for the first 20 genetic principal components unless stated otherwise. HRS was not part of the GIANT meta-analysis of height and BMI 11, 12 , or of the DIAGRAM consortium for diabetes 10 .
Pruning and thresholding gene scores, LDpred and other alternative methods
Pruning and thresholding (P+T) polygenic scores were derived using the "clump" estimates used throughout the manuscript were derived from UKB calibration set genotypes.
Conflicts of Interests
The authors are listed as inventors on patent disclosures owned by McMaster University and related to trait prediction using genetic data. confidence intervals. A total of 1.98M SNPs were considered and SNPs were ordered from the most to the least significant according to GIANT summary association statistics. For each trait and gene score method, the UKB validation set was divided into deciles of gene score. For each decile, the difference between the mean observed and predicted trait (95% confidence interval) is illustrated as function of the mean predicted trait for that
