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Abstract—A fast and accurate liver segmentation method is a 
challenging work in medical image analysis area. Liver segmentation is an 
important process for computer-assisted diagnosis, pre-evaluation of liver 
transplantation and therapy planning of liver tumors. There are several 
advantages of magnetic resonance imaging such as free form ionizing 
radiation and good contrast visualization of soft tissue. Also, innovations 
in recent technology and image acquisition techniques have made 
magnetic resonance imaging a major tool in modern medicine. However, 
the use of magnetic resonance images for liver segmentation has been slow 
when we compare applications with the central nervous systems and 
musculoskeletal. The reasons are irregular shape, size and position of the 
liver, contrast agent effects and similarities of the gray values of neighbor 
organs. Therefore, in this study, we present a fully automatic liver 
segmentation method by using an approximation of the level set based 
contour evolution from T2 weighted magnetic resonance data sets. The 
method avoids solving partial differential equations and applies only 
integer operations with a two-cycle segmentation algorithm. The efficiency 
of the proposed approach is achieved by applying the algorithm to all 
slices with a constant number of iteration and performing the contour 
evolution without any user defined initial contour. The obtained results 
are evaluated with four different similarity measures and they show that 
the automatic segmentation approach gives successful results. 
Keywords—Liver segmentation, MRI, Geometric active contours, 
Level set method 
I. INTRODUCTION 
The use of Magnetic Resonance (MR) images for liver 
segmentation has been limited when we compare MR applications in 
central nervous systems and musculoskeletal. Since liver that is the 
largest organ requires a large field of view. Therefore, the available 
spatial resolution for liver is less than the resolution with the field that 
is used for brain and joint imaging. Another significant handicap to 
use MR images for liver segmentation is motion artifacts. Also, 
Computer Tomography (CT) is less costly than MR imaging. [1]. 
However, the concerns about the radiation risks and also the iodinated 
contrast agents associated with abdominal CT images are increasing 
[2].  
MR imaging, which uses non-ionizing radiation, has become the 
dominant clinical imaging modality and it is considered as the 
cornerstone of abdominal imaging especially for liver organ with 
recent progress in image acquisition techniques, digital image 
processing and computer technology. It is now possible to overcome 
the motion artifacts by using several breath-hold sequences, cardiac 
gating, respiratory, and different motion suppression techniques. Also, 
images in high resolution within a single breath-hold can be obtained 
by efficient changes of pulse sequence design and faster switching 
mechanisms of gradient amplifiers. More powerful gradients and more 
sensitive receiver coils give images with improved spatial resolution. 
In addition, purpose-built applications can be developed by using 
different MR imaging modalities.  
Although, developments in technology have improved the quality 
of liver MR images, liver segmentation task from MR images is still 
very challenging. One important reason is that the acquisition of good 
quality images requires an unflagging attention to details of technique. 
[1]. Another reason is irregular shape and position of the liver (Fig.1). 
Also, gray level similarities between the liver and neighbor organs 
(Fig.1.a and b) make the liver segmentation from MR data sets more 
difficult. Different contrast agents, which have important diagnostic 
value for liver MR imaging, are used in many cases even MR images 
have superior contrast resolution. However, the use of contrast agents 
may causes all tissues to have varied gray values in each MR images 
and even in each slices. The contrast agent effect increases these 
challenges of liver segmentation from MR images. Therefore, liver 
segmentation studies are mostly in CT images in the present literature 
[3-8]. 
 
   
   
Fig.1. Examples of abdominal MR images and representation of 
difficulties for liver segmentation: Similar gray level values between 
liver and stomach (a), liver and heart (b), a slice from the beginning 
(c), and a slice from the end of the same MR data set to represent 
irregular shape of liver (d) 
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There exist only a few studies in the literature for the liver image 
segmentation from MR data sets, which have been proposed by using 
snakes [9], fast marching method [10], feed forward neural network 
[11], fuzzy c-means based segmentation [12,13], graph-cut approach 
[14], synchronized oscillator network [15], active shape model 
[16,17], watershed [18], iterative quadtree decomposition method 
[19], Gaussian model and markov random field [20], modified region 
growing [21], and free form registration on manually segmented CT 
images [22]. Some of these methods are time consuming and have 
complex calculations such as active contour based approach [9,10 
16,17,22] or the used MR image modality characteristics are not 
clearly identified [11,15,18]. Statistical shape model based and 
statistical gray level value distribution based methods [20] need both 
prior shape knowledge of the liver and huge number of training data 
set.  
Two different level set based liver segmentation methods have 
been proposed by using MR data sets in the literature. The idea behind 
the level set method is to evolve an initial contour over an image 
towards the desired boundaries. One of the proposed level set based 
method for liver segmentation is a semiautomatic segmentation 
approach [23] that is very time consuming due to the calculations with 
Partial Differential Equations (PDEs) and needs extra time for 
initializations by users. Also, different users initialize images 
differently which leads to different computation time and results. The 
other level set based method [24] requires prior shape and size 
knowledge of the liver and a huge number of training data set. The 
problems of different modality characteristics, atypical liver shapes 
and similarities of gray values of neighbor tissues are not solved by 
using these methods. Therefore, these methods do not deal with all the 
problems at the same time and liver segmentation using MR images is 
still problematic. In this study, we propose an automatic and iterative 
liver segmentation approach that uses an approximation of the level 
set method [25] to overcome these difficulties.  
The organization of the paper is as follows. The properties of the 
MR data sets used are given in Section II. Basics of active contours, 
level set method and related works are presented in Section III. We 
explain the proposed liver segmentation method in Section IV. 
Finally, we present the experimental results and conclusions in 
Section V.  
II. DATA SET 
The upper abdominal MR data sets have been obtained from three 
different patients using a 1.5 Tesla MR imaging device (Gyroscan 
Intera, Philips, ACS-NT, Best, The Netherlands) located in Dokuz 
Eylül University Radiology Department. The examined 16 bit 
DICOM images are fat suppressed T2-weighted (TR/TE, 1600/70 ms; 
flip angle, 90°; slice thickness, 8 mm) SPIR images in the axial plane 
with a resolution of 256x256.    
III. ACTIVE CONTOURS FOR IMAGE SEGMENTATION 
Active contour techniques are widely used for image 
segmentation. Several reviews about active contour methods have 
been published [39-41]. 
Parametric active contours, which are snakes, introduced by Kass 
et al. (1988) [42], use an energy minimization approach to segment 
images. A given initial contour is evaluated by minimizing its energy 
that is derived from the active contour as internal energy and from the 
image as external energy. Parametric active contours can not handle 
topological changes. Also, the magnitude of the external forces 
become smaller very quickly while evolving from the image 
boundaries which causes small capture range of snakes. Therefore, 
variations of the parametric active contour method have been 
proposed [43-50] by using edge-based or region-based external forces 
to handle topological changes or shape-based prior knowledge to 
avoid spurious edges.  
Geometric active contours, which were proposed by V. Caselles et 
al. [29] and R. Malladi et al. [30], use both image data and geometric 
information of the evolving contour for image segmentation. 
Geometric active contours are based on the level set approach [26] 
and the theory of curve evolution [51] which uses PDEs.   
The importance of PDEs has increased in image segmentation area 
since a segmentation problem can be transformed into a PDE 
framework and finite difference methods can be used to solve PDEs. 
In addition, PDEs can be extended from 2-D to higher dimensions and 
allow to perform image segmentation methods with user interaction. 
The PDE for the deformation of the contour is written as, 
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that evolves the contour C by the time t in the normal vector direction 
N with the speed function F(к), which depends on the curvature of the 
contour. The contour propagates faster in a high curvature area than a 
low curvature area. 
The level set method uses the solution of a Hamilton-Jacobi 
equation of the higher dimensional smooth level set function φ  for 
the contour evolution. An important advantage to use the Eulerian 
Hamilton-Jacobi equation is that the given level set function always 
remains as a function as long as the speed function is smooth [26]. 
The contour C(s,t) is embedded as the zero level set of the function 
( , , )x y tφ  as, 
                                        ( )( , ), 0C s t tφ =                                  (2) 
 
and evaluated towards the desired object boundaries. The motion 
equation is obtained by differentiating (2) with respect to time t and 
the level set equation is written by using (1) as, 
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Improved level set methods have been proposed to handle 
topological changes and to obtain accurate results from image 
segmentation applications [52-55,31-33,35-38,40,27,28]. An energy 
functional is used to obtain an evolution PDE and energy 
minimization is applied in the improved level set methods. For 
instance, local intensity information has been incorporated to the level 
set method as a solution for intensity inhomogeneity problem in [35-
38,27]. However, only mean values of local intensities do not enough 
for accurate segmentation when there exists severe noise and intensity 
inhomogeneity. Therefore, both mean values and variance values of 
local intensities, which are obtained by Gaussian distributions, have 
been used to deal with intensity inhomogeneity in [34]. Although, this 
approach has not been applied yet for liver images, it gives accurate 
results for brain images but causes high computational cost. The 
piecewise constant model based level set method in [56] can not 
handle intensity inhomogeneity problem. Only region-based features 
have been used in [28] by assuming the existence of only object that 
will be segmented and background in the image. However, the used 
global information in the proposed formulation is not accurate when 
there is intensity inhomogeneity in inside or outside the contour. The 
level set method that uses a shape based prior knowledge in [52,54,55] 
and the supervised segmentation method in [53] needs prior 
information.  
Also, the narrow banded level set methods in [67-60] have been 
proposed to decrease calculation time by increasing the curve 
evolution speed. The evolution of the curve is performed by solving 
the PDEs only around the neighborhood of the zero level set instead of 
in the whole image in these methods.  
IV. PROPOSED METHOD FOR LIVER SEGMENTATION 
In this study, a new fully automatic liver segmentation approach from 
SPIR data sets is presented by using the Fast Two-Cycle (FTC) 
algorithm [25] that enables an initial contour evolution with two 
different cycles. This algorithm approximates the level set method 
without solving PDEs and reduces the computational cost. This is a 
narrow band method with a bandwidth of two pixels. The data 
dependent evolution is performed in the first cycle and the curve 
smoothing operation is performed in the second cycle. The contour 
evolution is represented with two linked lists, which contain the points 
inside the contour and the points outside the contour, by using only 
integer values. The evolution in both cycles is achieved by a switching 
mechanism of elements between these two lists. A data dependent 
speed function is used for evolution in the first cycle. A curve 
dependent speed function is used in the second cycle for smoothness 
regularization. The value of the smoothing speed is obtained from 
Gaussian filtering. The final values of these speed functions are -1, or 
0, or +1 after thresholding process. If the curve evolution is inward 
then the sign of the speed functions is negative. If the evolution is 
outward then the sign of the speed functions is positive. 
Initial contours can be moved outward or inward and their 
position, which is a key challenge for level set based segmentation 
methods, determines the segmentation result [61]. The drawback of 
the Shi and Karl’s level set method [25] is its sensitivity of initial 
contours. Because, the accuracy of the obtained results mainly 
depends on the number, size and location of the initial contour that are 
drown by users. Also, the given iteration number for each slice affects 
the results. Therefore, this approach is not robust and can generate 
over segmented or under segmented images. In order to overcome this 
drawback, we applied this method iteratively without any user 
interaction and with a small constant number of iterations for liver 
segmentation from SPIR data sets. 
In our strategy, the initial contour for each slice is obtained by 
using the relation between sequential slices in a dataset. The liver 
shape in a slice is close to the liver shape of the previous or next slice 
than other slices. Therefore, the shape of an initial liver image 
segmented formerly is used as the initial contour for the consecutive 
slices.  
The initial liver image is obtained from the selected initial slice 
(Fig.2.a) in which the border of liver is very clear in the dataset. It is 
usually the mid-slice of datasets, which comes just after the first 
disappearance of the right kidney because the liver boundaries do not 
overlap with other boundaries of neighbor organs and used as the 
initial slice to be segmented. 
To obtain the initial liver image, the selected initial slice is 
clustered by applying the most commonly known unsupervised 
clustering method K-means, which gives a successful result only for 
the selected initial slice.  Then, the cluster that has the liver organ is 
selected from the three clusters that are background, dark regions 
(skin) and bright regions (organs) (Fig.2.b). Binary morphological 
operations are applied to the selected cluster after the clustering step. 
The first binary operation is erosion to remove the weakly connected 
objects (Fig.2.c). Then, a connected component analysis is performed 
to extract the biggest part (Fig.2.d). Next operation is dilation to 
restore the completely undeleted objects by erosion (Fig.2.e). Finally, 
filling is applied for holes in the image and the segmented initial liver 
image (Fig.2.f) is obtained to use its shape as the initial contour for the 
first succeeding and preceding slices.  
 
       
 
       
Fig.2. Initial liver image segmentation: Selected initial slice (a), 
clustered image (b), after erosion (c), the biggest part (d), after dilation 
(e), initial liver image (f) 
After obtaining the initial liver image, each preceding and 
succeeding slices are segmented iteratively with the same number of 
iteration, which is a very small number (only 10 iterations for each 
slice) because the initial contour for each slice is near the desired liver 
edges. Therefore, the required time for the segmentation of each slice 
is reduced and the segmented images are obtained automatically from 
all slices in the data set.  
A series of binary morphological operations are applied to the 
segmented liver images to remove mis-segmented regions in the post-
processing stage. These operations are the same with the steps that are 
used to obtain the initial liver image from the clustered image.  
V. RESULTS AND CONCLUSIONS 
Figure 3 shows that the results obtained by the proposed liver 
segmentation approach are successful.  
K-means, which is a commonly known segmentation method, 
gives unsuccessful results for liver segmentation from MR images. 
Example results of K-means based liver segmentation by using our 
data set are shown in Fig.3. 
 
     
     
      
     
     
     
Fig. 3. Original slices (a,d,g,j,m,p); Level set based segmentation 
results (b,e,h,k,n,r); K-means based segmentation results (c,f,i,l,o,s) 
The quantitative analysis for performance comparison between 
level set based segmentation results and their reference images has 
been evaluated by using four different similarity measurements. The 
first similarity metric is Hausdorff distance [63] which is a maximum 
surface distance. Because it computes the maximum distances of 
pixels between their corresponding edge points and formulated by 
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where X is the set of data points of a reference image 
1 2 3{ , , ,....., }NxX x x x x=  and Y is another set of data points of a 
segmented image 1 2 3{ , , ,....., }NyY y y y y= , d is the Euclidean distance, 
which calculates the distance from a pixel ix  to the point set Y (and 
vice versa), given as 2 21 1 2 2( , ) ( ) ( )d x y x y x y= − + −  These 
distances are computed by 
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Another metric is the Mean Squared Error Distance (MSED) [67], 
which is calculated by 
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where X(i,j) is a reference image and Y(i,j) is a segmented image. If 
the MSED value is zero then the result is perfect, which means the 
segmented and the reference images are the same. Generally, the 
MSED is converted to a Peak Signal to Noise Ratio (PSNR) measure 
which is given by                                                                                       
                                
2
10log10
d
MSED                             (8)
 
 
where 2d shows the range of intensity values. Our images are 
16bit/pixel so 162 1 65535d = − = . 
The last used similarity criteria is the Dice similarity [62,25], 
which is the twice intersection (overlap) of the segmented and the 
reference volume divided by the sum of the segmented and the 
reference volume, formulated by 
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If this measurement is equal to one then there is not under-
segmentation and over-segmentation and if it is equal to zero then the 
regions are completely different. 
The quantitative analysis has been performed by using the results 
in Fig.3 and the manually segmented reference liver images shown in 
Fig.5. 
     
     
Fig.5. Manually segmented reference images (a,b,c,d,e,f) of the 
original slices in Fig.3.a,d,g,j,m and p respectively 
Table 1 presents the coefficients of the four similarity metrics for 
the results (Fig.3.b,e,h,k,n,r) obtained from the proposed automatic 
liver segmentation method. The required segmentation time in 
seconds of all slices for this method is 13.9648 by using 2 GB RAM 
and 2.33 GHz. Intel Pentium CPU. 
Table 1. The similarity values for the proposed level set based 
segmentation results shown in Fig.3 using the reference images in 
Fig..5 
Slice Dice coefficient 
MSED 
coefficient 
Hausdorff 
coefficient 
PSNR 
coefficient 
Fig.3.b 0.9226 17.8171 14.4222 18.8860 
Fig.3.e 0.9451 5.2550 7.2111 20.5833 
Fig.3.h 0.9318 12.1277 12 19.1393 
Fig.3.k 0.9170 15.5977 14.1421 18.0364 
Fig.3.n 0.9210 12.6358 10.6301 19.0161 
Fig.3.r 0.8829 31.8287 18.0278 17.6765 
 
A good overview on medical image segmentation methods using 
active contours is presented in [65]. Both qualitative and quantitative 
comparison results of eight different active contour methods except 
the application specific methods are presented by the authors for brain 
MRI, ultrasound pig heart image, kidney CT image, knee MRI, and 
microscopy blood cell image. However, to our knowledge, there is no 
liver segmentation method from T2 weighted SPIR images. There is 
only one study, which is kidney segmentation, that uses SPIR datasets 
[66]. We have preferred to use SPIR images for liver segmentation 
due to their clear visualization of the vascular structure that is used to 
separate the liver into anatomically meaningful segments and gives 
important information to surgeons. The quantitative and qualitative 
analysis show that our strategy deals with all difficulties for liver 
segmentation and gives successful results in a short time. The 
efficiency of the proposed fully automatic liver segmentation method 
is achieved by applying the FTC algorithm to all slices iteratively 
without using any user defined initial contour.   
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