Abstract: We experimentally demonstrate the performance of a 10 Gb/s subcarrier multiplexed (SCM) wavelength-division multiplexed (WDM) passive optical network (PON) using 2.5 Gbaud 16-QAM transmission signals. Digital signal processing (DSP) and square-root raised cosine (SRRC) pulse shaping enable both the uplink and downlink channels to achieve net spectral efficiencies up to 2.8 bit/s/Hz per channel using reflective semiconductor optical amplifier (RSOA)-based optical network units (ONUs) and economical 10 GHz intensity modulation and direct detection transceivers. We characterize the system's bit error rate (BER) performance over a 20 km single feeder PON with both remote continuous-wave (CW) seeding and full-duplex transmission scenarios, assuming standard forward error correction (FEC) codes.
Introduction
The data capacity of access networks must continue to evolve to meet consumer appetites for high bandwidth services such as streaming Internet video, video-on-demand and cloud-based storage [1] . These popular, data intensive services will drive the adoption of fiber-to-the-home by network providers to meet the need for greater capacity on access networks.
Future passive optical networks (PONs) using time-division multiplexing (TDM) will provide a short term upgrade pathway for operators to increase the total shared bandwidth available to users, but scaling TDM-based networks beyond 10 Gb/s is expected to be technically challenging [2] . Wavelength-division multiplexed (WDM) PONs are expected to provide the necessary bandwidth capacities in the long term, and should require only minimal upgrades to the existing infrastructure in order to provide an economically viable upgrade path from current TDM PONs. A single feeder architecture should be maintained, while the passive power splitter at the remote node (RN) will be replaced by an athermal arrayed waveguide grating (AWG). Client-side colourless optical network units (ONUs) will be essential to reduce inventory complexity for the network operator. The reflective semiconductor optical amplifier (RSOA) is a well studied candidate for colourless ONU transmitters and although their modulation bandwidth is fundamentally limited to less than 3 GHz, RSOAs can be operated at 10 Gb/s or greater data rates using a variety of electrical [3, 4] and optical [5] [6] [7] equalization techniques.
In transport level networks, digital signal processing (DSP) is proven to be an effective means of replacing expensive optical components with high-speed transceiver electronics [8] . There is great potential to achieve significant performance gains in access networks from economical optoelectronic transceivers using DSP in next generation PON solutions [9] [10] [11] [12] [13] .
In bidirectional PONs with downlink remodulation, the uplink channel performance is primarily limited by Rayleigh backscattering (RB), reflections and inter-channel crosstalk [14] . Radio frequency (RF) subcarrier multiplexing (SCM) is a simple and effective means of reducing their impact [15] . Previously, SCM solutions required high bandwidth receivers [16] to achieve symmetric 10 Gb/s data rates. Recently the authors demonstrated SCM WDM PON architectures using higher order modulation and pulse shaping to achieve symmetric 10 Gb/s channels within 10 GHz of electrical bandwidth [13, 17] . In both cases, the uplink channel was limited to 5 Gbaud QPSK.
Other PON techniques also pair DSP and higher order modulation formats to improve the spectral efficiency and overcome the RSOA bandwidth limitation. Orthogonal frequency division multiplexing (OFDM) [10, 18] and discrete multi-tone (DMT) [19] are two approaches that use many subcarriers at lower baud rates to carry the channel data. These multi-carrier approaches provide flexibility in terms of per user bandwidth allocation, but can require more complex DSP at the transmitter and receiver to process the parallel data streams. In our SCM WDM PON approach each channel is placed on a single subcarrier enabling serial signal processing using standard DSP techniques.
In this investigation we extend the concepts of our initial demonstration [20] and present the performance of a symmetric 10 Gb/s per wavelength 16-QAM SCM WDM PON using a bandwidth-limited RSOA-based ONU and economical intensity modulation (IM)/direct detection (DD) optoelectronics. In contrast to previous demonstrations, here we use 16-QAM signals on both the uplink and downlink to increase the net spectral efficiency up to 2.8 bit/s/Hz per channel. This enables guard bands to separate the SCM channels from surrounding noise sources. The RSOA's 2.2 GHz modulation bandwidth is spectrally pre-compensated in DSP, while offset optical filtering is used at the optical line terminal (OLT) to further enhance the chirped upstream signal [13, 17] . The implementation of a new receiver DSP block to correct for timing and sampling frequency offset (SFO) improves both the uplink BER floor and receiver sensitivity, while reducing the timing sensitivities due to signal pulse shaping. We demonstrate operation over a single feeder 20 km WDM PON and characterize the system in terms of bit error ratio (BER) performance. We also present scenarios with both remote continuous-wave (CW) seeding and wavelength reuse of the modulated downlink signal. We then demonstrate symmetric operation at 5 dBm of OLT launch power and achieve a −12.5 dBm minimum receiver power sensitivity for the uplink, assuming standard Reed-Solomon (RS) forward error correction (FEC) codes with 12.5% overhead. Figure 1 illustrates the single feeder architecture we used in this investigation. The OLT transmitter consists of a Micram VEGA digital-to-analog converter (DAC) with 6 bit precision driving an electro-absorption modulated laser (EML) centred at 1549.41 nm. Following the EML, a booster erbium-doped fiber amplifier (EDFA) and variable optical attenuator (VOA) control the launch power P OLT _T x , as measured at the circulator's port 2 output. The downlink extinction ratio is set with a bias-tee to achieve a minimum BER. The optical distribution network (ODN) comprises a 20.35 km feeder of standard single mode fiber (SMF-28e+), a 100 GHz AWG and a 1.5 km distribution drop fiber (DDF). The ODN losses are 9.19 dB.
PON physical architecture
At the ONU, 70% of the downstream signal is tapped off for detection by the receiver comprised of a p-i-n photoreceiver, a RF amplifier and a real-time oscilloscope (Agilent DSOX96204Q) performing 8 bit precision analog-to-digital conversion (ADC). The remain- ing 30% of the downstream signal seeds a RSOA with peak gain from 1530 nm to 1570 nm and 2.2 GHz modulation bandwidth. The RSOA uplink transmitter is directly modulated at 4 V p-p , biased at 80 mA, and is driven by a second VEGA DAC. At the OLT, an EDFA pre-amplifies the upstream signal prior to detection and a VOA sets the input power to the p-i-n, P OLT _Rx . In a real-world deployment the EDFA cost would be shared among the PON's user base. Optical filter detuning has been shown to increase the RSOA's effective bandwidth by transforming the unwanted phase modulation due to the device's transient chirp into IM [5] . Here, an optical band pass filter (OBPF) is offset from the carrier wavelength by −0.18 nm [13] to optically enhance the received signal while also emulating a second AWG for wavelength demultiplexing [7] . The OLT receiver is similar to that of the ONU consisting of a p-i-n photoreceiver, a RF amplifier and an ADC to capture the received signal. Figure 2 outlines the general flow of the transmitter and receiver software stacks [13, 17] . At the transmitters, 2 23 − 1 and 2 31 − 1 length pseudo-random bit sequences are generated offline for the downlink and uplink, respectively, and a short preamble is added to the start of each sequence. After 16-QAM symbol mapping the sequences are truncated to 512 kSymbol to match the DAC memory depth. A square-root raised cosine (SRRC) filter then increases the signal's spectral efficiency and reduces the effects of intersymbol interference (ISI). The null-to-null electrical bandwidth of the pulse shaped channel is B ch = (1 + α ch ) × R sym , where α ch is the SRRC roll off factor and R sym is the symbol rate. To facilitate the transmission of high order 16-QAM electrical signals with low-cost optoelectronics, a finite impulse response (FIR) filter pre-compensates for each channel's bandwidth limiting component by flattening the power spectrum over the band of interest [13] . The DACs then drive the optical transmitters with the 6 bit quantized signals.
DSP enabled 10 Gb/s 16-QAM channels
The data stream captured at 40 GSa/s by the ADC receiver is downsampled, RF downconverted and a matched SRRC filter removes ISI and out-of-band noise. A block based on 2 Sa/Symbol blind feedforward symbol timing estimation [21] then corrects for timing and sampling frequency offset (SFO). After the QAM decision blocks, the preamble symbols are used to remove phase ambiguity of the phase-locked loop (PLL) output. At the OLT receiver, post-compensation is optionally performed using a decision feedback equalizer (DFE) with 12 forward and 1 backward symbol-spaced taps. The DFE taps are initially trained using the preamble symbols and then dynamically adjusted using the least-mean square (LMS) algorithm. The signal is then demodulated for BER calculation using ∼ 3.5 × 10 6 bit of data. 
Experimental results and discussion

Downlink
The downlink channel is a 2.5 Gbaud 16-QAM signal on a 7.97 GHz RF subcarrier. A 16th order FIR filter pre-compensates for the bandwidth roll off of both the EML transmitter and 10 GHz ONU p-i-n photoreceiver. In Fig. 3 we confirm the downlink channel operation by characterizing its BER performance as a function of P OLT _T x . A BER threshold of 1.1 × 10 −3 is assumed for RS(255,223) FEC. Additionally, different SRRC roll off factors α DL are tested to vary the channel's bandwidth and spectral efficiency. As the OLT launch power increases, the downlink BER quickly reaches below the FEC threshold for powers greater than 1 dBm, corresponding to a receiver sensitivity of −11 dBm. Increasing the launch power beyond 5 dBm results in BERs below the ∼ 10 −5 calculation floor. This behaviour corresponds with previous demonstrations [13] . All of the roll off factors tested performed similarly in terms of BER and sensitivity. The highest spectral efficiency tested is 3.2 bit/s/Hz when α DL = 0.25, resulting in a channel bandwidth of 3.125 GHz. After accounting for the RS(255,223) overhead, the information spectral efficiency is reduced to 2.8 bit/s/Hz.
The eye diagrams in Fig. 3(b) demonstrate the effect of α DL on the signal in the time domain. A larger roll off factor broadens the pulse width in time and in turn increases the eye opening of the multilevel signal. A smaller α DL value decreases the pulse width and the channel's bandwidth, but leads to increased timing sensitivity at the receiver. In this case, the impact of α DL is minimized by adding a timing and SFO correction block in the DSP stack.
Uplink
The uplink channel is a 2.5 Gbaud 16-QAM signal on a 2.97 GHz RF subcarrier. A 64th order FIR filter pre-compensates for the RSOA bandwidth roll off prior to quantization. The OLT launch power P OLT _T x was fixed at 5 dBm while characterizing the performance of the upstream transmission. As shown above in Fig. 3 , this launch power provides an excellent downlink performance while staying below the threshold power for stimulated Brillouin scattering (SBS) [22] . This P OLT _T x corresponds to a RSOA input power P RSOA_in = −10.7 dBm, which is greater than the RSOA's saturation power of −17 dBm. The ONU gain is ∼ 12.9 dB resulting in an upstream P ONU_T x = 2.2 dBm. After transmission through the ODN, the received power at port 3 of the circulator is measured to be P 3 = −7.6 dBm.
In Fig. 4 we present the BER performance of the 10 Gb/s upstream transmission with both remote CW seeding and symmetric transmission with wavelength reuse from a portion of the modulated downlink signal. The impact of the uplink SRRC roll off factor is verified for α UL from 0.25 to 1.00, with resulting channel bandwidths ranging from 3.125 GHz to 5 GHz, respectively. The downlink α DL was fixed at 0.50 for symmetric operation. In Fig. 4(a) , the uplink with remote CW seeding achieves a BER below the FEC threshold at −11 dBm of received power. This represents a 2 dB improvement over our initial demonstration [20] due to the new timing and SFO correction block. The addition of a DFE eliminates any residual ISI and further reduces the sensitivity to −13.5 dBm. In both cases the BER performance reaches a floor for received powers greater than −9 dBm due to noise limitations. Figure 4 (b) demonstrates the uplink performance during full-duplex transmission. As a result of reusing the modulated downlink signal, the penalty is only a ∼ 1.5× increase in BER. On the other hand, the uplink receiver sensitivity degrades to −7 dBm without post-compensation, a 4 dB power penalty compared to the CW seeding case. Adding a post-compensation DFE block at the OLT receiver removes any residual ISI in the uplink signal and significantly improves the receiver sensitivity, requiring just −12.5 dBm of power to operate below the FEC threshold. In terms of power penalty, the difference between CW seeding and symmetric transmission is reduced to only 1 dB when a DFE is used at the OLT receiver. Similar to the downlink channel, the uplink performance is quite insensitive to roll off for α UL ≥ 0.25. For the remaining analysis, we will assume the use of a DFE at the OLT receiver in order to maintain BERs well below the FEC threshold. Figure 5 (a) is an example of the BER performance of both the downlink and uplink channels with respect to E b /N 0 , the signal to noise ratio (SNR) per bit of information after the FEC overhead has been removed [23] . To calculate E b /N 0 for each data set, the frequency domain spectrum is first calculated from the captured time domain signals. Integrating over the channel bandwidth and subtracting the average noise power from the signal results in the gross SNR per symbol, E s /N 0 . The SNR per bit of information is then given by
Comparison with the Shannon limit
where M = 16 is the QAM order and (n, k) = (255, 223) are the block lengths for the RS FEC coding. FEC coded signal to achieve the BER threshold [23] . Note that the added overhead for the RS(255,223) FEC has been taken into account for both the spectral efficiency and E b /N 0 .
For the downlink channel, we see that as E b /N 0 increases with launch power and the BER steadily drops below the FEC threshold at 12.7 dB. The uplink BER reaches below the FEC threshold at E b /N 0 = 12.5 dB. In this case, E b /N 0 does not increase beyond 15 dB because the uplink signal power is limited by the gain saturated RSOA.
Furthermore, in Fig. 5(b) we can use these E b /N 0 values to compare the performance of this SCM WDM PON with Shannon's channel capacity limit [23] 
r , where r is the channel's spectral efficiency. Here the design trade off between bandwidth and energy is evident, as the highest spectral efficiency requires ∼ 2.2 dB greater E b /N 0 than the lowest one.
Discussion
This 16-QAM SCM WDM PON solution improves on previous demonstrations [13, 17] by increasing the channels' net spectral efficiency up to 2.8 bit/s/Hz, while still maintaining a simple wavelength reuse scheme and commodity IM/DD transceivers at both the OLT and ONU. Guard bands of up to 1 GHz (α UL = 0.25) isolate the uplink channel from surrounding noise sources, including low frequency RB beat noise [24] and inter-channel crosstalk from the downlink signal [14] . The noise can then be efficiently filtered out in DSP during the down-conversion and SRRC matched filtering stages. Notably, these improvements are achieved without any additional optical components or significant impact to the channel's BER compared to previous demonstrations.
Although 2.8 bit/s/Hz is the highest net spectral efficiency achieved in this investigation, it is not necessarily the highest possible. As evident in Fig. 5(b) , increasing the uplink channel's spectral efficiency further would require larger E b /N 0 . This, however, could prove difficult given that the maximum value obtained in this investigation was ∼ 15 dB. Achieving a larger E b /N 0 by increasing P OLT _T x beyond 5 dBm would limit any gains because of additional RB and SBS [13] . Further reducing α also narrows the eye opening and increases the receiver's sensitivity to timing jitter. At 10 Gb/s data rates, α = 0.25 provides adequate guard bands to separate the data channels from noise and crosstalk without impacting performance. The architecture's flexibility allows the signal bandwidths to be engineered to achieve the network operator's quality of service (QoS) requirements. In the future, this could open the possibility of increasing baud rates, or possibly mixing and matching the QAM order, baud rate and pulse shaping to achieve the network operator's desired specifications.
Conclusion
In this paper we present a 10 Gb/s SCM WDM PON architecture using DSP to maximize the performance of economical IM/DD transceivers, achieving net spectral efficiencies up to 2.8 bit/s/Hz per channel. We characterize the system's performance over a single feeder 20 km PON with both remote CW seeding and full-duplex transmission scenarios and achieve BERs below the RS(255,223) FEC threshold. The pulse shaped 16-QAM channels facilitate guard bands, providing robust resistance to upstream impairments and leading to a small 1 dB power penalty for reusing the downlink modulated signal as a seed source. To the best of our knowledge this is the highest reported spectral efficiency for a 10 Gb/s SCM WDM PON.
