ABSTRACT
C
TP is an imaging technique that allows rapid, noninvasive, quantitative evaluation of the hemodynamic status of the brain by generating parametric maps of CBF, CBV, and MTT. Frequently described applications of CTP in the literature include assessment of acute stroke, [1] [2] [3] [4] delayed cerebral ischemia related to vasospasm, [5] [6] [7] [8] and brain tumor imaging. [9] [10] [11] [12] The technique involves intravenous contrast injection and cine scanning with repetitive imaging through several sections of the brain to track the first pass of the contrast bolus. High radiation doses associated with this technique, often performed in combination with noncontrast CT and CT angiography, have prompted notifications by the US Food and Drug Administration that stress the importance of proper acquisition parameters.
As a response to these concerns, the radiology community has heightened global efforts to reduce radiation dose in a variety of radiologic examinations, and CTP in particular, by optimizing imaging protocols under the ALARA principle. Major factors affecting radiation dose during a CT study include tube current, tube rotation time, peak voltage, pitch, and collimation. 13 Changes in all of these parameters have various effects on image quality. Tube current is directly proportional to dose, and reductions in tube current primarily affect image noise without notable effects on other metrics of image quality such as image contrast.
Most CTP techniques have a fixed peak voltage at 80 kVp to optimize image contrast but vary in tube current, with some reports as low as 100 -120 mAs.
14 Through a quality improvement program at our institution, we desired to achieve a 33% reduction in CTP dose by reducing tube current to approximately 125 mAs from our reference protocol performed at 190 mAs. The consequent changes in image quality, particularly from increased image noise, warranted further investigation before this protocol change was implemented. Furthermore, in recent years there has been the introduction of several postprocessing algorithms designed to reduce noise in CT scans acquired at lower doses. The threshold dose at which image quality changes significantly, and at which these algorithms could then subsequently add value, needs assessment. The purpose of this study was to use published techniques for noise addition to CT datasets to simulate dose-reduction to determine the subsequent effects on image quality and quantitative evaluation of CTP examinations.
MATERIALS AND METHODS

Study Population
In this case-control study, consecutive CTP examinations were retrospectively identified from an institutional review boardapproved, prospective clinical trial at our institution from August 2007-June 2010. Inclusion criteria for the prospective clinical trial were adult patients (Ն18 years) with documented aneurysmal subarachnoid hemorrhage at admission. Aneurysmal subarachnoid hemorrhage was diagnosed on initial noncontrast head CT, CSF analysis, CT angiography, and/or digital subtraction angiography. Exclusion criteria were a history of iodinated contrast allergy, renal impairment, or pregnancy.
CTP Scanning Technique
We performed CTP examinations by using a standard protocol at our institution, on LightSpeed or Pro-16 scanners (GE Healthcare, Milwaukee, Wisconsin), with cine 4i scanning mode and 45-s acquisition at 1 rotation per second by using 80 kVp and 190 mAs. CTDI-vol was 725.21 mGy, and the doselength product was 1450.42 mGy-cm. Four sections, each at 5-mm thickness, were acquired with the inferior extent at the basal ganglia, above the orbits, to minimize radiation exposure to the lenses. A total of 45 mL of low osmolar (300 mg/mL) or iso-osmolar (320 mg/mL) nonionic iodinated contrast was administered intravenously at 5 mL/s by use of a power injector with a 5-s delay. CTP examinations from all participants were deidentified and were stored in the departmental research PACS in DICOM format. These nonmodified, nonsimulated, and acquired datasets are described in this study as the "reference" datasets.
Assessment of the Relationship of Image Noise to Dose on Our Scanning Systems
A well-understood relationship exists with image noise and dose, expressed as E1) noise ϰ 1/ ͙ exposure , in which noise at a given exposure level (E1) is defined as the SD, ͑E1), of the CT numbers (HU) from a uniform ROI. The noise at a second exposure level (E2) can be predicted from a known exposure level E1 by the following relationship:
To test the validity of this relationship on our scanners, we scanned a 16-cm polymethylmethacrylate cylinder phantom on a LightSpeed volumetric CT scanner at multiple tube currents ranging from the lowest to highest available settings (10 mAs-440 mAs) in 36 steps, otherwise by using the institutional-standard CTP parameters noted above. A single image was obtained at each tube current. Noise, defined as the SD of CT numbers within an ROI at the center of each image, was plotted against 1/ ͌ mAs. The near-linear relationship, shown in Online Fig 1, supports the concept that the addition of noise to CT images can predictably simulate dose reduction on our scanners. Please note that this noise model has already been established and validated, 15 and thereby, our study is focused on evaluating the noise effects in CTP examinations performed at variable radiation doses.
Noise Addition to Simulate Dose Reduction
Britten et al 15 demonstrated a technique, which we used in this study, to add spatially correlated statistical noise to the reconstructed (DICOM) reference CT images (before processing to generate perfusion maps), thereby simulating a lower-dose scan. These simulated datasets are described in this study as the "noise" datasets. The SD of the noise distribution to be added, ͑add͒, to a scan at the reference exposure, E1, can be found by using the following relationship:
An image-processing tool was developed on Matlab (MathWorks, Natick, Massachusetts) software capable of adding spatially correlated statistical noise to DICOM data in the manner shown by Britten et al. 15 First, the spectral properties of CT noise were measured from the phantom data, and the noise power spectrum was calculated for each current setting. It was found that the shape of normalized noise power spectra did not vary significantly as a function of mAs, and we subsequently used the same spectral model for all cases and noise levels. The noise autocorrelation function was computed from these data, and its 11 ϫ 11 window around the autocorrelation peak was saved as a convolution filter for generating colored noise in subsequent experiments at all noise levels. The 11 ϫ 11 filter was chosen instead of the 5 ϫ 5 filter used by Britten et al 15 because the autocorrelation function of noise was wider than the one they reported, with values reaching close to zero at a location 5 pixels away from the center as opposed to 2 pixels away.
To simulate noise with a proper power spectrum on an image, we then applied this filter to subsequent white Gaussian noise generated by Matlab and scaled to the desired SD. The noise was masked by a filter of valid pixels in the DICOM image and then was added to the same image. This procedure ensures that the noise spectrum of any simulated noise we add to any image will have the spectral properties observed in an actual CT scan of the phantom on this scanner. ͑E1) at the reference exposure of E1 ϭ 190 mAs was determined as the average value of noise in an ROI placed in the frontal horn of the right or left lateral ventricle in the first cine image of the CTP reference dataset. Knowing E1, E2 (the desired simulated exposure), and ͑E1), calculation of ͑E2) is possible by using Equation 2. Knowing ͑E1) and ͑E2), calculation of ͑add͒ is possible by using Equation 3 .
In this study, we use mAs as an approximation of exposure. Simulated exposure levels, E2, were chosen to represent a stepwise dose reduction down to approximately 125 mAs to match previously published protocols highlighting low exposures in CTP examinations.
14 An additional lower mAs scan, estimated at 44 mAs, was desired to match other studies by use of gel phantoms, rather than live human data, for CBF estimation. 16 For each reference CTP DICOM dataset used as an input, the tool generated 5 datasets, each with a fixed amount of added noise distribution, ͑add͒, at the following values: 0.8, 2.0, 2.8, 5.3, and 13.7. We then wrote the noise-added images to a new DICOM file, keeping the same information in the original DICOM header, except for the series number, series instance Unique ID, and series description, and pushed back to the departmental research PACS, now as a separate series of the same study (Fig 1) . Perfusion maps were then generated from these data.
CTP Postprocessing and Quantitative Analysis
Postprocessing of the reference dataset and the 5 noise datasets into CBF, MTT, and CBV maps was performed on an Advantage Workstation by use of CTP software version 3.0 (GE HealthCare). This software uses a deconvolution method, which is considered most accurate for low-contrast injection rates. 17 The postprocessing technique was standardized for all participants according to recommended guidelines, 18 with the arterial input function as the A2 segment of the anterior cerebral artery 19 and venous function as the superior sagittal sinus. Identical locations of the arterial input function and venous function were used for postprocessing each dataset in a given participant. No additional smoothing was performed.
For each participant, and within each section of the reference dataset, an investigator placed 26 ROIs that were standard 156-mm 2 size and round shape (12 in the right cerebral cortex, 12 in the left cerebral cortex, and 2 in the basal ganglia). These 26 ROIs per section were saved as a template and then were reapplied in the same exact positions on the corresponding sections within the 5 generated-noise datasets for the same participant (Fig 2) . Therefore, there was exact matching of the ROI positions between the reference dataset and noise datasets for each participant. Between participants, ROI positions required minor adjustments only to ensure proper placement. Therefore, there was correspondence of ROI positions between participant scans as well (eg, ROI 1 was placed in the right frontal lobe of all scans, and ROI 26 was placed in the left basal ganglia of all scans). This enabled analysis of trends in perfusion parameters for each ROI at various noise levels across all scans (On-line Fig 2) . For every ROI, perfusion parameters (CBF, CBV, and MTT) were recorded as both colored image files (JPEG format) and DI-COM files, which contained the raw pixel data. Values were recorded in text files. To measure variability and reproducibility in the perfusion parameters, noise datasets were generated 6 times at each noise level in 2 participants. These repeated-noise datasets are described as separate "trials" in this study.
In a subanalysis, a trained neuroradiologist (P.S.) with 12 years of experience reviewed perfusion maps of all reference datasets and identified ROIs with visual perfusion abnormalities, defined as focal areas with elevated MTT and/or decreased CBF.
Qualitative Analysis of CTP
Six radiologists with various levels of skill and training participated in the study to evaluate the image quality of the CTP maps. These included 2 board-certified neuroradiologists (one with 12 years of experience and the other with 17 years of experience), a diagnostic neuroradiology fellow with 6 years of experience, an interventional neuroradiology fellow with 6 years of experience, a board-certified body imaging radiologist with 9 years of experience, and a radiology resident with 2 years of experience. A software program was specifically developed for this study to allow the observer to compare the CTP maps generated from the 5 noise datasets to the CTP maps of the reference dataset in a random, blinded fashion. Each observer independently entered a quality score for each CTP map generated from the noise datasets. The quality score consisted of a 5-point Likert grading scale (1 ϭ equivalent image quality compared with the reference CTP map; 2 ϭ slight inferior quality, no significant difference; 3 ϭ mild inferior quality, noticeable difference; 4 ϭ moderate inferior quality, significant difference; 5 ϭ severe inferior quality, poor image).
Statistical Analysis
The hypothesis for the quantitative evaluation of the CTP data was that each noise dataset (simulating reduced dose) had no change in perfusion parameters compared with the reference dataset, first across all ROIs, and second in a subanalysis of ROIs with visual perfusion abnormalities. On-line Figures 2A-C showed that all ROIs had the same trends across noise levels. Therefore, it was considered statistically appropriate to analyze these quantitative data by using average values across all ROIs and sections for each participant. Because 6 datasets were available for each participant, repeated analysis (PROC MIXED) was performed with noise effect as a fixed effect and the correlation structure between subsequent measurements assumed as compound symmetry. 20 The Dunnett method was adjusted for post hoc multiple comparisons. The differences of least square means in CTP parameters between noise datasets and reference datasets, across all ROIs and separately in ROIs with visual perfusion abnormalities, standard errors, unadjusted P values, and adjusted P values was reported. A coefficient of variance analysis, defined as the SD divided by the mean of the values multiplied by 100, was used to determine the precision of the perfusion parameters in the 2 reference datasets from which the same noise datasets were generated 6 times (multiple trials).
In the qualitative evaluation, the relationship between the quality grade and noise level for each of the 3 perfusion maps, CBF, CBV, and MTT, was individually evaluated by use of the Spearman rank correlation coefficient. We calculated pairwise interuser agreeability for each map by using PABAK. 21 Average of PABAK was then calculated to represent the interuser agreeability among 6 observers. We performed all statistical analyses by using SAS 9.2 (SAS Institute, Cary, North Carolina). All P values were 2-sided, and P Ͻ .05 was considered statistically significant.
RESULTS
A total of 22 CTP examinations from 22 participants (18 women, 4 men) were available at the start of this study from the prospective clinical trial, and all were included. The mean age was 55.0 years Ϯ 13.5 (SD), and the age range was 34 -88 years. 
Quantitative Assessment
Noise measurements, as previously defined, obtained from an ROI in the frontal horn of the right or left lateral ventricles on the reference CT scans of the 22 participants yielded an average value of 7.48 HU (SD, 0.84). Therefore, we report ͑E1) ϭ 7.5 Ϯ 0.8. The simulated exposure, E2, at each level of added noise distribution, ͑add͒ is calculated and is shown in Table 1 .
Differences in perfusion parameters across all ROIs and only in ROIs with visual perfusion abnormalities between the reference datasets and the noise datasets are shown in Table 2 . These differences were small at all noise levels, with statistically significant differences present only at a simulated exposure of 44 mAs when all ROIs were assessed.
The coefficient of variance of the perfusion parameters in the scans in which the same noise dataset was generated in 6 trials is shown in Table 3 . As expected, the coefficient of variance values increase as the noise level increases, ranging from approximately 1%-7%.
Qualitative Assessment
Twenty CTP datasets were included in the qualitative assessment, with a total of 1200 parametric CTP maps (400 CBF, 400 CBV, and 400 MTT) processed at 5 different noise levels. The colored map files in 2 of the datasets were corrupted and were therefore excluded from analysis. A total of 7200 quality scores were collected for analysis from each of the 6 observers. The frequency of the quality scores assigned by the 6 radiologists for the CBF, CBV, and MTT maps at each noise level is shown in Fig 3, with the Spearman rank coefficients and P values. Statistically significant differences in the quality scores were assigned to the highest noise level 5 for the CBF, CBV, and MTT maps. We calculated the interobserver agreement by using the PABAK values for each CTP map (Table 4) . Noise level 5 demonstrates the lowest agreement rates among the 6 observers, with mean PABAK scores for CBF, CBV, and MTT of 0.52, 0.83, and 0.05, respectively, representing poor to moderate agreement rates.
DISCUSSION
The goal of this study was to help guide a decision to reduce dose in CTP examinations at our institution from a reference protocol that used 80 keV and 190 mAs. The target exposure of approximately 125 mAs was selected based on other published work using this value, and represents a 33% reduction from the reference value. Before implementing this protocol change, we desired some evidence to present to both our interpreting radiologists as well as to referring clinicians that this level of dose reduction could be attempted without differences in the quality of the images or quantitative data. Using previously published techniques, we generated simulations of reduced-dose CT scans at several incremental values down to 125 mAs. An additional simulation at a markedly reduced dose of 44 mAs, based on prior studies by use of phantom data, 16 was included as an attempt to determine a lower limit to design future studies.
Radiologists, working independently of one another, documented no statistically significant differences in the quality of the perfusion maps between those generated from the reference scans and those generated from the reduced-dose simulations, down to values of 127 mAs. On maps generated from simulated 44 mAs scans, however, there were statistically significant reductions in quality and agreement rates, raising the concern of increased variability in interpretation of CTP examinations as the dose is reduced to this level.
The dose reduction simulation and quantitative analysis were performed independent of the qualitative analysis in this study, by a different group of investigators. The results of these analyses, however, were complementary. CBF, CBV, and MTT values showed no statistically significant differences from the reference values at simulated exposures down to 127 mAs, but differences did become significant at the lowest simulated exposure for all perfusion maps. Furthermore, the coefficient of variance of these values was less than 5% at all simulated exposure levels except the lowest, suggesting that the reproducibility of these values may be compromised as the dose is markedly reduced. The true inflection of statistical significance in our study is likely to occur between 127 mAs and 44 mAs. The clinical significance of determining the exact statistical inflection point may be a subject of debate, as discussed below.
Although statistically significant differences of CTP parameters from reference values were shown at the lowest simulated exposure level, these differences were very small and may not be clinically significant. This result held true when assessing all ROIs and only ROIs with visual perfusion abnormalities. This clinical significance is best understood in the context of the threshold values in perfusion parameters that distinguish normal from abnormal, still a subject of debate in the CTP community. Nevertheless, the small changes in these parameters are an important result. Some recently introduced strategies to reduce dose in CTP and in other CT examinations include postprocessing algorithms aimed at reducing noise in low-dose examinations. values acquired at 50 mAs were similar to the reference values acquired at 200 mAs. It would be highly informative if these prior studies had reported the results of CTP analysis on data before undergoing these postprocessing techniques. These postprocessing techniques will be most valuable if CTP examinations acquired at these low doses result in statistically and clinically significant differences in perfusion parameters. If, as our simulated data suggest, these differences in both qualitative and quantitative interpretation are small and perhaps clinically insignificant, then Note:-ROIs with perfusion abnormalities were identified by a trained neuroradiologist (P.S.) with 12 years of experience. Adj P indicates adjusted P value. Note:-Coefficient of variance is defined as SD/mean ϫ 100.
the value of postprocessing techniques and their dose range of necessity needs re-evaluation. Our study supports the possibility that dose reduction can sometimes be achieved with reduction in mAs alone, without the need for additional postprocessing algorithms. Large-scale, prospective trials that obtain true, nonsimulated data would be of tremendous value not only to assess the validity of our simulations, but also to assess the extent to which dose can truly be reduced in a variety of CT examinations. The simulations and analysis performed in this study suggest that a 33% dose reduction may be possible on CTP examinations performed at our institution at reference settings of 80 keV and 190 mAs, without observed qualitative or quantitative differences in perfusion maps. These data should be interpreted with some caution and help only to inform future studies assessing these differences by using true, nonsimulated data. The value of studies that use simulations is that they can be performed without the radiation risk incurred when performing true, repeated CT scans on patients.
One of the limitations of our study was the method used for adding noise to simulate different exposure levels. Noise addition for this purpose is ideally performed on the projection data, as reported by Mayo et al. 23 However, these raw projection data are rarely stored for long periods, making retrospective studies such as this difficult to perform. Britten et al 15 attempted to show that noise addition to reconstructed data could achieve similar results as noise addition to raw data, but it should be recognized that validation of the technique was based on a subjective comparison of acquired low-dose and simulated low-dose images. Our study is based on the assumption that this validation holds true even for quantitative assessments, but this assumption may need further validation.
Limitations also included the possibility of variations in the noise spectrum with reduced dose in the same scanner and among scanners. A priori, we saw little reason to believe that the noise spectrum should change because of dosage on the same scanner.
We did not see this kind of behavior in our phantom scans, and we did not know of a physical mechanism by which additive noise levels should affect the noise spectrum. The exact numeric relationship between dosage and noise may vary somewhat among scanners, but we believe that the behavior of CTP maps we have cataloged should continue to hold across scanners. We did use a calibration strategy to learn the correct numeric factors for a given scanner, and that strategy can be applied to other scanners when attempting to repeat the study. Such repeated studies, we believe, will show a very limited dose dependency on quantitative CTP parameters.
It may also be noted that many centers are already using lower tube currents in their CTP protocols on 64-and 128-detector scanners. Although reference image noise levels may vary among protocols on these different machines, the relationship between noise and exposure (Equation 1) should continue to hold true. Our study identifies a very limited dose dependency in CTP parameters within a certain dose range. At any given site that has recently changed its CTP protocol to achieve lower dose through modest tube current reduction, our study suggests that CTP parameters between the 2 protocols may be comparable, even without the use of postprocessing algorithms. Although further validation is still needed, this result may have important implications in clinical research using these quantitative data.
CONCLUSIONS
On the basis of dose-reduction simulation techniques, this study supports the potential of a 33% reduction in dose on CTP examinations performed at 80 keV and 190 mAs without statistically significant differences in quantitative perfusion parameters or image quality. Reduced image quality and increased variability were observed at the lowest simulated dose (44 mAs) for all perfusion maps, raising concern for variability in interpretations at this level. Nevertheless, quantitative differences were small, highlighting a very limited dose dependency in CTP parameters within a certain dose range. Future studies should investigate the clinical significance of these changes and should reassess the need for postprocessing algorithms aimed at reducing noise in low-dose CT examinations. Because this study used simulations of dose reduction, results should be interpreted with caution but nonetheless can be used to inform future prospective studies that ac- quire true, nonsimulated, CTP scans performed at a reduced radiation dose.
