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Abstract
Homological equations of tensor type associated to periodic flows on
a manifold are studied. The Cushman intrinsic formula [4] is generalized
to the case of multivector fields and differential forms. Some applications
to normal forms and the averaging method for perturbed Hamiltonian
systems on slow-fast phase spaces are given.
1 Introduction
The so-called homological equations usually appear in the context of normal
forms and the method of averaging for perturbed dynamical systems (see, for
example, [1, 16]). According to the Lie transform method [7, 9], the infinitesimal
generators of normalization transformations for perturbed dynamics systems
are defined as the solutions to homological equations for vector fields. In the
Hamiltonian case, the normalization problem is reduced to the solvability of
homological equations for functions. Let X be a vector field on a manifold M
whose flow is periodic with period function T :M → R. Then, it is well-known
[4] that for a given G ∈ C∞(M) there exist smooth functions F and G¯ on M
satisfying the homological equation
LXF = G− G¯ (1.1)
and the condition
LXG¯ = 0. (1.2)
The solvability of this problem follows from the decomposition
C∞(M) = KerLX ⊕ ImLX (1.3)
and the corresponding global solutions are given by the formulas [4]
G¯ =
1
T
∫ T
0
G ◦ FltX dt, (1.4)
1
F =
1
T
∫ T
0
(t− T
2
)G ◦ FltX dt+K, (1.5)
where K is a first integral of X . This result together with Deprit’s algorithm
[7] implies that a perturbed Hamiltonian system admits a global normalization
of arbitrary order relative to the unperturbed Hamiltonian vector field with
periodic flow.
In this paper, we are interested in a generalized version of problem (1.1),
(1.2), when F,G and G¯ are tensor fields on M of arbitrary type. In the gen-
eral case, when T 6= const, the property like (1.3) is no longer true and as
a consequence there are obstructions to the solvability of (1.1), (1.2). Using
some algebraic properties of the S1averaging and calculus on exterior algebras,
we generalize the free-coordinate formulas (1.4), (1.5) to the case of multivec-
tor fields and differential forms on M . These results are applied to the nor-
malization problem for a special class of perturbed Hamiltonian dynamics on
slow-fast phases spaces [5, 6], which leads to the study of homological equations
for non-Hamiltonian vector fields. Finally, we show how the homological equa-
tions for 1-forms appear in the context of Hamiltonization problem [5, 18] and
the construction of symplectic structures which are invariant with respect to
skew-product S1-actions [17].
2 Algebraic properties of the S1-averaging
Let M be a smooth manifold. Denote by T ks (M) the space of all tensor fields
on M of type (k,m). In particular, T 00 (M) = C∞(M) and T 10 (M) = X(M) are
the spaces of smooth functions and vector fields on M , respectively. For every
vector field X ∈ X(M), we denote by LX : T ks (M)→ T ks (M) the Lie derivative
along X , that is, the unique differential operator on the tensor algebra of the
manifold M which coincides with the standard Lie derivative LX on C∞(M)
and X(M) (see, for example [2]). The flow FltX of X and the Lie derivative LX
are related by the formula
d(FltX)
∗Ξ
dt
= (FltX)
∗(LY Ξ),
for any Ξ ∈ T ks (M).
Now, suppose that we are given an action of the circle S1 = R/2πZ on M
with infinitesimal generator Υ. Therefore, Υ is a complete vector field on M
whose flow FltΥ is 2π-periodic. We admit that the S
1-action is not necessarily
free.
For every tensor field Ξ ∈ T ks (M), its average with respect to the S1-action
is a tensor field 〈Ξ〉 ∈ T ks (M) of the same type which is defined as [12]
〈Ξ〉 := 1
2π
∫ 2π
0
(FltΥ)
∗Ξdt. (2.1)
A tensor field Ξ ∈ T ks (M) is said to be invariant with respect to the S1-action
if (FltΥ)
∗Ξ = Ξ (∀t ∈ R) or, equivalently, LΥΞ = 0. In terms of the S1-average of
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Ξ, the S1-invariance condition reads Ξ = 〈Ξ〉. Denote by A : T ks (M)→ T ks (M)
the averaging operator, A(Ξ) = 〈Ξ〉 which is a R-linear operator with property
A2 = A. It is clear that the image of A consists of all S1-invariant tensor fields.
A tensor field belongs to KerA if its S1-average is zero. Therefore, we have the
S1-invariant splitting
T ks (M) = ImA⊕KerA. (2.2)
Introduce also the R-linear operator S : T ks (M)→ T ks (M) given by
S(Ξ) := 1
2π
∫ 2π
0
(t− π)(FltΥ)∗Ξdt. (2.3)
It follows directly from definitions that the operators LΥ,A and S pairwise
commute and satisfy the relations
A ◦ LΥ = LΥ ◦ A = 0, (2.4)
A ◦ S = S ◦ A = 0. (2.5)
Moreover, we have the following important property.
Proposition 2.1 The following identity holds
LΥ ◦ S = id−A, (2.6)
Proof. For every tensor field Ξ ∈ T ks (M), by definition (2.3), we have
(FlτΥ)
∗S(Ξ) = 1
2π
∫ 2π
0
(t− π)(Flt+τΥ )∗Ξdt
=
1
2π
∫ 2π+τ
τ
(t− τ − π)(FltΥ)∗Ξdt
Differentiating the both sides of this equality in τ and using the 2π-periodicity
of the flow FlτΥ, we get
d
dτ
(FlτΥ)
∗S(Ξ) = 1
2π
[(t− τ − π)(FltΥ)∗Ξ] |2π+ττ −
1
2π
∫ 2π+τ
τ
(FltΥ)
∗Ξdt
= (FlτΥ)
∗(Ξ− 〈Ξ〉)
Comparing this equality with the identity
d
dτ
(FlτΥ)
∗S(Ξ) = (FlτΥ)∗(LΥS(Ξ)) (2.7)
gives LΥ(S(Ξ)) = Ξ− 〈Ξ〉.
Corollary 2.2 For every tensor field Ξ ∈ T ks (M), the following assertions are
equivalent
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• S(Ξ) = 0;
• S(Ξ) is S1-invariant;
• Ξ is S1-invariant.
Proof. The equivalence of the first two conditions follows from property (2.5)
which says that 〈S(Ξ)〉 = 0. Property (2.6) implies the equivalence of the last
two assertions.
Proposition 2.3 The following relations hold
KerS = KerLΥ = ImA, (2.8)
ImS = ImLΥ = KerA. (2.9)
Proof. Taking into account that the kernel of the Lie derivative LΥ : T ks (M)→
T ks (M) consists of all S1-invariant tensor fields and by the Corollary 2.2 , we
derive (2.8). By (2.4), we have ImLΥ ⊆ KerA. On the other hand, it follows
from (2.6) that
LΥS(Ξ) = Ξ ∀Ξ ∈ KerA (2.10)
and hence KerA ⊆ ImLΥ. Therefore, ImLΥ = KerA. By (2.4)-(2.6) we have
the identities S = LΥ ◦ S2 and LΥ = S ◦ L2Υ which say that ImS = ImLΥ.
As a consequence of (2.2) and (2.8),(2.9), we get also the decomposition
T ks (M) = KerLΥ ⊕ ImLΥ (2.11)
which together with (2.10) implies that the restriction of LΥ to ImLΥ is an
isomorphism whose inverse is just S.
3 Homological equations associated to periodic
flows
Let X be a complete vector field on a manifold M with periodic flow. This
means that there exists a a smooth positive function T : M → R, called a
period function, such that Fl
t+T (m)
X (m) = Fl
t
X(m) for all m ∈ M and t ∈ R.
Introduce also the frequency function ω : M → R given by ω = 2π
T
. It is clear
that ω is a first integral of X . The periodic flow FltX induces the S
1-action on
M whose infinitesimal generator is the vector field Υ = 1
ω
X with 2π-periodic
flow.
Homological equations for k-vector fields. Let χk(M) = Sec(∧kTM)
be the space of all k-multivector fields on M . In particular, χ0(M) = C∞(M)
and χ1(M) = X(M) . It is clear that the operators LΥ,S and A leave invariant
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the subspaces χk(M) ⊂ T k0 (M). For, every k-vector field A ∈ χk(M) and a
1-form α on M , denote by iαA ∈ T k−10 (M) a (k − 1)-vector field defined by
(iαA)(α1, ..., αk−1) = A(α, α1, ..., αk−1)
for all 1-forms α1, ..., αk−1 on M . By definition, iαA = 0, for every 0-vector
field A.
Consider the S1-action onM associated to the periodic flow FltX . Denote by
χkinv(M) = KerLΥ the subspace of all S1-invariant k-vector fields on M . Then,
according to (2.11), we have the splitting
χk(M) = χkinv(M)⊕ χk0(M), (3.1)
where χk0(M) = ImLΥ denotes the subspace of all k-vector fields on M with
zero average.
Theorem 3.1 Let X be a vector field on M with periodic flow and frequency
function ω. Then, for a given B ∈ χk(M), all k-vector fields A and B¯ on M
satisfying the homological equation
LXA = B − B¯ (3.2)
and the condition
B¯ is S1-invariant (3.3)
are of the form
B¯ = 〈B〉+ 1
ω
X ∧ idωC, (3.4)
A =
1
ω
S(B) + 1
ω3
X ∧ S2(idωB) + C, (3.5)
where C ∈ χkinv(M) is an arbitrary S1-invariant k-vector field. Here, the average
〈〉 is taken with respect to the S1-action on M associated to the flow of X.
Proof. Using the identity, [2]
LωΥA = ωLΥA−Υ ∧ idωA, (3.6)
we rewrite equation (3.2) in the form
LΥA− 1
ω
Υ ∧ idωA = 1
ω
(B − B¯). (3.7)
Applying the averaging operator to the both sides of this equation and taking
into account condition (3.3), we get
B¯ = 〈B¯〉 = 〈B〉 +Υ ∧ idω〈A〉. (3.8)
According to decomposition (3.1), we have
A = 〈A〉+A0, 〈A0〉 = 0, (3.9)
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B = 〈B〉+B0, 〈B0〉 = 0.
Putting these representations together with (3.8) into (3.7), we see that the orig-
inal problem (3.2), (3.3) is reduced to the following equation for A0 ∈ χk0(M):
LΥA0 − 1
ω
Υ ∧ idωA0 = 1
ω
B0.
Looking for A0 in the form A0 =
1
ω
S(B0) + A˜0 and using property (2.6), we
conclude that A˜0 ∈ χk0(M) must satisfy the equation
LΥA˜0 − 1
ω
Υ ∧ idωA˜0 = 1
ω2
Υ ∧ idωS(B0) (3.10)
Next, taking into account that idωΥ = 0 and putting A˜0 = Υ∧S(D), we reduce
(3.10) to the following equation for D ∈ χk−10 (M):
Υ ∧ LΥS(D) = 1
ω2
Υ ∧ idωS(B0).
By property (2.6) the tensor fieldD = 1
ω2
S2(idωB0) satisfies the relationLΥS(D) =
1
ω2
idωS(B0) . Therefore, the solutions to problem (3.2), (3.3) are given by (3.8)
and (3.9), where
A0 =
1
ω
S(B0) + 1
ω3
X ∧ S2(idωB0) (3.11)
and 〈A〉 is an arbitrary S1-invariant k-vector field onM . Finally, property (2.5)
says that S(B0) = S(B) and hence formulas (3.4) and (3.5) follow from (3.8)
and (3.11) with C = 〈A〉.
As a straightforward consequence of Theorem 3.1, we get the following result.
Corollary 3.2 The kernel of the Lie derivative LX : χk(M)→ χk(M) is
Ker(LX) = χkinv(M) ∩ {C ∈ χk(M) | X ∧ idωC = 0}. (3.12)
For a given B ∈ χk(M) (k ≥ 1), the homological equation
LXA = B (3.13)
is solvable relative to a k-vector field A on M if and only if
〈B〉 = X ∧ idωP (3.14)
for a certain S1-invariant k-vector field P ∈ χkinv(M). Under this condition,
every solution of (3.13) is given by (3.5), where C = P + C′, C′ ∈ ker(LX).
It follows from (3.14) that the necessary conditions for the solvability of
(3.13) are the following
X(m) = 0 → 〈B〉(m) = 0, (3.15)
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X ∧ 〈B〉 = 0, (3.16)
idω〈B〉 = 0. (3.17)
Therefore, if one of these conditions does not hold, then equation (3.13) is
unsolvable.
Corollary 3.3 There exist k-vector fields A and B¯ on M satisfying the equa-
tions
LXA = B − B¯, (3.18)
LXB¯ = 0 (3.19)
if and only if
X ∧ idω〈B〉 = 0. (3.20)
Under this condition, all solutions (A, B¯) to (3.18),(3.19) are given by formulas
(3.4), (3.5). Moreover, the k-vector field A in (3.5) can be represented in the
form A =
1
ω
S(B) + (S1-invariant k-vector field ) if and only if Υ ∧ idωB = 0.
Let us consider some particular cases. In the case k = 0, formulas (3.4) and
(3.5) coincide with (1.4), (1.5). The well-known solvability condition for the
equation LXF = G reads 〈G〉 = 0.
In the case k = 1, by Theorem 3.1 , Corollary 3.2 and Corollary 3.3 (where
A = Z and B =W are vector fields on M) we derive the following facts. For a
givenW ∈ X(M), all vector fields Z ∈ X(M) and W¯ ∈ Xinv(M) onM satisfying
the equation
[X,Z] =W − W¯ , (3.21)
are given by the formulas
W¯ = 〈W 〉+ 1
ω
LY (ω)X, (3.22)
Z =
1
ω
S(W ) + 1
ω3
S2(LWω)X + Y, (3.23)
where Y ∈ Xinv(M). The second term in (3.23) can be omitted only if LWω = 0.
Moreover, the homological equation
[X,Z] =W (3.24)
for Z is solvable if and only if 〈W 〉 = LY˜ (ω)X for a certain S1-invariant vector
field Y˜ . In particular , the necessary condition (3.17) for the solvability of (3.24)
takes the form
L〈W 〉ω = 0. (3.25)
Let Reg(X) = {m ∈ M | X(m) 6= 0} be the set of points regular of X . If
Reg(X) is everywhere dense in M , then the kernel of the Lie derivative LX :
X(M)→ X(M) is
Ker(LX) = Xinv(M) ∩ {Y ∈ X(M) | LY ω = 0}. (3.26)
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Moreover, it follows from (3.20) that there exist vector fields Z and W¯ on M
satisfying homological equation (3.21) and the condition [X, W¯ ] = 0 if and only
if condition (3.25) holds.
Homological equations for k-Forms. Consider the space Ωk(M) =
Sec(∧kT ∗M) of k-forms onM . Then, subspace Ωk(M) ⊂ T 0k (M) is an invariant
with respect to the action of the operators LΥ,S and A. By iY α ∈ Ωk−1(M)
we denote the interior product of a vector field Y and a k-form α on M which
is defined by the usual formula: (iY α)(Y1, ..., Yk−1) = α(Y, Y1, ..., Yk−1). Let
Ωkinv(M) = KerLΥ and Ωk0(M) = ImLΥ. Then, we have the S1-invariant split-
ting
Ωk(M) = Ωkinv(M)⊕ Ω0.k(M), (3.27)
There is the following covariant analog of Theorem 3.1.
Theorem 3.4 For a given η ∈ Ωk(M), all k-forms θ and η¯ on M satisfying
the homological equation
LXθ = η − η¯ (3.28)
and the condition
η¯ is S1-invariant, (3.29)
are represented as
η¯ = 〈η〉 − 1
ω
dω ∧ iXµ, (3.30)
θ =
1
ω
S(η) − 1
ω3
dω ∧ S2(iXη) + µ, (3.31)
where µ ∈ Ωkinv(M) is an arbitrary S1-invariant k-form.
The proof of this theorem goes in the same line as the proof Theorem 3.1,
where instead of identity (3.6) we have to use its covariant analog: LωΥθ =
ωLΥθ + dω ∧ iΥθ.
Let η = η0+〈η〉. Then, the general solution θ in (3.31) has the representation
θ = θ0 +µ, where θ0 ∈ Ωk0(M) is uniquely determined by η0,
θ0 ==
1
ω
S(η0)− 1
ω3
dω ∧ S2(iXη0) (3.32)
From Theorem 3.4, we deduce the following consequences
Corollary 3.5 The kernel of the Lie derivative LX : Ωk(M)→ Ωk(M) is
Ker(LX) = Ωkinv(M) ∩ {µ ∈ Ωk(M) | dω ∧ iXµ = 0}. (3.33)
For a given η ∈ Ωk(M) (k ≥ 1), the homological equation
LXθ = η (3.34)
is solvable relative to a k-form θ on M if and only if
〈η〉 = dω ∧ iXα (3.35)
for a certain S1-invariant k-form α ∈ Ωk−1inv (M).
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It follows from (3.35) that the necessary conditions for the solvability of
equation (3.34) are
X(m) = 0 =⇒ 〈η〉(m) = 0, (3.36)
dω ∧ 〈η〉 = 0, (3.37)
iX〈η〉 = 0. (3.38)
Corollary 3.6 There exist k-forms θ and η on M satisfying the equations
LXθ = η − η¯, (3.39)
LX η¯ = 0, (3.40)
if and only if the following condition holds
dω ∧ iX〈η〉 = 0 (3.41)
In the case k = 1, for a given 1-form η ∈ Ω1(M), formulas (3.30), (3.31) for
solutions (θ, η¯) of problem (3.28), (3.29) can be written as follows
η¯ = 〈η〉 − 1
ω
(iXµ)dω, (3.42)
θ =
1
ω
S(η)− 1
ω3
S2(iXη)dω + µ, (3.43)
with µ ∈ Ω1inv(M). The solvability condition for homological equation (3.34)
reads
〈η〉 = (iXα)dω (3.44)
for a certain S1-invariant 1-form α ∈ Ω1inv(M). Let Reg(ω) = {m ∈ M |
dmω 6= 0} be the set of regular points of the frequency function ω. If Reg(ω) is
everywhere dense in M , then
Ker(LX) = Ω1inv(M) ∩ {µ ∈ Ωk(M) | iXµ = 0}. (3.45)
Moreover, condition (3.41) for the solvability of problem (3.39), (3.40) is equiv-
alent to the following iX〈η〉 = 0.
To end this section, let us consider the case of closed forms. Let d : Ωk(M)→
Ωk+1(M) be the exterior derivative. By standard properties of the exterior
derivative, we conclude that d commutes with operators LΥ,S and A, in par-
ticular, 〈dη〉 = d〈η〉 for any η ∈ Ωk(M). Moreover, splitting (3.27) is invariant
with respect to d, in the sense that
dη = 〈dη〉 + (dη)0 = d〈η〉+ dη0,
where η = 〈η〉 + η0. It follows that if η is closed then, the components 〈η〉 and
η0 are also closed k-forms. In this case, according to (3.32), a solution to the
equation LΥθ0 = η0 is given by θ0 = S(η0). Then, dθ0 = S(dη0) = 0 and hence
η0 = LΥθ0 = d ◦ iΥθ0. This proves the following assertion.
Proposition 3.7 For every closed k-form η on M , we have the decomposition
η = 〈η〉+ d(iΥθ0), (3.46)
where θ0 =
1
2π
∫ 2π
0 (t− π)(FltΥ)∗ηdt.
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4 Normal forms
Suppose we start again with a vector field X on M whose flow is periodic with
frequency function ω :M → R.
Proposition 4.1 Let Pε = X + εW be a perturbed vector field on M , where ε
is a small parameter. Let
Φε = Fl
t
Z |t=ε (4.1)
be the time-ε flow of the vector field
Z =
1
ω
S(W ) + 1
ω3
S2(LWω)X + Y, (4.2)
where Y is an S1-invariant vector field on M . Then, for a given open domain
N ⊂ M with compact closure, there exists a constant δ > 0 such that formula
(4.1) defines a near identity transformation Φε : N →M for ε ∈ (−δ, δ) which
brings Pε into the form
(Φε)
∗Pε = X + εW¯ +O(ε2) (4.3)
W¯ := 〈W 〉+ LY (lnω)X. (4.4)
If the frequency function ω is a first integral of the S1-average of W ,
L〈W 〉ω = 0 on M, (4.5)
then the mapping Φε is a normalization transformation of first order for Pε
relative to X,
[X, W¯ ] = 0, (4.6)
for arbitrary choice of a vector field Y ∈ Xinv(M) in (4.2).
The proof of this proposition follows from the standard Lie transform [7]
arguments and Corollary 3.6 for the case k = 1. Remark that if Reg(X) is ev-
erywhere dense inM , then (4.5) becomes also a necessary condition for mapping
Φε (4.1) to be a normalization transformation.
Now, let us see how, in the context of the normalization procedure, one
can use a freedom in the definition of Φε. Consider the perturbed vector field
Pε = X + εW and assume that the S
1-action with infinitesimal generator Υ
= 1
ω
X is free on M . Then, the orbit space O = M/S1 is a smooth manifold
and the projection ρ : M → O is a S1-principle bundle. In this case, the
frequency function is of the form ω = ωO ◦ ρ for a certain ωO ∈ C∞(O). Let
Ver = Span{Υ} be the vertical subbundle and D ⊂ TM an arbitrary subbundle
which is complimentary to Ver. Then, for every vector field u ∈ X(O) there
exists a unique e ∈ Sec(D) descending to u, dρ◦ e = u ◦ ρ. It follows that
[Υ, e] = bΥ, where b ∈ C∞(M) with 〈b〉 = 0. Defining hor(u) := e − S(b)e , by
property (2.6), we get that [Υ, hor(u)] = 0 . Therefore, we have the splitting
TM = Hor⊕Ver (a principle connection onM), where the horizontal subbundle
Hor = Span{hor(u) | u ∈ X(O)} is invariant with respect to the S1-action ( for
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more details, see [12]). According to this splitting, the vector field W¯ in (4.4)
has the decomposition W¯ = W¯ hor+W¯ ver into horizontal and vertical parts. The
following statement shows that under an appropriate choice of Y ∈ Xinv(M),
we can get W¯ ver = 0.
Proposition 4.2 If
dω 6= 0 on M, (4.7)
then one can choose an S1-invariant vector field Y (4.10) in a such way that
the near identity transformation Φε (4.1) brings the perturbed vector field Pε =
X + εW into the form P˜ε = (Φε)
∗Pε = P˜ horε + P˜
ver
ε with
P˜ verε = X +O(ε
2), (4.8)
P˜ horε = ε hor(w) +O(ε
2), (4.9)
where w ∈ X(O) is a unique vector field such that dρ ◦ 〈W 〉 = w ◦ ρ.
Proof. First, let us assume that O is parallelizable and pick a basis of global
vector fields u1, ..., un on O. Then, we have the basis of global S1-invariant
vector fields Υ, hor(u1), ..., hor(un) on M . For the perturbation vector field W ,
we have the decomposition W = W hor +W ver, where W hor =
∑n
i=1 ci hor(ui)
and W ver = c0Υ for some ci ∈ C∞(M). Then, its S1-average is given by
〈W 〉 =
n∑
i=1
〈ci〉hor(ui) + 〈c0〉Υ
It follows that the condition W¯ ver = 0 is equivalent to the algebraic equation
iY dω = −〈c0〉 for Y ∈ Xinv(M). Under assumption (4.7), a solution to this
equation is
Y = −〈c0〉
a2
n∑
i=1
ai hor(ui), (4.10)
where ai = ihor(ui)dω are S
1-invariant functions on M and a2 =
∑n
i=1 a
2
i . In
the general case, the statement follows from the partition of unity argument.
Remark that in terms of the averaged vector field w the normalization con-
dition (4.5) reads LwωO = 0 on O. In this case, [X, hor(w)] = 0.
The Hamiltonian case. Let us show that, in the case when the perturbed
vector field is Hamiltonian, the normalization condition (4.5) is satisfied. Let
(M,Ω) be a symplectic manifold. Suppose that a perturbed vector field Pε =
X + εW is Hamiltonian relative to the symplectic structure Ω, iXΩ = −dH0
and iWΩ = −dH1 for some H0, H1 ∈ C∞(M). Assume that the flow of X is
periodic with frequency function ω and the corresponding S1-action is free. In
particular dH0 6= 0 on M . Then, according to the period-energy relation for
Hamiltonian systems [8], [4], we have the identity
dH0 ∧ dω = 0 (4.11)
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saying that ω functionally depends only on H0. It follows from (4.11) that the
S1-action preserves the symplectic form and hence the averaged vector field 〈W 〉
is also Hamiltonian, i〈W 〉Ω = −d〈H1〉. Then,
i〈W 〉dH0 = Ω(〈W 〉, X) = −iXd〈H1〉 = −LX〈H1〉 = 0.
Finally, from here and (4.11) we get the equality
0 = (i〈W 〉dH0)dω − (i〈W 〉dω)dH0 = −(L〈W 〉ω)dH0
which implies (4.5). Moreover, one can show that formula (4.2) for Y = 0 gives
a vector field Z which is Hamiltonian relative to Ω and the function S(H1
ω
).
Therefore, in the Hamiltonian case, Proposition 4.1 leads to the well-known re-
sult [4] on the global normalization of perturbed Hamiltonian dynamics relative
to periodic flows.
5 The averaging on slow-fast phase spaces
Let M = M1 × M2 be a product of two symplectic manifolds (M1, σ1) and
(M2, σ2). Let π1 :M →M1 and π2 :M →M2 be the canonical projections and
d1 and d2 the partial exterior derivatives on M along M1 and M2, respectively.
It is clear that d = d1 + d2 is the exterior derivative on M and d
2
1 = d
2
2 =
d1 ◦ d2 + d2 ◦ d1 = 0. Introduce the following ε-dependent 2-form on M :
σ = π∗1σ1 + επ
∗
2σ2 (5.1)
which is a symplectic structure for all ε 6= 0. For H ∈ C∞(M), denote by VH
the Hamiltonian vector field relative to σ. Then, VH = V
(1)
H +
1
ε
V
(2)
H , where
V
(1)
H and V
(2)
H are vector fields on M uniquely defined by the relations
i
V
(1)
H
(π∗1σ1) = −d1H, (5.2)
dπ2 ◦ V (1)H = 0 (5.3)
and
i
V
(2)
H
(π∗2σ2) = −d2H, (5.4)
dπ1 ◦ V (2)H = 0. (5.5)
It follows that, for all m1 ∈ M1 and m2 ∈ M2, the vector fields V (1)H and V (2)H
are tangent to the symplectic slices M1 × {m2} and {m1} ×M2, respectively.
For every u ∈ X(M1), denote by uˆ = u⊕ 0 ∈ X(M) the lifting associated to the
canonical decomposition TM = TM1 ⊕ TM2.
On the slow-fast phase space (M,σ), let us consider the following perturbed
Hamiltonian model [5, 6, 17, 18]
Hε = f ◦ π1 + εF, (5.6)
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for some f ∈ C∞(M1) and F ∈ C∞(M). The corresponding Hamiltonian vector
field takes the form
VHε = V+ εW, (5.7)
where
V = vˆf + V
(2)
F (5.8)
and
W = V
(1)
F (5.9)
are unperturbed and perturbation vector fields, respectively. Here vf denotes
the Hamiltonian vector field on (M1, σ1) of f .
Remark that, in general, the unperturbed vector field V is not Hamiltonian
relative to the symplectic structure (5.1). Indeed, it is easy to show that this
happens only if F = π∗1f1 + π
∗
2f2, for some f1 ∈ C∞(M1) and f2 ∈ C∞(M2).
This feature of our unperturbed system comes from the singular dependence of
the symplectic form σ on the perturbation parameter at ε = 0.
The vector field V is π1-related with vf and hence the trajectories of V are
projected onto trajectories of the Hamiltonian vector field vf , π1◦FltV = ϕt◦π1 .
Here, ϕt denotes the flow of vf . Therefore, Fl
t
V is the skew-product flow,
FltV(m1,m2) = (ϕ
t(m1),Gtm1(m2)),
where Gtm1 is a smooth family of symplectomorphisms on (M2, σ2) determining
as the solution of the time-dependent Hamiltonian system
dGtm1(m2)
dt
= V
(2)
F (ϕ
t(m1),Gtm1(m2)),
G0m1 = idM2 .
Assume that the flow Flt
V
is periodic with frequency function ω = 2π
T
. Then,
ϕt+T (m1,m2)(m1) = ϕ
t(m1) (5.10)
for all m1 ∈ M1,m2 ∈ M2 and t ∈ R. If vf 6= 0 on M1, then differentiating
equality (5.10) along M2 says that the period function T is independent of
m2 and hence ω = ̟ ◦ π1, for a certain smooth positive function ̟ on M1.
Therefore, the Hamiltonian flow ϕt of vf is also periodic with frequency function
̟.
Theorem 5.1 Let VHε = V + εW be the Hamiltonian vector field on (M,σ),
where the flow of the unperturbed vector field V (5.8) is periodic with frequency
function ω. Assume that the regular set Reg(vf ) is everywhere dense in M1 and
the S1-action associated to the Hamiltonian flow ϕt of vf is free on Reg(vf ).
Then, the perturbation vector field W (5.9) satisfies the normalization condition
L〈W〉ω = 0 on M (5.11)
and hence by Proposition 4.1, VHε admits the normalization of first order with
respect to V.
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Proof. It is sufficient to show that (5.11) holds on the open domain π−11 (Reg(vf ))
which is everywhere dense in M . The period-energy relation for vf says that
d̟ ∧ df = 0 on Reg(vf ) and hence
dω ∧ d(f ◦ π1) = 0 (5.12)
on π−11 (Reg(vf )). The hypotheses of the theorem imply that d(f ◦ π1) 6= 0. On
the other hand, taking into account (5.2), (5.4), (5.9) and the identity vˆf =
V
(1)
f◦π1 , we get
LVF = LvˆfF = π∗1σ1(V (1)f◦π1 , V
(1)
F )
= −π∗1σ1(V (1)F , V (1)f◦π1) = −LW(f ◦ π1).
It follows from here that
L〈W〉(f ◦ π1) = 〈LW(f ◦ π1)〉 = −〈LVF 〉
= −L〈V〉F = 0.
Finally, using these relations and applying the interior product with 〈W 〉 to
both sides of (5.12), we get the equality
0 = (i〈W 〉dω)d(f ◦ π1)− (i〈W 〉d(f ◦ π1))dω = −(L〈W 〉ω)d(f ◦ π1).
which implies (5.11).
Remark 5.1 In the situation when vf ≡ 0, we get a Hamiltonian model which
appears in the theory of adiabatic approximation [1], [15]. In this case, the
periodicity of the flow of V = V
(2)
F does not imply that the perturbation vector
field W = V
(1)
F satisfies (5.11). The period-energy relation for the restriction of
V
(2)
F to the symplectic slices {m1} ×M2 implies only that d2ω ∧ d2F = 0.
Periodicity conditions. The periodicity of the flow of vector field V (5.8)
can be formulated as a resonance relation. Suppose that the flow ϕt of vf
satisfies all hypotheses of Theorem 5.1. Choose a frequency function ̟ :M1 →
R of ϕt in a such a way that the orbit through every point m1 ∈ Reg(vf ) is
τ(m1)-minimally periodic. Here τ(m1) =
2π
̟(m1)
. It follows that V is complete
and the group property of FltV implies the relations
Gt1+t2m1 = Gt1ϕt2 (m1) ◦ G
t2
m1
(5.13)
for any m1 ∈ M1 and m2 ∈ M2. Define the monodromy of the flow FltV over
a point m1 ∈ M1 as a symplectomorphism gm1 : M2 → M2 given by gm1 :=
Gτ(m1)m1 . Then, property (5.13) implies the identity Gt+τ(m1)m1 = Gtm1 ◦ gm1 . It
follows that the flow FltV is periodic if and only if there exists an integer k ≥ 1
such that
gkm1 = id ∀m1 ∈M1. (5.14)
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In this case, the corresponding frequency function can be defined as ω = 1
k
̟◦π1.
An important class of perturbed dynamics on slow-fast spaces comes from
the linearization procedure for Hamiltonian systems around invariant symplectic
submanifolds [11]. In this case, the unperturbed term V is a linear vector field
on a symplectic vector bundle which represents the normal linearized dynamics.
The verification of condition (5.14) is related to computing the monodromy of a
time-periodic linear Hamiltonian system. For several Hamiltonian models with
two degree of freedom, this problem was studied in [19], [14].
Example 5.1 On the phase space (M = R20 ×R2, σ = dp1 ∧ dq1 + εdp2 ∧ dq2),
consider the following perturbed Hamiltonian
Hε =
1
2
p21 +
1
4
q41 +
ε
2
(p22 +
δ
2
q21q
2
2) (5.15)
where ε ≪ 1 is the perturbation parameter and δ ∈ R. The corresponding
Hamiltonian vector field has the representation (5.7), where the unperturbed
and perturbed parts are of the form
V = p1
∂
∂q1
− q31
∂
∂p1
+ p2
∂
∂q2
− δq21q2
∂
∂p2
, (5.16)
W = −δq1q22
∂
∂p1
. (5.17)
Using the results in [19], one can show that the flow of the vector field V is
periodic (condition (5.14) ) if and only if the parameter δ satisfies the relation
√
2 cos
(π
4
√
1 + 8δ
)
= cos
(
π
n
k
)
for arbitrary coprime integers n, k ∈ Z such that 0 < n < k. Solutions of this
equation are representated in the form δ = r(r+1)2 , where r runs over the subset
∆ = Q ∩
∞⋃
s=0
(4s, 4s+ 1). The frequency function is given by ω = 1
c
(2p21 + q
4
1)
1
4 ,
where c =
√
2
π
∫ 1
0
dz√
1−z4 . Therefore, for every r ∈ ∆, vector fields (5.16), (5.17)
satisfy the hypotheses of Theorem 5.1 and hence Hamiltonian system (5.15)
admits a normalization of first order. Notice that this system is non-integrable
for all ε 6= 0 and r ∈ (4s, 4s+ 1), s ∈ Z+ [10, 14].
Hamiltonian Structures. As we have mentioned above the vector field V
(5.8) does not inherit any natural Hamiltonian structure from VHε . Here, we
formulate a criterion for the existence of Hamiltonian structure for V which is
based on Corollary 3.5 and the results in [5, 18].
Let Ω1hor(M) be the subspace of horizontal 1-forms η on M with respect to
the projection π1 : M → M1. A 1-form η belongs to Ω1hor(M) if iZη = 0 for
every vector field Z onM such that dπ1 ◦Z = 0. In particular, d1F ∈ Ω1hor(M).
Since the infinitesimal generator Υ = 1
ω
V of the S1-action is π1-related with
2π
τ
vf , the pull-back by the flow Fl
t
V leaves invariant the subspace Ω
1
hor(M). It
follows that Ω1hor(M) is also an invariant subspace for operators A, LΥ and S.
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Theorem 5.2 Suppose that the flow of the vector field V = vˆf+V
(2)
F is periodic
with frequency function ω and there exists a S1-invariant horizontal 1-form µ ∈
Ω1hor(M) such that
〈d1F 〉 = (ivˆfµ)d1ω. (5.18)
Then, for a given open domain N ⊂M with compact closure and small enough
ε 6= 0, the vector field V is Hamiltonian relative to the symplectic structure
σ˜ = π∗1σ1 + επ
∗
2σ2 − εdθ, (5.19)
and the function
H˜ε = f ◦ π + ε(F − ivˆf θ). (5.20)
Here θ ∈ Ω1hor(M) is a horizontal 1-form on M given by
θ =
1
ω
S(d1F )− 1
ω3
S2(LvˆfF )d1ω + µ. (5.21)
Moreover, the functions f ◦π and F − ivˆf θ are Poisson commuting first integrals
of V.
Proof. According to [5, 18], the vector field V in (5.8) is Hamiltonian relative to
2-form (5.19) and function (5.20) if the horizontal 1-form θ ∈ Ω1hor(M) satisfies
the homological equation
LVθ = d1F. (5.22)
Indeed, taking into account that i
V
(2)
F
θ = 0, we rewrite equation (5.22) in the
form
Lvˆf θ + iV (2)
F
dθ = d1F. (5.23)
On other hand, we have
ivˆf σ˜ = −d(f ◦ π1) + ε(divˆf θ − Lvˆf θ)
and i
V
(2)
F
σ˜ = −ε(d2F + iV (2)
F
dθ). It follows form these relations and (5.23) that
iVσ˜ = −d(f ◦ π1) + ε(divˆf θ − Lvˆf θ − d2F − iV (2)
F
dθ),
= −d(f ◦ π1) + ε(divˆf θ − d1F − d2F ).
Finally, under condition (5.18), by Corollary 3.5 a solution θ to equation (5.22)
is given by formula (5.21).
It is clear that if 〈d1F 〉 = 0, then (5.18) is satisfied for µ = 0. But, in
general, one can not omit µ in condition (5.18).
Example 5.2 Consider the phase space (M = M1 ×M2, σ), in the case when
M1 = R × S1 is the 2-cylinder equipped with standard symplectic form σ1 =
ds ∧ dϕ. Let vf = ̟(s) ∂∂s where f = f(s), and ̟ = ∂f∂s . Consider a vector
field V = ̟(s) ∂
∂s
+V
(2)
F , where F ∈ C∞(M) is a function which is independent
of ϕ and ∂F
∂s
6= 0. Assuming that ∂̟
∂s
6= 0, we get that 〈d1F 〉 = d1F 6= 0 and
condition (5.18) holds for µ = ∂̟
∂s
−1 ∂F
∂s
dϕ.
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Finally, we remark that if 〈d1F 〉 ∧ dω 6= 0, then condition (5.18) does not
hold.
Invariant symplectic structures. Consider again the phase space (M =
M1 ×M2, σ = π∗1σ1 + επ∗2σ2) and suppose that we are given an S1-action on
M ( independent of ε) with infinitesimal generator of the form Υ = vˆh + V
(2)
J ,
for some h ∈ C∞(M1) and J ∈ C∞(M). Therefore, Υ is π1-related with a
Hamiltonian vector field vh on (M1, σ1). The S
1-action on M descends to a
Hamiltonian S1-action on M1 with infinitesimal generator vh. Then, we have
the relations
iΥσ = −d1(h ◦ π1)− d2J, (5.24)
LΥσ = diΥσ = −εd1d2J
which say that the symplectic form σ is S1-invariant only in the case when
J = π∗1j1 + π
∗
2j2 for some j1 ∈ C∞(M1) and j2 ∈ C∞(M2).
Theorem 5.3 The S1-average of the symplectic form σ has the following rep-
resentation
〈σ〉 = σ − εdβ, (5.25)
where β ∈ Ω1hor(M) is the horizontal 1-form given by
β = S(d1J) ≡ 1
2π
∫ 2π
0
(t− π)(FltΥ)∗d1Jdt. (5.26)
For every open domain N ⊂ M with compact closure and small enough ε, 〈σ〉
is symplectic form on N . The S1-action is Hamiltonian relative to 〈σM 〉 if and
only if
〈d1J〉 = 0. (5.27)
Under this condition, the corresponding momentum map is
J˜ε = h ◦ π1 + ε(J − ivˆhβ). (5.28)
Proof. By formulas (3.46) and (5.24), the S1-average of the symplectic form σ
is given by 〈σ〉 = σ − εdβ˜, where
β˜ =
1
2π
∫ 2π
0
(t− π)(FltΥ)∗iΥσMdt = −
1
2π
∫ 2π
0
(t− π)(FltΥ)∗d2Jdt,
= −d( 1
2π
∫ 2π
0
(t− π)(FltΥ)∗Jdt) +
1
2π
∫ 2π
0
(t− π)(FltΥ)∗d1Jdt.
This implies (5.25). The non-degeneracy of 〈σM 〉 for small enough ε 6= 0, follows
from the evaluating of the 2-form 〈σM 〉 on the basis of vector fields {vˆξi+V (2)ivˆξi β ,
V
(2)
xα }, where {ξi} and {xα} are coordinates functions on M1 and M2, respec-
tively (see, also [5]). Condition (5.27) and formula (5.28) follow directly from
Theorem 5.2.
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Remark 5.2 If vh = 0, then we can think of the S
1-action as a family of Hamil-
tonian actions on (M2, σ2) with parameterized momentum map Jm1(m2) =
J(m1,m2). In this case, hypothesis (5.27), called the adiabatic condition, was
introduced in [12, 13] in the context of the Hannay-Berry connections.
Example 5.3 Consider the phase space (M = M1 ×M2, σ = π∗1σ1 + επ∗2σ2),
where M2 = S
2 ⊂ R3 = {x = (x1, x2, x3)} is the unit sphere equipped with
standard symplectic form σ2 =
1
2ǫijkx
idxj ∧ dxk. Given a smooth mapping
φ : M1 → S2, we define the function J ∈ C∞(M) by J(m1,x) = φ(m1) · x for
m1 ∈M1 and x ∈ S2. Consider the S1-action on M with infinitesimal generator
V
(2)
J = −(φ× x) · ∂∂x , which is given by the rotations in R3x about the axis φ.
Then, one can show that the S1-invariant symplectic form 〈σ〉 has the represen-
tation (5.25), where β = (φ× x)·d1φ. Moreover, it easy to see that (5.27) holds,
〈d1J〉 = (φ · x)(φ·d1φ) = 0, and hence the S1-action is Hamiltonian relative to
〈σ〉 with momentum map εJ . Such a kind of invariant symplectic structures
appears in the study of the particle dynamics with spin in the context of the
averaging method [17].
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