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ABSTRACT
SAFE PLANNING AND CONTROL OF AUTONOMOUS SYSTEMS:
ROBUST PREDICTIVE ALGORITHMS
Yash Vardhan Pant
Rahul Mangharam
Safe autonomous operation of dynamical systems has become one of the most impor-
tant research problems. Algorithms for planning and control of such systems are now
finding place on production vehicles, and are fast becoming ubiquitous on the roads
and air-spaces. However most algorithms for such operations, that provide guaran-
tees, either do not scale well or rely on over-simplifying abstractions that make them
impractical for real world implementations. On the other hand, the algorithms that
are computationally tractable and amenable to implementation generally lack any
guarantees on their behavior.
In this work, we aim to bridge the gap between provable and scalable planning
and control for dynamical systems. The research covered herein can be broadly
categorized into: i) multi-agent planning with temporal logic specifications, and ii)
robust predictive control that takes into account the performance of the perception
algorithms used to process information for control.
In the first part, we focus on multi-robot systems with complicated mission re-
quirements, and develop a planning algorithm that can take into account a) spatial,
b) temporal and c) reactive mission requirements across multiple robots. The algo-
rithm not only guarantees continuous time satisfaction of the mission requirements,
but also that the generated trajectories can be followed by the robot.
The other part develops a robust, predictive control algorithm to control the
the dynamical system to follow the trajectories generated by the first part, within
some desired bounds. This relies on a contract-based framework wherein the control
algorithm controls the dynamical system as well as a resource/quality trade-off in a
perception-based state estimation algorithm. We show that this predictive algorithm
remains feasible with respect to constraints while following a desired trajectory, and
also stabilizes the dynamical system under control.
Through simulations, as well as experiments on actual robotic systems, we show
that the planning method is computationally efficient as well as scales better than
other state-of-the art algorithms that use similar formal specifications. We also show
that the robust control algorithm provides better control performance, and is also
computationally more efficient than similar algorithms that do not leverage the re-
source/quality trade-off of the perception-based state estimator.
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Figure 1.1: Multiple autonomous drone missions in an urban environment.
With autonomous systems no longer restricted to the sterile environments, the
problem of their safe planning, i.e. generating trajectories that satisfy given mission
requirements, and control, i.e. actuating the dynamical system to follow the desired
trajectory, is now one of utmost importance. From self-driving cars, to underwater
robots, to multi-rotor drones, autonomous robotic systems are finding widespread
applications with complex operating requirements, creating new safety concerns along
with them.
Example 1.1. Fig. 1.1 shows a scenario where multiple quadrotors have to fly a
variety of missions in a common air space, including package delivery, surveillance,
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and infrastructure monitoring. Drone A is tasked with delivering a package, which
it has to do within 15 minutes and then return to base in the following 10 minutes.
Drone B is tasked with periodic surveillance and data collection of the wildlife in the
park, while Drone C is tasked with collecting sensor data from equipment on top of the
white-and-blue building. All of these missions have complex spatial requirements (e.g.
avoid flying over the buildings highlighted in red, perform surveillance or monitoring
of particular areas and maintain safe distance from each other), temporal requirements
(e.g., a deadline to deliver package, periodicity of visiting the areas to be monitored)
and reactive requirements (like collision avoidance).
The scenario outlined in the above example is now close to being a reality. In the
United States of America, the National Aeronautics and Space Association (NASA)
and the Federal Aviation Authority (FAA) have been studying the regulation of the
airspace when multiple fleets of autonomous drones share the same airspace, out-
lined in the Concept of Operations document (ConOps) Federal Aviation Authority
[2018]. While their focus is on the infrastructure and management of the airspace,
the Unmanned Aerial Systems (UAS) Traffic Management (UTM) ConOps makes it
clear that the safety (separation from other aircraft, terrain, and other hazards) is
a responsibility of the drone fleet operators. The ConOps also outline a potential
airspace reservation based system for operation where operators reserve a volume
of the airspace for a given time interval to operate in. This approach is no doubt
conservative, and will not scale as the airspace gets more crowded.
In fact, the problem of planning for multiple aerial vehicles in the same airspace
is not an entirely new one. Air Traffic Control (ATC) operations worldwide guide
manned commercial aircrafts from their source to destination while maintaining safety.
ATC relies on human controllers to guide aircrafts along pre-designed routes while
scheduling/directing operations in a way that maintains separation between aircrafts.
Given the number of UAS expected to operate in urban airspaces in the near future,
as well as the short time frames of the missions and communication constraints, it is
impossible to have humans operators for UTM operations. This motivates the need
to have an mission planning system similar to ATC, but for UTM operations.
In UTM operations, each UAS will not be simply going from a source to a destina-
tion but may in fact be performing a complicated set of tasks, often working together
with multiple other UAS, e.g. in disaster management Homola et al. [2018]. This
necessitates that the UTM framework be capable to taking into account complicated
mission requirements beyond point to point navigation, as well as be able to handle
multiple UAS sharing the same airspace at the same time.
Finally, also of consideration is the control of autonomous systems when they rely
on perception based algorithms for localization and sensing the environment around
them. A mission/flight plan designed by the UTM needs to be such that the UAS can
follow it closely, but also be robust enough that small deviations from the planned
trajectories do not result in unsafe situations. Similarly, the control of autonomous
systems needs to be robust to localization and other sensor errors while following the
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planned trajectories to within a given tracking error bound.
We aim to take into account these requirements and develop planning and control
methods for safe operation of autonomous systems.
1.1 Challenges in planning and control of autonomous
systems
In order to deal with complicated missions requirements, as those outlined in Ex-
ample 1.1, most existing approaches either lack the expressiveness to handle such
requirements e.g. Ma et al. [2016], van den Berg and Overmars [2015] , rely on sim-
plifying assumptions that result in conservative or infeasible behavior Aksaray et al.
[2016], or do not take into account the explicit timing requirements Saha et al. [2014].
In addition to these limitations, many of the planning methods are computationally
intractable (and hence do not scale well or work in real-time), and provide guarantees
only on a simplified abstraction of the system behavior Aksaray et al. [2016]. This
leads to the additional problem that plans/trajectories generated by the planning
methods may in practice be impossible for the real dynamical system to follow Kan-
taros and Zavlanos [2018]. A detailed review of existing approaches is presented in
Sec. 8.2.
Despite robot planning and control being a well studied in literature Elbanhawi
and Simic [2014],Yang et al. [2016], dealing with the complicated requirements, e.g.
those of Example 1.1 pose a fundamental problem due to:
1. Explicit temporal constraints : Asking a dynamical system to satisfy a particular
task in some given interval of time adds challenges that are not well studied in
literature outside of temporal logic based planning/control (see chap. 8 for
more details). Most multi/single-robot planning algorithms either ignore time
bounds or aim to achieve the minimum time to completion Guo and Parker
[2002], which may not be well suited to a particular application.
2. Multi-agent co-operation across tasks : Planning for multiple agents when they
have to perform tasks in a dependent manner adds another layer of complexity.
Common approaches to solving these problems either impose task priorities De-
wangan et al. [2017] or rely on other heuristics to simplify the problem,possibly
at the cost of sacrificing performance.
3. Reactive constraints : Handling certain events caused by changes in the envi-
ronment or the system in a systematic if-then framework, along with temporal
requirements, is a complicated problem that has not been much studied so far.
Approaches to handing reactive requirements do not take temporal requirements
into account or do not scale very well Kress-Gazit et al. [2009].
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4. Disconnect between planing and control : Classical planning methods like A∗ rely
on a discrete representation of the workspace and result in jagged trajectories
that later need to be smoothed out for an actual dynamical system to follow
them. As the safety guarantees are on the original trajectory only, the smoothed
trajectory may be unsafe.
5. Robust control with perception based estimation: The problem of control for
trajectory following under uncertainty, while well studied, rarely takes into ac-
count the impact of the computation time or energy taken to generate a state
estimate from a perception (e.g. vision, lidar-based) driven estimator. This
can, in practice result in poor control performance and reduced operating time
for a robot.
The research presented here aims to develop computationally tractable algorithms
that also provide performance guarantees in order to address the above issues.
1.2 Contributions of this work
The research carried out, in order to deal with some of the challenges outlined above,
can be divided into two categories.
1. Multi-agent planning with Signal temporal logic (STL) objectives.
This part focuses on generating trajectories for autonomous robots such that
they satisfy objectives specified using STL.
2. Robust predictive control with anytime perception. The second part
focuses on predictive control algorithms to follow the trajectories generated by
our planning methods while staying within a predefined robustness tube around
the desired trajectory. We explicitly take into account the time and energy
consumption of perception-based estimation algorithms that give us state esti-
mation as feedback, and show that we do not always need the best quality state
estimate to perform the control task. By varying the quality and resource con-
sumption of the state estimator online, the control schemes we develop result in
improved control performance while being efficient with regards to the energy
consumed by the computation.
1.2.1 Connection between the two themes
In Chapter 4, we present a method that generates trajectories for fleets of multi-rotor
drones such that they satisfy STL specifications. Along with the trajectories, the
robustness (see Sec. 2.1.1) value associated with them specify time-varying, box-like
bounds within which the state of the robotic system must lie in order to satisfy the
STL specification. Fig. 1.3 shows a visualization of this. The blue and black boxes
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Figure 1.2: Organization of the research contributions of this work. Chapters 3 and 4
address the problem of planning and control with temporal logic objectives, while chapters
6 and 7 address the robust predictive control problem.
show the time-varying sets in which the position of the two quadrotors should be
within at the corresponding time step, in order to satisfy the STL specification.
This problem of following the trajectory within given bounds is explored in chap.
6, where we develop a method that does this while also taking into account the be-
havior of the perception-based estimator that supplies the state-feedback for the con-
troller. The robust adaptive model predictive control algorithm (RAMPC) presented
in that chapter takes as reference the trajectories to track as well as the constraints
within which to track them (see fig. 1.3) from the planning method. The planning
method on the other hand takes into account a characterization of the region within
which the controller can track well (see def. 4.1).
1.3 Organization of the document
This document will cover work in each of two themes outlined in Fig. 1.2, as well as
the connection between them. Chapter 2 presents a brief introduction to the types
of temporal logic the methods presented here are applicable to. Chapter 3 covers
the problem of control of dynamical systems with Metric Temporal Logic (MTL)
objectives. It also introduces a smooth robustness metric associated with the MTL
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specifications. Chapter 4 covers Fly-by-Logic, a method to generate trajectories for
multiple multi-rotor UAS such that they satisfy a given STL specification. Chapter
5 presents a user-interface for multi-rotor UAS fleet planning and the briefly covers
the underlying tool-chain.
Chapter 6 presents an approach to design a Robust Adaptive Model Predictive
Control (RAMPC) algorithm that we use for trajectory tracking. The RAMPC algo-
rithm ensures that the dynamical system remains feasible with respect to state and
input constraints despite estimation errors and computation delays due to perception-
based estimation algorithms. It also leverages a co-design between the computation
and control to provide good control performance as well as computation energy con-
sumption compared classical MPC approaches that do not. Chapter 7 presents a
feedback linearization-based Robust Model Predictive Control method that can al-
low the co-design framework to be directly extended to non-linear (control-affine)
systems.
In addition to these, chapter 8 presents the existing research that is relevant to
the material covered in this document.
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Figure 1.3: Generated trajectories and robustness boxes within which to track. The STL
specification corresponds to the two drones reaching the green goal set within time interval
of 6 seconds, while making sure the two drones do not enter the unsafe red set, or crash
into each other. If the drones are following their trajectories within the given (blue for
drone 1 and black for drone 2) boxes at the corresponding time step, then they satisfy the
STL specification. Chap. 4 presents the planning method that generates these trajectories
as well as the bounds within which to track them. Chap. 6 presents a control method to
follow these trajectories within the given robustness boxes while taking into account the
errors and delays associated with the perception-based state estimation commonly used in
feedback control.
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Chapter 2
Representing mission requirements
in temporal logic
In this document, the problem of multi-agent planning is studied through the lens of
planning with missions given in temporal logic form. This chapter covers the basics of
a class of temporal logic that we are interested in, as well as the concept of robustness
that is central to the methods presented in the following chapters.
Consider a discrete-time dynamical system H given by
xt+1 = f(xt, ut) (2.1)
where x ∈ X ⊂ Rn is the state of the system and u ∈ U ⊂ Rm is its control input. The
system’s initial state x0 takes value from some initial set X0 ⊂ Rn. Given an initial
state x0 and a finite control input sequence u = (u0, . . . , uT−1), ut ∈ U , a trajectory
of the system is the unique sequence of states x = (x0, . . . , xT ) s.t. for all t, xt is in X
and obeys (2.1). All temporal intervals that appear here are implicitly discrete-time,
e.g. [a, b] means [a, b] ∩ N. The set {0, 1, . . . , T} ⊂ N will be abbreviated as T. For
an interval I ⊂ N, let t+ I = {t+ a | a ∈ I}. The set of subsets of a set S is denoted
P(S). The signal space XT is the set of all signals x : T→ X. The max operator is
written t and min is written u.
2.1 Metric Temporal Logic (MTL)
The controller of H is designed to make the closed loop system (2.1) satisfy a specifi-
cation expressed in MTL Ouaknine and Worrell [2008]. Formally, let AP be a set of
atomic propositions, which can be thought of as point-wise constraints on the state
of the system. An MTL formula ϕ is built recursively from the atomic propositions
using the following grammar:
ϕ := >|p|¬ϕ|ϕ1 ∧ ϕ2|ϕ1UIϕ2
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where I ⊂ R is a time interval. Here, > is the Boolean True, p is an atomic propo-
sition, ¬ and ∧ are the Boolean negation and AND operators, respectively, and U
is the Until temporal operator. Informally, ϕ1UIϕ2 means that ϕ1 must hold until
ϕ2 holds, and that the hand-over from ϕ1 to ϕ2 must happen sometime during the
interval I. The disjunction (∨), implication ( =⇒ ), Always () and Eventually (♦)
operators can be defined using the above operators.
Formally, the pointwise semantics of an MTL formula define what it means for a
system trajectory x to satisfy the formula ϕ. Let O : AP → P(X) be an observation
map for the atomic propositions. The boolean truth value of a formula ϕ w.r.t. the
trajectory x at time t is defined recursively.
Definition 2.1 (MTL semantics).
(x, t) |= > ⇔ >
∀p ∈ AP, (x, t) |=O p ⇔ xt ∈ O(p)
(x, t) |=O ¬ϕ ⇔ ¬(x, t) |=O ϕ
(x, t) |=O ϕ1 ∧ ϕ2 ⇔ (x, t) |=O ϕ1 ∧ (x, t) |=O ϕ2
(x, t) |=O ϕ1UIϕ2 ⇔ ∃t′ ∈ t+ I.(x, t′) |=O ϕ2
∧∀t′′ ∈ (t, t′), (x, t′′) |=O ϕ1
As O is fixed here, it is dropped from the notation. We say x satisfies ϕ if
(x, 0) |= ϕ. All formulas that appear here have bounded temporal intervals: 0 ≤ inf I <
sup I < +∞. To evaluate whether such a formula ϕ holds on a given trajectory, only
a finite-length prefix of that trajectory is needed. Its length can be upper-bounded
by the horizon of ϕ, hrz(ϕ) ∈ N, calculable as shown in Dokhanchi et al. [2014]. For
example, the horizon of [0,2](♦[2,4]p) is 2+4=6.
2.1.1 Robust semantics of MTL
Designing a controller that satisfies the MTL formula ϕ1 is not always enough. In a
dynamic environment, where the system must react to new unforeseen events, it is
useful to have a margin of maneuverability. That is, it is useful to control the system
such that we maximize our degree of satisfaction of the formula. When unforeseen
events occur, the system can react to them without violating the formula. This degree
of satisfaction can be formally defined and computed using the robust semantics of
MTL. Given a point x ∈ X and a set A ⊂ X, dist(x,A) := infa∈A |x − a|2 is the
minimum Euclidian distance from x to the closure A of A.
Definition 2.2 (RobustnessFainekos and Pappas [2009]). The robustness of ϕ relative
1Strictly, a controller s.t. the closed-loop behavior satisfies the formula.
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to x at time t is recursively defined as
ρ>(x, t) = +∞
∀p ∈ AP, ρp(x, t) =
{
dist(xt, X \ O(p)), if xt ∈ O(p)
−dist(xt,O(p)), if xt /∈ O(p)
ρ¬ϕ(x, t) = −ρϕ(x, t)
ρϕ1∧ϕ2(x, t) = ρϕ1(x, t) u ρϕ2(x, t)
ρϕ1UIϕ2(x, t) = tt′∈t+TI
(
ρϕ2(x, t
′)
l
ut′′∈[t,t′)ρϕ1(x, t′′)
)
When t = 0, we write ρϕ(x) instead of ρϕ(x, 0).
The robustness is a real-valued function of x with the following important prop-
erty.
Theorem 2.1. Fainekos and Pappas [2009] For any x ∈ XT and MTL formula ϕ, if
ρϕ(x, t) < 0 then x violates the spec ϕ at time t, and if ρϕ(x, t) > 0 then x satisfies
ϕ at t. The case ρϕ(x, t) = 0 is inconclusive.
Thus, we can compute control inputs by maximizing the robustness over the set
of finite input sequences of a certain length. The obtained sequence u∗ is valid if
ρϕ(x, t) is positive, where x and u
∗ obey (2.1). The larger ρϕ(x, t), the more robust
is the behavior of the system: intuitively, x can be disturbed and ρϕ might decrease
but not go negative.
2.2 Signal Temporal Logic (STL)
In chapter 4 we present a method for multi-rotor drone fleet planning with mission
specifications expressed in Signal Temporal Logic (STL) Maler and Nickovic [2004],
Donzé and Maler [2010b]. Similar to MTL, STL is a logic that allows the succinct and
unambiguous specification of a wide variety of desired system behaviors over time,
such as “The quadrotor reaches the goal within 10 time units while always avoiding
obstacles” and “While the quadrotor is in Zone 1, it must obey that zone’s altitude
constraints”.
Formally, let M = {µ1, . . . , µL} be a set of real-valued functions of the state µk :
X → R. For each µk define the predicate pk := µk(x) ≥ 0. Set AP := {p1, . . . , pL}.
Thus each predicate defines a set, namely pk defines {x ∈ X | fk(x) ≥ 0}. Similar to
MTL, let I ⊂ R denote a non-singleton interval, > the Boolean True, p a predicate,
¬ and ∧ the Boolean negation and AND operators, respectively, and U the Until
temporal operator. An STL formula ϕ is built recursively from the predicates using
the following grammar:
ϕ := >|p|¬ϕ|ϕ1 ∧ ϕ2|ϕ1UIϕ2
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Figure 2.1: This illustration shows a UAS and two trajectories, x1 (in black) and x2 (in
blue). Color in digital version.
2.2.1 Robustness of STL specifications
STL follows the same grammar as that of MTL and has similarly defined robust
semantics as well (see 2.1.1). The notable difference is that the dist operator in MTL
for each predicate pk is simply replaced by µk in STL, where µk is the real-valued
function that defines the predicate pk as described above. This means that the only
difference with respect to definition 2.2 is that ρp(x, t) = µ(xt), where xt is the value
of signal x at time t. The rest of the robust semantics of STL follow the construction
of definition 2.2.
The STL specifications we consider in the rest of this document satisfy the fol-
lowing assumption:
Assumption 2.1. The function µ that defines an atomic proposition in STL is con-
tinuously differentiable, or µ ∈ C1.
The following shows an example of a specification in STL and its associated ro-
bustness:
Example 1. Consider a safety specification of the form:
ϕsafe = [0,T ]¬(p ∈ Unsafe1) ∧[0,T ]¬(p ∈ Unsafe2) (2.2)
This states the position of the UAS p should, in the time interval [0, T ], never be
inside the region given by Unsafe1 and it should also never be inside Unsafe2. Fig.
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2.1 shows these regions. Consider the trajectory x1 (in black), shown from time 0 to
T seconds. As can be seen, the UAS does indeed avoid the unsafe regions and satisfies
the specification, which by Theorem 2.1 implies that the robustness of this trajectory
x with respect to the specification ϕsafe, ρϕsafe(x) is positive.
In order to further understand this robustness value, let us first compute it. Let
p = [px, py] be the position of the drone in 2-d. The proposition p ∈ Unsafe1 can be
written in more detail in STL as (px ≤ −1) ∧ (−px ≤ 2) ∧ (py ≤ 2) ∧ (−py ≤ −1).
This comes from the representation of the set as a bounded axis-aligned polyhedron
in R2. Following the robustness semantics of definition 2.2 that states the robustness
ρϕ1∧ϕ2 = min(ρϕ1 , ρϕ2), the robustness of p ∈ Unsafe, evaluated at a single point in the
trajectory, can be computed as ρUnsafe1(p) = min(−1−px, 2 +px, 2−py, −1 +py). As
an example, consider the point [−1.5, 0.75]′ marked by 1 in fig. 2.1. The robustness
of this point w.r.t proposition p ∈ Unsafe1 is ρUnsafe1 = min(0.5, 0.5, 1.25, −0.25) =
−0.25. This negative robustness implies that the point [−1.5, 0.75]′ does not satisfy
the proposition p ∈ Unsafe1, which is as seen in the figure.
Since a part of the safety specification ϕsafe asks for ¬(p ∈ Unsafe1), the robustness
of this proposition is simply the negative of the robustness of the proposition p ∈
Unsafe1 (again see def. 2.2), or 0.25.
To then evaluate the robustness of [0,T ]¬(p ∈ Unsafe1), following def. 2.2, we
need to compute the minimum of the robustness of the proposition ¬(p ∈ Unsafe1)
over all points from time 0 to T in trajectory x1, i.e. mint∈[0,T ](−min(−1−px(t), 2+
px(t), 2−py(t), −1+py(t))). For trajectory x1, this minimum is achieved by the point
marked by 1, hence the robustness of trajectory x1 w.r.t the specification [0,T ]¬(p ∈
Unsafe1) is 0.25. Similarly we can compute the robustness of the specification [0,T ]¬(p ∈
Unsafe2). The robustness of the safety specification ϕsafe is then (using ρϕ1∧ϕ2 =
min(ρϕ1 , ρϕ2)) given by minimum of the robustness of [0,T ]¬(p ∈ Unsafe1) and
[0,T ]¬(p ∈ Unsafe2). For the trajectory x1, this value is achieved by the point marked
by 1, and is hence 0.25.
This value of 0.25 implies that each point in the trajectory x1 could be moved by
at most 0.25m along any axis and still the trajectory would satisfy the specification
ϕsafe. Again, focusing on the point marked by 1 helps explain this. If we move 1
along the y-axis by upto 0.25m, 1 still does not enter the set Unsafe1. By moving
it 0.25m in the y-axis would bring it to the boundary of the unsafe set, and higher
values would push it into the unsafe set, violating the requirement that the trajectory
never enters this set.
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Chapter 3
Smooth Operator: Control with
Temporal Logic Objectives
3.1 Introduction: Controlling for robustness
The errors in a cyber-physical control system like an automated air traffic controller
can affect both the cyber components (e.g., software bugs) and physical components
(e.g., sensor failures and attacks) of a system. Under certain error models, like a
bounded disturbance on a sensor reading, a system can be designed to be robust to
that source of error. In general, however, unforeseen and unmodeled issues will occur
and the controller has to deal with them at runtime. To help deal with unforeseen
problems at runtime, the system’s controller must make decisions that not only satisfy
the system’s requirements (like a maximum response time to an event), but satisfy
them robustly. Intuitively, the requirements are robustly satisfied if a disturbance to
the system does not cause it to violate them. This can give a margin of maneuvara-
bility to the system during which it addresses the unforeseen problem. Since these
problems are, by definition, unforeseen and unmodeled and only detected by their
effect on the output, the notion of robustness must be computable using only the
output behavior of the system.
Example 2. Air-Traffic Control (ATC) coordinates landing arrivals at an airport.
ATCs have very complex rules to ensure that all airplanes, of different sizes and
speeds, approach the airport and land safely, with sufficient margin to other airplanes
to accommodate emergencies. Sample rules for the Chicago O’hare airport include
(A) When an aircraft enters any of 3 designated zones, it must stay between that
zone’s altitude floor and ceiling, and (B) If the airspace is too busy, an aircraft must
remain in either holding zones 6 or 7, until some maximum amount of time expires.
How do we ensure that the ATC system satisfies these complex rules robustly?
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3.1.1 The need for temporal logic
The above requirements go beyond traditional control objectives like stability, track-
ing, quadratic cost optimization and reach-while-avoid for which we have well-developed
theory. While these requirements can be directly encoded from natural language into
a Mixed Integer Program (MIP) by encoding every possibility at each (discrete) time
point with integer variables, such a direct encoding can easily involve an exorbitant
number of variables. For complex requirements, with many variables involved, this
encoding process can also be error-prone and checking that it corresponds to the
designer’s intent is near impossible. On the other hand, such control requirements
are easily and succinctly expressed in Metric Temporal Logic (MTL) Ouaknine and
Worrell [2008]. MTL is a formal language for expressing reactive requirements with
constraints on their time of occurrence and sequencing, such as those of the ATC (see
chapter 2). The advantage of first expressing the requirements in MTL is that MTL
formulas are more succinct and legible, and less error-prone, than the corresponding
directly-encoded MIP. In this sense, MTL bridges the gap between the ease of use
of natural language and the rigour of mathematical formulation. For example, ATC
rule (A) can be formalized with the following MTL formula ( means ‘Always’, q is
an aircraft and qz is its altitude).
(q ∈ Zone1 =⇒ qz ≤ Ceiling1 ∧ qz ≥ Floor1)
Rule (B) can be formalized as follows.
(Busy =⇒ ♦[t1,t2](q ∈ Holding-6 ∨ q ∈ Holding-7)U[0,MaxHolding]¬Busy)
This says that Always (), if airport is Busy, then sometime t1 to t2 seconds later
(♦[t1,t2]), the plane goes into one of two Holding areas. It stays there Until the airport
is not (¬) busy, which must happen before duration MaxHolding elapses.
Given an MTL specification ϕ and a system execution x, the robustness ρϕ(x) of
the spec relative to x measures two things: its sign tells whether x satisfies the spec
(ρϕ(x) > 0) or violates it (ρϕ(x) < 0). Its magnitude |ρϕ(x)| measures how robustly
the spec is satisfied or violated. Namely, any perturbation to x of size less than
|ρϕ(x)| will not cause its truth value to change relative to ϕ. Thus, we are interested
in developing a control algorithm that can maximize the robustness over all possible
control actions to determine the next control input.
Unfortunately, the robustness function ρϕ is hard to work with. In particular, it
is non-convex and non-differentiable, which makes its online optimization a challenge
- indeed, most existing approaches treat it as a black box and apply heuristics to
its optimization (see Section 8.1). These heuristics provide little to no guarantees,
have too many user-set parameters, and don’t have rigorous termination criteria. On
the other hand, gradient descent optimization algorithms typically offer convergence
guarantees to the function’s (local) minima, have known convergence rates for certain
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function classes, usually have a fewer number of parameters to be set, and important
issues like step-size selection are rigorously addressed.
Contributions. This chapter presents smooth (infinitely differentiable) approxima-
tions to the robustness function of arbitrary MTL formulae. The smooth approxima-
tion is proven to always be within a user-defined error of the true robustness, and this
is illustrated experimentally. This allows running powerful and rigorous off-the-shelf
gradient descent optimizers. We leverage this to maximize the smooth robustness
for control of a system to robustly satisfy its MTL specification. Through multiple
examples, the proposed control method is shown to be faster and to yield more robust
trajectories than various current heuristics and MIP-based approaches. The results
are demonstrated on a case study for an autonomous ATC for two quad-rotors, where
the MIP-based approach fails to yield a satisfying controller. While this work does
not tackle the non-convexity of MTL robustness issue directly, having an inexpen-
sive gradient optimizer makes it possible to run an efficient multi-start optimization,
increasing the chances of approaching the global optimum.
3.2 Smooth approximation of MTL Robustness for
Control
Let ϕ be an MTL formula with horizon N . The goal of the present work is to solve
the following problem Pρ.
Pρ : max
u
ρϕ(x)− γ
N−1∑
k=0
l(xk+1, uk) (3.1a)
s.t. xk+1 = f(xk, uk), ∀k = 0, . . . , N − 1 (3.1b)
xk ∈ X, ∀k = 0, . . . , N (3.1c)
uk ∈ U, ∀k = 0, . . . , N − 1 (3.1d)
δρϕ(x) ≥ δεmin (3.1e)
Here, u = (u0, . . . , uN−1), l(xk+1, uk) is a control cost, e.g. the LQR cost x
′
kQxk +
u′kRuk, and γ ≥ 0 is a trade-off weight. The scalar εmin ≥ 0 is a desired minimum ro-
bustness. If δ = 0, then this constraint is effectively removed, while δ = 1 enforces the
constraint. Because ρϕ uses the non-differentiable functions dist, max and min (see
definition 2.2), it is itself non-differentiable. The next three sub-sections introduce
smooth approximations to each of these functions.
Assumption 3.1. The function f : Rn × Rm → Rn that represents the system dy-
namics in (3.1b) is such that its first and second derivatives exist and are continuous,
or f ∈ C2.
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3.2.1 Approximating the distance function
The distance function dist(·, U) is in L2(Rn), so it can be approximated arbitrarily
well using a Meyer wavelet expansion DeVore [1998]. Specifically, the 1-D Meyer
wavelet function is given in the frequency domain by (i =
√
−1):
ψ̂(ω) =
1√
2π

sin(π
2
ν(3|ω|
2π
− 1))eiω/2 2π/3 ≤ |ω| ≤ 4π/3
cos(π
2
ν(3|ω|
4π
− 1))eiω/2, 4π/3 ≤ |ω| ≤ 8π/3
0, otherwise
where ν(x) = 0 if x ≤ 0, 1 if x ≥ 1, and equals x if 0 ≤ x ≤ 1. The time-domain
expression for this wavelet is given in Vermehren Valenzuela and de Oliveira [2015] and
is infinitely differentiable. An n-D wavelet can be obtained using the tensor product
construction DeVore [1998]. Let E be the set of vertices of the unit hypercube [0, 1]n.
For every e = (e1, e2, . . . , en) ∈ E and x = (x1, . . . , xn) ∈ Rn, define Ψe : Rn → R by
Ψe(x) = ψe1(x1) . . . ψ
en(xn). Given k ∈ Z and j ∈ Zn, a dyadic cube in Rn is a set
of the form I = 2−k(j + [0, 1]n). Let D be the set of all dyadic cubes in Rn obtained
by varying k over Z and j over Zn. Then {ΨeI , e ∈ E, I ∈ D} is an orthonormal basis
for L2(Rn) (because the Meyer wavelet itself is orthonormal). Then every function in
L2(Rn) has an expansion
f(x) =
∑
I∈D
∑
e∈E
ceIΨ
e
I(x), c
e
I := 〈f,ΨeI〉
with 〈h, g〉 :=
∫
Rn h(x)g(x)dx. The desired approximation is obtained by truncating
this expansion after a finite number of terms, i.e., by using a finite set D′ ( D
dist(x, U) ≈ d̃istε(x, U) :=
∑
I∈D′
∑
e∈E
ceIΨ
e
I(x) (3.2)
where ε is the approximation error magnitude. Using more coefficients yields a better
approximation. The coefficients ceI := 〈dist(·, U),ΨeI〉 are calculated offline and stored
in a lookup table for online usage.
3.2.2 Smooth max and min
The following standard smooth approximations of m-ary max and min are used. Let
k ≥ 1.
m̃axk(a1, . . . , am) :=
1
k
ln(eka1 + . . .+ ekam) (3.3)
m̃ink(a1, . . . , am) := −m̃ax(−a1, . . . ,−am) (3.4)
Suppose k = 1 and that a1 is the largest number. Then e
a1 is even larger than the
other eai ’s, and dominates the sum. Thus m̃ax1(a) u ln ea1 = a1 = max(a). If a1 is
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not significantly larger than the rest, the sum is not well-approximated by ea1 alone.
To counter this, the scaling factor k is used: it amplifies the differences between the
numbers. It holds that for any set of m reals,
0 ≤ m̃axk(a1, . . . , am)−max(a1, . . . , am) ≤ ln(m)/k (3.5)
0 ≤ min(a1, . . . , am)− m̃ink(a1, . . . , am) ≤ ln(m)/k (3.6)
with the maximum error is achieved when all the ai’s are equal. Indeed, assume a1
is the largest number, then m̃axk(a)− a1 ≤ k−1 ln
(∑
i e
kai
eka1
)
≤ lnm/k.
3.2.3 Overall approximation
Putting the pieces together yields the approximation error for the robustness of any
MTL formula.
Theorem 3.1. Consider an MTL formula ϕ and reals ε > 0 and k ≥ 1. Define
the smooth robustness ρ̃ϕ, obtained by substituting d̃istε for dist, m̃axk for max, and
m̃ink for min, in Def. 2.2. Then for any trajectory x, it holds that
|ρϕ(x, t)− ρ̃ϕ(x, t)| ≤ δϕ
where δϕ is (a) independent of the evaluation time t, and (b) goes to 0 as ε→ 0 and
k →∞.
Proof. We will prove a stronger result that implies the theorem. When x or t are
clear from the context, we will drop them from the notation.
The proof is by structural induction on ϕ, and works by carefully characterizing
the approximation error.
Case ϕ = p ∈ AP . ρϕ(x, t) is given by either distxtO(p) or −distxtO(p), and
ρ̃ϕ(x, t) is given by either d̃istε(xt,O(p)) or −d̃istε(xt,O(p)), respectively. Either
way, |ρ̃ϕ(x, t)− ρϕ(x, t)| ≤ ε. Indeed, ε satisfies the conditions on δϕ.
Case ϕ = ¬ϕ1 |ρ¬ϕ1(x, t) − ρ̃¬ϕ1(x, t)| = | − ρϕ1(x, t) + ρ̃ϕ1(x, t)| ≤ δϕ1 , and δϕ1
satisfies (a)-(b) by the induction hypothesis.
Case ϕ = ϕ1 ∨ ϕ2. If the same sub-formula ϕi achieves the max for both ρϕ1(x, t)t
ρϕ2(x, t) and ρ̃ϕ1(x, t)t ρ̃ϕ2(x, t), then by induction hypothesis we immediately obtain
|ρϕ(x, t)− ρ̃(x, t)| ≤ δϕi .
Otherwise if, say, ρϕ = ρϕ1 and ρ̃ϕ = ρ̃ϕ2 then
ρϕ1 − δϕ1 ≤ ρ̃ϕ1 ≤ ρ̃ϕ2 =⇒ ρϕ1 − ρ̃ϕ2 ≤ δϕ1
Also
ρ̃ϕ2 ≤ ρϕ2 + δϕ2 ≤ ρϕ1 + δϕ2 =⇒ −δϕ2 ≤ ρϕ1 − ρ̃ϕ2
Therefore
−(δϕ1 t δϕ2) ≤ ρϕ1 − ρ̃ϕ2 ≤ δϕ1 t δϕ2 ⇔ |ρϕ1 − ρ̃ϕ2| ≤ δϕ1 t δϕ2
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Similarly, if ρϕ = ρϕ2 and ρ̃ϕ = ρ̃ϕ1 , we have |ρϕ2 − ρ̃ϕ1| ≤ δϕ1 t δϕ2 . So in all cases,
|ρϕ1 t ρϕ2 − ρ̃ϕ1 t ρ̃ϕ2| ≤ δϕ1 t δϕ2
Therefore by the triangle inequality and (3.5)
|ρϕ1 t ρϕ2 − m̃axk(ρ̃ϕ1 , ρ̃ϕ2)| ≤ δϕ1 t δϕ2 + ln(2)/k = δϕ
Clearly, δϕ satisfied (a)-(b).
The case ϕ1 ∧ ϕ2 is treated similarly.
ϕ = ϕ1UIϕ2. Before proving this case, we will need the following lemma, which is
provable by induction on n:
Lemma 1. If ϕ = ϕ1 ∧ . . . ∧ ϕn or ϕ = ϕ1 ∨ . . . ∨ ϕn, n ≥ 2, then |ρϕ − ρ̃ϕ| ≤
t1≤i≤nδϕi + ln(n)/k.
We now proceed with the proof of the last case. Recall that ρϕ1UIϕ2(x, t) =
tt′∈t+TI (ρϕ2(x, t′)
d
ut′′∈[t,t′)ρϕ1(x, t′′)
)
. Starting with the innermost sub expression ρψ := ut′′∈[t,t′)ρϕ1(x, t′′),
we have, by Lemma 1
|ρψ − ρ̃ψ| ≤ tt′′∈[t,t′)δt
′′
ϕ1
+ ln(t′ − t)/k (3.7)
where δt
′′
ϕ1
is the bound for approximating ρϕ1(x, t
′′). But δϕ does not depend on the
time at which the formula is evaluated. Therefore the bound in (3.7) becomes
|ρψ − ρ̃ψ| ≤ δϕ1 + ln(t′ − t)/k (3.8)
To avoid introducing a dependence on time, we further upper-bound by
|ρψ − ρ̃ψ| ≤ δϕ1 + ln(hrz(ϕ))/k := δψ
where, recall, hrz(ϕ) is the horizon of ϕ (see Section 2.1).
Continuing with the sub-expression ρα = ρϕ2(x, t
′)
d
ρψ, by the induction hypoth-
esis it holds that |ρα − ρ̃α| ≤ δϕ2 t δψ + ln(2)/k := δα. Finally, the top-most max
operator introduces the total error
|ρϕ − ρ̃ϕ| ≤ δα + ln(|I|)/k
= δϕ2 t δψ + ln(2)/k + ln(|I|)/k
= δϕ2 t (δϕ1 + ln(hrz(ϕ))/k) + ln(2|I|)/k
= δϕ (3.9)
The first inequality obtains from the fact that δα is independent of evaluation time
and Lemma 1. The bound δϕ obeys (a)-(b). This concludes the proof.
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3.2.4 The need for smoothing
The application of gradient descent methods requires a differentiable objective func-
tion. Our objective function, ρϕ, is non-differentiable, because it uses the distance,
max, and min functions, all of which are non-differentiable. One may note that these
functions are all differentiable almost everywhere (a.e.) on their domain. That is, the
set of points in their domain where they are non-differentiable has measure 0 in Rn.
Therefore, by measure additivity, the composite function ρϕ is itself differentiable a.e.
Thus, one may be tempted to ‘ignore’ the singularities (points of non-differentiability),
and apply gradient descent to ρϕ anyway. The rationale for doing so is that sets of
measure 0 are unlikely to be visited by gradient descent, and thus don’t matter.
However, as we show in the next example, the lines of singularity (along which the
objective is non-differentiable) can be precisely the lines along which the objective
increases the fastest. See also Cortes [2008]. Thus they are consistently visited by
gradient descent, after which it fails to converge because of the lack of a gradient.
Example 3. A simple example illustrates how gradient descent gets stuck at singular-
ities. We use the optimization algorithm Sequential Quadratic Programming (SQP)
Polak [1997] to maximize the robustness of ϕ = ¬(x ∈ U), where U = [−1, 1]2 is the
unsafe red square in Fig. 3.1. In this case, ρϕ is simply dist(x0, U), the distance of
the first trajectory point to the set. The search space is [−2.5, 2.5]2 (big grey square
in Fig. 3.1). The most robust points are the corners of the grey square, such as
x∗ = [2.5, 2.5] (green ‘+’ in figure), being furthest from the unsafe set. We initialize
the SQP at x0 = [0, 0]. SQP generates iterates (blue circles) on the line of singularity
connecting [1, 1] to x∗ and ultimately gets stuck at x = [1, 1]. That’s because along the
line, the gradient does not exist and attempts by SQP to approximate it numerically
fail, prompting it to generate smaller and smaller step-sizes for the approximation.
Ultimately, SQP aborts due to the step-size being too small, and concludes it is at a
local minimum.
3.3 Approximation and control
We implemented the smooth approximation to the semantics of MTL, and tested it
on several examples.
3.3.1 Approximation error
We evaluated the robustness ρϕ and its approximation ρ̃ϕ for five formulae. The hori-
zon N of each formula is varied, and at each value of N we generate 1000 trajectories
of system xk+1 = xk +uk with input and state saturation, by feeding it random input
sequences. Fig. 3.2 shows the Root Mean Square (RMSE) of the approximation,√
(1/1000)
∑
x(ρϕ(x)− ρ̃ϕ(x))2, and variance bars around it. As seen, the approx-
imation errors and their variances are small, showing the accuracy and stability of
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Figure 3.1: Iterates of SQP for Example 3. Colors in online version.
the smooth approximation. Note that while the RMSE increased with the system
dimension (4th formula in Fig. 3.2), it was observed that the relative error remained
very small i.e. the increase in error is explained by an increase in the robustness’s
magnitude.
3.3.2 Robustness maximization for control
Problem Pρ given in (3.1) is solved by replacing the true robustness ρϕ by its smooth
approximation ρ̃ϕ, and setting εmin to the value of the smooth approximation error.
We thus obtain Problem Pρ̃. This approach is labeled Smooth Operator (SOP).
Optimization solver. Problem Pρ̃ is solved using Sequential Quadratic Pro-
gramming (SQP). SQP solves constrained non-linear optimization problems by creat-
ing a sequence of quadratic approximations to the problem and solving these approx-
imate problems. SQP enjoys various convergence-to-(local)-optima properties [Polak
1997, Section 2.9]. For example, for SQP to converge to a strict local minimum
(a minimum that is strictly smaller than any objective function value in an open
neighborhood around it), it suffices that 1) all constraint functions be twice Lipschitz
continuously differentiable. In our case, this includes function f in (3.1a), and the
problems we solve satisfy this requirement. And, 2) at points in the search space that
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Figure 3.2: Robustness approximation error against formula horizon, evaluated on 1000
randomly generated trajectories for Example 4. Unless noted, the systems are 2D. Color in
online version.
lie on the boundary of the inequality-feasible set there exists a search direction towards
the interior of the feasible set that does not violate the equality constraints [Polak
1997, Assumption 2.9.1]. This is also true for Pρ̃ since the equality constraints come
from the dynamics and are always enforced for any u.
Solver initialization. To initialize SQP when solving Pρ̃ (i.e., to give it a starting
value for u), we can either solve an inexpensive feasibility linear program with con-
straints (3.1b)-(3.1d), or generate a random input sequence respecting ut ∈ U . The
resulting initial trajectory could violate the specification (as it does in every example
we study here) and it is only required to satisfy the dynamics and state constraints.
Comparisons to BluSTL. The tool BluSTL implements the MILP approach of
Raman et al. [2014] and is used in the experiments. It has two modes of operation:
mode (B) or Boolean, which aims at satisfying the specification without maximizing
its robustness, and mode (R) or Robust, which attempts to maximize robustness. The
proposed SOP method optimizes robustness and so naturally runs in mode (R). SOP
emulates mode (B) by terminating the optimization as soon as ρ̃ϕ ≥ εMeyer, which
implies ρϕ ≥ 0. εMeyer can be computed explicitly using the approach in the online
report Pant et al. [2017a].
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Table 3.1: Example 4. Runtimes (mean and standard deviation, in seconds) for Smooth
Operator (SOP) and BluSTL (BlS) in modes (B) and (R), over 100 runs with random initial
states and different formula horizons N . BluSTL(R) did not finish (see text).
N BlS(B) SOP(B) BlS(R) SOP(R)
20 0.96± 0.82 0.31± 0.13 NA 3.30± 1.25
30 1.37± 1.72 0.33± 0.25 NA 5.85± 2.74
40 3.86± 5.10 0.60± 0.29 NA 12.36± 6.04
50 4.36± 12.97 0.74± 0.30 NA 30.05± 18.23
100 16.77± 27.84 1.21± 0.25 NA 69.70± 13.16
200 53.88± 14.18 4.19± 1.18 NA 126.11± 20.43
Example 4. The linear system xk+1 = xk+uk is controlled to satisfy the specification
ϕ = [0,20]¬(x ∈ Unsafe) ∧ ♦[0,20](x ∈ Terminal)
with the sets Unsafe = [−1, 1]2 and Terminal = [2, 2.5]2. The state space is X =
[−2.5, 2.5]2, U = [−0.5, 0.5]2. Unless otherwise indicated, γ = δ = 0 in Eq. (3.1) to
focus on robustness maximization in this illustrative example. Experiments were run
on a quad-core Intel i5 3.2GHz processor with 24GB RAM, running MATLAB 2016b.
Results. Fig. 3.3 shows the trajectories of length N = 20 obtained by SOP and
BluSTL in modes (B) and (R), starting from the same initial point x0 = [−2,−2]′.
Both BluSTL(B) and SOP(B) produce satisfying trajectories. The trajectory from
SOP(R) ends in the middle of the terminal set, resulting in a higher robustness than
mode (B), as expected. In mode (R), BluSTL could not finish a single instance of
robustness maximization within 100 hours on both the above machine and on a more
powerful 8 core Intel Xeon machine with 60GB RAM, leading us to believe that the
corresponding MILP was not tractable.
SOP(R, γ=0.1) takes into account a control cost l(xk, uk) = ||xk||22 that penalizes
longer trajectories. The resulting trajectory is shorter but has a lower robustness than
SOP(R, γ = 0), (0.236 vs 0.247).
For further evaluation, we ran 100 instances of the problem, varying the trajec-
tory’s initial state in [−2.5,−1.5] × [−2.5, 2.5]. We also varied the formula horizon
N (and hence the size of the problem) from 20 to 200 time steps. Table 3.1 shows the
execution times.
Analysis. As seen in Table 3.1, SOP is consistently faster than BluSTL in
Boolean mode, and displays smaller variances in runtimes. Note also that the problem
solved here is very similar to the one used in Saha and Julius [2016], which uses
another MILP-based method. While the underlying dynamics differ and their numbers
are reported on a more power machine, SOP numbers compare favourably with those
in Saha and Julius [2016].
In (R) mode, across 100 experiments, SOP has an average ρϕ = 0.247 with a stan-
dard deviation less than 0.005. This gets very close to the upper bound on robustness,
22
Figure 3.3: The first 4 trajectories are for Example 4. The last trajectory, SOP(R, unicycle),
is from Example 5. Colors in online version.
which is 0.25. This bound is achieved by a trajectory reaching (in < 20 time steps)
the center of the Terminal set while remaining more than 0.25 distant from Unsafe.
Example 5 (Nonlinear system). Since SQP can handle non-linear (twice differen-
tiable) constraints, Smooth Operator can also deal with non-linear dynamics whereas
the MILP-based methods have to linearize the dynamics to solve the system. The
following example shows SOP applied in a one-shot manner to the unicycle dynamics
(ẋt = vt cos(θt) , ẏt = vt sin(θt) , θ̇t = ut) discretized at 10Hz. For the specification
of Ex. 4, the resulting trajectory of length 20 steps obtained by SOP(R) is shown
in Fig. 3.3, starting from an initial state of [−2,−2, 0]. The resulting robustness is
0.248, which is close to the global optimum of 0.25. This shows that SOP can indeed
handle non-linear dynamics without the need for explicit linearization as long as the
systems satisfy assumption 3.1.
3.4 Case studies
This section focuses on evaluating the efficiency of Smooth Operator (SOP) by testing
it on two systems and comparing to existing approaches.
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• SOP in (B)oolean and (R)obust modes.
• BluSTL in modes (B) and (R).
• R-SQP, which uses SQP to optimize the exact non-smoothed robustness ρϕ.
• SA, which uses Simulated Annealing to optimize ρϕ.
For both case studies, the wavelet approximation to the distance function is com-
puted off-line. The control problem (3.1) is solved as an open-loop, single-shot, finite-
horizon constrained optimization. This is then used in a shrinking horizon scheme in
Sec 3.4.1.
The code to reproduce these results can be found at https://github.com/yashpant/
SmoothOperator0. Future versions of the code will focus on re-usability of the code.
3.4.1 HVAC Control of a building for comfort
The first example is the Heating, Ventilation and Air Conditioning (HVAC) control
of a 4-state model of a single zone in a building. Such a model is commonly used in
literature for evaluation of predictive control algorithms Jain et al. [2017]. The control
problem is similar to the example used in Raman et al. [2014]. The control horizon
is a 24 hour period. The objective is to bring the zone temperature to a comfortable
range, [22, 28] Celsius, when the zone is occupied during the hours 10-to-19. The
specification is:
ϕ = [10,19](ZoneTemp ∈ [22, 28]) (3.10)
Note: For this particular specification, the maximum robustness is 3, achiev-
able by setting the room temperature at 25C during the interval [10, 19]. Thus the
problem can be solved by minimizing the cost
∑
10≤k≤19(x4k − 25)2 with linear con-
straints, which is a problem-specific approach. SOP, which is a general purpose tech-
nique, results in a robustness which is just 0.02% smaller than the global optimum.
Section 3.4.2 shows a specification that cannot be trivially turned into a quadratic
program.
System dynamics. The single-zone model, discretized at a sampling rate of 1
hour (which is common in building temperature control) is of the form:
xk+1 = Axk +Buk +Bddk (3.11)
Here, A, B and Bd matrices are from the hamlab ISE model Van Schijndel [2005].
x ∈ R4 is the state of the model, the 4th element of which is the zone temperature,
the others are auxiliary temperatures corresponding to other physical properties of
the zone. The input to the system, u ∈ R1, is the heating/cooling energy. bd ∈ R3
are disturbances (due to occupancy, outside temperature, solar radiation) assumed
known a priori. The control problem we solve is of the form in (3.1), with γ and δ
both set to zero (correspondingly, no cost for control in BluSTL), and X = [0, 50]4,
U = [−1000, 2000].
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Table 3.2: HVAC. Runtimes (mean ± std deviation, in seconds) SOP and BluSTL (BlS)
over 100 runs with random initial states.
BlS (B) BlS(R) SOP (B) SOP (R)
0.041± 0.002 0.622± 0.118 0.014± 0.002 0.316± 0.015
Results. For comparison across all methods, we run 100 instances of the problem,
starting from random initial states x0 ∈ [20, 21]4. SA, R-SQP and SOP are initialized
with the same initial input sequences u. The final trajectories after optimization are
shown in Fig.3.4, for x0 = [21, 21, 21, 21]
′. To reduce clutter, trajectories from SA
and R-SQP in mode (B) are not shown.
Analysis. In Boolean mode, SOP, BluSTL, and SA all find satisfying trajectories
across all 100 instances, while R-SQP does not find one for any run and always exits
at a local minimum. Execution times for SOP and BluSTL are shown in Table 3.2,
while the runtimes for SA (B) are 3.7 ± 2.3s. R-SQP has run-times in the order of
minutes.
In Robust mode SOP, BlS and SA result in trajectories that satisfy ϕ, with an
average robustness of 2.99, 3.0 and 2.88 respectively. On the other hand, R-SQP
often returns violating trajectories (average ρϕ = −0.1492). Runtimes for SOP and
Bls in Robust mode are shown in Table 3.2. SA(R) takes 8.56± 0.31s on average.
Shrinking horizon implementation
SOP can also be applied online in a shrinking horizon fashion similar to Raman et al.
[2014]. The control horizon in Eq. (3.1) equals the formula horizon N . For each
time step k = 0, . . . , N , problem (3.1) is solved while constraining the previously
applied inputs and states (for times steps < k) to their actual values. In this scheme,
the length of the optimization remains N , but the number of free variables keeps
on shrinking as k increases. For initializing SOP at each time step, the sequence of
inputs computed at time k − 1 is used as a feasible solution for the optimization at
time k. We implemented this scheme for the HVAC control problem with additional
unknown disturbances in dk term of Eq. (3.11). These disturbances (in R3) are
uniform random variables centred around the known dk with an interval of 10% of
element wise magnitude of dk. This can be thought of as prediction errors of upto
±10% in the disturbances like solar radiation and outside temperature which make
up dk in Eq. (3.11). Over 100 runs with random initial states as before, the online
application of SOP (in robust mode) resulted in an average robustness value of 2.91.
In terms of execution time, the first iteration takes times of the order of those in table
3.2, and subsequent iterations take a fraction of that time (average for one instance
0.0151s). This is because we re-use the input sequence at time k − 1 as an initial
guess for the solver at time k. Since at the initial time step we have achieved near
global robustness maxima, the subsequent SQP optimizations terminate much faster
while the formulation takes into account change in the state due to disturbance values
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Figure 3.4: Zone temperatures. The green rectangle shows the comfortable temperature
limit of 22-28 C, applicable during time steps 10-19 (when the building is occupied). Color
in online version.
by making small changes to the input sequence being computed at time k > 0. The
high value of average robustness and the small execution time per iteration show the
applicability of SOP as an online closed loop control method.
3.4.2 Autonomous ATC for quad-rotors
Air Traffic Control (ATC) offers many opportunities for automation to allow safer
and more efficient landing patterns. The constraints of ATC are complex and contain
many safety rules Li and Ryerson [2016]. In this example we formalize a subset of such
rules, similar to those in example 2, for an autonomous ATC for quad-rotors in MTL.
We demonstrate how the smoothed robustness is used to generate control strategies
for safely and robustly manoeuvring two quad-rotors in an enclosed airspace with an
obstacle.
The specification. The specification for the autonomous ATC with two quad-
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rotors is:
ϕ = ♦[0,N−1](q1 ∈ Terminal) ∧ ♦[0,N−1](q2 ∈ Terminal)∧
[0,N−1](q1 ∈ Zone1 =⇒ z1 ∈ [1, 5])∧
[0,N−1](q2 ∈ Zone1 =⇒ z2 ∈ [1, 5])∧
[0,N−1](q1 ∈ Zone2 =⇒ z1 ∈ [0, 3])∧
[0,N−1](q2 ∈ Zone2 =⇒ z2 ∈ [0, 3])∧
[0,N−1](¬(q1 ∈ Unsafe)) ∧[0,N−1](¬(q2 ∈ Unsafe))∧
[0,N−1](||q1 − q2||22 ≥ d2min) (3.12a)
Here q1 and q2 refer to the position of the two quad-rotors in (x, y, z)-space, and
z1 and z2 refer to their altitude. The specification says that, within a horizon of N
steps, both quad-rotors should: a) Eventually visit the terminal zone (e.g. to refuel
or drop package), b) Follow altitude rules in two zones, Zone1 and Zone2 which have
different altitude floors and ceilings, c) Avoid the Unsafe set, and d) always maintain
a safe distance between each other (dmin).
Note that turning the specification into constraints for the control problem is no
longer simple. This is due to the ♦ operator, which would require a MILP formulation
to be accounted for. In addition, the minimum separation and altitude rules for the
two zones cannot be turned into convex constraints for the optimization. As will be
seen below, our approach allows us to keep the non-convexity in the cost function,
and have convex (linear) constraints on the optimization problem.
System dynamics. The airspace and associated sets for the specification ϕ are
hyper-rectangles in R3 (visualized in Fig. 3.5), except the altitude floor and ceiling
limit, which is in R1. In simulation, dmin is set to 0.2 m.
The quad-rotor dynamics are obtained via linearization around hover, and dis-
cretization at 5-Hz. Similar models have been used for control of real quad-rotors
with success (Pant et al. [2015a]). For simulation, we set the mass of either quad-
rotor to be 0.5 kg. The corresponding linearized and discretized quad-rotor dynamics
are given in Pant et al. [2017a]. The state for a quad-rotor x ∈ R6 consists of the
velocities and positions in the x, y, z co-ordinates respectively. The inputs to the
system are the desired roll angle θ, pitch angle φ and thrust T.
The control problem. For the autonomous ATC problem for two quad-rotors,
we solve (3.1) with ρ̃ in the objective instead of ρ. Note, we set γ = 0 here, following
logically from existing ATC rules (see sec.3.1), which do not have an air-craft specific
cost for fuel, or distance traveled. Because of this, we can also set δ = 0 and simply
maximize (smooth) robustness (subject to system dynamics and constraints) to get
trajectories that satisfy ϕ. For the control problem (Pρ̃), X and U represent the
bounds on the states (Airspace and velocity limits) and inputs respectively, for both
quad-rotors. f represents the linearized dynamics applied to two quad-rotors, and
N = 21. The initial state for the first quad-rotor is [0, 0, 0, 2, 2, 2]′ and for the second,
[0, 0, 0, 2,−2, 2]′.
Results. For each approach (except BluSTL), we ran three optimizations, start-
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ing from three different trajectories to initialize the optimization. This can be thought
of as a multi-start optimization, and these initial trajectories can be obtained in prac-
tice by a fast trajectory generator. All three initial trajectories have negative robust-
ness, i.e. they violate ϕ. In this case study, we only aim to maximize robustness,
i.e. operate in the robust mode. BluSTL, in either boolean or robust mode could
not find a solution for this problem (ran over 100 hours without terminating) and so
is excluded from the rest of this comparison. This suggests that having a complex
specification like the one in this problem, non-trivial dynamics/horizon length results
in a MILP that is intractable to solve. We believe that this example highlights a
fundamental limitation of MILP based approaches.
Fig.3.5 shows the three trajectories obtained after applying SOP, all of which
satisfy the specification ϕ. To avoid visual clutter, we do not show the trajectories
obtained from the other methods on the figure. Instead, we summarize the results
in Table 3.3 which shows the true robustness of the three initial trajectories, and
the true robustness for the trajectories obtained via the three methods, SOP, SA,
and R-SQP. Unlike previous examples, we did not explicitly compute the gradient of
the robustness for ϕ. Because of this run-times are much slower as MATLAB has
to numerically compute the gradient using finite-differences, resulting in overheads
that were not incurred in the other examples. Despite this, SOP takes the order of
30 minutes for the optimization, while SA and R-SQP take over 4 hours to do so.
Including explicit gradients should result in a significant speed up as was observed
for the other examples.
Analysis. It is seen that SOP and R-SQP satisfy ϕ for all instances, while SA
satisfies it only once. Note that in all three cases, R-SQP results in trajectories with
the same robustness value, which is less than the robustness value achieved in SOP.
We conjecture that this is because R-SQP is getting stuck at local minima at points
of non-differentiability of the objective (see Ex.2 in Pant et al. [2017a]). On further
investigation, we also noticed that the robustness value achieved is due to the segment
of the ϕ corresponding to ♦[0,N ](q2 ∈ Terminal). R-SQP does not drive the trajectory
(for quad-rotor 2) deeper inside the set Terminal, unlike the proposed approach, SOP,
even though the minimum separation property is far from being violated. This lends
credence to our hypothesis of SQP terminating on a local minima, which is the flag
MATLAB’s optimization gives.
Table 3.3: Robustness of final trajectory, ρ∗, for 3 runs with different initial trajectories
(x0), none of which satisfy ϕ.
Run ρ(x0) SOP ρ
∗[ρ̃∗] SA: ρ∗ R-SQP: ρ∗
1 -0.8803 0.3689 [0.4107] -0.2424 0.1798
2 -0.7832 0.3688 [0.4106] -0.5861 0.1798
3 -0.0399 0.3689 [0.4107] 0.0854 0.1798
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Figure 3.5: Trajectories obtained via SQP on smooth robustness, with three different initial
trajectories acting as initial solutions for the SQP. Note, all 3 trajectories satisfy ϕ. Here,
pji refers to the positions of the i
th trajectory for the jth quadrotor. A real-time playback
of trajectories can be seen in https://youtu.be/FU3Rg1Jb7Fw.
3.5 Discussion and Conclusions
We present a method to obtain smooth (infinity differentiable) approximations to
the robustness of MTL formulae, with bounded and asymptotically decaying approx-
imation error. Empirically, we show that the approximation error is indeed small
for a variety of commonly used MTL formulae. Through several examples, we show
how we leverage the smoothness property of the approximation for solving a control
problem by maximizing the smooth robustness, using SQP, an off-the-shelf gradient
descent optimization technique. A similar approach can also be used for falsification
by minimizing the smooth robustness over a set of possible initial states for a closed
loop system. We compare our technique (SOP) to other approaches for robustness
maximization for control of two dynamical systems, with state and input constraints,
and show how our approach consistently outperforms the other methods. While for
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most examples, we solve the control problem in a single-shot, finite horizon manner,
in general, for a real-time implementation, the problem can be solved in an online
manner as in Sec. 3.4.1. Future work will include a C implementation of SOP, which
will allow us to experiment on real platforms, like the aforementioned quad-rotors,
and also expand.
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Chapter 4
Fly-by-Logic: Control of
Multi-Drone Fleets with Temporal
Logic Objectives
4.1 Introduction
In this chapter, we present a method that overcomes some of the limitations of multi-
robot planning and control, outlined in Chapter 1.1. We focus on multi-rotor drones
as our dynamical system, and develop a planning method that allows for a wide variety
of multi-drone missions that consist of a combination of the following objectives:
1. Spatial objectives, e.g. geofenced no fly zones, or delivery zones,
2. Temporal objectives, e.g. a time window to monitor wireless signal strengths in
an area,
3. Reactive objectives, e.g. in case of a drone failure, another drone picks up its
mission.
These mission, or behavioral objectives are specified using Signal Temporal Logic
(STL), which allows us to express a comprehensive list of objectives for the robots to
satisfy.
4.1.1 Contributions
This chapter presents a control framework for mission planning and execution for
fleets of multi-rotor UAS, given a STL specification.
1. Continuous-time STL satisfaction: We develop a control optimization that
selects waypoints by maximizing the robustness of the STL mission. A solution
to the optimization is guaranteed to satisfy the mission in continuous-time, so
31
Figure 4.1: (Top) Five Crazyflie 2.0 quadrotors executing a reach-avoid mission. (Bottom)
A screenshot of a simulation with 16 quadrotors. In both cases, the quadrotors have to
satisfy a mission given in STL.
trajectory sampling does not jeopardize correctness, while the optimization only
works with a few waypoints.
2. Dynamic feasibility of trajectories: We demonstrate that the trajectories
generated by our controller respect pre-set velocity and acceleration constraints,
and so can be well-tracked by lower-level controllers.
3. Real-time control: We demonstrate our controller’s suitability for online con-
trol by implementing it on real quadrotors and executing a reach-avoid mission.
4. Performance and scalability: We demonstrate our controller’s speed and
performance on real quadrotors and in simulation.
32
4.2 Preliminaries and notations used
Consider a continuous-time dynamical system H and its uniformly discretized version
ẋc(t) = fc(xc(t), u(t)), x
+ = f(x, u) (4.1)
where x ∈ X ⊂ Rn is the current state of the system, x+ is the next state, u ∈
U ⊂ Rm is its control input and f : X × U → X is differentiable in both arguments.
The system’s initial state x0 takes values from some initial set X0 ⊂ Rn. In this
work we deal with trajectories of the same duration (e.g. 5 seconds) but sampled
at different rates, so we introduce notation to make the sampling period explicit.
Let dt ∈ R+ be a sampling period and T ∈ R+ be a trajectory duration. We write
[0 : dt : T ] = (0, dt, 2dt, . . . , (H−1)dt) for the sampled time interval s.t. (H−1)dt = T
(we assume T is divisible by H−1). Given an initial state x0 and a finite control input
sequence u = (u0, ut1 . . . , utH−2), ut ∈ U, tk ∈ [0 : dt : T ], a trajectory of the system
is the unique sequence of states x = (x0, xt1 . . . , xtH−1) s.t. for all t ∈ [0 : dt : T ], xt
is in X and xtk+1 = f(xtk , utk). We also denote such a trajectory by x[dt]. Given a
time domain T = [0 : dt : T ], the signal space XT is the set of all signals x : T→ X.
For an interval I ⊂ R+ and t ∈ R+, set t+ I = {t+ a | a ∈ I}. The max operator is
written t and min is written u.
4.3 Control Using a Smooth Approximation of STL
Robustness
The goal of this work is to find a provably correct control scheme for fleets of quadro-
tors, which makes them meet a control objective ϕ expressed in temporal logic. So
let ε > 0 be a desired minimum robustness. We solve the following problem.
P : max
u∈UN−1
ρϕ(x) (4.2a)
s.t. xk+1 = f(xk, uk), ∀k = 0, . . . , N − 1 (4.2b)
xk ∈ X, uk ∈ U ∀k = 0, . . . , N (4.2c)
ρϕ(x) ≥ ε (4.2d)
Because ρϕ, the robustness of the STL specification ϕ (see section 2.2.1), uses the
non-differentiable functions max and min (see Def. 2.2), it is itself non-differentiable
as a function of the trajectory and the control inputs.
Chapter 3 approximates the non-differentiable objective ρϕ by a smooth (infinitely
differentiable) function ρ̃ϕ and solves the resulting optimization problem P̃ using
Sequential Quadratic Programming. The approximate smooth robustness for STL
is obtained by using smooth approximations of min and max in Def. 2.2 (also see
assumption 2.1). In this chapter, we also use the smoothed robustness ρ̃ϕ and solve
P̃ instead of P . The lower bound on robustness (3.1e) is used to ensure that if ρ̃ϕ ≥ ε
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then ρϕ ≥ 0. In the previous chapter it was shown that an ε can be computed such
that |ρϕ − ρ̃ϕ| ≤ ε.
Despite the improved runtime of Smooth Operator (chapter 3), experiments in
the previos chapter also show that it is not possible to solve P̃ in real-time using the
full quadrotor dynamics. Therefore, in this work, we develop a control architecture
that is guaranteed to produce a correct and dynamically feasible quadrotor trajectory.
By ‘correct’, we mean that the continuous-time, non-sampled trajectory satisfies the
formula ϕ, and by ‘dynamically feasible’, we mean that it can be implemented by the
quadrotor dynamics. This trajectory is then tracked by a lower-level MPC tracker.
The control architecture and algorithms are the subject of the next section.
Note: For the method presented in this chapter, the discrete-time state update
equations 4.2b represent the kinematics associated with minimizing the jerk for multi-
rotor dynamics Mueller et al. [2015]. The state x and input u are defined accordingly.
More details are in section 4.4.2.
4.4 Quadrotor Planning and Control Architecture
Fig. 4.2 shows the control architecture used here, and its components are detailed
in what follows. The overall idea is that we want the continuous-time trajectory
yc : [0, T ]→ X of the quadrotor to satisfy the STL mission ϕ, but can only compute
a discrete-time trajectory x : [0 : dt : T ] → X sampled at a low rate 1/dt. So we do
two things, illustrated in Fig.4.2:
A) to guarantee continuous-time satisfaction from discrete-time satisfaction, we en-
sure that a discrete-time high-rate trajectory q : [0 : dt′ :T ] → X satisfies a suitably
stricter version ϕs of ϕ. This is detailed in Section 4.5.
B) To compute, in real-time, a sufficiently high-rate discrete-time q[dt′] that satis-
fies ϕs, we perform a (smooth) robustness maximization over a low-rate sequence
of waypoints x with sampling period dt >> dt′. In the experiments (Sections 4.6
and 4.7) we used dt = 1s and dt′ = 50ms. The optimization problem is such that
the optimal low-rate trajectory x : [0 : dt : T ] → X and the desired high-rate q are
related analytically: q = L(x) for a known L : R(T/dt) → R(T/dt′). So the robustness
optimization maximizes ρ̃ϕs(L(x)), automatically yielding q[dt
′]. Moreover, we must
add constraints to ensure that q is dynamically feasible, i.e., can be implemented by
the quadrotor dynamics. Thus, qualitatively, the optimization problem we solve is
max
x[dt]
ρ̃ϕs(L(x[dt]))
s.t. L(x[dt]) obeys quadrotor dynamics and is feasible
x and L(x[dt]) are in the allowed air space
ρ̃ϕs(L(x[dt])) ≥ ε (4.3)
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Figure 4.2: The control architecture. Given a mission specification in STL, the high-level
control optimization (centralized) generates a sequence of waypoints. These waypoints are
sent over to the drones, and through a hierarchical control on-board control architecture,
the resulting trajectories are tracked near perfectly, with the continuous time behavior of
the system satisfying the STL specification.
The mathematical formulation of the above problem, including the trajectory gen-
erator L, is given in Section 4.4.2. But first, we end this section by a brief description
of the position and attitude controllers that take the high-rate q[dt′] and provide
motor forces to the rotors, and a description of the quadrotor dynamics. The state
of the quadrotor consists of its 3D position p and 3D linear velocity v = ṗ. A more
detailed version of the quad-rotor dynamics is in Section 4.4.1.
Position controller To track the desired positions and velocities from the tra-
jectory generator, we consider a Model Predictive Controller (MPC) formulated using
the quadrotor dynamics of (4.4) linearized around hover. Given desired position and
velocity commands in the fixed-world x, y, z co-ordinates, the controller outputs a
desired thrust, roll, and pitch command (yaw fixed to zero) to the attitude controller.
This controller also takes into account bounds on positions, velocities and the desired
roll, pitch and thrust commands.
Attitude controller Given a desired angular position and thrust command gen-
erated by the MPC, the high-bandwidth (50−100 Hz) attitude controller maps them
to motor forces. In our control architecture, this is implemented as part of the pre-
existing firmware on board the Crazyflie 2.0 quadrotors. An example of an attitude
35
















Figure 4.3: World frame and rotation angles (left) and quadrotor frame with angular rates
(right). g is gravitational force. Figure adapted from Fig. 2 in Mueller et al. [2015].
controller can be found in Luukkonen [2011].
4.4.1 Introduction to quadrotor dynamics
Multi-rotor dynamics have been studied extensively in the literature Luukkonen
[2011], Mueller et al. [2015], and we closely follow the conventions of Mueller et al.
[2015] Fig. 4.3 illustrates the following definitions. The quadrotor has 6 degrees of
freedom. The first three, (x, y, z), are the linear position of the quadrotor in R3 ex-
pressed in the world frame. We write p = (x, y, z) for position. The remaining three
are the rotation angles (φ, θ, ψ) of the quadrotor body frame with respect to the fixed
world frame. Their first time-derivatives, ω1, ω2, ω3, resp., are the quadrotor’s angular
velocities. We also write v = ṗ for linear velocity and a = v̇ for acceleration. If we let
R denote the rotation matrix Luukkonen [2011] that maps the quadrotor frame to
the world frame at time t, e3 = [0, 0, 1]
′, and h ∈ R be the input to the system, which
is the total thrust normalized by the mass of the quadrotor, then the dynamics are
given by
p̈ = Re3h+ [0, 0, 9.81]
′
Ṙ = R
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0
 (4.4)
4.4.2 The trajectory generator
The mapping L between low-rate x[dt] and high-rate y[dt′] is implemented by the fol-
lowing trajectory generator, adapted from Mueller et al. [2015]. It takes in a motion
duration Tf > 0 and a pair of position, velocity and acceleration tuples, called way-
points : an initial waypoint q0 = (p0, v0, a0) and a final waypoint qf = (pf , vf , af ). It
produces a continuous-time minimum-jerk (time derivative of acceleration) trajectory
q(t) = (p(t), v(t), a(t)) of duration Tf s.t. q(0) = q0 and q(Tf ) = qf . In our control
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architecture, the waypoints are the elements of the low-rate x computed by solv-
ing (4.3). The generator of Mueller et al. [2015] formulates the quadrotor dynamics
in terms of 3D jerk and this allows a decoupling of the equations along three orthogo-
nal jerk axes. By solving three independent optimal control problems, one along each
axis, it obtains three minimum-jerk trajectories, each being a spline q∗ : [0, Tf ]→ R3
of the form: p∗(t)v∗(t)
a∗(t)
 =
 α120t5 + β24t4 + γ6 t3 + a0t2 + v0t+ p0α
24
t4 + β
6
t3 + γ
2
t2 + a0t+ v0
α
6
t3 + β
2
t2 + γt+ a0
 (4.5)
Here, α, β, and γ are scalar linear functions of the initial q0 and final qf . Their exact
expressions depend on the desired type of motion:
1. Stop-and-go motion. Mueller et al. [2015] This type of motion yields
straight-line position trajectories p(·). These are suitable for navigating tight spaces,
since we know exactly the robot’s path between waypoints. For Stop-and-Go, the
quadrotor starts from rest and ends at rest: v0 = a0 = vf = af = 0. I.e. the
quadrotor has to come to a complete stop at each waypoint. In this case, the constants
are defined as follows: αβ
γ
 = 1
T 5f
 720(pf − p0)−360Tf (pf − p0)
60T 2f (pf − p0)
 (4.6)
2. Trajectories with free endpoint velocities Mueller et al. [2015] Stop-
and-go trajectories have limited reach, since the robot must spend part of the time
coming to a full stop at every waypoint. In order to get better reach, the other case
from Mueller et al. [2015] that we consider is when the desired initial and endpoint
velocities, v0 and vf , are free. Like the previous case, we still assume a0 = af = 0.
The constants in the spline (4.5) are then:αβ
γ
 = 1
T 5f
 90 −15T 2f−90Tf 15T 3f
30T 2f −3T 4f
[pf − p0 − v0Tf
af − a0
]
(4.7)
In this case, the trajectories between waypoints are not restricted to be on a line,
allowing for a wider range of maneuvers, as will be demonstrated in the simulations
of Section 4.6. An example of such a spline (planar) is shown in Fig. 4.4.
4.4.3 Constraints for dynamically feasible trajectories
The splines (4.5) that define the trajectories come from solving an unconstrained
optimal control problem, so they are not guaranteed to respect any state and input
constraints, and thus might not be dynamically feasible. By dynamically feasible,
we mean that the quadrotor can be actuated (by the motion controller) to follow
the spline. Typically, feasibility requires that the spline velocity and acceleration be
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Figure 4.4: Planar splines connecting position waypoints p0, p1 and p2. q
0 is the continuous
spline (positions, velocities and accelerations) connecting p0 and p1 and q1 is the spline
from p1 to p2. q(kdt
′
) is the kth sample of q0, with sampled time dt
′
. Note, unlike the
stop-go case, non-zero end point velocities mean that the resulting motion is not simply a
line connecting the way points.
within certain bounds. E.g. a sharp turn is not possible at high speed, but can be
done at low speed. Therefore, we formally define dynamic feasibility as follows.
Definition 4.1 (Dynamically feasible trajectories). Let [v, v̄] be bounds on velocity
and [a, ā] be bounds on acceleration. A trajectory q : [0, Tf ] → R3, with q(t) =
(p(t), v(t), a(t)), is dynamically feasible if v(t) ∈ [v, v̄] and a(t) ∈ [a, ā] for all t ∈ [0, Tf ]
for each of the three axes of motion.
Assumption 4.1. We assume that dynamically feasible trajectories, as defined here,
can be tracked almost perfectly by the position (and attitude) controller. This assump-
tion is validated by our experiments on physical quadrotor platforms. See Section 4.7.
In this section we derive constraints on the desired end state (pf , vf , af ) such
that the resulting trajectory q(·) computed by the generator Mueller et al. [2015] is
dynamically feasible.
Since the trajectory generator works independently on each jerk axis, we derive
constraints for a one-axis spline given by (4.5). An identical analysis applies to
the splines of other axes. Since a quadrotor can achieve the same velocities and
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accelerations in either direction along an axis, we take v < 0 < v̄ = −v and a < 0 <
ā = −a. We derive the bounds for the two types of motion described earlier.
Stop-and-go trajectories: vf = v0 = 0 = af = a0 = 0 Since the expressions for
the splines are linear in pf and p0 ((4.5), (4.6)), without loss of generality we assume
p0 = 0. By substituting (4.6) in (4.5), we get:
p∗t = (6
t5
T 5f
− 15 t
4
T 4f
+ 10
t3
T 3f
)pf (4.8a)
v∗t = (30
t4
T 5f
− 60 t
3
T 4f
+ 30
t2
T 3f
)︸ ︷︷ ︸
K1(t)
pf (4.8b)
a∗t = (120
t4
T 5f
− 180 t
2
T 4f
+ 60
t2
T 4f
)︸ ︷︷ ︸
K2(t)
pf (4.8c)
Fig. 4.6 shows the functions K1 and K2 for Tf = 1. The following lemma is proved
by examining the first two derivatives of K1 and K2.
Lemma 2. The function K1 : [0, Tf ] → R is non-negative and log-concave. The
function K2 : [0, Tf ]→ R is anti-symmetric around t = Tf/2, concave on the interval
t ∈ [0, Tf/2) and convex on the interval [Tf/2, Tf ].
Let maxt∈[0,Tf ] K1(t) = K
∗
1 and maxt∈[0,Tf ] |K2(t)| = K∗2 . These are easily com-
puted thanks to Lemma 2. We can now state the feasibility constraints for Stop-and-
Go motion. See section 4.4.4 for a proof sketch.
Theorem 4.1 (Stop-and-go feasibility). Given an initial position p0 (and v0 = a0 =
0), a maneuver duration Tf , and desired bounds [v, v̄] and [a, ā], if v/K
∗
1 ≤ pf − p0 ≤
v̄/K∗1 and a/K
∗
2 ≤ pf − p0 ≤ ā/K∗2 then v∗t ∈ [v, v̄] and a∗t ∈ [a, ā] for all t ∈ [0, Tf ].
Since v, v̄, a, ā,K∗1 , K
∗
2 are all available offline, they can be used as constraints if
solving problem (4.3) offline.
Free end velocities: af = a0 = 0, free vf . Here too, without loss of general-
ity p0 = 0. Substituting (4.7) in (4.5) and re-arranging terms yields the following
expression for the optimal translational state:
p∗t = (
90t5
240T 5f
− 90t
4
48T 4f
+
30t3
12T 3f
)pf − (
90t5
240T 4f
− 90t
4
48T 3f
+
30t3
12T 2f
− t)v0
v∗t = (
90t4
48T 5f
− 90t
3
12T 4f
+
30t2
4T 3f
)︸ ︷︷ ︸
K3(t)
pf − (
90t4
48T 4f
− 90t
3
12T 3f
+
30t2
4T 2f
− 1)v0
a∗t = (
90t3
12T 5f
− 90t
2
4T 4f
+
30t
2T 3f
)︸ ︷︷ ︸
K4(t)
pf − (
90t3
12T 4f
− 90t
2
4T 3f
+
30t
2T 2f
)v0
(4.9)
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Figure 4.5: The upper and lower bounds on pf due to the acceleration and velocity con-
straints. Shown as a function of v0 for t = 0, 0.1, . . . , Tf = 1. The shaded region shows the
feasible values of pf as a function of v0.
Applying the velocity and acceleration bounds v ≤ v∗ ≤ v̄ and a ≤ a∗ ≤ ā to (4.9)
and re-arranging terms yields:
(v − (1− TfK3(t))v0)
K3(t)
≤ pf ≤
(v̄ − (1− TfK3(t))v0)
K3(t)
∀t ∈ [0, Tf ] (4.10a)
a/K4(t) + Tfv0 ≤ pf ≤ ā/K4(t) + Tfv0 ∀t ∈ [0, Tf ] (4.10b)
The constraints on pf are linear in v0, but parametrized by functions of t. Since
t is continuous in [0, Tf ], (4.10) is an infinite system of linear inequalities. Fig. 4.5
shows these linear bounds for t = 0, 0.1, 0.2, . . . , 1 = Tf with v̄ = 1 = −v, ā = 2 = −a.
Fig. 4.6 shows the functions K3 and K4 for Tf = 1.
The infinite system can be reduced to 2 inequalities only, as proved in section
4.4.4.
Lemma 3. pf satisfies (4.10) if it satisfies the following
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v − (1− TfK3(Tf ))v0
K3(Tf )
≤ pf ≤
v̄ − (1− TfK3(Tf ))v0
K3(Tf )
Tfv0 + a/K4(t
′) ≤ pf ≤ Tfv0 + ā/K4(t′) (4.11)
where t′ is a solution of the quadratic equation dK4(t)
dt
= 0, such that t′ ∈ [0, Tf ].
The main result follows:
Theorem 4.2 (Free endpoint velocity feasibility). Given an initial translational state
p0, v0 ∈ [v, v̄], a0 = 0, and a maneuver duration Tf , if pf satisfies
v − (1− TfK3(Tf ))v0
K3(Tf )
≤ pf − p0 ≤
v̄ − (1− TfK3(Tf ))v0
K3(Tf )
Tfv0 + a/K4(t
′) ≤ pf − p0 ≤ Tfv0 + ā/K4(t′)
(4.12)
with t′ defined as in Lemma 3, then v∗(t) ∈ [v, v̄] and a∗t ∈ [a, ā] for all t ∈ [0, Tf ]
and p∗(Tf ) = pf .
4.4.4 Dynamic feasibility proofs for Section 4.4.3
Stop-and-go motion. Dynamical feasibility for velocities implies that v∗t ∈ [v, v̄]∀t ∈
[0, Tf ], so by (4.8), v ≤ K1(t)pf ≤ v̄. Similarly for accelerations, a ≤ K2(t)pf ≤ ā.
By non-negativity of K1 and negativity of v, the velocity constraints are equivalent
to:
v/K∗1 ≤ pf ≤ v̄/K∗1 (4.13)
Similarly for acceleration, the constraints are
a/K∗2 ≤ pf ≤ ā/K∗2 (4.14)
This establishes the result for p0 = 0. For the general case, simply replace pf by
pf −p0 and apply the p0 = 0 result. Through the decoupling of axes, this result holds
for all 3 jerk axes.
Free velocity motion. Proof of Lemma 3. We first prove the upper bound of
the first inequality, derived from velocity bounds. The lower bound follows similarly.
First, note that the upper bounds v0 7→ (v̄ − (1 − TfK3(t))v0)/K3(t) are lines that
intersect at v0 = v̄ for all t. Indeed, substituting v0 = v̄ in the upper bound yields
v̄ − (1− TfK3(t))v̄)/K3(t) = Tf v̄ regardless of t. See Fig. 4.5. Thus the least upper
bound is the line with the smallest intercept with the y-axis. Setting v0 = 0 in 4.10,
the intercept is v̄/K3(t). This is smallest when K3(t) is maximized. Since K3 is
monotonically increasing (dK3(t)
dt
≥ 0), K3(t) is largest at t = Tf . Thus the least
upper bound on pf is (v̄ − (1− TfK3(Tf ))v0)/K3(Tf ).
We now prove the upper bound for the second inequality, derived from acceleration
bounds. The lower bound follows similarly. The upper bounds t 7→ ā/K4(t) + Tfv0
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Figure 4.6: The functions K1 to K4 for Tf = 1.
have the same slope, T . See Fig. 4.5. The least upper bound therefore has the
smallest intercept with the y-axis, which is ā/K4(t). The smallest intercept, yielding
the smallest upper bound, occurs at the t that maximizes K4. Since K4(t) is concave
in t in the interval [0, Tf ], it is maximized at the solution of
dK4(t)
dt
= 0. This concludes
the proof. Refer to Fig. 4.5 for the intuition behind this proof.
4.5 Control of quadrotors for satisfaction of STL
specifications
We are now ready to formulate the mathematical robustness maximization problem
we solve for temporal logic planning. We describe it for the Free Endpoint Velocity
motion; an almost-identical formulation applies for the Stop-and-Go case with obvious
modifications.
Recall the notions of low-rate trajectory x and high-rate discrete-time trajectory
q defined in Section 4.4. Consider an initial translational state xI = (pI , vI) and a
desired final position pf to be reached in Tf seconds, with free end velocity and zero
acceleration. Given such a pair, the generator of Section 4.4.2 computes a trajectory
q = (p, v, a) : [0, Tf ] → R9 that connects pI and pf . By (4.5), for every t ∈ [0, Tf ],
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q(t) is a linear function of pI , pf and vI . If the spline q(·) is uniformly sampled with
a period of dt′, let H = Tf/dt
′ be the number of discrete samples in the interval
[0, Tf ]. Every q(·dt′) (sampled point along the spline) is a linear function of pI , vI , pf .
Hereinafter, we use xI
Tf→ xf as shorthand for saying that xI is the initial state, and
xf = (pf , vf ) is the final state with desired end position pf and end velocity vf = v(Tf )
computed using the spline.
More generally, consider a sequence of low-rate waypoints
(x0
Tf→ x1, x1
Tf→ x2, . . . , xN−1
Tf→ xN)
and a sequence (qk)N−1k=0 of splines connecting them and their high-rate sampled ver-
sions q̂k sampled with a period dt′ << Tf . Then every sample q
k(i ·dt′) is a linear
function of pk−1, vk−1 and pk.
We now put everything together. Write q̂ = (q0(0), . . . , qN−1(Hdt)) ∈ R9N(H−1),
x = ((p0, v0), . . . , (pN−1, vN−1)) ∈ R6N , and let L : R6N → R9N(H−1) be the linear map
between them. In the Stop-and-Go case, this uses all velocities to 0 and uses (4.8) for
positions, and in the free velocity case, L uses (4.9). The robustness maximization
problem is finally:
max
x
ρ̃ϕs(L(x)) (4.15a)
s.t. LBv(vk−1) ≤ pk − pk−1 ≤ UBv(vk−1)∀k = 1, . . . , N, (4.15b)
LBa(vk−1) ≤ pk − pk−1 ≤ UBa(vk−1)∀k = 1, . . . , N, (4.15c)
ρ̃ϕs(L(x)) ≥ ε (4.15d)
where (4.15b) and (4.15c) are the constraints from (4.12) in Free Endpoint Velocity
motion, and Thm. 4.1 in Stop-and-Go motion, with pI = pk−1 and pf = pk.
Since the optimization variables are only the waypoints p, and not the high-rate
discrete-time trajectory, this makes the optimization problem much more tractable.
In general, the number N of low-rate waypoints p is a design choice that requires
some mission specific knowledge. The higher N is, the more freedom of movement
there is, but at a cost of increased computation burden of the optimization (more
constraints and variables). A very small N on the other hand will restrict the freedom
of motion and might make it impossible for the resulting trajectory to satisfy the STL
specification.
4.5.1 Strictification for Continuous time guarantees
In general, if the sampled trajectory q satisfies ϕ, this does not guarantee that the
continuous-time trajectory q also satisfies it. For that, we use [Fainekos 2008, Thm.
5.3.1], which defines a strictification operator str:ϕ 7→ ϕs that computes a syntactical
variant of ϕ having the following property.
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Theorem 4.3. Fainekos [2008] Let dt be the sampling period, and suppose that there
exists a constant ∆g ≥ 0 s.t. for all t, ‖q(t) − q(t + dt)‖ ≤ ∆gdt. Then ρϕs(q) >
∆g ⇒ (q, 0) |= ϕ.
Intuitively, the stricter ϕs tightens the temporal intervals and the predicates µk
so it is ‘harder’ to satisfy ϕs than ϕ. See [Fainekos 2008, Ch. 5]. For the trajectory
generator g of Section 4.4.2, ∆g can be computed given Tf , v, v̄, a and ā.
We need the following easy-to-prove result, to account for the fact that we optimize
a smoothed robustness:
Corollary 4.4. Let ε be the worst-case approximation error for smooth robustness.
If ρ̃ϕs(q) > ∆g + ε then (q, 0) |= ϕ
This result can be proved by following the proof for [Fainekos 2008, Thm. 5.3.1]
and considering the approximation error for smooth robustness ε (see Theorem 3.1).
4.5.2 Robust and Boolean modes of solution
The control problem of (4.15) can be solved in two modes Raman et al. [2014]: the
Robust (R) Mode, which solves the problem until a maximum is found (or some
other optimizer-specific criterion is met). And a Boolean (B) Mode, in which the
optimization (4.15) stops as soon as the smooth robustness value exceeds ε.
4.5.3 Implementation of the control
The controller can be implemented in one of two ways:
One-shot: The optimization of (4.15) is solved once at time 0 and the resulting
trajectories are then used as a plan for the quadrotors to follow. In our simulations,
where there are no disturbances, this method is acceptable or when any expected
disturbances are guaranteed to be less than ρ̃∗, the robustness value achieved by the
optimization.
Shrinking horizon: In practice, disturbances and modeling errors necessitate the
use of an online feedback controller. We use a shrinking horizon approach. At time 0,
the waypoints are computed by solving (4.15) and given to the quadrotors to track.
Then every Tf seconds, estimates for p, v, a are obtained, and the optimization is
solved again, while fixing all variables for previous time instants to their observed/-
computed values, to generate new waypoints for the remaining duration of the tra-
jectory. For the kth such optimization, we re-use the k − 1st solution as an initial
guess. This results in a faster optimization that can be run online, as will be seen in
the experiments.
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4.6 Simulations Results
We demonstrate the efficiency and the guarantees of our method through multiple
examples, in simulation and in real experiments. For the simulations, we consider two
case studies: a) A multi-drone reach-avoid problem in a constrained environment, and
b) A multi-mission example where several drones have to fly one of two missions in
the same environment. We assume a disturbance-free environment, and solve the
problem in one shot, i.e. the entire trajectory that satisfies the mission is computed
in one go (aka open-loop). Links to the videos for all simulations are in Table 4.5 on
the last page of this chapter. The MATLAB code for all examples presented here can
be obtained at https://github.com/yashpant/FlyByLogic.
4.6.1 Simulation setup
The following simulations were done in MATLAB 2016b, with the optimization for-
mulated in Casadi Andersson [2013] with Ipopt Wächter and Biegler [2006] as the
NLP solver. HSL routines HSL were used as internal linear solvers in Ipopt. All
simulations were run on a laptop with a quadcore i7-7600 processor (2.8 Ghz) and
16Gb RAM running Ubuntu 17.04. For all simulations, waypoints are separated by
Tf = 1 second.
4.6.2 Multi drone reach-avoid problem
The objective of the drone d is to reach a goal set Goal ([1.5, 2]×[1.5, 2]×[0.5, 1]) within
the time interval [0, T ], while avoiding an unsafe set Unsafe ([−1, 1]× [−1, 1]× [0, 1])
throughout the interval, in the 3D position space. This environment is similar to the
one in Fig. 4.8. With p denoting the drone’s 3D position, the mission for a single
drone d is:
ϕdsra = [0,T ]¬(p ∈ Unsafe) ∧ ♦[0,T ](p ∈ Goal) (4.16)
The Multi drone Reach-Avoid problem adds the requirement that every two
drones d, d′ must maintain a minimum separation δmin > 0 from each other: ϕ
d,d′
sep =
[0,T ](||pd−pd
′ || ≥ δmin. Assuming the number of drones is D, the specification reads:
ϕmra = ∧Dd=1 ϕdsra
∧
∧Dd=1(∧d′ 6=dϕd,d
′
sep ) (4.17)
The horizon of this formula is hrz(ϕmra) = T . The robustness of ϕmra is upper-
bounded by 0.25, which is achievable if all drones visit the center of the set Goal (as
defined above) - at that time, they would be 0.25m away from the boundaries of Goal
- and maintain a minimum distance of 0.25 to Unsafe and each other. We analyze the
runtimes and achieved robustness of our controller by running a 100 simulations, each
one from different randomly-chosen initial positions of the drones in the free space
X/(Goal ∪ Unsafe)).
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Stop and go trajectories
We show the results of controlling using (4.15) to satisfy ϕmra for the case of Stop-
and-Go motion (see Section 4.4.2) with T = 6 seconds. Videos of the computed
trajectories are available at link 1 (in Boolean mode) and at link 2 (in Robust Mode)
in Table 4.5.
Table 4.1 shows the run-times for an increasing number of drones D in the Robust
and Boolean modes. It also shows the robustness of the obtained optimal trajectories
in Robust mode. (We maximize smooth robustness, then compute true robustness on
the returned trajectories). As D increases, the robustness values decrease. Starting
from the upper bound of 0.25 with 1 drone, the robustness decreases to an average of
0.122 for D = 5. This is expected, as more and more drones have to visit Goal within
the same time [0,6], while maintaining a pairwise minimum separation of δmin. As a
result, the drones cannot get deep into the goal set, and this lowers the robustness
value.
Up to 5 drones, the controller is successful in accomplishing the mission every time.
By contrast, for D > 5, the controller starts failing, in up to half the simulations.
We conclude that for T = 6, the optimization can only handle up to 5 drones for this
mission, in this environment.
Comparison to MILP-based solution. The problem of maximizing ρϕmra(y)
to satisfy ϕmra can be encoded as a Mixed Integer Linear Program (MILP) and solved.
The tool BluSTL Raman et al. [2014] implements this approach. We compare our
runtimes to those of BluSTL for the case D = 1. The robustness maximization in
BluSTL took 1.2±0.3s (mean ± standard deviation) and returned a robustness value
of 0.25 for each simulation, while the Boolean mode took 0.65± 0.2s seconds. (Note
we do not include the time it takes BluSTL to encode the problem in these numbers.)
Thus our approach out-performs MILP in both modes. For D > 1, BluSTL could not
return a solution with positive robustness. The negative-robustness solutions it did
return required several minutes to compute. It should however be noted that BluSTL
is a general purpose tool for finding trajectories of dynamical systems that satisfy a
given STL specification, while our approach is tailored to the particular problem of
controlling multi-rotor robots for satisfying a STL specification.
Table 4.1: Stop-and-Go motion. Mean ± standard deviation for run-times (in seconds) and
robustness values from 100 runs of the reach-avoid problem.
D Boolean mode Robust mode ρ∗ (Robust mode)
1 0.078± 0.004 0.40± 0.018 0.244± 0
2 0.099± 0.007 1.313± 0.272 0.198± 0.015
3 0.134± 0.015 2.364± 0.354 0.176± 0.018
4 0.181± 0.024 3.423± 0.370 0.160± 0.031
5 0.214± 0.023 7.009± 3.177 0.122± 0.058
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Trajectories with free end point velocities
We also solved the multi-drone reach-avoid problem for Free Velocity motion (Sec-
tion 4.4.2), with T = 6. An instance of the resulting trajectories are available in
links 3 and 4 for Boolean mode and at links 5 and 6 for Robust mode in Table 4.5.
Table 4.2 shows the runtimes for an increasing number of drones D in the Robust
and Boolean modes. It also shows the robustness of the obtained optimal trajectories
in Robust mode. As before, the achieved robustness value decreases as D increases.
Unlike the stop-and-go case, positive robustness solutions are achieved for all simu-
lations, up to D = 16 drones. This is due to the added freedom of motion between
waypoints. This matches the intuition that a wider range of motion is possible when
the quadrotors do not have to come to a full stop at every waypoint.
For this case, we did not compare with BluSTL as the there is no easy way to
incorporate this formulation in BluSTL.
Table 4.2: Free Endpoint Velocity motion. Mean ± standard deviation for runtimes (in
seconds) and robustness values from 100 runs of the reach-avoid problem.
D Boolean mode Robust mode ρ∗ (Robust mode)
1 0.081± 0.005 0.32± 0.18 0.247± 0
2 0.112± 0.016 0.86± 0.15 0.188± 0.026
4 0.244± 0.017 1.88± 0.17 0.149± 0.040
5 0.307± 0.056 3.48± 0.56 0.137± 0.018
6 0.439± 0.073 9.08± 0.85 0.102± 0.032
8 0.651± 0.042 15.86± 2.15 0.0734± 0.018
10 0.843± 0.077 16.64± 1.30 0.051± 0.017
12 1.123± 0.096 23.99± 5.81 0.033± 0.003
16 1.575± 0.114 32.21± 6.25 0.028± 0.005
Discussion The simulations show the performance and scalability of our method,
finding satisfying trajectories for ϕmra for 16 drones in less than 2 seconds on average,
while maximizing robustness in 35 seconds. On the other hand, the MILP-based
approach does not scale well, and for the cases where it does work, is considerably
slower than our approach.
Since the high-level control problem is solved at 1 Hz, the runtimes (in the boolean
mode) suggest that we can control up to 2 drones online in real-time without too much
computation delay: Stop-and-Go takes an average of 0.099s for 2 drones (Table 4.1),
and Free Endpoint Velocity takes an average of 0.11s for 2 drones (Table 4.2). More-
over, when applied online, we solve the optimization in a shrinking horizon fashion,
drastically reducing runtimes in later iterations.
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4.6.3 Multi drone multi mission example
Our method can be applied to scenarios with multiple missions We illustrate this with
the following 2-mission scenario:
- Mission Pkg: A package delivery mission. The drone(s) d has to visit a Delivery
region to deliver a package within the first 10 seconds and then visit the Base region
to pick up another package, which becomes available between 10 and 20 seconds later.
In STL,
ϕdpkg = ♦[0,10](p
d ∈ Deliver) ∧ ♦(10,20](pd ∈ Base) (4.18)
- Mission Srv: A surveillance mission. The drone(s) d has to, within 20 seconds,
monitor two regions sequentially. In STL,
ϕdsrv = ♦[0,5](p
d ∈ Zone1) ∧ ♦(5,10](pd ∈ Zone2)
∧ ♦[10,15)(pd ∈ Zone1) ∧ ♦(15,20](pd ∈ Zone2)
(4.19)
In addition to these requirements, all the drones have to always maintain a min-
imum separation of δmin from each other (ϕ
d,d′
sep above), and avoid two unsafe sets
Unsafe1 and Unsafe2. Given an even number D of drones, the odd-numbered drones
are flying mission Pkg, while the even-numbered drones are flying mission Srv. The
overall mission specification over all D drones is:
ϕx-mission = ∧dOdd ϕdpkg
∧
∧dEven ϕdsrv
∧
∧d≤D ∧d′ 6=d ϕd,d
′
sep∧
∧d≤D ∧2i=1 [0,20]¬(pd ∈ Unsafei)
The mission environment is shown in Fig. 4.7. Note that the upper bound on
robustness is again 0.25.
Table 4.3: Mean ± standard deviation for runtimes (in seconds) and robustness values for
one-shot optimization. Obtained from 50 runs of the multi-mission problem with random
initial positions.
D Boolean mode Robust mode ρ∗ (Robust mode)
2 0.33± 0.08 4.93± 0.18 0.2414± 0
4 0.65± 0.10 16.11± 4.05 0.2158± 0.0658
6 2.38± 0.28 24.83± 7.50 0.1531± 0.0497
8 20.82± 4.23 32.87± 2.26 0.0845± 0.0025
Results. We solved this problem for D = 2, 4, 6, 8 drones, again with randomly
generated initial positions in both Robust and Boolean modes. Videos of the resulting
trajectories are in links 7-10 of Table 4.5. The runtimes increase with the number of
drones, as shown in Table III.The runtimes are very suitable for offline computation.
For online computation in a shrinking horizon fashion, they impose an update rate
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Figure 4.7: The environment for the multi-mission problem.
of at most 1/2 Hz (once every 2 seconds). In general, in the case of longer horizons,
this method can serve as a one-shot planner.
For D > 8, the optimization could not return a solution that satisfied the STL
specification. This is likely due to the small size of the sets that have to be visited by
all drones in the same time interval, which is difficult to do while maintaining mini-
mum separation (see Fig. 4.7). So it is likely the case that no solution exists, which
is corroborated by the fact that maximum robustness decreases as D increases.
4.7 Experiments on real quadrotors
We evaluate our method on Crazyflie 2.0 quadrotors (Fig. 4.1). Through these ex-
periments we aim to show that: a) the velocity and acceleration constraints from
Section 4.4.3 indeed ensure that the high-rate trajectory y generated by robustness
maximization is dynamically feasible and can be tracked by the MPC position con-
troller, and b) our approach can control the quadrotors to satisfy their specifications
in a real-time closed loop manner. A real-time playback of the experiments is in the
links 11-16 of Table 4.5 on the last page of this chapter.
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Figure 4.8: The desired and actual trajectories for a Crazyflie 2.0 flying the reach-avoid
problem with closed-loop control. The unsafe set is in red and the goal set is in green
(Color in online version).
4.7.1 Experimental Setup
The Crazyflies are controlled by a single laptop running ROS and MATLAB. For
state estimation, a Vicon motion capture system gave us quadrotor positions, veloc-
ities, orientations and angular velocities. In order to control the Crazyflies, we: a)
implemented the robustness maximization using Casadi in MATLAB, and interfaced
it to ROS using the MATLAB-ROS interface provided by the Robotics Toolbox, b)
implemented a Model Predictive Controller (MPC) using the quadrotor dynamics
linearized around hover for the position controller, coded in C using CVXGEN and
ROS, c) modified the ETH tracker in C++ to work with ROS. The Crazyflie has
its own attitude controller flashed to the onboard microcontroller. The robustness
maximizer runs at 1Hz, the trajectory generator runs at 20Hz, the position controller
runs at 20Hz and the attitude controller runs at 50Hz.
4.7.2 Validating the feasibility of generated trajectories
Figs. 4.8 and 4.9 shows the tracking of the positions and velocities commanded by
the spline. The near-perfect tracking in x,y axes and satisfactory tracking in the z
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Figure 4.9: The desired (dashed green) and actual (blue) positions and velocities along the
3 axes (color in online version). The near-perfect tracking shows the dynamical feasibility
of the selected waypoints.
axis shows that we are justified in assuming that imposing velocity and acceleration
bounds on the robustness maximizer produces dynamically feasible trajectories that
can be tracked by the position and attitude controllers. Note that the tracking in z
is not perfect due to a combination of modeling error in the model for the MPC and
the lack of thrust compensation as the batteries onboard the Crazyflies deplete.
4.7.3 Online real-time control
We fly the reach-avoid problem (in both Stop-and-Go and Free Endpoint Velocity
modes), for one and two drones, with T = 6 seconds, and with a maneuver duration
Tf set to 1 second. The controller operates in Boolean mode.
The shrinking horizon approach of Section 4.5 is used with a re-calculation rate
of 1 Hz. This approach can be implemented in an online manner in real-time when
the computation time for the high-level optimization (4.15) is much smaller than the
re-calculation rate of the optimization, as it is in the cases we consider here.
We repeat each experiment multiple times. For every run, the quadrotors satisfied
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the STL specification of (4.17). The runtimes are shown in Table 4.4. Using the
optimal solution at the previous time step as the initial solution for the current time
step results in very small average runtimes per time-step. This shows that our method
can be easily applied in a real-time closed-loop manner. Videos are in links 11-13 in
Table 4.5.
Table 4.4: Average runtime per time-step (in seconds) of shrinking horizon robustness
maximization in Boolean mode. These are averaged over 5 repetitions of the experiment
from the same initial point, to demonstrate the reproducibility of the experiments.
D Stop-and-Go Free Endpoint Velocity)
1 0.052 0.065
2 0.071 0.088
We observed that for more than 2 quadrotors, the online delay due to the opti-
mization and the MATLAB-ROS interface (the latter takes up to 10ms for receiving a
state-estimate and publishing a waypoint command) is large enough that the quadro-
tor has significantly less than Tf time to execute the maneuver between waypoints,
resulting in trajectories that sometimes do not reach the goal state.
4.7.4 Offline planning for multiple drones
Our approach can be used as an offline path planner. Specifically, we solve the prob-
lem (4.15) offline for Free Endpoint Velocity motion, and use the solution low-rate
trajectory x as waypoints. Online, we run the trajectory generator of Section 4.4.2
(and lower-level controllers) to navigate the Crazyflies between the waypoints in a
shrinking horizon fashion. We did this for all 8 Crazyflies at our disposal, and we
expect it is possible to support significantly more Crazyflies, since the online compu-
tation (for the individual position and attitude controllers of the drones) is completely
independent for the various drones. A video of this experiment is available in the links
of Table 4.5.
4.8 Links to simulation and experiment videos
Table 4.5 has the links for the visualizations of all simulations and experiments per-
formed in this work.
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Table 4.5: Links for the videos for simulations and experiments. Here, Sim. stands for
Matlab simulations, CF2.0 for experiments on the Crazyflies. Stop-go and vel. free are
the two modes of operation of the trajectory generator, and B (R) is the Boolean (Robust)
mode of solving the control problem. Shr. Hrz. stands for the shrinking horizon mode
for online control. The reader is advised to make sure while copying the link that special
characters are not ignored when pasted in the browser.
Platform Mode Specification Drones (D) Link
Sim. One-shot (B), stop-go ϕmRA 1,2,4,5 http://bit.ly/RABstopgo
Sim. One-shot (R), stop-go ϕmRA 1,2,4,5 http://bit.ly/RARstopgo
Sim. One-shot (B), vel. free ϕmRA 1,2,4,5,6 http://bit.ly/RAB1to6varvel
Sim. One-shot (B), vel. free ϕmRA 8,10,12,16 http://bit.ly/RAB8to16varvel
Sim. One-shot (R), vel. free ϕmRA 1,2,4,5,6 http://bit.ly/RAR1to6varvel
Sim. One-shot (R), vel. free ϕmRA 8,10,12,16 http://bit.ly/RAR8to16varvel
Sim. One-shot (R), vel. free ϕx−mission 2 http://bit.ly/multi2mission
Sim. One-shot (R), vel. free ϕx−mission 4 http://bit.ly/multi4mission
Sim. One-shot (R), vel. free ϕx−mission 6 http://bit.ly/multi6mission
Sim. One-shot (R), vel. free ϕx−mission 8 http://bit.ly/multi8mission
CF2.0 Shr.Hrz (B), vel. free ϕsRA 1 http://bit.ly/varvel1
CF2.0 Shr.Hrz (B), vel. free ϕmRA 2 http://bit.ly/varvel2
CF2.0 Shr.Hrz (B), stop-go ϕsRA 1 http://bit.ly/stopgo1
CF2.0 One-shot (R), vel. free ϕmRA 4 http://bit.ly/varvel4
CF2.0 One-shot (R), vel. free ϕmRA 6 http://bit.ly/varvel6
CF2.0 One-shot (R), vel. free ϕmRA 8 http://bit.ly/varvel8
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Chapter 5
The Fly-by-Logic toolchain for
UAV fleet planning
5.1 Introduction
Safe planning for fleets of Unmaned Aircraft Systems (UAS) performing complex mis-
sions in urban environments has typically been a challenging problem. In the United
States of America, the National Aeronautics and Space Administration (NASA) and
the Federal Aviation Administration (FAA) have been studying the regulation of
the airspace when multiple such fleets of autonomous UAS share the same airspace,
outlined in the Concept of Operations document (ConOps). While the focus is on
the infrastructure and management of the airspace, the Unmanned Aircraft System
(UAS) Traffic Management (UTM) ConOps also outline a potential airspace reser-
vation based system for operation where operators reserve a volume of the airspace
for a given time interval to operate in, but it makes clear that the safety (separation
from other aircraft, terrain, and other hazards) is a responsibility of the drone fleet
operators. This chapter presents a tool that allows an operator to plan out missions
for fleets of multi-rotor UAS, performing complex time-bound missions. The tool
builds upon the correct-by-construction planning method of chapter 4 by translating
missions to Signal Temporal Logic (STL). Along with a simple user interface, it also
has fast and scalable mission planning abilities. We demonstrate our tool for one such
mission later in the chapter.
It is inevitable that autonomous UAS will be operating in urban airspaces Federal
Aviation Authority [2018]. In the near future, operators will increasingly rely on
fleets of multiple UAS to perform a wide variety of complicated missions which could
consist of a combination of: 1) spatial objectives, e.g. geofenced no fly zones, or
delivery zones, 2) temporal objectives, e.g. a time window to deliver a package, 3)
reactive objectives, e.g. action when battery is low.
In this chapter, we present a tool 1 that allows an operator to specify such require-
1https://github.com/yashpant/FlyByLogic
54
Graphical User Interface
(MATLAB) 
Fly-by-Logic: Library for
maximization of smooth
robustness of STL (C++) 
Mission
Parameters
(YAML) 
UAS
Trajectories
(YAML) 
User Inputs 
CasADi
Optimization
formulation 
IPOPT
Optimization
solver 
ROS planning and
control stack 
To UAS 
The Fly-by-Logic tool
Figure 5.1: The Fly-by-Logic tool-chain. Through a MATLAB-based graphical interface (figure
5.2), the user defines the workspace and the multi UAS mission. This mission is interpreted as
an STL specification (of the form in equation 5.1), the parameters of which are passed from the
interface to the Fly-by-Logic C++ library. Through interfacing with off-the-shelf optimization tools,
trajectories that satisfy the mission are generated for each UAS and visualized through the user
interface. The way-points that generate these trajectories can also be sent to a Robot Operating
Systems (ROS) implementation of trajectory following control to be deployed on board actual robots
(e.g. bit.ly/varvel8).
ments over a fleet of UAS operating in a bounded workspace and generates trajectories
for all UAS such that they all satisfy their given mission in a safe manner. In order to
generate these flights paths, or trajectories, our tool relies on interpreting the mission
objectives as Signal Temporal Logic (STL) specifications Maler and Nickovic [2004].
We then formulate the problem of mission satisfaction as that of maximizing a notion
of robustness of STL specifications Fainekos [2008]. Using the approach of Pant et al.
[2018] (see chapter 4), we generate trajectories for all the UAS involved such that
they satisfy the given mission objectives.
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5.2 Fly-by-Logic: The tool
5.2.1 Architecture and outline
Figure 5.1 shows the architecture of the Fly-by-Logic tool. Through the user interface
in MATLAB, the user defines the missions (more details in section 5.2.2). The mission
specific spatial and temporal parameters are then read in by the Fly-by-Logic C++
back-end. Here, these parameters are used to generate a function for the continuously
differentially approximation of the robustness of the STL specification associated with
the mission. An optimization to maximize this function Pant et al. [2018] value is then
formulated in Casadi Andersson [2013]. Solving this optimization via IPOPT Wächter
and Biegler [2006] results in a sequence of way-points for every UAS (uniformly apart
in time). Also taken into account in the formulation is the motion to connect these
way-points, which is via jerk-minimizing splines Mueller et al. [2015] and results
in trajectories for each UAS. Through the Fly-by-Logic library, the (original non-
smooth) robustness of these trajectories is evaluated for the mission STL specification
and displayed back to the user via the MATLAB interface. A positive value of this
robustness implies that the generated trajectories satisfy the mission and can be
flown out, while a negative value (or 0) implies that the trajectories do not satisfy
the mission Fainekos and Pappas [2009] and either some additional parameters need
to be tweaked (e.g. allowable velocity and acceleration bounds for the UAS, time
intervals to visit regions, or a constant for the smooth robustness computation) or
that the solver is incapable of solving this particular mission from the given initial
positions of the UAS.
5.2.2 The mission template
Through the interface, the user starts by defining the number of way-points N (same
number for each drone), as well well as the (fixed) time, T that the UAS take to
travel from one way-point to the next. These way-points are the variables that the
tool optimizes over, and the overall duration of the mission is then H = NT seconds.
Next, the user defines regions in a bounded 3-dimensional workspace (see figure 5.2).
These regions are axis-aligned hyper-rectangles and can be either Unsafe no-fly zones
(in red), or Goal regions that the UAS can fly to. For each UAS, the user specifies their
starting position in the workspace, as well as the velocity and acceleration bounds
that their respective trajectories should respect. Finally, the user also specifies the
time intervals within which the UAS need to visit some goal sets.
Through the user interface, the user-defined missions result in specifications cor-
responding to the following fragment of STL:
ϕ = ∧Uu=1 ∧Dd=1(I¬(pd ∈ Unsafeu)) ∧ ∧d 6=d′(I(||pd − pd′||2 ≥ dmin))∧
∧Gg=1 ∧Dd=1(♦I1g,d(pd ∈ Goalg) ∧ . . . ∧ ♦Icg,d(pd ∈ Goalg))
(5.1)
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Figure 5.2: The user interface and the planned trajectories for a two UAS patrolling mission
(see example 6). Real-time playback can be seen at http://bit.ly/fblguiexmpl
Here, D, U , G are the number of UAS, Unsafe sets and Goal sets in the mission
respectively. I = [0, NT ] is an interval that covers the entire mission duration, while
I ig,d ⊆ I, ∀i = 1, . . . , c is the ith interval in which UAS d must visit Goal g. ¬ is the
boolean negation operator. pd is the position of UAS d.
The symbol Iφ corresponds to the Always operator of STL and encodes the
requirement that a boolean formula φ should be true through the time interval I.
We use this operator to enforce that the UAS never enter the Unsafe zones or get
closer than dmin meters of each other. Similarly, ♦Iφ corresponds to the Eventually
operator which encodes the requirement that φ should be true at some point in time
in the interval I. We use this to capture the requirement that the a UAS visits a Goal
region within the user defined interval I. More details on STL and its grammar can
be found in Donzé and Maler [2010a].
Example 6. Two UAS patrolling mission. Two UAS, starting off at positions
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[2, 2, 0] and [−2,−2, 0], are tasked with patrolling two sets (in green), while making
sure not to enter the set in red, and also maintaining a minimum distance of 0.5m
from each other. For a mission of time 20s, we set the number of way-points to
20, and the time between them to be 1s. The timing constraints on the patrolling
are as follows: UAS 1 has to visit the first set in green in an interval of time [0, 5]
seconds from the missions starting time, has to visit the other green set in the interval
[5, 10] seconds, re-visit the first set in the interval [10, 15], and the second set again
in the interval [15, 20]. UAS 2 has a similar mission, visiting the first set in the
intervals the UAS 1 has to visit the second set and so on. Figure 5.2 shows the
trajectories generated by our method, and http: // bit. ly/ fblguiexmpl shows a
real-time playback of the planned trajectories visualized through the user interface.
For the mission of example 6, the temporal logic specification is:
ϕ = ∧2u=1 ∧2d=1([0,20]¬(pd ∈ Unsafeu)) ∧[0,20](||p1 − p2||2 ≥ 0.5)∧
♦[0,5](p1 ∈ Goal1) ∧ ♦[5,10](p1 ∈ Goal2) ∧ ♦[10,15](p1 ∈ Goal1)∧
♦[15,20](p1 ∈ Goal2) ∧ ♦[0,5](p2 ∈ Goal2) ∧ ♦[5,10](p2 ∈ Goal1)∧
♦[10,15](p2 ∈ Goal2) ∧ ♦[15,20](p2 ∈ Goal1)
(5.2)
The tool comes pre-loaded with some example missions, and offers the user the
ability to save new missions, as well save and load workspaces as text files. More
details on the usage of the tool are in fbl.
Note: Through the C++ library that forms the back-end for the tool, specifica-
tions involving the nested operators I1♦I2 and ♦I1I2 can be used in conjunction
with the template of equation 5.1.
5.2.3 Behind-the-scenes: Generating the trajectories
In order to generate the trajectories that satisfy the mission specification, an opti-
mization is solved (in the C++ back-end) to maximize, over N way-points for each
drone, the smooth robustness of the mission STL specification evaluated for the UAS
trajectories of NT seconds in duration. The constraints in the optimization ensure
that the resulting trajectories are such that the resulting trajectories have velocity
and accelerations within the user-defined bounds for each UAS, i.e. are kinematically
feasible for the UAS to fly. See Pant et al. [2018] for details.
5.3 Planning missions with longer time-frames
While most of the examples presented so far gave a mission horizon of the order of
dozens of seconds, missions for UAS fleets in the real world will be of the order of
minutes. The air-space being flow in will also be significantly larger than the ones
used in the proof-of-concept examples upto now. Here we present a few examples
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to demonstrate how the methods of this thesis can scale up to longer timescales and
larger air-spaces.
5.3.1 Case Study: Low-altitude, rural scenario
We consider an pipeline equipment surveillance example from Federal Aviation Ad-
ministration [2015], which outlines a low-altitude mission profile for UAS within a
sparsely populated area. Specifically, an operator will deploy UAS in a beyond-line-
of-sight setting to survey pumpjacks along an active oil pipeline. The properties and
characteristics of this mission profile could serve as a template for other rural use
cases for UAS, such as end-point package deliveries and wildfire management. The
time duration for this mission is 10 minutes, for which we plan for using the methods
of chapter 4.
Mission description
Figure 5.3 depicts the airspace setting for our low-altitude UAS use case. Note that
the allocated location and blocked-off altitudes for this particular mission profile in-
dicate that we do not need to consider interference with commercial aviation. In this
use case, we deploy three small multi-rotor UAS tasked with surveying five pump-
jacks located along an oil pipeline. In order to carry out a successful surveillance
mission, the team of UAS must fly directly over each pumpjack and collect informa-
tion regarding the pumpjack, e.g. taking high-definition aerial photographs of the
pumpjacks.
The mission must also be completed within a predefined time interval, wherein
all three UAS must successfully fly over and survey all five pumpjacks. In actuality,
the UAS operator deploying the UAS swarm will choose this mission time interval, so
long as the length of the time interval is not too short. Note that the underlying STL
and trajectory specifications will alert the operator if the chosen time interval is in-
sufficient for the mission profile to be successfully completed due to UAS performance
constraints.
For safety reasons and in compliance with FAA regulations regarding UAS op-
erations, the mission profile also specifies the enforcement of pairwise separation re-
quirements. Each UAS must maintain a separation of at least 5 meters from another
UAS for the entirety of the mission time interval. Another important operating con-
straint enforced by the mission profile is that the UAS must stay within the predefined
airspace at all times, as well as respect maximum allowable velocities and accelera-
tions. Both physical constraints can be modified a priori as needed by the operator.
Finally, the mission is considered to be completed once all UAS reaches a predefined
landing area, where they will then be recovered by the operator.
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Figure 5.3: Trajectories for 3 UAS tasked with reaching the green-colored goal set within 2
minutes, while avoiding the all black-colored obstacles. A pairwise separation requirement
of ≥ 2 meters is enforced for all UAS.
STL formalization of the mission profile
Recall that we can reformulate and express a complex set of mission specifications
and constraints via STL (Section 2.2), providing a translation between the high-
level mission profile and low-level trajectory synthesis. In order to capture this rural
case study using STL specifications, we must first define three-dimensional sets that
demarcate the various physical attributes of our mission environment. Recall that
each UAS must perform a fly-over for each pumpjack; let Pjacki denote the airspace
region directly above each pumpjack i ∈ {1, ..., 5}. Within the STL specifications,
each UAS will be required to visit each Pjacki set within the time interval of the
mission.
While Pjacki denotes airspace regions that UAS will be required to fly to, there
may also be predefined regions of the airspace that must not be visited by UAS. An
example could be telecommunication infrastructures in rural areas that UAS must
stay clear of. We will denote such no-fly zones within the mission environment as
NoFly. For our case study specifically, the no-fly zones include the physical infras-
tructures for each pumpjack, as well as a safety buffer region around them. Finally,
for each of the three UAS d ∈ {1, 2, 3}, we specify a recovery region within the mis-
sion environment, denoted by Recoveryd. The sets Pjacki, NoF ly, and Recoveryd
are depicted in Figure 5.3.
In addition to the spatial components that we need to specify, we also need to
analogously specify the temporal components of the mission profile. More precisely,
we will define the main time interval of the mission, as well as sub-intervals during
which relevant events must occur. Let I = [0, T ] be the main time interval of the
mission, during which all five pumpjacks must be surveyed by each of the three UAS.
Note that T is the maximum allowable flight time allocated to the mission, specified
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in our case study in seconds. We also specify a sub-interval of time Idi ⊆ I wherein all
three UAS d ∈ {1, 2, 3} must perform a fly-over and survey pumpjack i ∈ {1, ..., 5}.
Complimentary to the recovery sets Recoveryd, we specify time sub-intervals Id ⊆ I
wherein each UAS must enter their recovery sets, signifying the end of their mission
tasks.
Now that we have defined the spatial and temporal components of the mission
environment, we move on to finalize the overall mission specifications by defining the
minimum pairwise separation distance as dmin = 5 meters. Let the STL specification
formula for the mission assigned to each UAS d be denoted by ϕd; we have that the
mission for each UAS d is formalized in STL as
ϕd = ∧5i=1
(
♦Idi (pd ∈ Pjacki)
)
∧I (pd /∈ NoFly)
∧ ♦Id (pd ∈ Recoveryd) .
(5.3)
This STL formula can be parsed as follows: Each UAS d must visit and fly-over the
five pumpjacks (pd ∈ Pjacki) within the time sub-intervals allocated (♦Idi ). While
completing their flyover, all UAS must stay away from no-fly zones (pd /∈ NoFly),
and this is enforced throughout the entirety of the main mission time interval (I).
Finally, each UAS d must eventually navigate to their recovery sets (pd ∈ Recoveryd);
this must be done within the specified time sub-interval for reaching the recovery set
as well (♦Id).
Let ϕpipeline be the overall mission specification across all UAS, defined in terms
of ϕd as well as the required pairwise separation constraints. We can write ϕpipeline
explicitly as
ϕpipeline =
(
∧3d=1ϕd
)
∧ (∧d,d′,d′ 6=dI ||pd − pd′ || ≥ dmin) . (5.4)
The overall mission specification ϕpipeline states that in addition to carrying out the
pipeline pumpjack surveillance mission, each unique pair (d, d′) ∈ {1, 2, 3}2 of UAS
should be separated by at least dmin. Our STL specification for this particular mission
profile is complete. Finally, we note that the requirements of staying within the
predefined mission environment, as well as the predefined bounds on velocity and
acceleration, are linear constraints imposed on the state of the UAS. Thus, we directly
incorporate these kinematic constraints within the Fly-by-Logic planning algorithm
(chapter 4).
5.3.2 Case Study: Urban Scenario
We also implemented a case study with 5 drones carrying out operations in an airport
area, in particular the Philadelphia International (PHL) Airport region. Figure 5.4
shows the top-down view of the workspace. The time duration of the mission is 11
minutes.
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Figure 5.4: Workspace for the PHL airport example. A 10x speedup of the planned trajec-
tories are shown in https://youtu.be/vBYRFfnLwu8.
Mission description
No fly zones: The drones are not allowed to fly in the regions shown in red in Figure
5.4, and each of the regions are high enough to exceed the flight ceiling of the drones
(100m) so that they do not attempt to fly over the No fly zones. The planning for
the problem is done in the full 3-dimensional co-ordinate space, but the visualizations
are in a 2-d top down view to reduce clutter. The safety specification for all drones
is:
ϕNo fly = ∧5i=1[0,660]¬(p ∈ No flyi) (5.5)
The 5 drones are tasked with carrying out 3 kinds of missions in the airspace.
Autonomous air-shuttle: Drone 1 is an autonomous air-shuttle flies that car-
ries passengers between the terminal area and two parking lots. Starting from the
WallyPark parking, it has to reach the terminal region. It must stay in the terminal
region for 30 seconds to drop-off and pick up passengers. Following this it flies to
the PreFlight parking area, where it also waits for 30 seconds before flying back in a
similar manner to the terminal region and the WallyPark area. This, along with the
no fly zone requirements, is captured in the following specification
ϕshuttle-1 =♦[0,100][0,30](p1 ∈ Terminal) ∧ ♦[130,270][0,30](p1 ∈ PreFlight)∧
♦[300,440][0,30](p1 ∈ Terminal) ∧ ♦[470,660][0,30](p1 ∈WallyPark)∧
ϕNo fly
(5.6)
Drone 2 is an autonomous air-shuttle that has to ferry passengers from the Colonial
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airport parking lot to the terminal region, waiting for 30 seconds at each stop. It has
to repeat the loop twice in the 11 minutes. The following captures its specification:
ϕshuttle-2 =♦[0,150][0,30](p2 ∈ Terminal) ∧ ♦[180,330][0,30](p2 ∈ Colonial airport)∧
♦[360,490][0,30](p2 ∈ Terminal) ∧ ♦[520,660][0,30](p2 ∈ Colonial airport)∧
ϕNo fly
(5.7)
Last mile autonomous delivery: Drones 3 and 4 are tasked with carrying
packages from the DHL unloading area in the PHL airport and carrying them to the
airport business complex and returning back to the DHL area. The drones have to
wait for 50 seconds in these regions to unload and load the packages.
ϕdeliver−1 =♦[0,50][0,50](p3 ∈ Business) ∧ ♦[100,150][0,50](p3 ∈ DHL)∧
♦[200,250][0,50](p3 ∈ Business) ∧ ♦[300,350][0,50](p3 ∈ DHL)∧
♦[400,450][0,50](p3 ∈ Business) ∧ ♦[500,550][0,50](p3 ∈ DHL)∧
♦[600,650][0,10](p3 ∈ Business) ∧ ϕNo fly
(5.8)
A similar specification ϕdeliver−2 applies for drone 4.
Autonomous air-taxi: The final drone is an on-demand air-taxi that in this
instance picks up a passenger from the terminal region, and then has to drop the
passenger off at Stephenson equipment (in the top left corner of figure 5.4) in under
11 minutes. The specification is given by:
ϕair-taxi = ♦[0,660](p5 ∈ Stephenson) ∧ No fly (5.9)
Using the method of chapter 4, the planning is done for all 5 drones (in a central-
ized manner) carrying out their missions, along with the requirement that they must
all be pairwise at least 5m away from each other. This is captured in the specification:
ϕPHL = ∧2d=1ϕshuttle-d ∧ ∧4d=3ϕdeliver-d ∧ ϕair-texi ∧ ∧d6=d′[0,660](||pd − pd′|| ≥ 5) (5.10)
Results: The Fly-by-Logic algorithm (chapter 4) generated trajectories for all
5 drones such that they satisfy the requirement ϕPHL (taking about 1 minute to
find trajectories that satisfy the specification). This shows the methods ability to
plan for long missions (order of minutes) and deal with nested operators. https:
//youtu.be/vBYRFfnLwu8 shows a 10x speed up of the trajectories.
5.4 Conclusion
This chapter presented an interface that allows UAS operators to specify missions
graphically. These missions correspond a fragment of STL, and the planning is then
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done through an implementation of the Fly-by-Logic approach of chapter 4. The
underlying code base can handle nested operators and can also work for missions
with long time horizons as shown in the examples above.
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Chapter 6
Anytime Computation and Control
for Autonomous Systems
6.1 Introduction
The real-time control of many autonomous robots, e.g. self-driving cars and Un-
manned Aerial Systems (UASs), usually includes closed loops between the controller
that drives the actuation, and the estimator that computes state estimates which are
used by the controller. Of particular importance in this traditional feedback control
architecture are: a) the delay in the control action due to the time taken by estimator
for computing the state estimate and, b) the inaccuracy in the state estimate. Either
of these factors can result in control actions that can drive the system into an unsafe
state.
In most conventional feedback control designs, controllers are tasked with realizing
the functional goals of the system under simplistic assumptions on the performance
of the estimator, in particular, perfect state estimates and negligible computation
time. This design principle based on separation of concerns simplifies the control
design process but often does not accurately reflect real implementations. On the
other hand, most perception-based state estimation algorithms (e.g. SVO Forster
et al. [2014] and ORB-SLAM Mur-Artal et al. [2015]) do not take into account how
their output will be used to close the control loop. More specifically, an estimator
will more often than not run to completion: i.e., its termination criteria are designed
to provide the best quality output (estimate). This can result in large delays in
the control action, leading to degraded control performance. It can also result in
the computation platform consuming a significant amount of energy, reducing the
amount of time the system can operate on a full charge. This is specially of concern
in mobile robotic systems like autonomous drones and cars, that operate on batteries
with limited capacity.
In this work we focus on these problems, that when the real-time requirements
on the closed-loop system become more demanding, this disconnect between the es-
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Figure 6.1: Contract-driven controller and estimator. The co-design allows the controller
to set a contract for the perception-based state estimator, in addition to controlling the
dynamical system.
timator and controller can lead to poor system performance. The following example
shows how this problem can manifest in even simple settings.
Example 7. To illustrate the impact of estimation delay δ and state estimation error
ε on control performance, we show a simple PID tracker controlling the motion of a
point mass in the (x, y) plane. The position of the point mass must follow a reference
constant trajectory, whose x dimension is shown in Fig. 6.2 (the same plot can be
obtained for the y position). We simulate two cases of estimation (and therefore
actuation) delay and error, where a larger delay value δ implies a smaller estimation
error ε. As can be noted in Fig. 6.2, the effect of delay can be non-negligible. In this
example, it can be seen that the increased delay causes the tracking performance to
worsen. Running an estimation task with a fixed smaller delay but larger estimation
error does not necessarily solve the problem of degraded performance, as can be seen
in Fig. 6.2. Therefore, there is a need to rigorously quantify the trade-off between
computation time and estimation error, then exploit that trade-off to achieve the best
control performance under the problem constraints. Rather than always running the
estimation task to completion, it is useful to have several delay/error run-time modes
for the estimator. These can then be used at run-time to satisfy the control objectives.a
The goal of this chapter is to develop a rigorous framework for the co-design of
the controller and estimation algorithms. In this framework, the estimator has a
range of computation time/estimate quality operating modes, and in order to best
maintain control performance and reduce energy consumption, the controller at run-
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Figure 6.2: Effect of delay, error values on control performance of a PID tracker.
time selects one of these modes for the estimator to operate in. This is motivated by
the following observations:
1) The traditional engineering approach to account for the estimator’s run-time is
to gauge the Worst-Case Execution Time (WCET) of the estimation task, and design
the system to meet deadlines under the WCET conditions. In practice however,
the actual execution time of perception-based estimators can be much less than the
WCET and depends on the actual data being processed. Hence, considering the
WCET can lead to a conservative design of the system. Additionally, the classical
timing analysis alone does not guarantee functional correctness of the closed-loop
system under control.
2) Moreover, in the context of closed loop control, we do not always require the
best quality state estimate: more often than not, a lower quality estimate, computed
using lesser energy and time, is acceptable to achieve the control objectives.
3) In the case where obtaining a better quality state estimate requires longer
computation time, it can be detrimental to the control performance to require a high
quality state estimate all the time. For example, when the on-board computer is
overloaded, there may be a need to spend less time computing a state estimate so
that not only the control action has less delay, but also so that other processes can
access the computation resource as scheduled.
Here, we develop the observations above into a co-design framework for a real-time
control systems, where the controller and estimator are interfaced via contracts. A
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contract is an assurance requested by the controller, and provided by the estimator,
that the latter can give an estimate with a certain accuracy ε, and within a prede-
fined time deadline δ. The computation time given to the estimator, as well as the
quality of the state estimate define the contract. This can be interpreted as turning
the estimator into a discretized version of an anytime algorithm Boddy and Dean
[1989] where its computation can be interrupted at runtime to get a state estimate,
usually with a trade-off between the computation time given to the algorithm and
the quality of output that it returns. Through this notion of contracts, we show how
the controller can vary the computation time of the estimation algorithm to maintain
control performance and to reduce energy consumption. The work presented here is
focused on estimation algorithms that rely on computationally intensive Computer
Vision (CV) algorithms in order to get a state estimate of a dynamical system, e.g.
those in autonomous robot navigation with visual (camera, Lidar) sensors. We re-
fer to these as perception-based estimators. Through experiments, we show that the
computation time of such algorithms can be significant (and much greater than that
of the control algorithm), resulting in an adverse impact on the closed loop control
performance.
The architecture for the co-design framework proposed in this work is shown in
Fig. 6.1. It resembles the conventional closed loop control architecture involving
the estimator, the controller, and the system being controlled, but also incorporates
the (delay, error) contract as an interface between the controller and the estimation
algorithm.
Summary of contributions. In this chapter present a framework for the co-
design of control and estimation algorithms for the real-time control of dynamical
systems. This approach consists of:
• a well-defined interface between control and estimation, in the form of operating
modes, or contracts, on the accuracy and computation time of the estimator
(Section 6.2),
• characterizing the estimator accuracy as either deterministic (worst-case) or
stochastic through offline profiling of the perception-based estimator (Section
6.6),
• a predictive control algorithm that can change the operating mode of the esti-
mator at run-time to achieve control objectives at a lower energy cost (Section
6.3), while providing guarantees on satisfaction of constraints for both deter-
ministic (Section 6.4) and probabilistic (Section 6.5) characterizations of the
estimation error, and,
• a straightforward, low-touch and low-effort approach to design a contract-driven
estimation algorithm starting from an off-the-shelf, run-to-completion version
of it (Section 6.6).
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Figure 6.3: Autonomous hexrotor with downward-facing camera flying over synthetic fea-
tures.
• We demonstrate our method on an autonomous flying robot (shown in Fig. 6.3)
and show its performance and energy gains over a classical controller (Section
6.7).
In this chapter we extend the framework of Pant et al. [2015] to also allow for a
probabilistic representation for estimation error. We also provide guarantees on satis-
faction of constraints and recursive feasibility of the new control predictive algorithm
resulting from this probabilistic setup. In addition, we also extend the experimental
setup and incorporate a real-time implementation of the new control algorithm and
evaluate our approaches with two sets of new experiments on a hex-rotor autonomous
robot.
6.2 Co-design of estimation and control
Conventional closed loop control systems are generally designed in a manner where
the controller is incognizant of the implementation details of the state estimation
module, while the estimation module is designed independent of the requirements of
the controller. For example, a feedback controller, that gets state estimates from a
camera based visual odometry algorithm, might not be designed to take into account
the non-negligible time taken to process the video frames to get a state estimate. We
refer to this computation time as the estimation delay. On the other hand, the design
of most perception-based estimators does not take into account the varying real-time
constraints that the controlled closed-loop system must satisfy. Also of importance,
especially in autonomous systems deployed in the field, is the power consumed by
the computation platform which can have a significant impact on the duration the
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Figure 6.4: Contract-driven estimator and controller. With knowledge of the estimator’s
performance through offline profiling, the controller both actuates the dynamical system
and sets contracts for the estimator at run-time in order to maximize control performance
while guaranteeing that constraints on the system are always satisfied.
system can operate between charging.
Taking these factors into account, we propose the co-design of estimation and
control to improve the closed loop performance of real-time control on systems with
computationally and power limited platforms. This is done through a contract-driven
framework for both estimator and controller in which the controller asks for a state
estimate within a certain deadline δ seconds, with an associated bound on the inac-
curacy of the estimation. This inaccuracy can either be in the form of a hard bound
ε, e.g. an infinite-norm bound on the estimation error vector, or have a probabilistic
characterization Σ, e.g. the covariance of the estimation error vector, depending on
the application. For the sake of simplicity, we use ε for the characterization of the
estimation error in the following text.
In our framework, the tuple (δ, ε) forms the contract between controller and es-
timator. The estimator is tasked with providing a state estimate that respects the
contract. Aware of these contracts, the controller can set the appropriate contract
in a time varying manner to adapt the closed-loop system performance in real-time
to take into account the control requirements of the physical system. For example,
it can decide when an estimate is needed fast (but usually with higher error), and
when a more accurate estimate is needed (but with greater delay). Note, the (δ, ε)
contract can also be thought of as setting an operating mode for the perception-based
estimator. A high-level view of this setup is shown in Fig. 6.1.
In order to make sure that the contracts are such that the estimator can indeed
fulfill them, the estimator is profiled off-line. To do this, the estimator’s internal
parameters are varied, and for each parameter setting, it is run on a profiling data set
(with a known ground-truth baseline). This results in a set of (δ, ε) values, each one
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corresponding to a particular setting of the parameters. These values can be plotted
on a curve, which we call the error-delay curve made up of discrete points, (δ, ε),
Examples of such a curve are shown in Figs. 6.7 and 6.9. Section 6.6 provides the
detailed procedure for obtaining this curve for a perception-based estimator.
During run-time execution, upon receiving a (δ, ε) contract request from the con-
troller, the estimator can adapt its parameter settings to fulfil the contract, i.e. to
provide a state estimate within the requested deadline δ that also respects the re-
quested error bound ε.
The controller, in the co-design framework, is designed with the awareness of the
error-delay curve of the estimation algorithm, and requests contracts from that curve.
The error-delay curve, thus constitutes the interface between the controller and state
estimator. The controller leverages the flexible nature of the estimation algorithm to
maximize some measure of control performance.
The closed loop architecture in a system with co-design of the estimator and
controller is shown in Fig. 6.4. In this co-designed system, the controller can make the
estimation algorithm switch to lower or higher time (and/or energy) consuming modes
based on the control objective at the current time step. The main components of the
co-design architecture presented here are: a) a contract perception-based estimator,
b) a robust control algorithm that computes an input to be sent to the physical
system being controlled as well as the contract for the estimator, and c) the interface
between them. More details on these components are in the following sections.
6.3 Control with Contract-driven Estimation
In this section, we formalize how the error-delay curve of the estimator can be utilized
by the control algorithm to optimize the control performance while minimizing the
power consumed by the computations for the perception-based estimator.
6.3.1 System Model
In order to model the co-design process, consider the closed-loop control of an au-
tonomous hex-rotor robot (more details in 6.7), shown in Fig. 6.3. The state x of the
hexrotor consists of its 3D position and 3D velocity, while the input u to the robot
consists of the desired pitch and roll angles, and the desired thrust. The hexrotor’s
task is to fly a pre-defined trajectory given by xref , where xref (t) gives the desired po-
sition at each time t. The dynamics of the hexrotor, relating the time-evolution of its
state to the current state and input, can be linearized around hover and approximated
by the following Linear Time-Invariant (LTI) ODE:
ẋ(t) = Acx(t) +Bcu(t) + wc(t) (6.1)
Here, the state vector x ∈ Rn is constrained to be within set X ⊂ Rn, the control
input u ∈ Rm is constrained within set U ⊂ Rm, and wc ∈ Rn is the process noise
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Figure 6.5: Time-triggered sensing and actuation. The figure shows the varying execution
time for the estimator and the blue area shows the execution time for the controller, which
is small.
assumed to lie in a (bounded) set Wc ⊂ Rn. Ac ∈ Rn×n and Bc ∈ Rn×m are matrices.
LTI ODEs can model a wide range of systems, and our results apply to arbitrary
LTI systems of the form given in (6.1) with compact and convex constraint sets X,U
and Wc. The sets X and U are determined by the control designer or by physical
constraints on the system. For example, X captures limits on the state to define the
region which the hexrotor can fly and the velocity limits on it. The set U restricts
the inputs to values that can be supported by the rotors, as well as within which the
linearized system provides a good approximation to the true nonlinear dynamics.
6.3.2 Time-Triggered Sensing and Actuation
For feedback control of the hexrotor, the controller needs to be aware of the hexrotor’s
current position and speed, i.e. requires an estimate of its current state x. This is done
via a perception-based estimator, that process video frames (at a fixed rate) obtained
through a downward facing camera mounted on the hexrotor. The estimator detects
and tracks features across frames, and deduces its own position through the relative
motion of these features.
A new frame is captured by the camera every T > 0 seconds, which results in
periodic measurements at instants ts,k = kT , where k ∈ N. This measurement is
used by the estimator to compute the state estimate x̂k := x̂(ts,k) with the desired
accuracy εk determined by the contract set by the controller in the previous time step.
The controller then acts on this state estimate to compute the control input uk as well
as decide on the perception-based estimator’s delay and accuracy contract (δk+1, εk+1)
for the next time step. The control is then applied to the physical system according
to (6.1) at instant ta,k = ts,k + δk + τk, where τk is the time it takes to compute the
input. See Fig. 6.5 for the timing diagram of this process.
The controller has access to the delay-error curve, or operating modes ∆ of the
estimator, and at each time step selects contracts from that curve. This curve is
obtained offline as explained in Section 6.2, and illustrated in Section 6.6. Note that
at each step k ≥ 0, the estimation accuracy εk, and hence the delay δk are already
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decided in the previous time step and known to the controller. For the very first step
k = 0, the initial estimation mode δ0, ε0, as well as the the initial control input u−1
are chosen by the designer.
6.3.3 Control Performance
The controller has a goal that is twofold: it needs to ensure that the reference tra-
jectory is tracked as closely as possible, and that the computation energy consumed
to do so is minimized. To capture this, we define two (stage) cost functions: first,
`(x, u) = (x− xref )TQ(x− xref ) + uTRu defines a weighted sum of the tracking error
(first summand) and the input power (second summand). Here, Q and R are pos-
itive semidefinite and positive definite matrices respectively. Second, π(δ) captures
the average power consumed to perform a perception-based estimation computation
duration δ. This power information is collected offline during the estimator profiling
phase.
The total cost function for the controller to minimize is J =
∑M
k=0 (`(xk, uk) + απ(δk)),
where M ≥ 0 is the duration of the system’s operation.
6.3.4 Discretized Dynamics
Due to the time-triggered sensing and actuation of the system (see Sec. 6.3.2), from
time ts,k to ta,k, the previous control input uk−1 is still being applied. Then at ta,k
the new control input uk is computed and applied by the controller (see Fig. 6.5).
For the sake of simplicity, we assume the computation time for the controller (τ)
is small and constant, and so lump it with the time for the estimator (δ). This is
justified experimentally for our problem (in Sec.6.7) where the time for the controller
is negligible compared to the time taken by the estimation algorithm. The discrete
time dynamics for this setup, with a periodic sensing time of T , are given by
xk+1 = Axk +B1(δk)uk−1 +B2(δk)uk + wk, k ≥ 0 (6.2)
in which
A = eAcT , wk =
∫ T
0
eAc(T−t)wc(ts,k + t)dt
B1(δ)=
∫ δ
0
eAc(T−t)Bcdt, B2(δ)=
∫ T
δ
eAc(T−t)Bcdt.
Here, wk is the process noise accumulated during the interval. It is constrained to lie
in a compact convex set W since wc(t) lies in the compact convex set Wc and T is
finite. As explained above, both the current control uk and the previous control uk−1
appear in (6.2). In addition, the input matrices B1(δk) and B2(δk) depend on the
delay δk. The estimation accuracy εk, indirectly affects the dynamics via the control
input, which is computed using the state estimate x̂k. These discrete time dynamics
therefore show how the operation mode of the estimator (δ, ε) affects the dynamics of
the system.
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6.4 Robust Model Predictive Control Solution
In this section we give an overview of the Robust Adaptive Model Predictive Controller
(RAMPC) that we use in the contract-driven setup of Fig. 6.4. Here, we consider the
estimation errors to be bounded, and use these worst-case bounds in the controller
formulation. The mathematical details and derivations are available in the appendix.
Experiments confirm that the following controller can be run in real-time, and its
computation uses a negligible amount of time relative to the estimation delay.
6.4.1 Solution overview
Recall the operation of the contract-driven control and estimation framework as pre-
sented in Section 6.2 and Fig. 6.4. First, the estimator is profiled offline to obtain
its delay-error curve, which we denote by ∆. The curve ∆ represents a finite number
of (δ, ε) contracts that the estimator can satisfy. At every time step k, the con-
troller receives a state estimate x̂k and uses it to compute the control input uk to
be applied to the physical system at time ta,k and the contract (δk+1, εk+1) ∈ ∆
that will be requested from the estimator at the next step. At k + 1, the estimator
provides an estimate with error at most εk+1 and within delay δk+1. Finally, recall
that J =
∑M
k=0 (`(xk, uk) + απ(δk)) combines tracking error and input power in the
` terms, and estimation power consumption in the π terms. The scalar α quantifies
the importance of power consumption to the overall performance of the system.
The contract-driven controller’s task is to find a sequence of inputs uk ∈ U and of
contracts (δk, εk) ∈ ∆ such that the cost J is minimized, and the state xk is always in
the set X. The challenge in finding the control inputs is that the controller does not
have access to the real state xk, but only to an estimate x̂k. The norm of the error
ek = x̂k − xk is bounded by the contractual εk, which varies at each time step.
Let us fix the prediction horizon N ≥ 1. Assume that the current contract (under
which the current estimate x̂k was obtained) is (δk, εk), and that the previously applied
input is uk−1. To compute the new input value uk and next contract (δk+1, εk+1), the
proposed Robust Adaptive Model Predictive Controller (RAMPC) seeks to
solve the following optimization problem which we denote by P∆(x̂k, δk, εk, uk−1):
J∗[0 :N ] = min
u,x,δ,ε
N∑
j=0
(`(xk+j, uk+j) + απ(δk)) (6.3)
s.t. ∀j ∈ {0, . . . , N}
xk+j+1 =Axk+j +B1(δk)uk+j−1 +B2(δk)uk+j
[xk+j+1, uk+j]
′ ∈ X × U
Here, RAMPC needs to find the optimal length-N input sequence u∗ = (u∗k, . . . , u
∗
k+N) ∈
UN , corresponding state sequence x = (xk, . . . , xk+N) ∈ XN , delay sequence δ =
(δk, . . . , δk+N) and error sequence ε = (εk, . . . , εk+N) such that (δk, εk) ∈ ∆, which
minimize the N -step cost J [0 : N ]. The matrices that make up the system dynamics
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are defined in Section 6.3.4. As in regular MPC Camacho and Bordons [2004], once
a solution u∗ is found, only the first input value u∗k is applied to the physical system,
thus yielding the next state xk+1 as per (6.2). At the next time step k + 1, RAMPC
sets up the new optimization P∆(x̂k+1, δk+1, εk+1, uk+1−1) and solves it again.
To make this problem tractable, we first assume that the mode is fixed throughout
the N -step horizon, i.e. (δk+j, εk+j) = (δ, ε) for all 1 ≤ j ≤ N . Thus for every value
(δ, ε) in ∆, we can setup a different problem (6.3) and solve it. Let J∗(δ,ε) be the
corresponding optimum. The solution with the smallest objective function value
yields the input value u∗k to be applied and the next contract (δ
∗, ε∗).
Because RAMPC only has access to the state estimate, we extend the RMPC
approach in Richards and How [2005b], Chisci et al. [2001]. Namely, the problem is
solved for the nominal dynamics which assume zero process and observation noise
(wk+j = 0) and zero estimation error (x̂k+j = xk+j) over the prediction horizon.
Let x be the state of the system under nominal conditions. To compensate for the
use of nominal dynamics, RMPC replaces the constraint (xk+j, uk−1+j) ∈ X × U :=
Z by (xk+j, uk+j) ∈ Zj(εk, ε), where Zj(εk, ε) ⊂ Z is Z ‘shrunk’ by an amount
corresponding to ε, as explained in the appendix. Intuitively, by forcing (xk+j, uk−1+j)
to lie in the reduced set Zj(εk, ε), the bounded estimation error and process noise are
guaranteed not to cause the true state and input to exit the constraint sets X and U .
The tractable optimization for a given (δ, ε), denoted by P(δ,ε)(x̂k, δk, εk, uk−1), is then
J∗(δ,ε) = min
u,x
N∑
j=0
(`(xk+j, uk+j) + απ(δ)) (6.4)
s.t. ∀j ∈ {0, . . . , N}
xk+j+1 = Axk+j +B1(δ)uk+j−1 +B2(δ)uk+j
(xk+j, uk+j) ∈ Zj(εk, ε)
Algorithm 1 summarizes the RAMPC algorithm.
Algorithm 1 Robust Adaptive MPC algorithm with Anytime Estimation.
1: (δ0, ε0) and u−1 specified by designer
2: Apply u−1
3: for k = 0, 1, . . . ,M do
4: Estimate x̂k with guarantee (δk, εk)
5: for each (δ, ε) ∈ ∆ do
6: (u∗k, J
∗
(δ,ε))← Solve P(δ,ε)(x̂k, δk, εk, uk−1)
7: (δ∗, ε∗, u∗k)← arg min
(δ,ε)
J∗(δ,ε)
8: Apply control input uk = u
∗
k and estimation mode (δk+1, εk+1) = (δ
∗, ε∗)
We prove the following result in the appendix:
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Theorem 6.4.1. If at the initial time step there exists a contract value (δ, ε) ∈ ∆, an
initial state estimate x̂0 ∈ X, and an input value u−1 ∈ U , such that P(δ,ε)(x̂0, δ0, ε0, u0−1)
is feasible then the system (6.2) controlled by Alg. 1 and subjected to disturbances con-
strained by wk ∈ W robustly satisfies the state constraint x ∈ X and the control input
constraint u ∈ U , and all subsequent iterations of the algorithm are feasible.
6.5 Stochastic Model Predictive Control Solution
The control algorithm developed in section 6.4 assumes that the state-estimation
error e lies in a bounded set, E. In practice, this can result in a very conservative
approximation. Assuming instead that the error arises from a random distribution
allows us to develop a chance constrained formulation for the controller, outlined in
this section. We call this control algorithm the Stochastic Adaptive Model Predictive
Controller (SAMPC). Here, the constraints on the state have to be satisfied with
some probability 1 − ζ, rather than in a deterministic manner as in the RAMPC
formulation. This work is presented in detail in Pant et al. [2019].
6.5.1 Solution overview
Starting from the contract-driven control and estimation framework of Sec. 6.2, we
denote the profiled delay-error curve of the estimator by ∆. This curve ∆ consists
of a finite number of contract options (δ,Σ) that the estimator can satisfy at run-
time. Here, Σ ∈ Rn×n is the positive semi-definite co-variance matrix associated with
the now stochastic state-estimation error e. It can be obtained through profiling the
performance of the estimator as outlined in Sec. 6.6. We assume that the mean of the
estimation errors is zero in all the contracts, but the formulation and analysis that
follows also extends to distributions with non-zero means. δ is again the computation
time the estimator takes in a particular mode of operation.
The SAMPC works in a manner similar to the RAMPC. At each time step k, the
controller receives a state estimate x̂k and uses it to compute: a) the control signal
uk, as well as b) the contract (δk+1,Σk+1) ∈ ∆ that will be met by the estimator
at the following time step. Following this, at time step k + 1 the estimator give a
state estimate x̂k+1 with error ek+1 = x̂k+1 − xk+1 drawn from a distribution with
co-variance Σk+1 and within time δk+1.
The cost function to be minimized is J =
∑M
k=0(l(xk, uk) +απ(δk)) that combines
the tracking error and input power through the l term and the estimator power con-
sumption through the π terms. The SAMPC control algorithm then finds a sequence
of control signals uk and the contracts at each time step (δk,Σk) ∈ ∆ such that J is
minimized and the state xk and input uk respect chance constraints of the form:
P ([xk, uk] ∈ X × U) ≥ 1− ζ ∀k (6.5)
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Here, 0 < ζ ≤ 1 is a design parameter that decides the lower bound on the con-
straint satisfaction probability. To achieve these objectives, the Stochastic Adap-
tive Model Predictive Controller (SAMPC) aims to solve the following opti-
mization (with horizon N ≥ 1), denoted by P̃∆(x̂k, δk,Σk, uk−1), at each time step
k:
J∗[0 : N ] = min
u,x,δ,Σ
N∑
j=0
(`(xk+j , uk+j) + απ(δk)) (6.6)
s.t. ∀j ∈ {0, . . . , N}
xk+j+1 = Axk+j +B1(δk)uk+j−1 +B2(δk)uk+j
P ([xk, uk] ∈ X × U) ≥ 1− ζ
Similar to the RAMPC, the SAMPC needs to find the optimal length-N input se-
quence u = (u∗k, . . . , u
∗
k+N), the corresponding state sequence x = (xk+1, . . . , xk+N+1),
the delay sequence δ = (δk, . . . , δk+N) and associated error co-variance sequence
Σ = (Σk, . . . ,Σk+1) (such that (δk,Σk) ∈ ∆) which minimize the the N-step cost
J [0 : N ] and ensuring the chance constraint of (6.5) is satisfied.
Consistent with regular MPC framework, once a solution u is found, only the first
input uk is applied to the system, resulting in state xk+1. At the next time step, after
receiving the state estimate x̂k+1 from the estimator based on the contract of step k,
the SAMPC sets up the new optimization P̃∆(x̂k+1, δk+1,Σk+1, uk+1−1) and solves it,
repeating the process at each subsequent time step.
Similar to RAMPC, the SAMPC only has access to the state estimate, we extend
the Stochastic MPC (SMPC) approach in Kouvaritakis et al. [2010]. Namely, the
problem is solved for the nominal dynamics which assume zero process and obser-
vation noise (wk+j = 0) and zero estimation error (x̂k+j = xk+j) over the prediction
horizon. Let x be the state of the system under nominal conditions. To compen-
sate for the use of nominal dynamics, SMPC replaces the constraint of (6.5) by
(xk+j, uk+j) ∈ Z̃j(Σk,Σ), where Z̃j(Σk,Σ) ⊂ Z is Z = X ×U ‘shrunk’ by an amount
corresponding to Σ, as explained in the appendix.Intuitively, by forcing (xk+j, uk−1+j)
to lie in the reduced set Z̃j(Σk,Σ), the stochastic estimation error and process noise
are guaranteed to be such that that the state and the input respect the joint chance
constraint of (6.5).
The tractable optimization for a given (δ,Σ), denoted by P̃(δ,Σ)(x̂k, δk,Σk, uk−1),
is then
J∗(δ,Σ) = min
u,x
N∑
j=0
(`(xk+j, uk+j) + απ(δk)) (6.7)
s.t. ∀j ∈ {0, . . . , N}
xk+j+1 = Axk+j +B1(δk)uk+j−1 +B2(δk)uk+j
(xk+j, uk+j) ∈ Z̃j(Σk,Σ)
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Construction of the shrunk constraint sets Z̃j is covered in the appendix. In
practice, we solve the optimization for each (δ,Σ) ∈ ∆ in parallel and pick the optimal
contract and the corresponding control signal as outlined in Algorithm 1 (solving J∗(δ,Σ)
instead of J∗(δ,ε) in this case). The following theorem (proven in the appendix) states
the guarantees of this control algorithm:
Theorem 6.5.1. For any estimation mode (δ,Σ), if P̃(δ,Σ)(x̂k, δk,Σk, uk−1) is fea-
sible then the system (6.2) controlled by the SAMPC and subjected to disturbances
constrained by wk ∈ W satisfies, with probability at least 1 − ζ, the state con-
straint xk ∈ X and control input constraint uk ∈ U , and the subsequent optimization
P̃(δ,Σ)(x̂(, δ(,Σ(, u(−1)x̂k+1, δ[k],Σ[k], uk), are feasible with Probability 1.
6.6 Contract based perception algorithms
We presupposed, in Section 6.2, the existence of an Estimation Error vs Computation
Delay curve ∆ for the state estimator. The controller uses this curve at each discrete
time step to select the operating mode (δ, ε) for the estimator at the next time step,
as seen in Sec. 6.4. In this section, we show how this curve can be obtained for
particular applications, as well as ways for the contract based estimation algorithm
to realize the points on the curve at runtime.
6.6.1 Profiling and Creating an Anytime Contract Perception-
based State Estimation Algorithm
In order to profile a contract estimator, we first need to identify the distinct building
blocks (or tasks) of the perception algorithm. Next, we need to find the relevant
parameters used in each task, such that varying these parameters results in corre-
sponding changes in the computation time and the quality of the overall output of
the estimation algorithm. This can be done, e.g. by varying the number of iterations
of a loop Sidiroglou-Douskos et al. [2011] such that the resulting computation time δ
and estimation quality ε are different. We refer to these parameters as knobs of the
components of the estimation algorithm.
This procedure is tested through implementation on a Computer Vision (CV)-
based object detection tool chain, an overview of which is shown in Fig. 6.6. This
object recognition tool chain is tasked with tracking an Object of Interest (OOI)
across the frames of a video stream. The first level of this is a pixel classifier that
assigns a probability for each pixel being a part of the OOI. After thresholding over
some minimum probability, a we obtain a binary image with the pixels of interest
taking a value 1, others being 0. The second level involves denoising the binary
image, and then finding the Connected Components (CC), i.e. collecting adjacent
pixels of interest into (possibly disconnected) objects. The third and final level is a
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Figure 6.6: Illustration of the building blocks used to compose the Contract Object Detector
and their representation as real-time tasks. For a given (δ, ε) contract, knob settings are
chosen at run-time resulting in a schedule to execute these sequential components, or tasks,
to respect the contract.
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shape classifier that is run on the output of the connected components to determine
whether each object from it is of interest or not.
Our implementation uses a Gaussian Mixture Model (GMM) classifier as the pixel
classifier. The knob here is the number of Gaussian distributions in the GMM. A
smaller number of Gaussians will result in a faster, but possibly inaccurate classifier.
On the other hand, more Gaussians can result in improved performance, but at the
cost of higher computation time. As is typically done, knob values that result in an
overfit are identified and rejected via cross-validation during the training process.
The filtering for denoising the binary image, and the Connected Components
algorithm form the second level of the object recognition tool chain and the knob
here consists of selecting either a 4-connected or 8-connected implementation.
We use a GMM for the shape classifier, but unlike the first level, the knob
here is the number of features used to define the shape of the object of interest
(e.g.eccentricity, linear eccentricity and major and minor axis lengths for ellipsoidal
objects). In this implementation, the number of knob settings for the object recog-
nition tool chain is K = (#Gaussians for pixel classifier × #neighbors for CC ×
#features for shape classifier), and has a total of 3× 2× 2 = 12 values.
The trade-off curve for the entire toolchain is obtained by profiling all 12 knob
settings by running it on a data set for profiling. Through this process we obtain,
for each of the different knob values: a) the output quality error ε, and b) the com-
putation times δ for the entire tool chain. This offline gathering of information gives
us the information to be used at run-time in the co-design framework. The profiled
performance of the CV-based object recognition toolchain considered here is shown
in Fig. 6.7.
It should be noted that for each block of the tool chain, the relation between
knob value and quality of output is not necessarily monotonic. The GMM based
classifiers must be trained on a data set before deployment and like all machine
learning algorithms, their output quality for a given knob setting will depend on the
specific data set. This also holds for the output quality of the entire chain, and is
reflected in Fig. 6.7 which shows the mean perception error1 and the 90th percentile
execution time for the different knob settings. While the trend is that perception error
decreases with increasing execution time, there are some knob settings leading to both
larger perception error and larger execution time, which is seen in the non-monotonic
behavior seen in Fig. 6.7.
6.6.2 Run-time execution of the contract-driven perception
algorithm
After profiling the contract-driven estimator, we can use the information at run-time
to choose which knob settings are needed to respect a given (δ, ε) contract. This is
tantamount to choosing altered versions of tasks and scheduling them to execute one
1Error is the distance between the true centroid and the estimated centroid of the OOI
80
90th percentile execution time (s)
0 0.1 0.2 0.3 0.4 0.5
E
[p
er
ce
pt
io
n 
er
ro
r]
 (
pi
xe
ls
)
200
400
600
800
1000
Figure 6.7: Profiled delay-error curve for the object detection tool chain run at different
parameter settings.
after the other in a pre-defined manner to optimally perform the job of detecting an
object of interest. Fig. 6.6 shows the various tasks and their different versions for
every knob setting and the resulting task schedules.
6.6.3 Visual Odometry
An example of a vision based state estimation algorithm is Semi-Direct Monocular
Visual Odometry (SVO) Forster et al. [2014], which we will use in Sec. 6.7 to get
state estimates for control of the hexrotor robot. SVO detects corners in an image,
and tracks them across consecutive frames of a video feed in order to localize the
moving robot and generate a state estimate. Since this state estimate is used for
closed loop control of the hexrotor, SVO has to run in real-time at a frame rate that
is fast enough for the purpose of controlling a flying robot. The number of corners #C
(as well as their quality) being tracked from frame to frame affects the computation
time of the localization algorithm and the resulting quality of the state estimate. In
general, assuming that the camera is looking at a feature rich environment, detecting
and tracking a higher number of corners results in better localization accuracy but
also takes larger computation time. For the profiling of SVO, the number of corners
#C is the only knob and is varied to obtain an error-delay curve of the localization
performance.
Profiling SVO performance
Fig. 6.8 outlines the profiling process for SVO. We start with the hexrotor, run-
ning ROS, flying (either manually or autonomously) in an environment with a Vicon
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// time here
begin_ct = ros::Time::now();
const FrameHandlerBase::AddImageResult res = 
vo_->addImage(img, msg->header.stamp.toSec());
end_ct = ros::Time::now();
duration_ct = end_ct-begin_ct; 
time_taken = duration_ct.toNSec();
fprintf(logFile,"%lu \n",time_taken);
fflush(logFile);
// end
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Figure 6.8: The profiling process to characterize the performance of SVO in terms of es-
timation error, computation time and power consumption. Sensor and ground truth data
is logged from flights of the hexrotor, and then played back and processed offline to gener-
ate the error-delay curve (shown in Fig. 6.9) for SVO. The code snippet shows how little
modification is needed to the SVO code base to be able to profile its timing characteristics.
Through this offline profiling process, we avoid the need of performing separate flights for
each knob setting of SVO.
motion-capture system vic. Throughout the flight, the downward facing monocular
camera captures frames at the desired rate of 20 HZ. We also log the IMU data, as well
as the high-accuracy 6-DOF pose estimate generated by the motion capture system,
which we will use as the ground truth for the hexrotor positions and velocities. We
collected data, recorded as rosbags, over 15 minutes of flights with randomly chosen
paths, flown both manually and autonomously.
After collecting the data from our flights, in order to profile the estimation per-
formance of SVO for a particular setting of the number of corners used, we playback
this recorded rosbag, accurately recreating the in-flight environment that is present
for the visual odometry algorithm. We process the camera frames with SVO running
at the desired setting of #C, and use the SVO generated position estimate along with
the corresponding time-stamped IMU data to generate an estimate of the hexrotor’s
position and velocity (the hexrotor’s state, see fig. 6.10) at that time instant. By
comparing this the state estimate to the VICON measurement at that time instant,
we get the state estimation error of SVO. By doing so for the entire recorded data set,
we can get the estimation error characteristics of SVO operating at this knob setting.
We repeat this process for all knob settings of SVO, going from 50 to 350 corners, and
through this get the estimation error profile for SVO across all its operating modes.
Fig. 6.8 shows an overlay of the position estimates from SVO (in green) and those
from VICON (in red) for a segment of the profiling data set. It also shows a frame
captured from the downward facing camera on the hexrotor, and the corners (green
dots) that SVO is tracking in that particular frame.
We also need to measure the timing and power consumption of SVO for each
knob setting. For the former, we insert C++ code for timing how long SVO takes to
process each frame, i.e. the time from receiving a frame from the camera to generating
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a position estimate. We do this for each frame in the profiling data set, log this data,
and repeat the process for each knob setting of SVO. Fig. 6.17 shows the cumulative
distribution function for this computation time across the entire profiling data set,
for each knob setting of SVO.
For the power consumption of SVO at different values of the knob #C, we record
power measurements made using the Odroid Smart Power meter Odr [b], which mea-
sures consumption to milliwatt precision. By playing back the logged data and run-
ning SVO offline for profiling, we avoid the physical challenges of fitting the power
meter onto our hexrotor platform and can measure the power consumption of the
Odroid board on the ground, while running the workloads as it does during flight.
We measure the power consumption of the entire Odroid board, including CPU and
DRAM power consumption. Since the profiling of power is done offline with other
peripherals plugged into the odroid (e.g. a monitor and keyboard), we measure the
idle power of the Odroid and subtract that from the power measurements when the
SVO algorithm is running on it in different modes. This gives us a more accurate
measure of the workload due to the visual odometry task.
Through this offline profiling process, we avoid having to fly separate flights to
get profiling information for every knob setting (#C), and the result of this profiling
is used in the formulation of the controller and used at run-time by it to generate
contracts for the contract-driven estimator (Fig.6.4).
The error-delay curve for SVO
Obtained from the profiling process outlined above, Fig. 6.9 shows the error-delay
curve(s) of the localization error (in positions) of the hexrotor with SVO running on
an Odroid-U3 Odr [a], the on-board computation platform of the hexrotor robot. The
curve, obtained through data collected over multiple flights in a fixed environment,
shows the worst case error ε (over all flights and all components of the 3D position,
used in Sec. 6.4), as well the the standard deviation of the error for all components
of the 3D position (used in the stochastic control formulation of Sec. 6.5) versus the
computation time δ for varying number of corners being tracked #C. δ is obtained by
considering the 90th percentile of computation times, while ε is obtained by computing
the infinite norm of the 90th percentile error over the 3 components (x, y, z) of the
position. Note that as the number of corners being tracked increases, the computation
time increases and the estimation error decreases as expected, but only up to a point.
At #C = 250, the estimation error increases. We hypothesize this is due to the
decreasing quality of the corners in the environment now being tracked. This is
because if the scene is not particularly feature rich, and a sizable fraction of the #C
corners are of poor quality (i.e., unstable or hard to track across frames), and we can
expect the localization error to increase as the poor quality of the corners detected
adds noise to the visual odometry estimates.
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Figure 6.9: (Color online) Error-delay curve for the SVO algorithm running on the Odroid-
U3 with different settings of maximum number of features (#C) to detect and track. The
vertical line shows the cut-off for maximum delay and the SVO settings that are allowable
(upto #C = 200) for closed loop control of a hexrotor at 20Hz. No value of #C is used
above this as it results in the delay approaching the sampling period of the controller.
6.7 Case Study: Feedback control of a hex-rotor
robot
To evaluate the performance of our proposed methods, we implemented the contract-
driven estimator and control scheme on a KMel robotics hex-rotor robot kme. The
hex-rotor is equipped with a downward facing camera, allowing us to use SVO for
localization. The on-board computation platform is an Odroid U-3 Odr [a] computer
running Ubuntu as the operating system. The computer also runs Robot Operating
System (ROS) Quigley et al. [2009] which is responsible for executing the estimation
and control algorithm at a fixed rate, as well as the communication between them.
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Figure 6.10: The control and computational components on-board the hex-rotor.
6.7.1 Experimental Setup
Fig. 6.10 shows the feedback control loop and flow of information on-board the hex-
rotor. Camera images are processed via SVO to generate position estimates, which
are used along with IMU information to generate a 6-Degree of Freedom (linear and
angular positions and velocities) pose estimate via Unscented Kalman Filtering. The
linear components of this state estimate are used by the position control algorithm
(RAMPC). The position controller, tasked with tracking a given reference trajectory,
generates desired thrust, roll and pitch to be tracked by the low level attitude con-
troller running at a high-rate. The RAMPC also generates the Delay/Error (δ, ε)
contract for the Contract SVO algorithm to respect at the next discrete time step.
More details on the experimental setup are in the appendix.
6.7.2 Experiment design
To compare the performance of the RAMPC and SAMPC algorithms developed in
this work with that of a MPC that does not leverage co-design, we task the controllers
with following two pre-defined reference trajectories, shown in Fig. 6.11. The reference
trajectories are generated using the jerk minimizing trajectory generator of Mueller
et al. [2015].
1. The hourglass trajectory: This trajectory involves flying straight lines be-
tween the desired waypoints, as shown in Fig. 6.11. In order to get the straight
lines, the waypoints are associated with desired velocities of zero (in each axis).
The duration of this trajectory is around 14s. The entire trajectory is flown at
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Table 6.1: SVO Modes used in the experiments
Mode #C δ (ms) ε (m) σ(ex) σ(ey) σ(ez) P (mW)
0 50 24 0.054 0.021 0.033 0.038 778
1 100 30 0.049 0.019 0.027 0.033 862
2 150 34 0.041 0.019 0.024 0.030 870
3 200 38 0.035 0.018 0.022 0.024 951
a constant height of 1m. A video of the hex-rotor flying this trajectory can be
found at https://youtu.be/-ltJO2gVxWs
2. Spiral in x, y with sinusoidal variations in z: This trajectory consists
of smooth curves between waypoints, with the waypoints such that in the x,y
plane the trajectory looks like a spiral converging towards the origin, while in
the z-axis it consists of sinusoidal variations along a reference height of 1m. The
duration of this trajectory is 17s. A video of the hex-rotor flying this trajectory
is at https://youtu.be/hmTRxrq4NJg
These trajectories are flown with: a) the baseline, a Robust MPC formulation
that does not leverage the co-design of computation and control, with all four chosen
modes of SVO used for the state feedback, b) the RAMPC algorithm with varying
values of α, the weight for the computation power in the optimization, c) the SAMPC
(with ζ = 0.82) with varying values of α. Each trajectory is flown twice for each one
of these settings to get a comparison of control performance and computation energy
consumption. This lead to a total of 56 flights to gather the data presented in this
case study.
6.7.3 Experimental Results
To measure the performance of the controllers in a standardized manner, we used the
following measure of control performance:
Jtrue =
1
Tmax
Tmax/h∑
k=0
(xk − xrefk )TQ(xk − xrefk ) + uTkRuk (6.8)
Here, xref is the desired trajectory, and Q and R are the matrices used in the cost
of MPC/RAMPC/SAMPC, h is the sampling time (50ms) and Tmax is the duration
of the particular trajectory flown. Jtrue can be accurately evaluated as we have access
to the true state, xk, of the hex-rotor from the Vicon system.
Comparison to the baseline
Fig. 6.12 shows the control performance and the SVO energy consumption for the
hourglass trajectory for the baseline RMPC, RAMPC, and SAMPC for different set-
tings. The SAMPC and RAMPC result in lower (average across flights) values of
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Figure 6.11: The two reference trajectories, the spiral is in dashed red and the hourglass
is in solid black (color in online version). The figure on the right shows the trajectories
projected on the x,y plane. Note, the spiral starts on the outside and ends inwards while
the hourglass trajectory starts and ends at (0, 0, 1).
Jtrue than the baseline controller, i.e. better control performance. As the value of
α increases, the power consumption decreases and the control performance degrades
for the RAMPC and SAMPC. This is expected as α is the weight for the compu-
tation power in the overall optimization cost of (6.3) (and (6.6)) and increasing it
would make computation power more important relative to the control performance.
Fig. 6.13 shows a similar behavior for the spiral trajectory. The notable exception is
in the baseline performance, where the most accurate mode (mode 3) of SVO does
not result in the best control performance of the fixed mode RMPC controller. This
is possibly because the spiral trajectory is more aggressive than the hourglass trajec-
tory, which involves stopping at each corner waypoint of the trajectory, and spending
time in mode 3 comes with a computation delay that degrades the control perfor-
mance despite the increases accuracy of the state estimate. It should be noted that
for either trajectory, SAMPC and RAMPC give a better control performance than
the baseline for the corresponding computation energy consumption. For both cases,
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Figure 6.12: Performance, hourglass trajectory. The vertical axis has the average control
performance (eq. 6.8) over the flights for the labeled settings,with lower values implying
better control performance. The horizontal axis shows the computation power (in Joules)
consumed by SVO to perform the state estimation task. The figure shows how our methods
(RAMPC/SAMPC) leveraging the co-design have both better control performance while
consuming less computation power than the baseline method.
the control performance of SAMPC and RAMPC are close to each other, with the
SAMPC slightly outperforming the RAMPC for the spiral trajectory.
Summary: Across both the trajectories, the best case control performance of
our methods results in about a 10% improvement compared to that of the baseline.
To achieve this performance, our methods result in SVO using about 5 − 6% and
less computation energy compared to the baseline (at the setting resulting in best
control performance). This clearly demonstrates the benefit of the co-design between
the perception-based estimation and the control algorithms.
Impact of the weight for computation power (α)
As α takes on a high value, the control performance of RAMPC and SAMPC for the
hourglass trajectory approaches that of the baseline RAMPC with SVO mode fixed
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Figure 6.13: Performance, spiral trajectory. The vertical axis has the average control per-
formance (eq. (6.8)) over the flights for the labeled settings,with lower values implying
better control performance. The horizontal axis shows the computation power (in Joules)
consumed by SVO to perform the state estimation task. Similar to the case for the hourglass
trajectory, our methods outperform the baseline.
to 0. This is backed up the observation of tables 6.2, 6.3 which show that for α = 1,
the RAMPC and SAMPC select mode 0, the low-power but high estimation error
mode, of SVO all the time. The tables 6.2, 6.3 show the fraction of time spent in
each mode of SVO as α changes. Note that as α, the weight for the computation
power, increases the time spent in the low power mode 0 also increases while the time
spent in the more accurate but higher power modes accordingly decreases. Similar
behavior is noted for the spiral trajectory, and tables 6.4 and 6.5 show the fraction of
time spent in the different SVO modes as α changes for RAMPC and SAMPC flying
the spiral trajectory respectively.
Snapshots of the control performance of RAMPC and SAMPC
Fig. 6.14 shows the reference and actual positions of the hex-rotor (in x,y and z co-
ordiantes) as function of time for the hourglass trajectory controlled by the SAMPC
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Figure 6.14: (Color online) Reference positions (dashed red) and actual positions (blue) of
the hex-rotor flying the hourglass trajectory while being controlled by the SAMPC (α = 0).
(α = 0). Note the near perfect tracking in x and y. The small dip in the height (z
co-ordinate) is due to combination of model error (due to inaccuracy of the mass) as
well the effect of linearization around hover. Fig. 6.15 shows the reference and actual
positions versus time for the RAMPC (α = 0.1) flying the spiral trajectory, showing
similarly good tracking performance as in the hourglass trajectory.
Finally, Fig. 6.16 shows the selected mode of the SVO (with SAMPC, for the
spiral trajectory flown by the SAMPC (α = 0.001) changing over the discrete time
steps, as well as the evolution of the tracking cost at each time step.
6.8 Conclusion
In this chapter we presented a contract-driven methodology for co-design of estimation
and control for autonomous systems. The basic idea is that the control algorithm re-
quests a delay and estimation error (δ, ε) contract that the perception-and-estimation
algorithm realizes. The control algorithm we designed aims to set time-varying con-
tracts to maximise a performance function while respecting feasibility constraints and
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Table 6.2: Fraction of time spent in modes: Hourglass trajectory, RAMPC
Mode 0 Mode 1 Mode 2 Mode 3
α = 0 0.398 0.008 0.024 0.570
α = 0.001 0.523 0.004 0.024 0.440
α = 0.01 0.557 0.000 0.067 0.374
α = 0.1 0.820 0.000 0.055 0.123
α = 1 1.000 0.000 0.000 0.000
Table 6.3: Fraction of time spent in modes: Hourglass trajectory, SAMPC
Mode 0 Mode 1 Mode 2 Mode 3
α = 0 0.374 0.000 0.004 0.621
α = 0.001 0.514 0.016 0.051 0.418
α = 0.01 0.617 0.000 0.032 0.351
α = 0.1 0.793 0.000 0.076 0.131
α = 1 1.000 0.000 0.000 0.000
Table 6.4: Fraction of time spent in modes: Spiral trajectory, RAMPC
Mode 0 Mode 1 Mode 2 Mode 3
α = 0 0.381 0.015 0.015 0.589
α = 0.001 0.422 0.012 0.018 0.548
α = 0.01 0.504 0.000 0.041 0.455
α = 0.1 0.680 0.000 0.082 0.238
α = 1 0.995 0.000 0.015 0.000
Table 6.5: Fraction of time spent in modes: Spiral trajectory, SAMPC
Mode 0 Mode 1 Mode 2 Mode 3
α = 0 0.396 0.003 0.018 0.584
α = 0.001 0.434 0.009 0.018 0.540
α = 0.01 0.531 0.000 0.038 0.431
α = 0.1 0.695 0.000 0.073 0.232
α = 1 0.971 0.000 0.029 0.000
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Figure 6.15: (Color online) Reference positions (dashed red) and actual positions (blue) of
the hex-rotor flying the spiral trajectory while being controlled by the RAMPC (α = 0.1).
stability under the time varying execution delay and estimation error from the estima-
tor. We also illustrate how the contract-driven perception-and-estimation algorithm
is designed offline and used at run-time to best meet the (δ, ε) contracts set for it.
Through a case study on a flying hexrotor, we showed the applicability of our scheme
to real-time closed loop system. The experimental results show the good performance
of our scheme and how it outperforms regular Model Predictive Control which does
not leverage co-design. A key result showed how our closed loop solution is more
energy efficient than MPC while achieving better tracking performance. A focus of
ongoing research is to overcome the necessity of the contracts always being met by
the estimator. Another focus is on an automated tool chain to profile perception
algorithms commonly used in autonomous systems.
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Figure 6.16: SVO Mode and control cost over time for the spiral trajectory flown with
SAMPC at α = 0.001.
6.9 Proofs of the main results
6.10 The Robust case
In this appendix we give the detailed mathematical derivation of the results of Section
III. The controller is designed using a Robust Model Predictive Control (RMPC)
approach via constraint restriction Richards and How [2005b], Chisci et al. [2001],
and augments it by an adaptation to the error-delay curve of the estimator. In
order to ensure robust safety and feasibility, the key idea of the RMPC approach is to
tighten the constraint sets iteratively to account for possible effect of the disturbances.
As time progresses, this “robustness margin” is used in the MPC optimization with
the nominal dynamics, i.e., the original dynamics where the disturbances are either
removed or replaced by nominal disturbances. Because only the nominal dynamics
are used, the complexity of the optimization is the same as for the nominal problem.
Since the controller only has access to the estimated state x̂, we need to rewrite
the plant’s dynamics with respect to x̂. The error between xk and x̂k is ek = xk− x̂k.
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At time step k + 1 we have
x̂k+1 = xk+1 − ek+1
= Axk +B1(δk)uk−1 +B2(δ[k])uk + wk − ek+1,
then, by writing xk = x̂k + ek, we obtain the dynamics
x̂k+1 = Ax̂k +B1(δ[k])uk−1 +B2(δ[k])uk + ŵk (6.9)
where ŵk = wk + Aek − ek+1. The set of possible values of ŵk depends on the
estimation accuracy at steps k and k + 1 and is denoted by Ŵ(ε[k], ε[k + 1]), i.e.,
Ŵ(ε, ε′) := {w + Ae− e′ | w ∈ W , e ∈ E(ε), e′ ∈ E(ε′)}. Note that Ŵ(ε[k], ε[k + 1]) is
independent of the time step k. It can be computed as Ŵ(ε, ε′) =W⊕AE(ε)⊕(−E(ε′))
where the symbol ⊕ denotes the Minkowski sum of two sets.
The dynamics in (6.9) has a non-standard form where it depends on both the
current and the previous control inputs. However we can expand the state variable
to store the previous control input as
ẑk =
[
x̂k
uk−1
]
∈ Rn+m
and rewrite the dynamics as, for all k ≥ 0,
ẑk+1 = Â(δk)ẑk + B̂(δk)uk + F̂ ŵk. (6.10)
Here, the system matrices are
Â(δk) =
[
A B1(δk)
0m×n 0m×m
]
,
B̂(δk) =
[
B2(δk)
Im
]
, F̂ =
[
In
0m×n
]
.
(6.11)
Let the actual expanded state be zk =
[
xTk , u
T
k−1
]T
. Because the expanded state
consists of both the plant’s state and the previous control input, the state constraint
xk ∈ X and the control constraint uk ∈ U are equivalent to the joint constraint
zk ∈ X ×U . We can now describe the RAMPC algorithm for the dynamics in (6.10).
6.10.1 Tractable RAMPC Algorithm
Let N ≥ 1 be the horizon length of the RMPC optimization. Because the system
matrices in the state equation (6.10) depend nonlinearly on the variables δk, the
RMPC optimization is generally a mixed-integer nonlinear program, which is very
hard to solve. To simplify the RMPC optimization to make it tractable, we fix the
estimation mode for the entire RMPC horizon.
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Let P(δ,ε)(x̂k, δk, εk, uk−1) denote the RMPC optimization problem at step k ≥ 0
where the current state estimate is x̂k, the current estimation mode is (δk, εk) ∈ ∆,
the previous control input is uk−1, and the estimation mode for the entire horizon
(after step k) is fixed at (δ, ε) ∈ ∆. Since the system matrices become constant now,
if the stage cost `(·) is linear or positive semidefinite quadratic, each optimization
problem P(δ,ε)(x̂·, δ·, ε·, u·−1) is tractable and can be solved efficiently as we will show
later. The RAMPC algorithm with Anytime Estimation is stated in Alg. 1 .
6.10.2 RMPC Formulation
We formulate the RMPC optimization P(δ,ε)(x̂k, δk, εk, uk−1) with respect to the nom-
inal dynamics, which is the original dynamics in Eq. (6.10) but the disturbances are
either removed or replaced by nominal disturbances. To ensure robust feasibility and
safety, the state constraint set is tightened after each step using a candidate stabilizing
state feedback control, and a terminal constraint is derived. In this RMPC formu-
lation, we extend the approach in Richards and How [2005b], Chisci et al. [2001].
At time step k, given (x̂k, δk, εk, uk−1) and for a fixed (δ, ε), we solve the following
optimization
J∗δ,ε (x̂k, δk, εk, uk−1) = min
u,x
N∑
j=0
`(xk+j|k, uk+j|k) (6.12a)
subject to, ∀j ∈ {0, . . . , N}
zk+j+1|k = Â(δk+j|k)zk+j|k + B̂(δk+j|k)uk+j|k (6.12b)
(δk+j+1|k, εk+j+1|k)=(δ, ε)
(δk|k, εk|k)=(δk, εk) (6.12c)
xk+j|k =
[
In 0n×m
]
zk+j|k (6.12d)
zk|k =
[
x̂Tk , u
T
k−1
]T
(6.12e)
zk+j|k ∈ Zj (εk, ε) (6.12f)
zk+N+1|k ∈ Zf (εk, ε) (6.12g)
in which z and x are the variables of the nominal dynamics. The constraints of
the optimization are explained below.
• (6.12b) is the nominal dynamics.
• (6.12c) states that the estimation mode is fixed at (δ, ε) except for the first time
step when it is (δk, εk).
• (6.12d) extracts the nominal state x of the plant from the nominal expanded
state z.
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• (6.12e) initializes the nominal expanded state at time step k by stacking the
current state estimate and the previous control input.
• (6.12f) tightens the admissible set of the nominal expanded states by a sequence
of shrinking sets.
• (6.12g) constrains the terminal expanded state to the terminal constraint set
Zf .
The state constraint Zj: The tightened state constraint sets Zj (εk, ε) are parameter-
ized with two parameters εk and ε. They are defined as follows, for all j ∈ {0, . . . , N}
Z0(εk, ε) = Z 	 F̂E(εk) (6.13)
Zj+1(εk, ε) = Zj(ε, ε)	 LjF̂Ŵ(εk, ε) (6.14)
in which the symbol 	 denotes the Pontryagin difference between two sets. The set Z
combines the constraints for both the plant’s state and the control input: Z = X×U .
The matrix Lj is the state transition matrix for the nominal dynamics in (6.12b) under
a candidate state feedback gain Kj(δ), for j ∈ {0, . . . , N}
L0 = I (6.15)
Lj+1 = (Â(δ) + B̂(δ)Kj(δ))Lj (6.16)
Note that the possibly time-varying sequence Kj(δ) is designed for each choice of
δ (i.e., the system matrices Â(δ) and B̂(δ)), hence Lj depends on δ; however we
write Lj for brevity. The candidate control Kj(δ) is designed to stabilize the nominal
system (6.12b), desirably as fast as possible so that the sets Zj are shrunk as little as
possible. In particular, if Kj(δ) renders the nominal system nilpotent after M < N
steps then Lj = 0 for all j ≥M , therefore Zj (εk, ε) = ZM (εk, ε) for all j > M .
The terminal constraint Zf : Zf is given by
Zf (εk, ε) = C(δ, ε)	 LN F̂Ŵ(εk, ε) (6.17)
where C(δ, ε) is a robust control invariant admissible set for δ Kerrigan [2000], i.e.,
there exists a feedback control law u = κ(z) such that ∀z ∈ C(δ, ε) and ∀w ∈ Ŵ(ε, ε)
Â(δ)z+B̂(δ)κ(z)+LN F̂w ∈ C(δ, ε) (6.18)
z ∈ ZN (ε, ε) (6.19)
We remark that C(δ, ε) does not depend on (δk, εk), therefore it can be computed
offline for each mode (δ, ε).
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6.10.3 Proofs of Feasibility
The RMPC formulation of the previous section, with a fixed estimation mode (δ, ε) ∈
∆, is designed to ensure that the control problem is robustly feasible, as stated in the
following theorem.
Theorem 6.10.1 (Robust Feasibility of RAMPC). For any estimation mode (δ, ε),
if P(δ,ε)(x̂k, δk, εk, uk−1) is feasible then the system (2)controlled by the RAMPC and
subjected to disturbances constrained by wk ∈ W robustly satisfies the state constraint
xk ∈ X and the control input constraint uk ∈ U , and all subsequent optimizations
Pδ,ε(x̂k, δ[k], ε[k], uk−1), ∀k > k0, are feasible.
Proof. We will prove the theorem by recursion. We will show that if at any time step
k the RMPC problem Pδ,ε(x̂k, δ[k], ε[k], uk−1) is feasible and feasible control input
uk = u
?
k|k is applied with estimation mode (δ[k + 1], ε[k + 1]) = (δ, ε) then uk is
admissible and at the next time step k + 1, the actual plant’s state xk+1 is inside X
and the optimization Pδ,ε(x̂k+1, δ[k + 1], ε[k + 1], uk) is feasible for all disturbances.
Then we can conclude the theorem because, by recursion, feasibility at time step k0
implies robust constraint satisfaction and feasibility at time step k0 + 1, and so on at
all subsequent time steps.
Suppose Pδ,ε(x̂k, δ[k], ε[k], uk−1) is feasible. Then it has a feasible solution(
{z?k+j|k}N+1j=0 , {u?k+j|k}Nj=0
)
that satisfies all the constraints in (6.12). Now we will construct a feasible candidate
solution for Pδ,ε(x̂k+1, δ[k+ 1], ε[k+ 1], uk) at the next time step by shifting the above
solution by one step. Consider the following candidate solution for Pδ,ε(x̂k+1, δ[k +
1], ε[k + 1], uk):
zk+j+1|k+1 = z
?
k+j+1|k + LjF̂ ŵk (6.20a)
zk+N+2|k+1 = Â (δ) zk+N+1|k+1 + B̂ (δ)uk+N+1|k+1 (6.20b)
uk+i+1|k+1 = u
?
k+i+1|k +Ki (δ)LiF̂ ŵk (6.20c)
uk+N+1|k+1 = κ
(
zk+N+1|k+1
)
(6.20d)
in which j ∈ {0, . . . , N}, i ∈ {0, . . . , N − 1}, and κ (·) is the feedback control law for
the invariant set C(δ, ε) that is used in the terminal set. We first show that the input
and state constraints are satisfied for uk and xk+1, then we will prove the feasibility
of the above candidate solution for Pδ,ε(x̂k+1, δ[k + 1], ε[k + 1], uk).
Validity of the applied input and the next state: The next plant’s state is
xk+1 = Axk +B1 (δ[k])uk−1 +B2 (δ[k])uk + wk
= A (x̂k + ek) +B1 (δ[k])uk−1 +B2 (δ[k])u
?
k|k + wk
=
[
A B1 (δ[k])
] [ x̂k
uk−1
]
+B2 (δ[k])u
?
k|k
+ ek+1 + (wk + Aek − ek+1)
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in which ek+1 ∈ E (ε) and (wk + Aek − ek+1) ∈ Ŵ (ε[k], ε). Note that z?k|k =
[
x̂Tk , u
T
k−1
]T
.
Hence we have [
xk+1
uk
]
= Â(δ[k])z?k|k + B̂(δ[k])u
?
k|k
+ F̂ ek+1 + F̂ (wk + Aek − ek+1)
= z?k+1|k + F̂ ek+1 + F̂ (wk + Aek − ek+1)
where we use the dynamics in (6.12b). From (6.12f) and (6.14), z?k+1|k satisfies z
?
k+1|k ∈
Z1 (ε[k], ε) = Z 	 F̂E (ε) 	 F̂Ŵ (ε[k], ε). It follows that
[
xTk+1, u
T
k
]T ∈ Z = X × U ,
therefore xk+1 ∈ X and uk ∈ U .
Initial condition: We have from (6.10) that ẑk+1 = Â(δ[k])ẑk + B̂(δ[k])uk + F̂ ŵk. On
the other hand, by (6.20a),
zk+1|k+1 = z
?
k+1|k + L0F̂ ŵk
= Â(δ[k])z?k|k + B̂(δ[k])u
?
k|k + L0F̂ ŵk.
Note that z?k|k = ẑk, uk = u
?
k|k, and L0 = I. Therefore zk+1|k+1 = ẑk+1, hence the
initial condition is satisfied.
Dynamics: We show that the candidate solution satisfies the dynamics constraint in
Eq. (6.12b). For 0 ≤ j < N we have
zk+j+2|k+1
= z?k+j+2|k + Lj+1F̂ ŵk
= Â (δ) z?k+j+1|k + B̂(δ)u
?
k+j+1|k + Lj+1F̂ ŵk
= Â (δ)
(
zk+j+1|k+1 − LjF̂ ŵk
)
+ B̂(δ)
(
uk+j+1|k+1 −Kj (δ)LjF̂ ŵk
)
+ Lj+1F̂ ŵk
= Â (δ) zk+j+1|k+1 + B̂(δ)uk+j+1|k+1
−
(
Â (δ) + B̂(δ)Kj (δ)
)
LjF̂ ŵk + Lj+1F̂ ŵk
= Â (δ) zk+j+1|k+1 + B̂(δ)uk+j+1|k+1
where the equality in (6.16) is used to derive the last equality. Therefore the dynamics
constraint is satisfied for all 0 ≤ j < N . For j = N , the constraint is satisfied by
construction by (6.20b).
State constraints: We need to show that z(k+1)+j|k+1 ∈ Zj(ε, ε) for all j ∈ {0, . . . , N}.
Consider any 0 ≤ j < N . (6.14) states that Zj+1 (ε[k], ε) = Zj (ε, ε)	LjF̂Ŵ (ε[k], ε).
From the construction of the candidate solution we have zk+j+1|k+1 = z
?
k+j+1|k +
LjF̂ ŵk, where ŵk ∈ Ŵ (ε[k], ε) and z?k+j+1|k ∈ Zj+1 (ε[k], ε). By definition of the Pon-
tryagin difference, we conclude that zk+j+1|k+1 ∈ Zj (ε, ε) for all j ∈ {0, . . . , N − 1}.
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At j = N the candidate solution in (6.20a) gives us z(k+1)+N |k+1 = z
?
k+N+1|k +
LN F̂ ŵk. Because z
?
k+N+1|k ∈ Zf (ε[k], ε) = C (δ, ε) 	 LN F̂Ŵ (ε[k], ε) and ŵk ∈
Ŵ (ε[k], ε), we have z(k+1)+N |k+1 ∈ C (δ, ε). The definition of C (δ, ε) in (6.18) im-
plies C (δ, ε) ⊆ ZN (ε, ε). Therefore z(k+1)+N |k+1 ∈ ZN (ε, ε).
Terminal constraint: We need to show that zk+N+2|k+1 ∈ Zf (ε, ε) = C (δ, ε) 	
LN F̂Ŵ (ε, ε). Add LN F̂ ŵ, for any ŵ ∈ Ŵ (ε, ε), to both sides of (6.20b) and note
that uk+N+1|k+1 = κ
(
zk+N+1|k+1
)
, we have
zk+N+2|k+1 + LN F̂ ŵ = Â (δ) zk+N+1|k+1
+ B̂ (δ)κ
(
zk+N+1|k+1
)
+ LN F̂ ŵ.
It follows from zk+N+1|k+1 ∈ C (δ, ε) and from the definition of the invariant control
invariant admissible set C (δ, ε) (Eq.(6.18)) that zk+N+2|k+1 + LN F̂ ŵ ∈ C (δ, ε) for all
w ∈ Ŵ (ε, ε). Then by definition of the Pontryagin difference, we conclude that
zk+N+2|k+1 ∈ C (δ, ε)	 LN F̂Ŵ (ε, ε) = Zf (ε, ε).
The control algorithm in Alg. 1 , in each time step k, solves P(δ,ε)(x̂k, δk, εk, uk−1)
for each estimation mode (δ, ε) ∈ ∆ and selects the control input uk and the next
estimation mode (δk+1, εk+1) corresponding to the best total cost J(δ,ε). Therefore,
during the course of control, the algorithm may switch between the estimation modes
in ∆ depending on the system’s state. Thm. 6.10.2 states that if the control algorithm
Alg. 1 is feasible in its first time step then it will be robustly feasible and the state
and control input constraints are also robustly satisfied.
Theorem 6.10.2. If at the initial time step there exists (δ, ε) ∈ ∆ such that
P(δ,ε)(x̂0, δ0, ε0, u0−1) is feasible then the system Eq. 6.9 controlled by Alg. 1 and sub-
jected to disturbances constrained s.t. wk ∈ W ,∀k ≥ 0 robustly satisfies the state
constraint xk ∈ X, ∀k ≥ 0 and the control input constraint uk ∈ U,∀k ≥ 0, and all
subsequent iterations of the algorithm are feasible.
Proof. The Theorem can be proved by recursively applying Thm. 6.10.1. Indeed,
suppose at time step k the algorithm is feasible and results in control input uk and
next estimation mode (δk+1, εk+1), then P(δk+1,εk+1)(x̂k, δk, εk, uk−1) is feasible.
By Theorem 6.10.1, uk ∈ U and at the next time step k + 1, xk+1 ∈ X and
P(δk+1,εk+1)(x̂k+1, δk+1, εk+1, uk+1−1) is also feasible, hence the algorithm is feasible.
Therefore, the Theorem holds by induction.
6.11 The Stochastic case
When the estimation errors are drawn from a distribution, the contracts for the
perception algorithm are of the form (δ,Σ) (computation time and estimation error
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covariance respectively, assume 0 mean distributions w.l.o.g). In the following section
we consider the case where the estimation errors come from a general distribution
(with bounded second moment) and have bounded support.
The main results are summarized in the following theorem (restated here):
Theorem 6.11.1. For any estimation mode (δ,Σ), if P(δ,ε)(x̂k, δk, εk, uk−1) is fea-
sible then the system (2) controlled by the RAMPC and subjected to disturbances
constrained by wk ∈ W satisfies, with probability at least 1 − ζ, the state constraint
xk ∈ X and the control input constraint uk ∈ U , and the subsequent optimization
Pδ,ε(x̂k+1, δ[k], ε[k], uk), are feasible with Probability 1.
We begin with a candidate solution similar to the one from the robust (worst case)
Anytime MPC case, i.e. (6.20). Since the proofs are very similar in nature to those
in the robust case, we will build on top of those existing proofs, dropping subscripts
for mode, time step, and constraint number where necessary for ease of notation.
6.11.1 Constraint tightening
Here, we assume that the estimation error e comes from a distribution with a known
bounded variance and a known mean (set to 0 w.l.o.g) for each mode of the perception-
based estimator (δ,Σ).For the sake of simplicity, we assume that the process noise w
is also such a distribution and has a bounded support.
Starting from a chance constraint of the form P (Hzk+j|k ≤ g) ≥ 1−ζ with g ∈ Rp,
constraint separation tells us that this constraint is satisfied when ∀i = 1, . . . , p:
P (HTi zk+j|k ≤ gi) ≥ 1− ζi (6.21)
where ζi|ζi ≥ 0 ∀i,
∑p
i=1 ζi = ζ. This is satisfied by the candidate solution when:
P (HTi (z̄k+j|k +
j−1∑
l=0
LlF̂ ŵk+(j−l) − F̂ ek+j) ≤ gi) ≥ 1− ζi (6.22)
Let
λi,k+j|k = H
T
i
j−1∑
l=0
LlF̂ ŵk+(j−l) − F̂ ek+j (6.23)
then for the optimization formulation we need (6.22) in a form:
HTi z̄k+j|k ≤ gi − γi,k+j|k (6.24a)
where, γi,k+j|k s.t.P (λi,k+j|k ≤ γi,k+j|k) ≥ 1− ζi (6.24b)
Assume λi,k+j|k has variance σ
2
i,k+j|k, which can be computed as w and e are
independent and have bounded variances. Now in order to compute such a γi,k+j|k,
we have the option of using one of multiple concentration inequalities:
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Case A: e has unbounded support: In this case, we can use the very commonly
used Kouvaritakis et al. [2010], Boucheron et al. [2013] Chebyschev inequality:
P (λi,k+j|k ≥ γi,k+j|k) ≤ ζi
=
σ2i,k+j|k
σ2i,k+j|k + γ
2
i,k+j|k
(6.25)
This gives us
γchebi,k+j|k ≥ σi,k+j|k
√
1− ζi
ζi
(6.26)
We can use this γchebi,k+j|k in (6.24a) to be used for the constraints of the optimization.
In this work, we do not develop the formulation for this further as strong guarantees
on recursive feasibility cannot be achieved when the error distribution does not have
a finite support.
Case B: e has bounded support: In this case, we have the option of using either the
Hoeffding or the Bernstein concentration inequalities Boucheron et al. [2013] (based
on the form of the bound available). We know that λi,k+j|k is formed by a sum of
multiple independent random variables (6.23). Let this sum be λi,k+j|k =
∑
v λv, with
λv generally referring to elements of the sum in (6.23). Since e and w have bounded
support, so do the λv’s, let their bounds be av ≤ λ ≤ bv ∀v. Also, let their variances
be σ2v . In this case, we can use the Hoeffding concentration inequality:
P (λi,k+j|k ≥ γi,k+j|k) ≤ ζi
= exp
−2γ2i,k+j|k∑
v(bv − av)2
(6.27)
Solving this gives us a value of γi,k+j|k to be used in the constraints for the opti-
mization:
γhoeffi,k+j|k ≥ (1/
√
2)
√∑
v
(bv − av)2 log(1/ζi) (6.28)
Another option is to use the Bernstein concentration inequality. In order to use
this, define M = maxv bv (therefore λv ≤M ∀v). With this
P (λi,k+j|k ≥ γi,k+j|k) ≤ ζi
= exp
−γ2i,k+j|k
(2/3)Mγi,k+j|k + 2
∑
v σ
2
v
(6.29)
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Define c1 = (−2/3) log(1/ζi) and c2 = −2 log(1/ζi)
∑
v σ
2
v . We can compute a
γi,k+j|k that can be used in the optimization formulation from the above equation as
follows:
γbernsti,k+j|k ≥ (1/2)(−c1 ±
√
c21 − 4c2) (6.30)
Combining these with (6.24a) results in linear constraints on the optimization
variables of the SAMPC such that the chance constraints P (Hzk+j|k ≤ g) ≥ 1− ζ are
satisfied for all j in the optimization horizon.
The rest of this section will focus on the recursive feasibility of the candidate
solution of (6.20) (as constructed for the robust case) for the case where the estimation
error (and process noise) distributions have bounded support.
6.11.2 Sketch of proof for recursive feasibility
Validity of the applied input and next state, initial condition, dynamics
Again, via construction (as shown in the robust case), these conditions are met by
the candidate solution.
State Constraints
Similar to the case when e came from a normal distribution, the condition for recursive
feasibility takes on the form:
HTi LjF̂ ŵk+1 ≤ γi,(k+1)+j|k+1 − γi,k+j+1|k
= pij
(6.31)
This pij can be computed offline since γi,(k+1)+j|k+1, γi,k+j+1|k are computed apriori
(in both cases where the mode remains the same from time k to k + 1, or changes).
With this, and given the samples that form the distribution of e (through the pro-
filing step), the probability can be computed via brute force by summing over all
combinations of the elements that make up the sum HTi LjF̂ ŵk+1.
Recall that we assume bounded support of the distributions of e and w. In this
case, we also know that ŵk+1 ∈ Ŵ . For such cases, we can show prove recursive
feasibility probability to 1 by using the approach presented in Kouvaritakis et al.
[2010]. A sketch of this proof follows.
For simplicity of notation, denote γi,l+j|l = γi,j, and similarly for other variables
with the same indexing that follow.
First, using the bounded support of the uncertainties, we can compute:
κi,j = maxŵk+1∈ŴH
T
i LjF̂ ŵk+1 (6.32)
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Now let γ̃i,j be the maximum element of the j
th column of the following matrix:
γi,1 γi,2 γi,3 . . .
0 γi,1 + κi,1 γi,2 + κi,2 . . .
... 0 γi,1 + κi,1 + κi,2 . . .
...
...
...
. . .
 (6.33)
Replacing γ in (6.24a) by this new γ̃ gives us the constraints:
HTi z̄k+j|k ≤ gi − γ̃i,k+j|k (6.34)
This added conservativeness turns the recursive feasibility probability to 1. This
can be observed by rewriting (6.31):
P (HTi LjF̂ ŵk+1 ≤ γ̃i,j − γ̃i,j+1)
Which, by definition of γ̃i,j
P (HTi LjF̂ ŵk+1 ≤ κi,j)
further, by definition ofκi,j
= 1
(6.35)
Terminal Constraint
The terminal constraint is recursively feasible by the definition of the invariant set
(same formulation as for the robust case) and using the fact that ŵk+1 ∈ Ŵ , where
W can be computed because of the bounded support of the disturbances. The proof
follows from the deterministic (robust) case.
This concludes the proof sketch to show that the SAMPC of (6.7) formulated
using the set shrinking of Sec. 6.11.1 both satisfies the chance constraints and is
recursively feasible with probability 1 (i.e. proves Theorem 6.11.1).
6.12 More details on the experimental setup
To evaluate our methodology on a real platform, we applied it to a hexrotor with the
Odroid-U3 as a computation platform, running the Robot Operating System (ROS)
Quigley et al. [2009] in Ubuntu. For the evaluations, the hexrotor is tasked with
following the two trajectories shown in Fig. 6.11. As can be seen in Fig. 6.17, the
visual odometry algorithm can occcasionaly take a long time to give a pose estimate.
In our formulation we have assumed that the estimator satisfies the (δ, ε) contract
requested by the controller. Thus, to ensure that the estimator fulfils the contract
and that the mathematical guarantees provided by our RAMPC formulation hold,
instead of using the visual odometry algorithm to fly the robot, we injected delays
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Figure 6.17: Cumulative distribution of profiled execution times for visual odometry running
on the Odroid-U3 for varying maximum number of corners from the SVO algorithm.
and errors into the measurements from Vicon, which is a high accuracy localization
system. These delays and errors were selected from the ∆ curve obtained by profiling
the SVO algorithm (Fig 6.9). The hexrotor flies using these pose estimates and our
control algorithms for both the position/velocity control and setting the time deadline
for the next estimate. The RAMPC has the positions and velocities in the 3-axes as
its references, xrefk , to track, and generates control inputs in the form of desired
thrust, roll and pitch for a low-level attitude controller to track. The RAMPC and
SAMPC are coded in CVXGEN Mattingley and Boyd [2012] and the generated C
Code is integrated in the ROS module for control of the hexrotor, running at 20Hz.
The constraint sets for the RAMPC and SAMPC are computed offline in MATLAB
and then used in CVXGEN as polyhedron type constraints. The constraint set X
defines a safe set of positions and velocities in the flying area. The constraint set U
of inputs keeps desired pitch and roll magnitudes less than 30 degrees and desired
thrust within limits of the hex-rotor abilities.
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Chapter 7
Robust Model Predictive Control
for Constrained Non-Linear
Systems
7.1 Introduction
The Robust MPC solution in the co-design framework presented in Chapter 6 is lim-
ited to linear time-invariant systems. This chapter develops the theoretical foundation
to extend the co-design framework to non-linear systems, particularly input-affine
non-linear systems. Here, we are concerned with the problem of controlling nonlinear
dynamical systems S of the form ẋ = f(x)+G(x)u under state and input constraints,
and subject to errors in the state estimate. This problem is formulated as
min
x,u
l(x,u) (7.1)
s.t. ẋ = f(x) +G(x)u
x ∈ X, u ∈ U
where l(x,u) is a cost function whose minimization over the state and input trajec-
tories x and u ensures stability of the system. Sets X ⊂ Rnx and U ⊂ Rnu encode
constraints on the state (e.g., safety) and the input. The input u = u(x̂) is a function
of a state estimate that in general differs from the true state of the system.
Whereas Model Predictive Control (MPC) is a widely used technique for control-
ling linear systems with constraints, its application to nonlinear systems involves the
repeated solution of generally non-quadratic, non-convex optimizations. Various ap-
proaches for solving (or approximately solving) the optimizations and their trade-offs
are reviewed in Cannon [2004]. Another approach is to first feedback linearize the
system S Khalil [2002]: namely, the applied control u = u(x, v) is designed in such a
way that the resulting closed-loop dynamics Sfl are now linear :
Sfl : ż = Az +Bv
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The input v to the linearized dynamics can now be computed so as to optimize system
performance and ensure stability. The state z of the linearized system Sfl is related
to the state x of the nonlinear system S via a (system-specific) function T : z = T (x).
Contributions : In this chapter we develop a feedback linearization solution to the
above control problem, with state estimation errors, input and state constraints, and
non-identity T . To the best of our knowledge, this is the first feedback linearization
solution to this problem. The resulting control problem is solved by RMPC with
time-varying linear constraint sets.
The chapter is organized as follows: in the next section we formulate the feedback
linearized control problem. In Sec. 7.3, we describe the RMPC algorithm we use to
solve it, and prove that it stabilizes the nonlinear system. Sec. 7.4 shows how to
compute the various constraint sets involved in the RMPC formulation, and Sec. 7.5
applies our approach to two examples. Sec. 7.6 concludes this chapter.
7.2 Problem Formulation
A common method for control of nonlinear systems is Feedback linearization Khalil
[2002]. Briefly, in feedback linearization, one applies the feedback law u(x, v) =
R(x)−1(−b(x) + v) to (7.1), so that the resulting dynamics, expressed in terms of the
transformed state z = T (x), are linear time-invariant:
Sfl : ż = Acz +Bcv (7.2)
By using the remaining control authority in v to control Sfl, we can effectively control
the non-linear system for, say, stability or reference tracking. T is a diffeomorphism
Khalil [2002] over a domain D ⊂ X. The original and transformed states, x and
z, have the same dimension, as do u and v, i.e. nx = nz and nu = nv. Because
we are controlling the feedback linearized system, we must find constraint sets Z
and V for the state z and input v, respectively, such that (z, v) ∈ Z × V =⇒
(T−1(z), u(T−1(z), v)) ∈ X × U . This is done in Sec. 7.4.4. We assume that the
system (7.1) has no zero dynamics Khalil [2002] and all states are controllable. In
case there are zero dynamics, then our approach is applicable to the controllable
subset of the states as long as the span of the rows of G(x) is involutive Khalil [2002].
For feedback linearizing (7.1) and for controlling (7.1), only a periodic state esti-
mate x̂ of x is available. This estimate is available periodically every τ time units, so
we may write x̂k := x̂(kτ) = xk + ek, where xk and ek are sampled state and error
respectively. We assume that ek is in a bounded set E for all k. This implies that the
feedback linearized system can be represented in discrete-time: zk+1 = Azk +Bzk.
The corresponding z-space estimate ẑk is given by ẑk = T (x̂k). In general the
z-space error ẽk := T (x̂k)− T (xk) is bounded for every k but does not necessarily lie
in E. Let Ẽk be the set containing ẽk: in Sec. 7.4.3 we show how to compute it.
Because the linearizing control operates on the state estimate and not xk, we add
a process noise term to the linearized, discrete-time dynamics. Our system model is
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therefore
zk+1 = Azk +Bvk + wk (7.3)
where the noise term wk lies in the bounded set W for all k. An estimate of W can be
obtained using the techniques presented here. The control problem (7.1) is therefore
replaced by:
min
z,v
∞∑
k=0
zTkQzk + v
T
kRvk (7.4)
s.t. zk+1 = Azk +Bvk + wk
zk ∈ Z, vk ∈ V,wk ∈ W
(In Thm. 7.2, we show that minimizing this cost function implies stability of the
system).
It is easy to derive the dynamics of the state estimate ẑk:
ẑk+1 = zk+1 + ẽk+1 (7.5)
= Azk +Bvk + wk + ẽk+1
= Aẑk +Bvk + (wk + ẽk+1 − Aẽk)
= Aẑk +Bvk + ŵk+1
where ŵk+1 = wk + ẽk+1 − Aẽk, and lies in the set Ŵk+1 := W ⊕ Ẽk+1 ⊕ (−AẼk).
Example 8. Consider the 2D system
ẋ1 = sin(x2), ẋ2 = −x21 + u (7.6)
The safe set for x is given as X = {|x1| ≤ π/2, |x2| ≤ π/3}, and the input set is
U = [−2.75, 2.75]. For the measurement y = h(x) = x1, the system can be feedback
linearized on the domain D = {x| cos(x2) 6= 0}, where it has a relative degree of ρ = 2.
The corresponding linearizing feedback input is u = − tan(x2) + (cos(x2))v. The
feedback linearized system is ż1 = z2 , ż2 = v, where T is given by z = T ((x1, x2)) =
(x1, sin(x2)). We can analytically compute the safe set in z-space as Z = T (X) =
{|z1| ≤ π/2, |z2| ≤ 0.8660}.
a
For a more complicated T , it is not possible to obtain analytical expressions for
Z. The computation of Z in this more general case is addressed in Sec. 7.4.4.
Notation. Given two subsets A,B of Rn, their Minkowski sum is A⊕B := {a+
b | a ∈ A, b ∈ B}. Their Pontryagin difference is A	B = {c ∈ Rn | c+b ∈ A ∀b ∈ B}.
Given integers n ≤ m, [n : m] := {n, n+ 1, . . . ,m}.
Assumption. The approach we use applies when X,U,E and W are arbitrary
convex polytopes (i.e. bounded intersections of half-spaces). For the sake of simplicity,
we assume they are all hyper-rectangles that contain the origin, i.e. sets of the form
[a1, a1]× . . .× [an, an], ai ≤ 0 ≤ ai ∀i.
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7.3 Robust MPC for the feedback linearized sys-
tem
Following Richards and How [2005a], Pant et al. [2015a], we formulate a Robust MPC
(RMPC) controller of (7.4) via constraint restriction. We outline the idea before
providing the technical details. The key idea is to move the effects of estimation error
ẽk and process noise wk (the ‘disturbances’) to the constraints, and work with the
nominal (i.e., disturbance-free) dynamics: z̄k+1 = Az̄k + Bvk, z̄0 = ẑ0. Because we
would be optimizing over disturbance-free states, we must account for the noise in the
constraints. Specifically, rather than require the next (nominal) state z̄k+1 to be in Z,
we require it to be in the shrunk set Z 	 Ŵk+1|k	 Ẽk+1|k: by definition of Pontryagin
difference, this implies that whatever the actual value of the noise ŵk+1 ∈ Ŵk+1|k
and of the estimation error ẽk+1 ∈ Ẽk+1|k, the actual state zk+1 will be in Z. This is
repeated over the entire MPC prediction horizon j = 1, . . . , N , with further shrinking
at every step. For further steps (j > 1), the process noise ŵk+j|k is propagated
through the dynamics, so the shrinking term Ŵ is shaped by a stabilizing feedback
controller z̄ 7→ Kz̄. At the final step (j = N + 1), a terminal constraint is derived
using the worst case estimation error set Ẽmax and a global inner approximation for
the input constraints, Vinner−global.
Through this successive constraint tightening we ensure robust safety and feasi-
bility of the feedback linearized system (and hence of the non-linear system). Since
we use just the nominal dynamics, and show that the tightened constraints are lin-
ear in the state and inputs, we still solve a Quadratic Program (QP) for the RMPC
optimization. The difficulty of applying RMPC in our setting is that the amounts
by which the various sets are shrunk vary with time because of the time-varying
state estimation error, are state-dependent, and involve set computations with the
non-convexity preserving mapping T . One of the contributions here is to establish
recursive feasibility of RMPC with time-varying constraint sets.
The RMPC optimization Pk(ẑk) for solving (7.4) is:
J∗(z̄k) = min
z̄,u
N∑
j=0
{z̄Tk+j|kQz̄k+j|k + vTk+j|kRvk+j|k}
+ z̄Tk+N+1|kQf z̄k+N+1|k (7.7a)
z̄k|k = ẑk (7.7b)
z̄k+j+1|k = Az̄k+j|k +Bvk+j|k, j = 0, . . . , N (7.7c)
z̄k+j|k ∈ Zk+j|k, j = 0, . . . , N (7.7d)
vk+j|k ∈ Vk+j|k, j = 0, . . . , N − 1 (7.7e)
pN+1 = [zk+N+1|k, vk+N |k]
T ∈ Pf (7.7f)
Here, z̄ is the state of the nominal feedback linearized system. The cost and
constraints of the optimization are explained below:
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• Eq. (7.7a) shows a cost quadratic in z̄ and v, where as usual Q is positive
definite and R is positive semi-definite. In the terminal cost term, Qf is the
solution of the Lyapunov equation Qf − (A+BK)TQf (A+BK) = Q+KTRK.
This choice guarantees that the terminal cost equals the infinite horizon cost
under a linear feedback control z̄ 7→ Kz̄ Kouvaritakis and Cannon [2015].
• Eq. (7.7b) initializes the nominal state with the current state estimate.
• Eq. (7.7c) gives the nominal dynamics of the discretized linearized system.
• Eq. (7.7d) tightens the admissible set of the nominal state by a sequence of
shrinking sets.
• Eq. (7.7e) constrains vk+j|k such that the corresponding u(x, v) is admissible,
and the RMPC is recursively feasible.
• Eq. (7.7f) constrains the final input and nominal state to be within a terminal
set Pf .
The details of these sets’ definitions and computations are given in Sec. 7.4.
7.3.1 State and Input Constraints for the Robust MPC
The state and input constraints for the RMPC are defined as follows:
The state constraints Zk+j|k: The tightened state constraints are functions of the
error sets Ẽk+j|k and disturbance sets Ŵk+j|k, and defined ∀ j = 0, . . . , N
Zk+j|k = Z 	
j−1
i=0 (LiŴk+(j−i)|k)	 (−Ẽk+j|k) (7.8)
(Recall Z is a subset of T (X), Ŵk+j|k and Ẽk+j|k bound the estimation error and
noise, resp., and are formally defined in Sec. 7.4). The state transition matrix Lj,
∀j = 0, . . . , N is defined as L0 = I, Lj+1 = (A + BK)Lj. The intuition behind this
construction was given at the start of this section.
The input constraints Vk+j|k: ∀j = 0, ..., N − 1
Vk+j|k = V k+j|k 	
j−1
i=0 KLiŴk+(j−i)|k (7.9)
where V k+j|k is an inner-approximation of the set of admissible inputs v at prediction
step j + k|k, as defined in Sec. 7.4.2. The intuition behind this construction is
similar to that of Zk+j|j: given the inner approximation V k|k, it is further shrunk at
each prediction step j by propagating forward the noise ŵk through the dynamics,
and shaped according to the stabilizing feedback law K, following Richards and How
[2005a].
The terminal constraint Pf : This constrains the extended state pk = [z̄k, vk−1]
T ,
and is given by
Pf = Cp 	
[
(A+BK)N
K(A+BK)N−1
]
Ŵmax (7.10)
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where Ŵmax ⊂ Rnz is a bounding set on the worst-case disturbance (we show how
it’s computed in Sec. 7.4.3), and Cp ⊂ Rnz × Rnv is an invariant set of the nominal
dynamics subject to the stabilizing controller z̄ 7→ Kz̄, naturally extended to the
extended state p: that is, there exists a feedback control law p 7→ K̂p, such that
∀p ∈ Cp
Âp+ B̂K̂p+ L̂N [ŵ
T , 0T ]T ∈ Cp, ∀ŵ ∈ Ŵmax (7.11)
with Â =
[
A 0n×m
0m×n 0m×m
]
, B̂ =
[
B
Im×m
]
, K̂ =
[
K 0m×m
]
, L̂N = (Â + B̂K̂)
N . It is
important to note the following:
• The set Pf can be computed offline since it depends on Ŵmax, Ẽmax and the
global inner approximation for the constraints on v, Vinner−global, all of which
can be computed offline.
• If Pf is non-empty, then all intermediate sets that appear in (7.7) are also non-
empty, since Pf shrinks the state and input sets by the maximum disturbances
Ŵmax and Ẽmax. Thus we can tell, before running the system, whether RMPC
might be faced with empty constraint sets (and thus infeasible optimizations).
• Note that all constraints are linear.
7.3.2 The Control Algorithm
We can now describe the algorithm used for solving (7.7) by robust receding horizon
control.
7.3.3 Robust Feasibility and Stability
We are now ready to state the main result of this chapter: namely, that the RMPC
of the feedback linearized system (7.7) is feasible at all time steps if it starts out
feasible, and that it stabilizes the nonlinear system, for all possible values of the state
estimation error and feedback linearization error.
Theorem 7.1 (Robust Feasibility). If at some time step k0 ≥ 0, the RMPC opti-
mization Pk0(ẑk0) is feasible, then all subsequent optimizations Pk(ẑk)k > k0 are also
feasible. Moreover, the nonlinear system (7.1) controlled by algorithm 2 and subject
to the disturbances (E, W ) satisfies its state and input constraints at all times k ≥ k0.
The proof is in the online report Pant et al. [2016].
Theorem 7.2 (Stability). Given an equilibrium point xe ∈ X0 ⊂ T−1(Z) of the
nonlinear dynamics (7.1), Algorithm 2 stabilizes the nonlinear system to an invariant
set around xe.
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Algorithm 2 RMPC via feedback linearization
Require: System model, X, U , E, W
Offline, compute:
Initial safe sets X0 and Z . Sec. 7.4.4
Ẽmax, Ŵmax . Sec. 7.4.3
Cp, Pf . Sec. 7.3.1
Online:
if Pf = ∅ then
Quit
else
for k = 1, 2, . . . do
Get estimate x̂k, compute ẑk = T (x̂k)
Compute V k+j|k, Ẽk+j|k, Ŵk+j|k . Sec. 7.4.2
Compute Zk+j|k, Vk+j|k . Sec. 7.3.1
(v∗k|k, . . . , v
∗
k+N |k) = Solution of Pk(ẑk)
vk = v
∗
k|k
Apply uk = R(x̂k)
−1[b(x̂k) + vk] to plant
Proof. Let T be the diffeomorphism mapping x to z from feedback linearization. By
a change of variables z′ = z−T (xe), stabilizing the linear dynamics (with state z′) to
0 implies stabilizing the nonlinear dynamics to xe. Recall that Q and Qf of (7.7) are
positive definite and that R is positive semi-definite, so that the optimal cost J∗(z̄k)
is a positive definite function of z̄k, and that the terminal weight in (7.7) is equivalent
to the infinite horizon cost (by our choice of Qf ). Finally Thm. 7.1 guarantees that
the tail of the input sequence computed at k is admissible at time k + 1. Therefore
it is a standard result that the optimal cost J∗(z̄k) is non-increasing in k and that 0
is a stable equilibrium for the closed-loop linear system (e.g., see Kouvaritakis and
Cannon [2015] ). Moreover the nominal feedback-linearized system (z̄) converges to
0 from anywhere in Z. Therefore, the nominal x̄k converges to xe from anywhere in
X0 ⊂ T−1(Z). The true state (xk) then converges to the invariant set around xe.
7.4 Set definitions for the RMPC
Algorithm 2 and the problem Pk(ẑk) (7.7) use a number of constraint sets to ensure
recursive feasibility of the successive RMPC optimizations, namely: inner approxi-
mations of the admissible input sets V k+j|k, bounding sets for the (T -mapped) esti-
mation error Ẽk+j|k, bounding sets for the process noise Ŵk+j|k, and the largest error
and noise sets Ẽmax and Ŵmax. In this section we show how these sets are defined
and computed.
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7.4.1 Approximating the reach set of the nonlinear system
First we show how to compute an outer-approximation of the j-step reach set of the
nonlinear system, starting at time k, Xk+j|k. This is needed for computing V k+j|k
and Ẽk+j|k.
In all but the simplest systems, forward reachable sets cannot be computed ex-
actly. To approximate them we may use a reachability tool for nonlinear systems like
RTreach Johnson et al. [2016]. A reachability tool computes an outer-approximation
of the reachable set of a system starting from some set X ⊂ X, subject to inputs
from a set U , for a duration T ≥ 0. Denote this approximation by RT=T (X , U), so
x(T ) ∈ RT=T (X , U) for all T , x(0) ∈ X and u : [0, T ]→ U .
At time k, the state estimate x̂k is known. Therefore xk = x̂k−ek ∈ x̂k⊕ (−E) :=
Xk|k. Propagating Xk|k forward one step through the continuous-time nonlinear dy-
namics yields Xk+1|k, which is outer-approximated by RT=T (Xk|k, U). The state es-
timate that the system will receive at time k + 1 is therefore bound to be in the set
RT=T (Xk|k, U) ⊕ E. Since 0 ∈ E, we maintain Xk+1|k ⊂ RT=T (Xk|k, U) ⊕ E. We
define the outer-approximate reach set at k + 1, computed at time k, to be
Xk+1|k := RT=T (Xk|k, U)⊕ E ⊕ (−E)
(The reason for adding the extra −E term will be apparent in the proof to Thm.
7.1).
More generally, for 1 ≤ j ≤ N , we define the j-step approximation computed at
time k to be
Xk|k := x̂k ⊕ (−E)
Xk+j|k := RT=T (Xk+j−1|k, U)⊕ E ⊕ (−E) (7.12)
Fig. 7.1 shows a visualization of this approach. The following holds by construction:
Lemma 4. For any time k and step j ≥ 1, Xk+j|k ⊂ Xk+j|k.
This construction of Xk+j|k permits us to prove recursive feasibility of the RMPC
controller, because it causes the constraints of the RMPC problem setup at time k+1
to be consistent with the constraints of the RMPC problem setup at time k.
7.4.2 Approximating the bounding sets for the input
Given x ∈ X, define the set V (x) := {v ∈ Rnv | u(x) = R−1(x)[b(x) + v] ∈ U}.
We assume that there exist functions vi,vi : X → R s.t. for any x, V (x) =
{[v1, . . . , vnv ]T | vi(x;U) ≤ vi ≤ vi(x;U)}. Because in general V (x) is not a rectangle,
we work with inner and outer rectangular approximations of V (x). Specifically, let
X be a subset of X. Define the inner and outer bounding rectangles, respectively
V (X ) := {[v1, . . . , vnv ]T | max
x∈X
vi(x;U) ≤ vi ≤ min
x∈X
vi(x;U)}
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Figure 7.1: The outer-approximated reach sets for xk+j , computed at time steps k, k + 1,
used to compute Ẽk+j|k, Vk+j|k.
V(X ) := {[v1, . . . , vnv ]T | min
x∈X
vi(x;U) ≤ vi ≤ max
x∈X
vi(x;U)}
By construction, we have for any subset X ⊂ X
V (X ) ⊆ ∩x∈XV (x) ⊂ V(X ) (7.13)
If two subsets of X satisfy X1 ⊂ X2, then it holds that
V (X2) ⊂ V (X1), V(X1) ⊂ V(X2) (7.14)
We can compute:
V k+j|k = V (Xk+j|k), V inner−global = V (X) (7.15)
In practice we use interval arithmetic to compute these sets since Xk+j|k and U are
hyper-intervals. Fig. 7.2 shows these sets for the running example.
7.4.3 Approximating the bounding sets for the disturbances
We will also need to define containing sets for the state estimation error in z space:
recall that ẑk = T (x̂k) = T (xk + ek). We use a Taylor expansion
ẑk = T (xk) +
dT
dx
(xk)︸ ︷︷ ︸
M(xk)
ek +
1
2
eTk
d2T
dx2
(c)ek︸ ︷︷ ︸
rk(c)
, c ∈ xk + E
= T (xk) +M(xk)ek + rk(c), c ∈ xk + E
= T (xk) + hk + rk(c), c ∈ xk + E
The remainder term rk(c) is bounded in the set ∪c∈{xk}⊕E 12e
T d2T
dx2
(c)e. Thus when
setting up Pk(ẑk), at the jth step, rk+j|k ∈ Dk+j|k := ∪c∈Xk+j|k⊕E
1
2
eT d
2T
dx2
(c)e, where
Xk+j|k is the reach set computed in (7.12).
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Figure 7.2: Local and global inner approximations of input constraints for running example,
with Xk+j|k = [−π/4, 0]× [−0.9666,−0.6283] for some k, j and U = [−2.75, 2.75]. Color in
online version.
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The error hk lives in ∪x∈Xk,e∈EM(x)e. Thus when setting up Pk(ẑk), the error
hk+j|k lives in ∪x∈Xk+j|kM(x)E. Finally the rectangular over-approximation of this
set is
Hk+j|k = {h |
nx∑
`=1
min
x∈Xk+j|k,e∈E
Mi`(x)e(`) ≤ h(i)
≤
nx∑
`=1
max
x∈Xk+j|k,e∈E
Mi`(x)e(`)} (7.16)
where Mi` is the (i, `)
th element of matrix M and h(`) is the `th element of h.
Therefore the state estimation error hk+j|k + rk+j|k is bounded in the set Hk+j|k ⊕
Dk+j|k. In the experiments we ignore the remainder term Dk+j|k based on the obser-
vation that ek is small relative to the state xk. Thus we use:
Ẽk+j|k = Hj+k|j (7.17)
Example 9. For the running example (7.6), we have M = [1, 0; 0, cos(x2)]. If the
estimation error e (in radians) is bounded in E = {e|||e||∞ ≤ 0.0227}, then the
relative linearization error, averaged over several realizations of the error, is less than
2 · 10−3.
a
We also need to calculate containing sets for the process noise ŵ. Recall that for
all k, j, ẑk+j+1 = Aẑk+j +Bvk + ŵk+j+1. Therefore
ŵk+j+1 ∈ Ŵk+j+1|k := W ⊕ Ẽk+j+1|k ⊕ (−AẼk+j|k) (7.18)
We also define the set Ẽmax, which is necessary for the terminal constraints of
Eq. (7.10). Ẽmax represents the worst case bound on the estimation error ẽk, and is
computed similar to Eq. (7.17), but over the entire set X.
n∑
`=1
min
x∈X,e∈E
Mi`(x)e(`) ≤ ẽk(i) ≤
n∑
`=1
max
x∈X,e∈E
Mi`(x)e(`) (7.19)
Ŵmax is then defined as:
Ŵmax = W ⊕ Ẽmax ⊕ (−AẼmax) (7.20)
For the running example, Fig. 7.3 shows the set Ẽmax and Ẽk+j|k computed by
Eqs. (7.17) and (7.19). for an arbitrary Xk+j|k = [−π/4, 0] × [−0.9666,−0.6283].
It also shows 1000 randomly generated values for T (x̂) − x (for randomly generated
e ∈ E and x ∈ Xk+j|k), and all fall inside Ẽk+j|k.
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Figure 7.3: The error sets Ẽmax and Ẽ computed over an arbitrary Xk+j|k. Also shown are
realizations of ẽ := T (x̂)− T (x) for randomly chosen x ∈ X . Color in online version.
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7.4.4 Transforming between x-space and z-space
Since we control the system in z-space, we need to compute a set Z ⊂ Rnz s.t.
z ∈ Z =⇒ x = T−1(z) ∈ X, i.e. Z ⊂ T (X). Thus keeping the state z of
the linearized dynamics in Z implies the nonlinear system’s state x remains in X.
Moreover, to check feasibility at time 0 of the MPC optimization, and for stability of
the nonlinear dynamics, we need a subset X0 ⊂ X s.t. x ∈ X0 =⇒ z = T (x) ∈ Z,
i.e. X0 ⊂ T−1(Z). Because T can be an arbitrary diffeomorphism Z and X0 have to
computed numerically.
1. Let Z1 ⊂ Rnz be the rectangle with bounds in the ith dimension [minx∈X Ti(x),maxx∈X Ti(x)],
i = 1, . . . , nx. This over-approximates T (X). Next we need to prune it so it
under-approximates T (X).
2. Define zin := min{‖z‖0 | z ∈ Z1, T−1(z) /∈ X}. zin is the smallest-norm inad-
missible z in Z1. Thus all points in the `0-ball of radius ‖zin‖,Bz(0, ‖zin‖), are
admissible, i.e. their pre-images via T−1 are in X.
3. Let Rz be the largest inscribed rectangle in Bz(0, ‖zin‖). Now we need to get
the x-set that maps to Rz (or a subset of it).
4. LetX1 ⊂ X be the rectangle with bounds in the ith dimension [minz∈Rz T−1i (z),maxz∈Rz T−1i (z)].
Again, this is an over-approximation of T−1(Rz), so it needs to be pruned.
5. Define xin = inf{‖x‖0 | x ∈ X1, T (x) /∈ Rz}. Then every point in the `0-ball
Bx(0, ‖xin‖) ⊂ X maps via T to Rz
Therefore we choose Z = Rz andX0 to be the largest inscribed rectangle inBx(0, ‖xin‖).
7.5 Experiments
We evaluate our approach on the running example, and on a 4D flexible joint ma-
nipulator. We implemented the RMPC controller of Alg. 2 in MATLAB The set
computations were done using the MPT Toolbox Herceg et al. [2013], and the in-
variant set computations using the Matlab Invariant Set Toolbox Kerrigan [2016].
The reachability computations for Xk+j|k were performed on the linear dynamics and
mapped back to x-space as described in point 4) of Sec. 7.4.4. The RMPC op-
timizations were formulated in CVX Grant and Boyd [2013] and solved by Gurobi
Gurobi Optimization [2015].
7.5.1 Running example
For the running example of Eq. 7.6, we discretize the feedback linearized system at
10Hz and formulate the controller with a horizon of N = 15 steps. The cost function
has parameters Q = I and R = 10−2, and W = [−10−2, 10−2]2. The state trajectories
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Figure 7.4: The states and their estimates of the feedback linearized and non-linear running
example. Recall that z1 = x1 therefore to reduce clutter, we only plot the first state only
for the feedback linearized system. Color in online version.
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Figure 7.5: Inputs v and u and their bounds for the running example. Color in online
version.
(and estimates) for the nonlinear and linearized systems are shown in Fig. 7.4. Note
that the states converge to the equilibrium 0. The input u is shown in Fig. 7.5, and
it can be noted that uk ∈ U for all k.
7.5.2 Single link flexible joint manipulator
We consider the single link flexible manipulator system S, also used in Son et al.
[2001] and Seidi et al. [2012], shown in Fig. 7.6, whose dynamics are given by:
S :

ẋ1
ẋ2
ẋ3
ẋ4
 =

x2
−mgl
I
sin(x1)− σI (x1 − x3)
x4
σ
J
(x1 − x3)
+

0
0
0
1
J
u
This models a system where a motor, with an angular moment of inertia J = 1,
is coupled to a uniform thin bar of mass m = 1/g, length l = 1m and moment of
inertia I = 1, through a flexible torsional string with stiffness σ = 1 and g = 9.8ms−2.
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Figure 7.6: Flexible joint manipulator. Figure adapted from Seidi et al. [2012].
States x1 and x2 are the angles of the bar and motor shaft in radians, respectively,
and x3, x4 are their respective rotational speeds in radians/sec. The safe set is the box
X = [−π/4, π/4] × [−π/4, π/4] × [−π, π] × [−π, π]. The input torque u is bounded
in U = [u, u] = [−10, 10]N · m. The estimation error e = x̂ − x is bounded in
E = [−π/180, π/180]4 and W = [−10−3, 10−3]4.
The diffeomorphism T is given by:
z = T (x) =

x1
x2
−mgl
I
sin(x1)− σI (x1 − x3)
mgl
I
x2 cos(x1)− σI (x2 − x4)

The input to the feedback linearized system is given by v = βu + α(x) where
β = σ
IJ
and
α(x) =
mgl
I
x22sin(x1) +
σ2
IJ
(x1 − x3)
− (mgl
I
cos(x1)−
σ
I
)(
mgl
I
sin(x1) +
σ
I
(x1 − x3))
The feedback linearized system Sfl has the dynamics: ż1 = z2, ż2 = z3, ż3 =
z4, ż4 = v.
A global inner approximation of the v input set is computed, via interval arith-
metic, as Vinner−global = [maxx∈Xα(x) + βu,minx∈Xα(x) + βu]. Similarly, the in-
ner approximations V k+j|k are computed online by interval arithmetic as V k+j|k =
[maxx∈Xk+j|kα(x) + βu,minx∈Xk+j|kα(x) + βu]. Using the procedure of Sec. 7.4.4
the set of safe states for Sfl is given by Z = [−0.5121, 0.5121]2 × [−2.5347, 2.5347]×
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Figure 7.7: The states and their estimates of the feedback linearized and non-linear manip-
ulator. Recall that z1 = x1 and z2 = x2, therefore to reduce clutter, we only plot first two
states only for the feedback linearized system. Color in online version.
[−2.5603, 2.5603]. Also X0 = [−0.4655, 0.4655]2× [−2.7598, 2.7598]× [−2.793, 2.793].
Comparing it to the set X, it shows that we can stabilize the system starting from
initial states in a significantly large region in X.
We applied our controller to the above system with a discretization rate of 10Hz
and MPC horizon N = 10. Fig.7.7 show the states of the feedback linearized system
Sfl. They converge to the origin in the presence of estimation error, while respecting
all constraints. Fig. 7.7 also shows x3 and x4: they also converge to zero (and
remember x1 = z1 and x2 = z2).
Fig. 7.8 shows the input v to Sfl along with the global inner approximation
Vinner−global and the x-dependent inner approximations at the instant when the con-
trol is applied, V k|k computed online. Note that the bounds computed online allow for
significantly more control action compared to the conservative global inner approx-
imation. Finally, Fig. 7.8 also shows the input u applied to the non-linear system
(and its bounds), which robustly respects its constraints u ∈ U .
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Figure 7.8: Inputs v and u and their bounds for the manipulator example. Color in online
version.
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7.6 Discussion
In this chapter we present the first algorithm for robust control of a non-linear system
with estimation errors and state and input constraints via feedback linearization and
Robust MPC. We develop a method to compute linear constraints on the state and
inputs of the feedback linearized system such that the non-linear system respects its
state and input constraints under bounded state estimation errors. We demonstrate
the applicability of our approach on a planar system and a flexible link manipulator
example. Results show that the control algorithm stabilizes the systems while en-
suring robust constraint satisfaction.While we only evaluated our approach for single
input systems, the formulation and set computations involved hold as is for multi-
input systems as well.
Limitations of the approach mostly have to do with the numerical limitations
involved in computing the constraint sets. E.g., in the manipulator example, the set
of states X0 from which we can control the system is a strict subset of the set of safe
states X. Similarly in the computation of the input and error sets, over-conservatism
is potentially a problem.
Ongoing work focuses on implementing this approach for evaluation on a 1/10th
scale autonomous car, running a low power embedded platform. Real-time online
reachability Bak et al. [2014], interval arithmetic, and support function based com-
putations for Z̄k+j|k should allow for fast enough computation of the linear constraints
for the RMPC optimization. In Pant et al. [2015a], we have already shown that CVX-
GEN Mattingley and Boyd [2012] is fast enough to solve Quadratic programs with
linear constraints on low-powered embedded platforms at high enough sampling rates
to allow for satisfactory control of a real system.
7.7 Proof of main result
7.7.1 Constraints of successive MPC problems
We are now ready to state and prove a key lemma regarding the evolution of the
state, error and input sets between MPC optimization problems. This lemma will be
key to proving recursive feasibility of the MPC controller, since it allows us to show
that the constraint sets of one problem, at time k, are appropriate supersets of the
constraint sets of the next problem, at time k + 1.
Lemma 5. Let Xk+j|k be the j-step outer-approximate reach set computed at time k
by a reachability tool as described in Sec. 7.4.1.
Let Ŵk+j|k be the set defined in (7.18).
Let Ẽk+j|k be the error set computed using (7.16), (7.17) by substituting E ← Ẽk|k.
Let V k+j|k = V (Xk+j|k) and Vk+j|k = V(Xk+j|k)
Then the following hold for all k ≥ 0, , j ≥ 1:
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1. Xk+1+j|k+1 ⊆ Xk+j+1|k
2. Ẽk+1+j|k+1 ⊆ Ẽk+j+1|k
3. Ŵk+1+j|k+1 ⊆ Ŵk+j+1|k
4. Vk+1+j|k+1 ⊆ Vk+j+1|k
5. V k+1+j|k+1 ⊇ V k+j+1|k (note the change in inclusion direction)
Proof. 1) Fix an arbitrary k. We prove this by induction on j ≥ 1.
Base case: j = 1. By construction, x̂k+1 ∈ RT=T (Xk|k, U)⊕E. Therefore at time
k + 1, when setting up the problem Pk+1(ẑk+1), the algorithm will first compute
Xk+1|k+1 = x̂k+1 ⊕ (−E) ⊂ RT=T (Xk|k, U) ⊕ E ⊕ (−E) = Xk+1|k. Also Xk+2|k+1 =
RT=T (Xk+1|k+1, U)⊕ E ⊕ (−E) ⊂ RT=T (Xk+1|k, U)⊕ E ⊕ (−E) = Xk+2|k.
Induction step: j > 1. By definition, Xk+1+j|k+1 = RT=T (Xk+1+j−1|k+1, U)⊕E ⊕
(−E) ⊂ RT=T (Xk+j|k, U) ⊕ E ⊕ (−E) (by the induction hypothesis). This last set
equals Xk+j+1|k by definition.
2) By 1) we have that minx∈Xk+j+1|k,e∈EMi`(x)e(`) ≤ minx∈Xk+1+j|k+1,e∈EMi`(x)e(`)
and that maxx∈Xk+j+1|k,e∈EMi`(x)e(`) ≤ maxx∈Xk+1+j|k+1,e∈EMi`(x)e(`) which yields
the desired result.
3) This is immediate from the definition (7.18) and 2).
4) and 5) These are immediate from (7.14).
7.7.2 Proof of Theorem 7.1
We will prove the Theorem by recursion by showing that if at time step k, the
problem Pk(ẑk) is feasible and the feasible control input vk = v∗k|k is applied, then
vk is admissible (meets the system constraints) and at time k + 1, zk+1 is inside Z
and also Pk+1(ẑk+1) is feasible for all disturbances. By recursion then, if we have
feasibility at step k = k0, we have robust constraint satisfaction and feasibility at
time step k0 + 1 and so on for all k > k0.
To begin, let Pk(ẑk) be feasible, then it has a feasible solution
({z∗k+j|k}N+1j=0 , {v∗k+j|k}Nj=0)
that satisfies all the constraints of the Robust MPC. Now let’s construct a feasible
candidate solution for Pk+1(ẑk+1) at the next time step by shifting the above solution
one-step forward. Consider the candidate solution:
z̄k+j+1|k+1 = z
∗
k+j+1|k + Ljŵk+1, ∀j ∈ [0 : N ] (7.21a)
z̄k+N+2|k+1 = Az̄k+N+1|k+1 +Bv̄k+N+1|k+1 (7.21b)
v̄k+j+1|k+1 = v
∗
k+j+1|k +KLjŵk+1, ∀j ∈ [0 : N − 1] (7.21c)
v̄k+N+1|k+1 = Kz̄k+N+1|k+1 (7.21d)
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First we will show that the input and state constraints are satisfied by vk and
z̄k+1, then prove feasibility of the above candidate solution for Pk+1(ẑk+1).
Validity of input and next state: The next state is:
zk+1 = Azk +Bvk + wk
= A(ẑk − ẽk) +Bv∗k|k + wk
= Aẑk +Bv
∗
k|k − ẽk+1 + (wk + ẽk+1 − Aẽk)
= Az∗k|k +Bv
∗
k|k − ẽk+1 + ŵk+1
(Pk(ẑk) initialization)
= z∗k+1|k − ẽk+1 + ŵk+1 (7.22)
By feasibility of the solution at time k,
z∗k+1|k ∈ Zk+1|k = Z 	 (−Ẽk+1|k)	 L0Ŵk+1|k
Therefore, zk+1 ∈ Z and so xk+1 ∈ X.
Moreover, by the feasibility of v∗k|k for Pk(ẑk) and by the definition of V k|k, vk =
v∗k|k ∈ V k|k, which implies that uk ∈ U .
Hence, if Pk(ẑk) is feasible, then the applied input at time step k and the resulting
next state zk+1 (and hence xk+1) are admissible under all possible disturbances. The
next part of the proof will focus on showing that the candidate solution of Eq. (7.21a)
is indeed feasible for Pk+1(ẑk+1) by proving that it meets all the constraints.
Initial Condition: Recall from (7.5) that ẑk+1 = Aẑk + Bvk + ŵk+1. Also by the
construction of the candidate solution,
z̄k+1|k+1 = z
∗
k+1|k + L0ŵk+1
= Az∗k|k +Bv
∗
k|k + ŵk+1 (7.23a)
Since z∗k|k = ẑk and v
∗
k|k = vk, by the two equations above, we have
z̄k+1|k+1 = ẑk+1 (7.24)
Hence, the candidate solution does indeed satisfy the initial condition for Pk+1(ẑk+1).
Next we show that the candidate solution satisfies the nominal dynamics:
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Nominal Dynamics: For 0 ≤ j < N ,we have:
z̄k+j+2|k+1
= z∗k+j+2|k + Lj+1ŵk+1
= Az∗k+j+1 +Bv
∗
k+j+1|k + Lj+1ŵk+1
By the construction of the candidate solution
= A(z̄k+j+1|k+1 − Ljŵk+1) +B(v̄k+j+1|k+1 −KLjŵk+1)
+Lj+1ŵk+1
= Az̄k+j+1|k+1 +Bv̄k+j+1|k+1 − (A+BK)Ljŵk+1
+Lj+1ŵk+1
= Az̄k+j+1|k+1 +Bv̄k+j+1|k+1 − Lj+1ŵk+1 + Lj+1ŵk+1
= Az̄k+j+1|k+1 +Bv̄k+j+1|k+1
For j = N , by construction z̄k+N+2|k+1 = Az̄k+N+1|k+1 +Bv̄k+N+1|k+1. Hence, the
candidate solution does indeed satisfy the nominal dynamics.
State Constraints: To show feasibility of the candidate solution w.r.t the state
constraints, we need to show that z̄(k+1)+j|k+1 ∈ Zk+1+j|k+1 ∀j = 0, . . . , N . Re-writing
Eq.7.8 for Pk(ẑk) for j = 0, . . . , N − 1, we have:
Zk+j+1|k
= Z 	ji=0 LiŴk+j+1−i|k 	 (−Ẽk+j+1|k)
= Z 	 LjŴk+1|k 	ji=1 LiŴk+j+1−i|k 	 (−Ẽk+j+1|k)
= Z 	 LjŴk+1|k 	j−1i=0 LiŴk+j−i|k 	 (−Ẽk+j+1|k)
Also, let us write the state constraints for all j = 0, . . . , N for the problem at time
k + 1, i.e. for Pk+1(ẑk+1):
Z(k+1)+j|k+1 = Z 	j−1i=0 LiŴk+j−i|k+1 	 (−Ẽk+1+j|k+1)
Remember, by construction of the candidate, we have z̄k+j+1|k+1 = z
∗
k+j+1|k +
Ljŵk+1. Also by feasibility of the algorithm at time k, we have z
∗
k+j+1|k ∈ Zk+j+1|k,
and by definition, Ljŵk+1 ∈ LjŴk+1|k. Therefore by Eq. (7.25), we have ∀j =
0, . . . , N − 1,
z̄(k+1)+j|k+1 ∈ Z 	j−1i=0 LiŴk+j−i|k 	 (−Ẽk+j+1|k) (7.26)
Using points 2) and 3) from Lemma 5,
Z 	j−1i=0 LiŴk+j−i|k 	 (−Ẽk+j+1|k)
⊆ Z 	j−1i=0 LiŴk+j−i|k+1 	 (−Ẽk+j+1|k+1)
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And using Eq. (7.7.2), this implies for all j = 0, . . . , N − 1
z̄(k+1)+j|k+1 ∈ Zk+1+j|k+1
Now for j = N , z̄k+N+1|k+1 = z
∗
k+N+1|k + LN ŵk+1. From the terminal constraint
we have [z∗k+N+1|k v
∗
k+N |k] ∈ Pf = Cp 	 L̂N F̂ Ŵmax. Since wk+1 ∈ Ŵmax, and by the
construction of the candidate solution
[z̄k+N+1|k+1 v̄k+N |k+1] ∈ Cp (7.27)
Remember, by definition of the invariant set, Cp ∈ PN(Ẽmax, Ẽmax), and since by
definition of Ẽmax and Eq. 7.8, we have PN(Ẽmax, Ẽmax) ⊆ Zk+1+N |k+1 × Vk+1+N |k+1,
or Cp ∈ Zk+1+N |k+1×Vk+1+N |k+1. This implies that z̄k+N+1|k+1 ∈ Zk+1+N |k+1 and ad-
ditionally, vk+N |k+1 ∈ Vk+1+N |k+1. Therefore, the set constraints are met by candidate
solution ∀j = 0, . . . , N .
Input Constraints: For the inputs, we show that the candidate solution, v̄k+j+1|k+1, j =
0, . . . , N−2, satisfies the input constraints for Pk+1(ẑk+1) by using a similar argument
as that used for the state constraints. Let us re-write the input constraints for Pk(ẑk)
for j = 0, . . . , N − 2,
Vk+j+1|k = V k+j+1|k 	
j
i=0 KLiŴk+j+1−i|k (7.28a)
= V k+j+1|k 	KLjWk+1|k 	
j
i=1 KLiŴk+j+1−i|k (7.28b)
= V k+j+1|k 	KLjWk+1|k 	
j−1
i=0 KLiŴk+j−i|k (7.28c)
Let us also re-write the input constraints for Pk+1(ẑk+1) for j = 0, . . . , N − 1,
Vk+1+j|k+1 = V k+j+1|k+1 	
j−1
i=0 KLiŴk+j−i|k+1 (7.29)
By construction of the candidate, we have v̄k+1+j|k+1 = v
∗
k+j+1|k +KLjŵk+1. Also
by feasibility of the algorithm at time k, we have v∗k+j+1|k ∈ Vk+j+1|k, and by definition,
Ljŵk+1 ∈ LjŴk+1|k. Therefore by definition of the Pontraygin difference and Eq. 7.28,
we have ∀j = 1, . . . , N − 1,
v̄(k+1)+j|k+1 ∈ V k+j+1|k 	
j−1
i=0 LiŴk+j−1|k (7.30a)
Using points 3) and 4) from Lemma 5
V k+j+1|k 	
j−1
i=0 LiŴk+j−1|k ⊆ V k+j+1|k+1 	
j−1
i=0 LiŴk+j−1|k+1 (7.30b)
And using Eq. 7.29, this implies
v̄(k+1)+j|k+1 ∈ Vk+1+j|k+1 (7.30c)
Note, for j = N − 1, we have already shown in the proof for the state constraints
that by definition of the invariant set C, vk+N |k+1 ∈ Vk+1+N−1|k+1 by respecting
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an even tighter constraint. For the last input for j = N , we have v̄k+1+N |k+1 =
Kz̄k+N+1|k, we show that it is inside the (joint) terminal constraint Pf , and hence is
feasible.
Terminal Constraints: Finally, we need to show that [z̄k+N+2 v̄k+N+1]
′ ∈ Pf . This
can be shown using the construction of the terminal set and the candidate solution.
From Equation 7.21a, we have:
z̄k+N+2|k+1 = Az̄k+N+1|k+1 +Bv̄k+N+1|k (7.31a)
v̄k+N+1|k+1 = Kz̄k+N+1|k+1 (7.31b)
Concatenate these two into pk+N+2|k+1 = [z̄k+N+2|k+1 v̄k+N+1|k+1]
′. Also pk+N+1|k+1 =
[z̄k+N+1 v̄k+N ]
T was in Cp as shown previously (Eq. 7.27). Therefore, by definition of
the invariant set Cp (Equation 7.11), we have that pk+N+2|k+1 + L̂N F̂wk+1|k ∈ Cp for
all wk+1|k ∈ Ŵk+1|k ⊆ Ŵmax. Therefore pk+N+2|k+1 ∈ Cp	L̂N F̂ Ŵmax = Pf . Therefore
the terminal constraint is also met.
With this, we have the proof for Theorem 1 as we have shown that feasible solution
at time step k for Pk(ẑk) implies that the applied input vk is feasible, the next state
zk+1 ∈ Z and the problem Pk+1(ẑk+1) is feasible at time k + 1, and hence Pk+2(ẑk+2)
is feasible for time step k + 2 and so on. 
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Chapter 8
Related work
The following sections outline some of the relevant research for the topics presented
in this document.
8.1 Related work for chapter 3
Once the requirements are expressed as an Metric Temporal Logic (or Signal Temporal
Logic) formula, there are broadly two ways of designing a controller that satisfies
the formula (fulfills the requirements). The first method automatically creates a
Mixed Integer Program (MIP) from the semantics of the STL formula and solves
the MIP to yield a satisfying control sequence Raman et al. [2014], Saha and Julius
[2016], Karaman and Frazzoli [2011]. These works extend the encoding of Bemporad
and Morari [1999b] for Mixed Logical Dynamical systems to the problem of making
dynamical systems satisfy STL specifications. Similar encoding has also been used
for hybrid systems with piece-wise affine dynamics Frick et al. [2019].
The second method, upon which methods presented in this document build upon,
uses the robustness of MTL specifications Fainekos et al. [2006], Donzé and Maler
[2010a]. Robustness is a rigorous notion that has been used successfully for the
testing and verification of automotive systems Fainekos et al. [2012], Dreossi et al.
[2015], medical devices Sankaranarayanan and Fainekos [2012a], and general CPS.
Current approaches to optimizing the robustness fall into four categories: the use
of heuristics like Simulated Annealing Nghiem et al. [2010], cross-entropy Sankara-
narayanan and Fainekos [2012b] and RRTs Dreossi et al. [2015]; non-smooth optimiza-
tion Abbas and Fainekos [2013]; Mixed Integer Linear Programming (MILP) Raman
et al. [2014], Saha and Julius [2016]; and iterative approximations Abbas and Fainekos
[2011], Abbas et al. [2014], Deshmukh et al. [2015]. Black-box heuristics are the most
commonly used approach. The clear advantage of these methods is that they do not
require any special form of the objective function: they simply need to evaluate it
at various points of the search space, and use its value as feedback to decide on the
next point to try. A significant shortcoming is their lack of guarantees as explained
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earlier. Because the robustness is non-smooth, the work in Abbas and Fainekos [2013]
developed an algorithm that decreases the objective function along its sub-gradient.
This involved a series of conservative approximations and was restricted to the case of
safety formulae. In Raman et al. [2014], the authors encoded the MTL formula as a
set of linear and boolean constraints (when the dynamical system is linear), and used
Gurobi to solve them. MILPs are NP-complete, non-convex, and do not scale well
with the number of variables. The sophisticated heuristics used to mitigate this make
it hard to characterize their runtimes, which is important in control - see examples
in Raman et al. [2014] and chapter 3. In general, MILP solvers can only guarantee
achieving local optima. Note also that Raman et al. [2014] requires all constraints
to be linear, so all atomic propositions must involve half-spaces (p : a′x ≤ b), which
is not a restriction in the current work. Another MILP based approach is presented
in Saha and Julius [2016] where constraints are added when necessary, in order to
reduce MILP complexity. The work closest to the appproach presented in chapter
3 is Abbas and Fainekos [2011], Abbas et al. [2014]. There, the authors considered
safety formulas, for which the robustness reduces to the minimum distance between
x and the unsafe set U . By sub-optimally focusing on one point on the trajectory x,
they replaced the objective by a differentiable indicator function for U and solved the
resulting problem with gradient descent. The use of fast smooth approximations of
robustness circumvents most of the above issues and gets closer to real-time control
by robustness maximization.
Linear Temporal Logic (LTL) can also be used to encode the requirements consid-
ered in this document, e.g. the bounded time eventually can be encoded as disjunc-
tions of next (and nested next) operators in LTL. However state-of-the-art approaches
for synthesis with LTL specifications cannot generally scale to the dimensions of our
problems, or work with fragments of LTL that do not include the next operator, e.g.
Kloetzer and Belta [2008] deals with a fraction of LTL, LTLX that does not contain
the next operator. Similarly the LTL-based motion planning approach of Fainekos
et al. [2005] also restricts specifications to LTLX . The swarm-planning approach of
Kloetzer and Belta [2006] has been shown to scale to up to 30 agents, although in
a planar workspace, although all agents have the same specification, which is again
restricted to LTLX . State-of-the-art methods for bounded time LTL (LTLf ) synthe-
sis, e.g. Camacho et al. [2018], De Giacomo and Vardi [2015], Saha et al. [2014] show
promise but cannot deal with the problems covered in this document (also see section
8.2).
The methods presented in this document(chapters 3 and 4 differ significantly from
these approaches as they are not restricted to swarm applications, explicitly deal with
bounded-time operators, e.g. the eventually and until operator over time intervals, do
not rely on discretization of the workspace and also offer continuous time guarantees.
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8.2 Related work for chapter 4
The mission planning problem for multiple agents has been extensively studied. Most
solutions work in an abstract grid-based representation of the environment Saha et al.
[2014], DeCastro et al. [2017], and abstract the dynamics of the agents Desai et al.
[2017], Aksaray et al. [2016]. As a consequence they have correctness guarantees
for the discrete behavior but not necessarily for the underlying continuous system.
Multi-agent planning with kinematic constraints in a discretized environment has
been studied in Honig et al. [2016] with application to ground robots. Planning in a
discrete road map with priorities assigned to agents has been studied in van den Berg
and Overmars [2015] and is applicable to a wide variety of systems. Another priority-
based scheme for drones using a hierarchical discrete planner and trajectory generator
has been studied in Ma et al. [2016]. Most of these use Linear Temporal Logic (LTL)
as the mission specification language, which doesn’t allow explicit time bounds on
the mission objectives. The work in Aksaray et al. [2016] uses STL. Other than
van den Berg and Overmars [2015] and Ma et al. [2016], none of the above methods
can run in real-time because of their computational requirements. While van den
Berg and Overmars [2015] and Ma et al. [2016] are real-time, they can only handle
the Reach-Avoid mission, in which agents have to reach a desired goal state while
avoiding obstacles and each other. Saha et al. [2014] uses a subset of LTL, safe-LTLf
that allows them to express reach-avoid specifications with explicit timing constraints.
However their approach requires a discretization of the workspace. The robot behavior
is also discretized through a fixed set of motion primitives. They evaluate their
work experimentally on a quad-rotor robot but restrict the allowable motion to 2
dimensions to keep the problem tractable. Their motion primitives, although chosen
elegantly, also restrict the quadrotor robots to stop-and-go trajectories, while our
approach (in addition to being able to handle stop-and-go motion) generates much
more free-form trajectories which allow for exploring the full range of motion of the
robot.
In a more control-theoretic line of work, control of systems with STL or Metric
Temporal Logic (MTL) specifications without discretizing the environment or dy-
namics has been studied in Raman et al. [2014], Sadraddini and Belta [2015], Pant
et al. [2017b]. These methods are potentially computationally more tractable than
the purely planning-based approaches discussed earlier, but are still not applicable to
real-time control of complex dynamical systems like quadrotors (e.g. see Pant et al.
[2017b]), and those that rely on Mixed Integer Programming based approaches Ra-
man et al. [2014] do not scale well. Stochastic heuristics like Abbas et al. [2013] have
also been used for STL missions, but offer very few or no guarantees. Non-smooth
optimization has also been explored, but have been applied only to safety properties
Abbas and Fainekos [2013].
In the method presented in chap. 4, we focus on multi-rotor systems, and work
with a continuous representation of the environment, i.e. do not have to discretize
the workspace and rely on simplified motion primitives, and take into account the
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behavior of the trajectories of the quadrotor. With the mission specified as a STL
formula, we maximize a smooth version of the robustness (Aksaray et al. [2016], Pant
et al. [2017b]). This, unlike a majority of the work outlined above, allows us to
take into account explicit timing requirements. Our method also allows us to use
the full expressiveness of STL, so our approach is not limited to a particular mission
type. Finally, unlike most of the work discussed above, we offer guarantees on the
continuous-time behavior of the system to satisfy the spatio-temporal requirements.
Through simulations and experiments on actual platforms, we show real-time applica-
bility of our method for simple cases, as well as the scalability in planning for multiple
quadrotors in a constrained environment for a variety of mission specifications.
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8.3 Related work for chapter 5
Existing mission planner software for autonomous drone operations like ArduPilot
mission planner apm and QGroundControl qgr offer UAS enthusiasts the ability to
quickly plan out autonomous UAS flights by sequencing multiple simple operations
(like take-off, hover, go to a way-point, land) together. However these planners either
cannot handle missions involving multiple UAS and complicated requirements like co-
ordination between UAS or completing tasks within given time intervals, or require
hand-crafted sequences of maneuvers to meet the requirements in a safe manner. We
propose a tool that can inherently deal with multi-agent missions as well as timing
constraints on completion of tasks while guaranteeing that planned flight paths are
safe. As opposed to existing mission planning software, our tool does not require
the user to explicitly plan out maneuvers for the drones to execute to follow out a
mission, e.g. in the case where two UAS have to enter the same region during the
same time interval, our method generates trajectories that ensure the two UAS do so
without crashing into each other without any user based scheduling of which drones
enters first.
The tool presented here relies on interpreting a mission as a STL specification and
generating trajectories that satisfy it. While there are multiple methods and tools
that aim to solve such a problem, e.g. Mixed Integer Programming-based Raman
et al. [2014] and based on stochastic heuristics Annapureddy et al. [2011], we use an
underlying method Pant et al. [2018] that is tailored for generating trajectories for
multi-rotor UAS, including those that allow hovering, to satisfy STL specifications in
continuous-time. A detailed comparison can be found in Pant et al. [2018, 2017c].
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8.4 Related work for chapter 6
Algorithms, that can be interrupted at any point at run-time and still return an
acceptable solution, are called Anytime Algorithms Boddy and Dean [1989]. Such
algorithms generally return solutions with improving quality of output the longer
they run for. A subset of these are Contract Algorithms Zilberstein [1996] which can
be interrupted only at a finite number of pre-agreed upon times. Chapter 6 presents
the design of a Contract-driven perception-based state estimator, but significantly
expands the notion of a contract to now include the quality of the solution (estimation
error in our case) as well as the computation time.
Anytime algorithms have found particular importance in the field of graph search
Likhachev et al. [2008], evaluation of belief networks Wellman and Liu [1994] and GPU
architectures Mangharam and Saba [2011], Pant et al. [2015b]. With autonomous sys-
tems gaining popularity, computationally overloaded systems with real-time require-
ments are becoming the norm. This has generated interest in the development of any-
time algorithms in the field of control theory, with Quevedo and Gupta Quevedo and
Gupta [2013], Bhattacharya and Balas Bhattacharya and Balas [2004], and Fontanelli
et al. Fontanelli et al. [2008] exploring this line of research. Anytime algorithms have
also found widespread use in the field of motion planning Narayanan et al. [2012],
Jha et al. [2016], Choudhury [2017], Karaman et al. [2011].
The work presented in chapter 6 contrasts considerably with these efforts as the
assumption of anytime computation is not on the controller or planning side but on
the perception-based state estimation component of the feedback control loop. The
loop is closed by the control algorithm presented here that decides the contract for the
anytime state estimator at run-time. Also differing from the works discussed above,
which require instantaneous and perfect full state access for the controller, our control
algorithm takes into account the computation time and the estimation error of the
perception-based estimators that are common in autonomous systems. The recent
work of Falanga et al. Falanga et al. [2018] also tackles the problem of co-designing
the perception and the control, but does so as a joint optimization that takes into
account both the perception and the control. Our work differs from this significantly
as we introduce the notion of contracts to decouple the perception-based estimator’s
performance and the control optimization. Our method also explicitly incorporates
the timing and the estimation performance of the perception-based estimator in the
control design, and can be used for the off-the-shelf perception-based estimators (for
an example, see section 6.6.3).
The methods developed in chapter 6 rely on a Robust Model Predictive Control
formulation, a comprehensive survey of which is found in Bemporad and Morari
[1999a]. Unlike the traditional methods that handle uncertainty in state estimation
Richards and How [2006] as well delays in actuation Richards and How [2005b], our
approach (that builds upon Richards and How [2005b]) works with possibly time-
varying uncertainty in the state estimate, as well as delays that are time-varying
without sacrificing guarantees on stability and recursive feasibility.
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In the domain of real-time systems, Worst Case Analysis, along with Logical Ex-
ecution Time semantics are used in Frehse et al. [2014] to imbue a controller with
information of the timing characteristics of the closed loop implementation. On the
other hand, our approach involves profiling the estimation algorithm in a direct man-
ner to get timing and estimation error characteristics. While Frehse et al. [2014]
involves formally verifying a given controller, we design a control algorithm that is
correct by construction and takes advantage of delay/accuracy trade-offs in real-time.
In the context of autonomous multi-rotor UAVs, the effect of increasing the compu-
tation time of task on the overall performance of the system has been analyzed in
de Niz et al. [2012] by using a resource allocation algorithm similar to QRAM Rajku-
mar et al. [1997]. Our approach contrasts with this as we focus on the execution time
of a particular task, the perception-based state estimator, which directly impacts the
closed loop control performance. In addition to this, we also formulate a controller
that provides mathematical guarantees on the system’s performance.
Finally, in the area of computer architecture, approximate computing approaches
Sidiroglou-Douskos et al. [2011], Carbin et al. [2013], St. Amant et al. [2014] have been
explored to get savings in time or energy through performing a computation in an
approximate manner, rather than precisely. While anytime algorithms and approx-
imate computing have a common high-level goal, approximate computing methods
are run-to-completion and lack a feedback mechanism to permit computation and re-
sources to be balanced dynamically. It is also worth noting that time and energy scale
that our approach deals with are much greater than those which concern approximate
computing.
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8.5 Related work for chapter 7
Previous work on nonlinear MPC with feedback linearization assumed the state x(t)
is perfectly known to the controller at any moment in time Simon et al. [2013]. In
practice, only a state estimate x̂(t) is available, and x̂(t) 6= x(t). Thus a controller de-
signed to work optimally when operating on the true state x is in general sub-optimal
when operating on x̂ (and may even lead to instability). Robust MPC (RMPC)
Bemporad and Morari [1999a] has been investigated as a way of handling state esti-
mation errors for linear systems Richards and How [2005a], Kouvaritakis and Cannon
[2015] and nonlinear systems Mayne and Kerrigan [2007], Streif et al. [2014], Oliveira
and Morari [1994], but not via feedback linearization. In particular, for non-linear
systems, Mayne and Kerrigan [2007] develops a non-linear MPC with tube like con-
straints for robust feasibility, but involves solving two (non-convex) optimal control
problems. In Streif et al. [2014], the authors solve a non-linear Robust MPC through
a bi-level optimization that involves solving a non-linear, non-smooth optimization
which is challenging. Streif et al. [2014] also guarantees a weaker form of recursive
feasibility than Richards and How [2005a] and what we guarantee in this work. In
Zhao and Go [2014] the authors approximate the non-linear dynamics of a quadrotor
by linearizing it around hover and apply the RMPC of Richards and How [2005a]
to the linearized dynamics. This differs significantly from our approach, where we
formulate the RMPC on the feedback linearized dynamics directly, and not on the
dynamics obtained via Jacobian linearization of the non-linear system. Existing work
on MPC via feedback linearization and input/state constraints has also assumed that
either T is the identity, which simplifies the subsequent stability and performance
analysis Simon et al. [2013], or, in the case of uncertainties in the parameters, that
there are no state constraints Son et al. [2001]. A non-identity T is problematic when
the state is not perfectly known, since the state estimation error e = x̂−x maps to the
linearized dynamics via T in non-trivial ways greatly complicating the analysis. In
particular, the error bounds for the state estimate in z-space now depend on the cur-
rent nonlinear state x. One of the complications introduced by feedback linearization
is that the bounds on the input (u ∈ U) may become a non-convex state-dependent
constraint on the input v to Sfl: V = {v(x, U) ≤ v ≤ v(x, U)}. In Simon et al.
[2013] forward reachability is used to provide inner convex approximations to the in-
put set V . A non-identity T increases the computational burden since the non-linear
reach set must be computed (with an identity T , the feedback linearized reach set is
sufficient).
136
Bibliography
Hsl. a collection of fortran codes for large scale scientific computation. http://www.
hsl.rl.ac.uk. Accessed: 2017-10-05.
ODROID-U3. http://odroid.com/, a. Accessed: 2015-05-13.
ODROID Smart Power. http://odroid.com/, b. Accessed: 2015-05-13.
Ardupilot mission planner. ardupilot.org/planner/. Accessed: 2018-12-15.
Fly-by-logic: User documentation. https://github.com/yashpant/FlyByLogic.
Accessed: 2018-12-15.
Kmel (qualcomm). https://www.grasp.upenn.edu/startups/kmel-qualcomm. Ac-
cessed: 2018-08-13.
QGROUNDCONTROL intuitive and powerful ground control station for px4 and
ardupilot uavs. qgroundcontrol.com. Accessed: 2018-12-15.
Motion capture systems — vicon. https://www.vicon.com. Accessed: 2018-10-30.
H. Abbas and G. Fainekos. Linear hybrid system falsification through local search. In
Automated Technology for Verification and Analysis, volume 6996 of LNCS, pages
503–510. Springer, 2011.
H. Abbas and G. Fainekos. Computing descent direction of MTL robustness for
non-linear systems. In American Control Conference, 2013.
H. Abbas, A. Winn, G. Fainekos, and A. A. Julius. Functional gradient descent
method for metric temporal logic specifications. In American Control Conference,
June 2014. doi: 10.1109/ACC.2014.6859453.
Houssam Abbas, Georgios E. Fainekos, Sriram Sankaranarayanan, Franjo Ivancic, and
Aarti Gupta. Probabilistic temporal logic falsification of cyber-physical systems.
ACM Transactions on Embedded Computing Systems, 2013.
Derya Aksaray, Austin Jones, Zhaodan Kong, Mac Schwager, and Calin Belta. Q-
learning for robust satisfaction of signal temporal logic specifications. In IEEE
Conference on Decision and Control, 2016.
137
Joel Andersson. A General-Purpose Software Framework for Dynamic Optimization.
PhD thesis, Arenberg Doctoral School, KU Leuven, 2013.
Yashwanth Annapureddy, Che Liu, Georgios Fainekos, and Sriram Sankaranarayanan.
S-taliro: A tool for temporal logic falsification for hybrid systems. In Proceedings
of the 17th International Conference on Tools and Algorithms for the Construc-
tion and Analysis of Systems: Part of the Joint European Conferences on Theory
and Practice of Software, TACAS’11/ETAPS’11, pages 254–257, Berlin, Heidel-
berg, 2011. Springer-Verlag. ISBN 978-3-642-19834-2. URL http://dl.acm.org/
citation.cfm?id=1987389.1987416.
S. Bak, T. T. Johnson, M. Caccamo, and L. Sha. Real-time reachability for verified
simplex design. In Real-Time Systems Symposium (RTSS), 2014 IEEE, pages 138–
148, Dec 2014. doi: 10.1109/RTSS.2014.21.
Alberto Bemporad and Manfred Morari. Robust model predictive control: A survey.
In A. Garulli and A. Tesi, editors, Robustness in identification and control, pages
207–226, London, 1999a. Springer London. ISBN 978-1-84628-538-7.
Alberto Bemporad and Manfred Morari. Control of systems integrating logic,
dynamics, and constraints. Automatica, 35(3):407 – 427, 1999b. ISSN 0005-
1098. doi: https://doi.org/10.1016/S0005-1098(98)00178-2. URL http://www.
sciencedirect.com/science/article/pii/S0005109898001782.
Raktim Bhattacharya and Gary J Balas. Anytime control algorithm: Model reduction
approach. Journal of Guidance and Control, 27(5):767–776, 2004.
M. Boddy and T.L. Dean. Solving Time-dependent Planning Problems. Joint Conf.
on AI, pages 979–984, 1989.
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