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關鍵字：快取(cache)、即時遷移( Live Migration)、預先  
                   複製(Pre-copy)、後複製(Post-copy) 
一、 前言 






        雲端運算服務可分為三種服務層級。軟體即服務 





































2.1  虛擬機器 









圖一  系統虛擬機器 VS 程序虛擬機器 
 
        虛擬機器根據服務的對象不同大致可分為兩類：系
統虛擬機器(System Virtual Machine)以及程序虛擬機器





2.2   虛擬化技術 




2.2.1 全虛擬化(Full Virtualization) 






Processing Unit，CPU)、記憶體(Random Access 
Memory，RAM)、主機板則無法模擬，此種虛擬技術是
目前最廣泛被使用的一種。 







    由於全虛擬化可以在原作業系統下執行另外一個作
業系統，因此全虛擬化的缺點則是會造成實體機器較大
的負擔。 
2.2.2  半虛擬化(Para Virtualization) 




































2.3.1 非即時遷移(Non Live Migration) 












2.3.2 即時遷移( Live Migration) 










2.4  即時遷移技術 
















2.4.1 簡單複製(Simple copy) 





2.4.2 怠惰複製(Lazy copy) 





















圖六  預先複製的四個步驟 
 
2.4.4 後複製(Post-copy) 












    快取原意是指一種存取速度較記憶體更為快的一種
記憶體，快取記憶體使用的是較為昂貴也較為快速的靜













圖七  快取融入虛擬機系統動態遷移過程 








圖八  系統設計流程示意圖 
一、路徑一 





















        靜態網頁為不包含網頁程式(如 ASP、PHP、
ASP.Net…等)及資料庫的純文字及圖片網頁。動態網頁 
則指有包含 Flash 動畫或 Gif 動畫的網頁，包含網頁程式
及資料庫的網頁。Cookies 瀏覽器為了 Web Server 存儲一
小段資料訊息。Cookies 動作原理步驟如下圖九所示。 
  
圖九  Cookies 動作原理步驟圖 
特性分析： 
       遷移開始，例如進入奇摩(yahoo)網頁時，點選「新
聞」頁面，畫面轉換會將整個頁面刷新，刷新後當滑鼠
無點選動作時，則無 Dirty Page。反之滑鼠點選動作時，
則會有 Dirty Page，然而產生 Dirty Page 時將會一直刷新
快取內資料。過程中第一次 Pre-Copy 疊代傳送快取資料
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特性分析： 
遷徙開始，範例 1.矩陣 2x2 中，第一次疊代後將產
生三分之一(約 33%)以下 C 矩陣的 Dirty Page，預估再一
次疊代也將產生原本三分之一(約 33%)以下 C 矩陣的
Dirty Page，進入流程圖判斷式中，第一次疊代記憶體變
化量判斷式預估將大於下限值(10%)&小於上限值(50%)的
Dirty Page 容量。A、B、C 矩陣假設容量都為相同，過程
中第一次疊代 VM 需傳輸 3 倍矩陣(A、B、C)容量，疊代
後需要再傳輸的資料為 C 矩陣之某一行列相乘之和，所
以 Dirty Page 產生必小於單一矩陣容量以下。而 Dirty 
Page 為某一行程每一列再相加，C 矩陣資訊放置於新的
矩陣之行列，而 Dirty Page 可能是三分之一的單一矩陣或
其他容量，所以執行路徑二 (Post-Copy&Pre-Copy) 。此
分支一開始傳送快取資料中斷更新至 Memory，且傳送





所產生 Dirty Page 繼續收斂，而換取縮短遷移時的傳輸時
間。如果判斷式中快取是否減小至足夠小的 Dirty Page 為
「是(下限值)」，則會與疊代次數判斷式定值為「否」
時，一起進入路徑三的起點，暫停來源端虛擬機，傳送




4.3  Server Game   
 特性分析： 
        遷徙開始，當線上遊戲(On-Line Game) 執行時，













3. I/O 密集型：通過實驗量測 I/O 密集的狀況對 VM 遷移
之影響。 
4. 內存密集型：在遷移同時，利用一個寫內存的小軟體
持續向 VM 之內存持續寫入，每次數量為 VM 內存 512 
MB 一半。 
        利用[8]中數據之轉換，而快取數據傳送為 Memory
之五倍。 
 
路徑一：利用無負載數據，結果如表  I。 








512 3 348 35,175 
 
路徑二：利用 I/O 數據，結果如表  II。 








512 9(定值) 554 19,989 
 
 路徑三：利用內存數據，結果如表  III。 








512 1 129 50,920 
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