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Abstract: In view of the unsure attribute weights problem of triangular fuzzy number-based uncertain multi-attribute
decision making, four new equivalent definitions of triangular fuzzy numbers comparison possibility degree are proposed,
and some good nature results are obtained. Learning the idea of min-max algorithm rules in the cooperative game theory, a
method of determining the attribute weight based on the possibility degree of triangular fuzzy number comparison relation
is proposed. Then the overall measured values of comparison possibility degree of the various alternatives are utilized to
determine the best and sort the decision-making alternatives set, and an algorithm of comparison possibility degree relation
for triangular fuzzy number-based uncertain multiple attribute decision making is presented. Finally, a numerical example
illustrates the feasibility and effectiveness of the proposed algorithm.


































































定义 1 若 ?̃? = [𝑥𝐿, 𝑥𝑀 , 𝑥𝑈 ], 0 < 𝑥𝐿⩽𝑥𝑀 ⩽𝑥𝑈 ,
则称 ?̃?为一个三角模糊数[4,10,16]. 其中: 𝑥𝐿和𝑥𝑈分别
为 ?̃?所支撑的下界和上界,称为三角模糊数 ?̃?的小元
和大元; 𝑥𝑀为 ?̃?的中值 (表示信息偏好值, 即区间内
取值概率最大的数),称为三角模糊数 ?̃?的特元. 若三







设 ?̃? = [𝑥𝐿, 𝑥𝑀 , 𝑥𝑈 ], 𝑦 = [𝑦𝐿, 𝑦𝑀 , 𝑦𝑈 ],有:














, 𝑥𝐿, 𝑥𝑀 , 𝑥𝑈 ∕= 0;
法则 3) 𝑘?̃? = [𝑘𝑥𝐿, 𝑘𝑥𝑀 , 𝑘𝑥𝑈 ], 𝑘 ⩾ 0;
法则 4) ?̃?× 𝑦 = [𝑥𝐿𝑦𝐿, 𝑥𝑀𝑦𝑀 , 𝑥𝑈𝑦𝑈 ].
定义 2 设三角模糊数 ?̃? = [𝑥𝐿, 𝑥𝑀 , 𝑥𝑈 ], 𝑦 =
[𝑦𝐿, 𝑦𝑀 , 𝑦𝑈 ],如果范数
∥?̃?− 𝑦∥ = ∣𝑥𝐿 − 𝑦𝐿∣+ ∣𝑥𝑀 − 𝑦𝑀 ∣+ ∣𝑥𝑈 − 𝑦𝑈 ∣, (1)
则称 𝑑(?̃?, 𝑦) = ∥?̃? − 𝑦∥为三角模糊数 ?̃?和 𝑦的相离
度[5]. 显然, 𝑑(?̃?, 𝑦)越大, ?̃?和 𝑦相离的程度越大.特别
地,当 𝑑(?̃?, 𝑦) = 0时, ?̃? = 𝑦,即 ?̃?和 𝑦相等.
定义 3 设三角模糊数 ?̃? = [𝑥𝐿, 𝑥𝑀 , 𝑥𝑈 ], 𝑦 =
[𝑦𝐿, 𝑦𝑀 , 𝑦𝑈 ], 𝑙(1)?̃? 和 𝑙
(1)
𝑦 分别为 ?̃?和 𝑦的上半取值长
度, 𝑙(2)?̃? 和 𝑙
(2)
𝑦 分别为 ?̃?和 𝑦的下半取值长度,记 𝑙
(1)
?̃? =
𝑥𝑈 −𝑥𝑀 , 𝑙(1)𝑦 = 𝑦𝑈 − 𝑦𝑀 , 𝑙(2)?̃? = 𝑥𝑀 −𝑥𝐿, 𝑙(2)𝑦 = 𝑦𝑀 −
𝑦𝐿,则称
𝑝(?̃? ⩾ 𝑦) =
𝜆























𝑝(𝑦 ⩾ ?̃?) =
𝜆



















为 𝑦 ⩾ ?̃?的可能度, ?̃?、̃𝑦的次序关系为 𝑦⩾
𝑝
?̃?.
注 2 𝜆值的选择取决于决策者的风险态度: 当
𝜆 > 0.5时,称决策者是属于风险偏好型的;当𝜆 = 0.5
时, 称决策者是属于风险中立型的; 当𝜆 < 0.5时, 称
决策者是属于风险规避型的. 特别地,当𝜆 = 1时,称
𝑝(?̃? ⩾ 𝑦)为 ?̃? ⩾ 𝑦的悲观可能度; 当𝜆 = 0时, 称
𝑝(?̃? ⩾ 𝑦)为 ?̃? ⩾ 𝑦的乐观可能度[4,10].
定义 4 设三角模糊数 ?̃? = [𝑥𝐿, 𝑥𝑀 , 𝑥𝑈 ], 𝑦 =
[𝑦𝐿, 𝑦𝑀 , 𝑦𝑈 ], 𝑙(1)?̃? 和 𝑙
(1)
𝑦 分别为 ?̃?和 𝑦的上半取值长
度, 𝑙(2)?̃? 和 𝑙
(2)
𝑦 分别为 ?̃?和 𝑦的下半取值长度,记 𝑙
(1)
?̃? =
𝑥𝑈 −𝑥𝑀 , 𝑙(1)𝑦 = 𝑦𝑈 − 𝑦𝑀 , 𝑙(2)?̃? = 𝑥𝑀 −𝑥𝐿, 𝑙(2)𝑦 = 𝑦𝑀 −
𝑦𝐿,则称
𝑝(?̃? ⩾ 𝑦) =






























































为 𝑦 ⩾ ?̃?的可能度, ?̃?、̃𝑦的次序关系为 𝑦⩾
𝑝
?̃?.
定义 5 设三角模糊数 ?̃? = [𝑥𝐿, 𝑥𝑀 , 𝑥𝑈 ], 𝑦 =
[𝑦𝐿, 𝑦𝑀 , 𝑦𝑈 ], 𝑙(1)?̃? 和 𝑙
(1)
𝑦 分别为 ?̃?和 𝑦的上半取值长
度, 𝑙(2)?̃? 和 𝑙
(2)
𝑦 分别为 ?̃?和 𝑦的下半取值长度,记 𝑙
(1)
?̃? =
𝑥𝑈 −𝑥𝑀 , 𝑙(1)𝑦 = 𝑦𝑈 − 𝑦𝑀 , 𝑙(2)?̃? = 𝑥𝑀 −𝑥𝐿, 𝑙(2)𝑦 = 𝑦𝑀 −
𝑦𝐿,则称
𝑝(?̃? ⩾ 𝑦) =
𝜆






















𝑝(𝑦 ⩾ ?̃?) =
𝜆


















为 𝑦 ⩾ ?̃?的可能度, ?̃?、̃𝑦的次序关系为 𝑦⩾
𝑝
?̃?.
定义 6 设三角模糊数 ?̃? = [𝑥𝐿, 𝑥𝑀 , 𝑥𝑈 ], 𝑦 =
[𝑦𝐿, 𝑦𝑀 , 𝑦𝑈 ], 𝑙(1)?̃? 和 𝑙
(1)
𝑦 分别为 ?̃?和 𝑦的上半取值长
度, 𝑙(2)?̃? 和 𝑙
(2)
𝑦 分别为 ?̃?和 𝑦的下半取值长度,记 𝑙
(1)
?̃? =
𝑥𝑈 −𝑥𝑀 , 𝑙(1)𝑦 = 𝑦𝑈 − 𝑦𝑀 , 𝑙(2)?̃? = 𝑥𝑀 −𝑥𝐿, 𝑙(2)𝑦 = 𝑦𝑀 −
𝑦𝐿,则称




































































定理 1 设三角模糊数 ?̃? = [𝑥𝐿, 𝑥𝑀 , 𝑥𝑈 ], 𝑦 =
[𝑦𝐿, 𝑦𝑀 , 𝑦𝑈 ],则:
1) 0 ⩽ 𝑝(?̃? ⩾ 𝑦) ⩽ 1, 0 ⩽ 𝑝(𝑦 ⩾ ?̃?) ⩽ 1;
2) 𝑝(?̃? ⩾ 𝑦) = 1当且仅当 𝑦𝑈 ⩽ 𝑥𝐿, 类似地,
𝑝(𝑦 ⩾ ?̃?) = 1当且仅当𝑥𝑈 ⩽ 𝑦𝐿;
3) 𝑝(?̃? ⩾ 𝑦) = 0当且仅当𝑥𝑈 ⩽ 𝑦𝐿, 类似地,
𝑝(𝑦 ⩾ ?̃?) = 0当且仅当 𝑦𝑈 ⩽ 𝑥𝐿;
4) (互补性) 𝑝(?̃? ⩾ 𝑦) + 𝑝(𝑦 ⩾ ?̃?) = 1, 特别地,
𝑝(?̃? ⩾ ?̃?) = 0.5;
5)当𝜆 = 1时, 𝑝(?̃? ⩾ 𝑦) ⩾ 0.5当且仅当𝑥𝐿 +
𝑥𝑀 ⩾ 𝑦𝐿 + 𝑦𝑀 ,特别地, 𝑝(?̃? ⩾ 𝑦) = 0.5当且仅当𝑥𝐿
+ 𝑥𝑀 = 𝑦𝐿 + 𝑦𝑀 ;
6)当𝜆 = 0时, 𝑝(?̃? ⩾ 𝑦) ⩾ 0.5当且仅当𝑥𝑀 +
𝑥𝑈 ⩾ 𝑦𝑀 + 𝑦𝑈 ,特别地, 𝑝(?̃? ⩾ 𝑦) = 0.5当且仅当𝑥𝑀
+ 𝑥𝑈 = 𝑦𝑀 + 𝑦𝑈 ;
7) (传递性)对于 3个三角模糊数 ?̃?, 𝑦, 𝑧,若 𝑝(?̃? ⩾




定理 2 定义 3、定义 4、定义 5和定义 6互为等
价关系,即式 (2) ⇔ 式 (4) ⇔ 式 (6) ⇔ 式 (8)或者
式 (3) ⇔ 式 (5) ⇔ 式 (7) ⇔ 式 (9).
证明 首先证式 (2)⇔式 (4). 由式 (2)可得
𝑝(?̃? ⩾ 𝑦) =
𝜆












































𝑝(?̃? ⩾ 𝑦) =





























因此式 (2)⇔式 (4)成立.由式 (4)、式 (2)⇔式 (4)和定
理 1可能度的互补性,可得









































































𝑝(?̃? ⩾ 𝑦) =
𝜆


















因此式 (4)⇔式 (6)成立. 由式 (6)可得
𝑝(?̃? ⩾ 𝑦) =
𝜆






























































































案集 {𝑋𝑖}(𝑖 ∈ 𝑁)进行优劣排序.
假设对于某三角模糊数型UMADM问题, 将决
策方案𝑋𝑖按指标𝑢𝑗测定得到𝑋𝑖关于𝑢𝑗的指标值





数型决策矩阵 ?̃? = (?̃?𝑖𝑗)𝑛×𝑚. 常见的评价指标类型
有评价值越大越好的效益型指标和评价值越小越好
的成本型指标[5,16], 设 𝐼𝑗(𝑗 = 1, 2)分别为效益型、成
本型的下标集, 且令𝑀 = {1, 2, ⋅ ⋅ ⋅ ,𝑚}, 𝑁 = {1, 2,
⋅ ⋅ ⋅ , 𝑛}. 为了统一不同指标值数据间的不可公度性
和矛盾性, 利用下列公式将初始三角模糊数型决策
矩阵 ?̃?转化为规范化三角模糊数型决策矩阵 ?̃? =
(𝑟𝑖𝑗)𝑛×𝑚[5,16]: 对于效益型指标,有
𝑟𝑖𝑗 = ?̃?𝑖𝑗/∥?̃?𝑗∥, 𝑖 ∈ 𝑁, 𝑗 ∈ 𝐼1; (10)
对于成本型指标,有
𝑟𝑖𝑗 = (1/?̃?𝑖𝑗)/∥(1/?̃?𝑗)∥, 𝑖 ∈ 𝑁, 𝑗 ∈ 𝐼2. (11)































𝑖 ∈ 𝑁, 𝑗 ∈ 𝐼1; (12)



















𝑖 ∈ 𝑁, 𝑗 ∈ 𝐼2. (13)
各指标比较的可能度关系如下: 称




𝑝(𝑟𝑖𝑢𝑗 ⩾ 𝑟𝑖𝑢𝑘) (14)
为指标𝑢𝑗优于指标𝑢𝑘的比较可能度测定值,由其构
成的矩阵
















权重向量为𝑾 = (𝑤1, 𝑤2, ⋅ ⋅ ⋅ , 𝑤𝑚),满足 0 ⩽ 𝑤𝑗 ⩽ 1,
𝑚∑
𝑗=1

















始三角模糊数型决策矩阵 ?̃?按式 (12)和 (13)转化为








Step 2: 根 据 式 (2)、(3)或 (4)、(5)或 (6)、(7)或






Step 3: 根据 Step 1中求得的规范化三角模糊数
型决策矩阵 ?̃? = (𝑟𝑖𝑗)𝑛×𝑚和 Step 2中求得的指标权
重向量𝑾 ,构造加权规范化三角模糊数型决策矩阵






利用式(2)、(3)或 (4)、(5)或 (6)、(7)或 (8)、(9),对
各决策方案的加权综合指标值进行两两比较的可能
度测定如下: 称
𝑝(𝑋𝑖 ≻ 𝑋𝑘) = 𝑝(𝑧𝑖(𝑾 ) ⩾ 𝑧𝑘(𝑾 )) (20)
为决策方案𝑋𝑖优于决策方案𝑋𝑘的比较可能度测定
值;称利用式 (20)构成的矩阵











Step 4: 根据式 (19)∼ (22)求出决策方案𝑋𝑖在所
有决策方案的加权综合指标值比较的可能度测定
信息集结后的总体比较可能度测定值𝜇(𝑋≻𝑖 ), 𝑖 =
1, 2, ⋅ ⋅ ⋅ , 𝑛.
Step 5: 根据总体比较可能度测定值𝜇(𝑋≻𝑖 ),按从










(12)和 (13), 将表 1指标值数据建立的三角模糊数型
决策矩阵 ?̃?转化为规范化三角模糊数型决策矩阵 ?̃?
= (𝑟𝑖𝑗)𝑛×𝑚,规范化后的决策信息如表 2所示.
Step 2:根据式 (2)、(3)或 (4)、(5)或 (6)、(7)或 (8)、
(9), 对表 2中的不同指标值数据间的比较可能度进
行测定. 为了便于对决策方案进行优劣排序,不妨取
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表 1 初始值观测数量化矩阵[17]
候选人 𝑢1 𝑢2 𝑢3 𝑢4 𝑢5 𝑢6
𝑋1 [0.80, 0.85, 0.90] [0.90, 0.92, 0.95] [0.91, 0.94, 0.95] [0.93, 0.96, 0.99] [0.90, 0.91, 0.92] [0.95, 0.97, 0.99]
𝑋2 [0.90, 0.95, 1.00] [0.89, 0.90, 0.93] [0.90, 0.92, 0.95] [0.90, 0.92, 0.95] [0.94, 0.97, 0.98] [0.90, 0.93, 0.95]
𝑋3 [0.88, 0.91, 0.95] [0.84, 0.86, 0.90] [0.91, 0.94, 0.97] [0.91, 0.94, 0.96] [0.86, 0.89, 0.92] [0.91, 0.92, 0.94]
𝑋4 [0.85, 0.87, 0.90] [0.91, 0.93, 0.95] [0.85, 0.88, 0.90] [0.86, 0.89, 0.93] [0.87, 0.90, 0.94] [0.92, 0.93, 0.96]
𝑋5 [0.86, 0.89, 0.95] [0.90, 0.92, 0.95] [0.90, 0.95, 0.97] [0.91, 0.93, 0.95] [0.90, 0.92, 0.96] [0.85, 0.87, 0.90]
表 2 规范化决策矩阵 (×10−1)
候选人 𝑢1 𝑢2 𝑢3 𝑢4 𝑢5 𝑢6
𝑋1 [1.702, 1.902, 2.098] [1.923, 2.031, 2.140] [1.920, 2.030, 2.125] [1.946, 2.069, 2.195] [1.907, 1.983, 2.058] [2.004, 2.100, 2.185]
𝑋2 [1.915, 2.125, 2.331] [1.902, 1.987, 2.095] [1.899, 1.987, 2.125] [1.883, 1.983, 2.106] [1.992, 2.113, 2.192] [1.899, 2.013, 2.097]
𝑋3 [1.872, 2.036, 2.214] [1.795, 1.898, 2.027] [1.920, 2.030, 2.170] [1.904, 2.026, 2.129] [1.822, 1.939, 2.058] [1.920, 1.991, 2.075]
𝑋4 [1.809, 1.946, 2.098] [1.944, 2.053, 2.140] [1.793, 1.901, 2.013] [1.799, 1.918, 2.062] [1.843, 1.961, 2.103] [1.941, 2.013, 2.119]
𝑋5 [1.830, 1.991, 2.214] [1.923, 2.031, 2.140] [1.899, 2.052, 2.170] [1.904, 2.004, 2.106] [1.907, 2.004, 2.148] [1.793, 1.883, 1.987]
𝑃6×6 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.5 0.488 0.513 0.516 0.505 0.518
0.512 0.5 0.488 0.493 0.508 0.465
0.487 0.512 0.5 0.501 0.504 0.462
0.484 0.507 0.499 0.5 0.510 0.507
0.495 0.492 0.496 0.490 0.5 0.481




𝒘 = (0.169, 0.165, 0.164, 0.167, 0.164, 0.171)T.
Step 3: 根据 Step 1中求得的规范化三角模糊数
型决策矩阵 ?̃? = (𝑟𝑖𝑗)𝑛×𝑚和 Step 2中求得的指标权
重向量𝒘,按式 (19)计算出各个决策方案𝑋𝑖(𝑖 = 1, 2,
⋅ ⋅ ⋅ , 5)的加权综合指标值为
𝑧1(𝒘) = [1.900, 2.019, 2.134]× 10−1,
𝑧2(𝒘) = [1.915, 2.035, 2.158]× 10−1,
𝑧3(𝒘) = [1.873, 1.987, 2.113]× 10−1,
𝑧4(𝒘) = [1.855, 1.966, 2.090]× 10−1,








0.5 0.426 8 0.619 1 0.710 4 0.586 1
0.573 2 0.5 0.688 9 0.779 2 0.655 0
0.380 9 0.311 1 0.5 0.588 6 0.470 4
0.289 6 0.220 8 0.411 4 0.5 0.383 6
0.413 9 0.345 0 0.529 6 0.616 4 0.5
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Step 4: 利用式 (22)求出决策方案𝑋𝑖在所有决策
方案的加权综合指标值比较的可能度测定信息集结
后的总体比较可能度测定值
𝜇(𝑋≻1 )=0.585 6, 𝜇(𝑋
≻
2 )=0.674 1, 𝜇(𝑋
≻
3 )=0.437 7,
𝜇(𝑋≻4 ) = 0.326 4, 𝜇(𝑋
≻
5 ) = 0.476 2.
Step 5: 根据𝜇(𝑋≻𝑖 )值, 按从大到小的顺序对决
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