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Abstract
The multislope concept has been recently introduced in the literature to deal with
MUSCL reconstructions on triangular and tetrahedral unstructured meshes in the finite
volume cell-centered context. Dedicated scalar slopes are used to compute the interpola-
tions on each face of a given element, in opposition to the monoslope methods in which
a unique limited gradient is used. The multislope approach reveals less expensive and
potentially more accurate than the classical gradient techniques. Besides, it may also
help the robustness when dealing with hyperbolic systems involving complex solutions,
with large discontinuities and high density ratios. However some important limitations
on the mesh topology still have to be overcome with the initial multislope formalism.
In this paper, a generalized multislope MUSCL method is introduced for cell-centered
finite volume discretizations. The method is freed from constraints on the mesh topol-
ogy, thereby operating on completely general unstructured meshes. Moreover optimal
second-order accuracy is reached at the faces centroids. The scheme can be written with
nonnegative coefficients, which makes it L∞-stable. Special attention has also been paid
to equip the reconstruction procedure with well-adapted dedicated limiters, potentially
CFL-dependent. Numerical tests are provided to prove the ability of the method to deal
with completely general meshes, while exhibiting second-order accuracy.
Keywords: cell-centered finite volume method, general unstructured meshes,
multislope MUSCL technique, CFL-dependent limiters
1. Introduction
Since its introduction by Van Leer [1], the MUSCL method has become a standard10
widely used in industrial production finite volume codes [2, 3]. As a sequel to Godunov’s
method for the approximation of the convective fluxes [4], it increases the scheme order
while preserving its stability [1, 5]. In spite of its lower accuracy compared with ENO,
WENO, or Discontinuous Galerkin methods, the MUSCL technique is much more afford-
able and easier to implement, especially when dealing with complex systems of equations15
on 3D general unstructured meshes.
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Initially, Van Leer’s method was dedicated to mono-dimensional scalar conservation
equations, on regular grids. The principle is as follows: new approximations of the
variables are interpolated from the cell centers towards the cell edges, while the expression
of the numerical flux at the interface is unchanged. Upward and backward slopes are20
used to compute the interpolations in a way that prevents spurious oscillations [6] and
preserves the stability of the scheme through the Total Variation Diminishing (TVD)
property [7].
Extension to multidimensional configurations has first consisted in applying the
MUSCL procedure to each direction for structured grids [8]. However, the work of Good-25
man and LeVeque [9] proved that only a first-order scheme could be obtained under the
TVD restriction. This was overcome with the positive coefficients schemes developed by
Spekreijse [10], and the introduction of the Local Maximum Principle. Generalization
to unstructured meshes was made possible thanks to the Local Extremum Diminishing
(LED) concept [11]. Eventually, a whole range of MUSCL methods is available to deal30
with multidimensional unstructured grids. These depend on how the slopes are both
computed and limited.
On the one hand, there exists a large family of monoslope methods: a unique gradient
is used to reconstruct a linear interpolation of the solution within a given cell [12, 3].
This linear reconstruction (possibly limited) is then used to compute the fluxes at the cell35
interfaces. In contrast to these methods, a “face by face” approach has been introduced
in the cell-vertex context in [13] (see also [14]): upstream and downstream triangles were
sought to compute the slopes. In these multislope methods, every reconstruction on a
cell face is computed with its own limited scalar slope. This last kind of approach has
been recently examined in the cell-centered formulation [15], and adapted to the cell-40
vertex formalism in [16]. Classical limiters slightly modified to take into account the
local heterogeneity of the mesh are used to limit the different slopes [17]. The multislope
approach appears to be robust and able to attain better accuracy than its monoslope
counterpart. See for instance [18] for an application of this method to two-phase flow
simulation with high density ratios.45
However, the technique introduced in [15] for the cell-centered formalism exhibits
some limitations. First, restrictive hypotheses on the mesh topology are made. The
technique of [15] indeed only applies to triangular or tetrahedral meshes, and conse-
quently cannot deal with general polyhedral grids. Moreover, two versions of the method
are considered depending on the point where the interpolation is computed on the face.50
The most accurate version is when the face centroid is used since it leads to the best
fluxes approximation. Unfortunately, the stability of the scheme cannot be guaranteed
with this version [15]. Inspired by the above-mentioned previous works, we introduce in
this paper a new multislope technique to overcome these two major limitations.
First, the method we design is free from any restriction on the mesh topology or55
regularity. This is important for some industrial applications since the meshes used by
several production codes are completely general unstructured meshes where the cells are
made of arbitrary polyhedral objects. This is for instance the case of the CEDRE code
developed at ONERA, which is a multi-physics software for energetics [19] based on the
cell-centered finite volume method. The use of arbitrary polygonal meshes is also common60
in the gas and petroleum industry for reservoir simulations and for instance the ARCANE
[20] development platform of CEA-IFPEN is designed to handle 3D meshes composed of
several types of polyhedral entities (tetrahedra, prisms, hexahedra, octahedra, ...).
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Second, we come up with a method reconstructing the values at the faces centroids
and complying with the maximum principle. This ensures that the method is able to65
reach second order accuracy on smooth solutions with no sacrifice of robustness issues.
This paper is organized as follows. In section 2, we introduce the MUSCL strategy
for finite volume discretization of scalar hyperbolic conservation laws in the cell-centered
formulation, and for general unstructured meshes. The following sections describe the
successive steps of our new MUSCL reconstruction procedure. We explain in section 370
how to compute the slopes for general unstructured grids, in two-dimensional or three-
dimensional space. Then, essential properties of the scheme are proved in section 4,
namely second-order consistency and L∞-stability. Section 5 is devoted to the design of
accurate potentially CFL-dependent limiters. Finally, numerical results are provided in
section 6 to assess the performance of the method on general grids.75
2. Framework of the MUSCL methods
2.1. Finite volume discretization of scalar hyperbolic conservation laws
To introduce the MUSCL methods for finite volume schemes, we herein consider
a scalar hyperbolic conservation equation (1) associated to the initial and boundary
conditions (2). Let Ω ⊂ R3 be a bounded domain with the boundary ∂Ω. Let us consider80
u(x, t) and F
[
x, t, u(x, t)
]
= v(x, t)u(x, t), respectively R and R3-valued functions, with
x ∈ Ω and t ∈ [0, T ]. The function u0(x) is the initial solution, whereas ub(x ∈ ∂Ω−(t), t)
is the Dirichlet boundary condition. Note that the flux function F depends a priori on
position x and time t in addition to the scalar function u. But from here on, this
dependency will not be explicitly written. For the sake of simplicity, the flux will be85
therefore either written F (u) or even only F depending on the context.
∂tu(x, t) + ∇ · F
[
x, t, u(x, t)
]
= 0 x ∈ Ω, t ∈ ]0, T [ (1)
u(x, t = 0) = u0(x), x ∈ Ω and u(x ∈ ∂Ω−(t), t) = ub(x ∈ ∂Ω−(t), t) (2)
In (2), ∂Ω−(t) = {x ∈ ∂Ω | v(x, t) · n(x) < 0}, v(x, t) and n(x) are the velocity field and
the outwards normal vector on the boundary respectively. Let us assume the domain Ω
polygonal, then we introduce a discretization of Ω made up with general polyhedra Ki90
defined by an arbitrary number of faces (see notations on Figure 1 for a 2D configuration).
We denote by V(i) the vicinity of the element Ki, defined as the set of neighboring
elements Kj with a common face Sij = Ki ∩Kj . By extension, V(i) will sometimes also
refer to the set of indexes j of the neighboring elements Kj .
Any face Sij is defined by an arbitrary number mij of vertices P ij,k, with k ∈ [1,mij ].95
As a result, faces are not necessarily planar in 3D. But we assume that each face Sij is
associated with a geometrical point M ij such that Sij is a triangulation lying on the
polygonal contour P ij,k, with k ∈ [1,mij ], and with M ij as common point. M ij is





M ijP ij,k = 0 , (3)
3
where |Sij,k| is the area of the triangle M ijP ij,kP ij,k+1 with cycle order. Note that100
(3) is a non-linear equation for M ij which is solved in practice by a small number of
fixed point iterations. In the sequel, we will denote by |Sij | the surface area of the face
Sij , which is defined as the sum of the areas of the triangles M ijP ij,kP ij,k+1. The
unit normal vector nij of the face Sij (from Ki to Kj) is defined as the sum of the unit
normal vectors of each triangle weighted by its surface area. With this definition of the105









X dV . (4)
Subsequently we have with second-order accuracy:∫
Ki
u(x) dV ≈ |Ki| u(Bi) ,
∫
Sij
u(x) dS ≈ |Sij | u(M ij) . (5)
For more practical details on the computation of the geometrical quantities associated
to a cell, see [21] or [22].
Let (tn)n∈[0,N ] be a discretization of time, and ∆t = t
n+1 − tn be the time step. We110
use a cell-centered formulation, so at the time tn, Uni stands for the value of u at the
cell centroid Bi, with a second-order accuracy. Using the explicit Euler method in time,
applying the divergence theorem, and after integration over the control volumes Ki, the









F · nij dS = 0 . (6)






whose purpose is to115










F · nij dS , (7)















The numerical flux has to respect some properties to ensure the stability of the scheme
under an appropriate CFL condition [2]. Indeed, φij must be a monotonous C1 function,
consistent with the physical flux (see section 4.2.1). Various numerical flux functions can120
be chosen. For applications in energetics, where high density ratios and discontinuities
are encountered, upwind numerical fluxes are mostly used for the sake of robustness.
However, centered fluxes are sometimes also used, but they require that some artificial
diffusion is introduced so that the scheme remains stable.
Nevertheless, it is well-known that upwind schemes bring about numerical diffusion,125
which can be reduced using the MUSCL strategy. New arguments are provided to the
numerical flux function, without modification of the finite volume scheme. The cell-
centered states Uni and U
n






on the faces Sij . We now drop the dependency of the numerical flux on the normal vector















The whole difficulty, especially with unstructured grids, lies in how to compute the
interpolations so as to get second-order accuracy while still complying with the Discrete
Maximum Principle (DMP) defined below, which ensures that the scheme is L∞-stable.
Definition 1. The MUSCL scheme written in (9) complies with the DMP if for any
element Ki, the updated value at time t
n+1 is bounded by the minimum and maximum135
values at time tn within Ki and a given neighborhood U(Ki), which can be a priori of
arbitrary extent. Let Ui denote the union U(Ki) ∪ {Ki}, then the DMP formally reads
in
∀ Ki ∈ Ω, min
Kj∈ Ui
Unj ≤ Un+1i ≤ max
Kj∈ Ui
Unj . (10)
2.2. New multislope method for general unstructured meshes
A new multislope reconstruction procedure is introduced in this section, operating on140
general unstructured meshes and computing the reconstruted values at the face centroids
M ij . The technique generalizes the multislope method introduced in [15, 23, 17], there-
fore similar notations are adopted. As in the above-cited technique, and as in the original
MUSCL method, both a backward and a forward scalar slopes, respectively written p−ij
and p+ij , are computed for each face Sij of a given element Ki. In a classical way, we145




ij , and use a limiter function ϕ(rij), which turns these slopes into
one limited slope to ensure that no unphysical oscillation is introduced. Therefore, the
reconstructed values read as follows:
Uij = Ui + p
+
ij ϕ (rij ,Gij) ‖BiM ij‖ , (11)
Uji = Uj + p
+
ji ϕ (rji,Gji) ‖BjM ij‖ , (12)
where Gij is a set of geometrical parameters, which will be defined.150
In the following sections, we first give the procedure used to compute the forward and
backward slopes for general unstructured meshes. Afterwards we prove some essential
properties of the new reconstruction procedure, such as second-order consistency and
L∞-stability. We finally address the issue of the limiters functions to be used, with a
special effort to derive a well-adapted limiter for our new reconstruction technique.155
3. Building the slopes
In addition to the “face-to-face” neighborhood V(i), we now define the W(i) neigh-
borhood as the set of elements sharing at least a vertex with Ki. Note that V(i) ⊂ W(i).
Let us consider the system formed by the element Ki of centroid Bi, and the face Sij of
centroid M ij , for which we want to compute both a forward and a backward slope. The160
principle is to determine two points H−ij and H
+
ij , both located on the axis (BiM ij),
5
respectively backward and forward the point Bi (see Figure 1). These points are a priori
neither vertices of the grid, nor elements centroids. However, the way they are defined
makes it possible to evaluate second-order consistent values of the variables, using a well-
chosen set of neighboring elements. Eventually, the computed values UH−ij
and UH+ij
at165
points H−ij and H
+









The process to determine the points H−ij and H
+
ij , and then to get the values UH−ij
and UH+ij
























Figure 1: Forward and backward points H+ij and H
−
ij in the 2D configuration.
3.1. Procedure for 2D configurations
Let K−ij1 in W(i) be the most backward neighboring element of Ki with respect to170







cos (BkBi,BiM ij) . (14)
Let K−ij2 in W(i) be the following most backward element, provided that it is located





































H−ij has nonnegative barycentric coordinates (β
−
ij1




















≥ 0, β−ij1 + β
−
ij2
= 1 . (17)




intersection point H+ij , and its nonnegative barycentric coordinates (β
+
ij1

















≥ 0, β+ij1 + β
+
ij2
= 1 . (18)
These coordinates are subsequently used to compute the variable values at points
H−ij and H
+
















with U−ij1 , U
−
ij2
, U+ij1 , and U
+
ij2
, being the values at the cell centers B−ij1 , B
−
ij2
, B+ij1 , and







the lower the approximation error in the values UH−ij
and UH+ij
. This is why the most
backward and forward neighbors are selected.
3.2. Procedure for 3D configurations
Extension to 3D configurations is not straighforward. The difference is that we need
sets of three neighboring elements instead of two, to determine the forward and backward190




, such that they define a plane that intersects the line (BiM ij) inside the
triangle of vertices B−ij1 , B
−
ij2
and B−ij3 (see Figure 2 for the forward side). The inter-
section point H−ij has therefore unique nonnegative normalized barycentric coordinates
with respect to (B−ij1 ,B
−
ij2
,B−ij3). We denote these coordinates β
−
ij1














































β−ij1 ≥ 0, β
−
ij2
≥ 0, β−ij3 ≥ 0, β
−
ij1






































Figure 2: Forward point H+ij for the 3D configuration.
The algorithm used to determine suitable neighbors K±ij1 , K
±
ij2
and K±ij3 , is signifi-
cantly more difficult than the 2D algorithm. Below is a brief overview of the algorithm200
for backward neighbors (see figure 3). Therefore what one has to do is:
Step 1. sort the elements Kk in the W(i) neighborhood in decreasing order of the value
cos (BkBi,BiM ij), so as to establish an ordered list (K1,K2,K3, ...,Kz) where
z is the number of elements in W(i).
Step 2. determine the equation of the plane P1, which contains the centroid B1 of the205
first element K1 in the sorted list, and with BiM ij as normal vector.
Step 3. build a local orthonormate coordinate system (O1,u,v) in the plane P1, where






and v is any of the two unit vectors belonging to P1 and orthogonal to u. Note210
that there might be a singularity whenB1 is strictly located on the axis (BiM ij),
which means that O1 = B1. This is for instance always the case for structured
grids. This is not a problem, as in that case we thereby already have a consistent
value on the axis (BiM ij), and therefore do not need any further neighbor.
Step 4. determine H2, H3, the orthogonal projections of the centroids B2 and B3 (sec-215
ond and third elements of the sorted list) onto the plane P1 (see figure 3).
Step 5. pre-check the compatibility of the plane (B1B2B3) with the required criteria,
thanks to some geometrical tests in the plane P1. The first and compulsory cri-








Figure 3: Illustration of the 3D algorithm to get the backward point H−ij .
has to exist and furthermore has to be inside the triangleB1B2B3. But there are220
other optional criteria, for instance to prevent angles with too much obtuseness
or acuteness.
Step 6. if OK, then elements K1, K2 and K3 are assigned to K
−
ij1




intersection point is assigned to H−ij , so nonnegative normalized barycentric co-
ordinates β−ij1 , β
−
ij2
, β−ij3 can be computed, and therefore second-order consistent225
value UH−ij
as well.
Step 7. if not OK, and while not OK, then try again with another triplet of elements in
the sorted list, namely (BαBβBγ) where the subscripts α, β, γ are successively
incremented so as to minimize their sum. This means trying with (B1B2B4),
(B1B3B4), (B1B2B5), (B2B3B4), and so on. This way, the approximation230
error when computing UH−ij
is also minimized. If no suitable plane has been found
with combinations of backward elements, i.e. for which cos (BkBi,BiM ij) >
0, then there is no reconstructed value and the scheme locally degenerates to
first-order. But this only happens when an insufficient amount of neighbors is
available, namely close to boundaries.235
The procedure is similar to determine the forward neighbors, but starting from the
last element of the sorted list (the most forward element in the neighborhood). It is also
important to note that this algorithm only deals with geometrical data. As a result, it
only has to be executed once. Therefore the data is stored in memory once and for all
for a given mesh, and then used for every time step in the simulation process.240
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4. Properties of the reconstruction procedure
4.1. Second-order accuracy
4.1.1. Accuracy of the fluxes approximation




F · nij dS − φij (Uij , Uji,nij) |Sij | . (24)
Let X be a point of the face Sij . For a linear flux F (U) = λU , an upwind numerical245
flux
φij (Uij , Uji,nij) = max
(




λ · nij , 0
)
Uji , (25)
and assuming for instance λ · nij ≥ 0, then
E = λ · nij
(∫
Sij
U(X)dX − Uij |Sij |
)
. (26)
Let H(U) be the hessian matrix, then a Taylor expansion gives















Now, the reconstruction will be second-order accurate if the error vanishes for linear
functions, that is for functions such that the Taylor expansion is reduced to250
U(X) = U(M ij) + ∇U ·M ijX , (28)
where ∇U denotes the uniform gradient of U . Therefore, if we assume a linear function,











M ijXdX . (29)
The second term on the right-hand side vanishes since the point M ij is the barycentre of
the face Sij . Then, in order to get the second-order accuracy of the fluxes approximation,
we need to prove that the reconstruction process yields Uij = U(M ij) for linear functions.255
4.1.2. Accuracy of the reconstructed values
We first state the following result proved in Appendix A: due to the use of the
barycentric coordinates, the values UH+ij
and UH−ij
are second-order approximations at
points H+ij and H
−
ij , for both 2D and 3D configurations. Since we assume a linear
function, it means that260
UH+ij
= U(H+ij) , UH−ij
= U(H−ij) . (30)
Furthermore we can write for any x ∈ Ω, x0 ∈ Ω,




= Ui + ∇U ·BiH+ij , UH−ij = Ui + ∇U ·BiH
−
ij . (32)
Therefore, introducing the normalized vectors v+ij and v
−












, v+ij = −v
−
ij , (33)










= −∇U · v−ij = p
+
ij . (34)




ij = 1 for linear solutions. Finally, since any appropri-
ate limiter exhibits ϕ(1) = 1, then the reconstruted value Uij becomes
Uij = Ui + p
+
ij ϕ (rij ,Gij) ‖BiM ij‖ = Ui + p
+
ij‖BiM ij‖ , (35)
Uij = Ui + ∇U · v+ij‖BiM ij‖ = Ui + ∇U ·BiM ij = U(M ij) , (36)
which completes the proof.
4.2. L∞ stability270
We show in this section that the finite volume scheme (9) equipped with the gen-
eralized multislope reconstruction procedure can be written as a positive scheme with
bounded coefficients, thereby implying a Discrete Maximum Principle and subsequently
the L∞-stability.
4.2.1. Properties of the numerical flux and first rewriting of the scheme275
The numerical flux φij at a given edge or face Sij is a function of two variables (if we
drop the dependency on the normal vector nij), denoted for instance U1 and U2. This
means that
φij = φij(U1, U2) , (37)
where U1 and U2 are both assigned a certain evaluation of the scalar function coming
from each side of Sij . More specifically, U1 and U2 may be the cell-centered states U
n
i280




ji, in which case the scheme is
expected to upgrade from first-order to second-order accuracy.
Let us afterwards lay down some classical necessary properties of the numerical flux.
Firstly, it has to be consistent with the physical flux. If we assume a case where the
physical flux F depends only on u and the scalar field has any uniform value U , then the285
condition of consistency of the numerical flux reads in
∀U ∈ R, φij(U,U) = F (U) · nij , (38)
which implies the useful relation:∑
j∈V(i)
|Sij |φij(U,U) = F (U) ·
∑
j∈V(i)
|Sij |nij = 0 . (39)
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Note that the condition of consistency is more complex when F depends also on x and
t. In particular, the useful relation (39) is only approximate in this case as explained in
[17]. For the sake of the demonstration, we therefore need to assume a physical flux only290
depending on u. Secondly, the numerical flux has to be monotonous, in the sense that
∂φij(U1, U2)
∂U1
≥ 0 , ∂φij(U1, U2)
∂U2
≤ 0 . (40)










φij (Uij , Uji)−φij (Uij , Ui)+φij (Uij , Ui)−φij (Ui, Ui)
]
. (41)
The mean value theorem provides the following relations:
















































Next, we introduce the parameters below, which are nonnegative due to the monotonicity



















≥ 0 . (45)












From this point forward, the objective is to rewrite the differences Uij −Ui and Uji−Ui






cij(Uj − Ui), with ∀j, cij ≥ 0 and
∑
j∈W(i)
cij ≤ 1 . (47)
Note that we expect a sum on the W(i) neighborhood instead of the V(i) neighborhood,
since the reconstruction procedure involves elements belonging to W(i).
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4.2.2. Focus on the term Uij − Ui300
As explained in [17], the classical strategy to get a nonnegative coefficient for this
term consists in achieving an inversion sign property as follows:
Uij − Ui =
∑
k∈W(i)
ωijk(Ui − Uk) ,
∀Ki ∈ Ω, ∀j ∈ V(i), ∀k ∈ W(i), ωijk ≥ 0 and
∑
k∈W(i)
ωijk ≤ C∞ ,
(48)
where C∞ is a uniform constant. To do so, let us rewrite this term using the different








we write ϕij = ϕ(rij ,Gij), and using equations (11), (13), it comes305






(Ui − UH−ij ) . (50)
According to the equations (17) to (22), we can write for both the 2D and the 3D cases,











β−ijl = 1 , (51)
where U−ijl is the value in the mesh element K
−
ijl
which belongs to W(i). Therefore:























Finally, if we introduce the notation
L−ij =
{
K−ijl | l ∈ N, 1 ≤ l ≤ d
}
, (53)
to denote the set of selected backward neighboring elements, then we come up with
Uij − Ui =
∑
k∈W(i)




β−ijl if Kk ∈ L
−
ij , and ωijk = 0 if Kk /∈ L
−
ij . So we do have the310
nonnegativity of the ωijk if the limiter is such that ϕij = 0 for rij ≤ 0, and ϕij ≥ 0 when






which will be uniformly bounded with an ad hoc limiter.
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4.2.3. Focus on the term Uji − Ui
According to relation (12), we have315
Uji = Uj + ‖BjM ij‖p+jiϕji . (56)
Then:






− Uj) , (57)









As previously for the Uij − Ui term, using the definition of U+Hji , we can write






− Ui) , (59)
where U+jil is the value in the mesh element K
+
jil
, which belongs toW(j) by construction.
Then, for the sake of the demonstration, we need to assume that the following property320
holds:




belong to the W(j) neighborhood by construction, also belong to the W(i) neighborhood.
Note that most meshes will naturally exhibit this property (see figure 1 as an illus-
tration). If not, then it can still be enforced when the geometric algorithm is executed325
to find the forward neigbors. Now with this property, and introducing the notation
L+ji =
{
K+jil | l ∈ N, 1 ≤ l ≤ d
}
, (60)











β+jil if Kk ∈ L
+
ji, and λijk = 0 if Kk /∈ L
+
ji. So, once again we do have






which, again, will be uniformly bounded with an ad hoc limiter. We finally get for the
Uji − Ui term:








λijk(Uk − Ui) . (63)
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4.2.4. Second rewriting of the scheme330
























Afterwards, imposing ν−ij = 0 if j ∈ W(i), j /∈ V(i), allows to extend the sum on j over
the set W(i) for the first term of the sum in relation (64). For the last two terms of


























































cij (Uj − Ui) , (67)



















4.2.5. Nonnegativity and boundedness of the coefficients
As mentioned in relation (45), the coefficients ν−ij and ν
+
ij are nonnegative. Further-
more, if the limiter function is such that340
∀Ki ∈ Ω, ∀j ∈ V(i), ϕij ∈ [0, η+ij ] , (69)
15




















































































Now we know that stability is conditioned by
∑
cij ≤ 1, since the value Un+1i is thereby
obtained as a convex combination between values within the W(i) neighborhood. This
indeed complies with the DMP stated in (10) just by considering theW-like neighborhood




, i.e. the number of edges345
or faces of the element Ki, then from relation (73) we can derive two sufficient stability
conditions:
∀Ki ∈ Ω, ∀j ∈ V(i), if ν−ij ≤
1
2Ni








cij ≤ 1 . (74)
Let us now introduce the parameters
N = max
Ki∈Ω























and let νmax = ∆tM/h0 denote the maximum reachable CFL number, such that
∀Ki ∈ Ω, ∀j ∈ V(i), ∀t ∈ [0, T ], ν−ij ≤ νmax, ν
+
ij ≤ νmax . (76)

















We can keep this condition as is, which will generate a CFL-dependent limiter. Or, using
the fact that 2Niν
+
ij ≤ 1, we can derive another sufficient condition:
ϕij ≤ η−ijrij , (80)
which will generate a more classical CFL-independent limiter. Note that condition (79)355
is less restrictive than condition (80) which means that CFL-dependent limiters are
expected to be less dissipative than their CFL-independent counterparts.
4.2.6. Summary of the L∞ stability proof
Finally, the results proved in section 4.2 are summarized in the proposition below.
Proposition 1. Under the assumptions made for the physical and numerical fluxes in
section 4.2.1, and under the Hypothesis 1 concerning the mesh and the forward neighbors
determination process, the finite volume MUSCL scheme (9) based on the generalized
multislope reconstruction complies with the discrete maximum principle (DMP) stated in




and under the CFL-dependent sufficient condition on the limiter function:









in which is included a more classical CFL-independent sufficient condition on the limiter:







Of course, these are only sufficient conditions, so larger time steps can be used in360
practice without making the scheme unstable. Similarly, one could envisage less restric-
tive bounding conditions for the limiters, for instance by inserting a coefficient k > 1 in
the upper bound as follows:









Depending on the case under study, a well-chosen k > 1 is likely to improve the scheme
accuracy while still preserving
∑
cij ≤ 1 and therefore the stability. However we will365
not push this issue further and will just consider k = 1 in the sequel. Finally, keeping
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in mind that the second-order consistency proved in section 4.1 requires the following
additional property of the limiter:
if rij = 1 then ϕij = 1 , (85)
then we understand that the design of an overall optimal limiter relies on the best com-
bination between the latter property (giving the optimal shape for smooth solutions, i.e.370
rij ≈ 1), and the bounds of the stability region above-mentioned (giving the optimal
shape for sharp bending solutions, i.e. rij  1 and rij  1). This is the purpose of the
next section.
5. Design of well-adapted limiters
375
A relevant feature of the multislope method is that while it deals with multidimen-
sional unstructured grids, the limitation process is somehow like dealing with only a
monodimensional irregular grid configuration. This means that we can use the classical
background on the slope limiters, developed in the monodimensional context. We just
have to apply this to our reconstruction procedure, in order to fit the stability region for380
the limiters derived in the previous section.
Consequently, the limiters introduced in what follows are based on classical limiters.
However, it is well-known that no classical limiter has been found to work well for all
problems. Indeed, some efficiently capture discontinuities but bring about some squaring
effect on smoother waves (Superbee), whereas other ones are accurate on smooth waves385
but more dissipative for sharp gradients (Monotonized Central, Van Leer Harmonic...).
Some work exist in the literature to include the CFL number in the limiters in [24], to
extend classical limiters to monodimensional irregular grids in [25], or to combine many
limiters between them in [26], or [27]. But no ultimate solution has been found. This
is why we propose in this section a strategy to design fine-tuned limiters by switching390
between well-chosen pivot limiters, so that optimal accuracy may be reached in the
overall multislope reconstruction process. Note that CFL-independent versions of all the
limiters introduced hereinafter can be derived straightforwardly. This way they can be
used even integrated within an implicit time-stepping scheme.
5.1. CFL-dependent pivot limiters for irregular grids395
We first introduce two pivot limiters derived from classical limiters, but adapted to
irregular grids and taking into account the dependency on the CFL number. These
limiters are designed so that they lie in the stability region underlain in (82). Note that
none of these limiters exhibits the symetry property, which is seemingly incompatible


























This is the most performant limiter for sharp gradient regions, where rij  1 or
rij  1, as it follows the upper bound of the stability region. Furthermore, it respects
the linearity preserving property since ϕν-Sup(1) = 1, but only weakly. Indeed, the
switching between two different, overcompressive linear schemes around the point rij = 1405
brings about the well-known squaring effect usually observed with the classical Superbee
limiter (see [27]). A CFL-independent version is obtained by setting 1/(2Niν
+
ij) = 1,
which results in the classical Superbee limiter for irregular grids.

















This limiter is actually the third-order scheme as long as ϕ is included in the stability410
region, and is the upper bound of the latter otherwise (see figure 4). It is built upon an
appropriate averaging between the Lax-Wendroff and the Beam-Warming schemes, the
weight given to the latter increasing with the CFL number as pointed out in [26]. As a
result, it exhibits excellent accuracy in the smooth gradient (rij ≈ 1) region.
Furthermore, for some particular values of the CFL number, it is equivalent to some415
classical CFL-independent limiters that include κ-schemes for rij ≈ 1. For instance, if






(1 + κ)rij + (1− κ)
]
, (88)
then, in the (rij ≈ 1) region, ϕν-o3(ν+ij = 1) is equivalent to the κ = 13 Cubic-Upwind
linear scheme, on which is based the classical Koren limiter. Similarly, ϕν-o3(ν
+
ij =420
0.5) is equivalent to the κ = 0 Fromm’s linear scheme, on which is based the classical
Monotonized Central limiter.
5.2. Generation of a hybrid CFL-dependent limiter
We now introduce a way to generate a tailor-made limiter, from well-chosen pivot
limiters. The key point when designing an accurate limiter is to combine the performance425
of the most compressive limiters in the sharp bending zones, with the performance of
the third-order scheme in the smooth region. For that purpose we use a parameterized
switch function in a similar way as Harten in [7]. Dropping the subscripts ij for the sake
of conciseness, and distinguishing between the intervals r ∈ [0, 1[ and r ∈ [1,+∞[, the


















if r ≥ 1
, (89)
where tanh is the hyperbolic tangent function, and a, b, c, d, e and f are parameters to
be chosen. We drop the dependency of the limiters on the geometric parameters, then
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a tailor-made limiter can be obtained according to the following convex combination
between two chosen pivot limiters ϕ1 and ϕ2:
ϕ(r) = [1− h(r)] ϕ1(r) + h(r) ϕ2(r) . (90)
The pivot limiters are chosen among the CFL-dependent limiters introduced in section435
5.1. We therefore assign the third-order limiter to the pivot limiter ϕ1(r):
ϕ1 = ϕν-o3 , (91)
whereas we select the limiter which is tight-fitted to the upper bound of the stability
region as the pivot limiter ϕ2(r):










 Switch function 
 φhyb 
Figure 4: Switch function, pivots limiters, and hybrid limiter.
The final limiter lays between the two pivots limiters since h(r) is constrained in the
interval [0, 1] by definition. And this is the value of the parameters that determines the440
way the final limiter switches from one to the other. The attractiveness of such a strategy
is that the slope of the final limiter is controled by that of ϕ2 for r → 0+, while it is
controled by that of ϕ1 for r ≈ 1 (see proof in Appendix B). Lastly, the values of the
fitting parameters, which determine the shape of the hybrid limiter, are here chosen as
follows:445
a = 4, b = 2, c = 0.1, d = 10, e = 3, f = 6 . (93)
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Note that one could very well try to use different values, thus modifying the shape of
the generated limiter. However the influence of these parameters will not be investigated
in this paper, and we will stick to the above values in the sequel. An illustration of
the hybrid limiter thus obtained is provided on figure 4, for randomly-chosen geometric
parameters, namely η−ij = 3, η
+
ij = 1.8, ν
+
ij = 0.2, Ni = 3. The advantage of this limiting450
process over more classical limiters is illustrated by the numerical tests exposed in the
next section.
6. Numerical results
6.1. Dealing with boundary conditions
Before going into detail about the numerical tests, some precision is brought here on455
the treatment made for boundary conditions. This issue concerns both the computation
of the slopes in the multislope reconstruction and the computation of the numerical flux
in the time-stepping process.
6.1.1. Multislope reconstruction
The way the multislope reconstruction is affected by boundaries is rather obvious.460
Indeed, the number of elements in the W(i) neighborhood is inevitably reduced when
Ki is close to a boundary. As a result, there might be cases where no suitable neighbors
have been found to compute the backward and / or the forward slopes for a given face
Sij . When this happens, the slopes are just set to zero, and as a result we get back to
first-order upwinding for the face under consideration. This is the immediate and safe465
way to still comply with the stability requirements exposed in section 4.2.
Furthermore, the multislope procedure is easily and readily compatible with multi-
domain and parallel computing, as long as the required information is exchanged between
domains. This can be achieved for instance using MPI libraries. More specifically, one
needs to make sure that the elements sharing a vertex with the domain interface are470
exchanged, not only the elements sharing a face with it.
6.1.2. Computation of the numerical fluxes and time-stepping process
In a classical way, the case of boundary control volumes is treated using ghost cells.
For any face Sij belonging to the boundary ∂Ω, we create the ghost element K̃i with
respect to Ki, on which the boundary condition is prescribed. As a result, the compu-475
tation of the numerical flux on the face Sij , and then the time-stepping process in the
control volume Ki, can be performed in the same way as if Ki were strictly inside the
domain.
6.2. 2D rotation test case
To evaluate the performance of the new reconstruction procedure, we consider the480
2D rotation problem (94), also used for instance in [15].
∂tu(x, y, t) + λ(x, y) ·∇u(x, y, t) = 0 (x, y) ∈ Ω = [0, 1]× [0, 1], t ∈ ]0, T ] (94)
The divergence-free velocity field reads in: λ(x, y) = (0.5− y x− 0.5)t. Two differ-
ent initial solutions u0(x, y) are considered, respectively a discontinuous and a smooth
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function (see figure 7), which are convected during one revolution, i.e. a simulation time
of T = 2π. In order to assess the ability of the method to deal with completely general485
meshes, six kinds of mesh are used, namely cartesian, structured triangles, unstructured
triangles, quads, or polygons. They range from G1 to G6 (see table 1 and figures 5 and
6). Successive computations with increasing number of elements N on each kind of mesh
enables us to calculate the scheme error, and then draw comparisons. The numbers of
elements used for each grid are reported in table 2.490
Grids G1 G2 G3 G4 G5 G6
Type Cartesian Tri “scottish” Tri “diagonal” Tri “free” Quad Poly
Table 1: List of the structured and unstructed grids used.
Grids G1 G2 G3 G4 G5 G6
−− - - - 1758 1642 1871
− 1600 1600 3200 3558 3721 3670
+ 6400 6400 12800 7033 7180 7050
++ 25600 25600 51200 13720 14884 14404
Table 2: Increasing number of elements N . Grids G1 to G6.
We hereby want to evaluate the performance of the reconstruction method over a first-
order upwind scheme and over a classical monoslope approach, as well as the respective
advantages of the limiting strategies that have been introduced. In the monoslope tech-
nique, a least squares formula is used to evaluate the gradient from the face neighborhood
V(i). Then a directional limitation procedure is applied to the gradient. The procedure495
is described in details in [28], and is inspired by the works of [25], [12] and [29]. The prin-
ciple is to find the minimum and maximum values in the closest neighborhood, and to
limit the gradient so that the maximum principle is respected. This monoslope method
will be called “Limited Gradient” (LG) in the sequel.
In order to see the influence of whether or not introducing the CFL number in the500
limiters, we use an explicit RK2 time-stepping scheme, and we choose to perform all
computations with the maximum Courant number νmax ≈ 0.1. To do so, and based on















is the characteristic size of a given mesh (used here instead of the minimum size h0
defined in section 4.2.5), and |Ω| = 1 is the surface area of the computational domain.





‖λ(x, y)‖ ≈ 0.707 . (97)





∣∣∣Ui(t = 2π)− Ui(t = 0)∣∣∣ . (98)
where Ui(t = 2π) is the discrete solution at the center of Ki after one revolution, and
Ui(t = 0) is the projection on the mesh of the initial function u0(x, y), which can be




∣∣∣Ui(t = 2π)− Ui(t = 0)∣∣∣ . (99)
The L1 norm indicates the global diffusive error of the scheme, and as a result is interest-515
ing for both discontinuous and smooth cases. The L∞ norm is only relevant for smooth
cases, and gives information about the loss of amplitude of the convected function. Fi-
nally, we can derive the average schemes order α, either in the L1 norm or in the L∞
norm. The scheme error in a given norm n is supposed to verify εn = Cnh
αn , where Cn
is a constant. Therefore, αn is obtained by computing the slope of the linear regressions520
log εn = αn log h+ logCn, which are drawn on the various figures afterwards.
Figure 5: Typical grids G1, G2, and G3.
6.2.1. Discontinuous initial solution
We use the following function as the discontinuous initial solution:
u0(x, y) =
{
1 if r ≤ 0.15
0 if r > 0.15
with r =
√
(x− 0.3)2 + (y − 0.3)2 . (100)
The results for the discontinuous case on the six grids are shown on figures 8, 9, and
10. We draw linear regressions of the error in L1 norm versus the characteristic size h,525
for five different convective schemes: the First Order Upwind (denoted by FOU on the
figures), the Limited Gradient method (LG), and the Generalized Multislope technique
successively equipped with the classical CFL-independent Superbee limiter extended to
23
Figure 6: Typical grids G4, G5, and G6.
Figure 7: Discontinuous and continuous initial solutions in the coordinate system (x, y, u).
irregular grids (GM-Sup), namely equation (86) with 2Niν
+
ij = 1, the CFL-Superbee
limiter introduced in (86) (GM-CFL-Sup), and finally the new CFL-Hybrid limiter (GM-530
CFL-Hyb) detailed in relations (89) to (93). Note that for the sake of comparison, the
same scale is used for all figures, even though we did not use equal characteristic sizes h
for all grids, as shown in table 2. The order in L1 norm of the different schemes is given
in table 3 for the six grids.
Grids G1 G2 G3 G4 G5 G6
FOU 0.294 0.351 0.352 0.328 0.273 0.235
LG 0.714 0.690 0.758 0.723 0.807 0.729
GM-CFL-Hyb 0.739 0.745 0.734 0.694 0.839 0.752
GM-Sup 0.978 0.989 0.983 0.925 1.099 0.996
GM-CFL-Sup 0.957 0.973 0.985 0.883 1.112 0.967
Table 3: Average schemes order in L1 norm on the six grids. Discontinuous case.































































Figure 9: Errors in the L1 norm for the discontinuous case on grids G3 and G4.
classified by increasing accuracy as follows: FOU, LG, GM-CFL-Hyb, GM-Sup, GM-
CFL-Sup. Since this case is just about convecting a discontinuity, then the results must
be interprated only as the shock-capturing efficiency of the different schemes. Conse-
quently, it is natural to get the Superbee-based limiters to be the most accurate, as their
compressive behavior is well-known. Moreover GM-CFL-Sup is even more accurate than540
GM-Sup, which proves the efficiency of introducing the CFL number in the upper bound
of the stability region of the limiter.
































Figure 10: Errors in the L1 norm for the discontinuous case on grids G5 and G6.
on their own for general cases including smooth waves, due to squaring effects. So it
is interesting to evaluate the behavior of GM-CFL-Hyb, since we expect it as the best545
compromise for general cases. And its accuracy is actually better than that of the limited
gradient (LG) approach on most grids, except on the triangular grids G3 and G4 for which
we have equal accuracies.
The explanation is as follows: the more edges by element of the grid, in other words
the more neighbors for a given element, then the more restrictive the gradient limiting550
procedures. Consequently, it is natural that LG exhibits extra dissipation on quadri-
lateral and polygonal meshes, when compared with triangular meshes. However, the
scottish grid G2, despite being also a triangular mesh, does not offer the same accuracy.
The explanation there lies in the mesh curvature, defined as the misalignment of the
points Bi, M ij and Bj (see figure 1). Whereas the grid G3 has strictly no curvature555
and G4 has a very small average curvature, the grid G2 has a significant curvature. And
the accuracy of the gradient technique is lowered for curved meshes, because the inter-
polations at the faces centroids M ij are not computed with an optimal approximation
of the derivative in the direction (BiM ij).
6.2.2. Smooth initial solution560






/4 r ≤ 0.25
0 r > 0.25
r =
√
(x− 0.3)2 + (y − 0.3)2 . (101)
The results for the smooth case on the six grids are shown on figures 11, 12, 13, 14,
15, and 16. We draw linear regressions of the error in L1 norm (left hand figures),
and in L∞ norm (right hand figures) versus the characteristic size h, for four different
convective schemes: FOU, LG, and our Generalized Multislope technique equipped with565
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the classical CFL-independent Monotonized Central limiter extended to irregular grids
(GM-MC), and with the CFL-Hybrid limiter (GM-CFL-Hyb), with the same parameters
as in the discontinuous case. The order in L1 norm and in L∞ norm of the different


































































Figure 12: Errors in the L1 and L∞ norm for the smooth case on grid G2.
The results for the error in L1 norm show trends similar to that of the discontinuous570
case. Indeed, GM-CFL-Hyb is the most accurate for grids G1, G2, G5 and G6, but is



































































Figure 14: Errors in the L1 and L∞ norm for the smooth case on grid G4.
the curvature of the grids, and the number of edges of the mesh elements. Besides,
except for the grids G3 and G4, the multislope technique equipped with just a classical
CFL-independent limiter such as the Monotonized Central limiter, has already equivalent575
accuracy as LG.
Furthermore, the error in L∞ norm provides information on the ability of the different
schemes to preserve the amplitude of the waves. On that point, the results show the
efficiency of GM-CFL-Hyb over the other schemes. In particular, when compared with



































































Figure 16: Errors in the L1 and L∞ norm for the smooth case on grid G6.
element increases (G1, G5, G6 compared to G3 and G4), and when strongly curved
meshes are involved (grid G2). Additionally, the comparison between GM-CFL-Hyb and
GM-MC proves the significant advantage of the hybridized limiter over a more classical
one.
To conclude, the results for both the discontinuous and the smooth cases highlight585
the major assets of the generalized multislope method:
• it is not limited to a particular kind of mesh. Any unstructered grid can be handled.
29
Grids G1 G2 G3 G4 G5 G6
FOU 0.396 0.483 0.518 0.462 0.331 0.292
LG 1.686 1.352 2.011 2.130 1.714 1.471
GM-MC 1.623 1.576 1.569 1.379 1.771 1.505
GM-CFL-Hyb 2.225 1.771 1.694 1.622 2.096 1.813
Table 4: Average schemes order in L1 norm on the six grids. Smooth case.
Grids G1 G2 G3 G4 G5 G6
FOU 0.201 0.200 0.309 0.319 0.198 0.185
LG 1.620 0.850 1.517 1.688 1.617 1.600
GM-MC 1.348 1.273 1.409 1.596 1.480 1.517
GM-CFL-Hyb 1.851 1.497 1.613 1.921 2.297 2.184
Table 5: Average schemes order in L∞ norm on the six grids. Smooth case.
• it does not suffer from the local curvature of the mesh as it always take maximum
benefit of the available neighborhood to reconstruct the values on the faces.
• it provides better accuracy than a classical monoslope method in most cases, and590
especially for tricky mesh configurations.
Besides, the results showed the benefits brought by the introduction of the CFL number
in the limiters, as well as the hybridization strategy.
6.3. 3D case
As exposed in section 3, the algorithm used to determine the points H+ij and H
−
ij595
is much more complex for 3D configurations since we need to handle many tricky geo-
metrical operations. Therefore, we present in this section a simple 3D case in order to
prove the efficiency and operability of the 3D algorithm. The case herein considered is
just an extension in three dimensions of the previous 2D case. So, we have the following
3D rotation problem:600
∂tu(x, y, z, t) + λ(x, y, z) ·∇u(x, y, z, t) = 0 (x, y, z) ∈ Ω = [0, 1]3, t ∈ ]0, T ] .
(102)
The divergence-free velocity field reads in
λ(x, y, z) =
(
0.5− y x− 0.5 (x− y)/2
)t
. (103)
We consider the following smooth initial solution:





/4 r ≤ 0.15




(x− 0.2)2 + (y − 0.2)2 + (z − 0.2)2 , (105)
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which is convected for one revolution, i.e. a simulation time of T = 2π. The initial
solution and its trajectory are depicted on figure 18. As for the 2D cases, we use an605
explicit RK2 time-stepping scheme. The time step is set to ∆t = T/2000 = π/1000 s.
We consider the mesh shown on figure 17, made up with unstructured hexahedra. The






≈ 0.017 m , (106)
where |Ω| = 1 is the volume of the computational domain, and N ≈ 215 000 is the
number of elements in the mesh. We therefore get a maximum CFL number low enough610








‖λ(x, y, z)‖ ≈ 0.866 . (108)
Figure 17: Hexahedral 3D mesh. Figure 18: Trajectory of the initial solution.
The errors in L1 and L∞ norms, as defined in equations (98) and (99), as well as the
max value after one revolution, are given in table 6 for three schemes: the first order
upwind (FOU), the monoslope limited gradient (LG), and the generalized multislope615
with the CFL hybrid limiter (GM-CFL-Hyb). On a qualitative basis, the figures 19, 20,
21 show the respective contours of the final solution in the planes (XY ), (XZ), (Y Z)
with either the LG scheme or the GM-CFL-Hyb scheme. These results are in agreement
with the trends observed in the previous 2D cases. The operability and efficiency of the
generalized multislope method on a 3D general unstructured mesh is therefore shown, as620
well as its performance over a classical monoslope technique.
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Figure 19: Final solution in the plane (XY ) with LG (left-hand) and GM-CFL-Hyb (right-hand) schemes.
Figure 20: Final solution in the plane (XZ) with LG (left-hand) and GM-CFL-Hyb (right-hand) schemes.
6.4. Mach 3 wind tunnel with a step
Let us now apply the generalized multislope procedure to the Euler system of gas
dynamics. We consider a classical test case, introduced first in [30], and then used for
instance in [31], and more recently with the initial multislope method of [15]. A uniform625
Mach 3 flow enters a 2D wind tunnel from its left-hand side. The wind tunnel is 3 meters
long and 1 meter wide, and a step of 0.2 meter height is located 0.6 meter from the
tunnel inlet (see figure 23). The tunnel is initially filled with an ideal gas under the
following conditions: P = 1, ρ = 1.4, γ = 1.4, vx = 3. Thus, the initial sound speed is
c0 = (γP/ρ)
1/2 = 1. The same gas with the same properties is then continually injected630
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Figure 21: Final solution in the plane (Y Z) with LG (left-hand) and GM-CFL-Hyb (right-hand) schemes.
FOU LG GM-CFL-Hyb
ε1 5.93 · 10−3 2.61 · 10−3 2.24 · 10−3
ε∞ 0.943 0.528 0.509
max value 0.0664 0.527 0.652
Table 6: Errors in the L1 and L∞ norm for the 3D smooth case.
from the left inlet.
The computation is performed on a hybrid unstructured mesh, a sample of which is
depicted on figure 22. The ability of the generalized multislope reconstruction to deal
with the Euler system on completely general meshes is thereby assessed. This mesh is
made up of 16, 836 cells composed of triangular and quadrangular elements. This number635
of cells is very close to that used in [31] (16, 128) with a structured mesh, and in [15]
(16, 714) with only triangular elements. As in [15], the numerical flux is computed with
the HLL approximate Riemann solver of [32], so that no particular treatment is required
to deal with the singular point at the step corner.
The multislope reconstruction is applied to the primitive variables (P,v, ρ) to preserve640
the positivity. Moreover, because the Euler system is not a scalar equation, we have to
make clear the definition of the pseudo-CFL term ν+ij we have included in the CFL hybrid
limiter. In the stability demonstration for the scalar case, this term was defined as (see










and it is not clear how to extend this definition for a non scalar system. Our choice is to645
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|vi · nij |+ ci
)
, (110)
with vi the velocity vector at the cell center, nij the outwards unit normal vector of the
face Sij , and ci the sound speed at the cell center.
Figure 22: Sample of the hybrid unstructured mesh used for the Mach 3 wind tunnel test case.
The results of this case using the first order upwind scheme (FOU), the monoslope
limited gradient (LG), and the generalized multislope method with the CFL hybrid650
limiter (GM-CFL-Hyb), are respectively depicted on figures 23, 24, and 25. The figure
26 shows the results using the GM-CFL-Hyb on a much finer mesh, made up with
approximately 100, 000 elements. These results can therefore be used as a reference,
when comparing the schemes behaviors on the coarser grid. All the figures include thirty
density isolines, ranging from 0.25 to 6. As in [31] and [15], these are shown at the time655
t = 4.
These results were obtained with an explicit RK2 time-stepping scheme, and the time
step has been set to ∆t ≈ 5 · 10−4 for the coarse mesh, and ∆t ≈ 2.5 · 10−4 for the fine
mesh. Moreover, if




stands for the size of a given element Ki, then h0 = min
Ki
hi denotes the minimum element660
size over the whole domain. We actually have h0 ≈ 5 · 10−3 for the coarse mesh, and
h0 ≈ 2.5 · 10−3 for the fine mesh, which therefore entails for both meshes an initial




≈ 0.4 , with M = max
Ki
t=0
(‖vi‖+ ci) = 4 . (112)
The comparison of figures 23, 24 and 25 first shows that better accuracy is achieved
with the second-order schemes. The use of the GM-CFL-Hyb scheme also gives a better665
resolution of the contour lines when compared with the monoslope method. We also note
that these results are of slightly better quality than those obtained by [15] on a mesh
made up with only triangular elements. Moreover, we use the face gravity centre for the
reconstructions ensuring true second-order accuracy, while in [15], the computations may
fail when using this point.670
34
Figure 23: FOU scheme, coarse mesh.
Figure 24: LG scheme, coarse mesh.
Figure 25: GM-CFL-Hyb scheme, coarse mesh.
6.5. Liquid water jet case
We now consider a much more complex test case, involving a two-phase flow configu-
ration. A liquid water jet is injected at the velocity 20 m/s, with a pressure of 1 bar and
a temperature of 300 K, into quescient air at the same pressure and temperature. This
case is modeled by the multi-species compressible Navier-Stokes equations (see Appendix675
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Figure 26: GM-CFL-Hyb scheme, fine mesh.
C for more details on the equations). Liquid water and air are therefore the two species
of one single fluid, which is locally described by unique homogeneous density, pressure,
velocity and temperature. This means that there is no specific treatment to describe
the topology of the liquid-gas interface. There is no turbulence modelling either. The
objective here is only to assess the ability of the reconstruction procedures to preserve680
stability and accuracy in spite of the high density ratio involved at the interface.
We use a hybrid unstructured mesh, made up with approximately 138, 000 arbitrary
polygonal elements (see figure 27). Numerical fluxes are computed with the HLLC ap-
proximate Riemann solver. A second-order explicit time-stepping scheme is used, and













≈ 0.3 , (113)
with a minimum cell diameter of 0.05 m, and a maximum speed sound of 1415 m/s in
pure water. Density contours of the liquid-gas mixture obtained with the first order
upwind scheme (FOU), and the generalized multislope method with the CFL hybrid
limiter (GM-CFL-Hyb) are shown on figure 28 at the time t = 1.95 s. Figure 29 shows690
the contours of liquid water mass fraction obtained with these two schemes at the same
time.
The comparison between the FOU and GM-CFL-Hyb schemes shows clearly the in-
crease of accuracy brought about by the multislope procedure. In particular, the liquid-
gas interface can hardly be seen in the first-order computation, while the multislope695
scheme provides a sharp definition of the interface. Besides, the classical monoslope
method we have used for the previous tests has also been tested on this case. However
the computation fails, even with a time step lowered to ∆t = 2. 10−6 s, which means
a maximum CFL number around 0.06. Strong pressure oscillations arise in the course
of the computation, until it fails due to a negative pressure. It is not clear why this700
monoslope method is not robust on this case, and we have not tested all the monoslope
procedures available. Nevertheless, we experienced no particular difficulty with regard
to stability using the generalized multislope procedure on this test case, while being able
to efficiently capture many structures of the flow.
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Figure 27: Sample of the hybrid unstructured mesh used for the liquid water jet case.
7. Conclusions705
We introduced in this paper a second-order generalized multislope MUSCL method for
cell-centered finite volume discretizations. In contrast to previous methods introduced in
the literature, this method can operate on fully unstructured meshes made of arbitrary
polyhedral elements (tetrahedra, hexaedra, prisms...). It is not limited to the use of
fully tetrahedral or hexahedral meshes, but can easily handle hybrid ones. Optimal710
second-order accuracy is reached thanks to the reconstruction of the solution at the faces
centroids. In addition, the method has been proved to respect the maximum principle.
Academic numerical tests showed the advantage of the generalized multislope method
over a classical monoslope method. Indeed, better accuracy is reached for most cases.
This behavior is especially highlighted for tricky mesh configurations, involving strong715
curvature or polyhedral elements. Furthermore, the multislope formalism enables a gen-
uine upwind treatment of the reconstruction procedure. Added to upwind numerical
fluxes, this therefore seems a suitable way to ensure robustness for complex applications
involving high density ratios, large discontinuities, or shocks.
This method has been implemented within the industrial CEDRE code, developed at720
ONERA [19]. More specifically, it has been integrated in a compressible Navier-Stokes
solver, and in a solver dedicated to the eulerian description of dispersed two-phase flows
[33]. The test cases performed in this paper on complex flows involving shocks and
very high density ratios has proved the robustness and accuracy of this method when
compared with classical monoslope techniques.725
This generalized multislope method has also been successfully used for applications in
space propulsion involving two-phase flows and turbulent combustion and the results have
been presented elsewhere [34]. In these computations, the classical monoslope approaches
may fail while the presented technique enabled us to solve robustness issues inherent to
two-phase flows, mainly due to the existence of strong discontinuities or vacuum. This730
makes this new multislope technique a promising tool for robust and accurate simulations
of combustion and two-phase flow problems, in the cell-centered finite volume formalism.
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Figure 28: Liquid-gas mixture density contours with the FOU scheme (top) and the GM-CFL-Hyb
scheme (bottom). Min value: ρmin = 1.17. Max value: ρmax = 999.8.
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Figure 29: Liquid water mass fraction contours with the FOU scheme (top) and the GM-CFL-Hyb
scheme (bottom).








Let us assume a linear variation of U across the domain Ω. Therefore, the following
expression holds for any x and x0 ∈ Ω:
U(x) = U(x0) + ∇U · (x− x0) , (A.1)
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where ∇U denotes the uniform gradient of U . According to equations (17) to (22), we740



















Using formula (A.1), and because
d∑
l=1
β+ijl = 1, we can rewrite
UH+ij












= Ui + ∇U ·BiH+ij
d∑
l=1

















= 0 , (A.5)
which leads to745
UH+ij
= Ui + ∇U ·BiH+ij = U(H
+
ij) , (A.6)
and completes the proof. A similar result is straightforwardly obtained for UH−ij
:
UH−ij
= U(H−ij) . (A.7)
Appendix B. Proof of the property of the hybrid limiter
According to (90), we have










Besides, h(0) = 1, ϕ1(0) = ϕ2(0) = 0. So the derivative in 0
+ reads in
ϕ′(0) = ϕ′1(0) + ϕ
′
2(0)− ϕ′1(0) = ϕ′2(0) . (B.2)
Now considering the derivative in r = 1, and because h(1) = 0, ϕ1(1) = ϕ2(1) = 1, we750
have





+ 0 = ϕ′1(1) , (B.3)
which completes the proof.
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Appendix C. Navier-Stokes compressible equations for the liquid jet case
We consider a “two-phase” homogeneous fluid described by the Navier-Stokes com-
pressible equations (C.1), where Q(U) is the vector of the conservative variables defined755
in (C.2). These are ρYg and ρYl, the mass densities of the gazeous and liquid species, ρv






F c (U) − F (U ,∇U)
]
= 0 (C.1)
Q(U) = (ρYg ρYl ρv ρetot)
t
, ρ = ρYg + ρYl (C.2)
From the conserved quantities Q, it is possible to describe the physical state of the fluid
with the vector of “natural” variables (C.3), where P and T are the homogeneous fluid
pressure and temperature, v is the fluid velocity vector, Yg and Yl are the mass fractions
of the gas and liquid species.
U(Q) = (P T v Yg Yl)
t
, Yg + Yl = 1 (C.3)
Thermodynamical mixture laws provide the system closure. The Navier-Stokes system
(C.1) comprises the convective fluxes (C.4), I3 being the unit tensor and the diffusive
fluxes (C.5).
F c (U) = Q ⊗ v + P
(
0 ... 0 I3 v
)t
(C.4)
F (U ,∇U) =
(
FρY1 ... FρYng FρYl Fv Fe
)t
(C.5)
The mass diffusive fluxes FρYi are modeled by Fick’s law. The total energy flux gathers
the heat fluxes, partial enthalpy fluxes, and the power of the viscous forces. The mo-760
mentum flux Fv is linked to the viscous stress tensor by Fv = −τlam − τtur, where τlam
is the laminar stress tensor and τtur is the turbulent stress tensor, which vanishes here
since we do not consider any turbulence modeling.
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