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Abstract—Many safety-related applications in Ve-
hicular Ad Hoc Networks require fast and reliable
emergency message dissemination through multi-hop
broadcast. However, the conventional broadcast mech-
anism is neither efficient nor reliable because it results
in serious contention and collisions, which is usually
referred to as the broadcast storm problem. In this
paper, we propose ERP, a two-phase broadcast proto-
col that improves both efficiency and reliability. The
first phase, a “fast-propagation phase”, is designed to
improve efficiency. We explicitly designate forwarders
to relay the message and thus ensure both collision-
free and quick propagation. The second phase, a “loss-
recovery phase”, enhances reliability. In this phase,
nodes overhear the message and repeatedly broadcast
it for the benefit of nodes which have not received the
message in the first phase. We analytically show that
using a density-aware power control mechanism in the
second phase can efficiently improve the recovery rate.
We also demonstrate how to find the optimal trans-
mission power. Simulation results illustrate that our
protocol outperforms probabilistic forwarding, which
is currently the most widely studied solution, by a
factor of 2 to 3.
I. INTRODUCTION
Vehicular Ad Hoc Networks (VANETs) are of sig-
nificant interest due to their capability of providing
a variety of services to car drivers. Several ap-
plications have been identified and classified [1].
Communication-based automotive applications in-
clude safety warnings, traffic efficiency messages
(e.g. free-flow payment), and infotainment (e.g. in-
ternet access). Among all these, safety-related ap-
plications attract the most attention for their poten-
tial of improving transportation safety on the road
through infrastructureless, vehicle-to-vehicle (V2V)
wireless communications [20][5].
In this paper, we study the safety application
specified by the backward emergency warning: after
detecting dangerous situations such as a road hazard
or a sudden accident, the in-front cars notify their
backward cars to assist their drivers to decelerate,
brake or detour. This application requires dissemi-
nating a small amount of emergency messages to all
reachable nodes within a certain geographical area
and within a short time span, in order to prevent
potential accidents. A broadcast mechanism that is
both efficient and reliable is therefore required to
ensure every driver receives the information timely.
However, in the conventional broadcast mecha-
nism where every node forwards whatever message
it receives, a problem called broadcast storm can
arise. This arises because of the severe contention
and packet collision among neighboring nodes that
result from the naive transmitting mechanism in
the shared wireless medium. It has been shown to
result in high packet loss ratio [13]. This can be
dangerous to safety critical applications in VANETs,
thus motivating a better protocol for emergency
message dissemination.
Previous work [17] has suggested the usage of
different variations of probabilistic forwarding to
mitigate the broadcast storm problem. Being prob-
abilistic in nature, it’s possible the message will
die out. Moreover, the solutions do not consider
node density in the neighborhood. Different node
densities can result in very different performance.
Hence, omitting this factor can cause the solutions
to fail in specific scenarios since they do not always
use the best probability to forward. A density-aware
solution is thus desired.
In this paper, we propose a two-phase broadcast
protocol for emergency message dissemination. In
the first phase, a “fast-propagation phase”, we use
unicast with ACK in order to avoid the broadcast
storm problem. The destination of the unicast is
chosen from its backward neighborhood, starting
from the farthest neighbor. All nodes can potentially
overhear this emergency message, but since only
one node transmits at any given time, the broad-
cast storm problem does not arise. The emergency
message can thus be propagated quickly in this first
phase. Further, the reliability of unicast can be guar-
anteed since we require an ACK from the receiver. In
the second phase, a “loss-recovery phase”, nodes that
overhear the emergency message also periodically
broadcast it after the fast-propagation phase. We
apply power control in this loss-recovery phase to
improve spatial reuse and reduce contention and
collisions. The tradeoff between one-hop reliability
and link redundancy is evaluated by a mathematical
model. This analytical model is based on the DSRC
protocol, a variation of IEEE 802.11 with extension
for the outdoor high-speed vehicle environment. We
show that there is an optimal number of transmit-
ters, which is independent of the channel condition,
that minimizes the total dissemination latency. We
further show that a certain degree of connectivity
can be ensured under our power control algorithm.
Another contribution of this work is that we pro-
pose two novel metrics, coverage probability and
coverage latency. Most current metrics in the context
of VANETs fail to capture the most important feature
of emergency message dissemination: every vehicle
needs to receive the message within a limited time.
Our metrics, on the contrary, can provide a global
view of both propagation speed and reliability. In
terms of these two metrics, we theoretically study
the performance of our protocol. We prove that the
coverage latency of our protocol is at most a con-
stant factor from a theoretical lower bound. Simula-
tions show that our analytical results can accurately
predict the performance of the proposed protocol.
Moreover, compared to the probabilistic forwarding
scheme, our protocol can enhance performance by
2 to 3 times in terms of the two metrics.
The rest of the paper is organized as follows. Sec-
tion II introduces the traffic, channel, and network
models we use throughout the paper. Section III
presents the ERP protocol. Section IV describes how
to optimize the loss-recovery phase by applying po-
wer control. Section V theoretically evaluates the
performance of ERP and shows its coverage latency
is at the same order of the theoretical lower bound.
We demonstrates that simulation results concur with
theoretical analysis in Section VI. Section VII pro-
vides some background information and Section VIII
concludes the paper.
II. TRAFFIC, CHANNEL, AND NETWORK MODELS
We model a vehicular ad hoc network as com-
prised of a set of cars X, evenly distributed along
multiple lanes. For each lane, the inter-vehicle dis-
tance is d. We will show how to modify our protocol
under non-uniform topology in Section 4.2. Also,
we assume that each node1 is equipped with a
GPS device. Each node periodically broadcasts its
current GPS position, velocity and heading so that
all its neighbors within the maximum transmission
range receive the information. Vehicles can learn the
number of their neighbors and the location of each
neighbor by this information.
Let rT (x) denote the transmission radius of a
car x ∈ X. We consider the wireless channel as a
lossy channel in which the nodes within rT (x) have
the probability p of correctly receiving a message
1Since we are considering VANETs. Throughout this paper, the
terms “car” and “node” are used interchangeably
(a) Strip of a circle (b) Rectangular approxima-
tion
Fig. 1: Effective transmission range
in absence of interference. This channel model is
widely used to characterize the unreliable nature
of wireless communication. To capture the effects
of interference, we use a variation of the protocol
model introduced by [7]. For each transmitting node
x, its interference radius is rI(x) = crT (x), where c
is a constant greater than 1. We define the trans-
mission range and the interference range of a node
as the circles centered at that node with radii rT
and rI , respectively. A node can correctly receive a
message with probability p if and only if it lies in
the transmission range of a sender and outside the
interference range of all other senders.
Since vehicles are confined within the roads, we
define the effective transmission range of a node as
the intersection of its transmission range and the
road. Typically, the effective transmission range is
a strip of a circle, as shown in Fig. 1a. However,
the transmission radius is usually much larger than
the width of the road. We can therefore approximate
the effective transmission range as rectangular with
length 2rT , as depicted by the grey area in Fig. 1b.
The effective interference range is defined similarly.
Let N(x) denote the set of one-hop neighbors of
x. The one-hop neighbor of x in this paper refers to
the node that lies in the effective transmission range
of x. We define the heading of car x as the forward
direction and the opposite direction as the backward
direction. Then let N+(x) denote the set of forward
neighbors which belong to N(x) and lie in front of x.
Similarly, let N−(x) denote the backward neighbor
set consisting of the neighbors lying behind x.
Finally, we assume each node uses the IEEE
802.11-based protocol, DSRC, as its MAC protocol.
IEEE 802.11e supports Quality of Service by tuning
values of Arbitration Inter Frame Space (AIFS) and
Contention Window (CW ) [12]. Before transmitting
a packet, a node needs to sense the channel. After
detecting the channel being idle for an AIFS, the
node chooses a backoff counter randomly from the
interval [0, CW − 1]. The backoff time counter is
decremented by 1 whenever the channel is sensed
idle for a slot time, which is 9µs. The node trans-
mits when the backoff time reaches 0. By choosing
smaller AIFS and CW , nodes with higher prior-
ity can be granted greater chance to access the
channel. When the transmitted packet is an unicast
Fig. 2: An example of IEEE 802.11e backoff mecha-
nism
packet, the receiver will reply with an ACK after
a Short Inter Frame Space(SIFS), which is 16µs.
The value of AIFS in time is defined as SIFS
plus AIFS(in number)∗slot time. For example, by
setting AIFS = 7, the duration of an AIFS is
16µs + 7 ∗ 9µs = 79µs. An example of the backoff
mechanism is demonstrated in Fig. 2. We assume
AIFS and CW are also tunable in DSRC.
The 2004 FCC ruling [3] specifies DSRC will
have six service channels and one control chan-
nel. The control channel is reserved for the use of
safety-related applications to grant higher priority
for safety messages. While there may be other safety
applications that access the control channel, such
as location exchange applications that periodically
broadcast the position of a vehicle, these applica-
tions access the control channel infrequently. Nor-
mally, vehicles exchange their GPS information every
several seconds, whereas an emergency message is
to be propagated from the source to far-way vehicles
with latency within tens of milliseconds. Hence,
interference caused by these applications is negli-
gible and we assume there is no other applications
going on during the period of emergency message
propagation.
III. PROTOCOL OVERVIEW
In this section we describe ERP, a two-phase
emergency message dissemination protocol. As stated
in Section 1, emergency message dissemination is
both time-critical and reliability-critical. ERP satisfies
both criteria by its two-phase mechanism: in the fast-
propagation phase, ERP disseminates an emergency
message to the farthest car as fast as possible. In
the loss-recovery phase, ERP efficiently recoveries the
nodes who failed to receive the message in the first
phase.
A. Phase 1: Fast-Propagation Phase
As mentioned before, the naive flooding strategy
results in a broadcast storm problem [13]. The first
phase of ERP is designed to solve this problem
and guarantee fast packet penetration. Its design is
described below. In the description, we define the
node that initiates the process as the initiator, and
nodes that help relay the message as the forwarder.
1) A forwarder f (n) first chooses the farthest
neighbor in N−(f (n)) as the potential next
forwarder fˆ (n+1). Then it uses the maximum
transmit power to unicast the emergency mes-
sage to fˆ (n+1). If n = 0, i.e., the node is the
initiator, we set AIFS = 2 and CW = 16.
Otherwise, we set AIFS = 7 and CW = 4.
Further, if the forwarder overhears the same
emergency message during its backoff pro-
cess, it aborts its own transmission. The larger
value of CW for the initiator is to avoid the
risk where multiple vehicles initiate the same
emergency message dissemination simultane-
ously. Under this setting, two initiators will
choose the same backoff counter, which will
lead to a collision, with a small probability
1/16. The larger value of AIFS for other for-
warders is to make sure there is only one for-
warder in each step, which will be explained
in following paragraph.
2) Upon the receipt of the message, only the
designated next forwarder fˆ (n+1) replies an
ACK to f (n), all other nodes in the effective
transmission range overhear the message and
buffer it for the loss-recovery phase. If no
ACK comes back in SIFS, f (n) will attempt
to reach another neighbor in N−(f (n)) closer
than the last attempted node. If all nodes in
N−(f (n)) have been attempted, the selection
will roll back to the farthest neighbor. f (n)
does not stop the retransmission process until
it receives an ACK. In this step, we set AIFS =
2 and CW = 4.
3) After sending the ACK, the potential forwarder
fˆ (n+1) becomes the next forwarder f (n+1) and
repeats all the above from step 1.
Note that step 1 explicitly designating the next
forwarder is designed to avoid collisions because
at each run time of the fast-propagation phase,
only the forwarder can access the channel. The
“access” is passed to the next forwarder when the
DATA-ACK handshake succeeds. Further, the AIFS
used by the forwarder is larger than the sum of
AIFS and CW used in the retransmission step.
In case the ACK of f (n+1) is dropped, f (n) will
always retransmit before f (n+1) attempts to access
the channel, making f (n+1) gives up its role as a
forwarder. Finally, when there are multiple vehicles
to initiate the process, only one of them will become
the initiator since all other vehicles will overhear its
message and abort their own transmissions. In sum,
the fast-propagation phase can largely eliminate the
possibility of packet collision by ensuring that only
one packet is propagated in the network. We can
hence achieve fast packet penetration since we won’t
waste time for packet collisions.
In the fast-propagation phase, the emergency mes-
sage is rapidly disseminated backwards since each
node favors its farthest one-hop neighbor to forward
the message. However, note that only the selected
forwarders are guaranteed to receive the message. It
is possible that a small number of nodes may fail to
receive the message due to their channel loss. Hence
the second phase of ERP is designed to recovery this
loss.
B. Phase 2: Loss-Recovery Phase
One distinct feature of emergency message dis-
semination is that it requires high reliability for all
nodes of interest. In the fast-propagation phase, we
trade reliability for rapidness because in each one-
hop broadcast, only the forwarder is guaranteed to
receive the message. Instead of waiting for success of
all one-hop neighbors, the current forwarder allows
its designated forwarder to immediately broadcast
the message to the next hop. Because of channel
loss or interference, a small number of nodes may
not receive the message after the fast-propagation
phase. So we need a loss-recovery phase to cover
these nodes. To improve reliability, a conventional
solution, such as epidemic algorithms [4], has the
nodes that hold the message periodically broadcast
at random. This conventional way is simple and
easy to implement. However, it may not efficiently
recover the lost nodes in VANETs. This is because,
on one hand, if the network is of high density,
the frequent occurrence of collision degrades the
performance; if the network is sparse, on the other
hand, the low connectivity also reduces the recovery
likelihood.
To enhance the performance of the loss-recovery
phase, we propose a density-aware protocol. We find
that Phase 2 is most efficient when each node has
a specific number of neighbors, Topt, and a specific
value of CW , CWopt. The values of Topt and CWopt
are derived in Section 4. Since nodes periodically
exchange their locations and velocities before ERP is
initiated, they can tune their power levels to ensure
they have the desired number of neighbors. They
then use this power level and CWopt to broadcast
the emergency message repeatedly.
One major concern of the loss-recovery phase is
that it should not interfere with the fast-propagation
phase. To this end, we set AIFS = 12 when
a node first attempts the loss-recovery phase. It
will use AIFS = 2 in latter transmissions or if
it overhears a loss-recovery phase packet from its
neighbors. Note that the sum of AIFS and CW in
the fast-propagation phase is at most 11. By setting
AIFS = 12, nodes can conclude that there are no
nodes operating in the fast-propagation phase within
their effective interference ranges after they sense
the channel being idle for an AIFS. The probability
of interference between the two phases is hence
eliminated. A complete overview of ERP is shown
in Algo 1.
Algorithm 1 ERP
1: while TRUE do
2: if detects an emergency event then
3: AIFS ← 2;CW ← 16
{acts as an initiator}
4: f (1) ← farthest node
5: repeat
6: send an emergency message to f (1)
7: AIFS ← 2;CW ← 4
8: f (1) ← next farthest node
9: until receive an ACK or overhear another
emergency message
10: if receives an emergency message then
11: if ID = destination of the message then
12: reply with an ACK
{acts as a forwarder}
13: AIFS ← 7;CW ← 4
14: f (n+1) ← farthest node
15: repeat
16: send an emergency message to f (n+1)
17: AIFS ← 2;CW ← 4
18: f (n+1) ← next farthest node
19: until receive an ACK or overhear another
emergency message
20: else
21: AIFS ← 12;CW ← CWopt
{operates in the loss-recovery phase}
22: tune power level according to Section 4
23: repeat
24: broadcast the emergency message
25: if broadcast succeeds or overhear an-
other broadcast message then
26: AIFS ← 2
27: until the node is outside the emergency
area
IV. OPTIMIZATION OF LOSS-RECOVERY PHASE
Power control is known to be able to reduce con-
tention and collisions [10][11]. Using a small power
to transmit packets can reduce the interference im-
posed on other on-going transmissions. Thus, the
reliability of one-hop transmission can be improved.
However, the benefits of power control come with
a price. Smaller power will result in smaller trans-
mission range and hence lesser link redundancy.
The resulting topology might not be robust against
a small number of failed transmissions. To offer a
reliable loss-recovery mechanism, we need to eval-
uate the tradeoff between one-hop reliability and
link redundancy. In this section, we first derive the
optimal transmission power under models described
in Section 2. The resulting optimal transmission
power is related to the contention window size and
hence we derive the optimal contention window.
The optimal transmission power, together with the
optimal contention window, can achieve the highest
probability for lost nodes to receive the emergency
message. Finally, we show how to choose the optimal
power under non-uniform traffic.
A. Finding the Optimal Power
For the ease of analysis, we assume every node
uses the same power and has the same transmission
radius, rT . Also, we assume most of the nodes
have received the emergency message in the fast-
propagation phase. This assumption is validated in
Section 6.1, where we find that even when the
channel reliability, p, is as low as 60%, more than
90% of the nodes can receive the emergency message
in Phase 1 due to its retransmission mechanism.
Suppose there are a total of L lanes. Every node is
in the effective transmission range of T = 2rT ×L/d
nodes, which are referred to as transmitters, and in
the effective interference range of I = 2crT ×L/d =
cT nodes, which are referred to as interferers. By
tuning transmit power, we can set T to a desired
value. Hence, we focus on choosing the optimal T .
The condition that a node can receive a message
with probability p in a given time slot is that exactly
one of its transmitters is transmitting and every
interferer other than the transmitter is silenced.
Given the contention window W , the probability
that a node transmits in a randomly time slot is
τ = 2W+1[2]. Therefore, the probability of success-
fully receiving a message in a slot time is
Succ(T, τ) = pTτ(1− τ)I−1 = pTτ(1− τ)cT−1.
Suppose Topt yields the highest Succ(T, τ) for a
given τ . Succ(Topt, τ) should be at least as large
as both Succ(Topt + 1, τ) and Succ(Topt − 1, τ). We
derive the following inequalities:
Succ(Topt, τ) ≥ Succ(Topt + 1, τ)
⇒pToptτ(1− τ)cTopt−1 ≥ p(Topt + 1)τ(1− τ)c(Topt+1)−1
⇒Topt ≥ (1− τ)
c
1− (1− τ)c = T
−
opt
and
Succ(Topt, τ) ≥ Succ(Topt − 1, τ)
⇒pToptτ(1− τ)cTopt−1 ≥ p(Topt − 1)τ(1− τ)c(Topt−1)−1
⇒Topt ≤ 11− (1− τ)c = T
+
opt
From the two inequalities, we show that the opti-
mal T must be an integer between T−opt and T
+
opt.
Note that we have T+opt − T−opt = 1−(1−τ)
c
1−(1−τ)c = 1
and there is exactly one integer between T−opt and
T+opt. Hence, the optimal T is well-defined. Thus the
above condition is necessary as well as sufficient.
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Fig. 3: Succ(Topt, τ) for different values of CW
Further, both T−opt and T
+
opt are independent of p, the
reliability of the channel. This implies that choosing
the optimal T is not related to the channel condition.
B. Optimal Contention Window
As shown in the last section, both the values of
T+opt and T
−
opt are determined by τ =
2
W+1 . By
choosing T = Topt, Succ(T, τ) becomes a function
depending solely on the size of the contention win-
dow. In this section, we show how to choose the
optimal contention window, CWopt.
Table I shows the value of Topt for different values
of CW . As in most current models, we set the
ratio of interference radius and transmission radius,
i.e. c, to be 2. When CW is smaller than 14, the
corresponding Topt is at most 3. This means each
vehicle will have at most one transmitter in either
the forward direction or the backward direction.
The resulting topology can be disconnected due to
even one failed node. To maintain a less vulnerable
topology, Topt should be at least 4, in which case
each vehicle will have 2 transmitters both forwardly
and backwardly. Thus, we only focus on the case
when CW ≥ 14.
We plot the values of Succ(Topt, τ) for all 14 ≤
CW ≤ 49 in Fig. 3. Succ(Topt, τ) is maximized when
CW = 15 and decreases as CW becomes larger. In
our protocol, we choose CWopt = 15 and Topt = 4.
C. Enhancing Robustness Under Non-
Uniform Traffic
In Section 4.1, we show that we should choose
T = Topt = b 11−(1−τ)c c, or equivalently, d (1−τ)
c
1−(1−τ)c e,
to yield the highest probability for lost nodes to re-
ceive the emergency message. In our uniform traffic
model, this implies each node has Topt2 neighbors
on both forward and backward directions. However,
in a real world scenario, the densities of vehicles
in both directions might not be the same. Hence,
we set the optimal power of a node as the minimal
power such that it has at least Topt2 neighbors in both
directions. In addition to enhancing performance,
this setting also ensures a certain level of robustness
according to the following theorem:
TABLE I: Topt for different values of CW
CW 1–5 6–9 10–13 14–17 18–21 22–25 26–29 30–33 34–37 38 – 41 42–45 46–49
Topt 1 2 3 4 5 6 7 8 9 10 11 12
Theorem 1: Under the power control algorithm
described above, the resulting topology is Topt2 -
connected.
Proof: We number the vehicles in increasing or-
der beginning from the initiator, which is numbered
1. To show the resulting topology is Topt2 -connected,
it suffices to show that there exist Topt2 node-disjoint
paths between any two vehicles, i and j. We divide
the nodes into Topt2 disjoint sets such that the kth
set Sk = {u|u = w Topt2 + k,w ∈ N}. Each of the
sets is connected since neighboring nodes in each set
are Topt2 apart and each node has at least as many
neighbors in each direction. Moreover, both i and j
are connected to each of the sets since there exist
some u and v in each Sk such that |u− i| ≤ Topt2 and
|v− j| ≤ Topt2 . Hence, we can find a path from i to j
in Sk for every 1 ≤ k ≤ Topt2 , and there are at least
Topt
2 disjoint paths from i to j.
This result shows that our protocol can still work
in the presence of a small number of faulty nodes.
It also suggests that a designer can choose a larger
Topt when node failure becomes a frequent event.
V. PERFORMANCE ANALYSIS
In this section, we theoretically evaluate the per-
formance of the two-phase emergency message dis-
semination protocol. We propose novel metrics to
evaluate the performance of road hazard condition
notification protocols. Such an application is both
time-critical and reliability-critical because every ve-
hicle in the area of interest needs to receive the
emergency message in a timely manner. Most cur-
rent metrics fail to reflect both criteria simultane-
ously. For example, packet penetration rate defined
as the rate at which the packet propagates across the
network cannot offer any information on reliability.
Resta, Santi, and Simon [15] use another metric,
the probability that a specific vehicle can receive the
message within a given time, to capture both crite-
ria. However, their approach only focuses on per-
vehicle performance and lacks a global perspective.
To obtain a global view on both time and reliability
criteria, we propose using coverage probability and
coverage latency. The coverage probability is defined
as the probability that every vehicle in a certain
area receives the message within a given time. The
coverage latency, on the other hand, is defined as the
minimum time needed for the coverage probability
to exceed a certain threshold. In the following, we
first derive the coverage probability of our protocol.
We then show the coverage latency of our protocol
is at most within a constant factor of the coverage
latency of an optimized, but unrealistic, protocol.
In the analysis, we divide time into rounds. A
round is defined as the time interval from the
end of a data packet to the end of the next data
packet. To be more specific, a round will include a
period of AIFS, several periods of slot time due
to contention window, and the time needed for
transmitting the emergency message. The duration
of a round is not constant due to the variation
of time slots randomly chosen from the contention
window and different AIFS in different steps of
the protocol. However, we show this variation is
negligible. To achieve better reliability, nodes should
transmit the emergency message using the base rate,
i.e. 1 Mb/sec. The size of a packet is usually around
1Kb and we need approximately 1ms to transmit
the emergency message. The variations of both the
contention window and AIFS are at the scale of
tens of microseconds. Therefore, we can neglect
these differences and assume the duration of each
round is the same henceforth.
A. Coverage Probability
For simplicity, we set the inter-vehicle distance
to be 1 and normalize transmission radius and in-
terference radius accordingly. We follow the same
traffic, channel, and network models as described
in Section 2. Under these models and the optimal
power derived in Section 4, each node has Topt trans-
mitters in the loss-recovery phase. We also assume
each relay node in the fast-propagation phase always
chooses the farthest backward neighbor, which is
rmax away, to forward the message. We assume it
takes exactly u rounds for the node at urmax to
receive the message in Phase 1. In other words, there
is no retransmission in Phase 1. The assumption,
though somewhat optimistic, is not unrealistic since
the reliability in unicast is usually high. We will
later offset this optimistic assumption by adding
the expected number of failed transmissions to the
resulting formula.
To compute coverage probability, we need to know
when the loss-recovery phase can start in each part
of the region. Consider a node at distance d, urmax ≤
d < (u+1)rmax, it can start Phase 2 only when it is
outside the effective interference range of the relay
node in Phase 1. The interference radius of the relay
node is crmax. Supposing the position of the relay
node is d′rmax, we have d′rmax − d > crmax and
d′ ≥ u + 1 + c. Since it takes u + 1 + c rounds for
Phase 1 to reach (u+1+c)rmax, the node at distance
d can start Phase 2 at round u+ 1 + c.
Next we derive the probability that a lost node can
receive the emergency message in a round. From the
perspective of a lost node, there are four different
statuses for each time slot: Success, meaning that ex-
actly one of its transmitters is transmitting and every
interferer is silenced; Busy, all of its transmitters are
silenced and some of its interferers are transmitting;
Collision, meaning that some of its transmitters are
transmitting but they get into collisions with other
interferers; and Idle, all of its transmitters and inter-
ferers are silenced. We use Psucc, and Pidle to denote
the probability of Success and Idle, respectively.
The condition that a node can receive a message
with probability p, which is the channel reliability,
in a given round, is that there is one Success time
slot in the round. There is exactly one non-idle time
slot in each round. The probability that a lost node
can receive the emergency message in a round is
q = pPsucc/(1− Pidle). By setting T = Topt and τ =
2
Wopt+1
as in Section 4, we have Psucc and Pidle as
below and the value of q can be easily obtained. The
value of q is 0.27 when p = 0.9, c = 2, Topt = 4, and
Wopt = 15.
Psucc = Tτ(1− τ)I−1 = Tτ(1− τ)cT−1
Pidle = (1− τ)I = (1− τ)cT
Now we derive the coverage probability, CProb,
of the region within nrmax from the initiator at a
given round t. Considering a node at distance d,
urmax < d < (u+1)rmax, it can receive the message
under the following two situations: it can receive
the message from the node at urmax or from the
node at (u + 1)rmax in the fast-propagation phase
with probability p; it can also receive the message
from a neighboring node in the loss-recovery phase
between round (u+1+ c)rmax and round t. In each
round in Phase 2, the node can receive the message
with probability q. Phase 2 starts at time u + 1 + c
and there are t− u− c rounds for Phase 2 by round
t. The probability that the node fails to receive a
message under both conditions is (1−p)2(1−q)t−u−c.
Therefore, the probability that the node can receive
the message within round t is 1−(1−p)2(1−q)t−u−c.
Under the assumption that packet loss is indepen-
dent at each node, the probability that all nodes
between urmax and (u+1)rmax receive the message
within round t is [1 − (1 − p)2(1 − q)t−u−c]rmax−1.
Multiplying through for all 0 ≤ u ≤ n− 1 yields:
CProb(t) =
n−1∏
u=0
[1− (1−p)2(1− q)t−u−c]rmax−1 (1)
The above formula is derived under the optimistic
assumption that there is no packet loss in the fast-
propagation phase. To offset the assumption, we
notice that the expected number of transmissions to
reach nrmax is n/p since the channel reliability is
p. The expected number of failed transmissions is
n/p − n = 1−pp n and we need as many rounds to
retransmit. The starting time of the Phase 2 at each
node will be delayed by at most as many rounds.
Hence, we can refine the formula as:
CProb(t) =
n−1∏
u=0
[1−(1−p)2(1−q)t− 1−pp n−u−c]rmax−1
Note this result becomes too pessimistic since
it assumes the starting time of Phase 2 at every
node is delayed by every retransmission in Phase
1. However, when the failed transmission happens
at distance (u+ 1 + c)rmax, the loss-recovery phase
within distance urmax is not influenced. These two
formulas can serve as upper-bound and lower-bound
on coverage probability, respectively.
B. Approximation Bound of Coverage Latency
Coverage latency, CTime, is defined as the min-
imum time needed for the coverage probability to
exceed a certain threshold, Pthreshold. We can ob-
tain the value by choosing the smallest t such that
CProb(t) ≥ Pthreshold. Formally, it is given by
CTime := min argt{CProb(t) ≥ Pthreshold}.
While there is no close formula for the coverage
latency, we can instead derive the approximation
bound of the coverage latency compared to an opti-
mized protocol.
We notice that there are two restrictions intro-
duced directly by our channel and network models.
First, for each round, the message can propagate no
longer than rmax. Second, for each node within the
area that the message has propagated, it has at most
probability p to receive the message in every round.
Let OPT be a protocol such that equality holds
for both restrictions. Obviously, OPT is usually not
achievable since it doesn’t consider interference and
packet collisions. Yet, it can serve as a performance
bound to be compared to.
Before deriving the approximation bound, we
need to obtain the coverage probability for OPT
at round t within the range nrmax. Consider a
node at distance d, urmax < d < (u + 1)rmax. It
takes u rounds for the message to be propagated to
urmax and the node can receive the message with
probability p from then on. The probability that the
node at d can receive the message before round t
is 1 − (1 − p)t−u+1. There are rmax nodes between
urmax and (u+1)rmax. Also, u can range from 0 to
n− 1. Hence, we have:
CProbopt(t) =
n−1∏
u=o
[1− (1− p)topt−u+1]rmax−1 (2)
Suppose the coverage latency of OPT is topt.
That is, CProbopt(topt) = Pthreshold. We want to
find the minimum time t such that CProb(t) ≥
CProbopt(topt). We have:
CProb(t) =
n−1∏
u=0
[1− (1− p)2(1− q)t−u−c]rmax−1
≥CProbopt(topt) =
n−1∏
u=o
[1− (1− p)topt−u+1]rmax−1
For the inequality to hold, it suffices to choose t
such that 1−(1−p)2(1−q)t−u−c ≥ 1−(1−p)topt−u+1
for every u. We can further derive:
1− (1− p)2(1− q)t−u−c ≥ 1− (1− p)topt−u+1
⇒(1− q)t−u−c ≤ (1− p)topt−u−1
⇒t ≥ ln(1− p)
ln(1− q) topt + u+ c−
ln(1− p)
ln(1− q) (u+ 1)
Since q is the probability a node can receive the
message when considering both interference and
channel loss, we have 1 > p ≥ q > 0. This implies
ln(1−p)
ln(1−q) ≥ 1. By setting:
CTime = min{t} = ln(1− p)
ln(1− q) topt + c−
ln(1− p)
ln(1− q)
we can guarantee: CProb(CTime) ≥
CProbopt(topt). The constant term c − ln(1−p)ln(1−q)
becomes negligible when topt is large. Hence,
our protocol is a ln(1−p)ln(1−q) -approximation protocol
in terms of coverage latency. Both p and q are
independent of the size of the network and the
approximation ratio is a constant.
VI. MODEL VALIDATION
To validate the theoretical analysis reported in the
previous sections, we have implemented our proto-
col on top of ns-2. Ns-2 is a widely used network
simulator that can simulate both IEEE 802.11 proto-
col and mobile nodes. In this section, we will present
the simulation results as well as the corresponding
analytical results. Meanwhile, the performance im-
provement over the probabilistic forwarding scheme
will also be reported.
In this simulation, we consider the highway sce-
nario in which cars are uniformly distributed along
4 lanes and all of them move towards the same
direction. The velocity of each vehicle is randomly
chosen between 60 km/hr and 120 km/hr. We as-
sume nodes use omnidirectional antennas and the
transmission range is a disk with radius of 200m.
This value is chosen based on the result reported
by [1]. It shows that the packet loss rate is below
20% when the v2v communication range is less than
200m. In addition, we assume the area of interest
is a segment of 2000m behind the initiator. Other
TABLE II: Simulation Setup
area of interest 2000m CS range 400m
max tx range 200m data rate 1Mbps
message size 1000bit slot time 9µs
Fig. 4: Probability of Reception on the Fast-
Propagation Phase v.s. Channel Loss Rate
parameter values are in Table II. Unless otherwise
specified, the following results have been obtained
by considering the traffic with the density of 25
cars/km/lane. This implies there are 200 cars in the
area of interest. We repeated each simulation 100
times.
A. Robustness of Fast-Propagation Phase
Recall that in the analysis of Section 4.1, we
assume that after Phase 1, most of the nodes have
received the emergency message except for a small
number of nodes. We validate this assumption by
counting the percentage of nodes that receive the
emergency message in Phase 1. Fig. 4 plots the mean
percentage of received nodes among the 100 sim-
ulation runs under different channel loss rate. The
result confirms our assumption by showing that 89%
of the nodes have successfully received the message
after Phase 1 even the channel loss rate is as high
as 50%. This result, though somewhat surprising,
is due to two factors. First, every node can receive
the emergency message from both the forward relay
node and the backward relay node. Nodes can still
receive the message even if it fails to overhear the
transmission by one of the two relay nodes. Second,
when the channel loss rate is high, there will be
more retransmissions in Phase 1. Nodes that fail to
overhear the first transmission may still receive the
message in the following retransmissions.
B. ERP and Power Control
In this simulation, we demonstrate how different
transmit powers can influence the behavior of Phase
2 in ERP. We assume 10% randomly chosen vehicles
fail to receive the emergency message in Phase 1.
We then evaluate the time required for Phase 2 to
deliver the emergency packets to all these lost nodes.
Fig. 6: CProb comparison Fig. 7: CTime comparison
Fig. 5: The performance of ERP when the loss-
recovery phase works at different powers
According to the analysis in Section IV, the loss-
recovery phase will be more efficient if the power
is optimized. Using a small power to transmit can
reduce the interference and hence increase trans-
mission reliability. On the other hand, it also results
in lesser transmitters around the lost nodes and
hence reducing the likelihood nodes overhearing
each other. Fig.5 shows the time to completion in
Phase 2 for different transmission powers, which are
represented as the numbers of vehicles within the
effective transmission range. We can observe that the
time to completion is minimized when the number
of neighbors is 4. This result confirms the theoretical
analysis derived in Section 4.1 and Table I as the
contention window size is chosen to be 16. Further,
by using a large transmission power that can reach
16 vehicles, the full coverage latency can be more
than 3 times worse than that by applying power
control. This significant difference validates the need
for power control.
C. Coverage Probability and Coverage Latency
We consider two metrics to evaluate ERP: cover-
age probability CProb and coverage latency CTime.
As suggested in Section IV, we assume ERP uses
CW = 15 and Topt = 4 in its loss-recovery phase.
Two different scenarios are examined. In the first
scenario, we assume vehicles are uniformly dis-
tributed with density 25 cars/km/lane on a four-
lane highway. In the second scenario, we assume the
density in the first half of the area of interest is 50
cars/km/lane and the density in the second half is 16
cars/km/lane. This is to simulate the scenario where
a traffic jam occurs. Again, the velocities of vehicles
are randomly chosen between 60 km/hr and 120
km/hr in both scenarios. Most current solutions for
emergency message dissemination uses some varia-
tions of probabilistic forwarding (ProbF), in which
every node that receives the message broadcasts
it with probability pf in each time slot. We com-
pare the performance of ERP against that of ProbF.
While different values are used in different work,
we exhaustively evaluate ProbF for 0.01 ≤ pf ≤ 0.1
and find that setting pf = 0.03 can yield better
performance for the examined car densities. We
hence assume pf = 0.03 in the simulation.
Fig. 6 presents the coverage probability for both
ERP and ProbF. The figure shows ERP always out-
performs ProbF under both scenarios. This is because
the two-phase mechanism in ERP can alleviate the
broadcast storm problem and achieve better rapid-
ness and reliability. Similar results are observed in
Fig. 7, where we compare the two protocols in terms
of CTime. The coverage latency of ProbF is always
more than twice as large as that of ERP.
VII. RELATED WORK
Most VANETs applications are based on the DSRC
(Dedicated Short Range Communications)[8] stan-
dard. DSRC is an extension of the IEEE 802.11
technology that supports both Public Safety and Pri-
vate operations in roadside-to-vehicle and vehicle-
to-vehicle communication environments. The MAC
layer of DSRC, based on the CSMA/CA protocol,
is very similar to IEEE 802.11 with some modifi-
cations. Yin et al.[20] have shown that the DSRC
standard is defective in terms of one-hop reliability.
Xu et al.[18], therefore, propose protocols compat-
ible with DSRC, setting the number of MAC layer
repetitions to improve one-hop reliability. We show
that low one-hop reliability does not hurt the per-
formance of our protocol, by simulation, as shown
in Section 6.1.
In the multihop broadcast scenario, previous re-
search shows that naive broadcast suffers from slow
delivery and low reliability due to an excessive num-
ber of concurrent packet transmissions [13][17].
Some work has been proposed to mitigate this
problem. Vehicular Collision Warning Communica-
tion (VCWC)[19] uses a backoff mechanism to per-
form congestion control by reducing the message
retransmissions. In Smart Broadcast[6], nodes set
their contention windows inversely proportional to
the distance from the sender. Palazzi et al.[14]
propose a broadcast scheme to adjust contention
window based on the transmission range estimation.
Interferences and mobility are taken into account
by dynamically computing the nodes’ transmission
ranges estimation. Kutylowski and Zagorski [9] pro-
pose a dynamic opportunistic protocol to forward
emergency messages along a motorway. Moreover,
Wisitponphan et al.[17] propose techniques using
probabilistic forwarding to mitigate the broadcast
storm problem. All these approaches basically use
a probabilistic mechanism to broadcast the packets.
F. Stann et al.[16] uses a density-aware approach
to recover missing nodes. However, their work fo-
cuses on enhancing reliability and lacks discussion
on efficiency. Our protocol, instead, propagates the
packets as fast as possible in the first phase, and
deterministically adjusts the transmit power in the
second phase. Hence, our protocol can guarantee
both high reliability and efficiency.
Resta, Santi, and Simon[15] derive lower bounds
on the probability that a car at distance d from the
source correctly receives the message within time
t. Their work aims at multihop broadcast and also
considers interference. However, their metrics are
not representative in the sense that they only ana-
lyze the probability for one node. During the process
of propagating emergency messages, we definitely
need to consider the whole coverage within the
area of interest. In addition, they don’t have a good
strategy to broadcast packets. Their strategies are
unrealistic because they are centralized. Therefore,
we provide a two-phase broadcast protocol and pro-
pose new metrics to analyze our protocol.
VIII. CONCLUSIONS
We have presented ERP, an efficient and reliable
protocol for emergency message dissemination in
VANETs. ERP conducts a two-phase mechanism to
address the broadcast storm problem. In the first
phase, ERP explicitly designate forwarders to relay
the message. No collision can occur since there is
only one forwarder at a time. Nodes overhear the
message will periodically broadcast it in the second
phase. ERP adopts a density-aware power control
mechanism in the second phase to achieve efficient
message dissemination. We theoretically prove that
the power used by ERP is optimal.
We evaluate ERP through both theoretical study
and simulation. We show that the coverage latency
of ERP is at most a constant factor from a theoretical
lower bound. We also show that ERP outperforms
probabilistic forwarding, which is currently the most
widely studied solution, via simulations.
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