ABSTRACT Motivation: Rapid advances in biomedical sciences and genetics have increased the pressure on drug development companies to promptly translate new knowledge into treatments for disease. Impelled by the demand and facilitated by technological progress, the number of compounds evaluated during the initial high-throughput screening (HTS) step of drug discovery process has steadily increased. As a highly-automated large-scale process, HTS is prone to systematic error caused by various technological and environmental factors. A number of error correction methods have been designed to reduce the effect of systematic error in experimental HTS (Brideau et al. 2003 , Kevorkov and Makarenkov 2005 , Makarenkov et al. 2007 , Malo et al. 2010 , Carralot et al. 2012 ). Despite their power to correct systematic error when it is present, the applicability of those methods in practice is limited by the fact that they can potentially introduce a bias when applied to unbiased data. We describe two new methods for eliminating systematic error from HTS data based on a prior knowledge of the error location. This information can be obtained using a specific version of the t-test or of the χ 2 goodness-of-fit test as discussed in Dragiev et al. (2011) .
INTRODUCTION
A typical drug development project starts with a candidate identification phase in which a large chemical compound library is tested against a given biological target (Malo et al. 2006) . Complex highthroughput screening equipment is employed at this stage to obtain precise estimates of compound activity levels. The collected data are then used to identify the compounds that show the most promising "drug-like" activity behavior (Brideau et al. 2003 , Malo et al. 2006 . The selected compounds, called hits, typically undergo further testing to confirm their reproducibility and suitability for drug development. Depending on the nature of the study, the hits may be compounds with the highest activation (i.e., activation assays), inhibition (i.e., inhibition assays), or both. The hit selection process assumes that the measurements taken by HTS equipment accurately represent the activity levels of the tested compounds. An important consideration for this to be true is that experimental conditions are the same for all compounds of the screen. Biases in the measurements can nonetheless appear, due to inconsistencies in the environmental factors, such as electricity, temperature, humidity or lighting changes (Heyse 2002 , Makarenkov et al. 2007 ). Organizational factors can also have a significant systematic impact on the results of an HTS campaign. For example, differences in the incubation time allow the solvent evaporation to cause unintended variations in the solution concentrations. Highly sensitive readers in particular can detect subtle differences among the tested molecules which misdirect follow-up efforts when they are due to bias rather than to biology. (Elowe et al. 2005 ) -(a) whole assay background surface, (b) plate 1036 measurements; and in the Princeton 164-plate assay (Helm et al. 2003) -(c) whole assay background surface, (d) plate 144 measurements. Color intensity is proportional to the compounds' signal levels (higher signals, i.e., potential target inhibitors, are shown in red). may remain undetected (false negatives). In HTS, systematic error is usually column or row dependent (Brideau et al. 2003 , Makarenkov et al. 2007 . It is important to note that systematic error can either affect compounds placed in the same well, column or row location in all plates of the screen (i.e., screen-specific error) or affect a column or row of a specific single plate of the screen (i.e., plate-specific error). Figure 1 illustrates the presence of positional effects in two publicly available experimental HTS datasets: McMaster Test dataset, used as a benchmark for the McMaster Data Mining and Docking Competition (Elowe 2005 ; it contained the compounds intended to inhibit the E. coli Dihydrofolate reductase, DHFR) and a dataset provided by the Chemistry Department of Princeton University and consisting of a screen of compounds meant to inhibit the glycosyltransferase MurG function of E. coli (Helm 2003) . Figures 1a,c show activity levels averaged across all plates (i.e., assay background surfaces), whereas Figures 1b,d show the activity levels of two selected single plates (from the McMaster and Princeton datasets, respectively). These examples demonstrate that systematic biases in HTS may have different screen-specific and plate-specific systematic deviations. For instance, in the McMaster dataset, the measurements in the column 10 are globally over-estimated (Fig.  1a) , but in plate 1036 they are rather under-estimated (Fig. 1b) . Similarly, Figure 1c reveals apparent "edge effects" in the Princeton dataset with the values of the outer rows and columns being below the screen average. This effect was not observed, however, for all plates of the Princeton screen, with an evident overestimation of the first column measurements detected in plate 144 (Fig. 1d) . Thus, systematic error correction methods should be able first to recognize the character of systematic error affecting the data at hand and then remove it either from the whole assay and/or only from the specific plates where it was detected. In this article we describe two new methods for eliminating plate-specific systematic error and show how these methods can be applied in a more general correction framework that also includes a wellcorrection procedure (Makarenkov et al. 2007) which allows for removing screen-specific systematic biases.
METHODS

Data preprocessing in HTS
In order to analyze experimental HTS assays, a data preprocessing treatment should be performed before the hit selection. Several data normalization and correction techniques, including the step of the quality control, have been proposed to preprocess experimental HTS data (Zhang et al. 1999 , Brideau et al. 2003 , Kevorkov and Makarenkov 2005 , Malo et al. 2006 , Makarenkov et al. 2007 , Zhang et al. 2008 , Malo et al. 2010 , Dragiev et al. 2011 , Carralot et al. 2012 , Shun et al. 2011 . The most popular data normalization procedures used in HTS are as follows: Percent of control that normalizes the measurements of the given relative to the mean value of the plate's positive controls, Normalized percent inhibition in which the normalization is carried out relative to both positive and negative controls, and Z-score that consists in a zero mean and unit standard deviation normalization of the plate's measurements (Malo et al. 2006) . Regarding data correction, mention the B-score (Brideau et al. 2003) and Well Correction (Makarenkov et al. 2006 and 2007 ) methods which will be considered in this study. Their main steps of these methods are as follows:
B-score (Brideau et al. 2003 ) is a robust normalization procedure commonly used in experimental HTS. Similarly to the abovementioned normalizations, B-score sensibly handles plate-to-plate variability. In addition, it also corrects the raw plate measurements by removing the existing row and column positional effects. It assumes the following statistical model of HTS measurements (equation 1):
where x ijp is the raw measurement of the compound in well (i, j) of a given plate p, µ p is the plate average, R ip is the systematic error affecting row i, C jp is the systematic error affecting column j and ε ijp is a random noise affecting well (i, j) of this plate. B-score first employs a 2-way median polish procedure (Tukey 1977 ) to obtain the estimated values of x ijp , µ p , R ip and C jp (equation 2):
The residual, r ijp , for the measurement in well (i, 
where ijp x′ is the normalized measurement value.
Well Correction (Makarenkov et al. 2006 and 2007) is another combined data normalization and correction method designed to compensate for positional effects affecting rows, columns or individual wells, and appearing in all plates of the screen (i.e., screenspecific error). Well Correction includes the two following steps:
1. For each well location of the screen, a linear or polynomial least-squares approximation is carried out for the compound measurements located in that well over all plates of the screen. This approximation is performed separately for each well location.
2. The approximated entities within the same well location are then normalized over all plates of the screen using Z-score. This normalization is performed separately for each well location.
Once the data normalization and correction steps are completed, a hit selection procedure, meant to identify the compounds that will be promoted to leads, is carried out. The most popular strategy for hit selection proceeds by the identification of the compounds whose activity levels exceed a predefined threshold (Malo et al. 2006) . Typically, the hit selection threshold is expressed in terms of the mean, µ, and the standard deviation, SD, of the observed measurements. A commonly used approach selects as hits the compounds whose activity levels deviate from the mean value µ for more than 3SD.
Despite their ability to eliminate systematic error, HTS preprocessing techniques cannot guarantee the recovery of correct hits. In our previous works (Makarenkov et al. 2007 , Dragiev et al. 2011 we showed that a misapplication of error correction methods on error-free HTS data introduces a significant bias that affects very negatively the accuracy of the hit selection process. For instance, a simulation study described in Makarenkov et al. (2007) suggests that the B-score method is unable to cope with screen-specific systematic error (see Figs. 2 and 3 in the latter article) and that the Well Correction method is not suited for eliminating plate-specific systematic error (see Fig. 4 in the latter article). Hence, error correction methods should be used with caution and only when the presence of systematic noise in the data has been confirmed by statistical tests. In our recent work (Dragiev et al. 2011) , we described how individual HTS plates can be assessed for presence of systematic error, thus facilitating the decision regarding the application of data correction techniques.
Two new data correction methods
Here we present two new methods for HTS systematic error correction, called Matrix Error Amendment (MEA) and Partial Mean Polish (PMP). Both methods rely on prior information concerning the location of rows and columns of individual plates that are systematically over-or underestimated. Such information might be available through the analysis of individual plate (or entire screen) background (Kevorkov and Makarenkov 2005) or can be acquired using a specific version of the t-test or of the χ 2 goodness-of-fit test (Dragiev et al. 2011 ; see also the Supplementary Materials section for the application of these tests in the HTS context). Both MEA and PMP methods are applied on a plate-by-plate basis.
Let X be a plate of HTS measurements with m rows and n columns. Let x ij be the measurement of the compound located in well (i, j) of X and let µ be the mean value of all measurements of plate X that are not affected by systematic error.
In the case when plate X is free of systematic error, we can expect that the mean of the values in a given row i (i = 1, …, m) does not deviate substantially from µ, which in this case is the mean of all measurements on the plate: . (6) to rows not affected by row systematic error, and equation (7) to columns not affected by column systematic error.
Matrix Error Amendment method
Systematic error in HTS does not typically affect all the columns and rows of a plate. The affected columns and rows are often those located on the plate edges (Brideau et al. 2003, Kevorkov and Makarenkov 2005) . Thus, typically, p is much smaller than m and s is much smaller than n. The presence of rows and columns not Two approaches of solving the system of linear equations (4-7) were tested in our study. First, by combining all equations (4-7), we composed an overdetermined system of linear equations Ae = b with m+n equations and fewer than m+n unknowns, where A was the matrix of the coefficients for the unknowns i r e and j c e (i = 1, …, p and j = 1, …, s) combined in the vector e of size p+s, and b was the vector of free terms. We found that in all cases the matrix A T A was singular, thus rendering inapplicable the standard least-square approximation method for solving overdetermined systems of linear equations. We were able, however, to find an approximate solution of this system by using the singular value decomposition (SVD) method. Second, we also tested a simpler and computationally less intensive approach consisting of combining only equations (4) and (5) into the linear system (8), having exactly m+n equations and m+n unknowns. When m+n > 5, the system (8) always has a unique solution which can be found using standard methods for solving linear equations systems (e.g., Gaussian elimination). According to our simulation study, the second approach, which requires less computer power, generally provided better results in terms of systematic error identification (i.e., it yielded a higher hit detection rate, see the section Simulation study). Thus, its detailed results are presented in the section Results and Discussion. affected by systematic error, we have:
and for all columns j c (j = 1, …, s) we have:
Partial Mean Polish method
Denote by µ i the mean value of all measurements in row i and by µ j the mean value of all measurements in column j of plate X: Equations (4) and (5) can be rewritten as equations (11) 
where µ is the mean value of all measurements of X not affected by systematic error. Dividing equations (11) and (12) by n and m, respectively, we obtain: 
Since systematic error usually affects only a few columns and rows of HTS plates (e.g., row and column measurements on plate edges are often biased; for more details see Brideau et al. 2003 or Kevorkov and Makarenkov 2005) and causes an over or underestimation of the affected measurements (i.e., the error values can be negative or positive), we can assume that the term consisting of the total column error divided by the number of columns has a negligible impact compared to the other terms in equation (13) and thus that the row systematic error of row r i can be estimated as the difference between the mean value of the entities in that row and the mean value µ of the plate measurements that are not affected by systematic error:
Similarly, for the column j c , we can expect that:
Based on the assumptions above, we can formulate the Partial Mean Polish iterative procedure (only a part of the plate's rows and columns, i.e., those affected by systematic bias, will be "polished" by the method). The means in this procedure can be easily replaced by the medians giving rise to Partial Median Polish method which could be viewed as an extension of a well-known Median Polish procedure by Tukey (1977) for the case when the error locations are known. 3. For all rows affected by systematic bias, adjust their measurements using the error estimates determined in step 2, i.e., for each )
, and for each )
For all columns affected by systematic error, adjust their measurements using the error estimates determined in step 2, i.e., 
RESULTS AND DISCUSSION
To evaluate the performances of the two introduced systematic error correction methods we first carried out simulations with artificially generated HTS measurements. We also applied both MEA and PMP methods to the 1250-plate HTS screen produced at the HTS Laboratory of McMaster University (i.e., the Test dataset proposed as a benchmark for the McMaster Data Mining and Docking Competition, see Fig. 1 and Elowe et al. 2005) .
Simulation study
The simulated data also consisted of 1250-plate assays. Plate sizes were 96-well plates (8 rows × 12 columns), 384-well plates (16 rows × 24 columns), and 1536-well plates (32 rows × 48 columns). Inactive compound measurements were generated according to the standard normal distribution. Active compounds (hits) were added randomly to the plates to form assays with the following hit percentages: 0%, 0.5%, 1%, 2%, 3%, 4%, and 5%. Hit locations were chosen randomly within each plate (i.e., the probability that a given well contained a hit compound was the same for all wells of the plate, regardless of the well location within the plate). The hit measurements were generated according to the normal distribution with parameters ~N(µ -5SD, SD), where µ and SD were the mean and standard deviation of the original dataset (obtained before the addition of hits; i.e., µ = 0 and SD = 1). Systematic row and column errors were added to randomly selected rows and columns of each plate. The rows and columns affected by systematic error were selected separately for each plate, and thus their locations differed from plate to plate. The values of systematic bias followed a normal distribution with parameters ~N(0, C). The following values of the error standard deviation, C, were considered to generate assays affected by different degree of systematic error: 0, 0.6SD, 1.2SD, 1.8SD and 2.4SD. In order to mimic empirical HTS data, in our first simulations the effect of systematic error was limited to a few rows and columns only. Thus, at most 2 rows and 2 columns for 96-well plates, at most 4 rows and 4 columns for 384-well plates, and at most 8 row and 8 columns for 1536-well plates were affected by systematic bias in our simulations. A small random error was also added to both hit and non hit measurements. The random error in all datasets followed a normal distribution with parameters ~N(0, 0.6SD).
Equation (17) specifies the model we used to generate an erroraffected measurement of the compound located in well (i, j) of plate p:
,
where ijp x′ is the resulting measurement value, x ijp is the original error-free measurement, ip r e is the systematic error affecting row i of plate p, jp c e is the systematic error affecting column j of plate p and rand ijp is the random error in well (i, j) of plate p.
Six data correction/hit selection methods were tested in our simulations. All tested methods comprised an identical hit selection step, but differed in the way the data were processed before the hit selection. The hits were selected globally for each assay using the hit selection threshold of where hs µ and hs SD were respectively the mean and standard deviation of the entire assay after the addition of hits and systematic error). The six methods evaluated in our simulation study were the following:
• Original data processing without any data correction;
• B-score correction method (Brideau et al. 2003 );
• MEA method performed under the assumption that the exact locations of the error-affected rows and columns on each plate of the assay are known; • MEA method performed for the rows and columns where systematic error was detected by the t-test (for more details, see Dragiev et al. 2011 ); • PMP method performed under the assumption that the exact locations of the error-affected rows and columns on each plate of the assay are known; • PMP method performed for the rows and columns where systematic error was detected by the t-test (for more details, see Dragiev et al. 2011) .
In all experiments, we assessed the performances of the six data preprocessing methods by measuring the total number of false positives and false negatives, and by estimating the methods' hit detection rate (i.e., true positive rate).
We conducted two series of experiments to evaluate the methods' performances depending on the hit percentage and the variance of systematic error. The first series of experiments used datasets with the fixed systematic error standard deviation of 1.2SD and the hit percentage rate varying from 0% to 5% (there are no true positives for the case of 0% of hits; see Figs. 2-4a). The second series of experiments considered datasets with the fixed hit percentage of 1% and the systematic error standard devia-tion varying from 0 to 2.4SD. Some 500 datasets were generated for both series of experiments and for each parameter combination. Furthermore, we conducted additional simulations in order to assess the performances of the MEA and PMP methods in the situation when up to 50% of the plates' rows and columns were affected by systematic bias. The graphics depicting relative performances of the MEA, PMP, B-score and no-correction strategies in this case are presented in Figures 1S to 3S .
The simulation results suggest that both proposed methods outperformed the B-score and no-correction procedures when the number of the plate's rows and columns affected by systematic error was low (e.g., in case of commonly observed edge effects), regardless of plate size, hit rate and systematic error variance (see Figures 2 to 4) . In the situations when the number of affected rows and column of each plate affected by systematic bias could attain 50% of the plate's total number of rows and columns (see Figures  1S to 3S) , the MEA and PMP methods generally yielded better results than B-score when the hit percentage was under 3% (see Figures 1S to 3S, cases a and b) or when the level of systematic error was under 1.8SD (see Figures 1S to 3S, cases c and d) . However, in the situations when the hit percentage or systematic error variance was high, the B-score procedure generally showed a more stable behaviour than the new methods. This was largely due to the fact that the performance of the t-test, carried out prior to MEA and PMP, decreases as the amount of data affected by systematic error grows (Dragiev et al. 2011) . In general, the MEA method turned out to be the best performing method for correcting systematic error within 96-well plates when the systematic error variance or the hit percentage was low (see Figures 2 and 1S ), whereas the PMP method provided better results than MEA for the 96-well plates when the systematic error variance or the hit percentage was elevated as well as for the 384 and 1536-well plates (see Figures 3, 4, 2S and 3S) . It is worth noting that the B-score method was very prone to generating false positives.
Analysis of the McMaster Test assay
We also applied the MEA and PMP methods to the McMaster Data Mining and Docking Competition Test assay (see Elowe et al. 2005 and Fig. 1a and b) . We examined their impact on the hit identities determined during the HTS phase of the project. This dataset consisted of 625, 96-well plates (with 8 rows and 12 columns) screened in duplicate. Columns 1 and 12 of all plates contained controls and thus were not considered in our study. The assay conditions were identical for all plates. They were as follows: Each 200 µL reaction mixture contained 40 µM NADPH, 30 µM DHF, 5 nM DHFR, 50 mM Tris (pH 7.5), 0.01% (w/v) Triton and 10 mM β-mercaptoethanol. The compounds from the screening library were added to the reaction before initiation by enzyme at a final concentration of 10 µM. All measurements were taken at 25 ○ C.
The threshold of µ -2.29SD was used to identify hits. This threshold led to the identification of 96 average hits which were reported by the competition organizers (Elowe et al. 2005) . Our previous works showed that the measurements in the McMaster Test dataset were affected by systematic error (Makarenkov et al. 2007 , Dragiev et al. 2011 , especially when some higher hit selection thresholds were used (e.g., µ -SD or µ -2SD). The hit sets provided by the six following methods were compared: uncorrected data processing, B-score, and the introduced MEA and PMP methods applied as such and in the combination with the Well Correction procedure (Makarenkov et al. 2007 ) allowing for removing screen-specific systematic error. Both MEA and PMP methods were carried out on a plate-by-plate basis and were preceded by the t-test, which was necessary to recover systematic error row and column locations. The t-test was performed with the α parameter value set to 0.01 (see Supplementary Materials). As the McMaster Test dataset contained replicates, the hit selection procedure was adjusted to search for average hits (i.e., the average of the two measurements of every compound was calculated and the obtained result was supplied to the hit selection procedure).
