Abstract. The n-dimensional cube Q n is the graph whose vertices are the subsets of {1, . . . , n} where two such vertices are adjacent if and only if their symmetric difference is a singleton. Clearly Q n is an n-connected graph of diameter and radius n. Write M = n2 n−1 = e(Q n ) for the size of Q n . Let Q = (Q t ) M 0 be a random Q n -process. Thus Q t is a spanning subgraph of Q n of size t, and Q t is obtained from Q t−1 by the random addition of an edge of Q n not in Q t−1 . Let t (k) = τ ( Q; δ ≥ k) be the hitting time of the property of having minimal degree at least k. It is shown in [5] that, almost surely, at time t (1) the graph Q t becomes connected and that in fact the diameter of Q t at this point is n + 1. Here we generalise this result by showing that, for any fixed k ≥ 2, almost surely at time t (k) the graph Q t acquires the extremely strong property that any two of its vertices are connected by k internally vertex-disjoint paths each of length at most n, except for possibly one, which may have length n + 1. In particular, the hitting time of k-connectedness is almost surely t (k) .
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Introduction
Let Q n be the n-dimensional cube, the graph whose vertices are the subsets of [n] = {1, . . . , n} and where two such vertices are adjacent if and only if their symmetric difference is a singleton. Note that Q n is an n-connected graph and that both the diameter and the radius of Q n are n. Write N = 2 n = |Q n | for the order of Q n and M = n2 n−1 = e(Q n )
for the size of Q n . Let Q = (Q t ) M 0 be a random Q n -processes. This is a Markov chain whose states are spanning subgraphs of Q n and Q t (1 ≤ t ≤ M ) is obtained from Q t−1 by the addition of an edge of Q n not in Q t , with this edge chosen uniformly at random from all the possibilities. We are interested in the behaviour of Q for large n and, as is usual in the theory of random graphs, we use the terms 'almost surely' and 'almost every' to mean 'with probability tending to 1 as n → ∞'.
If P is a non-trivial monotone increasing property of spanning subgraphs of Q n we let τ P = τ (P ) = τ ( Q; P ) be the hitting time of P in the process
Some basic properties P we shall consider here are (i ) the property {δ ≥ k} that the minimal degree should be at least k, (ii ) the property {diam < ∞} that the graph should be connected, (iii ) the property {rad ≤ r} that the radius should be at most r, (iv ) the property {diam ≤ d} that the diameter should be at most d, and (v ) the property that the graph should be k-connected. In fact, we shall deal with a much stronger property than k-connectedness but to describe it we need to introduce some definitions.
For two vertices x, y of a graph G and an integer k ≥ 1, let the k-distance d (k) (x, y) between x and y in G be the infimum of the natural numbers such that x and y are joined in G by k internally vertex-disjoint paths, each of length at most . Define the
Here we shall consider the property {diam (k) ≤ } for spanning subgraphs H of Q n where k ≥ 1 will be fixed, independent of n, and ∈ {n, n + 1}. Thus, we shall be interested in finding a large number of short, internally vertex-disjoint paths between any pair of vertices of H.
Thus, generally speaking, our central problem here concerns a strong variant of the concept of connectivity. The reader is referred to Faudree [8] for a very recent survey on this variant and related topics. We remark that problems concerning the existence of families of internally vertex-disjoint paths of bounded length were first studied by Lovász, Neumann-Lara, and Plummer [11] .
A simple corollary of the main results of [5] is that
and that
for almost every Q. Our main results here assert that much more general identities than (1) and (2) hold almost surely. Indeed, for fixed k ≥ 2, we show that
for almost every
acquires the rather strong property that any two of its vertices are connected by k internally vertex-disjoint paths each of length at most n + 1, and at time t (k+1) = τ ( Q; δ ≥ k + 1) the graph Q t almost surely acquires the property that any two of its vertices are connected by k internally vertex-disjoint paths each of length at most n.
Note that, trivially, if H ⊂ Q n is a subgraph of Q n with minimal degree δ(H) < k,
Thus the fact that (3) holds almost surely tells us that, in a typical Q n -process Q = (Q t ) M 0 , the property of Q t having minimal degree at least k, a trivially necessary condition for Q t having finite k-diameter, is almost always sufficient to guarantee that Q t becomes such that diam
\ y is at least n + 1. Thus, clearly, we
Here we prove that the reverse inequality almost always holds (cf. (4)). In fact, we prove a little more. Namely, we show that, when t = τ ( Q; δ ≥ k + 1), our random graph Q t is almost surely such that any two of its vertices are connected by k internally vertex-disjoint paths all of which have length at most n, except for possibly one, which may have length n + 1.
Clearly, our results above imply that for almost every Q we have
which is in itself a pleasant result, although in view of the analogous result for ordinary random graph processes (se Bollobás and Thomason [6] ), and a result of Dyer, Frieze, and Foulds [7] , it is not too unexpected. In [7] , the authors study the connectivity of random subgraphs of the n-cube obtained by the random deletion of vertices and edges.
An immediate corollary of their main result is that the limit distribution for the probability that Q t should be k-connected is the same as the limit distribution for the probability that Q t should have minimal degree at least k. Clearly (5) above extends this result.
This note is organised as follows. In the next section we state the basic lemma, Lemma 1, which is at the heart of our method. This lemma is proved in [5] . In this section
we also give a technical lemma, Lemma 2, which follows from Lemma 1. In Section 3 we state and prove our main result, Theorem 5. For undefined terms and notation, the reader is referred to [2] . Moreover, we remark that this note is a sequel to [5] , from where some of the techniques used here are drawn. Finally, for other work concerning random subgraphs of Q n we refer the reader to [1, 3, 4, 9, 10] and the references therein.
The fundamental lemma
For the study of random Q n -processes it is often convenient to look first at the binomial model Q p of a random spanning subgraph of the cube Q n . As usual, given a graph H and 0 ≤ p ≤ 1, we write G(H, p) for the space of random spanning subgraphs H p of H such that every edge of H belongs to H p independently with probability p. Moreover, if 0 ≤ t ≤ e(H) is an integer, we let G(H, t) be the space of all spanning subgraphs of H with exactly t edges, all such subgraphs being equiprobable. We write H t for a typical element of G(H, t). For a set X and r ≥ 0 we let X (r) denote the set of all r-subsets of X.
Furthermore, let Q n[−l] denote a graph obtained from Q n by the deletion of some vertices in such a way that both ∅ and [n] are left in Q n[−l] and, for every r (1 ≤ r < n), no more than l vertices from [n] (r) are missing. This section is devoted to the study of asymptotic properties of the probability space G(
The key lemma in this note is Lemma 1 below, which roughly states that the probability that two large sets of vertices should not be connected by a short path in Q
superexponentially small. The proof of this lemma appears in [5] , and therefore is omitted.
Lemma 1. Let l ∈ N be fixed, and suppose that 0 < ε = ε(n) ≤ 1 and that (log log n)/n < p = p(n) < 1. Then, for all S ⊂ [n] (1) and T ⊂ [n] (n−1) with |S|, |T | ≥ n (1+ε)/2 , the probability that in Q
there is no S-T path of length n − 2 is bounded from above by exp{−εpn(log n)/ log log n}.
A typical application of the above lemma is as follows. We consider x = ∅, y = [n] ∈ Q n and generate their neighbourhoods in Q p , obtaining Γ Q p (x) = S and Γ Q p (y) = T , say.
Then, if both S and T are large, Lemma 1 tells us that x and y fail to be connected by a path of length n in Q p with a superexponentially small probability only. Thus most pairs of antipodal, or in fact nearly antipodal, vertices x, y ∈ Q p of almost every Q p are connected by paths of length d Q n (x, y). However, it is technically a little harder to deal with pairs x, y ∈ Q p that are not so far away from each other. Roughly speaking, their neighbourhoods in Q p may be 'facing' the 'wrong way', so that we cannot apply Lemma 1 directly. Lemma 2 below is a variant of Lemma 1 that is more readily applicable.
For brevity, here and in what follows we use the following somewhat unusual terminology. Suppose P ⊂ Q n is an x-y path of length = (P ). We say that P is a short path
and ≤ d Q n (x, y) + 4, or else (iii ) d Q n (x, y) < n/20 and ≤ n/5.
Clearly, a short x-y path has length at most n, and it has length n if and only if x and y are at distance n in Q n , that is, if and only if x = y c = [n] \ y.
Then, with probability 1 − exp{−Ω(n log log n)}, the graph Q
an N x -N y path P such that x, y / ∈ P and such that if P = xP y is the natural x-y path extending P , then P is a short x-y path and, moreover, contains at most six vertices from [n] (r) for every 0 ≤ r ≤ n.
The above result, which may be proved by combining Lemma 1 with some arguments from Sections 2 and 3 of [5] , is all we shall need in the sequel. Let us remark in passing that, as it can be easily seen, if d Q n (x, y) = |y| ≥ n/20, then any short x-y path P ⊂ Q 
The main result
Our aim here is to state and prove the main result of this note, Theorem 5. Before we start, for tidiness, we introduce some further definitions and notation. Let H ⊂ Q n be a spanning subgraph of Q n , let x, y ∈ Q n be two given vertices, and let an integer k ≥ 1 be fixed. Suppose X ⊂ Γ Q n (x) and Y ⊂ Γ Q n (y) are k-element sets of vertices. Then we define the properties
(i ) We say that H has L(x, y) if there are k short, internally vertex-disjoint x-y paths in H.
(ii ) We say that H has L(x, Y ) if there are k short x-Y paths P 1 , . . . , P k in H − y satis-
(iii ) We say that H has property L(X, Y ) if there are k short, vertex-disjoint X-Y paths in H − {x, y}.
Let us now define some events concerning H = Q p and Q t . First, let k ≥ 1 and d ≥ 1 be given, and let
for all x ∈ W d , y ∈ Q n , and any k-set of vertices
and any two k-sets of vertices
The key lemma in the proof of our main result, Lemma 3, asserts that for suitably large 0 < p = p(n) < 1 and
hold with superexponential probability for any fixed k ≥ 1.
In what follows, we shall often condition on the event that a certain fixed pair of vertices of Q n should have large degree in Q p . Thus, for convenience, we introduce the following notation. Let x, y ∈ Q n be fixed. For all 0 ≤ d ≤ n and 0 < p = p(n) < 1, we write G x,y,d (Q n , p) for the conditional probability space obtained from G(Q n , p)
by conditioning on the event {d Q p (x), d Q p (y) ≥ d}. Similarly, given a graph H, two vertices x, y ∈ H in H, and S ⊂ Γ H (x), T ⊂ Γ H (y), we let G S,T (H, p) = G x,y;S,T (H, p)
be the conditional space obtained from G(H, p) by conditioning on the event {Γ H p (x) = S, Γ H p (y) = T }. We may now state and prove Lemma 3. (The constants in the Ω-notation below are allowed to depend on k.) Lemma 3. Suppose an integer k ≥ 1 is fixed, and let .498 < p = p(n) < 1 and
(ii ) the probability that
To prove (i ), it is enough to show that the probability that
Without loss of generality, we may assume that
with |S|, |T | ≥ d = d(n) = 3n 2/3 be fixed and consider the conditional space G S,T (Q n , p).
It suffices to show that P {L(x, y) fails in Q p ∈ G S,T (Q n , p)} = exp{−Ω(n log log n)}.
To prove this estimate, first consider the subgraph H 0 of Q n spanned by the edges of the form uv, where either u = x and v ∈ S, or else u = y and v ∈ T . Find as many internally vertex-disjoint x-y paths in H 0 as possible, and suppose that there are k 0 such paths, say. Note that 0
be the graph obtained from Q n by the deletion of the internal vertices in these k 0 paths. We now proceed to find
). To do this we use Lemma 2 in several
. By Lemma 2, we have that with probability 1 − exp{−Ω(n log log n)}, there is a short x-y path
for all r. Assume such a path does exist in H 1 . Now we consider
and similarly
Again by Lemma 2, with probability 1 − exp{−Ω(n log log n)}, we find a short x-y path P 2 in H 2 with |V (P 2 ) ∩ [n] (r) | ≤ 6 for all r.
Assume such a path P 2 ⊂ H 2 exists, and consider
, and proceed as above to find P 3 .
Iterating the above procedure k times, we find the required paths P 1 , . . . , P k with probability 1 − exp{−Ω(n log log n)} in H 1 ∪ · · · ∪ H k . This completes the proof of (i ).
(ii ) A proof of Lemma 3(ii ) may be obtained by coupling the above proof of (i ) with ideas from the proof of Lemma 3(iii ) below. Thus we omit the proof of (ii ), and proceed to prove (iii ).
(iii ) Let x, y ∈ Q n be such that d Q n (x, y) ≥ 10, and suppose that x 1 , . . . , x k ∈ Γ Q n (x), y 1 , . . . , y k ∈ Γ Q n (y) are 2k fixed vertices. We may and shall assume that x = ∅.
, and |S i |,
To prove Lemma 3(iii ), it suffices to show that
). Then, with probability 1−exp{−Ω(n log log n)}, there is a short x 1 -y 1 path in H 1 with |V (P 1 ) ∩ [n] (r) | ≤ 12 for all r. Indeed, to apply Lemma 2, we first consider the automorphism ϕ = ϕ x 1 of the graph Q n given by u → u
. Then ϕ(x 1 ) = ∅, and we may apply Lemma 2 to obtain, with large probability, a short ϕ(x 1 )-ϕ(y 1 ) path P 1 in ϕ(H 1 ) with |V (P 1 ) ∩ [n] (r) | ≤ 6 for all r. We then take the short x 1 -y 1 path P 1 = ϕ(P 1 ) in H 1 , and note that indeed |V (P 1 )∩[n] (r) | ≤ 12, since x 1 is a singleton and hence
(r+1) for all r. Assume we have found such a path 2) , p 0 ) to find a suitable short x 2 -y 2 path P 2 . Iterating the procedure above k times we find, with probability 1 − exp{−Ω(n log log n)}, the k paths P 1 , . . . , P k as required. This completes the proof (iii ), and hence of Lemma 3.
We now give a result for Q = (Q t ) M 0 that is analogous to Lemma 3, and proceed to state and prove our main result.
Lemma 4.
Suppose an integer k ≥ 1 is fixed, and d = d(n) = 4n 2/3 . Then the probability
Proof. The argument here is similar to the one in the proof of Corollary 6 in [5] , and is based on Lemma 3 above. Let .499 (1))t, and, from standard estimates for the tail of the binomial distribution, we have |e(
In particular, (*) t − 2(M log n) 1/2 ≤ e(Q p ) ≤ t holds for every fixed .499M ≤ t ≤ M with probability 1 − n −1/20 . Let G c (Q n , p) be the conditional probability space obtained from G(Q n , p) conditioning on (*). Note that if A is any event concerning Q p ∈ G(Q n , p), then P c (A) ≤ (1 + o(1))P(A), where P c denotes the probability in G c (Q n , p).
, and let A 0 be the event that
Then, by Lemma 3, we have P c (A 0 ) = 1 − (1 + o(1))n −1/20 . Now, we may generate Q t ∈ G(Q n , t) by first picking Q p ∈ G c (Q n , p), and then randomly adding t = t − e(Q p ) new edges to Q p . One may check that Q t ∈ G(Q n , t ) is such that its maximal degree ∆(Q t ) satisfies ∆(Q t ) ≤ n 2/3 with probability 1 − exp{−Ω(n 4/3 / log n)}.
, and C k (d) with probability 1 − exp{−Ω(n log log n)}. Thus these three properties hold for all Q t in Q = (Q t ) M 0 with t ≥ .499M with probability 1 − M exp{−Ω(n log log n)} = 1 − exp{−Ω(n log log n)}.
We have thus arrived at our main result.
Proof. It is easily checked that if t 0 = t 0 (n) = .499M , then a.e. Q t 0 ∈ G(Q n , t 0 ) is such that any two vertices of degree less than d = d(n) = 4n 2/3 are at distance at least 10 and at most n − 10 in Q n . Thus we may condition our Q n -process Q = (Q t ) M 0 on being such that (1) Q t has this property for all t ≥ t 0 . Now recall that by Lemma 4, for a.e. Q = (Q t ) M 0 , we have (2) the events A k (d), B k (d), and C k (d) hold in Q t for all t ≥ t 0 . It now suffices to notice that, in any Q satisfying (1) and (2), assertions (i ) and (ii ) must necessarily hold. (1) and (2), and let t ≥ t (k) . Let x, y ∈ Q n be two fixed vertices of Q n . We shall check that the k-distance d
Let us check (i ). Suppose
and y in Q t is at most n + 1. If
holds, and so d
Indeed, simply observe that any short path has length at most n. Now suppose that
and note that, by (1), we have
holds, where Y = {y 1 , . . . , y k }, and hence d We remark that above we in fact proved a statement stronger than (i ) for almost every Q = (Q t ) M 0 . Indeed, we showed that when t = t (k) the graph Q t almost surely satisfies the following property: for any pair x, y ∈ Q t of vertices of Q t , either (a) d (k) (x, y) ≤ n, or else (b) one of x and y, say y, has degree k in Q t and x c ∈ Γ Q t (y), and moreover x and y are connected by k internally vertex-disjoint paths all of which have length at most n, except for one, which has length n + 1.
Theorem 5 has the following immediate consequence.
Corollary 6. For almost every random Q n -process Q = (Q t ) M 0 and fixed integer k ≥ 1, we have t (k) = τ ( Q; δ ≥ k) = τ ( Q; k-connectedness)
Clearly, one can also define the k-radius rad (k) (G) of a k-connected graph G, a generalisation of the ordinary radius, by setting rad (k) (G) = min Then one can easily combine the arguments in the proofs of Theorem 5 above and of Theorem 13 of [5] to show that in almost every random Q n -process Q = (Q t ) M 0 the hitting time of the property of having k-radius at most n is t (k) = τ ( Q; δ ≥ k). We omit the details.
