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a b s t r a c t
We obtain explicit formulas that express the complete homogeneous symmetric
polynomials of the sequence of partial sums sk of a sequence xk as polynomials in
the xk, and conversely, the complete homogeneous symmetric polynomials of the xk as
polynomials in the sk. Taking particular sequences xk, we obtain combinatorial identities for
several types of generalized binomial coefficients, including Gaussian coefficients, Stirling
numbers of the second kind, q-Stirling numbers of the second kind, and Legendre–Stirling
numbers. We also introduce some new families of generalized binomial coefficients and
Stirling numbers.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The complete homogeneous symmetric polynomials in the indeterminates xk are fundamental objects in algebra,
combinatorics, linearly recurrent sequences, and differential operators. The binomial coefficients, the Stirling numbers of
the second kind, the q-binomial coefficients, the q-Stirling numbers of the second kind, and a large number of generalizations
of these functions are obtained by giving particular values to the xk. These facts, and the connection of symmetric functions
with divided differences, have been used by several authors to study combinatorial functions in a unified way. See, for
example, [3,7,9,10,13,12].
The binomial coefficients are obtained when xk = 1 for k ≥ 0 and the Stirling numbers of the second kind when xk = k,
which is the sequence of partial sums of xk = 1 (shifted to the right). The same relationship between the sequences holds for
the q-binomial coefficients, with xk = qk, and the q-Stirling numbers of the second kind, with xk = 1+q+q2+· · ·+qk. The
(normalized) Legendre–Stirling numbers, which arise in the theory of differential operators, correspond to the sequence of
partial sums of xk = k. See [1]. These examples are the motivation for the present paper. We will obtain formulas that give
the complete symmetric polynomials of the sequence sk of partial sums of the xk as polynomials in the xk, and conversely,
the complete symmetric polynomials of the xk as polynomials in the sk. See Theorems 2.1 and 2.2.
We also introduce new families of generalized binomial coefficients and Stirling numbers of the second kind and obtain
newcombinatorial identities as special cases of Theorems2.1 and2.2. Thenew families of combinatorial functions can also be
considered as infinite matrices that generalize the Pascal and Stirling matrices that have been studied by numerous authors
during the past 15 years. See [2,10,14–16]. For the general theory of symmetric functions, see [8,11], and for combinatorial
functions, see [4,11].
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2. Definitions and main results
We define
Gn(x, y) =
n
j=0
xjyn−j = y
n+1 − xn+1
y− x , n ≥ 0. (2.1)
Using the binomial formula it is easy to show that
Gn(x, x+ y) =
n
j=0
xj(x+ y)n−j =
n
j=0

n+ 1
j

xjyn−j. (2.2)
If f is a function of z, and possibly of other variables, we define the difference quotient operator
∆(x, y : z)f (z) = f (x)− f (y)
x− y , x ≠ y. (2.3)
Note that Gn(x, y) = ∆(x, y : z)zn+1 and ∆(x, y : z)z0 = 0. Let x0, x1, x2, . . . be a sequence of indeterminates and define
the sequence of partial sums sk = x0 + x1 + · · · + xk, for k ≥ 0.
Let k0 be a positive integer. Define F1(x0, x1) = ∆(x0, x0 + x1 : x0)xk00 = Gk0−1(s0, s1). Then, by (2.2) we have
F1(x0, x1) =
k0−1
k1=0
sk0−k1−10 s
k1
1 =
k0−1
k1=0

k0
k1 + 1

xk0−k1−10 x
k1
1 . (2.4)
Now let F2(x0, x1, x2) = ∆(x1, x1 + x2 : x1)F1(x0, x1). In the first sum of Eq. (2.4) x1 appears only in sk11 = (x0 + x1)k1 . Since
∆(x1, x1 + x2 : x1)(x0 + x1)k1 = (x0 + x1 + x2)
k1 − (x0 + x1)k1
(x1 + x2)− x1 = Gk1−1(s1, s2)
by substitution in the first sum of (2.4) we obtain
F2(x0, x1, x2) =
k0−1
k1=1
sk0−k1−10 Gk1−1(s1, s2) =
k0−1
k1=1
k1−1
k2=0
sk0−k1−10 s
k1−k2−1
1 s
k2
2 . (2.5)
Using the second equality in (2.4) and (2.2) we get
F2(x0, x1, x2) =
k0−1
k1=1

k0
k1 + 1

xk0−k1−10 Gk1−1(x1, x1 + x2)
=
k0−1
k1=1
k1−1
k2=0

k0
k1 + 1

k1
k2 + 1

xk0−k1−10 x
k1−k2−1
1 x
k2
2 . (2.6)
For j ≥ 1 we define Fj+1(x0, x1, . . . , xj+1) = ∆(xj, xj + xj+1 : xj)Fj(x0, x1, . . . , xj). Let k0 and r be integers such that
k0 ≥ r ≥ 0. Proceeding as above we obtain two ways to express Fr(x0, x1, . . . , xr), which yield the identity
k0−1
k1=1
k1−1
k2=1
· · ·
kr−2−1
kr−1=1
kr−1−1
kr=0
sk0−k1−10 s
k1−k2−1
1 · · · skr−1−kr−1r−1 skrr
=
k0−1
k1=1
k1−1
k2=1
· · ·
kr−2−1
kr−1=1
kr−1−1
kr=0
r−1
i=0

ki
ki+1 + 1

xk0−k1−10 x
k1−k2−1
1 · · · xkr−1−kr−1r−1 xkrr . (2.7)
In order to express identity (2.7) (and also Theorems 2.1 and 2.2) in a simple and more readable form, we will use vector
notation for multiindices and variables. The elements of Nr+1 are considered as vectors and denoted by boldface letters, for
example k = (k0, k1, . . . , kr). We define |k| = k0 + k1 + · · · + kr , xj = xj00 xj11 · · · xjrr , and

k
j

=ri=0  kiji .
For k ∈ Nr+1 define the linear operators δ(k) = (k0 − k1, k1 − k2, . . . , kr−1 − kr , kr), σ (k) = (k0 + k1 + · · · + kr , k1 +
k2 + · · · + kr , k2 + k3 + · · · + kr , . . . , kr−1 + kr , kr), and λ(k) = (k1, k2, . . . , kr , 0). Note that λσ = σλ, δ = I − λ, and
δσ = I = σδ, where I denotes the identity operator. We equip Nr+1 with the usual partial order defined by k ≥ j if and
only if k− j ∈ Nr+1.
Ifm and r are integers such thatm ≥ r ≥ 0 we define the sets of multiindices
K(m, r) = k ∈ Nr+1 : m = k0 > k1 > · · · > kr ≥ 0 , J(m, r) = {j ∈ Nr+1 : |j| = m− r}.
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Note that K(m, r) has
m
r

elements and the sums in Eq. (2.7) run over the set K(m, r), with m = k0. We will write
(2.7) in a different way by changing the summation indices as follows. For k in K(m, r) define j = δ(k) − u, where
u = (1, 1, 1, . . . , 1, 0). The inverse of this change of variables isk = σ(j+u) = σ(j)+v, where v = (r, r−1, r−2, . . . , 1, 0).
These maps are bijections between the sets K(m, r) and J(m, r).
Using the vector j = δ(k)− u as the summation variable in (2.7) we obtain the following transformation formula.
Theorem 2.1. Let m ≥ r ≥ 0 and v = (r, r − 1, r − 2, . . . , 1, 0). Then
j∈J(m,r)
sj =

j∈J(m,r)

σ(j)+ v
j

xj. (2.8)
The left-hand side of (2.8) is the complete homogeneous symmetric polynomial in s0, s1, . . . , sr of orderm− r .
Letm ≥ r ≥ 0.Wewill find a formula that expresses the complete homogeneous symmetric polynomial of x0, x1, . . . , xr
of orderm− r as a polynomial in s0, s1, . . . , sr .
Let j ∈ J(m, r). Since x0 = s0 and xi = si − si−1 for i ≥ 1, we have
xj = sj00
r
i=1
(si − si−1)ji = sj00
r
i=1
ji
ki=0

ji
ki

(−si−1)ji−kiskii .
Let k = (j0, k1, k2, . . . , kr). Then we have
xj =

k

j
k

(−1)|j−k|
r−1
i=0
ski+ji+1−ki+1i s
kr
r ,
and using the left shift operator λwe can write
xj =

k

j
k

(−1)|j−k|sk+λ(j−k), (2.9)
where the sum runs over the set of all k such that k0 = j0 and ki ≤ ji for 1 ≤ i ≤ r . Let us note that the inverse relation
of (2.9) can be obtained by expanding sk with the multinomial formula and collecting terms. We will replace in (2.9) the
summation variable k by n = k+λ(j−k) = δ(k)+λ(j). It is easy to see that |n| = |j| = m− r . Note that k = σ(n−λ(j)).
Since σ(n) = σ(δ(k))+ σ(λ(j)) = k+ λ(σ(j)) and k ≥ 0, we have σ(n) ≥ λ(σ(j)).
From j− n = j− k− λ(j− k) = δ(j− k)we get σ(j)− σ(n) = j− k ≥ 0. Therefore we have σ(j) ≥ σ(n) ≥ λ(σ(j)).
These inequalities characterize the way in which n and jmust be related if n = k + λ(j − k) for some k such that k0 = j0
and ki ≤ ji for 1 ≤ i ≤ r .
We define a relation on J(m, r) as follows. If j and n are in J(m, r), we say that j encloses n if and only if σ(j) ≥ σ(n) ≥
λ(σ(j)), and we write j ◃ n, or, equivalently, n ▹ j. Since |j| = |n| = m− r , it is easy to see that j ◃ n is equivalent to the
inequalities
j0 ≤ n0 ≤ j0 + j1 ≤ n0 + n1 ≤ · · · ≤ j0 + · · · + jr−1 ≤ n0 + · · · + nr−1 ≤ |j| = |n|.
Now we can eliminate the variable k in (2.9) and use n instead. We obtain
xj =

n▹j

j
σ(n− λ(j))

(−1)|j−σ(n−λ(j))|sn. (2.10)
Summing over j in J(m, r) both sides of (2.10) and changing the order of the sums, we obtain the following result.
Theorem 2.2. Let m ≥ r ≥ 0. Then we have
j∈J(m,r)
xj =

n∈J(m,r)

j◃n

j
σ(n− λ(j))

(−1)f (j,n)sn, (2.11)
where f (j,n) =ri=1 i(ji − ni) = |j− σ(n− λ(j))|.
Formula (2.11) expresses the complete homogeneous symmetric polynomial in the variables x0, x1, . . . , xr of order m − r
as a polynomial in s0, s1, . . . , sr .
Recall that v = (r, r − 1, . . . , 1, 0). In order to simplify the notation we define the functions A and B from the set J(m, r)
to the integers as follows
A(j) =

σ(j)+ v
j

, (2.12)
B(n) =

j◃n

j
σ(n− λ(j))

(−1)f (j,n), (2.13)
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where f (j,n) =ri=1 i(ji − ni) = |j− σ(n− λ(j))|. Using these definitions Eqs. (2.8) and (2.11) become
j∈J(m,r)
sj =

j∈J(m,r)
A(j) xj, (2.14)

j∈J(m,r)
xj =

n∈J(m,r)
B(n) sn. (2.15)
3. Generalized binomial coefficients and Stirling numbers
Let x = x0, x1, x2, . . . be a sequence of indeterminates. The complete homogeneous symmetric polynomials C(x,m, r)
are defined by
C(x,m, r) =

j∈J(m,r)
xj, m ≥ r ≥ 0, (3.1)
and C(x,m, r) = 0 if m < r . We call C(x,m, r) the generalized binomial coefficients associated with the sequence x. Taking
certain particular sequences, the generalized binomial coefficients (g.b.c.) become relevant combinatorial functions. For
example, if all the xi are equal to 1 then C(x,m, r) =
m
r

, which is the cardinality of the set J(m, r). If xi = qi, for i ≥ 0,
then the corresponding g.b.c. are the q-Gaussian coefficients. The g.b.c. associated with 0, 1, 2, . . . are the Stirling numbers
of the second kind.
Separating in (3.1) the summands with jr = 0 from those with jr > 0 we obtain the recurrence relation
C(x,m, r) = C(x,m− 1, r − 1)+ xrC(x,m− 1, r), m ≥ r ≥ 1. (3.2)
Note that C(x,m,m) = 1 for m ≥ 0 and C(x,m, r) = 0 if r > m. Therefore the infinite matrix whose (m, r) entry is
C(x,m, r) is lower triangular and invertible. The generalized binomial coefficients can also be studied using the theory of
divided differences, since C(x,m, r) is the divided difference of the power function tm with respect to x0, x1, x2, . . . , xr .
See [10,13,12].
Let x = x0, x1, x2, . . . . The right shift of x is defined as the sequence ρ(x) = 0, x0, x1, x2, . . . . Using definition (3.1) it is
easy to see that
C(ρ(x),m, r) = C(x,m− 1, r − 1), m ≥ r ≥ 1, (3.3)
and C(ρ(x),m, r) = δm,r if m = 0 or r = 0. We consider here 00 to be 1. Note that, if m = 0 or r = 0 then the values of
C(ρ(x),m, r) do not depend on x.
Recall that s, the sequence of partial sums of x, was defined in the previous section by s0 = x0, and sk = x0+ · · · + xk for
k ≥ 1. By (3.3) we have C(ρ(s),m, r) = C(s,m− 1, r − 1) form ≥ r ≥ 1 and C(ρ(s),m, r) = δm,r ifm = 0 or r = 0.
Using the notation introduced in this section and the functions A and B previously defined, Theorems 2.1 and 2.2 yield
C(ρ(s),m+ 1, r + 1) =

j∈J(m,r)
A(j) xj, m ≥ r ≥ 0, (3.4)
C(x,m, r) =

n∈J(m,r)
B(n) sn. (3.5)
If x is defined by xk = 1 for k ≥ 0, then we have s = 1, 2, 3, . . . and C(ρ(s),m, r) = S(m, r), the classical Stirling numbers
of the second kind. In this case formulas (3.4) and (3.5) give us
S(m+ 1, r + 1) =

j∈J(m,r)
A(j), m ≥ r ≥ 0, (3.6)
m
r

=

n∈J(m,r)
B(n) 1n02n13n2 · · · rnr−1(r + 1)nr . (3.7)
The identity in (3.6) seems to be new. Let us consider a simple example. Takem = 4 and r = 2. Then J(4, 2) has six elements
and (3.6) becomes
S(5, 3) =

4
0

3
0

+

4
0

3
2

+

4
2

1
0

+

4
0

3
1

+

4
1

2
0

+

4
1

2
1

. (3.8)
We consider next a family of sequences whose g.b.c. generalize the binomial coefficients and the Stirling numbers of the
second kind. Let t be a nonnegative integer. Define the sequence x(t) by xi(t) =

i+t
t

, for i ≥ 0. It is easy to see that the
sequence of partial sums of x(t) is x(t + 1). Note that xi(t + 1) =

i+t+1
t+1

for i ≥ 0. The sequences x(t) are diagonals of
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the classical Pascal matrix. Note that x(0) is the sequence 1, 1, 1, . . . and ρ(x(1)) is 0, 1, 2, 3, . . . , which correspond to the
ordinary binomial coefficients and the Stirling numbers of the second kind. For t ≥ 0 we call C(ρ(x(t)),m, r) the arithmetic
Stirling numbers of order t of the second kind. Note that
C(ρ(x(t)),m+ 1, r + 1) = C(x(t),m, r) =

j∈J(m,r)
r
i=0

i+ t
t
ji
, m ≥ r ≥ 0. (3.9)
From (3.4) and (3.5) we obtain the following formulas
C(ρ(x(t)),m+ 1, r + 1) =

j∈J(m,r)
A(j)
r
i=0

i+ t − 1
t − 1
ji
, m ≥ r ≥ 0. (3.10)
C(x(t),m, r) =

n∈J(m,r)
B(n)
r
i=0

i+ t + 1
t + 1
ni
. (3.11)
The arithmetic Stirling numbers of order 2 are the g.b.c. associated with the sequence ρ(x(2)) = 0, 1, 3, 6, 10, 15, . . . .
We call them the normalized Legendre–Stirling numbers of the second kind, because the regular Legendre–Stirling numbers
are the g.b.c. associated with the sequence 2ρ(x(2)) = 0, 2, 6, 12, 20, 30, . . . . See [1]. Taking t = 2 in (3.10) we obtain the
following formula for the normalized Legendre–Stirling numbers
C(ρ(x(2)),m+ 1, r + 1) =

j∈J(m,r)
A(j)
r
i=0
(i+ 1)ji , m ≥ r ≥ 0. (3.12)
The regular Legendre–Stirling number with indices (m, r) is equal to 2m−rC(ρ(x(2)),m, r). See Table 1 in [1], where such
powers of 2 appear in the first row.
4. Generalized q-binomial coefficients and q-Stirling numbers
The classical q-binomial coefficients are the generalized binomial coefficients associated with the sequence
1, q, q2, q3, . . . . They are also called q-Gaussian coefficients.
We define the family of sequences Q(t) = Q0(t),Q1(t),Q2(t), . . . , for t in N, by means of the generating function
F(t, x) = 1
(1− x)t(1− qx) =
∞
n=0
Qn(t)xn. (4.1)
It is clear that Qn(0) = qn for n ≥ 0 and Q0(t) = 1 for all t . From the series expansions of the factors of F(t, x)we obtain
Qk(t) =
k
i=0

i+ t − 1
t − 1

qk−i, t ≥ 1. (4.2)
Since (1− x)F(t, x) = F(t − 1, x) we have Qk(t)− Qk−1(t) = Qk(t − 1) for t ≥ 1. This means that Q(t) is the sequence of
partial sums of Q(t − 1) for t ≥ 1.
For t ≥ 0 the g.b.c. associated with Q(t) are called q-binomial coefficients of order t and the g.b.c. associated with ρ(Q(t))
are called the q-Stirling numbers of order t . Note that the classical q-Stirling numbers are obtainedwith t = 1 and correspond
to the sequence 0, 1, 1+ q, 1+ q+ q2, . . . . See [5,6].
By Theorem 2.1 we have, form ≥ r ≥ 0
C(ρ(Q(t)),m+ 1, r + 1) =

j∈J(m,r)
A(j)Q(t − 1)j. (4.3)
From Theorem 2.2 we obtain
C(Q(t − 1),m, r) =

n∈J(m,r)
B(n)Q(t)n. (4.4)
Taking t = 1 in (4.3) and writing α(j) = j1 + 2j2 + 3j3 + · · · + rjr we obtain
Sq(m+ 1, r + 1) =

j∈J(m,r)
A(j) qα(j). (4.5)
With t = 1 in (4.4) we get an identity for the classical q-binomial coefficientsm
r

q
=

n∈J(m,r)
B(n)Q0(1)n0 Q1(1)n1 Q2(1)n2 . . . Qr(1)nr , (4.6)
where Qk(1) = 1+ q+ q2 + · · · + qk for k ≥ 0.
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Note thatQ(0) = 1, q, q2, . . . , is the sequence of partial sums of 1, q−1, q2−q, q3−q2, . . . , whichwe denote byQ(−1).
Its general term is Qk(−1) = (q− 1)qk−1 for k ≥ 1. Therefore, taking t = 0 in (4.3) we obtainm
r

q
= C(Q(0),m, r) =

j∈J(m,r)
A(j) (q− 1)m−r−j0qj2+2j3+···+(r−1)jr . (4.7)
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