Active sites in proteins are three dimensional substructures that cause them to perform their function. The problem of finding substructures in a protein that are "similar" to the active sites of another protein has several important applications in biological sciences such as drug design, genetic engineering, and diagnostic tools for analysis of genetically engineered pathogens. Active sites can be grouped into families whose members are related by similarity of their functions. In this paper, we adapt Profile Hidden Markov Models (PHMMs) to statistically profile active site families. We develop a serialization of the three dimensional active sites that captures certain shared physico-chemical and geometric features of the family. Experimental results with our PHMM based method for profiling active sites suggest that it is effective in practice.
Introduction
Active sites of proteins are key areas within proteins' three-dimensional structures where biochemical reactions with other proteins or other chemical substances happen. A problem of significant importance in computational biology is this: Are active sites of different proteins similar? i.e., do they share similar physicochemical and geometric properties. Answer to the aforementioned similarity question drives a number of important biological applications. For instance it can be used to predict the function of a protein with a substructure similar to the active site of another protein whose function is known. Another important application is toxicology tools such as the Toxin Knowledge Base (TKB) system that we have developed [3] , for automated diagnosis of bioengineered pathogens, which are non-toxic proteins containing an active site that are similar to that of a toxin and thus have the potential to become toxic by suitably altering the amino acids in the site.
State-of-the-art techniques for determining active site similarity are exemplified by the SPASM tool [4] .
Given the structure of a protein and the structure of an active site, SPASM attempts to identify 3-D substructure(s) of the former protein that are isomorphic to the active site within user-specified RMSD (Root Mean Square Distance) cutoff.
There are two problems with the pairwise similarity testing approach embodied in SPASM. First, choosing the RMSD cutoff is a laborious trial and error process. The second and the more serious problem is that similarity tests are done separately with one active site at a time. Consequently, it does not exploit the common physico-chemical and structural features that can exist amongst the family of active sites of proteins. Pairwise comparisons may use features that may not be common to all the family members and hence can fail to identify the similarity between family members. For instance, SPASM fails to detect the active site similarity of UREASE (PDB ID: 2KAU) 1 and PHOSPHOTRIESTERASE (PDB ID: 1PTA), both of which were shown to be members of the Amidohydrolas family in [2] . This is because atoms in the active sites of these two proteins that are not directly related to the proteins' function exhibit considerable differences. Note however that a "profile" of the common features in a collection of active sites belonging to a family would have revealed the irrelevance of such atoms and hence make it possible to determine the similarity.
Automated construction of active site family profiles to discern common features is a fairly unexplored problem. In this paper we formulate a solution to this problem based on Profile Hidden Markov Models (PHMMs). PHMM is a statistical learning technique which has been shown to be very effective for capturing protein sequence similarity [1] . We adapt PHMM for profiling the three dimensional active sites in proteins. Since PHMMs can only profile one dimensional sequences, we first develop a serialization of the three dimensional active sites. The next step is to choose a representative set of active site features. Whereas only amino acid types (such as Histidine, Glutanmate, etc) are used as fea-tures in PHMMs for protein sequences we will now have to contend with the structural (i.e., geometric) features of active sites also. So in addition to using the atoms' types in the active site we also use their distances from their center of mass as the structural features. Furthermore these distances are assumed to be drawn from a probability distribution. To handle the joint probability of discrete atom type feature and continuous distance feature, we adapt the training phase of PHMM to learn the parameters of this distribution and finally modify the scoring phase to assign a similarity score to the input data.
The rest of the paper is organized as follows. Section 2 provides details of our adaptation of PHMM for active site profiling. Section 3 presents experimental results and Section 4 discusses related work.
2 Profiling Active Sites with PHMM Profile Hidden Markov Model (PHMM) is a statistical learning-based technique for modeling protein sequences families [1] . Members of a family have a common ancestor and normally maintain the same or related function. Although they have diverged during evolution through insertions and deletions, their functional amino acids are usually conserved. PHMMs structures, as shown in Figure 1 , are specialized to capture such conserved amino acids as well as insertions and deletions in sequence families. Each column, from 1 to n, has three states -a match, insert, and delete state. Intuitively, match states correspond to conserved amino acids among sequences while insert and delete states correspond to divergence in sequences from a common ancestor due to insertions and deletions respectively. The emission symbols of match and insert states are the 20 amino acids while the delete states are non-emitting silent states. As in the case of general Hidden Markov Models [7] , the Baum-Welch algorithm is usually used to learn the transition and emission probabilities and the Viterbi algorithm is used to decide the best state sequence for a given protein sequence. The success of PHMM in modeling protein sequence families suggests that it has the potential to serve as a robust framework for profiling active sites. This is because members of the same active site family can exhibit variability in their physico-chemical and geometric configurations, and PHMM has shown to be able to statistically capture commonalities and variations among sequences.
However, adapting PHMMs for this problem is not entirely straightforward. Let us examine the underlying issues. Firstly, observe that PHMM is a sequential model in the sense that it was developed to handle protein sequences which are simply 1-D strings of amino acids. On the other hand active sites are 3-D structures. So the immediate problem is one of serializing these 3-D structures in such a way that salient aspects of their physico-chemical and geometric properties are still retained. Secondly, each state in a traditional PHMM emits only one discrete symbol (i.e., an amino acid) at a time. For active sites these emissions must include both physico-chemical features such as the discrete valued amino acid types as well as geometric features. So emissions are generalized to tuples ranging over the physico-chemical and geometric feature set. A robust description of geometric configurations of active sites is best done using continuous measures. Hence in contrast to traditional PHMMs where only discrete probabilities of emission symbols are estimated we need to estimate the joint distribution of physico-chemical and geometric features. In the rest of this section we describe how we address these issues.
Serializing Active Sites
Since PHMM is a sequential model the task now is to identify a set of 3-D features and serialize them. This serialization will represent the observation sequence corresponding to an active site.
The primary issue in serialization is inventing an ordering for the sequence. A candidate ordering is the distance of the atoms in the active site from their center of mass. Given a set of n atoms with coordinates (x 1 , y 1 , z 1 ), (x 2 , y 2 , z 2 ), . . . , (x n , y n , z n ), their center of mass is the average over each of the coordinate positions of the atoms.
To capture physico-chemical feature, we adopt the atom classification in [6] which classifies all nonhydrogen atoms in proteins into 40 classes according to the atom location, connectivity, and chemical nature. We denote the atom type by AminoAcid.AtomN ame, which can be unambiguously mapped to an atom type in [6] .
As far as geometric feature is concerned, an obvious idea is to use an atom's 3-D coordinate. However, the coordinates of atoms from two active sites are comparable only after those active sites are superposed. Typically, superposing algorithms take two point sets with each point represented by its (x, y, z) coordinate, and perform rigid transformations such as translation and rotation to minimize the RMSD of these two point sets. Since these points are assumed to be typeless, any two points are always superposable. But the problem here is that superposed positions may not be compatible with the atom types at those positions (e.g., in general nitrogen and oxygen atoms cannot be superposed). Tools such as SPASM allow users to define superposable atom types. The main problem with this is that knowledge about what are superposable atom types varies from family to family. For these reasons, a desiderata of geometric feature is that it be preserved under transformations. Features that use relative instead of absolute positions can satisfy such a requirement. Observe that distances of atoms to their center of mass are relative quantities and hence can serve as a geometric feature.
In summary, our feature set is the pair AtomT ype, Distance T o CenterOf M ass , where the first element is the physico-chemical feature and the second is the geometric feature. The general form of an observation sequence corresponding to an active site following serialization using our feature set will be:
. . ., t n ,d n where n is the number of atoms in the active site, t i is the atom type and d i is the distance to the center of mass for i = 1, . . ., n, and
. ., n-1. Note that our serialization framework is not restricted to the feature pair AtomT ype, Distance T o CenterOf M ass used in this paper. It can easily incorporate more geometric and physicochemical features.
PHMM for Active Sites
Now we have the serialization of the 3-D active sites, an immediate problem is to learn the PHMM parameters from training data, i.e., to decide the number of columns in the PHMM and to estimate the transition and emission probabilities. For the number of columns, we follow the heuristics in [1] and take the average length of all training sequences as the number of columns of the PHMM.
To learn the transition probabilities and emission probabilities, we modify the Baum-Welch algorithm. Since emission symbols are pairs atomtype, distance , we will need to compute the joint distribution of these pairs for each state. Making the standard independence assumption done in HMMs, namely, that the random variables in the joint distribution are independent, the probabilities of the atom types and their distances are computed separately. Let us define the probability of atom type t in a state as P (t) and the probability of the distance d from center of mass as P (d). We calculate the emission probability P (b) of the emission symbol b = t, d to be P (t) × P (d).
The distance from the center of mass is a continuous feature. We assume that its probability distribution is generated by a multivariate Gaussian distribution whose probability density function is:
where d is the distance, µ is the mean and σ is the standard deviation of distances to the center of mass. Suppose the distances to the center of mass from atoms that are emitted by a state are d 1 , . . . , d m . We compute µ and σ at this state using the expressions:
The small constant is added so that σ is always positive even when n = 1.
Recall that we need 42 parameters to describe the emission distribution for each state. Forty of these parameters correspond to the emission probabilities of the 40 atom types and they must sum up to 1. The remaining two are µ and σ that represent the distribution of the distances of atoms emitted from the state to their center of mass.
For a set of training sequences, Baum-Welch algorithm iteratively updates the parameters of the model to increase the overall probability of the set of training sequences to be generated by the model. We modify the Baum-Welch algorithm to take into account the new emission parameter set and the joint emission probability. At each step of iteration, we calculate the individual probabilities of atom type and distance from center of mass and multiply these probabilities to get the joint probability. For a family of observation sequences of active sites, this modified Baum-Welch algorithm is used to estimate the parameters of the PHMM that profiles this family.
Armed with a PHMM M trained on a family S of serialized active site sequences we can now answer questions about similarity of active sites. To determine if a protein has substructures similar to the active sites in S we proceed as follows: First we find candidate substructures in the protein structure. This can be done with tools such as Q-SiteFinder [5] . The advantage of using such tools is that the accuracy of detecting similar active sites can potentially be improved. This is because a method such as ours and SPASM that represents an active site as a set of atoms can only capture the geometric and physico-chemical features of such atoms.
It is not possible to decide whether these atoms are located in some cavity on a protein's surface, which is a characteristic of active sites. With Q-SiteFinder, we select candidate substructures which are cavities on protein's surfaces.
Then a serialized observation sequence is generated for each candidate substructure. Those are the candidate observation sequences for the protein.
For each such observation sequence x, we apply the Viterbi algorithm [7] to compute the probability of its most likely path (i.e., state sequence) in the PHMM model M . In particular, the Viterbi algorithm efficiently computes a state sequence y that maximize the conditional joint probability P (x, y|M ), i.e., y = arg max y P (x, y|M ).
We modify Viterbi algorithm to compute the probability of observing a pair t, d at a state. Specifically, we compute the probabilities of observing atom type t and distance d separately using the emission distribution parameters of that state, and then multiply them to get the emission probability of the pair.
Next, we compute P (x, y |M ) where M is a random model that is identical to M in length and transition probabilities. The emission parameters are assumed to be uniform for all the insert and match states. These state-independent parameters are computed as follows:
1. The emission probability for atom type a is r where a∈r q(r) num of atoms in r , where r is an amino acid and q(r) is the frequency of r in the protein sequence database PROSITE.
2. Randomly sample substructures from PDB, each of which contains the same number of amino acids as the training examples.
3. For each such substructure, compute the center of mass and the distances of the atoms to this center.
4. Compute the mean µ and the standard deviation σ over all distances and over all substructures.
Finally we compute the base 2 log-odds ratio log( P (x,y|M ) P (x,y|M ) ) called the bit score. If this score falls above a threshold then the observation sequence x is said to be a member of the family S which is modeled by M . The threshold is a global value. Therefore we do not need to choose such a value for each family. One such global value is zero. If the bit score for x is greater than zero, then it means that x is more likely to be generated by M than by the random model M . We use zero as the threshold in our work.
Evaluation
We implemented our PHMM-based profiling of active sites and experimentally evaluated its performance. Herein we report on the experimental results.
Active site profiling is a relatively unexplored topic. Consequently, there are no standard data sets available for benchmarking 3D profiling of proteins. Rather than creating our own arbitrary data set, we experimented with those used in [2, 9] . In these two works, profiles of active site families were constructed manually.
The Experimental Setup The evaluation was conducted over different protein families detailed below.
Protein Families: The families in [2, 9] are: Ribonuclease A, Ribonuclease T1, Eukaryotic Lysozyme, Prokaryotic Lysozyme, Nu:-His-Elec catalytic triad, Amidohydrolase. We denote them as RibA, RibT1, EuLys, ProLys, NuHis, Amido. We developed PHMM profiles for the active sites of these six families.
Training and Test Data:
The active sites per family were divided into two mutually exclusive training and test sets. The active sites of a family included in the test set associated with the family were labeled as positive test examples. For each family, we augmented its test set with a subset of active sites belonging to other five families. These augmented active sites were labeled as negative test examples. Statistics associated with the experimental data used are listed in We built a separate PHMM per family. The parameters were learnt using the training set associated with the family. The global threshold for the log-odds ratio was set to 0. For these profiles we used both structural (distance from center of mass) and chemical (atom type) features as emission symbol of the PHMM.
Feature Variation: We also built PHMM per family by using only the structural feature as emission symbols. This lets us observe the effect of structural features on the performance of the PHMM. Similarly we built PHMM per family using only the chemical feature as emission symbols to observe their effect.
Experimental Results
Here we report the experimental results in terms of precision and recall of our prototype implementation in recognizing members of each of the fix families from their test sets. Figure  2 shows these measures for each family. The precisions range from 80% (for Amido) to 95% (for EuLys). The recalls range from 88% (for RibT1 and NuHis) to 91% (for NuHis). Effect of Feature Variation: Figure 3 shows the effect of structural and chemical feature on precision and Figure 4 shows the effect of features on recall. The reduction of precision ranges from 5% (for NuHis) to 15% (for RibT1) when structural feature is not used as emission symbols. It ranges from 1% (for RibA) to 11% (for RibT1) when chemical feature is removed from emission. Recall reduction ranges from 8% (for EuLys) to 22% (for RibA) when structural feature is not used and from 0% (for RibT1 and EuLys) to 12% (for RibA) when chemical feature is not used.
SPASM Performance
We also conducted experiments on using SPASM to identify similar active sites in the six families listed in Table 1 . For RibA, RibT1, EuLys and Prolys, we randomly picked one member and its active site was given as the input to SPASM. For NuHis and Amido, one member from the largest subfamily was randomly taken and its active site was the input to SPASM. For each input active site, we used SPASM to search for similar active sites in a database consisting of the three-dimensional structures of all the other members of the corresponding family. Tables 2 and 3 show the experimental results of SPASM when we varied RMSD cut-offs and allowed substitutions in terms of BLOSUM45 cut-offs 2 . A star ( * ) in an entry denotes that SPASM aborts because the number of hits has exceeded a pre-set value(1,000). Table 2 shows the number of true hits and the number of total hits for each family when no substitution is allowed and the RMSD cut-off increases from 1.5Å to 3.5Å. In most cases the cut-off 1.5Å is satisfactory. But with this cut-off, the recall is only about 71% for NuHis and 41% for Amido. When increasing the RMSD cutoff, the recall increases and the precision decreases. The sensitiveness to the change of RMSD cut-off is quite different from family to family. For example, RibT1 is much more stable than ProLys. Table 3 shows the number of true hits and the number of total hits for each family when RMSD cutoff is fixed to 1.5Å and the allowed substitution defined by BLOSUM45 cut-off is varied. The most distant (in terms of BLOSUM45 score) pair of corresponding amino acids in our dataset have a score of -4. That is to say, the BLOSUM45 should be set to -4 to find all similar active sites. However, we can see from Table 3 that the precision is already too low for some families when the BLOSUM45 cut-off is set to 0. When the cut-off is 3, the precision is only 43% for ProLys while the recall is only 41% for Amido.
Discussion
The experimental performance suggests that PHMM-based methods described in this paper for determining similarity of active sites works well in practice.
The PHMM constructed for each family exhibits reasonably high precision and recall. A high degree of shared features by family members results in higher performance metrics. For instance the active sites of Eukaryotic Lysozyme shares many atom types along with their geometric configuration. This is reflected by its high precision and recall (95% and 91%). On the other hand the low degree of shared features observed in Ribonuclease T1 has translated into low precision and recall (86% and 86%).
Our experimental results also demonstrate that both geometric and physico-chemical features are needed to achieve high accuracy. Furthermore, we observe that geometric features have relatively higher impact on the performance than physico-chemical features.
Last but not least, our experiments with SPASM indicate that there is no uniform way to decide the RMSD cutoff and amino acid substitution and thus they have to be chosen manually per family. In contrast, there is no such need in our approach.
Related Work
We review here computational tools and techniques related to the problem of determining similarity of active sites.
On the tool front the best known system is SPASM [4] . It can be used to find substructures in proteins that are similar to an input active site. As we had discussed earlier comparing a substructure to an active site independently of other members of the active site's family fails to exploit the commonality amongst them. Consequently, it can fail to establish similarity with some family members, especially remote ones. A profile based approach as is done in the paper addresses this problem since profiles can capture common features of family members.
The idea of profiling active sites was first explored in the context of building the PROCAT database [9] , in which the term "functional template" was used for what we refer to as the active site profile in this paper. In PROCAT, functional templates are manually defined for several enzyme families. These templates consist of only a subset of atoms in the active site amino acids. The decision of which atoms to include is done manually through close inspection of the structures and functional mechanisms of all the proteins in the family. In contrast our approach to "learn the templates" is highly automated.
A more recent work is Catalytic Site Atlas (CSA) [8] , a database documenting enzyme active sites and catalytic amino acids present in enzymes with 3-D structures. Active site templates are again constructed manually for each family.
