Abstract-In this paper, a novel method to simulate radio propagation is presented. The method consists of two steps: automatic 3D scenario reconstruction and propagation modeling. For 3D reconstruction, a machine learning algorithm is adopted and improved to automatically recognize objects in pictures taken from target region, and 3D models are generated based on the recognized objects. The propagation model employs a ray tracing algorithm to compute signal strength for each point on the constructed 3D map. By comparing with other methods, the work presented in this paper makes contributions on reducing human efforts and cost in constructing 3D scene; moreover, the developed propagation model proves its potential in both accuracy and efficiency.
INTRODUCTION
Radio propagation modeling has been researched for decades to ease estimating signal strength around interested area. Those propagation models can't survive without a specified prior generated database of physical scene, whose accuracy has strong impact on radio propagation estimation. Unfortunately, it usually takes a lot of time and effort to measure the environment manually meter by meter; people may buy maps from other professional companies to save time and labor work. Hence, either time or money is needed in traditional method. In order to make this procedure time efficient, accurate with low cost, a novel approach is proposed.
The workflow is shown in Fig. 1 . It consists of two steps: 3D scenario reconstruction and radio propagation simulation. 3D urban database is automatically constructed based on image understanding algorithm (see Section II), which allows building 3D map in a very short time for free. After that an Figure 1 . Workflow of proposed Method improved ray-tracing propagation model is run on the generated 3D database (Section III). The method is proved on both efficiency and accuracy by comparing with others under Munich scenario [1] (see Section IV).
II. 3D RECONSTRUCTION METHOD
Obstacles are the most important components of physical environment for radio propagation. In urban scenario, obstacles mean architectures, whereas in indoor scenario, walls, doors, desks or even human are obstacles. In order to reduce efforts and time, obstacles are not going to be manually labeled and measured. Instead, they are reconstructed automatically. Thanks to a surge of image understanding algorithms, objects can be recognized efficiently without supervision. In [2] and [3] , the identification of objects is made by shape feature descriptor. [4] uses color and texture features. [5] and [6] recognize different obstacles based on machine learning incorporating texture, layout, and context information. Our method employs and improves machine learning procedure developed by [6] . Fig. 2 indicates the procedure of object recognition and segmentation. Given pictures taken from target area (from standard pocket camera or satellite images such as Google Earth), the preliminary result (see Fig. 2(b) ) is obtained by adopting Joint Boost algorithm [6] which iteratively selects discriminative texture-layout filters ‫ݒ‬ ሾǡ௧ሿ ሺ݅ሻ to compute weak learners, and combines them into a strong classifier of the form ‫ܪ‬ሺܿǡ ݅ሻ ൌ σ ݄ ሺܿሻ ெ ୀଵ
. Each weak learner ݄ ሺܿሻ is a decision stump based on the response
For those classes that share the feature ܿ ‫א‬ ‫,ܥ‬ the weak learner gives ݄ ሺܿሻ ‫א‬ ሼܽ ܾǡ ܾሽ depending on the comparison of feature response to a threshold ߠ. For classes not sharing the feature, the constant ݇ makes sure that unequal numbers of training examples of each class do not adversely affect the learning procedure. We use sub-sampling and random feature selection techniques for the iterative boosting [6] . The estimated confidence value can be reinterpreted as a probability distribution using soft max transformation [7] to give the texture layout potentials:
For performance and speed, the classifier will not be trained from the MSCR 21-class full labeled data that might be huge. Researchers may choose a subset of labeled images that is the closest to the given testing sequence to train the classifier. In this work a new training database is created by manually marking different objects, in order to guarantee the learning of reliable and transferable knowledge.
In Fig. 2(b) , although most of the pixels are classified correctly, the edges between adjacent objects are not accurate. The authors in [6] solve this issue by manually indicating the misclassified parts, and then algorithm adjusts them into the right classes. As it's intended to finish this procedure automatically, the performance is improved by using color cues, which are frequently used for edge detection. A graph cut algorithm [8] , [9] is employed. By using K-means clustering, the first stage identifies k distinct clusters in the color space of the image. k ranges from 5 to 8 depends on the complexity of the target area. Then each pixel is assigned to its cluster and the graph cut algorithm poses smoothness constraint on this labeling by employing expansion algorithm finds a labeling within a known factor of the global minimum. Hence a label map is generated as shown in Fig. 3 . Dominant class is calculated by selecting maximum likelihood of class under each cluster (see (3) and (4)),
ሺ ୧ ȁሻ is the likelihood of class ୧ given cluster . Where ሺሻ is the class label of pixel decided by [6] . ̴ ሺሻ is the class decision for cluster ݇. Therefore, inaccurate edge issue is solved as shown in Fig. 2(c) . However, several objects are misclassified because of the color similarity among different classes, for instances, the color of sky and that of the windshields are similar, parts of buildings and road have similar colors. To tackle this problem, we further subdivide each cluster into variety numbers of sub-clusters based on the connectivity property (see Fig. 4 ). The selection of dominant class is repeated by using (3) and (4) . At the end, objects are segmented and final decision is obtained (see Fig. 2(d) ).
After the image is properly recognized, the algorithm automatically assigns different volumetric information according to the scale ratio and the empirical material for each object as shown in Fig. 5 .
III. RADIO PROPAGATION SIMULATION

A. Computational Geometry Part
Many methods are developed to simulate radio propagation, where the objective is to reduce computation time while maintain good accuracy. Generally speaking, ray tracing algorithm has very high accuracy [10] , [11] , [12] , while the computation load is also very high as the method tests every intersection along the ray path. When scenario becomes large, traditional method might take hours or days to finish simulation. Many algorithms are developed to overcome the aforementioned drawback by slightly reducing accuracy. Beam tracing algorithm [13] extends ray tracing algorithm to reduce intersection tests, as well as overcome sampling problems. Dominant path tracing algorithm [14] is developed to avoid redundant calculation, because the authors believe that 98% of received power is contributed by only a few radio rays. Ray tube tree method [15] increases the preprocessing speed in constructing trees for ray-tracing.
In the method developed in the present work, ray tracing algorithm takes advantage of automatic map reconstruction described in section II. All the ray paths are calculated based on image concept which is more efficient than traditional geometry method. Basically, there are three types of rays, direct ray, reflected ray and diffracted ray. Other rays such as over-rooftop ray and ground reflected ray are not discussed here. The roofs of buildings are assumed flat and thickness of wall is uniform. Each object is labeled with unique index to ease ray tracing procedure.
At the beginning, the algorithm searches direct path for each location. All the obstacles intersected with transmitted ray from Tx to Rx will lead to attenuation in power strength. For a location ‫,ݍ‬ the direct path loss information is stored as ‫ܮ‬ ൌ ሾܽ ଵ ǡ ܽ ଶ ǡ ܽ ଷ ǡ ǥ ǡ ܽ ሿ , ܽ ଵ ̱ܽ are the attenuation parameters of corresponding obstacles sorted along the path from Tx to ‫.ݍ‬ After all the direct paths have been calculated, each location in the target region has ‫ܮ‬ , ‫ݍ‬ ‫א‬ ‫ݐ݁݃ݎܽݐ‬ ‫,݊݅݃݁ݎ‬ ‫ܮ‬ not only provides path loss information , but its length also indicates the number of obstacles that exist between Tx and ‫.ݍ‬ Based on the length of ‫ܮ‬ at each location ‫,ݍ‬ visible segments from Tx are swept by selecting pixels belong to objects and with ‫ܮ‪݄൫‬ݐ݈݃݊݁‬ ൯ ൌ ͳ. Reflections happen on the visible edges of those visible segments.
Traditionally, maps offer structure information, including vertex locations for planes and polygons, and material property of each obstacle. However, in this work, the map is automatically constructed from images, although objects are correctly labeled, feature points to represent polygons are not calculated. One of the benefits of this method is that only the visible segments are needed to be vectorized, which reduces redundant calculation for the whole map. Canny edge detector is employed to detect visible line along each visible segment, and then Harris corner detector searches the feature points for each visible line, by combining the feature points and edge information together we have pairs of vertexes represent vectorized visible lines. Reflected sources are calculated by mirroring the TX along visible line. The details are introduced below:
1) Visible segments are highlighted in the image, others are considered as background.
2) Canny edge detector is tested on each visible segment, visible lines are obtained in the image.
3) Harris corner detector is used to find feature points along detected edges, and ܸ is used to represent position of the feature point ݅. Edge is expressed by a pair of vertexes of the form ‫ܧ‬ሺܸ ǡ ܸ ሻ.
4) Reflected image sources are calculated by mirroring Tx along the edges, and stored as ‫ݏ݊݅ݐ݈݂ܴܿ݁݁‬ ൌ ሼሺ‫ݔ‬ ଵ ǡ ‫ݕ‬ ଵ ሻǡ ሺ‫ݔ‬ ଶ ǡ ‫ݕ‬ ଶ ሻǡ ሺ‫ݔ‬ ଷ ǡ ‫ݕ‬ ଷ ሻǡ ǥ ሺ‫ݔ‬ ǡ ‫ݕ‬ ሻሽ for Tx, ݊ is limited by the maximum reflection number.
5) Each virtual point serves as new transmitter, and the whole procedure is repeated until reaches the maximum iteration number.
All the reflected points are seen as virtual sources with same transmission power as real source, while with constraints in transmission angle. As shown in Fig. 6 , the reflection region is constrained by combining maximum transmission range and angle ངܸ ଵ ܱ ᇱ ܸ ଶ .
According to the Geometrical Theory of Diffraction [16] , diffracted rays are produced by incident rays which hit edges, corners or vertices of boundary surfaces. All the vertices, corners are obtained as a form of ܸ during searching the reflected rays. Hence those vertices are automatically become diffracted virtual source, the diffracted region is also determined. 
B. Radio Propagation Model
A radio propagation model is developed in this paper to estimate power loss between Tx and Rx. The developed model can be used to calculate path loss of transmitted ray, reflected ray and diffracted ray separately by
Where n is path loss coefficient with range between 2 and 5. The value of n is decided by the environment, i.e. in free space ൌ ʹ, in others such as urban or rural environments ʹ ൏ ൏ ͷ. For direct path is the distance between TX and RX, for reflected path and diffracted path, is the distance between virtual source and RX.
‫ܮ‬ ୭ୠୱ୲ୟୡ୪ୣ is the power loss due to obstacles encountered by signal path. It is obtained by accumulate power reduction of each obstacle along the path. ݈ሺ݅ሻ is attenuation exponent of the i th obstacle, ߙሺ݅ሻ ranges from 0 to 1, which is penetration rate of the material of i th obstacle. ߙሺ݅ሻ ିଵ decreases when ݅ increases, meaning that the first object, with which the signal intersects, produces most significant power loss. Fig. 7 gives an example of calculating (6) in direct path. The signal first penetrates through a glass-made object, then through a concrete obstacle. Assume ݈ሺͳሻ ൌ ‫,ܤ݀ʹ‬ ݈ሺʹሻ ൌ ‫,ܤ݀͵ʹ‬ assume ߙ ൌ ͲǤͻ as a constant value, we have ୭ୠୱ୲ୟୡ୪ୣ ൌ ʹ ʹ͵ ൈ ͲǤͻ ൌ ʹʹǤ݀‫.ܤ‬ Equation (5) indicates that not only distance, but also the materials of obstacles and their orders have effects on received signal strength. At the end, the power loss at receiver is the minimum value among directed, reflected and diffracted path. 
IV. EXPERIMENTAL RESULTS
This method is validated on COST 231 Munich scenario [1] . Fig. 8 shows the procedure. The 3D scene is automatically generated based on pictures taken from Google Maps. Then the propagation simulation method estimates signal transmission, and results are validated after comparing with data measured by COST 231 working group. The method is programed unoptimized by combining VB, Matlab and C++ code. Table I compares this method with others. The standard deviations (STD) and mean errors (Mean) of the method in this paper are the smallest on METRO 200 and METRO 201, while it performs slightly worse than CNET in METRO 202. The program takes 1 hour to construct 3D database and 15 minutes to finish radio estimation on an area of 2400 m x 3400 m, with a resolution of 1 m. Hence it takes 0.3 s to process 2356 points for all three routes on an Intel i5 CPU, 2.8 GHz. The experimental results indicate that this novel approach has good efficiency and accuracy. The improvement of performance is because most of the calculations are run on efficient image concept rather than slow geometrical computation, furthermore the resolution (1m) is higher than other algorithms we compared with, and the propagation model is appropriate to describe real environment.
V. CONCLUSION
A novel propagation simulation method is introduced in this paper. Automatic 3D map reconstruction significantly reduce human efforts on constructing 3D geographic database, and propagation simulation method makes contributions on simplifying calculation while increasing accuracy of estimated result. This work is not only suitable for urban environment but also suitable for indoor scenario once the algorithm learns indoor object features. Therefore, some other features to improve the flexibility and applicability of this method will be included in the future. 
