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Abstract
Non-Equilibrium Electronic Structure of Cuprate Superconductors
by
Tristan L. Miller
Doctor of Philosophy in Physics
University of California, Berkeley
Professor Alessandra Lanzara, Chair
Ever since high-temperature cuprate superconductors were discovered in 1986, they have
been a source of many mysteries and controversies among scientists. The biggest mystery
is the mechanism of high-temperature superconductivity. While it is known that electrons
bind together in Cooper pairs, it is not known why. A second mystery is the origin of
the pseudogap, a state that exists above the superconducting critical temperature. To ad-
dress these problems, experimentalists have been looking for new techniques to provide new
perspectives.
In this dissertation, we study cuprate superconductors using the recently-developed tech-
nique of time- and angle-resolved photoemission spectroscopy (TARPES). This technique
uses infrared laser pulses to excite materials out of equilibrium, and to probe their elec-
tronic structure. TARPES has matured to the point that we understand the technique, but
have not fully explored the scientific possibilities. This work seeks to push the boundaries
by finding and characterizing unusual phenomena in the TARPES data, and developing
frameworks to understand them. In the process, we address the central mysteries of cuprate
superconductors.
In Chapter 1, we outline the theory of conventional superconductors, including many
technical details of electron-boson coupling. We then discuss cuprate superconductors, es-
tablishing the basic properties of their electronic structure and related controversies. In
Chapter 2, we briefly discuss our experimental technique and what it measures. We also
review the literature of TARPES studies on cuprates. Chapters 3, 4, and 5 describe three
different studies on cuprates, each looking at a different phenomenon. Chapter 3 looks at
the chemical potential, and finds a connection to the pseudogap state. Chapter 4 looks at
the buildup time of non-equilibrium quasiparticles, and finds a connection to the stimulated
recombination of Cooper pairs. Chapter 5 looks at the signatures of electron-boson coupling,
and proposes a way to determine if it contributes to Cooper pairing. In Chapter 6, we briefly
summarize the main findings and offer some concluding remarks.
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Chapter 1
Introduction
Superconductivity is defined by two characteristics: zero electrical resistance, and perfect
diamagnetism. It was first discovered by Kamerlingh Onnes in 1911, when he cooled mercury
below 4 K. In general, superconductivity appears in materials when they are cooled below
the critical temperature Tc, which depends on the material. A satisfactory mechanism for
superconductivity was not found until 1957, when John Bardeen, Leon Cooper, and John
Robert Schrieffer established the BCS theory (named for their initials). In this theory,
the zero resistance electrical current is carried by pairs of electrons, called Cooper pairs.
Normally, Cooper pairs cannot form because electrons repel each other by the Coulomb
interaction. However, in a conventional superconductor, phonons, the quanta of lattice
vibrations, create an attractive interaction between electrons, allowing Cooper pairs to form.
In 1986, Johannes Georg Bednorz and Karl Alex Mu¨ller discovered the cuprates, a new
class of superconductors. Cuprates have been a subject of much interest for the past three
decades for two major reasons. The first reason is that cuprates have the highest known
critical temperatures among all superconductors, now reaching up to Tc = 135 K. This is
compared to 33 K, the highest Tc for conventional superconductors. Currently, supercon-
ducting technology is used to generate high magnetic fields for magnetic resonance imaging
and in research applications, and many applications in power grids are being developed. If
superconductors were found with even higher critical temperatures, then superconducting
technology would be possible without cryogenics.
The second reason is that the mechanism for cuprate superconductivity has not yet been
established. Cuprates are a class of unconventional superconductors, meaning that BCS
theory does not suffice to explain them. Superconductivity in cuprates is still the result of
Cooper pairing, but the pairing may or may not be the result of interactions with phonons.
One significant fact is that the binding energy of the Cooper pairs significantly depends
on the electron momentum. Therefore, an important tool to investigate cuprates is angle-
resolved photoemission spectroscopy (ARPES), which resolves the momentum-dependent
electronic structure.
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In this chapter, we will discuss the theoretical and experimental background of supercon-
ductors, with an eye towards ARPES experiments on cuprates. In Section 1.1, we discuss the
theory of conventional superconductivity, especially as it affects the electronic structure and
electron Green’s functions.1,2,3,4 In Section 1.2, we will discuss the basic electronic properties
of cuprate superconductors.
1.1 Conventional superconductors
1.1.1 The electron-phonon interaction
Conventional superconductivity requires that electrons attract and form bound pairs.
At first, this seems impossible because of the Coulomb repulsion between negative charges.
However, each electron charge is screened by a cloud of positive charge around them. There
are two contributions to screening. The first part arises from the Coulomb repulsion of
other electrons, along with the Pauli exclusion principle. This is known as the exchange
correlation hole. The second part arises from the electron-phonon interaction, and can be
understood as the displacement of ions in the crystal lattice towards the electron. When
the electron is considered in combination with the cloud of excitations surrounding it, it is
called a quasiparticle. In certain situations, the positive charge due to screening is greater
than the negative charge of the electrons themselves, and thus quasiparticles are attracted
to each other, and form Cooper pairs.
The screening can be understood as a modification of the dielectric function, which is a
function of both frequency and wavevector. We will not derive the full dielectric function
because it is quite complicated (see Ref. 5), and because the mechanism for superconductivity
does not depend sensitively on the details. However, we will describe a classical system to
intuitively explain how an attractive force is possible at nonzero frequencies. Suppose that
there is an oscillating charge in the crystal. This charge creates a periodic driving force on
the crystal lattice, which behaves like a harmonic oscillator. When the driving frequency is
near the resonant frequency of the crystal lattice, the amplitude of oscillations becomes very
large. If the driving frequency is below the resonant frequency, then the crystal lattice will
oscillate in phase, and if the driving frequency is above the resonant frequency, then it will
oscillate out of phase. Therefore, at some frequency just below the resonant frequency, the
crystal lattice will be strongly driven, and this will overcompensate for the original oscillating
charge.
The Hamiltonian of the quantum system is of the form
H =
∑
k,σ
kc
†
k,σck,σ +
∑
k,k′,q,σ,σ′
Vk,k′c
†
k′,σc
†
k+q,σ′ck′+q,σ′ck,σ. (1.1)
Here, c† and c are the quasiparticle creation and annihilation operators, which obey the usual
Fermionic commutation relations. k are the energies of the non-interacting quasiparticles,
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and Vk,k′ are the scattering amplitudes. A positive Vk,k′ indicates a repulsive interaction,
while a negative Vk,k′ indicates attractive interaction. As in the classical system, there is
an attractive interaction at frequencies just below the phonon frequency, but unlike the
classical system, it may also be attractive at zero frequency. Frequencies are associated
with energy differences, so that means Vk,k′ is negative when the states at k and k
′ have
an energy difference less than the phonon energy. This is a sufficient condition to allow
superconductivity at low temperatures, regardless of any other particulars of the shape of
Vk,k′ .
1.1.2 The superconducting ground state
To construct the superconducting ground state, we first consider a single pair of quasi-
particles, in a spin singlet state and with zero total momentum. The single pair wavefunction
is
|Ψp〉 = c†k,↑c†−k,↓|ΨF 〉, (1.2)
where |ΨF 〉 is the Fermi sea state (i.e. all quasiparticle states below the Fermi energy are
occupied). To construct the ground state, we superimpose many of these quasiparticle pairs,
and assume that the probability of each quasiparticle pair is independent of all the other
pairs. This results in the ansatz
|Ψ0〉 =
∏
k
(uk + vkc
†
k,↑c
†
−k,↓)|0〉, (1.3)
where |0〉 is the state without any quasiparticles. uk and vk are probability amplitudes
with the normalization condition |uk|2 + |vk|2 = 1 for all k. There is also an alternate
parametrization by θk and φk, with
uk = sinθk
vk = e
iφkcosθk
. (1.4)
Given the ansatz in Eq. (1.3), we can solve for uk and vk by minimizing the free energy.
To do this, we first reduce the Hamiltonian in Eq. (1.1) by selecting only the terms that
scatter between zero momentum spin singlet quasiparticle pairs. Specifically, we take only
terms where q = −k′ − k and where σ and σ′ are in opposite directions. The reduced
Hamiltonian, known as the pairing Hamiltonian, is
Hp =
∑
k,σ
kc
†
k,σck,σ +
∑
k,k′
Vk,k′c
†
k′,↑c
†
−k′,↓c−k,↓ck,↑. (1.5)
The free energy is Hp − µN . It makes things simpler if we measure all energies relative to
the chemical potential µ, replacing k with εk = k − µ.
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By minimizing the free energy, we find the following solution:
tan2θk = − |∆k|εk
φk = φ
|uk|2 = 12(1 + εEk )
|vk|2 = 12(1− εEk )
. (1.6)
Here we use the quantities ∆k and Ek which are defined by
∆k = −
∑
k′ Vk,k′uk′vk′
Ek =
√
ε2k + |∆k|2
. (1.7)
Equations (1.6) and (1.7) are circular, but can be solved self-consistently. ∆k is called the gap
parameter, and it is approximately independent of k in most conventional superconductors.
Ek will turn out to be the energies of the Bogoliubov excitations, discussed in the next section.
|vk|2 is the probability that the pair of quasiparticle states at momentum k are occupied.
|vk|2 looks a little bit like the Fermi-Dirac distribution function, in that it approaches 1 far
below the Fermi energy, and approaches 0 far above the Fermi energy. However, the Fermi-
Dirac distribution function becomes a step function at zero temperature, while |vk|2 always
changes smoothly from 0 to 1 over an energy range of about ∆.
We note that there are many independent solutions with different values of φ, and that
any particular solution will have an uncertain number of particles. The true ground state
of the system will be a linear combination of states with different φ, and the precise linear
combination determines the probability amplitudes on the number of particles. For our
purposes it suffices to take just a single value of φ.
1.1.3 Bogoliubov quasiparticles
In a metal, the elementary excitations above the Fermi energy are electrons, while those
below the Fermi energy are holes. The creation operator for such an excitation might look
like
γ†k,σ = Θ(εk)c
†
k,σ + (1−Θ(εk))c−k,−σ, (1.8)
where Θ is the step function. However, as previously discussed, in the superconducting
ground state, the occupation function |vk|2 varies smoothly even at zero temperature, instead
of being a step function. With that in mind, we can define elementary excitations similar to
a metal, only replacing the sharp step function Θ with the smoother functions uk and vk:
γ†k,↑ = u
∗
kc
†
k,↑ − v∗kc−k,↓
γ†−k,↓ = u
∗
kc
†
−k,↓ + v
∗
kck,↑
. (1.9)
Equation (1.9) defines a canonical transformation from the normal quasiparticles (c and c†
operators) into the Bogoliubov quasiparticles (γ and γ† operators). Similar to the excita-
tions in a metal, Bogoliubov quasiparticles are holelike when far below the Fermi energy,
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and electronlike when far above the Fermi energy. But near the Fermi energy, the Bogoli-
ubov quasiparticles are mixtures of holelike and electronlike quasiparticles. The Bogoliubov
quasiparticle can be interpreted as a single electron escaping from the Cooper pairs. If there
is a Bogoliubov quasiparticle at momentum k, then this is equivalent to a state where the
normal quasiparticle state at k is completely occupied, while the normal quasiparticle state
at −k is completely unoccupied.
We can verify that Bogoliubov quasiparticles are are elementary excitations by showing
that the Hamiltonian is diagonal in the γ operators. But first, we must further simplify the
Hamiltonian using mean field theory. We take bk to be the mean value of c−k,↓ck,↑. We now
make the expansion
c−k,↓ck,↑ = bk + (c−k,↓ck,↑ − bk). (1.10)
The second term in Eq. (1.10) is a small perturbation, and we can neglect any terms in
the Hamiltonian which are second order in that perturbation. We also subtract the energy
µN , because it is just a constant offset to the energy. The resultant Hamiltonian, called the
model Hamiltonian, is
HM =
∑
k,σ
εkc
†
k,σck,σ +
∑
k,k′
Vk,k′(b
∗
k′c−k,↓ck,↑ + c
†
k′,↑c
†
−k′,↓bk − b∗k′bk). (1.11)
In the ground state, bk is simply equal to ukvk. At nonzero temperatures, bk may deviate
from that value. By using the temperature dependence of bk, we can also extend the definition
of ∆k from Eq. (1.7) to nonzero temperatures:
∆k = −
∑
k′
Vk,k′bk′ . (1.12)
This also leads to an extension of the definition of Ek, and the solutions to uk and vk in
Eq. (1.6). These extended solutions are correct even at nonzero temperature. Using these
solutions, the model Hamiltonian becomes
HM =
∑
k
(εk − Ek + ∆∗kbk) +
∑
k,σ
Ekγ
†
k,σγk,σ. (1.13)
The model Hamiltonian is diagonal in the γ operators, and this means that Bogoliubov
quasiparticles are elementary excitations. The energy of these excitations is Ek. The lowest
energy Bogoliubov quasiparticles have energy |∆k|, and appear at the normal state Fermi
momentum. The binding energy of a Cooper pair is 2|∆k|, since that is the minimum energy
required to break a single Cooper pair into two Bogoliubov quasiparticles.
Although the γk,σ operators are not the same ck,σ operators we started with, they behave
exactly like Fermionic quasiparticles with energy Ek. Therefore Bogoliubov quasiparticles
are elementary excitations of a superconductor. The lowest energy Bogoliubov quasiparticles
have energy |∆k|, and appear at the normal state Fermi momentum. They consist of mixtures
of electronlike and holelike quasiparticles. A Cooper pair may form from the annihilation of
two Bogoliubov quasiparticles, so we say that the binding energy of a single Cooper pair is
2|∆k|.
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In ARPES, Bogoliubov quasiparticles have a distinctive appearance. There will appear
two branches corresponding to the creation and annihilation of Bogoliubov quasiparticles. If
a Bogoliubov quasiparticle is created, then the photoemitted electron has energy equal to µ−
Ek. If a Bogoliubov quasiparticle is annihilated, then the photoemitted electron has energy
equal to µ+Ek. The spectral weight of the two branches are not equal, because photoemission
may only create a holelike quasiparticles, and annihilate electronlike quasiparticles. The
weight of the lower branch is |vk|2, which is the probability that a particular Bogoliubov
quasiparticle is holelike, and the weight of the upper branch is |uk|2, the probability that the
Bogoliubov quasiparticle is electronlike.
A further modification to the weight arises from the fact that a Bogoliubov quasipar-
ticle state may already be occupied or unoccupied. At zero temperature, all Bogoliubov
quasiparticle states are unoccupied, and thus only the lower branch is visible. At nonzero
temperature, the quasiparticle states are occupied, with probability equal to the Fermi-Dirac
function f(Ek, T ). The weight of the upper branch is multiplied by f(Ek, T ), while the lower
branch is multiplied by 1− f(Ek, T ).
1.1.4 Zero resistivity and the Meissner effect
We take a moment to briefly discuss how BCS theory leads to the two major macroscopic
characteristics of superconductivity: zero electrical resistance and the Meissner effect.
First, we note that Cooper pairs may carry electric current. The ground state defined in
Eq. (1.3) has zero current, but there exist metastable states with nonzero current. Specif-
ically, we may have Cooper pairs consisting of quasiparticles at (k + q/2) and (−k + q/2),
with total momentum q. An equivalent way to think about these states is by having φ
vary slowly in space, with the current proportional to the gradient of φ. In an ordinary
metal, current is carried by individual quasiparticles, and resistance is caused by scattering,
but in a superconductor, current is carried by the macroscopic state of the system rather
than the excitations from that ground state. Scattering may create or destroy Bogoliubov
quasiparticles, but current still flows without resistance as long as there is no change in the
macroscopic state. In the situations where superconductors have a nonzero resistance, it
arises from macroscopic current vortices traversing the superconductor.
If one calculates the current in the presence of an electromagnetic field, one finds that
the current density J is proportional to the negative of the electromagnetic vector potential
A, in the Coulomb gauge. Using B = ∇ × A and J ∝ ∇ × B, we find that any external
magnetic field quickly decays at the surface of the superconductor. The physical mechanism
is that the external magnetic field is cancelled by currents near the surface. This cancellation
of external magnetic fields is called perfect diamagnetism, also known as the Meissner effect.
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1.1.5 Green’s function formalism
In the true Hamiltonian of a superconductor, Bogoliubov quasiparticles are not eigen-
states of energy, and it is necessary to include interaction terms. In this case, a more
appropriate approach to the problem is using the Green’s function formalism. The Green’s
function is
G(r, r′, t, t′) = −i〈Ω|Tc(r, t)c†(r′, t′)|Ω〉, (1.14)
where Ω is the system’s quantum state and T is the time-ordering symbol. The Green’s
function is essentially the response of the system to the creation or annihilation of an electron
at a single point in time and space. This particular Green’s function is called the Feynman
propagator, because it restricts the cause to precede the effect, although the cause may either
be the creation of an electron at time t′, or the annihilation of an electron at time t. Other
Green’s functions can be defined, such as
G−(r, r′, t, t′) = i〈Ω|c†(r′, t′)c(r, t)|Ω〉Θ(t′ − t) (1.15)
and
G+(r, r′, t, t′) = −i〈Ω|c(r, t)c†(r′, t′)|Ω〉Θ(t− t′), (1.16)
which are the electron removal and electron addition Green’s functions, respectively.
The Green’s function conveys lots of useful information; for instance, if the created
electron appears in an eigenstate with energy ~ω, then the response of G would be to
oscillate with respect to t with a frequency of ω. In fact, it is more useful to consider the
function G(k, ω), the Fourier transform of G(r, r′, t, t′) with respect to r − r′ and t− t′. As
will be discussed in Section 2.1, the ARPES intensity as a function of momentum and energy
is proportional to the imaginary part of G−(k, ω).
To calculate the Green’s function, we begin with G0, the Green’s function of the non-
interacting Hamiltonian. We then account for the interaction term in the Hamiltonian by
summing an infinite series of Feynman diagrams. This results in
G(k, ω) =
1
G−10 (k, ω)− Σ(k, ω)
=
1
ω − k − Σ(k, ω) , (1.17)
which is known as the Dyson equation. The function Σ(k, ω) is called the electron self-energy,
and consists of an infinite sum of Feynman diagrams. The real part of Σ modifies the energy
of quasiparticles, while the imaginary part of Σ modifies the lifetime of quasiparticles
There are three main contributions to the self-energy: electron-impurity interactions,
electron-electron interactions, and electron-boson interactions. Electron-impurity interac-
tions add a constant term to the imaginary part of Σ. Electron-electron interactions in a
normal metal are described by Fermi Liquid theory, which has an imaginary self-energy pro-
portional to ω2. Finally, we have the electron-boson interactions, which are discussed in the
next section.
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1.1.6 Eliashberg theory
Conventional superconductivity is caused by electron-phonon interactions. More gener-
ally, superconductivity may be caused by any electron-boson interaction, and the boson need
not be a phonon. Regardless of the identity of the boson, it is clear that the electron-boson
interaction cannot be treated in a simple perturbative way, since superconductivity is not
merely a perturbation of the normal state. If we were to calculate Σ with the electron-boson
interaction, we would find that a subset of the Feynman diagrams have a divergent sum.
We must remove this sum by taking it out of the self-energy, and putting it into G0. We
introduce the Nambu-Gor’kov formalism as a way of doing just that.
We define a two-component field operator
Ψk =
(
ck,↑
c†−k,↓
)
(1.18)
and let the Green’s function be
G(k, t) = −〈UTΨk(t)Ψ†k(0)〉. (1.19)
where U is the operator that restores the original number of electrons. Now, G is a 2x2
matrix, and the electron self-energy Σ is also a 2x2 matrix. They are related by a modified
Dyson equation
G−1(k, ω) = ω1− kτ3 − Σ(k, ω), (1.20)
where τi are the Pauli matrices. Σ has the canonical form
Σ(k, ω) = (1− Z(k, ω))ω1 + φ(k, ω)τ1 + φ¯(k, ω)τ2 + χ(k, ω)τ3, (1.21)
which defines the complex-valued functions Z, φ, φ¯ and χ. Z is a renormalization factor
that determines the single-electron self-energy. φ is the self-energy of the Cooper pairs, with
the real part determining the pair binding energy, and the imaginary part determining the
pair lifetime. φ¯ can be set to zero by choice of phase convention. χ has an effect on the
quasiparticle energies but is usually very small and will be neglected in this discussion.
To understand electron-boson coupling, we first discuss its impact in qualitative terms.
First, suppose we have a metal at zero temperature with an optical phonon mode with energy
Ω. Holelike quasiparticles can only decay by emitting a phonon if they have energy of at
least Ω. As a result, there is a sharp step in the quasiparticle lifetime at energy Ω. In the
self-energy, we would see this as a sharp step in the imaginary part of Z. By applying the
Kramers–Kronig relation, we can determine that the real part of Z has a peak near Ω, and
that quasiparticles with energy below Ω have a smaller velocity. We can think of Z as arising
from the virtual scattering and reabsorption of phonons, and from the blocking of similar
virtual processes of other quasiparticles.
At nonzero temperatures, nolelike quasiparticles below Ω can emit bosons by recombining
with thermally excited quasiparticles. However, this process is slower because of the low
occupation density of thermal quasiparticles. Thus, there will still be a sharp step in the
quasiparticle lifetime at energy Ω, although it will not be quite as sharp.
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In the presence of superconductivity, the picture is slightly different because the minimum
energy of a quasiparticle is not zero, but ∆. Only quasiparticles above ∆ + Ω can decay by
boson emission without recombining with thermally excited quasiparticles. This causes the
features in Z to appear at energy ∆ + Ω instead of Ω. At this same energy, there will also
appear certain features in the function φ.
For a quantitative estimate of the electron-boson self-energy, we can use the Eliashberg
equation, which is based on the one-loop approximation of the Nambu-Gor’kov self-energy.
A simplified version of these equations is as follows:2
Σ(k, ω) =
∫ ∞
−∞
dω′
∫ ∞
0
dΩ α2F (Ω) Re
(
ω′Z˜(ω′)1 + φ˜(ω′)τ1√
ω′2Z˜2(ω′)− φ˜2(ω′)
)
×
(
f(−ω′) + n(Ω)
ω′ + Ω− ω − i0+ +
f(ω′) + n(Ω)
ω′ − Ω− ω − i0+
). (1.22)
The Z˜ and φ˜ refer to the electron-boson self-energy after being renormalized by the electron-
electron self-energy, and α2F (Ω) is known as the Eliashberg coupling function.
This Eliashberg equation essentially encodes the intuition that we had previously dis-
cussed. The integrand describes interactions where quasiparticles at energy ω scatter to
energy ω′ by way of absorption or emission of a boson with energy Ω. If we look at the final
term of the integrand, we see that it has a nonzero imaginary part whenever ω = ω′ ± Ω,
which is equivalent to the condition of conservation of energy. The integrand is also in a form
such that it automatically obeys the Kramers–Kronig relation. The rate of boson interaction
also depends on the electron-boson coupling strength and bosonic density of states, all of
which is encoded in the Eliashberg coupling function α2F (Ω). Finally, the rate of interac-
tion depends on the number of available quasiparticle states at ω′, and this is encoded in the
middle term of the integrand.
The Eliashberg equation as it is given in Eq. (1.22) is somewhat simplified. First,
number of available states at ω′ is calculated only from the self-energy, and assumes that
the bare electronic structure has a constant density of states. This assumption allows us
to neglect χ. Second, α2F (Ω) relies momentum averaging. Momentum averaging may be
invalid if the bosons prefer to scatter quasiparticles between certain momenta. Finally, the
Eliashberg equation is based on a one-loop approximation. In situations with polarons, other
calculations are needed, especially to describe the appearance of satellites.6
1.1.7 Simulations of the kink
Although Eliashberg theory is quite complicated, it is important because of its impact
on the low-energy electronic structure. The sharp features in Σ generate a “kink” structure
in the electronic dispersion, which is directly observable with ARPES. Here we explain what
the kink looks like, with the assistance of some basic simulations. These simulations show the
spectral density function A(k, ω), which is proportional to the imaginary part of G11(k, ω)
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Figure 1.1. A simulation of the electron-boson kink in a metal.
(the upper left entry of the Green’s function). As will be discussed in Section 2.1, the ARPES
intensity is proportional to the spectral density function, although not identical.
We begin with a simulation in a metal without any superconductivity, shown in Figure
1.1. Here, φ is set to zero, and G is a diagonal matrix. We use an Einstein phonon with
energy Ω = 40 meV, which implies that α2F (Ω) is sharply peaked at Ω. The algorithm
is iterative: we start with an initial guess of the self-energy, and at each step we feed the
results back into Eq. (1.22). However, the results converge immediately within one or two
iterations. Rather than using the full Equation (1.22), it is easier to calculate only the
imaginary part of Z(ω), and subsequently use the Kramers–Kronig relation to estimate the
real part. We use Z ′ to denote the real part and Z ′′ to denote the imaginary part. Z ′′ is an
odd function of ω (i.e. Z ′′(ω) = −Z ′′(−ω)) while Z ′ is an even function.
In Figure 1.1(c) we show A(k, ω), which is calculated from
A(k, ω) ∝ Z
′′(ω)ω
(Z ′(ω)ω − (k))2 + (Z ′′(ω)ω)2 , (1.23)
which is the imaginary part of the Dyson equation. (k) is taken to be a linear function of k.
Also, for purposes of calculating A(k, ω), we include a small contribution from Fermi Liquid
theory and electron-impurity scattering into Z(k, ω) to make the spectra more realistic.
Equation (1.23) predicts that when we hold ω constant, A(k, ω) is a Lorentzian curve.
This curve is called a momentum distribution curve, or MDC. (1 − Z ′(ω))ω modifies the
position of the MDC peak, while Z ′′(ω)ω modifies the width of the MDC peak.7 The width
of the MDC peak is directly related to the inverse lifetime of the quasiparticles. In Figure
1.1(c), the MDC peaks are very broad outside the range [−Ω,Ω]. This agrees with our
intuition that quasiparticles outside this range have a shorter lifetime because they may
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Figure 1.2. A simulation of the electron-boson kink in a superconductor with a
constant gap.
decay by boson emission. Also note that the positions of the MDC peaks, instead of following
a straight line, bends at ±Ω. This bending arises from virtual interactions with bosons.
The next simulation, shown in Fig. 1.2, introduces the superconducting gap. Here, φ
is no longer zero, and must be calculated from the off-diagonal component of Eq. (1.22).
Similar to the first simulation, we use Eq. (1.22) to calculate φ′′ (the imaginary part of φ),
and use the Kramers–Kronig relation to estimate the real part φ′. φ′′ is an odd function of
ω, while φ′ is an even function. The Kramers–Kronig relation is arbitrary up to a constant,
so we add a constant to φ′, chosen such that the gap appears at ∆ = 30 meV. The physical
meaning of this offset is the part of the superconducting gap that arises from some other
source besides the electron-boson coupling under consideration.
In the presence of a superconducting gap, A(k, ω) has a more complicated form, and near
the Fermi energy it is no longer valid to model the MDCs with Lorentzian curves. The major
features in Figure 1.2(e) are the lower and upper branches of the Bogoliubov quasiparticles,
and the gap between them. As discussed in Section 1.1.3, the weight of the lower branch is
|vk|2, while the weight of the upper branch is |uk|2. Fig. 1.2(e) also shows a kink structure,
just as there was in the absence of a gap, except that now the kinks appear at energies
±(∆ + Ω).
The form of A(k, ω) is greatly simplified when it is integrated over momentum:∫ ∞
−∞
A(k, ω)dk ∝ Re Z(ω)ω√
(Z(ω)ω)2 − φ(ω)2 . (1.24)
The significance of this integration is that it is proportional to the density of states. As
shown in Fig. 1.2(f), there is a depletion of the density of states within the gap, and a pileup
of states at the gap edge. We also note a small feature in the density of states near the kink
energy at ±(∆ + Ω). This feature only appears when there is a superconducting gap (see
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the absence of any feature in Fig. 1.1(d)). In Chapter 5 we argue that we have observed
this feature experimentally.
So far, our simulations have been assuming a complete lack of momentum dependence.
In the case of cuprate superconductors, which will be discussed in Section 1.2, the supercon-
ducting gap has a significant momentum dependence. To model this momentum dependence,
we can take φ(k, ω) = φ(ω)cos(2θ), where θ is a parametrization of the momentum along
the Fermi surface. This affects the density of states, as well as the electron-boson coupling
constant.
The electron-boson coupling constant is referred to as λ, and it is equal to
λ = 2
∫ ∞
0
α2F (ω)
ω
dω. (1.25)
These simulations use a modest value of λ = 0.3. However in the case of a momentum
dependent superconducting gap, we must also consider the momentum dependence of the
electron-boson coupling. Following Ref. Ref. 8, we decompose λ into an isotropic component
λZ used to calculate Z and an anisotropic component λφ used to calculate φ. This obeys
our intuition that only anisotropic electron-boson coupling can contribute to an anisotropic
superconducting gap. But for now, we keep λZ = λφ, and explore this parameter space more
deeply in Chapter 5.
To account for the momentum dependence of the density of states, we replace the density
of states in Eq. 1.22 with a weighted sum of the density of states along the whole Fermi
surface. The weighting is not necessarily uniform, because bosons may preferentially scatter
quasiparticles to certain momenta. In the case of extreme anisotropy, quasiparticles at θ
may scatter exclusively towards ±θ + npi/2, which means that they only scatter between
momenta with equal values of φ. If so, then the simulation reduces to the cases already
shown in Figs. 1.2 and 1.1.
On the other hand, we have yet to show the completely isotropic case, where the density
of states is weighted uniformly along the Fermi surface. This we show in Figure 1.3. We
refer to θ = 0 as the antinode (where the gap is ∆), and θ = pi/4 as the node (where the gap
is zero). As shown in Figs. 1.3(e) and 1.3(f), the kink appears at ±(∆ + Ω) independent
of momentum. This is because when the density of states is weighted uniformly around the
Fermi surface, it is dominated by the density of states at the antinode. In panel (g) we
show the spectral density function integrated over momentum. Along the antinode, there is
a clear gap in the density of states, and features appearing at the kink energies. However,
along the node, the integrated spectral density function is completely constant.
In summary, simulations show that when electrons in a metal interact with a boson
sharply peaked at energy Ω, a kink appears at energies ±Ω. The kink can be characterized
by the MDCs, which follow Lorentzian curves. When there is an electron-boson interaction
in a superconductor with a constant gap size, the kink instead appears at energies ±(∆+Ω).
The MDCs no longer have a simple form, although the momentum-integrated spectral weight
does. When the superconducting gap depends on momentum, the position of the kink
depends on momentum dependence of the density of states and the electron-boson scattering.
In the case of an isotropic electron-boson interaction, the kink appears at ±(∆ + Ω).
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Figure 1.3. A simulation of the electron-boson kink in a superconductor with a
momentum dependent gap, inspired by the momentum dependence in Cuprate su-
perconductors.
1.2 Cuprate superconductors
1.2.1 Basic electronic structure
Cuprates are a class of materials that, when undoped, behave as antiferromagnetic in-
sulators. However, when they are doped, they exhibit superconductivity at low tempera-
tures. Some of the most commonly studied examples of cuprates are YBa2Cu3O7−δ (YBCO),
La2−xBaxCuO4 (LBCO), Bi2Sr2CuO6+δ (Bi2201), and Bi2Sr2CaCu2O8+δ (Bi2212). Bi2212
is particularly ideal for ARPES experiments, and will be the subject of most of this work.
What all these materials have in common is a layered structure with at least one copper
oxide (CuO2) layer per unit cell. This layer is in a square lattice, with Cu at the corners of
the unit cell, and O at the edges. In absence of any doping, the Cu atoms form 2+ ions, while
the O atoms form 2− ions. The 4s orbitals of Cu2+ are unoccupied, and the 3d orbitals are
fully occupied, except for a single hole. It is energetically favorable for the hole to occupy
the x2 + y2 orbital, since it has lobes pointing towards the O2− ions. These orbitals will
also hybridize with the p orbitals of adjacent O ions, and the hole occupies the antibonding
orbital. When cuprates are doped with holes, the additional holes occupy the same state
with opposite spin.9
The most important aspect is that there is a strong repulsion between electrons on the
same Cu site. The system is described by the Hubbard model, which has parameters t
and U .10 The large parameter U is the energy cost of two electrons occupying the same Cu
site, while the small parameter t is the hopping integral between two adjacent Cu sites. In
undoped cuprates, the electron states are half-filled, and the Hubbard U acts a barrier to
electrical transport. Furthermore, electrons on adjacent sites prefer to have spins in oppo-
site directions to allow virtual hopping between sites. Thus at low temperatures, undoped
cuprates behave as antiferromagnetic insulators, called Mott insulators.
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Figure 1.4. Schematic phase diagram of a cuprate. There are many other phases that
could be shown in the phase diagram depending on the desired level of detail.
When cuprates are doped, the electron states are no longer half-filled, and they no longer
behave like Mott insulators. As shown in the phase diagram in Fig. 1.4, there is a super-
conducting “dome” centered around 0.16 holes per unit cell. Samples at the center of the
dome are called optimally doped (OP), while samples on the left side are called underdoped
(UD), and samples on the right side are overdoped (OD). Above Tc, especially in underdoped
samples, there is a pseudogap state, which will be discussed in Sec. 1.2.2. Above the tem-
perature T ∗, the pseudogap state gives way to a strange metal state, which does not follow
the Fermi Liquid theory discussed in Section 1.1.5. Instead, a strange metal is described by
Marginal Fermi Liquid Theory,11 where the electron-electron self-energy is proportional to
ω.
When electron states are no longer half-filled, the Hubbard model is notoriously difficult
to solve. While BCS theory might lead us to believe that cuprate superconductivity is caused
by some electron-boson interaction, some have argued that the Hubbard Model is sufficient to
understanding cuprate superconductivity.12 One of the major goals in the study of cuprates
is to determine whether the Hubbard model is sufficient, or if an electron-boson interaction
is necessary.
1.2.2 The gap and the pseudogap
Compared to conventional superconductors, there is an important difference in the gap
parameter of cuprates. Namely, the gap parameter ∆k is dependent on k, and even changes
sign. This has been conclusively demonstrated by experiments with superconducting loops.13
Normally the magnetic flux through a superconducting loop is quantized, because the phase
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φ must change by 2pin around the loop. However, when the loop of cuprate superconductors
is constructed in a particular way, there is an additional phase shift of pi induced by the sign
change of ∆k.
In ARPES experiments, we cannot observe the phase of ∆k, but we can directly measure
the gap size, which is equal to the magnitude of ∆k along the Fermi surface. The gap
vanishes along the Γ–X direction (kx = ky), and this point on the Fermi surface is referred
to as the node. The gap size is maximized near the M point at Brillouin zone boundary,
and this point is called the antinode. In general, the gap is approximately proportional to
|cos(kx) − cos(ky)| (using units such that k=pi at the Brillouin zone boundaries).14 This is
referred to as d-wave symmetry (not to be confused with the d orbitals of the Cu atoms).
The sign change in ∆k is significant because it implies something about the Vk,k′ scattering
amplitudes. When Vk,k′ scatters between states with the same sign of ∆k, it must be relatively
attractive, and when it scatters states with opposite sign of ∆k, it must be relatively repulsive.
In principle, superconductivity may be possible even with entirely repulsive interactions, as
long as the interactions have the correct momentum dependence.15 It is often thought that
electron-phonon interactions, which are mostly isotropic, would not lead to a d-wave gap;
however, electron-phonon interactions may be anisotropic.16
A shocking property of the gap in cuprates is that it appears to persist at temperatures
where superconductivity is destroyed. The persistent gap, known as the pseudogap, persists
up to the temperature T ∗ shown in Figure 1.4. ARPES experiments have demonstrated
that in the pseudogap state, the gap is closed in a region near the node, and open near the
antinode.17,18,19,20,21 In underdoped samples, T ∗ is larger, the pseudogap is larger, and the
pseudogap exists in a larger region of momentum space.22 Plenty of experimental evidence
suggests that the pseudogap appears not just in the pseudogap state, but coexists with the
superconducting state in underdoped samples.23,24,25,26,14,27
In the pseudogap state, the Fermi surface, rather than forming a complete enclosed
pocket, forms disconnected Fermi arcs. These Fermi arcs are unexpected because if the
electronic band dispersion is a continuous function of momentum, disconnected arcs would
not be possible. There are at least three points of view on how to reconcile the Fermi arcs
with continuous bands. One view is that it is not a true gap, and that quasiparticles near the
antinode are so decoherent that they appear as a gap.28 Another view is that the pseudogap
is a full d-wave gap, just like the superconducting gap, but the gap appears filled wherever
the gap is sufficiently small, because of scattering.29,30,31 If this is correct, then it suggests
that there are fluctuating superconducting pairs above Tc, and that this may be the nature
of the pseudogap state.32
A third view is that each Fermi arc is just one side of a full Fermi pocket. The other side
of the Fermi pocket cannot be observed because the photoemission matrix elements are very
small. This viewpoint may be motivated by any of several theories of the pseudogap as an
order that is distinct from superconductivity.33,34,35,36 For example, in the Yang-Rice-Zhang
model,36,37,38 the pseudogap doesn’t disappear along the Fermi arc, but rather goes above
the Fermi energy, where it cannot be seen by typical ARPES experiments. We refer to this as
particle-hole asymmetry, because the pseudogap appears among the electron quasiparticles
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and not among the hole quasiparticles. This is in contrast to the particle-hole symmetry of
the superconducting gap, which is always centered at the Fermi energy. Some experiments
have claimed to find evidence for particle-hole asymmetry in the pseudogap.39,40,41,42
In summary, the origin of the pseudogap is theoretically controversial, and the controversy
is directly related to conflicting experimental results and interpretations. Most theories of
the pseudogap also purport to explain the mechanism for superconductivity. The mystery
of the pseudogap isn’t the same as the mystery of superconductivity, but it is an extremely
important piece of the puzzle.
1.2.3 Electron-boson kink
Because of the important role that electron-phonon coupling plays in conventional super-
conductors, researchers have devoted much effort to understanding any strong electron-boson
coupling that might exist in cuprates. Indeed, there is abundant evidence that the electrons
strongly couple to at least one bosonic mode, with an energy strongly peaked around 40–70
meV. The first sign of this bosonic coupling mode was a peak-dip-hump structure in the en-
ergy profiles of ARPES intensity.43,44,45,46,47,48 More detailed investigation49,50 revealed that
the peak-dip-hump structure was just one aspect of the electron-boson dispersion kink. At
this point, a major disagreement arose over the identity of the boson. Some have argued
that the boson is a phonon,49,51,52,53,54,55,56,16,57 while others have argued that it is a spin
resonance.46,58,50,59,60,61,62,63,64
Some of the early arguments over the identity of the boson were based on the kink
strength. The spin resonance is strongest in the superconducting state only, while the phonon
mode persists above Tc. Along the nodal direction of momentum space, the kink has a similar
strength in both the normal and superconducting states in all observed cuprate materials,
and this supports the phonon interpretation.49 On the other hand, further away from the
nodal direction, the kink is much stronger in the superconducting state and nearly disappears
in the normal state, supporting a spin resonance interpretation.46,50,59,61,60
Another line of evidence concerns the energy of the kink. As was discussed at length in
Section 1.1.7, the energy of the electron-boson kink depends on the momentum dependence
of the electron-boson scattering. In principle, if electrons are scattered towards the node,
then the kink will appear at Ω; if electrons are scattered towards the antinode, then the
kink will appear at ∆max + Ω. If electrons are scattered towards all momenta, then the kink
will appear at ∆max + Ω, because the density of states is dominated by the antinode. What
experiments find is that along the node, the kink is observed at 60–70 meV across a broad
class of cuprates, in both the superconducting and normal states.49 Away from the node,
the kink is observed near 60 meV in OP Bi2212 samples in the superconducting state, but
is observed near 40 meV in the normal state. Additionally, it is observed near 40 meV in
superconducting OD Bi2212, and near 35 meV in OP Bi2201, both of which have smaller
gaps than OP Bi2212.51,55
One interpretation is that the kink at momentum k appears at Ω + ∆(k). This suggests
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that quasiparticles near the node scatter towards other nodal points, while quasiparticles
near the antinode scatter towards other antinodal points.16,65,64 One specific proposal is that
the antinodal kink is caused by the out-of-plane, out-of-phase O buckling phonon mode B1g,
which scatters between antinodal states, while the nodal kink is caused by in-plane Cu-O
breathing phonon mode, which scatters between nodal states.16 Another specific proposal is
that the kink corresponds to spin fluctuations scattering to the opposite side of the Fermi
surface.64
Another possible interpretation is that the nodal kink does in fact shift by ∆max, but
this shift is experimentally obscured by the presence of multiple phonon modes.57,54 Another
interpretation is that the nodal kink disappears above Tc, and is replaced by a similar
feature caused by Marginal Fermi Liquid excitations.58, although this is controverted by a
more recent study.53 We also note a recent observation showing that the kink remains at the
same energy both above and below Tc at all momenta.
66,67 If this observation is correct than
it poses a challenge to all of the interpretations mentioned so far.
This has been only brief overview of the controversies regarding superconductivity, the
pseudogap, and the electron-boson kink in cuprates. We do not yet know the mechanism
for high-temperature superconductivity, nor the mechanism for the pseudogap. We do not
know whether electron-boson coupling is involved in the mechanism, and we do not know
the identity of the boson. All of these are deep questions that cannot be answered by this
work alone, but we hope to address them in new ways with new experiments.
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Chapter 2
Analysis techniques
Angle-resolved photoemission spectroscopy (ARPES) is a standard method of measuring
electronic structure in materials. Time-resolved ARPES (TARPES) is a more recent method
that measures electronic structure as a function of time, in response to a laser pulse. Both
of these techniques have been discussed extensively.19,68,69,70 In Section 2.1 we briefly review
the theory of ARPES. In Section 2.2, we discuss the TARPES technique. And in Section
2.3, we discuss the highlights of previous TARPES experiments on cuprate superconductors.
2.1 Theory of ARPES
At its most basic, ARPES is an experiment that hits a material with photons, and
measures the electrons that are ejected. Ejected electrons escape with a certain angle and
velocity. By using conservation of momentum and energy, it is possible to calculate the
initial energy and momentum of the electrons. The conservation of energy says that
Ei − µ = Ekin − hν − ΦA (2.1)
where Ei − µ is the initial energy of the electron relative to the chemical potential, Ekin
is the kinetic energy of the electron when it reaches the detector, hν is the energy of the
photon, and ΦA is the analyzer workfunction. The workfunction is discussed in more detail
in Section 3.1.
The momentum of the incident photon is negligible compared to that of the electron,
so we can say that the momentum of the electron parallel to the escape surface (k||) is
unchanged by the photoemission process. k|| is related to the angle of photoemission by
k‖ =
√
2mEkin sin θ/~. (2.2)
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Momentum that is perpendicular to the escape surface (k⊥) is not conserved because of the
fields perpendicular to the surface. The only way to infer the initial k⊥ is by using a more
complicated measurement scheme.71 Fortunately, cuprate superconductors are made up of
weakly coupled two-dimensional layers, and so the electrons do not have a strong dependence
on k⊥.
It is not entirely accurate to say that we are calculating the initial energy and momentum
of the electrons. In a system where electrons interact with one another, the energy and
momenta of individual electrons are not well-defined. When an electron is ejected from the
sample, conservation of charge requires either the creation of a holelike quasiparticle, or the
annihilation of an electronlike quasiparticle, and this may be accompanied by other charge-
neutral excitations. A standard method of analysis is to take the full N-particle wavefunction
|ψN〉, and separate it into the single particle wavefunction |φ〉 containing the ejected electron,
and the wavefunction containing the other N-1 electrons, |ψN−1〉. Using Fermi’s golden rule,
the ARPES intensity is proportional to
I(k, ω) =
∑
m
|〈φf |Hint|φi〉|2|〈ψN−1m |ψN−1i 〉|2δ(ω + EN−1f − ENi − hν), (2.3)
where k and ω are the final momentum and energy of the ejected electron in |φf〉. The
term |〈φf |Hint|φi〉|2 is referred to as the ARPES matrix elements, and it depends on the
particulars of the experimental geometry and light polarization. In a typical experiment, the
ARPES matrix elements are approximately constant over a single measurement, and thus
they can be ignored.
Excluding the matrix elements, the rest of the Eq. (2.3) can be expressed in terms of the
electron removal Green’s function. The Green’s Function from Eq. 1.15 can be expressed as
G−(r, r′, t, t′) = i
∑
m
〈ψNi |c†(r′, t′)|ψN−1m 〉〈ψN−1m |c(r, t)|ψNi 〉Θ(t′ − t). (2.4)
When we apply the annihilation operator to |ψNi 〉, the result is |ψN−1i 〉 by definition. When
we apply a Fourier transform, the resulting Green’s function is
G−(k, ω) = i
∑
m
|〈ψN−1m |ψN−1i 〉|2
ω + EN−1f − ENi − hν − i0+
. (2.5)
From here it is trivial to show that the ARPES intensity is equal to ImG−(k, ω), multiplied
by the ARPES matrix elements. In the Nambu-Gor’kov formalism discussed in Section 1.1.6,
we replace G− with G−11.
If, instead of taking the imaginary part of G−, we take the imaginary part of the full
Green’s function G, the result is the spectral density function, A(k, ω), which was simulated
in Section 1.1.7. The ARPES intensity is equal to the spectral density function, multiplied
by the ARPES matrix elements, multiplied by the distribution function of the electron
states. At thermal equilibrium, the distribution function is simply the Fermi-Dirac function.
Because the distribution function decreases exponentially above the Fermi energy, it is very
difficult for ARPES to measure the spectral density function above the Fermi energy.
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Figure 2.1. A diagram of the time-resolved ARPES measurement scheme.
2.2 Time-resolved ARPES
TARPES is a technique that combines the strengths of ARPES with the strengths of
time-resolved spectroscopy. The goal is not just to measure the spectral density function,
but also observe how it responds over time to a perturbation. The perturbation arrives in the
form of a laser pulse, called the pump pulse. After a small delay, the pump pulse is followed
by another laser pulse, called the probe pulse, that photoemits electrons to be measured.
The present work uses a TARPES instrument that has been described in Refs. 68 and
70. The pump pulse is the fundamental mode of a Ti:Sapph laser. It is in the near infrared
range, and has an energy of 1.5 eV. The probe pulse is created by fourth harmonic generation,
and is the ultraviolet range, near 6 eV. The workfunction of a cuprate is near 4.5 eV, which
means that the probe can photoemit electrons and the pump cannot. The pump and probe
pulses have a variable repetition rate, usually set near 500 kHz. It is common to characterize
the pump and probe pulses by their fluences, which is a measure of the average energy per
unit area per pulse. The beam spot size of the probe pulse is around half the diameter
of that of the pump pulse, such that the fluence is nearly constant within the region of
measurement. The time resolution is about 300 fs, the energy resolution is about 20 meV,
and the momentum resolution is about 0.001 A˚
−1
.
Although TARPES is a relatively new technique, it has already found a variety of ex-
perimental applications. TARPES can be used to generate coherent oscillations, incoherent
excitations, and entirely new states of matter. Additionally, since TARPES pushes the sys-
tem out of equilibrium, it is not limited by the Fermi-Dirac distribution, and can detect the
spectral density function well above the Fermi energy.69
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2.3 TARPES experiments on cuprates
Here we review some highlights from extant TARPES experiments on cuprate supercon-
ductors. In optimally doped Bi2212 at low temperatures, the superconducting gap closes
inside the Fermi arc region when the pump fluence is above a critical value of about 15
µJ/cm2.72,73,74,75,76,77 Outside the Fermi arc region, the gap doesn’t close until the fluence
is at least 40 µJ/cm2.76 The critical fluence of 15 µJ/cm2 is consistent with a back-of-the-
envelope estimate of the condensation energy of the Cooper pairs.78 The natural conclusion
is that 15 µJ/cm2 is sufficient to destroy the superconductivity and leave a pseudogap state
remaining, and 40 µJ/cm2 is sufficient to also destroy the pseudogap state. To a first-order
approximation, this is similar to what happens to superconducting cuprates as their tem-
perature is raised above Tc and T
∗, respectively.
However, it is important to remember that the sample is not at thermal equilibrium, and
there may be differences between a transient pumped state and an equilibrium heated state.
This was demonstrated by an early study on the dynamics of the quasiparticle population
upon pumping a superconducting Bi2212 sample with a 100 µJ/cm2 pulse.79 At first, elec-
trons have a nonthermal distribution, but they settle into a thermal distribution within 50 fs.
On a timescale of 110 fs, electrons exchange energy with certain “hot” phonon modes that
couple strongly to electrons. After 330 fs, they reach a common temperature. On a timescale
of 2 ps, the electrons and hot phonons relax by scattering with cold phonon modes, and they
reach a common temperature by 6 ps. After that, heat diffusion occurs on a nanosecond
timescale.
Other studies on the quasiparticle population have found that below the critical fluence,
the quasiparticle relaxation rate increases with fluence, and increases away from the node.72
This is suggestive of bimolecular recombination into Cooper pairs, and it also suggests that
Cooper pair formation is faster away from the node. Studies looking above the critical
fluence found that nodal quasiparticles decayed much faster while superconductivity was
suppressed,74,80,76 which could be explained by the phase space restrictions imposed by the
gap.81 Studies of the energy-dependent decay rate have found that nodal quasiparticles above
about 70 meV decay more quickly than those below 70 meV, which reinforces the idea that
electrons couple to a 70 meV bosonic mode.82,83 Note that in all cases, the timescales of
the quasiparticles far exceed the timescales that would be predicted from the width of the
spectral peaks, and this is not yet understood.82
Other studies have looked at the nodal dispersion kink (previously discussed in Section
1.2.3) and its response to pumping.84,85,75 The major result is that the kink is suppressed
in correlation with the suppression of the superconducting gap. Below the critical fluence,
both the kink and the superconducting gap are suppressed more and more with increasing
fluence. Above the critical fluence, the superconducting gap is fully suppressed, and the
suppression of the kink saturates. Additionally, the recovery timescale of both the kink and
the gap are similar. This evidence does not prove that the nodal electron-boson coupling
is behind superconductivity, but it does suggest that the nodal kink strength is enhanced
in the superconducting state, and this enhancement occurs on subpicosecond timescales.
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Studies of the kink away from the node have proven difficult, because the presence of the
superconducting gap can invalidate standard MDC analysis.
TARPES has proven very useful for studying cuprate superconductors. Sometimes it is
simply a convenient way to compare superconducting and non-superconducting states very
quickly, keeping in mind that the system is out of equilibrium and that some degrees of
freedom are at different temperatures. It can also be used to study the dynamics of the
quasiparticle population, or the dynamics of the bosonic kink. The theme of the subsequent
chapters is to expand the range of TARPES experiments on cuprates, by studying aspects
that had previously been ignored.
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Chapter 3
Chemical Potential Dynamics and the
Pseudogap
One approach to TARPES is to study the same properties of a material that are tra-
ditionally studied at equilibrium with ARPES, using the laser pump power and the delay
time as two additional tuning parameters. For example, in cuprate superconductors, the
pseudogap has been of particular interest, because different theories of high-temperature
superconductivity suggest different origins and shapes of the pseudogap.
However, here we adopt a different approach, examining a property which is traditionally
ignored at equilibrium: the chemical potential. Although we did not initially know where this
study would lead, it became clear that chemical potential provides important information
about the pseudogap structure above the Fermi energy. This is significant because ARPES
typically has difficulty making measurements above the Fermi energy, and this has allowed
for the development of competing theories of the pseudogap which make distinct predictions.
This chapter is based on two studies,86,87 although here we describe them in greater detail
and follow a more chronological narrative. In Section 3.1, we discuss some background on
the chemical potential. In Section 3.2, we describe our initial observations. In Section 3.3,
we formulate hypotheses about the mechanism. In Section 3.4, we discuss further results and
analysis, contextualizing them within the most likely hypotheses. In particular, we explain
the implications on the pseudogap. Finally, in Section 3.5, we discuss the future directions
of this line of inquiry.
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3.1 Introduction
A grand canonical ensemble is a system that is at equilibrium with a reservoir with
which it can freely exchange energy and particles. The chemical potential, denoted µ, is
the energy lost by the ensemble when it gives up one particle to the reservoir. Here, the
particles in question are electron quasiparticles. Because these quasiparticles are Fermions,
at equilibrium they obey the Fermi-Dirac distribution:
f(E − µ, T ) = 1
1 + e(E−µ)/(kBT )
. (3.1)
T is the temperature of the system, and kB is the Boltzmann constant. The function f(E−
µ, T ) determines the occupation fraction of a single quasiparticle state at energy E.
The chemical potential is commonly confused with the Fermi energy, denoted EF . In
fact, the Fermi energy is defined to be the chemical potential at zero temperature. As we
will discuss later, the chemical potential changes upon increasing temperature.
Because the chemical potential is an energy, it is only meaningful to talk about its value
relative to some other energy level. It is common to talk about the sample workfunction
ΦS, which is the energy required to transport an electron from the chemical potential to
the vacuum immediately outside the sample. Another common concept is the analyzer
workfunction ΦA, which is the energy required to transport an electron from the chemical
potential to the vacuum near the detector. However, definitions of the workfunction vary
among sources, so to avoid ambiguity, we will instead refer to µvac, the chemical potential
relative to the vacuum level outside the sample. We will also discuss the chemical potential
relative to the valence band energy, µε.
One technique to measure the chemical potential is the Kelvin probe. In fact, there have
been a few Kelvin probe studies on cuprate superconductors, looking at how the chemical po-
tential changes with temperature.88,89,90,91 Unfortunately the Kelvin probe technique suffers
from two weaknesses. First, the chemical potential may drift over the course of the measure-
ment due to adsorption of gas molecules onto the sample surface. This makes it difficult to
determine the exact dependence on temperature. Second, the Kelvin probe technique only
measures µvac, and is not capable of measuring the valence band energy. If the chemical
potential and valence band shift together, that could have a vastly different interpretation
from a chemical potential that shifts alone.
Despite the weaknesses of the Kelvin probe technique, ARPES is rarely used as an
alternative. One problem with ARPES is that it can only measure the chemical potential in
certain samples, ones where the electronic structure crosses the chemical potential. While
this applies to cuprate superconductors, it cannot be applied to semiconductors or other
fully gapped materials. ARPES does allow for measurement of the valence band energy, but
does not resolve the problem of drifting chemical potential. In fact, the drift problem is
exacerbated in ARPES, because slight variations in laser power lead directly to variations
in chemical potential via the space charge effect.
TARPES finally resolves the drift problem. Rather than taking hours to change the tem-
perature of the sample, the sample reacts to laser pulses on a picosecond timescale. During
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this time, the adsorption of gases and fluctuation in laser power are negligible. Technically
speaking, the relevant timescale isn’t the reaction time of the sample, but the time it takes
for the instrument to adjust its tuning parameters. But this can still be done sufficiently
quickly, on a timescale of minutes or seconds. TARPES does introduce a problem of a dif-
ferent sort: the chemical potential is only a property of equilibrium systems. Nonetheless,
in non-equilibrium measurements it is often possible to fit the electron distribution to Eq.
(3.1), defining a quasi-thermal chemical potential.
Given these advantages, there has been a recent growth of TARPES studies looking at
chemical potential in a variety of materials.92,93,94,95,96,97,98,99,84 These studies have uncovered
a great variety of different physics, including coherent phonons, charge transfer between bulk
and surface bands, and the surface photovoltage effect. These various mechanisms will be
discussed in greater depth when we search for interpretations of our own data in Section 3.3.
3.2 Initial observations
3.2.1 Measuring chemical potential and valence band energy
We begin by demonstrating the basic technique to measure the chemical potential and
valence band energy. The first step is to measure Bi2212 along the Γ–Y direction, also called
the nodal direction. An ARPES intensity map of a sample at equilibrium at 35 K is shown in
Fig. 3.1(a). In the nodal direction, the superconducting gap vanishes, which is a necessary
condition to measuring the chemical potential.
To measure the valence band energy, the quasiparticle dispersion (black curve) is ex-
tracted using the standard method of fitting momentum distribution curves (MDCs) to
Lorentzian curves.7 The sample is pumped with a 20 µJ/cm2 laser pulse, and the transient
dispersion (0.7 ps delay after the pump pulse) is compared with the equilibrium dispersion
(Fig. 3.1(b)). In the 130–200 meV binding energy range, the dispersion shifts by about 5
meV. We denote this shift ∆ε.
Throughout this study we measure ∆ε from the 130–200 or 150–200 meV energy range,
because if we were to use lower binding energies, the measurement would be confounded by
changes in the shape of the dispersion, as shown in Fig. 3.2. Near 70 meV, the shape of
the dispersion is shaped by the electron-boson kink, which is known to be suppressed by
pumping.84,85,75 Near 0 meV, there is an apparent distortion in the dispersion due to the
instrumental energy resolution.100 This latter distortion is strongest when the instrumental
resolution is large compared to the electronic temperature, and is therefore reduced upon
pumping. Incidentally, other investigators have measured shifts in the valence band by
looking near 0 meV;84 while this analysis may be valid at the high temperatures used in that
study, we caution against its use at lower temperatures.
Figure 3.1(c) shows how we measure the chemical potential, by integrating the ARPES
intensity over a small momentum range (double arrow in panel (a)). Following Ref. 73, we
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Figure 3.1. Measuring the chemical potential. (a) The ARPES intensity map of
optimally doped Bi2212 at 35 K along the cut shown in the inset. (b) The valence
dispersion of the sample in (a), between 130 and 200 meV binding energy, both before
and after the arrival of a 20 µJ/cm2 pump pulse. (c) The ARPES intensity integrated
along the momentum range indicated by the white double arrow in (a), both before
and after the pump pulse. Solid lines show fits to Fermi-Dirac functions, and dashed
lines show the chemical potential from the fits. (d) The integrated ARPES intensity
as a function of the delay time between the pump and probe.
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Figure 3.2. Distortions in the dispersion shape. Although there is a clear shift in the
dispersion near 150, the shift is obscured at 70 and 0 meV because of changes in the
dispersion shape. The data shown here is the same as in Fig. 3.1.
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fit the resulting intensity curve I(E) to
I(E) =
[
C0 + C1(E − µvac)
exp(E−µvac
kBTe
) + 1
+ C2 + C3E
]
⊗R(E). (3.2)
Here, R(E) is a Gaussian resolution function with a fixed FWHM of about 23 meV (calibrated
separately in each experiment). C0, C1, C2, C3, Te, and µvac are fit parameters. We use our
physical understanding of these parameters to determine which should vary freely or be held
fixed over the course of a single measurement. C2 and C3 are related to the background
noise present even when the laser is blocked, and should thus be held constant. C0 and
C1 are allowed to vary freely because they both depend on the laser power, which can
fluctuate throughout the measurement. However, the ratio C1/C0 is held constant within
each measurement, because it arise from the slope in the density of states and/or the slope
in the camera sensitivity.
Since the sample is not in equilibrium, there is no guarantee that it would fit to a Fermi-
Dirac distribution. Nonetheless, Eq. (3.1) fits all our data well. This is consistent with
previous studies which have shown that it takes 50–100 fs for electrons to reach a quasither-
mal distribution,79,101 which is shorter than the 300 fs time resolution of this instrument.
Thus, it makes sense to interpret the parameters Te and µvac as the temperature and chem-
ical potential of the electrons, respectively. The chemical potential µvac clearly increases by
about 2.5 meV in response to the pump, and the electronic temperature Te increases from
35 to about 100 K (not shown). In Figure 3.1(d) we show the integrated intensity as a
function of delay time, visually illustrating that µvac increases and then relaxes over a few
picoseconds.
Previously, we discussed the possibility that the chemical potential will drift over time
because of adsorption of gas and variation in laser power. We directly monitor this drift
in each measurement. A typical example is shown in Fig. 3.3. Here the instrument is
programmed to go through a cycle about once every five minutes. It is clear that pumping
causes a change in the chemical potential, and that this is repeatable in each cycle. Super-
imposed upon this change is the slow drift traced by the thick gray line. We correct for the
drift by fitting it to a straight line.
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Figure 3.5. Pump fluence dependence of chemical potential. (a) The maximum shift
∆µvac, determined by averaging over the gray bars in Figure 3.4. (b) The recovery
rates of ∆µvac, as determined by simple exponential fitting after 0.6 ps.
To summarize our findings so far, we have measured the shift in the valence band energy,
∆ε, and the shift in chemical potential, ∆µvac. In this first measurement, laser pumping
caused a shift of ∆ε ∼ 5 meV and ∆µvac ∼ 2.5 meV. This presents two mysteries. Why are
these quantities nonzero? And why are they different from each other?
3.2.2 Delay and pump fluence dependence
Figure 3.4 shows ∆µvac and ∆ε together as a function of delay time in the superconducting
(panel (a)) and normal (panel (b)) states of optimally doped Bi2212. Both quantities increase
upon pumping and recover exponentially with a timescale of ∼2 ps in the superconducting
state (<1 ps in the normal state). Note that in the superconducting state, ∆µvac < ∆ε,
while in the normal state ∆µvac > ∆ε. The significance of this difference will be discussed
much later in Section 3.4.2.
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Figure 3.6. The shift in ∆µvac, 0.6 ps after a 15 µJ/cm
2 pulse, as a function of
temperature. Results are shown for low probe fluence (106 electrons/cm2/pulse or 3
nJ/cm2) and high probe fluence (3× 106 electrons/cm2/pulse or 9 nJ/cm2).
Focusing just on ∆µvac, we perform a systematic study of delay time, temperature, and
pump fluence in Figure 3.5. Panel (a) shows the maximum ∆µvac in the superconducting
and normal states as a function of pump fluence. ∆µvac is observed to be larger in the
superconducting state, and to increase with pump fluence. Panel (b) shows the recovery
time of ∆µvac, as determined by a simple exponential fit from 0.6 ps delay time onwards.
In the superconducting state, the recovery time becomes shorter at greater pump fluences,
saturating at about 2 ps. In the normal state, the recovery is less than 1 ps, and becomes
longer at greater pump fluences.
3.2.3 Probe fluence dependence
One of the most surprising observations about ∆µvac is that it depends not just on the
pump fluence, but on the probe fluence as well. Figure 3.6 shows the temperature dependence
of ∆µvac, taken at 0.6 ps after the incidence of a 15 µJ/cm
2 pump pulse, using both high (9
nJ/cm2) and low (3 nJ/cm2) probe fluence. In the superconducting state, ∆µvac is observed
to decrease with probe fluence.
The probe fluence is directly proportional to the number of electrons ejected per laser
pulse, with a constant of proportionality that has been measured empirically.68 So if ∆µvac
changes with probe fluence, that implies a dependence on the number of electrons ejected.
This must be the result of the interactions between electrons after they have been ejected.
In equilibrium ARPES, such interactions are understood to create the space and mirror
charge effects, which together have a large effect on the measured chemical potential.102,103
However, our TARPES observations cannot be the result of a simple space or mirror charge
effect. Recall that ∆µvac is defined as the difference between two measurements, one taken
before pumping and one taken after pumping. In both measurements, the probe fluence is
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Figure 3.7. Low energy cutoff. (a) A sample of Bi2212 at 30 K which has been biased
by about 18 V compared to the detector. The measurement is taken at Γ. (b) The
intensity in (a) integrated over angle, shown before and 1 ps after a 24 µJ/cm2 pump
pulse.
the same. Therefore, when we see a change in ∆µvac, it cannot just be the result of a probe
fluence. Instead it must depend on the product of the probe fluence and pump fluence.
Regardless of the mechanism, it is clear that the probe fluence dependence is related to
some interaction between electrons after ejection. So this change in ∆µvac cannot be intrinsic
to the sample (although the fact that it appears only in the superconducting state suggests
that it may be influenced by the sample’s intrinsic properties). Therefore, in the rest of this
study, we minimize the effect of probe fluence by discarding all data with high probe fluence,
using only data with low fluence (3 nJ/cm2 or less).
3.2.4 Low energy cutoff
We add one final observation which could be used as a clue to the physics. In Figure
3.7(a), we show a Bi2212 sample measured at 30 K at the Γ point. However, this sample has
been biased by almost 18 V relative to the detector. The lowest energy electrons visible in
the image correspond to those electrons that had just enough energy to escape the sample
with zero kinetic energy left over. After having escaped, they are accelerated towards the
detector, ultimately gaining 18 eV in kinetic energy. The minimum visible energy is called
the low energy cutoff.
Once we have measured the low energy cutoff, the natural question is whether it changes
upon pumping. We take the intensity in Fig. 3.7(a), and integrate over momentum. We
repeat this procedure for measurements taken before and 1 ps after a 24 µJ/cm2 pulse. As
shown in Figure 3.7(b), there is little or no difference before and after pumping. Fitting
suggests that the shift is –0.2 meV, which is within error of zero. For comparison, ∆µvac was
observed to be +3 meV in the same sample under the same conditions.
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3.3 Hypotheses
In Section 3.2 we established the basic observations of ∆µvac and other energy shifts.
These observations present a number of mysteries: (a) ∆µvac is nonzero, (b) the valence
band shift ∆ε is nonzero, (c) ∆µvac is not the same magnitude as ∆ε, (d) ∆µvac − ∆ε
changes sign across Tc, (e) in the superconducting state, ∆µvac depends on probe fluence,
and (e) the low energy cutoff has little or no shift.
In this section we will consider many different hypotheses to explain these observations.
No single hypothesis will suffice to explain all of them, but we will eventually find satisfactory
explanations for each one. Although a few of the discussed hypotheses will be completely dis-
carded, this overview could serve as a starting point for the interpretation of future TARPES
studies.
3.3.1 Sequestration of charge
We first consider a mechanism inspired by studies of the chemical potential in the topo-
logical insulator Bi2Se3.
94,95,96,97 In these samples, there is a distinction between the bulk
states and surface states. Upon laser excitation, hole-like quasiparticles are created in the
surface states, and electron-like quasiparticles are created in the bulk states. It takes some
time for bulk quasiparticles to trickle back into the surface states. In the mean time, the
chemical potential of the bulk and that of the surface states become decoupled, and shift by
as much as 120 meV.
The general mechanism here is that electrons are sequestered, either in a different lo-
cation, a different momentum, or a different energy. While the electrons are sequestered,
charge is not conserved, and thus it is unsurprising that the chemical potential has changed.
This mechanism is difficult to rule out, but studies suggest that Bi2212 is unlike Bi2Se3 in
that the quasiparticles decay and thermalize very quickly.79,72 The surface states are not dis-
tinguished from the bulk states, so there aren’t any obvious metastable quasiparticle states.
So we tentatively rule out this hypothesis.
3.3.2 Lattice distortion
Next we consider a mechanism inspired by studies of the chemical potential in iron-
based superconductors BaFe2Se2 and EuFe2Se2.
92,93 In these studies, the chemical potential
is observed to oscillate with a frequency equal to that of coherent A1g(As) phonons. This
suggests that distortions in the lattice transform the electronic structure enough that it
changes the chemical potential.
In the case of our studies on Bi2212, there is no evidence for oscillations in chemical
potential, so there is no basis to attribute the behavior to coherent phonons. It is also worth
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Figure 3.8. A schematic drawing of the surface photovoltage effect in GaAs (a)
(adapted from Ref. 98) and the surface potential barrier in Bi2212 (b). Upon absorp-
tion of a photon, electrons in the valence band (or at the Fermi energy) are excited
by energy hν, and escape the sample with initial kinetic energy Eki. The final kinetic
energy upon reaching the detector is Ekf . The z axis represents the distance from the
sample. The dotted red lines indicate changes that occur when the sample is pumped
with light before photoemission.
noting that the studies on iron-based superconductors use much higher pump fluences, up
to 2 mJ/cm2, in contrast to our fluences up to 30 µJ/cm2.
However, there may be an overall lattice expansion simply due to quasi-thermal heating.
If the crystal lattice should expand, this would cause the entire Brillouin zone to shrink,
causing a shift in the dispersion. To rule out the mechanism of lattice expansion, we make a
rough estimate of the magnitude of the effect. We first make the generous assumption that
the lattice is at equilibrium with the electronic temperature, even though experiments indi-
cate that it is lower.79 In a typical measurement, the electronic temperature increases from
20 K to 115 K, which corresponds to a lattice expansion of 0.026%,104,105 which corresponds
to a ∆ε of only 0.18 meV. This is insufficient to account for our observations.
3.3.3 Surface potential barrier
During the photoemission process, all electrons cross a potential barrier as they escape the
sample. If the magnitude of this potential barrier were to change, for example by changing
the dipole moment near the surface, then it would affect the energy of all ejected electrons.
Specifically, it would cause an equal shift in both ∆µvac and ∆ε. It is difficult to predict
exactly how large this shift would be, but it is likely to be a small fraction of the total
potential barrier, which is about 4.5 eV.
32
The surface potential barrier is more complex than it may first seem, because it may
induce time-dependent electric fields which affect electrons while they are travelling between
the sample and the detector. It is useful to compare the case of Bi2212 to TARPES studies
on GaAs.98,99 In GaAs, rather than measuring the chemical potential, studies have looked at
the shift in the valence band energy. As illustrated in Fig. 3.8(a), the valence band energy
bends downwards near the surface of the sample. This bending is mitigated by pumping,
and this is known as the surface photovoltage effect. In the case of Bi2212 (see Fig. 3.8(b)),
there is no bending of the valence band energy near the surface. However, there is a dipole
moment at the surface, which implies a change in the vacuum energy level immediately
outside the sample.
When the electrons are ejected from the sample, they have some initial kinetic energy
Eki, which is determined by the difference between the electron energy and the vacuum
energy. When GaAs is pumped, Eki does not change, because both the valence band and
vacuum energy change by the same amount; when Bi2212 is pumped, Eki increases because
of a change in the dipole moment at the surface.
When the electrons reach the detector, they have final kinetic energy Ekf . The final
kinetic energy differs from the initial kinetic energy for two reasons. First, the detector has
a different potential energy than the vacuum near the sample. Second, electrons may gain
or lose energy in the time-dependent potential. The final kinetic energy is given by
Ekf = Eki − e
∫ tf
ti
δΦ(z(t), t)
δz
dz(t)
dt
dt, (3.3)
where Φ is the electric potential as a function of time (t) and distance from sample (z). The
recovery timescale of Φ is observed to be picoseconds, and the length scale is determined by
the spot size of the pump pulse (∼100 µm). Based on the electron’s kinetic energy (∼1.5 eV
in these studies), the velocity dz(t)/dt is about 1 µm/ps. Therefore, the second term in Eq.
(3.3) is about 1/100th of the change in Φ. So in Bi2212, the pump-induced change in Ekf is
dominated by the pump-induced change in Eki, while the second term is 100 times smaller.
In GaAs, there is no pump-induced change in Eki, so the measurement is instead dominated
by the second term.
This has the interesting effect that in GaAs, the electron energies are shifted even when
the pump arrives after the probe. The electrons take hundreds of picoseconds to travel away
from the pumped spot, and during this time they are affected by the electric fields induced
by the surface photovoltage effect. In theory this could happen in Bi2212 as well, but it
would have a magnitude 100 times smaller than the main effect, far too small to observe
with our experimental precision.
We can use this framework to explain why there is no pump-induced change in low energy
cutoff. This cutoff arises from electrons which have zero kinetic energy immediately after
escaping the sample. So the first term in Eq. (3.3) is zero by definition, and the second term
is too small to observe.
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3.3.4 Asymmetry of density of states
In the previous section, we discussed how ∆µvac and ∆ε could change together, but not
how they could change relative to each other. Here we discuss a mechanism that produces a
pump-induced change in ∆µvac but not ∆ε. For purposes of this discussion, we define ∆µε
to be ∆µvac −∆ε.
The basic idea is that the density of states (D(E)) in the valence band is asymmetric,
which is to say that it is different below the chemical potential compared to above. In
an asymmetrical density of states, the chemical potential must change with temperature in
order to conserve charge. The chemical potential obeys the equation
N =
∫ ∞
−∞
D(E)f(E − µε, Te)dE, (3.4)
where f(E, Te) is the Fermi-Dirac distribution function at electronic temperature Te and N
is the density of electrons. Equation (3.4) implicitly defines a function ∆µε(Te), which can
be calculated numerically. This has been done before in studies of Bi2Se3.
94
A rough approximation may be derived, which may be helpful to informing our intuition.
The chemical potential follows
∆µε ∝ −w2D
′(E)
D(E)
∣∣∣
E∼EF
, (3.5)
where w is the width of the electronic distribution function (typically proportional to tem-
perature), and D′(E) is its first derivative of the density of states evaluated near the Fermi
energy EF .
106 The order of magnitude of ∆µε can also be estimated from Eq. (3.5), substi-
tuting kBTc for w. For optimally doped Bi2212, this is about 0.5 meV.
Note that Eq (3.5) assumes that the density of states does not change upon pumping.
In fact, the density of states does change in the presence of superconductivity. In Section
3.4.2 we will discuss how to modify the picture to account for superconductivity. This will
ultimately lead to the observed change in sign of ∆µε across Tc.
3.3.5 Pump-induced mirror charge effect
In Section 3.2.2, we showed that there is an effect on the chemical potential which depends
on the product of pump fluence and probe fluence. We can only offer one possible mechanism
to explain this effect, which is illustrated in Figure 3.9.
In equilibrium ARPES, when many electrons are ejected together, they gain energy from
their repulsion to each other, and this is known as the space charge effect. They also lose
energy because of their attraction to each other’s mirror charges, and this is known as the
mirror charge effect. Both effects depend on the probe fluence, and are usually considered
together.102,103 Pumping the sample cannot change the space charge effect, but it can change
the dielectric properties of the material, which may change the mirror charge. As illustrated
34
 t 
qm+δqm(t)
mirror
charge (qm)
Low probe 
fluence
High probe 
fluence
(a) No pump
qm+δqm(t)
pump
probe
(b) (c)
 t 
Figure 3.9. The pump-induced mirror charge effect. (a) Without any pumping, elec-
trons are affected by interactions with each other (space charge effect) and interactions
with their mirror charges (mirror charge effect). (b) Pumping changes the dielectric
properties of the material, causing the mirror charge to change by δqm. (c) At high
probe fluence, δqm is larger, because it is proportional to the original mirror charge,
which is proportional to probe fluence.
in Figure 3.9(b), there is additional mirror charge δqm(t), which is proportional to the original
mirror charge qm. When the probe fluence is higher (see panel (c)), qm is larger, and therefore
δqm(t) is larger too. Thus there is a shift in electron energy which depends on the product
of the pump and probe fluences.
In Figure 3.6, we noted that this effect only occurred in the superconducting state. This
makes sense because laser pumping suppresses superconductivity, which is likely to have a
large effect on the dielectric properties of the material. Unfortunately, the magnitude of the
pump-induced mirror charge will depend in a complicated way on the dielectric properties.
In this study we do not investigate the details further.
3.3.6 A thermodynamic constraint
Our next consideration is not a mechanism for the change in chemical potential, but a
constraint that requires it to change. In the context of studies measuring ∆µvac in cuprates
with the Kelvin probe technique88,89,90, an expression was derived for the change in chemical
potential across the superconducting transition.91 That expression was
d
dT
(µn − µψ)
cn − cψ
∣∣∣
T=Tc
=
dlnTc
dn
, (3.6)
where T is temperature, c is the specific heat, and n is the particle density. The subscripts
ψ and n indicate properties of the superconducting and normal states, respectively.
Although Eq. (3.6) does not fully describe ∆µvac or provide an exact mechanism, it
predicts that ∆µvac(T ) changes in slope across the superconducting transition temperature.
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In an overdoped sample, Tc decreases with n, and therefore the slope in ∆µvac(T ) will
decrease across Tc. In an underdoped sample, Tc increases with n, and therefore the slope
in ∆µvac(T ) will increase across Tc. In an optimally doped sample, Tc doesn’t change with
n, and therefore the slope in ∆µvac(T ) won’t change significantly across Tc.
3.3.7 Quasiparticle vs pair chemical potential
So far, in our discussion of the chemical potential, we’ve implicitly been speaking of
the quasiparticle chemical potential. In superconductors, there is also a second chemical
potential, that of the Cooper pairs. When the sample is out of equilibrium, the two chemical
potentials are not necessarily equal. This was demonstrated in a study on Sn.107,108 A current
was passed through Sn, with a quasiparticle junction on one side and a Josephson junction on
the other. Because the current required a steady flow of charge between the quasiparticles
and the Cooper pairs, it induced a difference in their chemical potentials. The chemical
potential difference implies a relaxation timescale, which was found to be about 200 ps in
the case of Sn.
This is relevant because the superconducting gap is centered at the pair chemical po-
tential. So in our experiments, as we shift the quasiparticle chemical potential, there’s a
question of whether the superconducting gap shifts along with it in the timescale of the
measurement. We will test both possibilities in Section 3.4.2. For now, we make a rough
estimate. According to Ref. 108, the relaxation timescale of the difference between the
chemical potentials is proportional to (Tθ/Tc)
3, where Tθ is the Debye temperature. Assum-
ing that this dependence still applies, and using109 Tθ = 300 K and Tc = 90 K, we find
that the relaxation time is about 2000 times faster in Bi2212 than it is in Sn. So our initial
expectation is that the pair chemical potential in Bi2212 immediately equilibriates with the
quasiparticle chemical potential, at least within our experimental time resolution of 300 fs.
3.4 Interpretation of results
So far, we have discussed several mechanisms which work in tandem to produce our
observed change in chemical potential. The dependence of chemical potential on the probe
fluence has been explained as a result of a pump-induced mirror charge effect. The changes
in ∆µvac and ∆ε appear to be the result of the combination of two mechanisms. The first
mechanism is the change in the surface potential barrier, which causes an equal shift in both
∆µvac and ∆ε (but which does not cause any shift in the low energy cutoff). The second
mechanism is the asymmetric density of states, which causes a shift in ∆µvac only. To
separate out the effect of the asymmetric density of states, we calculate ∆µε = ∆µvac −∆ε.
We do not make specific predictions about the magnitude of the change in surface poten-
tial barrier, but Eq. (3.6) describes a constraint on ∆µvac as a function of temperature. We
test this constraint in Section 3.4.1. In Section 3.4.2, we discuss the density of states in a
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Figure 3.10. Producing chemical potential-temperature curves. (a) ∆µε and Te as a
function of delay time t after pumping an overdoped Bi2212 sample with a 34 µJ/cm2
pulse. (b) ∆µε is shown as a function of Te, eliminating t as a variable. Data points
are collected from delay times up to 10 ps, pump fluences between 3 and 34 µJ/cm2,
and initial temperatures between 25 and 80 K. Empty circles denote the data collected
between a –0.3 and 0.3 ps delay. Error bars are calculated from the variance between
measurement cycles.
superconductor. In Section 3.4.3, we discuss the pseudogap state, and draw new conclusions
about the structure of the pseudogap.
3.4.1 Chemical potential-temperature curves
The surface barrier potential and the asymmetric density of states mechanisms both
predict that the chemical potential varies as a function of temperature. In our studies, the
sample is out of equilibrium and does not have a true temperature. However, we do measure
an electronic temperature Te, so we seek to find the chemical potential as a function of Te.
Figure 3.10(a) shows ∆µε and Te as functions of delay time t after pumping a sample at
30 K with a 34 µJ/cm2 pulse. In panel (b) we plot ∆µε directly as a function of Te. Data were
collected for t up to 10 ps, combining five different experiments with pump fluences ranging
from 3 to 34 µJ/cm2 and initial temperatures ranging from 25 to 80 K. Each experiment
was shifted by a constant energy to account for the initial chemical potential at different
initial temperatures. These data demonstrate the nontrivial fact that the function ∆µε(Te)
exists independently of changes in experimental conditions. In particular, we show that the
data taken between -0.3 and 0.3 ps (open circles) fall along the same curve, reinforcing the
notion ∆µε(Te) is an equilibrium property of the system, even though we have measured it
on ultrafast timescales.
We can repeat the same procedure for ∆µvac and ∆ separately. Figure 3.11 shows both
∆µvac and ∆ as functions of electronic temperature (Te) for four differently doped samples
of Bi2212. Again, the data are collected over multiple measurements with fluences ranging
from 3 to 34 µJ/cm2, different delay times up to 10 ps, and various initial temperatures.
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Figure 3.11. ∆µvac and ∆ as a function of electronic temperature, combined over
many experiments on OD Bi2212 (a), OP Bi2212 (b), slightly UD Bi2212 (c), and very
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Although the data are collected over a large variety of conditions, nearly all data fall along
a single function of electronic temperature, with some notable exceptions: measurements
taken between -0.3 and 0.3 ps after pumping (open circles) are often outliers. These outliers
indicate that ∆µvac and ∆ lag behind the electronic temperature on a timescale of about
0.3 ps. This is in contrast to ∆µε, which did not have any apparent lag behind the electronic
temperature within our experimental resolution (see Fig. 3.10).
The differences in lag time are unsurprising given our understanding of the distinct origins
of ∆µε and ∆µvac. ∆µε is understood as the effect of a broadening electronic distribution
function in an asymmetrical density of states. ∆µvac is understood as a change in the surface
potential barrier. There is little relation between these two mechanisms, so it is not surprising
that one is independent of delay time, while the other lags on a 0.3 ps timescale.
Examining Fig. 3.11, we can verify consistency with the thermodynamic constraint in Eq.
(3.6). Verifying the equation, we observe that in the overdoped sample (Fig. 3.11(a)), the
slope in ∆µvac(Te) decreases across Tc. In the underdoped samples (Figs. 3.11(c)–3.11(d)),
the slope in ∆µvac(Te) increases across Tc. In the optimally doped sample (Fig. 3.11(b)),
the slope in ∆µvac(Te) doesn’t change significantly across Tc.
3.4.2 Density of states in a superconductor
In Figure 3.4 we saw that ∆µε is negative below Tc and positive above Tc. This was shown
again in a different way in Fig. 3.10, where the slope of ∆µε(Te) changes from negative to
positive across Tc. The change of sign can be fully explained as a consequence of the density
of states in a superconductor. The basic explanation is that the quasiparticle distribution
function f(E, Te) is broadened by the superconducting gap. This broadening causes the
width w in Eq. (3.5) to actually be larger when the gap is open below Tc than when the gap
is closed at Tc. The result is that the slope in ∆µε(Te) changes sign across Tc.
Now we explain the argument in greater detail. We begin with the normal density of
states in optimally doped Bi2212, which can be approximated with a simple phenomeno-
logical tight-binding model (see Fig. 3.12(a)).110 Because of the saddle point in the valence
band, there is a Van Hove singularity in the density of states just below the chemical po-
tential, which causes an asymmetric density of states. The negative slope in D(E) causes a
positive slope of ∆µε(Te) in the normal state.
In the superconducting state, the pairing interaction causes the electron and hole quasi-
particles to mix. We distinguish between ε, the quasiparticle energy before the pairing
interaction is turned on, and E, the energy afterwards, each measured relative to µpair, the
pair chemical potential. Figure 3.12(b) shows the Bogoliubov quasiparticle dispersion de-
scribed in Section 1.1.3, which has two branches with energies E±(ε) = ±
√
ε2 + ∆2 and
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Figure 3.12. The effect of superconductivity on the chemical potential. (a) The
density of states of optimally doped Bi2212 calculated with a tight-binding model,
in both the normal state, and superconducting state at T=0. (b) An illustration of
the relationship between ε, the quasiparticle energies before the pairing interaction is
turned on, and E, the energies afterwards. (c) The distribution function as a function
of E. (d) The effective distribution function as a function of ε. (e) A comparison of
the experimental ∆µε to its calculated value, considering the case where the pair
chemical potential is equal to the quasiparticle chemical potential and the case where
it is held constant.
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spectral weights w±(ε) = 12(1 +
ε
E±
). The resulting density of states is
D(E,∆) =

E
ε
(
w+(−ε)D(−ε) + w+(ε)D(ε)
)
for E > ∆
E
ε
(
w−(−ε)D(−ε) + w−(ε)D(ε)
)
for E < −∆
0 for |E| < ∆
(3.7)
where ε =
√
E2 −∆2.
In the case of Bi2212, ∆ varies with momentum because of the d-wave gap symmetry.
However, a first approximation can be made by taking the total density of states, applying
a constant ∆, and summing the results over a range of values of ∆. This approximation
is shown in Figure 3.12(a). A more accurate calculation could be made by taking the
momentum-dependent density of states, and applying the appropriate value of ∆ at each
momentum.
We now consider the special case where the pair chemical potential and quasiparticle
chemical potentials are equal. Using Equation (3.7), it is possible to change variables in the
integral of Eq. (3.4) from E to ε. The new equation is
N =
∫ ∞
−∞
D(ε)feff (ε− µε, Te,∆)dε, (3.8)
where feff is the effective distribution function with respect to ε. In an s-wave superconduc-
tor, feff is given exactly by
feff (ε, Te,∆) =
1
2
(
1− ε
E
)
+
ε
E
f
(
E, Te
)
. (3.9)
This is equivalent to an equation that had previously been derived as an attempt to explain
Kelvin probe measurements.111 The first term of Eq. (3.9) is the contribution from the
energy gap, while the second term is the contribution from temperature. In a d-wave super-
conductor, we can approximate feff by integrating Eq. (3.9) over a range of gap sizes. A more
accurate calculation could be made by applying Eq. (3.9) separately at each momentum,
applying the value of ∆ at that momentum; however, here an approximation suffices.
The functions f(E, T ) and feff (ε, T,∆) are shown in Figs. 3.12(c) and 3.12(d), using a d-
wave gap that follows a BCS temperature dependence and has a maximum size of 39 meV.14
To understand what is happening, we refer to the width of f(E, T ) as w, and the width of
feff (ε, T,∆) as weff . At zero temperature, w is zero, but weff has a nonzero value propor-
tional to the size of the superconducting gap. The enhancement of weff does not represent
thermal excitations but rather the Bogoliubov mixing of electronlike and holelike excitations.
Pumping is known to suppress the superconducting gap;73,81 thus, as we approach Te = Tc
the value of weff may actually decrease with the temperature, if ∆SC >> kBTc. This is seen
in Fig. 3.12(d), where weff actually gets smaller as T increases to Tc = 91K. Above Tc, weff
increases with temperature.
Equation 3.5 predicts that ∆µε(Te) follows the same trend as the width of weff . Figure
3.12(e) shows predictions of ∆µε(Te) alongside the observations. The model has no free
parameters, but matches the data quite well.
41
-2
-1
0
1601208040
2
1
0
10080604020
-2
0
10080604020
UD Dy-Bi2212 (Tc = 55K)UD Bi2212 (Tc = 78K)OP Bi2212 (Tc = 91K)
∆
µ ε
 (m
eV
)
∆
µ ε
 (m
eV
)
∆
µ ε
 (m
eV
)
Te (K) Te (K)Te (K)
Tc
Tc
Tc
(c)(b)(a)
-1
T
x
PG SC
Figure 3.13. The function ∆µε(Te) is plotted for OP Bi2212 with Tc = 91 K (a), a
slightly UD Bi2212 with Tc = 78 K (b), and a very UD Dy-Bi2212 with Tc = 55 K (c).
Data are collected over many delay times, pump fluences, and initial temperatures.
The inset of (a) shows the cuprate phase diagram, including the superconducting
(SC) and pseudogap (PG) phases, with black lines indicating the three samples, as
well as the sample in Fig. 3.10. Empty circles denote the data taken between a –0.3
and 0.3 ps delay, and gray bars indicate Tc. (a) uses the same data from Fig. 3.10.
We also consider an alternate model, based on the idea that the pair chemical potential
and quasiparticle chemical potential take a very long time to equilibriate. Rather than letting
the superconducting gap shift with the chemical potential, we hold the center of the gap at
a constant energy. The result of a numerical calculation is shown in Fig. 3.12(e) with the
dashed red line. The alternate model fails to match our observations, and this corroborates
our initial expectation in Section 3.3.7 that the quasiparticle and pair chemical potentials
equilibriate faster than the timescale of our measurement.
3.4.3 Density of states in the pseudogap
The superconducting gap had an interesting effect on the chemical potential, but the
structure of the superconducting gap is already largely understood. By contrast, the struc-
ture of the pseudogap is not understood. In particular, the superconducting gap is under-
stood to have particle-hole symmetry in the sense of being centered at the chemical potential.
It is not known whether the pseudogap has particle-hole symmetry or not.
As discussed in Section 1.2.2, whether the pseudogap has particle-hole symmetry is at the
heart of a dispute about its nature. Some studies support a particle-hole symmetric pseu-
dogap,112,113,114,115,116,29,30 representing fluctuating superconducting order.32 Other studies
claim to demonstrate the particle-hole asymmetry of the pseudogap,39,40,41,42 which could
be consistent with various theories, including d-density wave order theory,33 the Yang-Rice-
Zhang (YRZ) model of a doped resonant valence bond state,36,37,38 algebraic charge liquid
theory,34 Amperean pairing theory,35 or an alternate model of fluctuating superconduct-
ing order.117 Several of the aforementioned theories also purport to explain the nature of
superconductivity.
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Since we have demonstrated that the ∆µε(Te) curve in Bi2212 is determined by the
asymmetry in the density of states, it would be fruitful to measure the curve in differently
doped samples, since the pseudogap is known to get larger with underdoping.118,14 Figure 3.13
shows the results on OP Bi2212 (Tc = 91 K) slightly UD Bi2212 (Tc = 78 K), and very UD
Dy-Bi2212 (Bi2Sr2Ca0.6Dy0.4Cu2O8+δ, Tc = 55 K). The trends in ∆µε(Te) are qualitatively
distinct in each case. This suggests that the relevant property of the material is not just the
size of the pseudogap, but its relative size compared to another energy scale. In this picture,
the three distinct regimes arise when the pseudogap is comparatively large, small, or just
the right size.
In Fig. 3.12, we had already explained how the ∆µε(Te) curve in OP Bi2212 is the result
of the density of states in the superconducting state, and a negative D′(E). The ∆µε(Te)
curve in OD Bi2212 (see Fig. 3.10) can also be explained in the same manner. Both of these
samples are in the small pseudogap regime.
The slightly UD Bi2212 sample (Fig. 3.13(b)) is in the midsized pseudogap regime. Here,
∆µε(Te) follows an inverted trend, increasing with temperature up to Tc, and decreasing
with temperature beyond that. Looking at Eq. (3.5), this suggests that D′(E) is positive,
in contrast to the OP and OD samples.
Finally, we consider the heavily UD Dy-Bi2212 (Fig. 3.13(c)), which is in the large
pseudogap regime. Here, ∆µε(Te) increases with temperature both below and above Tc. The
lack of change across Tc suggests that the effect of the superconducting gap is washed out by
a sufficiently large pseudogap. The positive slope in ∆µε(Te) suggests that D
′(E) is negative
again in this sample.
To summarize, we have deduced that D′(E) is negative near the chemical potential in
samples that either have a very small or very large pseudogap. And when the pseudogap is
large, it washes out the effect of the superconducting gap. When the pseudogap is somewhere
in the midsized range, D′(E) changes sign to be positive. If the pseudogap is particle-hole
symmetric, then it has the same effect on the density of states both above and below the
chemical potential, and therefore cannot change the sign of D′(E). Thus, we conclude that
the pseudogap cannot be particle-hole symmetric.
Although the sign change in D′(E) points to a particle-hole asymmetric gap, not every
particle-hole asymmetric model would necessarily produce the behavior observed here. In
Fig. 3.14, we compare our experimental findings to a relatively simple particle-hole asym-
metric pseudogap model, the YRZ model, which is based on a doped resonant valence bond
state.36,37,38 Figures 3.14(a) and 3.14(b) show the pseudogap in two underdoped samples as
a function of the Fermi surface angle (ϕ). Near the node (ϕ ∼ 45◦), the pseudogap is en-
tirely above the Fermi energy, resulting in the well-known Fermi arc.17,18 Near the antinodes
(ϕ = 0 and 90◦), the pseudogap is centered below the Fermi energy. For the slightly un-
derdoped sample (panel (a)), the antinodal upper pseudogap edge lies just above the Fermi
energy. But for the very underdoped sample (panel (b)), the pseudogap is larger, such that
the antinodal upper pseudogap edge is further from the Fermi energy.
Figures 3.14(c) and 3.14(d) show density of states calculations for each pseudogap size.
There are clear anomalies in the density of states at the upper and lower antinodal gap
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Figure 3.14. The density of states in a pseudogap, using the YRZ model. Shown are
the underdoped (a,c,e) and very underdoped (b,d,f) cases of Bi2212. (a,b) Diagrams
of the pseudogap, parametrized by the Fermi surface angle ϕ shown in the quarter
Brillouin zone in the inset of (b). (c,d) The calculated density of states, with the green
shaded region indicating occupied states. The striped area below the Fermi energy
must be equal to the striped area above the Fermi energy in order to conserve charge.
Arrows indicate the edges of the antinodal pseudogap. (e,f) Qualitative predictions
of the function ∆µε(Te). Gray bars indicate Tc.
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edges (black arrows). Such anomalies had also been shown in previous calculations.38 For
the slightly underdoped sample (Fig. 3.14(c)), the anomaly just above EF causes D
′(E) to
have a positive sign near EF , which leads to an inversion of ∆µε(Te) (Fig. 3.14(e)). This is
similar to the inversion seen in UD Bi2212 (Fig. 3.13(b)).
However, for the very underdoped sample (Fig. 3.14(d)), the anomaly is too far away
from EF to impact D
′(E) near EF . Furthermore, the large antinodal pseudogap restricts
the impact of the superconducting gap to the Fermi arc, and at these momenta the super-
conducting gap is smaller (see Fig. 3.14(b)). This reduces the effect of superconductivity
on the width, resulting in a relatively weak feature at Tc in ∆µε(Te) (Fig. 3.14(f)). This is
similar to our results on underdoped Dy-Bi2212 (Fig. 3.13(c)).
3.5 Conclusions
In these studies, we have catalogued a variety of mechanisms that would lead to a pump-
induced change in chemical potential. We have argued that the main effects are a pump-
induced mirror charge effect, a change in the surface potential barrier, and the asymmetric
density of states. This last mechanism has been most interesting, because it can be used
as a window to study the density of states in the presence of superconductivity and the
pseudogap.
The main result is that the slope in density of states near the Fermi energy changes sign
in Bi2212 in the presence of a pseudogap. This implies that the pseudogap has particle-hole
asymmetry, unlike the symmetry of the superconducting gap. The sign change occurs both
above and below Tc, supporting previous work showing that the pseudogap coexists with
superconductivity.23,24,25,26,14,27 Using calculations of the YRZ model,36,37,38 we have shown
that the results on a UD Bi2212 sample are well described by an anomaly in the density of
states just above the Fermi energy, created by the antinodal upper pseudogap edge. Our
results on very underdoped Dy-Bi2212 are described by an anomaly that appears further
away from the Fermi energy. However, this is not a demonstration that the YRZ model is
correct. The results may also be consistent with other particle-hole asymmetric pseudogap
models, such as the Amperean pairing model.35 This must be verified by calculations of the
density of states within each theory.
We note that our conclusion of particle-hole asymmetry relies on several assumptions.
First, we used Eq. (3.5) rather than the more general Eq. (3.4). There is a remote possibility
that the pseudogapped density of states changes with temperature in precisely the right way
to give only the appearance of an asymmetric pseudogap. Second, the results we see in
UD Bi2212 could also be caused by the charge density wave state119 or the d-symmetry
form factor density wave state,120 and it is unknown whether these states are related to the
pseudogap. Third, while we have shown qualitative consistency with the YRZ model, further
work is needed to show quantitative consistency with this or other pseudogap models.
An exciting implication of our results is that the upper edge of the antinodal pseudo-
gap can be directly accessed by ARPES because it falls within the effective quasiparticle
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distribution width w. Note that w is dominated by Bogoliubov mixing rather than thermal
excitations, and so, we predict that excitations above the Fermi energy will be reflected be-
low the Fermi energy, seen as a small peak or shoulder in the ARPES spectra.121 This may
have already been observed.41 Study of this feature may provide more detailed momentum-
dependent information on the pseudogap.
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Chapter 4
Stimulated emission of Cooper pairs
The concept of stimulated emission of bosons has played an important role in modern
science and technology, and constitutes the working principle for lasers. In a stimulated
emission process, an incoming photon enhances the probability that an excited atomic state
will transition to a lower energy state, and generate a second photon of the same energy. It
is thought that a stimulated emission process also operates in superconductors, stimulating
the recombination of quasiparticles into Cooper pairs.
This chapter describes a study122 where we claim to have observed the effects of stim-
ulated recombination in the cuprate superconductor Bi2212. As with the previous chapter,
the key was to investigate an aspect of TARPES experimental results that is usually over-
looked. While many studies have generated non-equilibrium quasiparticles (NEQPs) in both
conventional and high-temperature superconductors, so far most have focused on the decay
of the NEQP population. Here we instead look at the buildup of the NEQP population in
Bi2212. We find that the buildup is slower in the superconducting state inside the Fermi arc
region at low fluences. We propose a mechanism where stimulated recombination of NEQPs
counteracts the initial buildup of NEQPs, slowing it down. If this proposal is correct, it
signals an important momentum space dichotomy in the formation of Cooper pairs inside
and outside the Fermi arc region.
4.1 Introduction
Numerous studies have used ultrafast infrared pulses to break Cooper pairs and gen-
erate NEQPs in conventional and high-temperature superconductors.123,124,125,72,78 So far,
most pump-probe spectroscopic studies on superconductors have focused on the decay
of the NEQPs through recombination into Cooper pairs, which occurs on picosecond
timescales.126,79,101,127,72 Such phenomena are usually understood within the phenomeno-
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logical Rothwarf-Taylor (RT) model, whose basic ingredient is simple bimolecular recombi-
nation.128,123,72
One way to go beyond the RT model would be to include the effects of stimulated emission
into the superconducting condensate. Because Cooper pairs obey boson-like statistics, they
can be considered analogous to photons in a laser medium. The presence of a photon
enhances the probability that an excited atomic state within the medium will transition to
lower energy state, and emit a photon in the exact same state as the first photon. Likewise,
the presence of a superconducting condensate enhances the probability that excited Cooper
pairs will return to the Condensate instead of entering any other state. This process can be
thought of as the origin of the zero resistance current in a superconductor. While stimulated
emission likely has a negligible effect during the relatively slow decay of the NEQP population
on picosecond timescales, it may play a greater role in the faster buildup dynamics of the
NEQP population, which occurs on femtosecond timescales.
Here we report a systematic TARPES study of the temperature, momentum, doping,
and density dependence of the initial buildup of NEQPs in high temperature superconductor
Bi2212. In the superconducting state, and at low pump fluence, it takes ∼ 0.9 ps for the
NEQP population to reach the maximum. In contrast, in the normal state, or when the
pump fluence is sufficiently strong to deplete the entire superconducting condensate, the
maximum in the NEQP population is reached immediately (within our time resolution of
300 fs) after the arrival of the pump pulse. The NEQP population residing outside the Fermi
arc also builds up almost instantly. Along the Fermi arc, the NEQP buildup time shortens
as the energy gap increases. We propose that these findings provide evidence of stimulated
recombination of quasiparticles into the superconducting condensate.
4.2 Buildup of non-equilibrium states
Figure 4.1 shows the buildup of the nodal NEQP population for an underdoped Bi2212
superconductor (Tc = 78 K) above and below the superconducting transition temperature.
Figure 4.1(a) shows the equilibrium photoemission intensity map (before the arrival of the
pump pulse) in the superconducting state and the pump-induced change of the same map
for different delay times (with t=0 representing the arrival time of the pump pulse). Here
the pump fluence (2.4 µJ/cm2) is far below the critical fluence (15 µJ/cm2) needed to fully
deplete the superconducting condensate (as discussed in section 2.3).78 We observe a clear
decrease in the photoemission intensity below the Fermi level, and an increase above the
Fermi level, signifying the excitation of NEQPs. However, the change in intensity is greater
at t = 0.9 ps than at t = 0, indicating that the NEQP population requires a finite time to
build up. This can also be seen in the integrated intensity as a function of energy, shown in
the left panel of Fig. 4.1(b).
Figure 4.1(c) shows the integrated change in the intensity above the Fermi level, defined
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Figure 4.1. Buildup time of nodal non-equilibrium quasiparticles. Measurements
were taken along a nodal cut in an underdoped Bi2212 (Tc = 78K) sample, using
a pump pulse with fluence 2.4 µJ/cm2. (a) Equilibrium photoemission intensity at
delay time t = −1.2 ps as a function of energy and momentum, and pump-induced
change of photoemission spectra as a function of energy and momentum at delay
time 0 and 0.9 ps. (b) The photoemission intensity obtained by integrating over the
momentum window indicated by the arrows in (a), for three different delay times.
(c) The spectral gain ∆Ie as a function of delay time. The three curves are obtained
by integrating the change of photoemission intensity above the Fermi level at 20 K,
above the energy of the maximum superconducting gap at 20 K, and above the Fermi
level in the normal state at 90 K, respectively. The width of the pump pulse in the
cartoon is determined by frequency-resolved optical gating (FROG).
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Figure 4.2. Effect of time-resolution on buildup time. (a) Simulated decay curves
with zero buildup time, and decay times of 1, 4, and 1000 ps, convolved with a
Gaussian resolution function (FWHM = 300 fs). (c) The decay curves at pump
fluence 2.5 µJ/cm2 (below Fc) and 25 µJ/cm
2 (above Fc) for the underdoped (Tc =
78 K) sample. (b,d) The decay curves in (a) and (c), respectively, shown at delay
times between -1.2 and 2 ps.
as72,79,101,127
∆Ie(t) =
∫ E
0
dω
∫ 0.1
0.1
dk[I(ω, k, t)− I(ω, k,−1.2 ps)] (4.1)
as a function of time for T = 20 K < Tc and T = 90 K > Tc. Consistent with Fig. 4.1(a),
the maximum change in intensity occurs at a much later time than t = 0. We will define the
time at which ∆Ie is near maximum as tbuildup, the “buildup” time. Later, we will describe a
procedure to extract tbuildup. For t > tbuildup, the decay rate of the NEQP population above
Tc is much faster than that below Tc, consistent with other reports in the literature.
123,126,72
From now on, we focus our attention on ∆Ie(t) for the usually overlooked t ≤ tbuildup.
Strikingly, in the superconducting state, the maximum intensity change (tbuildup) is reached
at ∼ 1 ps, while in the non-superconducting state, the maximum intensity change is reached
instantly. If ∆Ie is integrated only above the maximum superconducting gap (∆max), no
delay in tbuildup is observed.
One initial consideration is that the finite tbuildup could arise from limitations in our time
resolution. But this is immediately ruled out in Fig. 4.2. We create a basic simulation
by taking decay curves with decay times of 1, 4, and 1000 ps, and convolve them with a
Gaussian time-resolution function with full width half maximum (FWHM) of 300 fs. These
curves are compared to two experimental measurements on Bi2212, one with a longer buildup
time than the other. While the time resolution broadens the initial buildup of NEQPs, it is
clear that the broadening is too small to explain our data.
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Figure 4.3. The fluence dependence of the buildup time. (a,b) ∆Ie as a function
of delay time and pump fluences at 20 K and 90 K, respectively, for an underdoped
sample (Tc = 78 K). The shaded line is a guide to the eyes. (c) The extracted buildup
time tbuildup as a function of pump fluence in the normal and superconducting states
4.3 Pump fluence dependence
Figure 4.3(a) shows the low temperature (T < Tc) ∆Ie(t) for different pump fluences.
Very different buildup behaviors are observed for fluences below and above the critical fluence
(15 µJ/cm2). Specifically, at pump fluence equal to 24 µJ/cm2, ∆Ie(t) reaches its maximum
instantly within our time resolution. This fast buildup is similar to the normal state data in
Fig. 4.3(b). On the other hand, at lower pump fluence, tbuildup appears as large as 0.9 ps.
In marked contrast with the low temperature data, for T > Tc, the buildup of NEQPs does
not show a significant delay for any pump fluence studied (see Fig. 4.3(b)).
To precisely define the buildup time tbuildup, we fit ∆Ie(t) with a resolution-convolved
function given by
∆Ie(t) = A(1− e−t/tbuildup)e−γt ⊗Gauss(t,FWHM) (4.2)
where γ is the long-time NEQP population decay rate. The Gaussian accounts for the
experimental time resolution, and its FWHM is 300 fs. Equation (4.2) captures the dynamics
of the initial buildup of NEQPs quite well (see solid lines in Fig. 4.3(a)). Figure 4.3(c) shows
the extracted tbuildup as a function of pump fluence. At low temperature, tbuildup is ∼ 400 fs
at the lowest fluence, and decreases as the fluence increases until it saturates at the normal
state value of < 100 fs. The saturation occurs at the critical fluence required to deplete the
superconducting condensate,78 but note that the superconducting gap does not close until
about 0.6 ps later.73 The absence of a buildup time above Tc or above the critical fluence
suggests a connection between the slow buildup and the presence of the superconducting
condensate.
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4.4 Momentum dependence
In momentum space, similar delayed buildup is observed in ∆Ie(t) throughout the Fermi
arc region. Figure 4.4(a) shows the momentum-dependent buildup time in an optimally
doped sample in response to a weak (2.4 µJ/cm2) pump. As previously reported,72 the
long-time decay rate (γ) of the NEQP population increases from node to off-node. Inside
the Fermi arc region, there is a delay in buildup, which decreases away from the node. In
contrast, for a momentum cut outside the Fermi arc region, there is no delay, and tbuildup
drops to the normal state value of about 100 fs.
We have also compared the buildup time for the NEQP population in samples with
different doping level (see overdoped sample in Fig. 4.4(b)), and the same momentum
dependence of tbuildup is observed: the buildup time is nonzero only on the Fermi arc. For the
overdoped sample, all measurements were taken within the Fermi arc region, and hence they
all show an apparent delay in the buildup of the NEQP population. However, compared with
the optimally- and underdoped samples, the delay is less pronounced (see Fig. 4.4(c)). The
momentum dependence of the buildup rate for the NEQP population is shown in Fig. 4.4(d).
For each momentum we extract the corresponding gap value. The NEQP is then plotted as
a function of gap size. Gap values are extracted using a standard procedure of fitting the
symmetrized energy distribution curves at the Fermi momentum to the phenomenological
single particle spectral functions.129 It is clear that there is a distinct mechanism for the
buildup time for the states beyond the Fermi arc region.
Note that the difference cannot be attributed to the lack of a gap inside the Fermi arc
region, since the Fermi arc itself does not develop until about 0.6 ps after pumping.73 Interest-
ingly, the buildup time of the NEQP population is identical to that of the photoinduced shift
of the superconducting gap at the same momentum (see Fig. 4.4(e)) The similar timescale
further suggests that the superconducting condensate is a key ingredient in establishing the
buildup time.
4.5 Stimulated emission mechanism
Now we propose an explanation of these observations that takes into account the quantum
coherence of the Cooper pair condensate. When the pump pulse photoexcites the material,
the input energy is partially stored in the electronic degrees of freedom, and partially in
the lattice degrees of freedom. Where there is a superconducting condensate, those NEQPs
whose time reversal partner is also excited can quickly recombine into Cooper pairs due to a
process of coherent recombination stimulated by the existing condensate. This process serves
to reduce the proportion of input energy initially stored in electronic degrees of freedom,
hence causing the observed delay in the buildup of the NEQP population. Such a stimulated
recombination process is absent when the superconducting condensate is depleted by either
the temperature, or by a high fluence pump.
After tbuildup, what are left behind are “unpaired” excited quasiparticles, meaning that
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Figure 4.4. Momentum dependence of the buildup time. These measurements were
taken at 20 K on nearly optimally (Tc =91 K) and overdoped (Tc =78 K) Bi2212 sam-
ples with pump fluence of 2.4 µJ/cm2. (a) ∆Ie as a function of delay time measured
inside (red curves) and outside (blue curve) the Fermi arc region for the optimally
doped sample. (b) ∆Ie inside the Fermi arc for an overdoped sample. (c) Doping
dependence of the buildup time at the node. (d) The extracted buildup rate 1/tbuildup
from (a) as a function of energy gap at the Fermi momentum. The green data point
is an additional measurement not shown in (a). (e) Comparison between ∆Ie and the
change of energy gap as a function of delay time at the Fermi surface angle of 32◦.
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the time reversed partners of these quasiparticles are not simultaneously excited. At a longer
timescale, due to momentum-changing scattering, some subset of those “unpaired” excited
quasiparticles will change into “paired” ones and quickly recombine. The bottleneck of the
recombination process is the conversion of unpaired NEQPs into paired ones, which is consid-
erably slower.128,123,72 This slow process is what is referred to as bimolecular recombination.
Note that this explanation is similar to that of earlier optical spectroscopy studies, in that
the finite buildup time arises because much of the initial photoexcitation energy is stored
in the lattice degrees of freedom.130,131,132 However, the main difference is that we attribute
this initial energy specifically to the presence of the superconducting condensate. This is a
key aspect to account for the temperature, energy, and fluence dependence here reported,
which otherwise cannot be explained.
A cartoon of this physical scenario is shown in Fig. 4.5. In Panel (b) we also show
the results of a simulation that uses the RT equations augmented to include stimulated
recombination. Without a superconducting condensate (black curve), no buildup time is
observed. But when the condensate is present, the results are qualitatively consistent with
the experimental observations (red curve).
In Fig. 4.6, we explain the simulation in greater detail. Since the recombination of non-
equilibrium electrons is related to the underlying condensate, we define two kinds of non-
equilibrium electrons in the system: a) np, the number of ”paired” non-equilibrium electrons,
whose time reversal partners are also excited b) nd, number of ”unpaired” non-equilibrium
electrons, whose time reversal partners are not simultaneously excited. Originally, the RT
model was derived to describe the dynamics of Cooper pair formation by injecting normal
electrons to a condensed pairing system132, in which the normal electrons are all “unpaired”
excited quasiparticles, but here some excited quasiparticles are “paired”. To describe the
dynamics of a photo-excited system as schematized in Fig. 4.6(a), we use the augmented
RT equations
n˙ = −βn2d + 2γNN − 2βndnth − γpnp
N˙ = βn2d − γNN − βndnth − γeN + γpnp/2
n˙p = −γdnp + 2γNN − γpnp
n = nd + np
. (4.3)
n is the number of excited electrons, N is the number of excited bosons, nth is the number
of thermally populated electrons, β is the recombination coefficient, γN is the pair breaking
coefficient by bosons, γe is the rate at which bosons are removed from the interacting system,
γd is the rate at which “paired” non-equilibrium electrons scatter and become “unpaired”,
and γp is the rate of stimulated emission into the existing superconducting condensate. The
bosons under consideration are only those which are near twice the energy of the supercon-
ducting gap size. Both γp and β are proportional to the number of condensed Cooper pairs
in the system because of stimulated emission.
Figure 4.6(b) shows the numerical solutions of n for different γp at zero temperature
(nth=0). Considering that the Fermi velocity in Bi2212 is about 3 × 105 m/s, the lifetime
of quasiparticles is about 200 fs, the average distance that a quasiparticle diffuses in 6 ps is
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Figure 4.5. The stimulated emission mechanism to slow down the NEQP buildup.
(a) Cartoons show the response of a superconductor to a pump laser with fluences
less than and greater than the critical fluence. (b) Simulations of the numbers of
non-equilibrium electrons (n) as a function of delay time. A nonzero buildup time
is observed only in the presence of a condensate. The simulations are described in
greater detail in Fig. 4.6 and the text. The parameters are the same as 4.6(b) but
with γp = 0 and 1000.
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Figure 4.6. Numerical simulation of NEQP dynamics, including stimulated emission.
(a) Schematization of the rate equations. n is the number of non-equilibrium elec-
trons, divided into the “paired” excitations (np) and “unpaired” excitations. N is
the number of bosons. (b) Numerical solutions of the number of non-equilibrium
electrons (n) for different stimulated pairing rates γp. Corresponding parameters are
noted. All the curves are convolved with a system time resolution of 300 fs. (c)
Numerical solutions with γp=100 for different np(0). Insets are the corresponding
numerical solutions convolved with time resolution. All the curves are normalized to
the same height.
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about 300 nm with a random walk model, corresponding about 40000 pairs in this region
(coherence length is about 1.5 nm). Thus to simulate a small perturbation to the system
by pump pulse, we use np(0)=1000. For small γp, solutions of the rate equations give faster
buildup time in n, suggesting that to get such a long buildup time as the one shown in Fig.
4.3, the pair formation from stimulated emission must be very fast. To simulate a buildup
time of 1 ps, γp must be around 100 ps
−1, suggesting that the time of the stimulated emission
in Bi2212 is on the order of or shorter than 10 fs. Note that these simulations use γe on the
order of 1 ps−1, which shows that stimulated emission may cause a longer buildup time even
when the system is in the weak bottleneck regime. Moreover, simulations indicate that for
higher excitation density, the build-up of non-equilibrium electrons is faster (see Fig. 4.6(c)),
consistent with the data in Fig. 4.3.
Note that due to the electronic inhomogeneity of Bi2212, the momentum conservation
rules are relaxed, i.e. when “paired” NEQPs recombine they can emit bosons with a suf-
ficiently wide range momentum. Within this scenario, the momentum dependence of the
buildup time can be easily accounted for by the momentum dependence of the recombina-
tion rate (γ), that increases as we move away from the node.72 Additionally, the absence of
buildup time beyond the Fermi arc region puts a strong constraint on the presence of a con-
densate in this momentum region, another important manifestation of the nodal/off-nodal
dichotomy.28
One alternate interpretation of our results is that the initial NEQPs far from the node
scatter towards the node, allowing the NEQP population near the node to build up over
a longer period of time. Such scattering would be induced by the anisotropic form of the
superconducting gap. However, this interpretation fails to account for the absence of a
buildup time at high fluences or high temperatures, despite the presence of an anisotropic
gap. Above the critical fluence, the superconducting gap is not suppressed until about 0.6
ps after the pump pulse,73 which is after the NEQP population has already reached its
maximum. Above the critical temperature, there is still an anisotropic gap present in the
form of the pseudogap.
To conclude, our main finding is that upon photoexcitation, the delay in the buildup of the
non-equilibrium quasiparticle population in high-temperature superconductors is sensitive to
whether there is a superconducting condensate. We propose that our observation reveals the
stimulated recombination of photoexcited quasiparticles.
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Chapter 5
Relation between electron-boson
coupling and superconductivity
Because of the important role of electron-boson interactions in conventional superconduc-
tivity, it has long been asked whether any similar mechanism is at play in high-temperature
cuprate superconductors. Evidence for strong electron-boson coupling is observed in cuprates
with ARPES, in the form of a dispersion kink and peak-dip-hump structure. What is missing
is evidence of a causal relation to superconductivity.
In this chapter, we describe a study133 that revisits the peak-dip-hump structure using
both the novel technique of TARPES, and a novel method of analysis: one-dimensional
momentum integration. We developed a theoretical framework to understand this new form
of analysis, and showed that the peak-dip-hump structure depends on the degree to which
the bosonic mode contributes to superconductivity. Further study could address one of the
longstanding mysteries of high-temperature superconductivity.
5.1 Introduction
In conventional superconductors, the electron-phonon coupling is the “glue” that allows
Cooper pairing, and leads to superconductivity.134 In high-temperature cuprate supercon-
ductors, electrons form Cooper pairs, and have been found to strongly couple to a bosonic
mode, but it is unclear whether these two facts are related to each other. Critics observe
that cuprates are dominated by the Hubbard repulsion and antiferromagnetic exchange cou-
pling, and that any bosonic interaction appears to be of lesser importance.12 Experiments
have extensively explored the electron-boson interaction, but have only begun to answer this
fundamental question.135
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Early evidence for electron-boson coupling in cuprates was found with ARPES, in the
form of a peak-dip-hump structure (PDHS) in the energy profiles of ARPES intensity. The
PDHS was eventually understood as one aspect of an electron dispersion kink (see Section
1.2.3). As described in Sections 1.1.6 and 1.1.7, one aspect of the kink is a sudden drop in
quasiparticle lifetime, arising from the decay pathway by boson emission. A quasiparticle
with a long lifetime is observed as a sharp peak in intensity, while a quasiparticle with short
lifetime is observed as a broad hump. The PDHS appears when the peak and hump are seen
together in ARPES energy profiles.
Other experimental techniques, such as scanning tunneling microscopy136 and Raman
spectroscopy,137 have observed features that are similar to the PDHS. However, in this
context the PDHS does not have exactly the same interpretation. The difference is that
ARPES studies look at a particular point in momentum space, while these other techniques
effectively integrate over a large range of momentum. At a single momentum, the peak
represents a single quasiparticle pole; but in a momentum-integrated measurement, the
peak represents a pileup of many quasiparticle poles at the edge of the superconducting
gap. Some simulations have shown that electron-boson coupling could create a momentum-
integrated PDHS,138 but other studies have argued that it arises from charge order or the
pseudogap.139,137
Bridging the devide between momentum-integrated and momentum-resolved techniques,
there have been several recent ARPES studies that integrate across just one dimension of mo-
mentum.29,30,140,87 This analysis sacrifices resolution perpendicular to the Fermi surface, but
maintains resolution along the Fermi surface and greatly improves statistics. This method of
analysis could be particularly useful when applied to the electron-boson coupling, because,
as discussed in Section 1.1.7, the spectral density function reduces to a particularly simple
form when integrated over momentum.
Here we look at the PDHS in Bi2212, applying TARPES and integrating along one-
dimensional momentum cuts. As laser pulses suppress superconductivity, spectral weight
shifts into the dip, causing an increase of intensity near 70 meV (near the kink). We quantify
the strength of the dip by measuring the magnitude of the increase of intensity, finding that
it is stronger away from the node, and roughly equal in underdoped and overdoped samples.
We also observe an increase of intensity near 140 meV, which could indicate a second kink
or a second-order effect of the first kink.
To understand the PDHS in the context of one-dimensional momentum integration, we
built a simulation using Eliashberg theory in a superconductor with an Einstein boson. We
find that a PDHS appears only when both superconductivity and electron-boson coupling
are simultaneously present. Furthermore, the strength of the dip depends on the extent to
which the boson couples to the d-wave superconducting parameter. Further study may be
able to determine whether and how much the bosonic mode is involved in the mechanism of
high-temperature superconductivity.
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Figure 5.1. Measuring the peak-dip-hump structure. (a) The ARPES intensity map
of an overdoped Bi2212 sample (Tc = 70 K) at equilibrium at 20 K. The inset shows
where in momentum space the cut was taken. (b) A map of the same sample 0.9 ps
after pumping with a 24 µJ/cm2 pulse. (c) The intensity in (a) and (b) integrated over
momentum. The inset shows a closeup of the two curves (after subtracting a quadratic
fit). (d) A map of the change in intensity between (a) and (b). (f) The momentum-
integrated change of intensity at t = 0.9 ps. (e) The momentum-integrated change of
intensity plotted as a function of delay time.
5.2 Pump-induced intensity difference
To introduce our technique, we begin with an overdoped (OD) Bi2212 sample (Tc = 70
K), which is shown in Figure 5.1. Panel (a) shows the ARPES intensity map at equilibrium
at 20 K, and Panel (b) shows the same map 0.9 ps after the pump pulse. Every measurement
in this study uses a 24 µJ/cm2 pump pulse, which is sufficient to suppress superconductivity
completely. The arrow roughly indicates the position of the kink. Upon pumping, the kink
is significantly weakened, although it does not disappear entirely. The superconducting gap
is seen between the ARPES intensity and the Fermi energy EF . Although superconductivity
is suppressed by pumping, a gap remains because of the transient pseudogap state.73,75 This
particular measurement is taken along the momentum cut indicated in the inset of Panel
(a), where both the superconducting gap and pseudogap are present.
Figure 5.1(c) shows ARPES intensity integrated over momentum. The integration win-
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dow is given by our measurement window, which is slightly larger than the maps shown. To
account for fluctuations in laser power, the intensity curves are normalized by the intensity
averaged at high binding energy (200 to 300 meV). The intensity at equilibrium shows a
clear PDHS, but 0.9 ps after pumping, the peak and dip have been suppressed. The inset
shows a closeup of the two curves, and one can see that pumping causes intensity to fill into
the dip. These observations motivated us to consider the difference between curves.
Figure 5.1(d) shows a map of the intensity difference (∆I), and Panel (e) shows −∆I
integrated over momentum. Panel (e) uses the same units as Panel (c), so that 0.1 is
approximately a 10% change in the spectral weight. The increase of intensity near EF
(blue region) corresponds to intensity filling the superconducting gap, and an increase in
the occupation fraction of the quasiparticle states above EF . The decrease of intensity near
30 meV (red region) corresponds to the suppresion of the peak in the PDHS, as well as a
decrease in the occupation fraction of the quasiparticle states. The most striking observation
is an increase of intensity near 70 meV (indicated by arrow) which matches with the dip
in Panel (c) and the kink in Panel (a). This increase of intensity cannot be explained by a
change in the occupation fraction of electrons, and implies a change in the density of states
itself.
In Figure 5.1(f), we show the delay dependence of the momentum-integrated ∆I. It is
clear that ∆I appears nearly immediately after pumping, and decreases over several picosec-
onds, but its qualitative features do not change during that time. The saturated color scale
also make clear an increase of intensity near 140 meV, which will be discussed further later.
In order to make these precise measurements, we found it necessary to correct for several
systematic errors. Following standard procedure, we correct for the nonlinear sensitivity
of our detector.68 We partially correct for the instrumental energy resolution by applying
five iterations of the Lucy-Richardson deconvolution algorithm (this was not necessary in
previous chapters which did not look at any detailed energy dependence).141 We found that
some error was caused by variations in the sensitivity of the camera, and we corrected for this
by accumulating data over several days and measuring the systematic bias. As in Chapter
3, we correct for drift in the Fermi level over time. We also correct for the pump-induced
shift in chemical potential that was the focus of Chapter 3, since it is not the focus of this
study.
5.3 Momentum and doping dependence
In the previous section, we took overdoped Bi2212 and integrated ∆I over a particular
momentum cut. The next step is to expand this measurement to other momenta and other
dopings. Figure 5.2(a) and 5.2(b) show the −∆I curves measured on underdoped (UD)
Bi2212 (Tc = 78 K), and OD Bi2212 (Tc = 70 K), both measured at 20 K. Each curve is
taken at a different momentum cut, parametrized by the Fermi surface angle ϕ, defined in
the upper right panel. In order to compare different curves, we normalize each measurement
such that the equilibrium intensity at 100 meV is 1. In each curve, we identify minima near
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Figure 5.2. The momentum-integrated ∆I curves for an underdoped Bi2212 sample
(a) and an overdoped sample (b). Each curve corresponds to a different momentum
cut (parametrized by ϕ, defined in the upper right panel), and the curves are offset
for clarity. Parts of each curve have been magnified by a factor of 10. The curves are
averaged from 0.3 to 4.2 ps to improve signal to noise ratio; this does not qualitatively
change the results. Purple circles indicate minima in the curves. (c) The change of
intensity at 0.9 ps, averaged over a 20 meV window centered at the purple circles.
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70 meV, corresponding to the dip. We define the dip strength ∆Idip, shown in Fig. 5.2(c),
to be the change of intensity averaged in a 20 meV window centered at the minimum.
Near the node, ∆Idip is slightly larger in the UD sample than in the OD sample. But
apart from this small difference, both samples have a similar dip strength. This disconfirms
any relation between the dip and the pseudogap, since the pseudogap is much smaller in
the overdoped sample.14 It also suggests that the bilayer splitting, which sometimes causes
a PDHS in overdoped samples near the antinode,142,143,144,145 is not the source of the PDHS
in our measurements.
We also observe that ∆Idip increases with ϕ. This is consistent with previous studies,
which all agree that the PDHS is much stronger near the anti-node.43,44,45,47,46,48,50 The
momentum dependence of the PDHS is typically attributed to the electron-boson coupling
strength, which, in the superconducting state, increases with distance from the node.50,61,59
However, we will later propose that the momentum dependence of ∆Idip is related to the
size of the gap.
Finally, we note additional minima appearing near 140 meV. Given the similarity between
the minima at 70 meV and 140 meV, it is tempting to identify the feature at 140 meV with
an additional dip structure. Such additional dip structures have previously been observed
in sensitive ARPES measurements.66
5.4 Characteristic energy scales
In Figure 5.3, we identify local minima and maxima in the momentum integrated in-
tensity curves, and show how these energy scales depend on doping and momentum. Away
from the node, p1 corresponds to the peak in the PDHS, which arises from a pileup of quasi-
particle states at the superconducting gap edge. At the superconducting node, there is no
superconducting gap, and p1 instead corresponds to the increase in electronic temperature.
Thus, as we move away from the node, p1 starts near electronic temperature scale, and ends
near the superconducting gap size ∆eq.
The energy scale p2 corresponds to the dip in the PDHS, which nearly matches the kink
energy. The kink energy is significant because it is expected to appear at ∆ + Ω, where ∆
is the superconducting gap size and Ω is the energy of the bosonic mode.48 Whether ∆ is
the maximum gap size, or the gap size at the same momentum is an issue under dispute, as
discussed in Section 1.2.3. However, we note that p2 is not a very precise way to estimate the
kink energy, since p2 is not exactly the energy of the dip, nor is the dip at exactly the same
energy as the kink. In earlier measurements of OD Bi2212 samples, the kink appears near
60 meV at the node49 and near 40 meV at the antinode.51 This does not match the energy
of p2 in panel (c) which appears near 60 meV at the node, and nearly 80 meV away from the
node. Later, simulations will corroborate our conclusion that p2 may deviate slightly from
the kink energy.
The energy scales p3 and p4 are related to the mysterious feature at 140 meV. One
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129 Error bars
are determined by the variance between measurement cycles, although measurements
may also be affected by systematic error.
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interpretation is that this feature arises from another bosonic coupling mode at energy Ω′,
with p4 appearing near ∆ + Ω
′. A second possibility is that they are a second-order feature
of the first bosonic coupling mode, with p4 appearing near ∆ + 2Ω.
5.5 Simulations of momentum-integrated intensity
The PDHS has a different interpretation depending on whether it is measured at a sin-
gle momentum, or using momentum-integrated techniques. To interpret the PDHS in the
context of one-dimensional momentum integration, we need to develop yet another interpre-
tation. Here we develop a framework based on the equations in Section 1.1.6 and simulations
in Section 1.1.7.
We begin with the Nambu-Gor’kov Green’s function and self-energy. As before, we
neglect φ¯ and χ. The ARPES intensity is given by
I(k, ω) = f(ω)I0(k)A(k, ω), (5.1)
where f(ω) is the electron distribution function, I0(k) is the square of the dipole matrix
element discussed in Section 2.1, and A is the spectral density function. Using Eq. (1.24),
we derive ∫
I(ω, k)dk ∝ f(ω) Re Z(ω)ω√
(Z(ω)ω)2 − φ(ω)2 , (5.2)
with Z and φ being the diagonal and off-diagonal terms of the self-energy. Equation (5.2)
makes use of two approximations. First, we assume that the integration window is large
enough to cover most of the intensity of the dispersion. Second, we assume that Σ, I0, and
the bare electron velocity are independent of momentum within the window of integration.
Equation (5.2) generates a PDHS only when two conditions are simultaneously fulfilled.
First, φ must be nonzero, or else the integrated intensity reduces to f(ω), a function with
no PDHS. This implies that the presence of a superconducting gap. Second, either Z or φ
must have some dependence on energy; a kink fulfills this condition. In our equilibrium data
(except those taken at the node), both of these conditions are fulfilled by the presence of a
gap and a kink. In pumped data, the gap is partially or completely suppressed, which will
partially or completely suppress the PDHS.
In order to make more specific predictions, we constructed the simulations shown in Fig.
5.4. These are built from the simulations in Section 1.1.7, using the Eliashberg equation (Eq.
(1.22)) and an Einstein boson at 35 meV. The equilibrium simulations all use T = 20 K and
a gap size of 30 meV, while the transient simulations all use T = 80 K and set φ to zero.
Following Ref. 8, we use separate electron-boson coupling constants to calculate Z and φ,
with λZ = 1 and various values of λφ. The physical meaning of λZ is the isotropic component
of the electron-boson coupling, while λφ is the component with dx2−y2 symmetry. λφ is, in
essence, the extent to which this particular boson contributes to d-wave superconductivity. In
equilibrium simulations, we keep the superconducting gap size fixed by adding a real constant
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Figure 5.4. Simulations of ARPES intensity using Eliashberg equations, an Einstein
boson at 35 meV with coupling strength λZ = 1, and various values of λφ. (a,b) The
real and imaginary parts of φ at 20 K. A constant is added to φ′ in order to fix the
superconducting gap is 30 meV. (c) The ARPES intensity map for λφ = 0.1. (d)
The pump-induced change in ARPES intensity. The transient spectra are simulated
by taking φ = 0 and T = 80 K. (e) The momentum integrated intensity in the
equilibrium and transient state, calculated from Eq. (5.2). (f) The pump-induced
change in momentum integrated intensity. Note that parts of the curves are magnified
by a factor of 10.
to φ; this real constant may be interpreted as the contribution to superconductivity from
other sources. The real and imaginary components of φ at equilibrium are shown in Figs.
5.4(a) and 5.4(b), respectively.
Figure 5.4(c) shows the simulated equilibrium ARPES intensity map for λφ = 0.1, and
Fig. 5.4(d) shows a map of the difference between equilibrium and transient intensity. In or-
der to make the simulation more realistic, we include a 35 meV contribution to the imaginary
self-energy from impurity scattering, and a 15 meV instrumental energy resolution. Identical
to the experimental procedure, we apply a normalization factor to each map so that they
have the same average intensity between 200 and 300 meV. The simulations suggest that
it is inappropriate to normalize intensity at high binding energy; however, it was experi-
mentally necessary to correct for laser power fluctuations. The resulting intensity maps are
remarkably similar to those observed in Fig. 5.1.
Figure 5.4(e) shows the momentum-integrated intensity in both the equilibrium and tran-
sient states. In the equilibrium state, we see a PDHS similar to that observed in experiment,
and in the transient state, the PDHS disappears because of the suppression of the supercon-
ducting gap. The differences between the equilibrium and transient curves are shown in Fig.
5.4(f), and they resemble the experimental observations in Fig. 5.2. If we identify p2 as we
did in Fig. 5.3, we find that it appears around 80 meV, which is somewhat larger than the
value of ∆ + Ω = 65 meV. This may explain why in experimental measurements, p2 does
not precisely match the kink energy.
The most shocking prediction is that as λφ increases, the dip strength decreases. By
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looking at the experimentally observed dip strength and comparing to simulations, we could
in principle estimate the value of λφ, which would tell us the extent to which the electron-
boson kink contributes to high-temperature superconductivity.
5.6 Discussion
In this study, we explored the PDHS in cuprates by using two novel techniques. The
first technique, TARPES, allows us to quickly compare measurements with and without a
superconducting gap. The second technique is to integrate the intensity over a single di-
mension of momentum, unlike previous studies which either took measurements at single
momenta,43,44,45,47,46,48,50 or used techniques that integrate over large regions of momen-
tum.136,137 One-dimensional integration is a particularly fruitful way to look at electron-
boson coupling because it improves statistics, and because the intensity is expected to follow
the simple expression in Eq. (5.2). Note that other studies have used the full momentum
dependence of ARPES intensity to extract the Z and φ functions,135 but the method used
here is simpler and does not require as much precision.
When looking at the change of intensity upon laser pumping, we observe a shift of
intensity into the dip of the PDHS. The maximum change of intensity occurs near 70 meV
for a wide range of momenta, in both underdoped and overdoped samples. The presence
over a wide doping range suggests that the observed structure is neither related to bilayer
splitting nor to the pseudogap. The dip strength increases with distance from the node,
which could be related to the increasing kink strength, but on the basis of Eq. (5.2) we
argue that it is also related to the increasing superconducting gap size.
We also observe a similar change of intensity near 140 meV. This may arise from a dip
produced by a second bosonic mode,66 but if so it cannot be a phonon, given that the
phononic modes reach no higher than 80 meV.146 Another possibility is that the dip at 140
meV is a second-order effect of the same bosonic mode that produced the dip at 70 meV.
The first-order effect would be expected to appear near ∆ + Ω, and the second-order effect
is a replica near ∆ + 2Ω. Although, both experiment and simulations suggest that the kink
energy is not precisely the same as the dip energy, so it is difficult to estimate Ω in this way.
Second-order features appear in simulations, visible at 100 meV in Figs. 5.4(a) and 5.4(b),
although they do not have a noticeable impact on the integrated intensity in Fig. 5.4(f). To
properly calculate second-order effects, it may be necessary to use polaronic simulations.6
Our most significant finding from the simulations is that the strength of the dip depends
on the parameter λφ, the component of the electron-boson coupling that contributes to
d-wave superconductivity. At first glance, the evidence suggests that the boson does not
contribute very much, which corroborates the results in Ref. 135. However, we caution
against drawing any specific conclusions from the present simulations, which make use of
several simplifications. First, we use a single constant gap size, when in the real system, the
gap size is a function of momentum. Second, in using Eq. (5.2), we assume the integration
window is very large. In practice, the integration window is finite, which could lead to
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a PDHS even in the nodal equilibrium data, which is experimentally observed in Fig. 5.2.
Third, we do not include the self-energy contribution from electron-electron interactions, nor
do we attempt to account for the pseudogap. Nonetheless, with more systematic calculations,
we are hopeful that comparisons to experiment may help address the longstanding question
of how the electron-boson coupling relates to high-temperature superconductivity.
68
Chapter 6
Concluding remarks
In this dissertation, we have used TARPES on cuprates, and performed detailed investi-
gations of unusual phenomena. In Chapter 3, we showed that pumping cuprates causes their
chemical potential to change, and that this is a consequence of an asymmetrical density of
states. We use information about the chemical potential to show that the pseudogap inverts
the asymmetrical density of states, which narrows down the many theories of the pseudogap.
In Chapter 4, we showed that the population of non-equilibrium quasiparticles takes longer
to build up after pumping, if a superconducting condensate is present. Our interpretation is
that the stimulated recombination of Cooper pairs is slowing down the buildup. In Chapter
5, we investigate the peak-dip-hump structure, a signature of electron-boson coupling, by
use of one-dimensional integration. We demonstrate that this is a powerful way to look at
electron-boson coupling, and could determine how much it is involved in Cooper pairing.
Through most of my career, we have tried to emphasize the value that TARPES con-
tributes to traditional equilibrium ARPES experiments. The primary argument has been
that the pump-induced non-equilibrium state is very different from the high-temperature
equilibrium state. While this is true, the sheer novelty of non-equilibrium electron physics
also makes it difficult to intuitively interpret. It is worth noting that several of the models
we have developed are based on similarity to equilibrium, rather than difference. We believe
that in principle, several of these phenomena could be observed with equilibrium ARPES,
although it may be quite challenging for various practical reasons. It goes to show that new
experimental techniques can contribute value in unexpected ways.
We hope that future experimentalists continue to create new techniques and catalogue
new phenomena. But we also emphasize the importance of following up these studies with
more systematic research. For example, a systematic study of the chemical potential could
establish more than just simple qualitative facts about the structure of the pseudogap. To
determine the role of electron-boson coupling in Cooper pairing, it would be necessary to
perform more systematic experiments and calculations. Although the venerable mysteries
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of high-temperature superconductivity are quite daunting, I am confident that they can be
resolved by the dedication and hard work of researchers.
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