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摘 要 : 文章借助对应分析的基本思路实现了对 Q 型因子分析算法上的改进 , 得到了一种新的能
够处理海量数据的聚类方法。通过算法分析 , 该方法的时间复杂度为样本容量的线性阶 , 这充分体现了
其在算法效率上的优越性。最后 , 将该方法应用于上市公司板块分析中 , 并取得了较好的效果。
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1 利用因子载荷阵对样品聚类的基本思想
样品聚类的依据是各个样品之间的相似程度。
对于由 n 个样品和 p 个变量构成的 n×p 初始数据矩阵 ,
Q 型因子分析就是把 n 个样品分别表示为 k 个公共 因 子 和
一个特殊因子的线性加权和。即 :











并且满足 : (1)F1, F2, ⋯ , Fk 相互 独 立 且 方 差 皆 为 1; (2)F
与 ! 相互独立; (3)!1, !2, ⋯ , !n 相互独立。其中 , Oi 表示第 i 个
随机样品 , F1, F2, ⋯ , Fk 为公共因子 , !i 为特殊因子。O 是由 n
个样品构成的随机向量。矩阵 A 称为因子载荷阵 , 系数 aij 称
为因子载荷。
可以证明因子载荷阵满足如下两个性质 :
性质 1 因子载荷阵 A 是随机向量 O 和 F 的协差阵。即
Cov(O, F)=A ( 3)
如果数据是经过行标准化的 , 则矩阵 A 就是随机向量 O
和 F 的相似系数矩阵 , aij 就是 Oi 和 Fj 的相似系数。




















在 k 维 因 子 空 间 中 , 样 品 Oi 可 以 用 向 量 Qi=(ai1, ai2, ⋯ ,
aik)表示 , 并且对应于因子空间中的一个点。对于标准化过的









个样品就可以聚为一类 ; 相反 , 如果某几个样品在同一个因
子上都有较大的负载荷 , 则说明这几个样品与该因子同时具
有较强的负相似性 , 于是这几个样品可以聚为另一类。这样 ,
如果提取 k 个因子 , 样品将被分为 2k 类。
2 改进的 Q 型因子聚类法
当我们深入研究因子分析的算法时就会发现 , 要对一个
由 n 个样品和 P 个变量构成的 n×p 初始数据矩阵进行 Q 型
因子分析 , 必须先计算一个 n×n 的协差阵 , 然后求出这个协
差阵的特征根及相应的特征向量 , 而该步算法的时间复杂度
为 O(n3)。也就是说 , 传统的 Q 型因子分析运行时间大致与 n3
成正比。那么 , 当样本容量 n 很大的时候 , 计算 Q 型因子载荷
阵将耗费大量的计算机资源。为了解决这个问题 , 我们尝试
从算法上对 Q 型因子分析进行改进 , 使其能够处理海量数据
的聚类问题。
2.1 对传统 Q 型因子分析算法上的改进




( i=1, 2, ⋯ , n; j=1, 2, ⋯ , p) ( 6)











传统 Q 型因子载荷阵可以通过求 n 阶样品协差阵( 由于




的特征向量得到。如果 $1, $2, ⋯ , $k( k≤min{n, p}) 是∑q 的所
①这里的标准化是指对样品的标准化, 即使数据矩阵每一行的均值等于 0, 标准差等于 1。当然 , 如果变量之间所用的量纲不一样 , 或者在数量级上有较大差
异, 那么在对行进行标准化之前, 有必要先对对原始数据矩阵的列进行标准化, 然后再对变换后的数据按行进行标准化。
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有非零特征根 , v1, v2, ⋯ , vk 分别是这 k 个特征根对应的单位
特征向量 , 则 Q 型因子载荷阵为
A=(v1 !1! , v2 !2! , ⋯ , vk !k! ) ( 7)
然而 , 正如前文所述 , 对 n×n 阶矩阵∑q 求特征根和特征
向量的算法时间复杂度为 O(n3), 因此 , 在大型数据库中 , 这种
算法几乎是不可行的。为了提高算法效率 , 我们借助了对应
分析的基本思路 , 即不直接求 n 阶矩阵∑q 的特征根和特征
向量 , 而是通过对一个低阶方阵求解特征根和特征向量 , 从
而间接地得到 Q 型因子载荷阵。这里需要用到下面的定理 :
定 理 1 矩 阵 MM' 和 M'M 有 相 同 的 非 零 特 征 根 !1, !2,
⋯ , !k。并且 , 若 uj 为特征根 !j 关于 M'M 的单位特征向量 , 则





反之 , 若 vj 为特征根 !j 关于 MM' 的单位特征向量 , 则特














的 特 征 根 和 特 征 向 量 , 可 以 令 M= Z
p!
, 即 先 求 出 p 阶 方
阵
Z
p!% &' Zp!% &的特征根和单位特征向量 , 然后根据式
( 8) 求出∑q 的 特 征 根 和 单 位 特 征 向 量 , 进 而 得 到 Q 型 因 子
载荷阵。这样 , 不但解决了传统 Q 型因子分析运算速度上的
瓶颈 , 而且回避了样品相似系数矩阵有可能非正定带来的
问题。
值 得 注 意 的 是 , 与 对 应 分 析 不 同 , 这 里 的 P 阶 方 阵
Z
p!% &' Zp!% &仅仅是出于计算的需要而引入的 , 它并不
是变量之间的协差阵。
2.2 类的标识与类的解释
在 Q 型因子分析中 , 因子是所有原始样品的线性组合 ,
它们是一组密切相关的样品的潜在代表。在 Q 型因子聚类法
中 , 如果提取 k 个因子 , 所有的样品将被
分为 2k 类 , 分别聚集在 k 个因子轴的正
负方向周围 , 因此 , Q 型因子聚类法本质
上是用 k 个公因子的正负方向来标识各














’) (j=1, 2, ⋯ , p) ( 11)
其中 , f& (j)为 第 j 个 变 量 的 因 子 得 分 , A 为 Q 型 因 子 载 荷
阵, ∑q 为样品点的协差阵 , X(j)为原始数据矩阵 X 的第 j 列 , X’
为样品点的均值向量。
2.3 算法分析
表 1 给出了 Q 型因子聚类算法的基本步骤以及每一步
骤的时间复杂度。其中的输入量包括 : n 为样本容量 , P 为变
量个数 , k 为提取的因子数 , i 为提取因子时的迭代次数 , r 为
因子旋转的迭代次数②。
当样本容量 n 相对于其它输入量很大时 , 其它输入量均







1281 家上市公司为研究对象 , 剔除了 ST 和 *ST 类上市公司
以及金融类上市公司 59 家 , 并且剔除了缺失本文研究变量
的公司 26 家 , 最后得到 1196 家上市公司作为最终的研究对












p!% &' Zp!% &
求解方阵
Z
p!% &' Zp!% &的特征根和特征向量
利用
Z



















































































②经验表明, 提取因子时的迭代次数和因子旋转的迭代次数均不大, 一般在不超过 30 次迭代后达到收敛。
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理 论 新 探
方面反映公司经营特征的代表性指标作为分析变量 , 变量定
义如表 2, 各变量的描述性统计量如表 3。
对上述 6 个变量运用 Q 型因子聚类分析。从表 4 可以
看出 , 前 4 个特征根已经提取了将近 90%的信息 , 因此 , 我们
提取 4 个公因子 , 从而将 1196 家上市公司分为 8 类。
表 5 为旋转后 Q 型因子载荷阵③, 通过该表可以观察到
各家上市公司的聚类结果 , 出于篇幅考虑 , 这里仅截选了该
表的其中一部分。
表 6 为 Q 型因子得分矩阵 , 表 7 为各类上市公司在各
变量上的均值。结合表 6 和表 7 的信息 , 我们就可以对 8 类
上市公司的特征作出描述。
因子 1 在流动比率上有较小的得分 , 在对数总资产上有
较大得分。因此其正方向代表的第 1 类上市公司基本属于大
中型上市公司 , 同时公司流动性较弱 , 偿债能力不足 ; 与第一
类上市公司相反的是第二类公司 , 这类公司规模较小 , 流动
资金充裕 , 变现能力较强。通过观察表 7 我们也可以发现 ,
第一类公司的总资产为 8 类中最高 , 但其流动比率平均仅为
0.74, 在 8 类公司中流动性最差 , 因此 , 投资此类公司的投资
者应当特别注意其流动性风险 ; 相反 , 第二类公司虽然在规
模上属于 8 类当中最小的 , 但也正因为这样 , 使得公司资金
运作相对灵活 , 从而积累了足够的流动性。
因子 2 在 Herfindahl 指数上有较大得分 , 在对数总资产
上有较小得分。因此 , 聚集在因子 2 正方向周围的第 3 类上




反 , 聚集在因子 2 负方向的第 4 类上市公司 Herfindahl 指数
平均仅为 0.077, 分散的中小股东没有动力也没有能力对代
理人实施监督 , 因此容易出现“搭便车”的问题 , 这也是“内部
人控制”现象产生的根本原因。
因子 3 在主营业务收入增长率上有较大得分。因此 , 因
子 3 正方向所代表的第 5 类上市公司属于高速增长型公司 ,
其负方向所代表的第 6 类公司则属于增长缓慢甚至负增长
的公司。从表 7 可以看到 , 第 5 类公司主营业务收入年均增
长平均超过 50%, 而第 6 类公司却年均降低 10.23%, 是 8 类
公司中唯一出现平均负增长的类别。
因子 4 在资本周转率上有较大得分。因此 , 因子 4 正负
方向分别代表了运营能力较强的第 7 类和运营能力较弱的
第 8 类。
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③我们的最终目的是使得分类结果更加清晰化, 而并不在意旋转后的因子是否相互独立, 因此, 理论上来讲, 使用斜交旋转将得到更好的结果。但是, 经过多次
试验, 我们发现, 对于 Q 型因子分析, 使用斜交旋转与正交旋转对聚类结果并无显著影响。因此, 本文采用正交因子旋转法。
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