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GROTHENDIECK-PLU¨CKER IMAGES OF HILBERT SCHEMES
ARE DEGENERATE
DONGHOON HYEON AND HYUNGJU PARK
Abstract. We study the decompositions of Hilbert schemes induced by the
Schubert cell decomposition of the Grassmannian variety and show that Hilbert
schemes admit a stratification into locally closed subschemes along which the
generic initial ideals remain the same. We give two applications: First, we give
a completely geometric proofs of the existence of the generic initial ideals and
of their Borel fixed properties. Secondly, we prove that when a Hilbert scheme
of nonconstant Hilbert polynomial is embedded by the Grothendieck-Plu¨cker
embedding of a high enough degree, it must be degenerate.
1. Introduction and preliminaries
In this paper, we give a geometric study of generic initial ideals. Given an ideal I
of a polynomial ring k[x0, . . . , xn] and a monomial order ≺, the generic initial ideal
Gin≺(I) of I is roughly defined as the monomial ideal generated by the initial terms
of I after a generic coordinate change. Its existence and basic properties were first
worked out by Galligo [Gal74] in characteristic zero and subsequent works of Bayer
and Stillman [BS87b] and of Pardue [Par94] established fundamental properties in
prime characteristic. Generic initial ideals found useful applications in the study of
Hilbert schemes [Har66], and in the study of the Castelnuovo-Mumford regularity
and the complexity of Gro¨bner basis computation [BS87a] just to name a few.
We shall take Green’s geometric viewpoint of initial ideals [Gre98] and prove
further properties about generic initial ideals. Understanding the geometry of ini-
tial ideals leads to a more conceptual and geometric proof of the existence of the
generic initial ideals (Proposition 3.1 and Definition 3.3). We also obtain a com-
pletely geometric proof of the Borel fixedness (Proposition 3.4), which is the most
important combinatorial property of generic initial ideals. In essence, it is not a new
proof but more of a reformulation since it shares with the algebraic proof the key
component, which is considering the non-vanishing of the coefficient of the largest
Plu¨cker monomial. Nonetheless, we do believe that our geometric reformulation is
a better display of the essence of the proof, and it has the obvious advantage of
being terse and to the point once we set up the machinery.
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We also prove that the Hilbert schemes admit a stratification into locally closed
subschemes consisting of ideals with the same generic initial ideals. More precisely,
Theorem. There is a finite decomposition
HilbP(P(V)) =
∐
~α∈G
Γ~α
into locally closed subschemes Γ~α = {[I] |Gin≺(I) = I~α} where ~α runs through all
indices such that I~α are Borel fixed. Moreover, for each irreducible component H
of HilbP(P(V)), there is a unique maximal index ~αH ∈ G such that Γ~αH is Zariski
open dense in H.
This will be established in Section 2.3. As a corollary, we shall retrieve the main
statement of [CS05, Theorem 1.2].
Some authors have worked on the stratification of the Hilbert schemes of ideals
according to their initial ideals with respect to a monomial order [RT10, NS00].
Bertone, Lella and Rogero considered in [BLR13] what is called the Borel cover (an
open cover, as opposed to a stratification) of the Hilbert scheme. In Section 4, we
shall briefly sketch these related works and point out the major differences from
our work.
As the most prominent application of the geometric study of the stratification,
we demonstrate a very important and fundamental extrinsic geometry of the Hilbert
scheme: The Grothendieck-Plu¨cker embedding of high enough degree is degenerate.
More precisely,
Theorem. Let P be a nonconstant admissible Hilbert polynomial. For any m≫ 0
(especially, m > m0), φm(Hilb
P(P(V))) is degenerate.
Here, mo is the Gotzmann number of the Hilbert polynomial P and φm is the
Grothendieck-Plu¨cker embedding (Equation (3)). Admissible Hilbert polynomials
are the Hilbert polynomials of graded ideals. It is well known that for any admissible
Hilbert polynomial P, there exists a lex-initial ideal whose Hilbert polynomial is P,
and this completely classifies the admissible Hilbert polynomials: See, for instance,
[IK99, Appendix C, P.299]. This theorem will be proved in Section 5.
We work over an algebraically closed field k of characteristic zero.
2. Schubert decomposition of the Hilbert schemes
2.1. Schubert cells in the Grassmannian. To introduce various notations prop-
erly, and for the sake of completeness, we recapitulate the Schubert cell decomposi-
tion of Grassmannian varieties. Let d < n be positive integers, and E be a k-vector
space with an ordered basis {eα}α∈A. Here, A is an index set and the order is
denoted by ≺. We also let ≺ denote the induced order on A. The standard Borel
subgroup B ⊂ GL(E) consists of g ∈ GL(E) such that g.eα =
∑n
i=1 gαβeβ and
gαβ = 0 for all β ≻ α.
Let GrdE be the Grassmannian variety of d-dimensional subspaces of E and
~α = (α(1), . . . , α(d)) ∈ Ad satisfying eα(i) ≻ eα(i+1). The Schubert cells are
defined to be the B-orbits of the d-dimensional coordinate subspaces i.e. for any ~α
as above,
C~α = B.E~α
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where E~α is the subspace spanned by eα(1), . . . , eα(d).
For our purpose, it is useful to have the following description of Schubert cells
in terms of the initial subspace. A monomial of
∧d
E is an element of the form
e~α := eα(1) ∧ · · ·∧ eα(d)
with α(i) ≻ α(i + 1), and we order the monomials lexicographically.
For any v =
∑
α aαeα ∈ E, the initial vector in≺(v) is simply eβ such that
aβ 6= 0 and aα = 0 for all eα ≻ eβ. Let F ⊂ E be a d-dimensional subspace of E.
Then the initial subspace in≺(F) is defined to be the subspace spanned by in≺(w),
∀w ∈ F.
For ~α = (α(1), . . . , α(d)) with α(i) ≻ α(i+1), The ~αth Plu¨cker coordinate p~α(F)
of F is the eα(1) ∧ · · · ∧ eα(d)-coefficient of
∧d
F. Then the ~αth Schubert cell is
precisely
(1) C~α := {F ∈ Grd(E) |p~α(F) 6= 0, p~α ′(F) = 0, ∀~α
′ ≻ ~α}.
We define the partial order ≺s on Ad as follows: For any two indices ~α and ~α ′,
~α ≺s ~α ′ if and only if α(i) ≺ α ′(i) for all i. Then the Schubert cells are partially
ordered accordingly, and the closure C~α, called the Schubert variety, is the union∐
~α ′s~α
C~α ′ . We point the readers to the excellent lecture note by Michel Brion
at https://www-fourier.ujf-grenoble.fr/~mbrion/notes.html.
2.2. Decomposition of the Hilbert schemes induced by the Schubert cells
of the Grassmannians. Let V be a k-vector space of dimension n + 1 and
x0, . . . , xn ∈ V∗ be a basis of the dual vector space. The symmetric product SmV∗
has a basis consisting of degree m monomials
xα := xα00 · · · x
αn
n
where α = (α0, . . . , αn) ∈ Nn+1 has component sum |α| =
∑
αi = m. Let ≻ be a
monomial order, and let B ⊂ GL(V∗) and B ′ ⊂ GL(SmV∗) be the standard Borel
subgroups with respect to ≻. We abuse the notation and let ≻ also denote the
induced monomial order on Zn+1≥0 i.e. α ≻ β if and only if x
α ≻ xβ.
Definition 2.1. ρm : GL(V
∗) → GL(SmV∗) denotes the natural homomorphism
defined
ρm(g)x
α =
n∏
i=0
(g.xi)
αi .
Lemma 2.2. ρm(B) ⊂ B ′.
Proof. For any g ∈ B, we have
g.xα = g.
∏
i x
αi
i =
∏
i(giixi + l.o.t.s)
αi
=
∏
i(g
αi
ii x
αi
i + l.o.t.s)
= (
∏
i g
αi
ii ) x
α + l.o.t.s

Let P ∈ Q[m] be a rational polynomial admissible in the sense of [Val98, Theo-
rem 1.3] and Q(m) = dimk S
mV∗−P(m) =
(
n+m
m
)
−P(m). There is a number m0,
called the Gotzmann number, such that for all m ≥ m0, any homogeneous ideal
I ⊂ S := k[x0, . . . , xn] with Hilbert polynomial P is m-regular [Got78]. This implies
that we have an exact sequence
(2) 0→ Im → Γ(P(V),OP(V)(m))→ Γ(X,OX(m))→ 0
4 DONGHOON HYEON AND HYUNGJU PARK
where X ⊂ P(V) is the closed subscheme of P(V) cut out by I. The point in
GrQ(m)S
mV∗ defined by the equation (2) is called the mth Hilbert point of I (or,
of X), and is denoted by [I]m or [X]m. Gotzmann’s theorem implies that we have
an embedding of the Hilbert scheme
(3)
φm : Hilb
P
P(V) → GrQ(m)SmV∗
[I] 7→ [I]m .
We call φm the mth Grothendieck-Plu¨cker embedding of Hilb
P
P(V). Fix m ≥ m0,
let d := Q(m) and consider the Schubert cell decomposition of GrdSm where
Sm is the degree m part S
mV∗ of S. The Schubert cells C~α are indexed by
~α = (α(1), . . . , α(d)) where each α(i) ∈ Nn+1 has component sum m and xα(i) ≻
xα(i+1). For convenience, we say that such an ~α is an index:
C~α = {F ⊂ Sm | in≺(F) = k〈x
α(1), . . . , xα(d)〉}.
Definition 2.3. Let ~α be an index. We define I~α to be the saturation of the ideal
generated by xα(1), . . . , xα(d):
I~α := (〈x
α(1), . . . , xα(d)〉 : 〈x0, . . . , xn〉
∞).
Lemma 2.4. Let J be a saturated homogeneous ideal of k[x0, . . . , xn] with Hilbert
polynomial P. If Jm ∈ C~α, then in≺J = I~α.
Proof. Since the Hilbert polynomial of in≺J is P andm is not smaller than the Gotz-
mann number m0 of P, (in≺J)m+l = Sl(in≺J)m for all l ≥ 0. Hence (in≺J)m =
(I~α)m for all m ≥ m0 and it follows that in precJ = I~α since both ideals are
saturated. 
Lemma 2.5. Let J be as in the previous lemma. Suppose Jm ∈ C~α. Then there
exists a nonempty open subscheme U ⊂ GL(V∗) such that for all g ∈ U, in≺(g.I) =
I~α ′ for some ~α
′  ~α.
Proof. Let U ⊂ GL(V∗) be the open subscheme that is complement to the closed
subscheme cut out by the Plu¨cker equation p~α(g.Jm) 6= 0. Since p~α(Jm) 6= 0, U is
nonempty. That U has the desired property is clear from the defining property (1)
of the Schubert cells and Lemma 2.4. 
Ψm : GL(V
∗)×HilbP(P(V)) → GrdSmV∗
(g, [I]) 7→ [g.I]m
By abusing terminology, we shall call Ψm the mth Grothendieck-Plu¨cker embed-
ding when there is no danger of confusion. Note that [g.I]m = ρm(g).[I]m, which
amounts to say that Ψm is GL(V
∗)-equivariant where GL(V∗) acts on GL(V∗) ×
HilbP(P(V)) on the first factor, and on GrdS
mV∗ through ρm.
Definition 2.6. C ′~α,m = (GL(V
∗)×HilbP(P(V)))×GrdSmV∗ C~α,m.
Remark 2.7. When there is no danger of confusion, we suppress the subscript m.
The following two lemmas are immediate from Lemma 2.4:
Lemma 2.8. (g, [I]) ∈ C ′~α if and only if in≺(g.I) = I~α.
Lemma 2.9. C ′~α is Borel invariant i.e. B.C
′
~α = C
′
~α.
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Proof. For b ∈ B and (g, [I]) ∈ C ′~α, we have
Ψm(b.(g, [I])) = ρm(b).Ψm((g, [I])) ∈ ρm(b).B
′.E~α = B
′.E~α.

Lemma 2.10. Let I be a set of indices and X ⊂ ∪~α∈IC~α be an irreducible subset.
Let ~α∗ be a maximal index such that C~α∗ ∩ X 6= ∅. Then C~α∗ ∩ X is open in X.
Consequently, such ~α∗ is unique.
Proof. Let ~α1, . . . , ~αt be maximal indices whose Schubert cells meet X. Then, by
definition of maximality, X ⊂
∐t
i=1
∐
~β~αi
C~β =
∐t
i=1C~αi . Note that each C~αi
is connected, closed and open in
∐t
i=1C~αi (since
∐t
i=1 C~αi \ C~αj =
∐
i6=j C~αi).
Since C~αi is open in its closure, it follows that C~αi ∩ X is open in X. Since X is
irreducible, it follows that t = 1. 
We summarize our findings in a proposition:
Proposition 2.11. Let H be an irreducible component of HilbP(P(V)). Then there
is a finite decomposition of GL(V∗)×H into nonempty locally closed subschemes
GL(V∗)×H =
∐
~α∈J
C ′~α
such that
(1) if ~α⋆ is a maximal dimensional cell (such that C ′~α 6= ∅), C
′
~α⋆ is Zariski open
dense in GL(V∗)×H;
(2) (g, [I]) and (g ′, [I ′]) are in the same C ′~α if and only if in≺(g.I) = in≺(g
′.I ′);
(3) each C ′~α is B-invariant.
Proof. In a union of Schubert cells, any cell of maximal dimension is open. The
index set J consists of ~α such that
Ψm(GL(V
∗)×H) ∩ C~α = φm(H) ∩ C~α 6= ∅.
Since GL(V∗)×H is irreducible, there is a unique ~α∗ such that the corresponding
Schubert variety C~α∗ contains it. This establishes the first item. The second and
the third items are precisely the Lemmas 2.8 and 2.9. 
We obtain an induced decomposition of the irreducible components of Hilbert
schemes, simply by taking the trivial slice {1}×H of the product GL(V∗)×HilbP(P(V)).
We retrieve the following result of Notari and Spreafico:
Corollary 2.12. [NS00, Theorem 2.1] Fix a monomial order ≺ on the set of mono-
mials of k[x0, . . . , xn] and a monomial ideal I0 ⊂ k[x0, . . . , xn]. Then there exists a
locally closed subscheme HIo of the Hilbert scheme Hilb
P(P(V)) whose closed points
are in bijective correspondence with the saturated ideals of k[x0, . . . , xn] whose ini-
tial ideal equals I0.
2.3. Gin decomposition of the Hilbert scheme.
Theorem 2.13. There is a finite decomposition
HilbP(P(V)) =
∐
~α∈G
Γ~α
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into locally closed subschemes Γ~α = {[I] |Gin≺(I) = I~α} where α runs through all
Borel fixed ideals. Moreover, for each irreducible component H of HilbP(P(V)),
there is a unique maximal index ~αH ∈ G such that Γ~αH is Zariski open dense in H.
Proof. We give an inductive proof. Let m be an integer larger than the Gotz-
mann number of P. Set Γ0j = ∅, j ∈ N. Suppose that we have constructed
Γ11, . . . , Γ1s1 , . . . , Γℓ−11, . . . , Γℓ−1sℓ−1 such that for each irreducible component Huj
of
Zu := Hilb
P(P(V)) \
∐
i≤u−1
Γij, u ≤ ℓ− 1
there exists a unique Γuj which is open dense in Huj and an index ~α
∗
uj such that
Gin≺I = I~α∗
uj
for all I ∈ Γuj.
Let Hℓ1, . . . , Hℓ sℓ be the irreducible components of Zℓ defined as above. Let π2
denote the projection from GL(V∗)×Hℓj to the second factor. Since GL(V∗)×Hℓj
is irreducible, by Lemma 2.10 there exists a unique maximal index ~α∗ℓj such that
Ψm(GL(V
∗) × Hℓj) ∩ C~α∗
ℓj
is non-empty open in Ψm(GL(V
∗) × Hℓj)). Let U~α∗
ℓj
be the fibre product C~α∗
ℓj
×GrdSmV∗ (GL(V
∗)×Hℓj). It is an open subscheme of
GL(V∗)×Hℓj, and its projected image Γℓj = π2(U~α∗
ℓj
) is an open subscheme of Hℓj
since projections are flat.
For any [I] ∈ Γℓj, C~α∗
ℓj
×GrdSmV∗ (GL(V
∗) × {[I]}) is not empty, and open in
GL(V∗) × {[I]} which we identify with GL(V∗). Clearly, ~α∗ℓj is the maximal index
whose Schubert cell meets Ψm(GL(V
∗)×{[I]}). Hence for any g in the open nonempty
subscheme C~α∗
ℓj
×GrdSmV∗ (GL(V
∗) × {[I]}) of GL(V∗), we have [in≺(g.I)]m =
[I~α∗
ℓj
]m, and since m is at least as large as the Gotzmann number, in≺(g.I) = I~α∗
ℓj
.
That is Gin≺(I) = I~α∗
ℓj
for any [I] ∈ Γℓj, and we rename Γℓj to Γ~α∗
ℓj
and obtain the
statement of the theorem. 
Remark 2.14. The definition/construction of the locally closed subschemes Γij de-
pends on the choice of the embedding φm of the Hilbert scheme but their properties
determine them uniquely.
As a corollary, we retrieve the following. Let ≺ be a monomial order and P be an
admissible Hilbert polynomial. We assume that HilbP Pn is embedded in a suitable
Grassmannian. Recall that an initial segment in degree d and length ℓ with respect
to ≺ is simply the set of the first ℓ monomials of degree d.
Corollary 2.15. [CS05, Theorem 1.2] For any general member I of an irreducible
component H of HilbP Pn, we have
Gin≺(I) = I~α∗
where ~α∗ is the maximal index such that H meets C~α∗ . In particular, the generic
initial ideal of general points in the plane equals the ideal which is generated by
initial segments in every degree.
Proof. The first statement is straight from Theorem 2.13 and its proof. The second
statement follows since a Hilbert scheme of points on a smooth surface is smooth and
irreducible, and there exists an ideal with Hilbert polynomial P that is generated
by initial segments in all degrees [CS05, Lemma 5.5]. Note that the assertion does
not depend on the embedding φm since I~α∗ remains the same by Lemma 2.4. 
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Remark 2.16. Although we retrieve the main statement of Theorem 1.2 of [CS05],
Conca and Sidman do more: They explicitly give a set of conditions on the points
that guarantee that the generic initial ideal is the initial segment ideal.
3. Primary and secondary generic initial ideals
We retain the notations from the previous section. As an application of our
geometric study of the Gin decomposition of the Hilbert scheme, we give a geometric
proof of the existence of generic initial ideals and their Borel-fixed properties. One
of the key ingredients is that initial ideals can be thought of as flat limits with
respect to a one-parameter subgroup action: Dave Bayer and Ian Morrison used
this in their study of state polytopes of Hilbert points [BS87a], and more recently
Morgan Sherman has also used it to prove that the one-parameter subgroup [She07]
taking an ideal to its generic initial ideal is also Borel fixed.
Fix a saturated ideal I ⊂ k[x0, . . . , xn] with Hilbert polynomial P, and consider
the orbit map
(Ψm)I : GL(V
∗) ≃ GL(V∗)× [I] →֒ GL(V∗)×HilbP(P(V)) Ψm→ GrdSmV∗.
In short, (Ψm)I(g) = [g.I]m. We have the induced decomposition
GL(V∗) ≃ GL(V∗)× [I] =
∐
~α
(GL(V∗)× [I]) ∩C ′~α .
We let C ′′~α denote (GL(V
∗)× [I]) ∩ C ′~α and regard it as a locally closed subscheme
of GL(V∗). From Proposition 2.11 and its proof, we easily obtain
Proposition 3.1. There is a finite decomposition of GL(V∗) into locally closed
subschemes
GL(V∗) =
∐
~α
C ′′~α
such that
(1) if ~α⋆ is the maximal index (such that C ′′~α 6= ∅), C
′′
~α⋆ is Zariski open dense;
(2) g, g ′ are in the same C ′′~α if and only if in≺(g.I) = in≺(g
′.I);
(3) each C ′′~α is B-invariant.
Remark 3.2. C ′′
~α⋆ meets the unipotent subgroup U = {g ∈ B | gαα = 1, ∀α} since
BoU is Zariski open in GL(V∗). See for instance, [Eis95, Theorem 15.18].)
Definition 3.3. The (primary) generic initial ideal of [I] is in≺(g.I) for any g ∈
C ′′~α⋆ , and it equals I~α⋆ . The secondary generic initial ideal with respect to ~α 6= ~α
⋆
is I~α = in≺(g.I) for g ∈ C
′′
~α.
Let Bo denote the opposite Borel subgroup:
Bo := {g ∈ GL(V∗) | g.xα =
∑
cαβx
β, cαβ = 0, ∀β ≺ α}.
One sees from the definition of B and Bo that, for any b ∈ B (resp. b ∈ Bo) and
[I]m ∈ C~α ⊂ GrdS
mV∗, b.[I]m ∈ C~β with β  α (resp. β  α). We symbolically
write
Bo.[I]m  [I]m  B.[I]m.
Proposition 3.4. [Gal74, BS87b, Par94] The primary generic initial ideals are
Borel fixed. That is, BoGin≺(I) = Gin≺(I).
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Proof. Let [I] ∈ HilbP P(V) and ~α⋆ be the maximal index for [I]m i.e. I~α⋆ =
in≺(g.I) = Gin≺(I) for any g ∈ C ′′~α⋆ . We fix a favorite g and work with it for
the rest of this proof. Let b ∈ Bo and suppose b.I~α⋆ 6= I~α⋆ . Since B
o.[I]m  [I]m,
b.I~α⋆ ∈ C~β for some
~β ≻ ~α.
There is a one-parameter subgroup λ : Gm → GL(V∗), diagonalized by the basis
{x0, . . . , xn}, such that limt→0 λ(t).g.[I]m = in≺(g.[I]m): Due to [Stu96, Proposi-
tion 1.11], there exists ω ∈ Zn+1≥0 such that inω(g.I) = in≺(g.I), where inω(I)
means the ideal generated by the initial forms inω(f) with respect to the par-
tial weight order defined by ω, ∀f ∈ I. Such ω is obtained by computing a
Gro¨bner basis G and choosing ω such that inω(f) = in≺(f) for all f ∈ G. Let
λ : Gm → GL(V∗) be the 1-PS associated to −ω i.e. λ(t).xi = t−ωixi. Then
[in≺(g.I)] = limt→0 λ(t).[g.I] in the Hilb
P(P(V)) [BM88, Corollary 3.5].
Since λ is diagonalized by {x0, . . . , xn}, the Schubert cells are invariant under its
action. By our choice of g ∈ C ′′
~α∗ , g.[I]m ∈ C~α∗ and hence λ(t).g.[I]m is contained
in C~α∗ , ∀t 6= 0. Since ~α
⋆ ≺ ~β, C~α⋆ ⊂ Z := C~β and hence we have λ(Gm).g.[I]m ⊂
Z. The Schubert cells are locally closed, so C~β is open in Z. Since the limit of
λ(t).g.[I]m is in the open set C~β (of Z), it follows that λ(t).g.[I]m ∈ C~β for some
t 6= 0. This contradicts the λ(Gm)-invariance of C~α∗ .

4. Other stratifications and covers
In this section, we shall describe related works and point out the apparent and
crucial differences that distinguish our work. Let P(V), k[x0, . . . , xn] = ⊕mS
mV∗,
and HilbP P(V) be as before in Section 2.2.
4.1. Stratification according to the initial ideals. The first work appearing
in the literature regarding the stratification
HilbP P(V) =
∐
HIo
of Hilbert schemes by using initial ideal is [NS00] which we retrieved in Corol-
lary 2.12. This stratification is clearly different from ours. In their stratification,
there is a unique stratum for each monomial ideal whereas in ours, there is a unique
stratum for each Borel fixed ideal. Hence the stratification HilbP(P(V)) =
∐
HIo
has far more strata. Also, a stratum HIo in general is not contained in one of
our strata Γ~α since in≺I = in≺J does not imply Gin≺I = Gin≺J: Let ≺ be the
degree reverse lexicographic order. There are ideals I whose regularity is strictly
lower than that of J = in≺I. Then in J = in (in I) = in I but Gin I 6= Gin J since
the regularity is preserved under taking the generic initial ideal with respect to the
degree lexicographic order. This was pointed out to the author by Hwangrae Lee.
Notari and Spreafico studied the properties of the strata and showed that HI0
is isomorphic to an affine space if HI0 is nonsingular at the Hilbert point of I0.
They also considered the strata HI⋆ that contains an open subset (of an irreducible
component H) and showed that I⋆ should be Borel fixed. The distinguished open
subschemes HI⋆ and ΓαH (from Theorem 2.13) are more closely related than others.
First off, the indices I⋆ and αH are both determined by the largest Schubert cell
that intersects the Grothendieck-Plu¨cker image of H (as in Proposition 2.11), so
I⋆ = IαH . Also, if in I = I⋆, then Gin I = I⋆ due to Lemma 2.5. Hence we conclude
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that HI⋆ = HIαH ⊂ ΓαH . They are not equal in general, as can be easily seen in
the hypersurface cases.
4.2. Borel open cover. In [BLR13], Bertone, Lella and Roggero considered the
open cover HilbP P(V) =
⋃
g,JH
g
J of the Hilbert scheme, where
i. the indices g and J respectively run over PGL(V∗) and the set of all Borel
fixed ideals of Hilbert polynomial P, and
ii. the open subscheme HgJ is the g-translate of the open subscheme φ
−1
m (C~α)
where ~α is the index satisfying J = I~α.
Note that HgI~α is an open subscheme complement to the hypersurface {J ∈
HilbP P(V) |p~α(g.Jm) = 0} whereas our stratum Γ~α is derived from the locally closed
subscheme that misses the hypersurface {J ∈ HilbP P(V) |p~α(Jm) = 0} and is con-
tained in the closed subscheme ∩~α ′≻~α{p~α ′(Jm) = 0}. If g.J has initial ideal I~α, then
J ∈ HgI~α , but there are ideals J ∈ H
g
I~α
whose initial ideal after coordinate change by
g differs from I~α. Hence the Borel open cover does not give information about our
stratification in Theorem 2.13.
5. Grothendieck-Plu¨cker embedding is degenerate
Retain notations from Section 2. Let P be a non-constant admissible Hilbert
polynomial of a graded ideal of S = k[x0, . . . , xn], and let mo denote its Gotzmann
number.
Theorem 5.1. The Grothendieck-Plu¨cker image φm(Hilb
P
Pn) is degenerate for
m > m0 unless P is a constant.
We first prove the following key lemma.
Lemma 5.2. Let Im be a subspace of S
mV∗ generated by an initial reverse lexico-
graphic segment of monomials.
(1) For any l > 0, SlIm is also generated by an initial reverse lexicographic
segment if and only dimk Im ≥
(
n+m−1
m
)
, i.e. if and only if Im contains
xmn−1.
(2) Suppose that Im contains x
m
n−1. Then dimk S
mV∗−dimk Im = dimk S
m+lV∗−
dimk SlIm. In particular, if an ideal J is generated in degree ≤ m and
Jm = Im, then its Hilbert polynomial is a constant.
Proof. (1) One direction is straightforward: Assume that SlIm is generated by an
initial reverse lexicographic segment. Since SlIm contains a monomial divisible by
xn, x
m+l
n−1 is also contained in SlIm. Thus x
m
n−1 must be contained in Im.
Conversely, assume that Im contains x
m
n−1. It is enough to prove that S1Im
is generated by an initial reverse lexicographic segment. Let µ be a degree m
monomial M not divisible by xn. Then µ ≻ xmn−1 and it follows that µ ∈ Im since
xmn−1 is contained in Im and Im is generated by a revlex initial segment. In turn,
we deduce that every monomial not contained in S1Im is divisible by xn.
Consider two monomials µ1, µ2 ∈ S1Im such that µ1 ≻ µ2 and µ1 /∈ S1Im. Then
µ1 is divisible by xn and since µ2 ≺ µ1, µ2 is also divisible by xn. If µ2 ∈ S1Im,
then µ2
xi
∈ Im for some xi. The relation
µ2
xi
 µ2
xn
 µ1
xn
implies that µ1
xn
∈ Im and
thus µ1 ∈ S1Im which is a contradiction. Hence µ2 6∈ S1Im and this means that
S1Im is generated by an initial segment.
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(2) It suffices to prove that the number of monomials of degree m not contained
in Im is equal to the number of monomials of degree m+ 1 not contained in S1Im.
If µ is the least monomial in Im then xnµ is the least monomial in S1Im. So a
monomial µ ′ of degree m+1 is not in S1Im iff xnµ ≻ µ ′. The last equation implies
that µ ′ is divisible by xn, so there is a bijective map given by µ
′′ 7→ xnµ ′′ from
the set of monomials of degree m smaller than µ to the set of monomials of degree
m+ 1 smaller than xnµ.

An elementary argument shows that if an ideal I is generated by a lex initial
segment Im, then I is a lex initial ideal i.e. Im ′ is generated by a lex initial segment
for all m ′ ≥ m. Moreover, by Macaulay’s theorem, given any admissible Hilbert
polynomial P, one can construct an ideal I whose Hilbert polynomial is P by taking
the ideal generated by a suitable initial lexicographic segment. The corollary below
states that the opposite holds for revlex: An ideal 〈W〉 generated by a revlex initial
segment W ⊂ Sm is never an revlex initial ideal, except in the constant Hilbert
polynomial case.
Corollary 5.3. Let J be a graded ideal of S. If Jm is generated by a reverse lexi-
cographic initial segment for some m > 0, then J has a constant Hilbert polynomial
unless J is generated in degrees ≥ m.
Proof. If J is not generated in degrees ≥ m i.e. Jm ′ 6= 0 for some m ′ < m, then
Jm ⊃ Sm−m ′Jm ′ ⊃ x
m−m ′
n Jm ′ . Since Jm is generated by a reverse lexicographic
initial segment, Jm ∋ xmn−1. The assertion now follows due to Lemma 5.2.(2). 
Proof of Theorem 5.1. We will prove that for all m > m0, φm(H) is degenerate
where H is an irreducible component of HilbP Pn. Let H be an irreducible compo-
nent of HilbP P(V). Let ≻ be the degree reverse lexicographic order and m > mo
be an integer. Let N = dimk Sm and d = N − P(m). We consider Sm ≃ SmV∗ as
an N-dimensional k-vector space with the basis consisting of degree m monomials
ordered by ≻. Then
∧d
Sm is the exterior product of Sm with the partially ordered
basis consisting of exterior products of degree m monomials.
Let ~α∗,m = {α(1), . . . , α(d)} be the maximal index set so that xα(1)∧ · · ·∧xα(d)
is the maximal basis element of
∧d
Sm, and let p~α∗,m denote the corresponding
Plu¨cker coordinate. Then C~α∗,m = {p~α∗,m 6= 0} is the big open cell of GrdSm,
and its complement {p~α∗,m = 0} defines an ample divisor, namely, the pull-back
φ∗mOP(
∧
d Sm)
(+1) of the hyperplane divisor.
We will show that φm(H) ⊂ {p~α∗,m = 0} using Corollary 5.3. If φm(H) 6⊂
{p~α∗,m = 0}, then there exists I ∈ φ
−1
m (C~α∗,m)∩H such that [in≺(I)]m = [I~α∗,m]m.
Since H is closed and in≺(I) is the flat limit of an isotrivial family whose generic
object is I, the component H contains J := in≺(I). Sincem > m0 and J is generated
in degree ≤ m0, we have Sm−m0Jm0 = Jm. Since [J]m is generated by an initial
reverse lexicographic segment, we may apply Corollary 5.3 to conclude that the
Hilbert Polynomial of I is a constant, contradicting the assumption.
So for each irreducible component H of HilbP P(V), φm(H) is contained in
{p~α∗,m = 0} and thus φm(Hilb
P
P(V)) is contained in {p~α∗,m = 0} for m > m0.

As an example, we consider the Hilbert scheme of degree d hypersurfaces of Pn.
We let S = k[x0, . . . , xn] be the homogeneous coordinate ring of P
n and let V∗ = S1
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as before. Hypersurfaces have Hilbert polynomial P(m) =
(
n+m
m
)
−
(
n+m−d
m−d
)
, and
the Hilbert scheme HilbP Pn is naturally identified with P(H0(OPn(d))) and φd
is an isomorphism. On the other hand, consider the image under φd+1. For any
[I] ∈ HilbP Pn, φd+1([I]) ∈ P(
∧n+1
Sd+1) is determined by
∧d+1I := x0f∧ x1f∧ · · ·∧ xnf
where f is a homogeneous degree d polynomial generating I. Therefore every mono-
mial appearing in the wedge product ∧d+1I has each variable x0, . . . , xn with a posi-
tive exponent. It follows that φd+1(Hilb
P
Pn) is contained in the hyperplane cut out
by p~α = 0 where ~α = (~α(1), . . . , ~α(n + 1)) is chosen such that {x
~α(1), . . . , x~α(n+1)}
are monomials of degree d + 1 in x0, . . . , xn−1: Note that such ~α exists since the
number of degree d + 1 monomials in x0, . . . , xn−1 is
(
n+d
d+1
)
which is larger than
n+1 for any n ≥ 2 and d ≥ 1. Hence we conclude that φd+1(Hilb
P
Pn) is degener-
ate. Since the Gotzmann number of the Hilbert polynomial P(m) is d, this is also
checked from the Theorem 5.1.
References
[BLR13] Cristina Bertone, Paolo Lella, and Margherita Roggero. A Borel open cover of the Hilbert
scheme. J. Symbolic Comput., 53:119–135, 2013.
[BM88] David Bayer and Ian Morrison. Standard bases and geometric invariant theory. I. Initial
ideals and state polytopes. J. Symbolic Comput., 6(2-3):209–217, 1988. Computational
aspects of commutative algebra.
[BS87a] David Bayer and Michael Stillman. A criterion for detecting m-regularity. Invent. Math.,
87(1):1–11, 1987.
[BS87b] David Bayer and Michael Stillman. A theorem on refining division orders by the reverse
lexicographic order. Duke Math. J., 55(2):321–328, 1987.
[CS05] Aldo Conca and Jessica Sidman. Generic initial ideals of points and curves. J. Symbolic
Comput., 40(3):1023–1038, 2005.
[Eis95] David Eisenbud. Commutative algebra, volume 150 of Graduate Texts in Mathematics.
Springer-Verlag, New York, 1995. With a view toward algebraic geometry.
[Gal74] Andre´ Galligo. A` propos du the´ore`me de-pre´paration de Weierstrass. In Fonctions de
plusieurs variables complexes (Se´m. Franc¸ois Norguet, octobre 1970–de´cembre 1973;
a` la me´moire d’Andre´ Martineau), pages 543–579. Lecture Notes in Math., Vol. 409.
Springer, Berlin, 1974. The`se de 3e`me cycle soutenue le 16 mai 1973 a` l’Institut de
Mathe´matique et Sciences Physiques de l’Universite´ de Nice.
[Got78] Gerd Gotzmann. Eine Bedingung fu¨r die Flachheit und das Hilbertpolynom eines
graduierten Ringes. Math. Z., 158(1):61–70, 1978.
[Gre98] Mark L. Green. Generic initial ideals. In Six lectures on commutative algebra (Bellaterra,
1996), volume 166 of Progr. Math., pages 119–186. Birkha¨user, Basel, 1998.
[Har66] Robin Hartshorne. Connectedness of the Hilbert scheme. Inst. Hautes E´tudes Sci. Publ.
Math., (29):5–48, 1966.
[IK99] Anthony Iarrobino and Vassil Kanev. Power sums, Gorenstein algebras, and determi-
nantal loci, volume 1721 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1999.
Appendix C by Iarrobino and Steven L. Kleiman.
[MR99] Maria Grazia Marinari and Luciana Ramella. Some properties of Borel ideals. J. Pure
Appl. Algebra, 139(1-3):183–200, 1999. Effective methods in algebraic geometry (Saint-
Malo, 1998).
[NS00] R. Notari and M. L. Spreafico. A stratification of Hilbert schemes by initial ideals and
applications. Manuscripta Math., 101(4):429–448, 2000.
[Par94] Keith Pardue. Nonstandard borel-fixed ideals. ProQuest LLC, Ann Arbor, MI, 1994.
Thesis (Ph.D.)–Brandeis University.
[RT10] Margherita Roggero and Lea Terracini. Ideals with an assigned initial ideals. Int. Math.
Forum, 5(53-56):2731–2750, 2010.
12 DONGHOON HYEON AND HYUNGJU PARK
[She07] Morgan Sherman. On an extension of Galligo’s theorem concerning the Borel-fixed points
on the Hilbert scheme. J. Algebra, 318(1):47–67, 2007.
[Stu96] Bernd Sturmfels. Gro¨bner bases and convex polytopes, volume 8 of University Lecture
Series. American Mathematical Society, Providence, RI, 1996.
[Val98] Giuseppe Valla. Problems and results on Hilbert functions of graded algebras. In Six
lectures on commutative algebra (Bellaterra, 1996), volume 166 of Progr. Math., pages
293–344. Birkha¨user, Basel, 1998.
Department of Mathematical Sciences, Seoul National University, Seoul, R. O. Ko-
rea, Tel: +82-2-880-2666, Fax: +82-2-887-4694
E-mail address: dhyeon@snu.ac.kr
E-mail address: parkhyoungju@snu.ac.kr
