Introduction
One of the most important and challenging problems in structural studies of kinematic chains is to identify if two given kinematic chains are isomorphic. Two kinematic chains K 1 and K 2 are said to be isomorphic, if there exists a one-to-one correspondence between the links K 1 and K 2 such that pair of links of K 1 are jointed, if and only if the corresponding pair of links of K 2 are jointed. A function defined on kinematic chains for this purpose is called an index of isomorphism. Ideally, any pair of kinematic chains is isomorphic, if and only if the corresponding values of the index are identical.
Reliability of an index or method for isomorphism detection of kinematic chains with a given number of links and degrees of freedom can be defined, in the usual sense. That is, as the percentage of the number of distinct pairs of nonisomorphic chains identified by the index or the method out of the total number of distinct pairs of nonisomorphic chains. But since the total number of pairs of nonisomorphic chains increases exponentially, the reliability defined this way will be a number that is very close to 100% and will be impractical to use. A more practical indicator of reliability for isomorphism detection would be the number of distinct pairs of nonisomorphic chains that are not identified by the index or the method. Hence, the lesser the number of distinct pairs of nonisomorphic chains that are not detected by a method, the greater will be the reliability of that method and vice versa. Given two methods or indices, A and B, we say that the reliability of A is more than B, if the number of nonisomorphic chains not identified by the index A is lesser than that of B.
The efficiency of an index or method for isomorphism detection is the computational efficiency of the index or the method. Computational efficiency can be quantified by the number of computations being performed. Similarly, given two methods or indices, A and B, we say that the efficiency of A is more than B, if the number of computations taken by the index A is lesser than that of B. There exist many methods or indices for isomorphism detection that are completely reliable but these indices will be computationally very inefficient. One such example is the binary string obtained by concatenating the rows of the upper triangular part of an adjacency matrix. Many attempts have been made in the literature to find a reliable and computationally efficient index. The methods for isomorphism detection can be broadly classified into canonical code-based methods and spectral methods.
Canonical Code-Based Methods.
In canonical codebased methods, a kinematic chain is assigned a unique code. Among all the codes of the kinematic chains, which are mutually isomorphic, a unique code called the canonical code is chosen. Identifying two given kinematic chains for isomorphism reduces to verifying the equality of the corresponding canonical codes. Hence, the canonical code can be an index of isomorphism. In most of the cases the codes have an ordering which makes it easier to identify isomorphism.
Ambekar and Agarwal ͓1,2͔ adopted an approach from graph theory to obtain a canonical code for kinematic chains called the MAX code. Tang and Liu ͓3͔ suggested the use of the degree code. These are not computationally efficient for chains with large number of links. Several others, in particular Kim and Kwak ͓4͔ and Shin and Krishnamurthy ͓5͔, extended the above approaches to obtain more computationally efficient codes.
Rao and Raju ͓6͔ defined the chain Hamming string and used this canonical code for testing isomorphism. Counterexamples exist for the Hamming string approach. Quist and Soni ͓7͔ and Rao and Rao ͓8͔ use loop based approaches for isomorphism detection. However, these codes are mostly applicable to the kinematic chains having planar graphs. Other types of codes include the linkage path code by Yan and Hwang ͓9͔ and distance matrix based codes of Yadav et al. ͓10͔.
Spectral Methods.
Spectral methods use the properties that are a function of the eigenvalues of graph matrices of a kinematic chain to identify isomorphism. These properties include the characteristic polynomial, eigenvalues, and/or, the eigenvectors. Since the algorithms for finding spectral properties can be solved in polynomial time, finding a spectral invariant which distinguishes non-isomorphs would amount to finding a polynomial time algorithm for the isomorphism problem.
Uicker and Raicu ͓11͔ first used the characteristic polynomial of the adjacency matrix of a kinematic chain to distinguish nonisomorphic kinematic chains. Yan and Hwang ͓12͔ defined a new matrix called the structural matrix of kinematic chain with n links and j joints as an ͑n + j͒ ϫ ͑n + j͒ matrix and proposed to use the characteristic polynomial of this matrix as an index for isomorphism. Mruthyunjaya ͓13-15͔ used the characteristic polynomial of the adjacency matrix as the index for isomorphism in structural synthesis of ten links, one degree of freedom kinematic chains. He synthesized 229 chains instead of 230 as determined previously in literature, which resulted in the discovery of a pair of nonisomorphic kinematic chains with same characteristic polynomial of the adjacency matrix ͓16,17͔.
Discovery of counterexamples for the existing characteristic polynomial based indices, motivated the creation of several new matrices whose characteristic polynomial could be used as an index for isomorphism. Mruthyunjaya and Balasubramanian ͓16͔ proposed a vertex-vertex degree matrix whose ijth entry is the sum of degrees of links i and j if i and j are adjacent and is equal to 1 otherwise. The characteristic polynomial of this matrix successfully identified all the ten-link kinematic chains with up to three degrees of freedom. Dubey and Rao ͓18͔ defined a distance matrix for kinematic chain whose ijth entry corresponds to the path distance between the links i and j and zero if i = j.
Chang et al. ͓19͔ proposed a method already used in graph theory based on eigenvalues and eigenvectors to identify isomorphism of kinematic chains. The method works only for kinematic chains whose eigenvectors corresponding to the simple eigenvalues have sufficiently distinct coordinates. The proof given in their paper is incorrect. It is invalid for the case when the eigenvalues are repeated. He et al. ͓20͔ independently proposed a similar method for identifying isomorphism. Even though the authors consider the case of repeated eigenvalues, testing the corresponding eigenvectors for equivalence can take exponential time in the worst case and some simplification is needed. More recently, Cubillo and Wan ͓21͔ corrected some of the errors in the work by Chang et al. ͓19͔ and,  proposed results similar to He et al. ͓20͔ on using the eigenvector approach for isomorphism detection. Even when considered together these works do not clearly specify the inadequacies and the possible modes of failure of the eigenvector approach.
This work critically reviews the existing spectral methods in the mechanisms literature for the isomorphism detection of kinematic chains. The reliability of these methods has been established for kinematic chains with a given number of links and degrees of freedom, by determining the number of pairs of non-isomorphic chains with similar spectral properties. Kinematic chains with as many as 14 links and one, two, and three degrees of freedom are considered.
Reliability of the Characteristic Polynomial Method for Isomorphism Detection
For the remainder of this paper, a kinematic chain refers to a nondegenerate planar kinematic chain, i.e., a planar kinematic chain with no rigid or immobile subchains. Given a graph G, A͑G͒ denotes the adjacency matrix of G and when distinction between A͑G͒ and G is immaterial, A͑G͒ and G are used interchangeably. Graphs G 1 and G 2 are isomorphic, if and only if there exists a permutation matrix P, such that A͑G 2 ͒ = PA͑G 1 ͒P T . This is usually written as
Matrices M 1 and M 2 are called similar matrices if there exists an invertible matrix Q, such that M 2 = QM 1 Q −1 . Since the determinant is a multiplicative function we have the following proposition. PROPOSITION 1. The characteristic polynomials of similar matrices are identical. Equivalently the sets of eigenvalues of similar matrices are identical.
Since P T = P −1 we have the following corollary. COROLLARY 2. If two graphs are isomorphic then their characteristic polynomials are identical.
Corollary 2 gives only a necessary condition for the graphs to be isomorphic. The eigenvalues of a matrix are called its spectrum. Hence, a pair of graphs with the same adjacency characteristic polynomial are called adjacency isospectral graphs. There are several pairs of adjacency isospectral and nonisomorphic graphs. For the graphs of kinematic chains it is also well known that there exists pairs of adjacency isospectral and nonisomorphic graphs ͓16͔. The number of such pairs of kinematic chains, for a given number of links and degrees of freedom, is unknown. Table 1 lists the number of adjacency isospectral and nonisomorphic kinematic chains for a given number of links and degrees of freedom. These data include new results from Sunkari and Schmidt ͓22͔. The number of pairs of nonisomorphic chains is obtained by choosing two distinct nonisomorphic chains at a time, which is same as the two combinations of the number of nonisomorphic chains. The total number of pairs of nonisomorphic chains is also listed to show the impracticality of applying the standard definition of reliability and to show the computational overhead of the method. 
for some permutation matrix P. From the hypothesis,
Since the eigenvalue, , is simple the dimension of the eigenspace corresponding to is exactly 1. Hence, the unit eigenvectors corresponding to can be chosen uniquely up to a sign. This implies that Px 1 is also a unit eigenvector corresponding to for A 2 . Hence, Even though the Corollary 4 appears stronger than Corollary 5 due the "if and only if" condition, it is, in fact, weaker than Corollary 5 as the hypothesis of Corollary 4 is very restrictive. Hence, Corollary 5 should be used for isomorphism detection. It should be noted that Corollary 5 gives only a necessary condition for isomorphism ͑similar to the Corollary 2 involving the characteristic polynomial͒. This fact was not emphasized completely in the previous works ͓19,21͔. In fact, there exist a class of graphs called strongly regular graphs for which the eigenvalues and eigenvectors of the adjacency matrix provide no information for isomorphism detection. In other words, for the strongly regular graphs the converse of the Corollary 5 is not true.
A graph G is said to be k-regular if every vertex has degree exactly equal to k. A graph G on n vertices is said to be strongly regular with parameters ͑n , k , a , c͒ if it is k-regular, every pair of adjacent vertices has a common neighbors, and every pair of distinct non-adjacent vertices has c common neighbors ͓23͔. A simple example is a 4-cycle ͑a simple loop with four vertices͒, which is a ͑4,2,0,1͒ strongly regular graph as it is a 2-regular graph such that adjacent vertices have no common neighbor and distinct nonadjacent vertices have exactly one common neighbor.
For strongly regular graphs, there exist exactly three distinct eigenvalues. The distinct eigenvalues of a strongly regular graph, say, 1 Ͻ 2 Ͻ 3 can be expressed in terms of the parameters ͑n , k , a , c͒. 3 = k and a corresponding eigenvector is column vec- 
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Transactions of the ASME tor consisting of all ones. The repeated eigenvalues 1 and 2 are the roots of 2 − ͑a − c͒ − ͑k − c͒ = 0. This implies that, a pair of nonisomorphic strongly regular graphs with the same parameters will have the same eigenvalues and also the same unit eigenvectors ͑up to a sign͒ corresponding to the simple eigenvalue. There exist two nonisomorphic strongly regular graphs with parameters ͑16,6,2,2͒. Hence, this implies that these two nonisomorphic graphs satisfy the hypothesis of the converse of the Corollary 5. For further details, readers are referred to books on algebraic graph theory like Godsil and Royle ͓23͔, Biggs ͓24͔, Cvetkovic et al. ͓25͔ .
To determine if the converse of the Corollary 5 is false for kinematic chains, all the pairs of nonisomorphic kinematic chains with a given number of links and degrees of freedom can be checked to determine if they satisfy the hypothesis of the converse. Table 2 lists the number of pairs of nonisomorphic kinematic chains satisfying the hypothesis of the converse of Corollary 5. The pairs of adjacency isospectral and nonisomorphic chains are also listed for comparison. No pair of nonisomorphic kinematic chains with 14 links or less and with one, two, and three degrees of freedom satisfies the hypothesis of the converse of Corollary 5. Hence, for the kinematic chains with not more than 14 links and with not more than three degrees of freedom, the eigenvector approach can be used to detect isomorphism with complete reliability. The results in the Table 2 give us confidence on converse of Corollary 5. As a cautionary note the same confidence in the converse of Corollary 2 would remain if Table 1 was constructed for only up to nine links and one, two, and three degrees of freedom. Hence, the converse of the Corollary 5 need not be true in general for all kinematic chains.
Efficiencies of the Spectral Methods for Isomorphism
The biggest advantage of using spectral properties for isomorphism detection is that they can be computed in polynomial time. If a characteristic polynomial could identify isomorphism with complete reliability then it implies that a polynomial time algorithm exists for isomorphism detection. Since eigenvalues are the roots of characteristic polynomial, verifying the equality of characteristic polynomials for a pair of adjacency matrices is equivalent to verifying the equality of the set of eigenvalues of that pair. However, computing eigenvalues involves fewer computations than computing the characteristic polynomial. Hence using eigenvalues instead of a characteristic polynomial for isomorphism is computationally more efficient.
Eigenvectors can be computed in polynomial time even though just computing the eigenvalues takes lesser computations. However, in some cases, the eigenvector approach for isomorphism detection requires exponential time since one not only needs to compute eigenvectors but also needs to verify if PX 1 = X 2 Z where P, X 1 and X 2 be as defined in Corollary 5. Consider the following example: There exists a unique permutation, namely ͑2, 3, 1, 6, 4, 5, 8, 7, 9͒, which takes each column of X 1 to X 2 . But each column of X 1 can be individually permuted to the corresponding column of X 2 in ͑3!͒ 3 ways. Hence at least ͑3!͒ 3 permutations must be examined. Similarly, for a given n, one could construct two matrices X 1 and X 2 consisting of two columns of length n 2 and which would require ͑n!͒ n permutations for comparison. The underlying reason for this is that the stabilizers of each column, under the action of the symmetric group on n 2 elements, S n 2, have a trivial intersection. Each of the stabilizers has ͑n!͒ n elements. More general examples can be constructed such that the individual column stabilizers have a large size and that their combined intersection is very small. However, in general, we do not have a theorem that guarantees the existence of such eigenvectors. Figure 1 shows the eigenvalue ͑Fig. 1͑a͒͒ and eigenvector matrices ͑Figs. 1͑b͒ and 1͑c͒ of a pair of nonisomorphic kinematic chains with 12 links and one degree of freedom. This is an example of a case that requires a lot of comparisons.
To improve the computational efficiency of the eigenvector approach, one could only verify if the individual eigenvectors corresponding to the simple eigenvalues can be permuted to one another. In other words, instead of verifying PX 1 = X 2 Z one could check if there exists permutation matrices P i such that P i x 1 i = ±x 2 i for each pair of ith columns, ͑x 1 i , x 2 i ͒͒, of X 1 and X 2 , respectively. If Qx = ±y then x and y are said to be similar.
The efficiency can be further improved by only checking if the eigenvectors corresponding to the largest eigenvalue are similar. The mathematical justification for this comes from Theorem 6 which guarantees that the largest eigenvalue is simple. Table 3 lists the number of pairs of nonisomorphic kinematic chains with similar eigenvectors corresponding to the largest eigenvalue and also the number of pairs of nonisomorphic kinematic chains with similar eigenvectors corresponding to all simple eigenvalues. THEOREM 6. ͑Weak Perron-Frobenius͒. Suppose A is a real symmetric nonnegative n ϫ n matrix whose underlying graph X is connected. Then, the spectral radius, ͑A͒, is a simple eigenvalue of A. If x is its corresponding eigenvector, then none of the entries of x is zero and all the entries have the same sign.
For more details on Theorem 6, readers are referred to Godsil and Royle ͓23͔ or any other book on algebraic graph theory.
Implementation
For this study, all the nonisomorphic kinematic chains for a given number of links and degrees of freedom were synthesized using a McKay-type exhaustive isomorph-free generation algorithm in conjunction with Lee and Yoon's degeneracy testing algorithm ͓22͔. Using McKay's method the isomorphism class representatives are generated by canonical construction path where the larger kinematic chains are constructed from smaller kinematic chains recursively by well-defined operations which eliminate isomorphs at each step. More specifically, every kinematic chain will be assigned a unique parent from which it must be generated and a kinematic chain is accepted if and only if it is generated from its parent. A kinematic chain is generated only once from its parent which ensures that only nonisomorphic kinematic chains are generated in this procedure. The basic algorithm
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for synthesis of planar kinematic chains is presented in the Appendix. For further details the reader is referred to Refs. ͓22,26͔.
Databases of the adjacency matrices of all the possible nonisomorphic chains consisting of a given number of links and degrees of freedom for 6-14 links and 1-3 degrees of freedom were created. To establish the reliability of the characteristic polynomial method, all possible pairs of nonisomorphic kinematic chains from each database were tested to verify if they have the same set of eigenvalues. Algorithm 5 is an implementation of isomorphism detection using the modified eigenvector approach. The reliability of the ͑modified͒ eigenvector approach is established by checking if all possible pairs of nonisomorphic kinematic chains are detected by the algorithm 1. Verifying two eigenvectors x, y for similarity, i.e., verifying the existence of a permutation matrix Q such that Qx = ±y, is done efficiently by using a sort function. First, x, y, −y are sorted and then the norms of x s − y s and x s − ͑−y͒ s ͑where subscript s indicates that the vectors are sorted͒ are tested to see if they are simultaneously zero. Verifying the existence of a permutation matrix P such that PX 1 = X 2 Z ͑where X 1 , X 2 and Z are defined as in Corollary 5͒ is done as follows:
Alogorithm 1 Modified eigenvector isomorphism detection algorithm
1. A column vector of X 1 with maximum number of distinct coordinates is first selected and the corresponding column vector of X 2 is also picked. 2. These column vectors are verified for similarity and a corresponding permutation, if exists, is calculated as described earlier. 3. The stabilizer of selected column vector of X 1 under the action of S n is calculated. This is used to generate all the possible permutations which make the corresponding selected columns similar. 4. Each of the permutations generated are acted on the remaining columns to verify the feasibility of the permutation.
All the algorithms were programmed in MATLAB and were implemented on personal computers with Intel Pentium 4 processor and 1 GB of random access memory.
Discussion
The results in Table 1 show that the reliability of the adjacency characteristic polynomial for isomorphism detection decreases as the number of links increases. It should be noted that this is the most computationally time consuming methods discussed here, as all the possible pairs of nonisomorphic chains are tested for equality of the eigenvalues. This work shows that the eigenvector approach is completely reliable ͑Table 2͒ for kinematic chain with up to 14 links and having one, two, and three degrees of freedom but is computationally less efficient in certain cases. Furthermore, one could conclude from Tables 2 and 3 that Algorithm 2, which is more efficient than Algorithm 1, detects isomorphism with complete reliability for kinematic chains with up to 14 links.
It should be noted that the computationally expensive step of Algorithms 1 and 2 is finding the permutation matrix P such that PX 1 = X 2 Z. In fact, this step can take exponential time to execute. An example is the eigenvector matrices of a pair of nonisomorphic 12 links and one degree of freedom obtained after step 3 shown in Figs. 1͑b͒ and 1͑c͒. 
Conclusion
There exist many techniques to detect if a pair of kinematic chains are isomorphic. However, most of these techniques are either computationally inefficient or unreliable. In particular, spectral methods such as the traditional characteristic polynomial method and the more recently proposed eigenvector approach, have attracted a lot of attention as there exist polynomial time algorithms to compute the spectral properties of a matrix. The reliability of the characteristic polynomial is established and as expected the reliability decreased as the number of links increased. Unlike the characteristic polynomial approach, the eigenvector approach, in the worst case, can take exponential time. The eigenvector approach can be refined for computational efficiency by first verifying if the eigenvectors corresponding to the largest eigenvalue are similar. The eigenvector approach has detected all non-isomorphic chains with up to 14 links and one, two, and three degrees of freedom with complete reliability. It remains to be established if the eigenvector approach fails to identify a pair of nonisomorphic kinematic chains, as in the case of simple graphs.
In Algorithm 3, L͑G͒ = ͕͑G , ͖͒, for all the vertices of G and U͑G͒ = ͕͑G , W͖͒, for all possible subsets W of the vertices of G. R = ͕͑͑G , ͒ , ͑G − , W͒ a ͉͒a S n ͖, for all G where W is set of vertices joined to in G. f R Ј͑Ĝ ͒ = ͕Ȟ ͉͑Ȟ , Ĝ ͒ R͖ and m͑G͒ gives a canonical way of obtaining G from an unlabeled graph ͑orbit of a graph under the action of S n ͒ of lower order. For further details the reader is referred to Refs. ͓22,26͔
