The classification of high-dimensional data is a challenge in machine learning. Traditional classifier ensemble methods improve the diversity of classifiers through either dimensionality reduction or sample selection for high-dimensional data classification. However, these methods have several limitations: 1) dimensionality reduction methods easily cause information loss, which leads to a decrease in accuracy; 2) sample selection methods are susceptible to noise and redundant features. To address the above limitations, we propose a novel hybrid dimensionality reduction forest (HDRF) to increase the diversity of an integrated system from feature space and sample space. First, a tree-based feature selection algorithm is employed to partition effective features. Then the Bagging method is applied to obtain diverse training subsets. To fully retain and mine the important information of the unselected samples, a sample-feature based transformation process (SFTP) is proposed to generate the extended features. Since PCA can effectively reduce dimension and remove noise features, it is applied to compress the unselected features and the extended features into the new features which are compact and compensatory. Further, a novel classifier ensemble pruning framework (HDRFPF) based on HDRF is designed to remove redundant and invalid classifiers. Experimental results on 23 high-dimensional data sets verify that our method outperforms mainstream classifier ensemble methods, and the better results are obtained on 19 out of 23 datasets.
I. INTRODUCTION
Classification is a hot topic in supervised learning, which can be realized by training a classifier or a group of classifiers. However, with the development of information technology, high-dimensional data classification has become a challenging task in data mining, especially in the limited training data. Ensemble learning has been applied in different research fields, such as medical science [1] , [2] , [66] , image recognition [3] , [65] , text classification [4] , sentiment analysis [5] , [63] , [64] , intelligent transportation systems [6] , [7] , bioinformatics [8] , [9] , [67] , image and video processing [10] - [12] , and remote sensing [13] , [14] . Even with limited training data, ensemble learning can complete The associate editor coordinating the review of this manuscript and approving it for publication was Xinyu Du . the task of high-dimensional data classification. It is mainly used to reduce the dimension of high-dimensional data by feature selection [15] , [16] and projection [17] . In addition, to ensure the diversity of classifiers, random or predetermined sample selection methods are utilized, such as bagging [18] and AdaBoost [19] , [20] . However, for high-dimensional data classification, traditional ensemble learning methods have some limitations: 1) most of classifier ensemble methods improve the diversity of classifiers in either the sample space or feature space, and the transformation from sample to feature is not considered to improve the diversity of classifier; 2) most of classifier ensemble methods for high-dimensional data are realized through direct dimensionality reduction, rather than increasing the number of features to improve the diversity of classifiers before dimensionality reduction; 3) most of ensemble pruning methods are optimized by designing certain objective function instead of utilizing other unsupervised learning methods, such as density-based clustering.
The motivation of this paper is to improve the diversity of classifiers by combining unselected samples and unselected weak features while maintaining the classification ability of classifiers. To achieve this motivation, we propose a novel hybrid dimensionality reduction forest (HDRF) to increase the diversity of integrated system from feature space and sample space. First, a tree-based feature selection method is employed to partition effective features. Then the Bagging method is applied to the effective features and obtains diverse training subsets. To fully retain and mine the important information of the unselected samples, a sample-feature based transformation process (SFTP) is proposed, in which unselected samples are used as auxiliary information to construct new features. Since PCA can reduce dimension and remove noise features [35] , it is applied to compress the unselected weak features and the extended features into new features which are compact and compensatory. Further, an ensemble forest pruning process (FPP) is designed to remove redundant and invalid classifiers. Experiments are conducted on 23 high-dimensional data sets to compare our method HDRFPF with mainstream ensemble methods. Experimental results show our method outperforms mainstream ensemble methods over 19 out of 23 datasets.
The contributions of this paper are summarized as follows: 1) We propose a sample-feature based transformation process, where unselected samples are used as the auxiliary information to construct effective and diverse features;
2) We design a new hybrid dimensionality reduction forest to increase the diversity of the integrated system from feature space and sample space;
3) Considering the influence of redundant classifiers for the integrated system, an ensemble forest pruning process is proposed to remove redundant classifiers; 4) We compare our method with mainstream ensemble learning methods on multiple high-dimensional datasets to verify its effectiveness.
II. RELATED WORK
Ensemble learning is one of the important research directions of machine learning. Compared with single learning method, ensemble learning combines multiple weak machine learning methods to provide more accurate, stable and robust results. Mainstream classifier ensemble methods, such as bagging [21] , boosting [22] , random forest [23] , random subspace [24] , rotation forest [25] , ensemble based on random linear oracle [26] , and ensemble based on neural networks [27] , [28] , are widely used in classification of different fields. Most classifier ensemble methods can be divided into three categories.
The first category mainly focuses on how to design a new ensemble framework of classifiers. For example, Yu et al. [29] propose random subspace based classifier ensemble algorithms. Verma and Rahman [30] design an ensemble framework which clusters data sets and obtains the final classification boundary by combining multiple classifiers. Pratama et al. [31] propose a novel evolutionary classifier ensemble method, called parsimonious ensemble, which achieves a tradeoff between precision and complexity. Wang et al. [32] propose a recursive ensemble learning approach to maximize the use of data in deep learning applications. He and Cao [33] propose a classifier combination method based on signal strength, which combines the output of multiple classifiers to assist decision-making. Wu [34] utilize the auxiliary information of classifiers in previous tasks to adjust weights of classifiers. Xu et al. [62] propose an adaptive classifier ensemble method based on spatial perception for high-dimensional data, which maintains the high performance and diversity of classifiers.
Classifier ensemble methods in the second category focus on theoretical exploration and analysis of classifier ensemble characteristics. Most of related researches focus on feature selection and sampling. For example, Diao et al. [36] study to reduce classifier ensemble through feature selection. Nag and Pal [37] present a feature selection method based on steady-state multi-objective genetic programming, achieving remarkable performance. By using label relevance as a priori, Wu et al. [38] propose MI-Forest to learn multi-label classification trees and reveal intrinsic characteristics of label correlation. Based on XGBoost model, Jidong and Ran [39] construct a dynamic weighted stock selection strategy with multiple factors. Jiang et al. [40] design a two-step ensemble pruning framework based on Bayesian pruning and Bayesian independent pruning. Chen et al. [41] propose an ensemble pruning method based on expected propagation.
The third category mainly applies the classifier ensemble method to different application fields. For medical science, Yu and Ni [42] propose an ensemble learning method, which combines several asymmetric bagging ensemble classifiers to classify biomedical data. Alzami et al. [43] propose a classifier ensemble based on adaptive mixed feature selection and apply it to epileptic seizure classification. Guan et al. [44] apply a classifier ensemble method to reduce influence of covariates on gait recognition. Tang et al. [45] design a sparse ensemble learning for concept detection in video. Serafino et al. [46] solve heterogeneous network problems by ensemble learning. Gao et al. [47] analyze the latest development and existing problems of intrusion detection technology and propose an adaptive integrated learning model. To increase the diversity of classifiers, Xu and Huang [61] propose an ensemble method based on the optimized sampling method, which achieves good performance in text classification.
Our proposed method belongs to the second category, which can improve the accuracy of prediction results through hybrid dimensionality reduction for the forest. This method not only uses SFTP to obtain more effective information from samples, but also increases the diversity between classifiers. Further, the FPP method is proposed to search the optimal pruning scheme. Fig. 1 illustrates an overview of the hybrid dimensionality reduction forest (HDRF). Algorithm 1 shows the pseudocode of HDRF. The input of HDRF is the training data set S t . Let x = [x 1 , . . . , x n ] be a data point described by n features, and X be the data set containing the training objects in a form of a N × n matrix. Y = [y 1 , . . . , y N ] T is a vector of class labels.
III. HYBRID DIMENSIONALITY REDUCTION FOREST
HDRF generates a subspace by an effective and efficient feature selection method termed as tree-based feature selection [48] . Specifically, HDRF first utilizes training data to generate 100 extremely randomized trees, and obtains the average importance value of each attribute. Using the idea of ensemble learning, HDRF further calculates the final average importance of each attribute by combining 100 extremely randomized trees. Finally, the features with higher importance are selected. To alleviate the limitations of decision tree in processing high-dimensional data, tree-based feature selection algorithm pre-selects the features with powerful classification ability. Wrapper methods searches for a better feature subset based on the result of the classifier, which can obtain better results than filter methods. In our method, the ensemble forest based on extremely randomized trees is constructed as a feature selection method, which can effectively reduce the dimension of high-dimensional data. This method not only increases the stability of the model, but also alleviates the problem of over fitting. Therefore, considering the advantages of ensemble forest, the tree-based feature selection method is utilized to perform feature selection.
The feature selection rate α is set to control the number of selected features, where the n * α features with the highest importance in tree-based classifier are selected and retained. Therefore, feature selection matrix A s is generated by feature selection, and feature space of training data is divided into the selected subspace X s and the unselected subspace X u , which can be defined as follows:
where * denotes the element-wise multiply, I is a unit matrix of N ×n, and A s is a N ×n matrix, which is defined as follows:
Algorithm 1 Hybrid Dimensionality Reduction Forest Training Phase Given
• X : the objects in the training data set • Y : the labels of the training set • B: the number of classifiers in the ensemble • α: the feature selection rate For i = 1...B
• Adopt tree-based feature selection algorithm to construct selection matrix A s as in equation (2) • Apply Bagging to obtain selected set X s and unselected set X u
. . , R T m using equation (7) • Obtain the final training data set X f using equation (8) • Build classifier T i using X f as the training set Classification Phase • Handle the samples in S s by three matrixes: A s , A a , A r , as in equation (8) • Predict the labels of the samples in S s • Adopt the majority voting scheme for the final result
Then the resampling method based on Bagging is applied to obtain B branches in the integrated system. Let S t be the training data set. By applying random resampling to S t , the selected set X s and the unselected set X u are obtained. The resampling process and the following classifier generation method is repeated B times to obtain B classifiers. In each branch, the number of bootstrap resampling is the number of objects in S t . B is the number of trees in the ensemble forest. The training data set X is divided X s and X u . The number of selected sets is N . The number of unselected sets is U . When X s is a N ×n matrix, X u is a U ×n matrix. Y s and Y u are labels for selected set and unselected set, respectively.
By using selected set and unselected set, HDRF performs a sample-feature based transformation process (SFTP) to obtain new auxiliary features. The overview of the SFTP is presented in Fig. 2 . The motivation of SFTP is to transform the sample information from the sample space to the feature space, which can effectively increase the diversity of classifiers and retain the information of unselected samples as much as possible.
For each sample in the selected set, SFTP calculates its similarity to each sample in the unselected set. Here, cosine similarity is adopted to measure the similarity between two samples. In this method, the unselected samples are regarded as the auxiliary features. If the training sample and test sample are similar to an unselected sample, the training sample and test sample are considered as homogeneous samples, otherwise they are heterogeneous samples.
The similarity σ (x s i , x u j ) is described as follows:
where d ∈ {1, ......, n}, n is the dimension of sample, x s id and x u jd denote the dth feature of the ith selected sample and the jth unselected sample, while i ∈ {1, . . . , N }, and j ∈ {1, . . . , U }.
The similarity values are added to the original features as new features. Therefore, new training data set X a is defined by:
where A a is the extended features matrix of selected data, as defined below:
PCA can effectively reduce dimensionality and remove noise features [35] . Therefore, PCA is applied to generate new features and improve the diversity of classifiers in our method. We apply PCA to compress unselected features and the extended features from SFTP, and we retain 99.9% variance to reduce the dimension of the feature. PCA is applied to the feature data set [X s * (I − A s ) , A a ] and training sample set, and coefficients of principal components are stored, R 1 , . . . , R m (m is the number of new features after using PCA method, and m ≤ n * (1 − α) + U ), each of them has n * (1 − α) + U rows and 1 rank. Let A r be the rotation matrix generated by PCA, and the rotation matrix A r can be denoted as follows:
where p = n * (1 − α) + U and γ i j (i ∈ {1, . . . , m} , j ∈ {1, . . . , p}) is the rotation factor in R j , R j =[ γ 1 1 , γ 1 2 , . . . , γ 1 p ]. Therefore, the final training data set X f is defined as follows:
Finally, each classifier in HDRF is constructed as an independent classifier by using the final training data and the vectors of class labels. After B times operations, B trees are constructed. In this process, the feature selection matrix, the extended features matrix, and the rotation matrix are generated to obtain new feature set through formula (8) . The above process is used to process the testing data set S s to obtain the new testing data, and then B trees are applied for prediction. The final prediction result is obtained by using the majority voting scheme. Fig. 3 shows an overview of hybrid dimensionality reduction forest pruning framework (HDRFPF). Specifically, given the training data set S t , HDRF generates B branches. For the bth branch (b ∈ {1, . . . , B}), HDRFPF first runs HDRF to generate three matrices: feature selection matrix, the extended features matrix, and the rotation matrix. With these matrices, HDRFPF generates new training data and trains accurate and diverse classifiers. Then HDRFPF uses the ensemble forest pruning process (FPP) to prune redundant classifiers. Finally, HDRFPF adopts the majority voting scheme to obtain the final prediction result.
IV. HYBRID DIMENSIONALITY REDUCTION FOREST PRUNING FRAMEWORK
The pruning for HDRF can be divided into two main parts. One is density clustering based on the similarity between classifiers. The other is to prune the ensemble model according to the classification ability of classifiers. The motivation is to keep diversities of classifiers and eliminate classifiers with poor classification ability and redundancy. Through sample statistics, a new feature vector is generated to describe a treebased classifier. We design new definitions to measure the performances of classifiers: tree vector and the classification ability of each tree. The tree vector is used to cluster trees and the classification ability is the basis of pruning. FPP uses the tree vector generated by sampling statistics to distinguish the differences between trees, because samples used for training tree-based classifier largely determine its generation.
Let v i be a vector of the number of training samples in ith bootstrap, and v i = [υ i 1 , . . . , υ i N ](i ∈ {1, . . . , B}). According to the sampling vector, the tree vector can be defined as u B}) , where the nth (n ∈ {1, . . . , N }) attribute µ i n is calculated as follows:
where υ i n denotes the nth attribute of v i . In the construction of decision tree, because the training samples can produce significant differences to the classifier. Different training samples can produce significant differences between classifiers. The contribution of repeatedly sampled samples to the differences between classifiers gradually decreases. Therefore, the formula (9) is designed to represent the tree vector, and we use this vector as the attribute of decision tree for clustering. The weight vector for adjusting the prediction effect of each training sample in a tree is defined as w i = [ω i 1 , . . . , ω i N ] (i ∈ {1, . . . , B}), where the weight ω i n for the nth (n ∈ {1, . . . , N }) sample is defined by:
Let Y = [y i 1 , . . . , y i N ] be the vector of class label and e i = [ε i 1 , . . . , ε i N ] be the vector of the leaf node index where the sample is located.
. . , B}) denotes the vector of prediction accuracy of each tree. ρ i n (n ∈ {1, . . . , N }) represents the probability that the nth sample is predicted as its real class. It is defined as follows:
where φ (i, n) is the number of samples with the same class label as the nth sample in the ε i n th leaf node, and ψ (i, n) is the number of samples in the ε i n th leaf node. They are defined as follows:
Finally, the classification ability of the ith tree τ i is defined as a vector, which counts the probability that the training sample of the ith bagging is predicted to be the correct class. It is defined as follows:
After feeding the training set to HDRFPF, multiple treebased classifiers are trained in parallel. To obtain the pruning results of ensemble forest, we implement FPP method, which is presented in algorithm 2.
The final result is obtained by combining the prediction results of the remaining trees in − , and the class with the most votes is the prediction result of HDRFPF.
V. TIME COMPLEXITY ANALYSIS
A complexity analysis of HDRFPF is conducted. The time complexity T HDRF of HDRF is as follows:
where B is the number of branches. T s , T a , T r are the computational costs for obtaining the feature selection matrix, the extended features matrix, and the rotation matrix, while T b , T f , T t , and T v denote the computational costs for bagging process, calculation of final data set, training of decision tree, and majority voting, respectively. T s , T a , T r , and T f are affected by the number of samples N and the number of attributes n as follows: • Get the classification ability τ e as in formula (14) • If τ e is the minimum one: -Add u e to the pruned set Output • The pruned tree vector set T b is affected by the number of samples N and its time complexity is as follows:
T t is related to the number of samples N , the number of attributes n, and the depth of tree-based classifier d as follows:
T v is affected by the number of samples N and the number of branches B as follows: . The space consumption of HDRF is O n 2 . Compared with HDRF, HDRFPF has a pruning process. Therefore, the time complexity T HDRFPF is estimated as follows:
where T p denotes the computational costs for ensemble pruning process. It is affected by the computational cost of DBSCAN algorithm as follows:
where λ is the number of cycles with increasing distance in clustering, and D is the number of pruning. λ, D, B are constants. Therefore, the computational cost of HDRFPF is O(Nn 3 ). The space consumption of HDRFPF is O n 2 . The complexity of different classifier ensemble methods is presented in Table 1 . d denotes the depth of GBDT.
VI. EXPERIMENTS
The performance of our methods and mainstream classifier ensemble methods is evaluated by using 23 real-world highdimensional datasets. Table 2 provides a summary of the datasets, where N denotes the number of data samples, n denotes the number of attributes, and k denotes the number of classes. The high-dimensional datasets include 12 small sample size datasets with sample size less than 100, 9 datasets with 100 to 200 samples, and 2 datasets with more than 200 samples. In terms of the number of attributes, except for Lsvt has 310 attributes, other datasets have attributes greater than 1000. These high-dimensional data sets have a large number of attributes and a small size of samples, which brings about great challenges to the traditional classification methods. The accuracy (AC) is adopted to evaluate performance of classifier ensemble methods, which is defined as follows:
where T S denotes the testing set, |•| means the number of samples in the data set, y t i represents the true label of the sample x i , while y i represents the prediction label obtained by the classifier. 5-fold crossover validation is adopted, and experiments are repeated 10 times to reduce the randomness. To maintain the fairness, the number of classifiers in each classifier ensemble method is set to 50. The summary of the parameter settings is illustrated in Table 3 . The mean and the standard deviation of the accuracy are shown in Tables 4-7 .
In the following, we first explore effects of feature selection rate. Then the effect of different basic classifiers and the effect of different stages for our method are investigated. Next, the effect of the forest pruning process is demonstrated. Finally, we compare our method with mainstream classifier ensemble methods. Table 4 shows effects of the feature selection rate in HDRF, where the best values are highlighted in bold. The J48 trees are used because it has a higher universality. With the increase of feature selection rate, the accuracy value decreases gradually. We find that HDRF achieves better performance on all the high-dimensional datasets when the feature selection rate is set to 10% and obtains the best accuracy on 15 out of 23 data sets. A possible reason is that as the feature selection rate increases, the risk of acquiring redundant features and invalid features increases, which affects performance of our method. On the other hand, when the feature selection rate becomes smaller, the feature intersection between classifiers will gradually reduce. With the increase of diversity between classifiers, the accuracy of an ensemble system is improved. Therefore, the feature selection rate α = 0.1 is suitable for our method. Fig. 4 shows the performance of different classifiers with HDRF or without HDRF. The y-axis indicates the accuracy of classifier ensemble with HDRF, and the x-axis indicates the accuracy of classifier ensemble without HDRF. If HDRF is better than classifier ensemble without it, points representing each data set are located above the diagonal of the dotted line marking the equivalent scores. As shown in Fig. 4 (a) to (d), we compare classifier ensemble with HDRF based on the extremely randomized tree classifier (HDRF-ET), the J48 tree classifier (HDRF-J48), k-nearest neighbor classifier (HDRF-KNN), and gaussian naive Bayesian classifier (HDRF-GNB) with classifier ensemble without HDRF to investigate effect of HDRF with different basis classifiers. We observe that although different basis classifiers can be adopted, classifier ensembles with HDRF achieve better performance than that without HDRF in most data sets. Specifically, the classifier ensemble with HDRF achieve best results on 17 data sets, 18 data sets, 22 data sets and 23 data sets when it is based on KNN, GNB, J48 trees, and ET, respectively. The possible reason is that HDRF uses unselected samples in Bagging to construct auxiliary features which provides more effective information in the process of classification. HDRF not only increases the diversity of classifiers, but also improves the accuracy of classifiers. The above experimental results verify that our method is effective and universal. Table 5 provides the classification accuracy of HDRF-KNN, HDRF-GNB, HDRF-J48 and HDRF-ET on all highdimensional datasets, and bold values denote the best values. It can be seen that HDRF-ET outperforms its competitors on 15 out of 23 data sets. The possible reason is that HDRF uses tree-based feature selection algorithm to select the effective features, which is more suitable for tree-based classifiers, such as J48 and ET. Compared with J48 trees (J48), the extremely randomized trees (ET) obtains more powerful generalization ability by introducing randomness. Therefore, we set ET classifier as default base classifiers for HDRF and HDRFPF.
A. EFFECT OF THE FEATURE SELECTION RATE

B. EFFECT OF THE BASIC CLASSIFIERS
C. EFFECT OF DIFFERENT STAGEES
To investigate the effect of each stage in HDRF, we conduct ablation experiments. HDRF1, HDRF2, and HDRF3 represent HDRF without dimensionality reduction based on PCA, HDRF without sample-feature based transformation (SFTP) and HDRF without feature selection, respectively. Table 6 compares the mean accuracy and the corresponding standard deviations of HDRF, HDRF1, HDRF2, and HDRF3 on all high-dimensional datasets. It can be seen that HDRF with all stages outperforms its competitors on 17 out of 23 datasets. The methods with feature selection process (HDRF, HDRF1, HDRF2) obtain better results than HDRF3 which does not have feature selection process. The possible reason is that ET randomly selects the divided nodes from candidate features, while tree-based feature selection process can provide more effective candidate features. It proves that the feature selection plays an important role in classification. Fig. 5 shows the average accuracy of HDRFPF with different pruning rates on all datasets in Table 1 . The x-axis denotes VOLUME 8, 2020 the pruning rate of ensemble forest pruning process (FPP), and the y-axis denotes the average accuracy. The blue line with red point denotes the average accuracy of FPP with different pruning rates, and the orange line with black point denotes the average accuracy obtained by randomly pruning with different pruning rates.
D. EFFECT OF FOREST PRUNING PROCESS WITH DIFFERENT PRUNING RATES
It can be seen that the average accuracy of FPP is always better than that of randomly pruning. The possible reason is that FPP is more effective than random pruning, which can effectively remove redundant and invalid classifiers, and make the prediction result of ensemble system more accurate, robust and stable. When the pruning rate is 0.12, HDRFPF obtains better result than the whole ensemble system, which means that their average accuracy difference is greater than zero. With the increase of pruning rate to 0.24 and 0.32, the average accuracy only lost 0.002 and 0.003. Therefore, we set 0.12 as the default pruning rate for HDRFPF. 
E. COMPARISON WITH DIFFERENT CLASSIFIER ENSEMBLE METHODS
In the following, we compare our HDRFPF with mainstream classifier ensemble methods, which include random subspace approach [24] (RS), Laplacian score-based feature selection algorithm [59] (LSFS), random forest approach [23] (RF), the XGBoost [48] , rotation forest approach [48] (RotationF), the bagging approach [21] , AdaBoost approach [48] , and GBDT approach [60] . Table 7 shows the average and the standard deviation of accuracy obtained by using different classifier ensemble methods on all datasets in Table 1 . It is observed that HDRFPF achieves the best performance on the majority of high-dimensional datasets, which outperforms its competitors on 19 out of 23 datasets. For example, HDRFPF obtains the best results on Tomlins-v1, Lapointe-v1 and Graber with average accuracy 0.8320, 0.8046 and 0.8302, which are 6.31%, 7.94% and 5.92% larger than random forest method, respectively. The possible reasons are as follows: 1) to retain and mine the important information of unselected samples in Bagging, a sample-feature based transformation process (SFTP) is proposed for HDRFPF, in which unselected samples are used as auxiliary information to construct new features; 2) to address the issue of high-dimensional data classification, PCA is employed to compress unselected weak features and extended features into new features which are compact and compensatory; 3) HDRFPF uses an ensemble forest pruning process (FPP) to remove redundant and invalid classifiers effectively by considering the diversity of ensemble system. Therefore, our method HDRFPF is more suitable for such high-dimensional data sets.
VII. CONCLUSION
In this paper, we propose a novel hybrid dimensionality reduction forest with pruning (HDRFPF) to increase the diversity of the integrated system from both the feature space and the sample space. To effectively retain and mine important information of the unselected samples in Bagging, a sample-feature based transformation process (SFTP) is proposed, in which unselected samples are used as auxiliary information to construct new features. To overcome the problem of high-dimensional data classification, a hybrid dimensionality reduction forest (HDRF) is proposed, which is composed of a tree-based feature selection algorithm and a sample-feature based transformation process (SFTP). Further, an ensemble forest pruning process (FPP) is designed to remove redundant classifiers by considering diversities of the integrated system. Finally, we compare our method with mainstream ensemble learning methods on 23 high-dimensional datasets to verify its effectiveness.
In the future, we explore effective dimension reduction method to improve performance of HDRF. Then we consider an adaptive method to generate the pruning rate of FPP to optimize the performance of HDRFPF. 
