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1
I N T R O D U C T I O N
The Computer-Human Interaction in Learning and Instruction (CHILI) laboratory at EPFL
has done different research on Tangible User Interfaces (TUIs). It has, along this research, de-
veloped several TUIs that all had an educational purpose. A camera-projector system, called
the TinkerLamp, was created in this laboratory to be able to run different applications with the
goal of improving some skills. The original application aimed to help logistics apprentices dur-
ing their theoretical formation. Another application focused on improving geometry skills for
children in primary schools. The most recent application, TapaCarp, was developed to help car-
penter apprentices develop their spatial skills. Several empirical studies showed that TapaCarp
could help to improve the spatial skills of its user.
However, despite these positive results, the systems developed for the TinkerLamp have not
been adopted massively by schools. There are many reasons why this is the case, including
the cost of the TinkerLamp, its heavy weight, maintenance issues and its specific applications.
The goal of this work was to create an alternative solution to scale up this TUI via an online
application. We will see what solution was found and how well did it perform.
In Chapter 2, a brief overview of TUIs will be presented and their possible impact on learning.
Then there will be a presentation of the TinkerLamp and TapaCarp, which form the system we
wanted to scale up.
Then in Chapter 3, we will present the main contribution of this work, i.e. the scalable version of
TapaCarp that we developed. We will describe the different components that were implemented,
as well as which technologies we used and why and the issues we encountered during the de-
velopment of the project and how we solved them.
Chapter 4 will present the study that we did with our project. We will show how the study was
done and the different results we obtained. Then we will discuss on the positive and negative
outcome of this study and what can be done from there.
Finally in Chapter 5, we will summarize what worked well and what did not. We will also talk
about the future of this project, if it worth continuing with it and if yes, what can be the next
steps for this project.
1
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R E L AT E D WO R K A N D B AC KG R O U N D
2.1 TA N G I B L E U S E R I N T E R F AC E S
The first idea of Tangible User Interfaces (TUIs) was published in 1995 by Fitzmaurice et al. [14]
but the authors were using the term Graspable User Interfaces. They were using little bricks
to interact with an application. In 1997, Ishii and Ullmer [17] first introduced the notion of
Tangible User Interfaces in their work on Tangible Bits. They used the word "tangible" and not
"graspable" to emphasize that the user’s physical environment can be the interface. After those
two works, many researchers have worked on the topic. Because of the various TUIs developed,
Ullmer and Ishii published in 2005 a classification of TUIs [28]. They separated TUIs into three
different kinds: Interactive Surfaces, Constructive Assembly and Token+Constraint.
(a) Interactive surfaces (b) Constructive Assembly (c) Token+Constraint
Figure 2.1: Illustration of the classification of TUIs by Ullmer and Ishii [28].
With Interactive Surfaces the user moves physical objects on a surface and the system interprets
the placement of the objects. They are many such TUIs, e.g. the Sandscape [16] where users
can interact with sand in a sandbox. The users can then see many informations related to the
current relief modelled by the sand. There is also d-touch developed by Costanza et al. [7] which
is a low-cost tangible user interface that users can build at home. Users move objects on a given
work area to play some drum rhythms.
Constructive Assembly systems have objects that can be connected to each other and will give
informations to the system. Connected objects can give an execution order to the system. Tern
[15], for example, has instruction blocks that can be assembled to give order to a robot. It can
allow children to be introduced with the basic principles of programming. Anderson et al. [3]
had a different approach, in which the user can build a house out of bricks (similar to the Lego
bricks). The system will then analyze the resulting 3D shape, trying to identify house properties
like the roof, door or windows and finally render it with 3D graphics.
Token+Constraint systems use physical objects that have a limited range of action. For exam-
ple, a tangible slider can be used in such a system, where an object can be moved horizontally or
3
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Figure 2.2: Illustration of the Sandscape [16].
(a) Block structure (b) Interpreted 3D model
Figure 2.3: Illustration of Anderson et al. work [3].
vertically within a given range. The Tangible Query Interfaces [28] use wheels to change some
parameters for querying a relational database and then output different visualizations of data.
Figure 2.4: Illustration of the Tangible Query Interfaces [28].
2.2 L E A R N I N G W I T H T U I S
Shaer and Hornecker [25] listed many domains of application for TUIs such as information visu-
alization, tangible programming and entertainment. Their list is not exhaustive and some TUIs
can target more than one domain, e.g. aforementioned Tern is a tangible programming TUI, an
entertainment TUI and also a learning TUI. The TUI presented in Section 2.4 is focusing on
the learning application domain. There are several reasons why a TUI can be helpful for learning
purposes, and they will be presented in this section.
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Learning with physical objects is a feature offered by TUIs but it is not specific to it. Physical
objects as a means for learning is often used with children because the younger they are, the
more limited their ability of abstraction is [26]. Children often grow up playing with a shape
sorting toy, where they have to put an object in the right hole. This is a typical example of
a learning method with tangible objects. Researchers [24, 4, 6] have shown that manipulating
physical objects help children to learn. The explorative use of toys push them to be more creative.
But some other researchers [21, 18, 27, 29] raised doubts about the learning potential of the
manipulation of objects. They argued that some children might be more entertained than really
learning. So the fact that TUIs for learning might benefit from the manipulation of physical
objects is not clear and may depend on the application.
Compared to Graphical User Interfaces, researchers showed that TUIs can increase usability
[20, 13]. For some applications it can be faster and more efficient to interact with physical ob-
jects. Moreover there are fewer levels of abstraction so the users time to adapt is shortened and
they can start quickly the tasks they are intended to do. For learning purposes, easy and fast
manipulations of objects can decrease the learning ability [23, 12]. Developers should keep that
in mind when designing their application that still gives time to the users to think why they
should move an object in a given position. Random guesses are counterproductive for learning.
With some TUIs, users can see their physical objects but also one or several virtual represen-
tations of them. Zhang and Norman [30] reported several properties of external representations
for cognitive tasks such as: providing memory aids, providing more direct information (less in-
terpretation needed) and anchoring and structuring cognitive behaviour. According to research
[1, 19, 22], multiple external representations can help for learning and problem solving applica-
tion. Ainsworth [2] published a “conceptual framework for considering learning with multiple
representations” and explained that multiple representations need to be well used to have a
positive impact on learning.
Having physical objects, a better usability and multiple external representations can all improve
the learning process of TUIs users. But the TUI needs to be well designed because with a bad
use of each of those three properties, a TUI can also be useless for learning purposes.
2.3 C O N T E X T
The following work is part of a project to develop a learning application for carpenters during
their formation. In Switzerland, the mandatory education stops after middle school, teenagers,
usually aged 15, can either go to high school or start a vocational education and training. Dur-
ing this vocational training, apprentices work directly with a company during four days a week
and one day a week they go to a school to learn the theory behind their trade. One of the goals a
carpenter apprentice has to achieve is the ability to read, understand and be able to project plans
given by architects or engineers1. Those plans are orthographic projections of a 3D model. Un-
derstanding orthographic projections is not trivial, it can take time, it requires good spatial skills
and is typically taught during their one day at school through descriptive geometry classes.
1 http://www.orientation.ch/dyn/1109.aspx?id=39
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An orthographic projection is a view of a 3D model from a given point of view and unlike per-
spective projections it uses parallel projections, i.e. an element that is further away is not drawn
smaller. There is an illustration in Figure 2.5 with a cube viewed from the same position but the
Figure 2.5b shows a perspective view and the Figure 2.5a is an orthographic view. Orthographic
views are more difficult to understand because this is not how the human eyes see things. It is
harder to internally visualize a 3D object represented like this because with only one ortho-
graphic projection, there is less depth information. The stippled line in Figure 2.5a means this
line is behind the front face of the cube but it would have been drawn the same way if it was even
further away from the camera.
(a) Orthographic view (b) Perspective view
Figure 2.5: Two different projections of a cube.
Carpenters have to deal daily with three different orthographic projections, the front view, the
side view and the top view. In Figure 2.6, there is an example of those three views. There are
also different colors to help understand those views. If someone is looking at the object like in
the perspective view in Figure 2.6d, the front view is as if the camera is facing the magenta wall,
the side view is as if the camera is facing the cyan wall and for the top view the camera is facing
the yellow ground. The plans also show objects as if they were transparent and the stippled lines
means that those lines would not be visible if the objects were completely opaque.
(a) Front view (b) Side view (from the left)
(c) Top view (d) Perspective view
Figure 2.6: Orthographic projections
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The apprentices at school are learning how to construct those views from a real object and how
the three views are related to each others. For example, they should be able to draw the top view
with only the front and side views. Manually drawing this, takes a lot of time because they need
to draw construction lines, as shown in Figure 2.7, and find the intersection points from the
front and side views to be able to draw the final shape of the top view. This helps the carpenters
improve their spatial skills but the shapes they have to draw are more complex than the one
below and thus takes even more time.
Figure 2.7: Construction lines to draw the top view from the front and side views.
2.4 T H E T I N K E R L A M P A N D TA PAC A R P
2.4.1 The TinkerLamp
The CHILI laboratory at EPFL has developed a machine called the TinkerLamp with a first
application for apprentices working in logistics. The TinkerLamp (shown in Figure 2.8) is com-
posed of a computer, a projector and a camera. With the use of a mirror it can project a graphical
interface on a tabletop and record images of this interface with the camera.
The application for logistics, shown in Figure 2.9, provides small-scale shelves to interact with
the system. The shelves have a fiducial marker on top of them so the camera can track their
position. The goal is to build a model of a warehouse and then the user can run simulations to
see how effective the placement of the shelves is. It is also using a paper-based interface, i.e. the
user receives paper sheets that allow him to start activities and provide questions the TUI can
help to answer. Zufferey et al. [31] showed that the system has a good usability and also that it
is useful in a real context (professional school for logistics apprentices).
2.4.2 TapaCarp
Cuendet et al. [10] noticed a gap between the carpenter apprentices’ work in companies and
their theoretical courses at school during their vocational education. They realized that the ap-
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Figure 2.8: The TinkerLamp.
Figure 2.9: The application for apprentices in logistics.
prentices had a lot of drawing lessons even though carpenters draw rarely during their practical
work. Those drawing lessons are useful anyway because this is how they develop their spatial
skills. But Cuendet et al. saw there an opportunity for improvement and with the positive results
of Zufferey et al. [31] they developed the TapaCarp system for the TinkerLamp to develop a way
of improving a user’s spatial skills.
TapaCarp contains many activities but the default activity displays the front, side, top and per-
spective views of an object. The user can manipulate the object and the views are dynamically
updated according to the new object’s position. The user can also use cards to display different
kinds of information, in Figure 2.10, the card makes the system draw the construction lines that
we explained in the previous Section.
There is one activity involving two users. The first user can place objects as he wishes, then asks
the system to save the position. The second user has then to place back the objects knowing
only the front and side views. The top view is updated according to the second user’s object
manipulations and the user can use the card to render the construction lines to help him find the
solution. If proved efficient, this is a more entertaining and faster alternative to understand the
relations between the views and develop spatial skills than the current solution of drawing all
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Figure 2.10: Construction lines with TapaCarp.
the lines. This avoids the mechanical part of drawing which is useless for the learning process
of spatial skills.
In Section 2.2, we have seen that TUIs can be a helpful mean for learning, if used correctly,
and TapaCarp has been carefully designed to benefit, as much as possible, from the learning
abilities of TUIs. Recently Cuendet et al. [8] showed the impact of TapaCarp for learning spatial
skills with carpenter apprentices. The spatial skills were significantly improved with the use
of TapaCarp. In the same paper, they also showed the difference between using real physical
objects and tokens. Tokens were just tangible bricks to interact with the system, as opposed to
the real physical objects that have the same shape as their virtual representation projected on
the tabletop. The latter did not improve the learning outcomes of the users but improved their
performances through the various tasks they were facing.
2.5 S C A L A B I L I T Y O F T U I S
Research on TUIs has grown over the last two decades but most of the produced TUIs are
just displayed in museums or only used for studies. Not many TUIs are used regularly in real
context and TapaCarp also is facing this issue, it has not been adopted in school yet, except for
Cuendet’s studies [8, 9, 11].
TUIs are usually designed for specific purposes. For example, TapaCarp’s goal is to help car-
penter apprentices through their theoretical formation. It is focused on 2D and 3D geometry, so
it can aim for some other potential users like architects or mechanical engineers. But TUIs are
usually designed for a niche market, at least at first because of the long development time and
high cost.
Most of the TUIs need a dedicated software, a computer to run on, the tangible objects and
often a dedicated piece of hardware. Since TUIs are based on specific applications, the required
hardware often has to be sold with the software. This makes TUIs expensive and thus hard to
sell and spread. The TinkerLamp, in particular, requires expensive hardware (computer, pro-
jector and camera) but there is also the designing and manufacturing of the TinkerLamp. It is
difficult to sell those machines to the schools because it is hard to prove to the schools that the
benefits of using this lamp is worth the prize.
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The TinkerLamp is a heavy machine, it weighs around 15kg. So shipping TinkerLamps is dif-
ficult or again expensive. This narrows a lot the potential customers if it cannot be sell world-
wide. Moreover, if for example there is a problem with the computer, this machine is not easily
repairable for the users. Maintenance would also be problematic if customers are spread world-
wide.
The goal of the work presented here is to tackle those challenges and find a more viable solution,
i.e. a cheaper and lighter version of this system. As explained before, TapaCarp can improve the
learning process of the carpenters. In this work, we will not try to find other target users but we
want to find an alternative to the expensive TinkerLamp. We need a low-cost system that can
be easily spread and thus be more appealing to the professional schools.
The solution presented in this work is to create a web application based on HTML5 standards.
The projector is replaced by a screen, the camera by a webcam and we assumed the users own
a computer connected to the internet. This is a reasonable assumption for developed countries,
e.g. in 2012, 76% of households in the European Union has an internet access2. The tangible
objects could be printed and build out of papers. So the users with a computer, an internet
connection, a webcam and a printer would not need to spend any money to access this learning
TUI.
In Switzerland, professional schools already own computers and they would probably only need
to buy webcams to fit the hardware requirements. There are four reasons why we decided on a
web application. First, JavaScript has been more and more used lately because of the growing
number of open source libraries and that it runs on the client side so it can save the server from
many computations and can render 3D graphics. Second, HTML5 standards are being more
and more mainstream and compatible with most of the browsers. Third, it is easier to maintain a
web application even though it can be difficult to have software compatible with every operating
system, internet browser or webcam. But if the user is respecting the requirements, we can
find solutions to their problem wherever they are located. And the last reason is simply that
having an online application is the easiest way to achieve more visibility and thus increase the
scalability of TapaCarp.
2 http://epp.eurostat.ec.europa.eu/cache/ITY_OFFPUB/KS-SF-12-050/EN/KS-SF-12-050-EN.PDF
3
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3.1 S Y S T E M D E S C R I P T I O N
The goal of the system is to show several representations of real 3D objects that the user can
manipulate. Figure 3.1 illustrates the system running. There are tangible objects on the tabletop
and on the screen there are several virtual representations of the tangible objects. No extra
software on the computer is required. All the user needs is an internet browser, a webcam and
printed material. The system needs to be able to get the position and rotation of the objects, to
draw various representations of the real objects. This highlights the requirement for the first two
components of the system: a tracking system and a rendering engine. Because it is online and
we want the user to have a personalized experience, the system relies on a web-platform. This
chapter presents the components of the system.
Figure 3.1: Illustration of the system
3.2 T R AC K I N G
To represent the objects virtually on a plan, we needed to define this plan in the real world too.
This is the purpose of the grid (hereafter refer to as "workspace") that you can see in Figure 3.1.
If the user puts an object in the middle of this grid, it should be in the middle of the 3D virtual
representation as well. On the camera image, this grid is distorted, with the distortion depending
11
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on the camera characteristics and position. However, with an homography we can map the
coordinate system of the webcam (pixel coordinates) to the grid coordinate system (real world
coordinates in millimeters). All that is needed for an homography is four points that can be seen
in both systems. That is why we needed a tracking system to get the position of the workspace
and the objects in the webcam image.
(a) Coordinate system of the webcam image (b) Coordinate system of the grid
Figure 3.2: Mapping of coordinate systems
To get the position and orientation of the objects and the workspace, we use fiducial markers.
Fiducial markers are matrices of black and white squares inside a black square. These matrices
can be seen as a bit string where a black square means 1 and a white square 0. Examples
of markers are shown in Figure 3.3. A marker has a border that allows it to be detected by
the algorithm of the fiducial marker detector. This border is usually of the size of one or two
squares. Inside this black border is the information matrix. For example in Figure 3.3a, there is
a 5 × 5 matrix inside a border of one square and in Figure 3.3c there is a 6 × 6 matrix inside a
2-square border. The inner matrix serves two purposes. Error checking, to make sure this is an
expected marker and not a random square; and encoding information to differentiate markers
and associate a value. In Chilitags1, only 10 cells in the matrix are used to encode information,
which means it can detect 210 different markers, and 26 cells are used for error checking.
(a) JSARToolKit (b) js-aruco (c) Chilitags
Figure 3.3: Fiducial markers for different libraries
1 https://github.com/chili-epfl/chilitags
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A fiducial marker library is a set of computer code that uses computer vision to detect those
markers on images. We found two such JavaScript libraries: js-aruco2 and JSARToolKit3. We
tested both to see which one best suited our purposes. In our project we use markers for two
purposes: to know the position of the objects the user is moving, and also to know where the
webcam has been placed by the user. We therefore need a fiducial marker library. Another con-
straint is to allow the detection of small markers, because the markers will be put on objects
whose size can vary. The size of the marker in the camera image varies with the camera dis-
tance. And if a camera is not directly in front of a marker, the shape of the marker will look more
like a trapezoid than a square and is thus harder to detect. We want the library that allows the
biggest range of distance and angle from the camera to the marker.
Some differences can already be noticed before any empirical evaluations of these two libraries.
JSARToolKit is a JavaScript version of ARToolkit, which is a widely spread library in C and
C++. It is meant to be used for augmented reality applications and needed to be adapted for our
purpose to be able to easily get the pixel coordinates of detected markers. On the other hand,
js-aruco is much simpler (about 10 times fewer lines of code). It only implements the functions
from OpenCV needed to be able to detect markers and to return their pixel coordinates. So, at
first sight, js-aruco looks like it fits our needs better. However, before choosing between these
two libraries we want to compare their performances.
3.2.1 Comparison Methodology
The goal is to see how the libraries perform with different camera positions, i.e. at different
heights and angles. The height is the distance between the marker and the camera when the
webcam is vertically align with the marker. As illustrated in Figure 3.4 the angle is the one
between the marker plan (e.g. the tabletop on which it is placed) and the line from the camera
position to the center of the marker. The best position is when the camera is directly above
the marker (so 90◦) because there is little image distortion from the perspective and therefore
appear as squares. The larger the angle, the more squares become trapezoids and the harder the
detection is.
With HTML5 it is easy to access a webcam from the browser but for now it can only stream
with a resolution up to 640×480 pixels. This means that having a brand new webcam or a cheap
one does not matter as long as the webcam resolution is not below 640×480. But there is a
parameter that matters: the field of view. Since all webcams will stream to the same resolution,
if we put two different webcams at the same position, the webcam with the biggest field of
view will see markers smaller. So to determine the minimal size of the markers to use in our
comparison, we used the webcam with the biggest field of view. It was the Logitech C920 HD
with a field of view of 78◦ against 48◦ for our cheapest webcam. We put it at a height of 30cm,
which is the lowest height to avoid the camera interfering with the user hands manipulations.
The smaller markers that could still be well detected at this height had a side size of 20mm. So
this marker size was used for the comparison between the two libraries.
2 https://code.google.com/p/js-aruco/
3 https://github.com/kig/JSARToolKit
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(a) (b)
Figure 3.4: Illustration of camera angle
Since the goal of this work is scalability, to compare the two libraries we used a Sweex WC150
USB webcam, which is a cheap camera (18,57EUR on amazon.fr, 23rd of May 2013). We first
tested the different heights from 30cm to 55cm with a 5cm step. The lower bound has been
explained before and the higher bound has been chosen because the higher the webcam is, the
smaller markers are and the less precision we get from pixel coordinates. For each height we
checked on 100 frames in how many frames the marker was detected.
Then we also checked how the markers were detected if the webcam is not directly above but
with some angle. The angle was computed given the horizontal and vertical distances from
the camera to the marker. The libraries have been tested from 45◦ to 65◦ with a 5◦ step (as
a reminder 90◦ means the camera is vertically aligned with the marker). So the performance
should decrease as the angle decreases too. The lower and higher bounds were simply chosen
by moving the camera and observing from where the marker detection seemed to be less stable
for either of the two libraries. To change the angle we simply changed the horizontal distance. It
means that the smaller the angle, the further the camera is from the camera. This was done for
practical reasons: it was difficult to get a stable position for the webcam. But both libraries were
tested the same way.
3.2.2 Results
As shown in Figure 3.5a, for all heights the JSARToolKit library detected the marker (98 frames
out of 100 for a 55cm height). For js-aruco the detection rate was similar to that of JSARToolKit
up to a height of 45 cm. But then it dropped to 75% of frames where the marker is visible for a
height of 50cm and even no detection of the marker for a height of 55cm.
Figure 3.5b shows the results of the comparison for the different angles. As can be observed,
once again JSARToolKit performs better than js-aruco. Using JSARToolKit, the camera can
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have a 50◦ angle with the marker plan and still be well detected (on more than 90% of the
frames, the marker was detected ), while using js-aruco the detection of markers stopped at
60◦.
(a) Results for different heights (b) Results for different angles
Figure 3.5: Results with 20mm markers
It was difficult to measure precisely distances and angles with only a ruler and a set square,
and it is possible that there was an approximation of a couple of degrees or centimeters. But
since the libraries behaved very differently, those results were helpful anyway. After realizing
how well JSARToolKit’s performances were, compared to js-aruco, we tried a test more related
to our system’s configurations. The tangible interface among other things is composed of a
workspace, which is the size of two A4 papers with a marker on each corner. An important
part of the application is the ability to retrieve the camera position using the markers of the
workspace. The system needs to detect all four marker corners to compute the position of the
camera. For both libraries, we tried to see the extreme heights and angles where the webcam
was still able to detect the four markers. The markers on the workspace have a 33mm side size,
which is a good compromise on the workspace. It is not too big and is still well detected if the
webcam is on top of a computer screen, which is the most common position of a webcam.
The results of this more practical experiment can be seen in Table 3.1. JSARToolKit, as ex-
pected, is again performing better. We can put the webcam 23cm higher i.e. nearly 30% higher
than with js-aruco’s limitation. Regarding the camera angle, js-aruco allows a range of 20◦
(from 90◦ to 70◦) while JSARToolKit’s range can get up to 50◦, which corresponds to an in-
crease of 150% from js-aruco’s performance. All these results made us choose JSARToolKit
for our system.
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Library Max. height Max. angle
js-aruco 87.5cm 70◦
JSARToolKit 113.5cm 40◦
Table 3.1: Extreme values where the workspace is still detected
(heights and angles between the camera and the workspace’s center).
3.3 R E N D E R I N G
The system needs a rendering engine because it will draw non trivial objects such as 3D ob-
jects viewed from different points of view. To render 3D graphics on a web page, there exists a
JavaScript API called WebGL. WebGL is accessing the GPU using the OpenGL drivers of a
graphic card. OpenGL is a widely used 2D and 3D graphics API, it is cross-language and multi-
platform. With WebGL there is no need for plug-ins, it uses the web standards but needs the
browser to access the GPU. Google, Apple and Mozilla are members of the WebGL Working
Group4, and their browser, Chrome, Firefox and Safari respectively, therefore support WebGL.
On the other hand, Internet Explorer does not support WebGL yet. It is rumored to add it in
version 11, which beta version should be released during the summer 2013. Fortunately, the
supported browsers represent more than 80% of the market share as shown in Table 3.2.
2013 Internet Explorer Firefox Chrome Safari Others
April 12.7% 27.9% 52.7% 4.0% 2.7%
March 13.0% 28.5% 51.7% 4.1% 2.7%
February 13.5% 29.6% 50.0% 4.1% 2.8%
January 14.3% 30.2% 48.4% 4.2% 2.9%
Table 3.2: Internet browsers market share in early 2013 according to www.w3schools.com
Rendering 3D graphics with WebGL is not easy because it is a very verbose and low-level
language. It is similar to OpenGL, since it is actually based on OpenGL ES 2.0, a subset of
OpenGL designed for embedded systems. To draw simple 3D objects like a cube it can take a
lot of code. And for our application we want to draw non trivial object. So it is good to implement
classes or functions to do this more easily. Fortunately, there is the three.js library which does it
for us. This library can save us a lot of time and is easy to use. It is widely used by developers who
want to do 3D rendering on the web. Its developer is very active and always trying to improve it
or correct bugs, and there is a large community of users.
4 http://www.khronos.org/webgl/
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One important rendering feature that we needed was to be able to draw stippled lines. This
is typically not easy to do in WebGL, but with three.js it can be done easily. However we still
encountered a problem with three.js, where edges occluded by another object (and should there-
fore be dashed) were not displayed at all (see Figure 3.6). So, as for the JSARToolKit library, we
had to modify slightly the three.js library to make it suit our needs.
(a) Error encountered (b) Expected rendering
Figure 3.6: Problem with three.js
3.4 E - L E A R N I N G P L AT F O R M
Each user should have its own experience. So the system needs to differentiate the users and
keep track of their progress. Since it is not trivial to use and create its own tangible user inter-
face, the system has been designed as an online course. The users follow a step by step tutorial
to learn how to use the system and then also learn some 3D geometry principles. The system
relies on an e-learning platform to do that.
The e-learning platform we chose was Google Course Builder5. There were several reasons for
that. The first reason is the set of tools that comes with it: login, HTTP Secure, user progress, fo-
rum and announcements. The second reason is Google itself: it is a powerful company, they have
the possibility to improve this Course Builder and they are doing it. Ever since the first release in
September 2012, they have released updates every month. Additionally with the emergence of
MOOCs (Massive Open Online Courses) there are good chances Google Course Builder will
last. Google is currently contacting universities to invite them for Google Course Builder work-
shops to motivate the use of its tool. The third reason is related to the previous one, it is the large
community behind Google Course Builder. For a young software like this one, the community
is already large but it is not a surprise given the popularity of its creator. The last reason was
the programming language. Google Course Builder is written in python and it is a language we
were familiar with, so it was faster to start using it.
Right now courses made with Google Course Builder are simple. They are divided in lessons
and for each lesson the administrator (normally the teacher) can add a video of the lesson and
then optionally add an evaluation for the students. The evaluations are basically forms with
multiple choices questions or text inputs. The advantage for the teachers is that they can cre-
ate their course with a Content Management System and keep track of the students progress
with evaluations. For our purpose it was too basic so we needed to add some coding on top of
the Course Builder source code. We added our tangible user interface’s activities, changed the
5 https://code.google.com/p/course-builder/
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graphical interface, added more informations in the database, added the possibility to change
the language (english or french), etc.
3.5 C O M PA R I S O N W I T H T H E R E G U L A R TA PAC A R P
There are some differences between TapaCarp and its online version. First, the online version
needs a workspace that the user has to print and the camera has to detect. Second, there is a
beamer inside the TinkerLamp and the image is projected where the objects are. So the pro-
jection and the tangible interface are said to be co-located, as opposed to the online TapaCarp
where the screen is separated from the tangible objects. Third, the TapaCarp system, unlike the
online version is fully controlled. The size of the projected image, the camera specifications, the
size of markers as seen by the camera and the running operating system, all this information is
known in the TapaCarp system but not to the online TapaCarp.
The regular TapaCarp is showing to the user a workspace where it is supposed to move objects.
This workspace is only a visual help for the user. But the one of the online version gives the
system important information to render the objects correctly. This is due to the fact that online
TapaCarp does not know which webcam the users have and where they will put their webcam.
So we had to create this workspace with four markers in order to represent the objects virtually
and accurately. As explained in Section 3.2, the information retrieved from the workspace is
mandatory to the system to relate the virtual objects with the tangible ones. It is also needed in
the regular TapaCarp but is known a priori and is the same for all users.
We mentioned there is a difference in the representation locations between both versions. To
reuse the terms of the literature [23], regular TapaCarp uses a co-located mode of representa-
tion and online TapaCarp uses a discrete mode. In the aforementioned paper, the writers noticed
differences between the two modes. But there is not a better mode than the other, it depends on
the application itself. The co-located mode allows a faster interaction and enhance a more explo-
rative use of tangibles. On the other hand, separating the tangibles and the graphical interface
make it slower to interact with it. The slower usage of tangible interfaces with the discrete mode
allows the user to think before performing actions. Following these claims, it may be that the
discrete mode could be more useful in our settings, but it would need a dedicated study on this
to be able to assess this statement. Moreover the regular TapaCarp activity with the three ortho-
graphic views separate the projected interface in two. Figure 3.7 shows this regular TapaCarp
activity running. On the left, there are the three views and on the right the object the user can
move. The separation is very similar to the one in online TapaCarp that was illustrated in Fig-
ure 3.1. For this activity in particular, it seems that the regular version does not offer a different
experience than the online one.
With the online system we encountered several specific challenges. What are the problems with
having different webcams as input? Where will the user put its webcam? Are the used technolo-
gies compatible with every operating system and internet browser? How to explain to the user
how to build his own interface?
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Figure 3.7: Illustration of the regular TapaCarp activity
Having different webcams did not give implementation problems, as the code works without
knowing the properties of the webcam. The difference, as already mentioned, rely mainly on the
field of view of the camera. The larger the field of view is, the closer to the workspace the camera
needs to be. So we added feedback to the users (see Figure 3.8) to tell if the position they found
for the camera was good enough or not and how to improve it. Also, some webcams do not have
an autofocus so the user should be aware of that and adapt the focus manually.
Figure 3.8: Illustration of the feedback for the webcam positioning
The internet browsers are not all compatible with the system. We have already mentioned that
Internet Explorer does not support WebGL for 3D rendering. But the current version 6 of Ap-
ple’s Safari is not fully compatible with our website either. It does not allow the possibility to
access the webcam. We are using the getUserMedia API from the standard Web Real-Time
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Communication (WebRTC) API which is still a work in progress of the World Wide Web Con-
sortium (W3C). We kept this solution because it was the only one without the need of plug-ins
and since it is a W3C project it will probably be adopted by other browsers soon. But now the
remaining compatible browsers are Google Chrome and Mozilla Firefox which fortunately still
represent 80.6% of the browsers market share (in April 2013, see Table 3.2). On the operating
system point of view, online TapaCarp works fine on Mac OS X and Windows 7. It can work
on Linux too but the user may encounter some difficulties due to the webcam or graphic card
drivers.
Unlike in regular TapaCarp, the user does not receive the objects used for the tangible inter-
face. We needed to find a way to make the user build its own interface. For that we had to give
documents that the user would print, and then explain clearly how to build everything from the
printed papers. Everything is then made out of paper (folded and glued). Handymen can also
find the dimensions of the objects to cut them in wood or other materials they want. On the
website we added a video and a tutorial that can guide the user on how to create and use their
homemade tangible interface.
3.6 P I L O T S T U DY
After setting up the tracking, rendering and e-learning platform, we added a tutorial for the
user to guide him through the installation and use of this tangible user interface. The tutorial is
composed in four parts: installation of the interface, practicing challenges, creating challenges
and solving challenges. What challenges are, will be explained in details in Chapter 4.1. For now
we will consider them as exercises to understand the relation between the front view, the side
view, the top view and the real world. When trying to solve a challenge, the time taken by the
user to succeed is recorded. Users can then see their time and compare their performance with
other users’. An overall ranking is computed to add some competitiveness between the users.
We conducted a first study with four colleagues. Some were more familiar with TapaCarp than
others. The goal of the study was to test the usability of the system. This study was done in two
phases. The three first users used the same first version of the system. We then implemented a
second version based on the comments of the three first users. Finally the fourth user was tested
on this second version of the system. The four users had to do the same task which was to follow
the tutorial until the end. We gave them the paper-based interface to save them some time and
we stayed by their side while they were trying to complete the tutorial. We helped them if they
asked for our help or if we saw they needed guidance. We want the website to be as intuitive and
self-explanatory as possible. They were not asked to comment everything they were doing but
they were informed that every suggestion or comment is welcome.
The first user struggled mainly on positioning the webcam. He tried first to find a position that
was working but while holding the webcam in his hand. He thought he could keep holding the
camera and still use the website. Apparently it was not clear that the webcam should have a fixed
position. After explaining that he could not hold the webcam throughout the whole tutorial he
tried to find a place for the webcam. It was hard for him to find such a place where the webcam
could detect the workspace easily. Before doing the tutorial his webcam was on top of his screen
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Figure 3.9: Observation of the user’s experience
but he was afraid that the webcam would fall if it would be facing down on his desk where he put
the workspace. He suggested that we added some pictures to illustrate some possible webcam
positions. This user was never really sure what to do, he wanted more detailed explanations.
During the practice phase of the tutorial, he had some problems because there was no feedback
on why his solutions were not correct.
The second user faced different problems. He had some kind of tripod with a clip on it (see Fig-
ure 3.9), so it was easier to place the camera. His main concern was how to navigate through
the tutorial. He often asked where he should click. There was some issues with the rendering of
grey and black lines on the grid. The grey lines were not rendered uniformly, some were darker
than others. Since he was familiar with the original TapaCarp, he was looking for cards to com-
plete some actions like "save" or "check solution". There was some jittering, i.e. the objects
were constantly moving on the screen even when they were not moved in the reality. This was
caused by the detection of markers that, for each frame, may detect the markers with slightly
different coordinates. Sometimes he was trying to be very precise when moving his objects and
the jittering frustrated him. As explained previously, the workspace needs to be detected by the
webcam, but then if neither the workspace nor the webcam move, the detection of the markers
on the workspace is not required since the system knows how to go between the real world ref-
erential ant the camera one. Not knowing that, the user was scared to put objects on top of the
workspace markers. Unlike the first user, he was familiar with the orthographic projections and
did not have problems with the practice phase without feedback on his solutions.
The third user’s experience was more similar to the first one. The main issue was the camera
positioning. He also tried keeping the webcam in his hand. He first tried an easy position where
the webcam was stable, but it was too far. The other position ideas that he tried were not usable
even though the workspace was detected. For instance he tried to put the workspace on the
ground with the camera on the edge of his desk. But with this position, he could not move
objects and watch his screen at the same time. This condition was apparently missing in the
tutorial. He did not want to read the explanations and skipped when there was too much text.
He read some parts only when he was stuck during the tutorial. His previous knowledge of
the TinkerLamp helped him a lot for the rest. He did not have trouble with the usability of the
website.
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3.6.1 Improvements
After the three first test users we noticed several issues:
• navigation problem, the user may get lost during the tutorial;
• the users did not understand easily how to position the webcam and were not very imagi-
native to find a solution;
• the practice phase was frustrating because they could not figure out what they did wrong.
To enhance the user’s experience and the intuitiveness of the website several improvements
were implemented. We added some pop up that shows up when the user complete some actions
and guide them to the next step of the tutorial. We want to avoid the user to be lost during the
tutorial. There is now more details for the explanation of the positioning of the webcam with
some illustration of possible webcam positions. There is also dynamic feedback to guide the
user while he is finding a place for his webcam. We added also some feedback for the practice
phase, for each object that the user has to place, he can see if the object is detected and whether
its position and rotation are correct. With this feedback it is easier for the user to understand his
mistake.
Thanks to these improvements, this last user’s experience was much better. Although she still
encountered some difficulties with the webcam positioning everything went much smoother.
Additionally the issue for the positioning was because the angle allowed by the tutorial’s expla-
nation was too high. Despite the lack of explanations, she understood that there was a problem
even though the reason was not clear. She also showed more creativity in finding a better po-
sition. For example after putting the webcam on top of the screen, the workspace was too far
so she elevated it with books. After the installation of the interface, she did not face any issues
anymore.
This last observation showed that the improvements seemed to increase the usability of the
website but we improved once again the tutorial for the position of the webcam. The user can
now see five different dynamic kinds of feedback (see Figure 3.8): distance, angle, red rectangle,
blue rectangle and workspace’s marker corners visibility. So the user can see if the camera is
too far or too close from the workspace and if the angle (described in section 3.2) is too low.
The blue rectangle represents the contour of the workspace grid and needs to be entirely visible
by the camera. The red rectangle adds needed margins around the workspace and also needs
to be entirely visible on the camera image. The markers on objects have a different height than
the markers on the workspace. If we put an object at an extreme border of the workspace the
marker coordinates might be outside the workspace limits represented by the blue rectangle
(see Figure 3.10). The red rectangle adds margin to make sure that the objects’ marker can be
detected as long as the objects are within the workspace. Finally the marker corners visibility
represent how well the fiducial markers of the workspace are detected.
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Figure 3.10: Illustration of the red and blue rectangles
The main issues we noticed were: the website navigation system, the explanations for the we-
bcam positioning and the lack of feedback during the practice phase. It is now easier to use
without any external help. We notice that explaining to the user how to place its webcam is far
from trivial. So we added different dynamic feedback to inform the user if the position is good
and if not, why. The navigation is now more intuitive, it is harder for the user to get lost dur-
ing the tutorial. To avoid the jittering of 3D objects we implemented a stabilizer, so it will not
take into account small movements. This study was really helpful. Each user can behave differ-
ently under same conditions, so it is not always simple for developers to predict what can cause
trouble for the users.

4
U S E R S T U DY
After the pilot study, we decided to publicly release the online version of TapaCarp. The website
is separated in two parts: the tutorial and the challenges. The tutorial was improved as explained
in Section 3.6 to be as self-explanatory as possible. This way we could just send an e-mail with
the website URL and let the users try to use this online TUI on their own. The challenges, ex-
plained in the next Section, were created to attract more users with a contest and the possibility
to win prizes for the best three ranked users.
4.1 C H A L L E N G E S
Each user can participate to a contest after finishing the tutorial. The users have to solve so-
called challenges. The user’s score for a challenge depends on the time taken to complete the
challenge. The ranking of users is calculated based on the total score of each user.
A challenge is an exercise where the user can see on the screen a front view and a side view. The
two views represent the same positioning of objects. There are either one, two or three objects.
The user needs to place its objects on the workspace according to the two views. The top view is
also shown on the screen and it is based on the current state of the physical workspace. When
the user moves objects on the workspace, the top view is updated but not the two other views
since they represent the target position. Such a challenge is illustrated in Figure 4.1. Once all
objects are correctly placed the challenge is over, and the time the user took to complete the
challenge is recorded.
Figure 4.1: Illustration of a challenge.
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During the tutorial there is a practice phase. The users have to solve challenges as described
before. The difference between the practice phase and the competition phase is that in the prac-
tice phase the user is receiving feedback: for each object that users have to place, they can see
whether the object is detected and whether the rotation and position are correct. The practice
challenges are generated randomly.
During the tutorial, the users also need to create three challenges: one challenge with one object,
one with two objects and, finally, one with three objects. These challenges will be solved by the
other users during the contest. The more users there will be, the more challenges there are.
Once a user has finished the tutorial he can start solving the other users’ challenges to take part
of the competition. The user can also go back to the practice part of the tutorial to improve his
skills before completing challenges for the competition.
4.1.1 Security issues
While testing the challenges we noticed that there are a lot of possibilities to cheat. One issue
is that if users could take a challenge more than once, they could complete the challenge and
retake it without moving the objects and thus finishing it in no time without moving the objects.
To avoid that, we do not allow the users to take a challenge more than once.
Another issue is due to JavaScript: because the code is running on the client side, it is visible
to any user. Users knowing that could try to read the code and understand how it works and
then find a way to cheat. In the JavaScript code, when a user has completed a challenge, it
sends the result (the time the user took to complete the challenge) to the server, which records
it. A malicious user, with JavaScript programming skills, could send its result manually to the
server with the time he wants. To solve this issue, we changed the code so that it needs to
send a hash value (depending on the time, the user ID and the challenge ID) to the server and
also the solution of the objects placement. The server needs to verify that everything is valid
to accept this result. We also minimized and obfuscated the JavaScript code. This solution is
not completely secure but we hope it puts enough obstacles to discourage the majority of the
cheaters.
These are the two main issues we noticed and tried to solve as best as possible. Security in
JavaScript is problematic since the code is visible to the users. We would have needed more
time to find really secure solutions. Also if a user registers with multiple accounts he could use
one account to see the challenges and another one to solve them quickly knowing the challenges
a priori. It would be hard to find a way to know if two accounts are used by the same person or
even by two users cooperating to cheat.
4.2 S T U DY S E T - U P
The study has been run during the same period as the contest with the challenges. It was from
the 21st of May 2013 until the 14th of June 2013. During this period, we gathered data through
log files and, at the end of the study, users’ feedback from a questionnaire. To recruit partici-
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pants, we sent e-mails to more than a hundred people, friends or professional contacts. We also
asked colleagues in the CHILI laboratory to advertise the website by e-mails or social network
platforms. We told the people that we contacted about the web application and that they could
try it if they were interested. We did not want that the user felt pressure, but to attract more
people, we offered prizes for the best three users at the end of the contest to attract more people.
The prizes were three gift certificates for Amazon, 100$ for the first place, 50$ for the second
and 20$ for the third. The study lasted for 25 days and on the 15th day we also posted a news
on Hacker News1, a news aggregator where people can post a URL to “anything that gratifies
one’s intellectual curiosity”.
When users accessed the webpage, they were only able to see the homepage. If they wanted
to see more and start the tutorial, they needed to subscribe by going through a login protocol.
Once they completed the tutorial they had access to the challenges to take part in the contest.
Therefore, we distinguished three kinds of users: the visitors, who did not log into the website,
the subscribers, who logged in but did not complete the tutorial, and the contestants, who com-
pleted the tutorial and took part to the contest. The logs were recorded on the database for
different actions made by the subscribers. We recorded on which page they were, and on the
different buttons they clicked. We also used Google Analytics2 to get several statistics on the
website. The advantage of Google Analytics is that it logs information from users who did not
subscribe to the online course. Towards the end of the study, we sent questionnaires to the sub-
scribers. There were two different questionnaires, one for the contestants and one for the users
who only subscribed to the course. Those questionnaires are shown in the Appendices A and B.
Before our study, we found that a similar research had already been made on TUIs for a larger
scale. This it the work of Costanza et al. [7], we presented in Section 2.1. The system was also
using a webcam and a workspace and objects with fiducial markers built by the user. They were
very optimistic in “bringing TUI to the masses” but did not explain why out of more than 25000
visitors, only 273 managed to use the interface. Those successful users represent about 1% of
the total visitors. Costanza just mentioned that it was probably due to incompatible hardware.
So one part of the study was trying to understand this behaviour toward home-made TUIs.
Another part was to see how usable was this interface and how the users performed.
4.3 R E S U LT S
The results are separated in three parts. We will first have an overview of all the visitors that
went to our website during the study. Then we will focus on users who registered to the course
and finally we will analyse the results of the contestants but also the challenges themselves.
4.3.1 Overview of the visitors
At the end of the study, Google Analytics recorded 340 unique visitors during 25 days. Out of
those visitors, 48 subscribed to the course and only 6 of them completed the tutorial. This is
similar to the results of Costanza et al., but on a smaller scale. The advertising with e-mails,
1 https://news.ycombinator.com/
2 http://www.google.com/analytics/
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social networks and Hacker News seemed to have worked well and, as shown in Figure 4.2, the
information has been spread worldwide.
Figure 4.2: Number of visits by country.
But other information on Google Analytics shows that the amount of visitors quickly decreased
after the news has been sent. In Figure 4.3, we can see two peaks, the first one was after the
initial advertisement with e-mails and the second one after the post on Hacker News. The small
peak around the 27th of May was after we asked our colleagues in the laboratory to spread the
news to their contacts. Apparently only a few people came back to the website. The log entries
for the subscribers confirm this because only the contestants returned to the website, all other
subscribers just had a look once.
Figure 4.3: Visitors per day.
Looking at when the users left the website gives a better understanding of the patterns of the
visit. Figure 4.4 shows that already 57% of the visitors left the website after having seen only the
homepage. This means that they did probably not have much interest in 3D geometry or in TUIs.
Visitors who tried to see more of the website, needed to log in using a Google, Yahoo, Flickr or
AOL account. This login phase discouraged many visitors: 35% of all visitors abandoned at
this step, which represents 81% of users who reached the login page. Users may not want to
go through a login protocol to see more or maybe they did not have an account from one of the
four providers. Finally, only 8% of the visitors reached the first step of the tutorial and there was
only 3% who were not directly discouraged by the page describing how to build the TUI.
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Figure 4.4: Flow of visitors.
Again we see a similar behavior from the users as with the study of Costanza et al. They argued
that hardware incompatibility could be a reason why so few visitors really used the system. But
in our case, 92% of the visitors did not reach the page explaining the hardware requirements, so
the main issue is probably elsewhere. Figure 4.5 shows that 82% of the visitors had a compatible
browser (Google Chrome or Mozilla Firefox). So the message at the homepage, suggesting the
visitor to use a different browser, may have discouraged at most 18% of the visitors. But we can
see that even before the login phase, more than half of the visitors left the website and this shows
that it is hard to gain a user’s interest. On the first day where there were 79 unique visitors, the
average time they spent on the website was 57 seconds. For a web application where users have
to spend at least 30 minutes for building their interface, this is very low. We can also imagine
that people receiving the e-mail at work could simply not do this directly and then forgot or
were not interested enough to do it during their free time. It may be that the potential attraction
caused by the originality of home-made TUIs approach is counter-balanced by the effort and
time needed, but also by the specific topic that may not interest many users.
Figure 4.5: Browser market shares.
4.3.2 Subscribers and the navigation pattern
If we take a look at the visitors who took time to subscribe, only a few were active. In Figure 4.6,
we can see the number of log entries that the database stored for each users. The users on the
right side of the vertical line are the contestants and the others were only subscribers. There are
four subscribers who were significantly more active. These users had a closer look at the tutorial
but did not manage to make it work. One of them, who tried the tutorial in our laboratory but
without our help, was not able to understand how to make it work. The reasons were because
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of some bugs on Mozilla Firefox with the webcam detection but also because of a lack of details
on how to understand the orthographic projections.
Figure 4.6: Log entries per user.
During the pilot study, some users had trouble navigating through the tutorial. So we stored log
entries on the visited pages and Figure 4.7 shows the navigation flow of users for the tutorial
during the study. The tutorial workflow should follow this path: first line from left to right, second
line from right to left, third line from left to right and then the last page on the fourth line. During
the first phase, corresponding to the first line and where users needed to build their TUI, people
had to go back and forth in order to complete it. Second page on the first line is the first page
where the browser needs access to the webcam, users may have encountered issues to make
their webcam work properly and thus tried to refresh the page several times. After the set up
phase, users seemed to have followed the workflow as expected. There are two arrows outside
of the normal path of the tutorial. The first one represents people arriving directly to the practice
page with one object. This was expected because we added a button on the homepage for users
who completed the tutorial. The contestants going to the homepage were presented two buttons:
one to go to the competition and one to practice. If they clicked on the practice button they were
redirected to the practice page from the tutorial. The second arrow not respecting the expected
workflow is going from the first step of the third phase to the first step of the fourth and last phase.
This is also due to users clicking the practice button, then following the tutorial workflow until
they arrive to the third step to create challenges, but since they have already created challenges
they go to the “solve challenges” step directly.
With everything users can access through the Internet, they are more difficult to attract. Having
users spend 20 minutes on folding papers for a specific topic like 3D geometry is difficult. From
the 6 subscribers (but not contestants) who took time to answer the questionnaire, only one
said that she did not go through the complete tutorial because of a webcam issue. The five
others said that they either did not have time or that it seemed like too much effort. So our web
application is not a good solution to attract any users over the Internet. So we now focus on the
results of the six contestants.
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Figure 4.7: Users navigation flow for the tutorial.
4.3.3 Contestants results
Six users took part in the contest. Each contestant had to create three challenges (one with
one object, one with two objects and one with three objects) during the tutorial and 6 chal-
lenges were already in the database before any user subscribed to the course. Table 4.1 shows
some statistics for the challenges. Each contestant could participate in 21 challenges out of
the 24 (they could not participate to the challenges they created themselves). Participants tried
in average 60.3% of the available challenges, only one contestant completed all the available
challenges. More challenges with one object were started, which we interpret as an inclination
to solve easier challenges. By looking at the average time for challenge completion, it appears
that the time is not proportional to the number of objects. It took more than three times as long
to complete a challenge with two objects than a challenge with one object. But the difference
between challenges with two objects and challenges with three objects is not as large. So there
was a gap for the average time between challenges with one object and challenges with multiple
objects. But the average time between challenges with two objects and challenges with three
objects is proportional to the number of objects. According to the average time and the per-
centage of withdrawals, challenges with one object seems to be much simpler. The difference
between the difficulty of challenges with two objects and the ones with three objects is harder to
determine.
In Figure 4.8, we can see that the values for challenges with one object are less spread and are
much lower than for the rest of the challenges. This confirms that they are probably easier to
solve. The variance between challenges with three objects is significantly bigger. This is why
the box representing the interquartile range for challenges with three objects is larger. So either
the difficulty of these challenges can vary a lot or maybe with more data we would have noticed
a clearer trend. But with these actual results, it seems again that the difference of difficulty
between challenges with two objects and the ones with three objects is not as large as the ones
between one object and the other challenges.
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# of objects 1 2 3 Total
# of challenges 8 8 8 24
# of challenges taken 29 24 23 76
% of participation 69 57.1 54.8 60.3
Average time in seconds 40 132 185 112
% of withdrawals 0 12.5 17.4 9.2
Table 4.1: Statistics on challenges.
Figure 4.8: Time taken for challenges with 1, 2 or 3 objects.
If we look at the average time by user given the number of objects in the challenges (Fig-
ure 4.9), we cannot really draw general conclusions. For example User1 slope is quite linear,
while User6’s slope is looking like an exponential and User4’s slope is more logarithmic. But
only User2 has a smaller average time for challenges with three objects than challenges with
two objects, so we took a closer look at his results.
He was the youngest user (13 years old) and he attempted all challenges. He first tried all the
challenges with one object then the challenges with two objects and finally the challenges with
three objects. He was active on three different days. On the first day he completed two chal-
lenges with one object. The next day he started taking practice challenges, then completed all
the other available challenges with one object. Before taking challenges with two objects he
went back to the practice phase and only after that attempted three challenges with two objects.
Out of these three challenges he did not manage to finish the two first. He left the website and
came back three days later and again started with the practice phase. He then completed all the
available challenges left and was not able to complete two of the challenges with three objects.
We hope this TUI helped him improve his spatial skills and from his results on the average time
taken for challenges it is a possibility. But it may also be possible that he was handling the TUI
with more ease on the third day. He showed a lot of interest with this competition, checking
the ranking page frequently during and after he finished all the available challenges. We were
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Figure 4.9: Users’ average time for challenges with 1, 2 or 3 objects.
also glad to see that he tried to practice before taking challenges, which is a behavior we were
expecting for someone who wants to improve his skills. One other user practiced once before
taking challenges. So he is the only one who practiced more regularly.
From the statistics above, it may be plausible that at least one user was improving. But when
looking at Figure 4.10, the time needed to complete the challenges with one object is not nec-
essarily decreasing over time. The same is happening for challenges with two or three objects.
Apparently challenges from the same number of objects can be more or less difficult. This might
mean that some objects are easier to understand than others.
Figure 4.10: Time to complete a challenge with one object.
4.3.3.1 Difference between the three objects
Table 4.2 shows some statistics depending on the objects in a challenge. For challenges with one
object, the second object gave more difficulties to the users than other objects. This is confirmed
with challenges with two objects where challenges containing the second object took in average
more time than the challenges without this object. Moreover, the only challenges that were not
completed by the users were the ones containing this object.
This object has two faces with different slopes but in Figure 4.11 it is hard to distinguish those
two slopes with orthographic projections. The user can easily be wrong by 180◦ on the rotation
of the object. Cuendet et al. have already noticed that objects with a higher degree of symmetry
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Object
# challenges 3 4 1 3 2 3 8
# results 9 19 1 13 2 9 23
# of withdrawals 0 0 0 2 0 1 4
Avg. time (in sec.) 15 52 26 126 90 151 185
Table 4.2: Statistics for challenges by objects.
are more difficult to understand on orthographic projections [8]. Although the degree of symme-
try of this object is identical to that of the other objects, it is closer to having a second axis of
symmetry than the other two objects.
(a) Perspective view (b) Front view (c) Side view
Figure 4.11: A specific orientation that makes this object difficult to understand.
4.3.3.2 Rendering plain objects
To help users understand the views they are seeing, we added a button to switch between trans-
parent objects and plain objects. This can be faster to understand the depth information than
with stippled lines only. Figure 4.12 shows how often contestants were using this button. The
users in the graphs are ordered given the final ranking of the contest. We can see that, except
the third user who never used it, the better a user is ranked, the more he used the button. The
third user had probably less difficulties than other users to interpret the stippled lines.
In Figure 4.13, we can see that users were clicking more on the button for challenges with
three objects. When there are more objects, there are also more often stippled lines because the
workspace is not very big, so objects are superimposed on the orthographic views. Displaying
objects without the transparency helps the user to understand faster which object is in front and
which one is behind without any additional interpretation in his mind. Before the study we were
not sure if users would use this button or not, but it seems that it was often used and also useful
for some contestants.
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(a) Number of clicks by user (b) Number of clicks per challenge by
user
Figure 4.12: Statistics by user on the "Transparency OFF" button.
(a) Number of clicks by number of
objects in a challenge.
(b) Number of clicks per challenge
depending on the number of objects.
Figure 4.13: Statistics on the "Transparency OFF" button by number of objects in a challenge.
4.3.3.3 Questionnaire
From the six contestants, five of them answered the questionnaire in Appendix B. We first asked
some personal question about them (sex, age, level of education and domain). There was a 13
years old boy still attending mandatory school, a man (over 46 years old) working in insurance,
two IT Ph.D. between 26 and 35 years old and a woman between 26 and 35 years old with a
Master in IT. Those results might be biased because of the three users with an IT background.
T U T O R I A L
The first topic of the questionnaire was the tutorial, for which we were wondering how difficult,
intuitive, and frustrating it would be. The difficulty of the tutorial, illustrated in Figure 4.14,
depends on the step. Creating the challenges seemed to be the easiest step, people were just
asked to put their objects on the workspace and then click a button to save the challenge in the
database. The feedback on the practice part is also mostly positive. The creation of the objects
and the workspace was not too difficult either although it takes time. The only step in the tutorial
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that was hard for one person was placing the webcam, this was the older user who also does not
have a background in IT. Even though this issue has been improved after the pilot study, this
may still need some improvements.
Figure 4.14: Answers about the difficulty of the tutorial.
The second question about the tutorial was about the intuitiveness of its steps. The results in
Figure 4.15 shows that two steps were not very intuitive: placing the webcam and creating the
workspace and objects. The creation of the workspace and the objects needed more material
(cutter or scissor, glue and tape). Building shapes, they have never seen before, is not trivial
and there were only pictures, no video to help them. So those results seem logical. And again
the tutorial for placing the webcam is not really convincing which is coherent with the previous
result.
Figure 4.15: Answers about the intuitiveness of the tutorial.
The third question about the tutorial was to enquire about the level of frustration of the user (see
Figure 4.16). Similarly to the intuitiveness, placing the webcam and creating the workspace
and objects recorded some bad feedback. But only one user was frustrated by the creation of the
interface. This is a bit surprising because most of the visitors probably left the website because
it was too much effort, so we were expecting more frustration from this part. Placing the web-
cam was frustrating for two users and, as said before, needs to be redesigned to achieve better
performance.
The four steps in the previous questions can be separated in two groups: set up steps and use
steps. The steps that received bad feedback were only from the set up group. Apparently using
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Figure 4.16: Answers about the frustration coming from the tutorial.
the TUI afterwards does not lead to problems. This shows again that users can interact easily
with a TUI.
C H A L L E N G E S
The next part of the questionnaire focused on the challenges. From the answers, they all found
the challenges fun and interesting. The difficulty was adequate for three users and difficult for
the two others. They all thought that this activity of linking 2D and 3D representations can be
useful even though only the 13 years old boy claimed to be interested in developing his 3D skills.
At the end, the challenges received only positive feedback from this questionnaire.
I N T E R F AC E
The last part of the questionnaire was focused on the TUI itself. First we wanted to know if
seeing the physical objects was helping them to solve the challenges. Three of them said that it
helped them, one did not think so and the last one was not sure. The one, who did not find the
objects helpful to solve the challenges, was probably able to internally represent the 3D repre-
sentation out of the orthographic views. We were then wondering if they thought that having
tokens instead of real 3D objects is important or not. Four of the participants said it was really
helpful to have the 3D objects and only one claimed he would just have been less efficient and
would have gained a lot of time during the building phase. This is the same user who found
the creation of objects very frustrating. Another interesting question was, what they were look-
ing at while solving a challenge. There are two kinds of users, the ones who look at the screen
and the workspace alternatively and the ones who look at the screen without looking often at
the workspace. It’s like a keyboard, once people get used to it, they may not need to look at
it anymore. And two, out of the five users, were looking at the screen without looking at the
workspace too often. One of the two is the one who did not think that having the real physical
objects is helpful to solve the challenges.
The users also had the possibility to describe problems they may have encountered with the
interface. Someone said they would have liked to have a smaller workspace because he had to
put his webcam too high to calibrate properly. This is actually possible if the user prints every
PDF file with the same lower ratio. This might be something we can add in the tutorial. One
user said that the system crashed once and another that it did not work on all of his computers.
He was using Linux so it was probably an issue with the graphic card drivers.
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4.4 D I S C U S S I O N
The results of this work were mixed. A very positive aspect was that we managed to have a self-
explanatory website and a home-made TUI usable for anyone who meets the minimal hardware
and browser requirements. We were able to fix the minor usability issues early on and, during
the deployment, the system worked well. We received positive unsolicited comments from two
contestants: “Very cool project. Worked surprisingly well. Good luck!” and “There is a big in-
vestment for the building phase. But it’s really worth it, it’s really great. [...] The challenges are
addictive with the points and ranking [...] I was impressed how well the TUI works”. So we
achieved our main goal, which was to build a tangible interface that could be easily scaled up,
with a minimum hardware and software requirements.
A more mixed result was the participation to the study. The rather small number of participants
indicates that even though it is easy nowadays to advertise an online application all over the
world, it is also hard to get users to commit a significant amount of time for an application
that is not recreational or at the core of their interest. It may be that if we had tested the same
applications with an audience in need of spatial skills training, we could have had a higher
rate of participation, and it is definitely something that we would like to explore in the future.
The upfront time investment needed to build the interface was rather large, and reducing the
investment time needed could lower the barrier for participation. There are several solutions
to shorten the building phase. We could give the option for users to use flat representations of
objects, so they would only need to cut the shape in paper, no folding and gluing. We could also
use standard blocks like the Lego bricks to construct the different tangible objects. 3D printers
will probably be more affordable in the future and this would be an easy alternative to create
the objects. For a professional school for carpenters, the teacher could easily cut many of these
objects out of wood, and then provide them to the students. Even if the process was longer,
using it for a whole school year could make the effort worth it. Another option to decrease the
time investment could be to design applications for other domains, where the building of the
interface would not be as complex. For example, Bonnard et al. have done activities to develop
2D geometry skills using the TinkerLamp [5], where the objects of the interface were in 2D
shapes and could be simply cut out of paper.
We received positive feedback from the contestants about the challenges. These users were
maybe attracted by the introductory video, the prizes, or by TUIs in general, which is why they
took time to complete the tutorial and gave positive feedback. If we had forced users to use the
system, it may be that their feedback would have been less positive. Costanza et al. were op-
timistic after their study because they received mostly positive feedback. But this is probably
because users were interested even before trying the TUI. Building the interface is filtering the
less interested users and then biases the sample of users because people who do not like this
TUI simply will not try it. Costanza et al.’s TUI is not a learning TUI, it is only made for enter-
tainment, but our TUI has a specific purpose and if it is used in schools, the context is not the
same, so it may well be that the number of users would remain constant over time.
From a pedagogical point of view, we noticed that the 13 years old boy, who claimed to be
interested in developing his 3D skills, was the one who was the most likely to have improved
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his spatial skills according to our data. If, with further research, we can show that this TUI is
improving the users’ spatial skills, this TUI may start to be used in a real context and hopefully
have many frequent users. Since the challenges are very similar to one activity from TapaCarp
we can hope that the online version is indeed helping users with their 3D skills. But without
a dedicated study it remains just an hypothesis. Cuendet et al. [8] showed that the degree of
symmetry increases the difficulty to understand the orthographic projections and we were able
to observe the same phenomenon in our study. In the questionnaire the contestants said that
they would be less efficient if they had only tokens instead of the 3D physical objects. Of course,
this is just a self-perceived judgement from the participants themselves, but this coincides with
the results of Cuendet et al. [8] where users were less efficient with the use of tokens.

5
C O N C L U S I O N S
5.1 C O N C L U S I O N S A N D F U T U R E WO R K
The goal of the project to create an alternative low-cost and online version of TapaCarp is
achieved. We managed to use only HTML5 standards to access the webcam and render 3D
graphics. The tangible interface is working well, it is reactive, fluid, and its usability is good.
The contest was appreciated by the participants and was even found addictive for competitive
people. After the pilot study, there were also people visiting our laboratory at EPFL who showed
some interest for the possible impact on learning of a TUI like ours.
There are many factors and constraints to consider when scaling up a TUI. We tried to make
our system as low in requirements as possible: beside a computer, only a cheap webcam and
a regular printer are needed. An internet connection (to access a server) is only needed for the
calibration phase. While a user is taking a practice challenge, everything is done on the client
side, and the user can even generate a new challenge on the same page without requesting
any connection to the server. This can be an important factor for developing countries, which
generally have low bandwidth. Also we used Google Course Builder, an open source project to
implement MOOCs, and these online courses are becoming more and more popular. This is
thus interesting to have a solution mixing online education and TUI for learning.
We did two studies, after the first one we were able to see how a user would interact with the
system. We observed what was clear during the tutorial and what needed more improvements.
Thanks to these improvements the second study received positive feedback and users did not
seem to struggle much to build their interface. Even with the few information we gathered from
the contestants, we were able to notice some interesting results, as shown in Section 4.3.
There were also things that were not working well. We were not able to attract many active
users. The installation of the webcam was more difficult for users than what we expected. The
long process to create the objects out of paper can be frustrating or discouraging for many
users. Fortunately if we expect the target users to be schools or organizations in the educational
field, there are several options to avoid these problems and mainly the time consuming building
phase. As explained in Section 4.4 we could, for example, let the users choose between using
3D objects or their flat representation. One major issue though is that we cannot say yet if this
TUI is helping the users to improve their spatial skills. And of course if we had more users and
especially more users without a background in IT, our results could have been more interesting.
This work was just a starting point to see if an online version of TapaCarp was feasible with
the increase of HTML5 standards and all the open source JavaScript libraries available. The
positive outcome of this project can lead to a lot of improvements and other work with it.
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We need now to do some research on the learning impact of this TUI for its users. If the impact
on learning of this TUI is positive, it can have a promising future. Also it needs to have more
activities, like TapaCarp provides. But other activities for different target skills can be imagined
or also reused from the different TinkerLamp applications developed in the CHILI laboratory.
So knowing if this TUI can improve the learning process of users for some skills and developing
more activities should be a priority.
We can also imagine doing some studies on the difference between the online version of TapaCarp
and the one using the TinkerLamp. Discrete mode of representation against the co-located
mode, is there a significant difference for the learning outcome? Do users have a preference be-
tween the two versions? Do users perform better with the “Transparency OFF” button? If they
improve their skills, does this button also have an impact on their improvement ?
Again if this TUI has been proved useful for learning purposes, another future focus can be to
make some advertisement to any educational organization that might benefit from it. Making
this TUI a useful product and not just a interesting work from a research point of view can be a
great achievement.
As mentioned before, this is only a first step. We strongly believe in the potential of TUIs for
learning, and we think that the new technological advances offer a great opportunity to scale
them up and democratize their use. At a time where MOOCs are revolutionizing higher educa-
tion, it would be interesting to think of ways in which a TUI such as this one could be used in a
MOOC.
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