The model of heavy Wigner matrices generalizes the classical ensemble of Wigner matrices: the sub-diagonal entries are independent, identically distributed along to and out of the diagonal, and the moments its entries are of order 1 N , where N is the size of the matrices. Adjacency matrices of Erdös-Renyi sparse graphs and matrices with properly truncated heavy tailed entries are examples of heavy Wigner matrices. We consider a family X N of independent heavy Wigner matrices and a family Y N of arbitrary random matrices, independent of X N , with a technical condition (e.g. the matrices of Y N are deterministic and uniformly bounded in operator norm, or are deterministic diagonal). We characterize the possible limiting joint * -distributions of (X N , Y N ) in the sense of free probability. We find that they depend on more than the * -distribution of Y N . We use the notion of distributions of traffics and their free product to quantify the information needed on Y N and to infer the limiting distribution of (X N , Y N ). We give an explicit combinatorial formula for joint moments of heavy Wigner and independent random matrices. When the matrices of Y N are diagonal, we give recursion formulas for these moments. We deduce a new characterization of the limiting eigenvalues distribution of a single heavy Wigner.
Introduction

Motivations
Let A N = (A 1 , . . . , A p ) be a family of random N by N matrices with complex entries, whose entries have all their moments. Following random matrix and free probability terminology, we call (mean) * -distribution of A N the map
defined on the set of non commutative * -polynomials, i.e. finite complex linear combinations of words in indeterminates a 1 , . . . , a p , a
The notion of asymptotic * -freeness introduced by Voiculescu gives a rule to compute the limiting * -distribution of a large class of random matrices as their size goes to infinity (see [1, 11, 2, 7, 20, 19, 24] for examples). Recall its definition. Definition 1.1 (Asymptotic * -freeness). Let A 1 , . . . , A p be families of N by N random matrices having a mean limiting joint * -distribution
defined on the set of non commutative * -polynomials in indeterminates a 1 , . . . , a p . The families A 1 , . . . , A p are asymptotically * -free if and only if for all * -polynomials P 1 , P 2 , . . . , one has Φ P j (a ij ) = 0, i j = i j+1 for all j 1 implies Φ P 1 (a i1 ) . . . P n (a in ) = 0 for all n 1.
One of the main examples concerns independent Wigner and arbitrary random matrices. Recall that X N is a Wigner matrix whenever it is Hermitian with independent and centered subdiagonal entries, such that the diagonal and the extra diagonal entries of √ N X N are identically distributed according to probability measures, say ν and µ respectively, that possess all their moments. Let X N be a family of N by N independent Wigner matrices and Y N a family of N by N arbitrary matrices, possibly random but independent of X N . Assume that Y N converges in
where λ 1 , . . . , λ N are the eigenvalues of H N and δ λ denotes the Dirac mass in λ.
This theorem of asymptotic * -freeness has an impact in classical probability theory. Consider the case where the families X N and Y N consist only in one Hermitian matrix X N and Y N respectively. Then, the convergence in * -distribution of Y N is the convergence in moments of its empirical eigenvalue distribution toward a probability measure π. Assume the technical conditions stated in Assumptions 2 and 3, Section 3. 1 . Then, Voiculescu's asymptotic freeness theorem gives in particular a characterization of the limiting empirical eigenvalues distribution of the sum Y N + X N . Following free probability terminology, it is called the free convolution of π with the semicircle distribution σ a , namely the probability measure dσ a (t) = 1 2π √ a r 2 − t 2 1 |t| 2 r 2 dt, r = 2 √ a = lim
In this article we investigate the question of the convergence of (X N , Y N ) where Wigner matrices are replaced by matrices of a larger class, with the same structure of independence of its entries.
Definition 1.2 (Heavy Wigner matrices).
A random matrix X N is an N by N heavy Wigner matrix whenever:
1. Almost surely, X N is Hermitian, i.e. X N = X * N , 2. the sub-diagonal entries of X N are independent and centered, 3 . the diagonal entries of M N = √ N X N are distributed according to a measure ν N on R, 4 . the strictly sub-diagonal entries of M N are distributed according to a measure µ N on C, invariant by complex conjugacy, 5 . µ N and ν N possess all their moments and for any k 1 |z| 2k dµ N (z)
2)
The sequence (a k ) k 1 is called the parameter of X N . Hence, a Wigner matrix is a heavy Wigner matrix such that, with the notation above, the measures ν N and µ N do not depend on N . In that case, a k is zero for any k 2. Such a parameter is said to be trivial in the following.
This matrix model has been introduced independently by two authors. Zakharevich [25] has shown that the empirical eigenvalues distribution of a heavy Wigner matrix converges as N goes to infinity. She has proved that the limiting distribution depends only on the parameter of the matrix. It consists in the semicircular distribution of radius √ a 1 if the parameter is trivial, and has unbounded support otherwise. Zakharevich has given a combinatorial formula for the moments of this limiting distribution, based on the enumeration of certain rooted trees and she has proved that these moments characterize the measure when a k = O(α k ) for some α > 0. Furthermore, Ryan [22] has proved that a family X N of independent heavy Wigner matrices has a limiting * -distribution. He has given a combinatorial formula for it, which involves partition generalizing the classical approach for large Wigner matrices based on non crossing pair partitions (see [21] ). In particular, he has proved that Voiculescu's rule of * -freeness does not govern the limiting * -distribution of X N as soon as at least two matrices of the family have a non trivial parameter. Motivated by question from free probability, Benaych-Georges and Cabanal Duvillard [5] have shown the convergence of the empirical eigenvalues distribution for the generalized Gram matrix H N,M = X N,M X * N,M , where X N,M is an N by M matrix such that:
• the ratio N M converges to a positive constant
• the entires of √ M X N,M are independent and identically distributed according to a probability measure µ N on C whose moments satisfies Ryan-Zakharevich's condition (1.1).
In this article, we consider a family X N of N by N independent heavy Wigner matrices and a family Y N of N by N matrices, possibly random but independent of X N . We characterize the possible limiting * -distribution of (X N , Y N ) under suitable assumptions on Y N . The most meaningful phenomenon that arises is that the limiting * -distribution of (X N , Y N ) depends on much more than the limiting * -distribution of Y N . We use the notions of distributions of traffics and their free product to specify asymptotic statistics on Y N and then characterizes the * -distribution of (X N , Y N ).
In particular, if X N is a heavy Wigner matrix and Y N a random Hermitian matrix, independent of X N having a limiting empirical eigenvalues distribution and uniformly bounded in operator norm, the problem of characterizing the limiting eigenvalues distribution of Y N + X N is ill-posed. Up to a subsequence, a limiting eigenvalues distribution exists but there can exist many possible limits. For instance, if Y N is a Wigner matrix independent of X N , then the limiting eigenvalues distribution of Y N + X N is the free convolution of Zakharevich's distribution with a semicircular distribution. If Y N is an arbitrary matrix with fixed limiting eigenvalues distribution (say diagonal and random), then the one of X N + Y N depends on the whole distribution of traffics of Y N .
Examples of models
We point out how the study of heavy Wigner matrices is interesting since this model is related to classical random matrices.
Matrices with truncated heavy tailed entries
We say that a law of a random variable x belongs to the domain of attraction of an α stable law if there exists a function L : R → R slowly varying such that
A Lévy matrix X N with parameter α in ]0, 2[ is a random Hermitian matrix such that: for any
where the random variables (x i,j ) 1 i j N are independent, identically distributed according to a law that belongs to the domain of attraction of an α stable law for an α in ]0, 2[ and
By the formula for truncated moments of heavy-tailed random variables [4, Formula (15) ], for any B > 0, the random matrix X B N whose entries are given by: for any i, j = 1, . . . , N ,
is a heavy Wigner matrix with parameter
3)
The first mathematical results on Lévy matrices are due to Ben Arous and Guionnet [4] in 2007, who have shown the convergence of the eigenvalues distribution of a single Lévy matrix. Belinschi, Dembo et Guionnet [3] has studied the limiting spectrum of the sum of a Lévy matrix and a diagonal matrix, and of a band Lévy matrices. Moreover, Bordenave, Caputo and Chafaï [6] has given an other characterization of the limiting distribution of a Lévy matrix than one in [4] . It is based on the local operator convergence of a Lévy matrix to a certain graph whose entries are labelled by random variables, the Poissonian weighted infinite tree. This is reminiscent with the traffic based approach of this paper for heavy Wigner matrices.
Adjacency matrices of graphs and networks
Let G N = (V, E) be a simple undirected random graph with N vertices labelled {1, . . . , N }. The adjacency matrix of G N is the matrix
By simple, we mean without loops nor edges, so that A N is a symmetric matrix with entries in {0, 1} and its diagonal elements are zero.
Erdös-Renyi sparse graphs:
The only random graph, invariant by re-indexation of its vertices and whose adjacency matrix has independent entries is the Erdös-Renyi random graph: it is a random undirected graph with vertices {1, . . . , N }, such that two distinct vertices are linked by an edge with probability p N , independently of the others edges.
We consider p N of the form α N for a fixed α > 0 and N large, and denote G (α)
N a random Erdös-Renyi with that parameter. This is called the sparse regime.
Consider the adjacency matrix
N , and set
where J N is the N by N matrix with zero on the diagonal and one elsewhere (X N is made in such a way its entries are centered). Then, X
N is a heavy Wigner matrix with parameter (α) k 1 . It can be observed that A N by replacing its non zero entries by independent, identically distributed random variables. More formally
where • denotes the Hadamard (entry-wise) product, and M N is a random Hermitian matrix, independent of A (α) N , with independent identically distributed entries (up to the Hermitian condition). Assume that the common law of the entries of M N are distributed according to a measure µ centered and which possesses all its moments. Then, X (α) N is a heavy Wigner matrix with parameter
The spectral theory of weighted graphs is a fields that has been intensively developed in mathematics [9, 8] . The analysis of the spectrum of random sparse matrices has been tackled by many authors as Khorunzhy, Shcherbina and Vengerovsky [14] , Ding and Jiang [10] and Shcherbina and Tirozzi [23] .
Remark that, more generally, if X N is a heavy Wigner matrix with parameter (a k ) k 1 and M N is as above, independent of X N , then X N • M N is a heavy Wigner matrix with parameter
2 Statement of the main results
The limiting distribution of independent heavy Wigner and arbitrary random matrices
Notations:
) of N by N random matrices. Let U N be a uniform permutation matrix, independent of Y N and denote
where Such a set of indices T is seen as a labelled graph: with the notations above, the set of vertices is V = {k j , l j | j = 1, . . . , K} and the multi-set of edges is E = (k j , l j ) | j = 1, . . . , K .
Each edge e has a label x ε(e) γ(e) . If T is connected, we call it a * -test graph. It is called a cyclic * -graph when the integers (k j , l j ) can be taken of the form (k j , k j+1 ), j = 1, . . . , K with k K+1 = k 1 .
We state three assumptions on a family Y N of random matrices.
Assumption 1:
One assumes its convergence in distribution of traffics on G cyc y, y * (see Section 3.1) , that is, the convergence of the quantities
for any cyclic * -graph T with |V | vertices. This mode of convergence extends the convergence in * -distribution and the weak local convergence of graphs [16] .
Assumption 2:
One assumes a concentration hypothesis in this setting: for cyclic * -test graphs
Assumption 3: One assumes a condition which implies tightness in the setting of the main theorem of this paper (Theorem 2.1, Section 3.2.2): for any (non cyclic) * -test graphs T 1 , . . . , T n ,
where r(T i ) is a positive integer defined by Mingo and Speicher [18] , called the number of leaves of its tree of two-edge connected components. It depends on the geometry of T i , see Section 3.1.2.
We can state the main theorem of this article, where the interest in that it gives an explicit description of the limiting objects (by the traffic freeness, whose definition is recalled in Section 3.2.1).
Let X N be a family independent heavy Wigner matrices, independent of an arbitrary family Y N of random matrices satisfying the three assumptions above. Then, the joint family (X N , Y N ) has a limiting * -distribution. Its limit is characterized by the notion of traffic-freeness in the sense of [16] , and depends only on the parameters of the heavy Wigner matrices and of the distribution of traffics of Y N on G cyc x, x * . 3.9) . To the author's knowledge, this improves the usual asymptotic freeness theorem for independent Wigner and arbitrary random matrices.
We give examples of families of matrices which satisfy assumptions of Theorem 2.1.
Proposition 2.2 (Examples of matrix models).
Matrices uniformly bounded in operator:
Let Y N be a family of random matrices whose operator norm is almost surely uniformly bounded. Then, up to a subsequence, Y N satisfies Assumption 1 and it always satisfies Assumption 3.
2.
Diagonal matrices: Let D N be a family of random diagonal matrices having a limiting * -distribution and satisfying: for any * -polynomials P 1 , . . . , P n ,
Then, D N satisfies the three assumptions of Theorem 2.1.
3.
Adjacency matrices of graphs: Let Y N be the family of adjacency matrices of a random colored graph G N , with uniformly bounded degree, that converges in the sense weak local convergence to a random rooted colored graph. Then, Y N satisfies Assumption 1. Moreover, if it satisfies Assumption 2, then it satisfies Assumption 3.
As we can use this theorem for Y N containing diagonal matrices of projection, we obtain an analogue of Theorem 2.1 for covariance matrices (see Proposition 3.10). We also obtain the weak convergence of the empirical eigenvalues distribution of Hermitian matrices in independent Lévy and random matrices (see Proposition 3.11).
2.2
The limiting distribution of independent, permutation invariant random matrices Theorem 2.1 is a consequence of a more general theorem, namely the traffic-asymptotic freeness of random matrices on cyclic * -test graphs stated below, which specify a result of [16] in the settings of the three assumptions stated above. It is proved in Section 3.2.2, once the setting of traffics and their free product have been reminded in Sections 3.1 and 3.2.1. N be families of random N by N matrices. Assume that
• for any j = 1, . . . , p, Z Let X N be a heavy Wigner matrix with parameter (a k ) k 1 . Then, X N has a mean limiting distribution of traffics on G x given by: for any cyclic * -test graph T ,
A fat tree is a * -test graph which becomes a tree if we forget the multiplicity and the orientation of the edges. A fat tree is of type (q k ) k 1 if it has q k undirected edges of multiplicity 2k. See Figure  1 . 
Limiting joint
* -moments of (X N , Y N )
Based on the results of Section 2, we give a combinatorial description of the limiting * -distribution of (X N , Y N ). This approach is different that Ryan's one [22] by the so-called clickable partitions. It can be considered as a dual version (see Figure 10) . This generalizes the description [12] for non-heavy Wigner matrices by rooted, oriented trees and the description [14] for a single adjacency matrix of a Erdös-Renyi sparse weighted graph (see Section 1.2.2) by minimal walks on such trees.
We first precise the vocabulary we use in order to avoid ambiguities. A tree is a graph with no cycles. We call rooted tree in the complex plane a undirected tree possessing one marked vertex (called its root) embedded in the non negative half plane of C 2 by planting its root at the origin. A directed edge of such a tree refers to a pair of adjacent vertices. A cycle on a tree is a sequence of directed edges of the form
With this notation, L is called the length of the cycle and the directed edge (v n , v n+1 ) is called the n-th step of c (n = 1, . . . , L with indices modulo L).
From now, we fix a
. . , p}, and P 1 , . . . , P L are polynomials. We set
and give a combinatorial description of this quantity. By linearity and traciality, this characterizes the limiting * -distribution of (X N , Y N ).
Definition 2.5 (Colored, minimal cycles on trees).
We set L (γ) the set of all couples (G, c), where G is a rooted tree in the complex plane with less than L 2 edges, and c is a cycle on G with the following properties:
• c starts at the root of the tree. When it visits a new vertex, it visits the leftmost one. It visits all the vertices of G and has L steps.
• By convention, we say that the n-th step of c is of color γ(n), n = 1, . . . , L. Then, c must visit each edge of T with a single color.
We have drawn some examples of minimal cycles on trees (in one color) in Figure 2 . From now we fix (G, c) in L (γ) and define separately weights associated to heavy Wigner and other matrices. 
Definition 2.6 (Heavy Wigner weights).
For any edge e of the tree, we denote by j(e) the color in {1, . . . , p} of steps on this edge, and by 2k(e) the number of times the cycle visits it. We set
2)
where for any j = 1, . . . , p, (a j,k ) k 1 stands for the parameter of X (N ) j .
Definition 2.7 (Traffic weights).
Write the cycle c = (e 1 , . . . , e L ), where e j is a directed edge of the tree. For any vertex v of the tree G, we define a * -test graph T v in the variables P 1 (y), . . . , P L (y). The vertices of T v are the incident edges of G in v. If the n-th step of c is incident at v, then we get an edge between the undirected edges corresponding to e n and e n+1 (with the convention e L+1 = e 1 ) which is labelled P n (y). We set
where for any * -test graph T , with set of vertices V , set of edges E and whose edge e in E is labelled x ε(e) γ(e) , 
Proposition 2.8 (Joint moments in heavy Wigner and deterministic matrices).
For any polynomial P of the form P = x γ(1)
We deduce from Proposition 2.8 the following simple facts.
Corollary 2.9 (Basic properties of limiting variables).
For any
2. For any L 1, any γ : {1, . . . , L} → {1, . . . , p} and any
vanishes as soon as the number of occurrence of one variable is odd.
for any integers
n 1 , . . . , n L 0, any distinct indices i 1 , . . . , i L in {1, . . . , p} and any * - polynomial P , one has Φ x n1 i1 . . . x n L i L P (y) = Φ(x n1 i1 ) . . . Φ(x n L i L )Φ P (y) .
Applications
The non asymptotic * -freeness of heavy Wigner and independent arbitrary matrices
The notions of * -freeness and traffics freeness are different [16] . In particular, by Definition 1.1, if the matrices X N and Y N are asymptotically * -free, then we get by definition 1.1
The following Proposition extends the result of Ryan [22] which states that independent heavy Wigner matrices with non trivial parameters are not asymptotically * -free. We define the bilinear form
defined for non commutative * -polynomials P 1 and P 2 , where • stands for the Hadamard (entrywise) product. This quantity is well defined since it can be written as the limit of the trace of cyclic * -test graphs in X N , Y N when P 1 and P 2 are monic * -monomials (see [16] ).
Proposition 2.10 (The non asymptotic freeness of heavy Wigner and deterministic matrices). Let X N be a heavy Wigner matrix with parameters (a k ) k 1 . Let Y N be an arbitrary random matrix, independent of X N and satisfying the assumptions of Theorem 2.1. Denote by Φ their joint limiting * -distribution given by Theorem 2.1 and Φ (2) the bilinear form given by (2.5). Then, one has
Remark that a 2 is nonzero as soon as the parameter of X N is not trivial (Proposition A.1). Here are examples of matrices Y N as in the theorem such that (X N , Y N ) are not * -free.
Proposition 2.11 (Example of random matrices non asymptotically * -free from X N ).
If Y N is a heavy Wigner matrix with parameter
Hence, (X N , Y N ) are not asymptotically * -free as soon as the limiting eigenvalues distribution of Y N is not a Dirac mass.
A system of Schwinger-Dyson equation for the limiting distribution of independent heavy Wigner and diagonal matrices
We prove recurrent relations for the joint moments in (X N , Y N ) in the case where the matrices of Y N are diagonal and it satisfies Assumptions 1 and 2. The philosophy of the proof is the same as for the recurrence relation on sparse, weighted, random graphs [14] . A difference with our approach is that these equations involve only moments in the entries of the matrices rather than purely combinatorial quantities.
For any integer K 1, we set the K-linear forms
defined for * -polynomials P 1 , . . . , P K in variables x, y, where • denotes the Hadamard (entry-wise) product of matrices. The maps (Φ (K) ) K 1 are simple examples of statistics of distributions of traffics that are not defined for * -distributions.
Theorem 2.12 (A Schwinger-Dyson system of equations).
For any j = 1, . . . , p, we set (a j,k ) k 1 the parameter of the matrix X (N ) j
. Then, the family of linear forms Φ
satisfies the following equations. For any integer K 1, any monomials P 1 , . . . , P K and any j = 1, . . . , p, one has 6) where the last sum is over all the families of monomials
such that
This gives a characterization of the limiting * -distribution of (X N , Y N ) and a way to compute joint * -moments.
The spectrum of a single heavy Wigner matrix
We deduce from Schwinger-Dyson system of equations a characterization of the spectrum of a single heavy Wigner matrix X N . Denote by (a k ) k 1 its parameter. For any K 1, we set the for formal power series
This quantity is simply a formal analogue of
as the terms (λ − x) −1 are expended into formal power series (λ − x)
λ n x n , and the order between Φ (K) and these sums are interchanged. In particular, G λ (1) is a formal analogue for the limit of
called the Stieltjes transform of X N Proposition 2. 13 .
For any K 1, we have the equality between formal power series in
These equations characterize the sequence G λ (K) K 1 among the set of formal power series G λ (K) K 1 such that for any K 1, the valence ofG λ (K) is larger than K.
Remind that if we assume that there exist some constants α, β > 0 such that for any k 1, a k αk β , then by a result of Zakharevich [25] , the limiting eigenvalues distribution of X N is characterized by its moments.
The convergence of heavy Wigner and arbitrary matrices
We first remind some definitions and results in [16] . We recall and reformulate the two first assumptions of our main theorem. Formally, it consists in a triplet T = (V, E, γ, ε) where (V, E) is a graph and γ, ε are maps from E to {1, . . . , p} and {1, * } respectively, in such a way an edge e in E is labelled x ε(e) γ(e) .
The distribution of traffics of matrices
A
* -test graph is said to be cyclic whenever there exists a cycle on its graph visiting each edge once in the sense of its orientation. We denote G cyc x, x * the sets of cyclic * -test graphs in indeterminates x (we keep these notation even though the notation for indeterminates can change).
where
• and for any N by N matrix M and any integers n, m in {1, . . . , N }, the complex number M (n, m) is the entry (n, m) of M .
• M * is the conjugate transpose of the matrix M .
With the same notations, we call the injective trace of T in Y N the quantity
The definition of τ 0 N is consistent with the definition of the introduction. Indeed, let σ N be a random permutation of {1, . . . , N } independent of Y N and U N the random permutation matrix associated to σ N . Then, for any One can compute the trace of * -test graphs in terms of injective traces and vice versa. This is a consequence of Formula (3.3) stated below and of simple facts on posets (see [21] ).
Proposition/Definition 3.2 (Trace and injective trace of
* -test graphs). Let T be a * -test graph whose set of vertices is denoted by V . Let π be a partition of V . We denote by T π the * -test graph obtained by identification of vertices that belong to a same block of π, see Figure 5 .
Matrix setting:
For any family Y N of N × N matrices and any * -test graph T ,
where P(V ) is the set of partitions of the set of vertices V of T . Hence, one has
4)
where µ V is the Möbius function of the finite poset P(V ) (see [21] ).
General setting:
Given a map τ : G cyc x, x * → C, we define its injective version by: for all cyclic * -test graph T with set of vertices denoted by V , 5) so that
This definition is then consistent with the definition of τ 0 N . The two first assumptions we have stated in the introduction can be reformulated in terms of the non-injective trace.
Assumption 1 (Convergence in distribution of traffics).
The family of N by N random matrices Y N has a (mean) limiting distribution of traffics τ on G cyc x, x * , that is: the entries of Y N have finite moments of any order and for any cyclic
Equivalently, by Proposition/Definition 3.2, one can replace the trace by the injective one.
Assumption 2 (Concentration).
The family of N by N random matrices Y N satisfies for any cyclic
It is important to have in mind that the * -distribution of a family Y N can be written explicitly in terms of its distribution of traffics Proof of 2. Let P be a * -monomial of the form
where K 0, γ : {1, . . . , K} → {1, . . . , p} and ε : {1, . . . , K} → {1, * }. Let T P be the cyclic * -test graph whose vertices are 1, . . . , K and whose edges are (1, 2) 
γ(k) (with indices modulo K). Then, one has
so that the * -distribution of Y N on * -monomials is the restriction of the distribution of traffics of Y N on a subset of cyclic * -test graphs.
Proof of 3. Let P 1 , . . . , P q be * -monomials and define
γn(Kn) , where K n 0, γ n : {1, . . . , K n } → {1, . . . , p} and ε n : {1, . . . , K n } → {1, * }.
Then, for any
, whereT is the cyclic * -test graph obtained from T by replacing for any n = 1, . . . , q and ε in {1, * }, the edges labelled x ε n by a consecutive sequence of edges e 1 , . . . , e Kn , where e j is labelled (x εn(j)
The convergence of Y N implies the convergence of Z N . We get the expected result by multi-linearity.
Statement of Assumption 3
Recall the definitions of Mingo and Speicher [18] . Definition 3.4 (Tree of two-edges connected components of a * -test graph).
1.
A cutting edge of a * -test graph is an edge whose removal would result into disconnected subgraphs. A two-edge connected * -test graph is a * -test graph without cutting edges. A twoedge connected component of a * -test graph is a subgraph which is two-edge connected and cannot be enlarged to a bigger two-edge connected subgraph.
Let T a
* -test graph. Its tree of two-edge connected components T(T ) is the directed graph defined as follow. The vertices of T(T ) consists in the two-edge connected components of T . Two distinct vertices of T(T ) are connected by an edge if there is a cutting edge between vertices from the two corresponding components in T . Hence T(T ) is always a tree, i.e. a connected graph without cycles. 3 . A tree is trivial if it consists in only one vertex. A leaf of a non-trivial tree is a vertex which meets only one edge. By convention, we say that the trivial tree has two leafs. 4 . For any * -test graph T , we denote by r(T ) the number of leaves of T(T ).
Mingo and Speicher have proved in [18] an optimal estimate, reformulated in the language of * -test graphs as follow.
Theorem 3.5 (Sharp bounds for the trace of test graphs in matrices, [18] ). Let T be a * -test graph. Let T(T ) be its tree of two-edge connected components and denote by r(T ) its number of leaves. Then, for any family Y N of N by N matrices, 9) where · stands for the operator norm. Moreover, there exists matrices for which this bound is reached.
Their result sheds light on the quantity r(T ) which turns out to plays an important role in the asymptotic traffic-freeness theorem we prove in this article.
Assumption 3 (Control of growth).
The family of N by N random matrices Y N satisfies: for any (non cyclic) * -test graphs T 1 , . . . , T n , there exists a constant C such that
Proof of Proposition 2.2
We go back to the proof of Proposition 2.2, which tells situations where assumptions are satisfied.
Proof of 1. This claim is a consequence of Mingo and Speicher Theorem 3.5.
Proof of 2. We just remark that for any * -test graph T there exists a polynomial P such that
Proof of 3. By [16] , the convergence in distribution of traffics of Y N and the weak local convergence of a G N are equivalent. Moreover, for any * -test graph T , there exists a cyclic * -test graphT such that τ N T (G N ) = τ N T (G N ) . Hence, Assumption 2 implies Assumption 3.
The traffic-asymptotic freeness of large random matrices
Definition
Recall the definition from [16] (in an slight different formulation). Definition 3.6 (Traffic-asymptotic freeness).
Free product of
* -test graphs: Let x 1 , . . . , x p be families of variables. A * -test graphs T with labels in x = (x 1 , . . . , x p ) is said to be a free product in x 1 , . . . , x p whenever it has the following structure (see Figure 6 ). Denote by T 1 , . . . , T K the connected components of T that are labelled with variables in a same family. Consider the undirected graph G red (T ) defined by:
• the vertices of G red (T ) are T 1 , . . . , T K with in addition the vertices v 1 , . . . , v L of T that are common to many components T 1 , . . . , T K ,
• there is an edge between T i and v j if v j is a vertex of
Then, T is a free product in x 1 , . . . , x p whenever G red (T ) is a tree. 
We say that X 1 , . . . , X p are asymptotically traffic-free whenever: for any cyclic * -test graphs T in variables x 1 , . . . , x p :
• if T is a free product in x 1 , . . . , x p , then
where the product is over the connected components of T that are labelled with variables in a same family.
• otherwise, τ 0 [T ] = 0. 
Joint invariance by permutation:
For any permutation matrix U N , and any j = 1, . . . , p except possibly one,
3. Convergence in mean distribution of traffics on G cyc x, x * :
For any j = 1, . . . , p, the family X (N ) j satisfies Assumption 1.
Technical condition:
For any j = 1, . . . , p, the family X 
If T is a free product of * -test graphs in variables x 1 , . . . , From now, we assume that T is not a free product and show the following (it will be useful later), with the same notations as above.
Lemma 3.8 (Tightness on the setting of the asymptotic traffic-freeness Theorem on G cyc x, x * ). With X N as in Theorem 3.7 except that Assumption 1 is not satisfied, for any cyclic * -test graph T which is not a free product, the quantity E τ
as N goes to infinity. 
First, remark that
By the relation between the number of vertices and edges in a connected graph [12, Lemma 1.1], ρ is the number of cycles of G red (T ), that is the maximal number of edges than can be removed from G red (T ) while keeping a connected graph.
On the other hand, by Lemma 3.2, for any i = 1, . . . , p and k = 1, . . . , K i , one has the relation
where V i,k stands for the set of vertices of T i,k . Since for any π in P(V i,k ) one has r(T π i,k ) r(T i,k ), by Assumption 3 there exists a constant C such that
So, by the formula (3.12) for E τ 0 N T (X N ) and the equivalent of the normalizing factor, we get that
Since T is not a free product, there exists a cycle on G red (T ). Moreover, T being cyclic, each * -test graph T i,k whose tree of two-edge connected components has leaves is responsible of the addition of ( − 2)/2 cycles in G red (T ), so that the total number ρ of cycles in G red (T ) satisfies
Hence we get that δ 1, so E τ
The limiting distribution of traffics of a single heavy Wigner matrix
In this section we prove Proposition 2.4 and show that a single random matrix satisfies Assumptions 2 and 3.
As we consider a single Hermitian matrix, it is sufficient to consider * -test graph of the form T = (V, E) (the maps γ and ε are trivial). By invariance of X N by conjugacy by a permutation matrix,
does not depend on the injective map φ. For any k 1, denote by p k the number of vertices of T where are attached k loops. For any k 1 k 2 1, denote by q k1,k2 the number of pairs of vertices with k 1 edges attaching these vertices in one way and k 2 others in the opposite direction. Then, by independence of the entries of X N ,
which is the number of egdes of T when the multiplicity and the orientation are forgotten. Then, one has
Since the entries of X N are centered, δ 0 N T (M N ) vanishes as soon as an edge of T is of multiplicity one, orientation forgotten. By the Cauchy-Schwarz inequality and by assumptions (1.1), (1.2), for any k 1,
Hence, we get that
Moreover, if T has no loops and all its edges are of even multiplicity, then
Recall that B is the number of edges of T when multiplicity and orientation of edges are forgotten. By the relation between number of edges and vertices in a connected graph [12, Lemma 1.1],
with equality if and only if the graph obtained from T when we forget the multiplicity and the orientation of its edge is a tree. In that case, we say that T is a fat tree. We deduce from the identity
is always bounded. If T is cyclic, since cyclic fat trees have even multiplicity of edges, we get by (3.13)
It remains that X N satisfies Assumptions 2 and 3. Let T 1 , . . . , T k be * -test graphs. Let T = (V, E) be the * -graph ( * -test graph without the connectedness condition, for which trace and injective trace are defined by the same formulas) obtained as the disjoint union of T 1 , . . . , T K . By [16, Lemma 11.7] ,
where the sum is over all partitions π on V that contain at most one vertex of each T k , k = 1, . . . , n. 
Each expectation is bounded and converges as N goes to infinity if the * -test graphs are cyclic. We always has m π n, expect for the trivial partition. Hence,
is bounded, and if the * -graphs are cyclic we get 
Some consequences
) be a family of random matrices such that:
• for any j = 1, . . . , p, one has W
• M N is a family of independent random matrices M for an integer k j in {1, . . . , K}, j = 1, . . . , p.
• Z Then, the family of matrices (W N , Y N ) has a limiting * -distribution as N goes to infinity.
Proof. We prove the Proposition for K = 1, the result can be obtained by recurrence on the number of size of matrices. Consider the square matrices of size (N 0 + N 1 ), by blocks
We consider the matrices
where X 
Hence, (Ỹ N ,Z N , e 1 , e 2 ) satisfies the assumption of Theorem 2.1, and so (X N ,Ỹ N ,Z N , e 1 , e 2 ) has a limiting * -distribution, given by the traffic free product. Since for j = 1, . . . , p, one hasM
, we get that (W N ,Ỹ N ) has a limiting * -distribution. Moreover, for any * -polynomial P
Hence the convergence of (W N , Y N ). 4 Limiting * -moments of independent heavy Wigner and random matrices
Proof of Proposition 2.8
p ) and Y N be as in Theorem 2.1. We denote by Φ their mean limiting * -distribution and by τ their limiting distribution of traffics on G cyc x, x * : for any * -polynomial P and any * -test graph,
The family of variables x = (x 1 , . . . , x p ) corresponds to X N , the family y correspond to Y N . Theorem 2.1 tells us how Φ can be written in term of the injective version of τ , defined by (3.5).
Consider a polynomial P of the form
where γ : {1, . . . , L} → {1, . . . , p}. Let T P be the * -test graph in variables x, P 1 (y), . . . , P L (y) as in Figure 7 . 
Then, the black edges have labels x γ(1) , . . . , x γ(L) , and the red ones have label
Then, by the traffic-asymptotic freeness of X
and Y N , we obtain the formula
where • P(2L) denotes the set of partitions of {1, . . . , 2L},
• T π P is the * -test graph defined from T P and π as in Figure 5 ,
• the notion of free product of * -test graphs, given in Definition 3.6 , is relatively to the family of variable (x 1 ), . . . , (x p ), P 1 (y), . . . , P K (y) ,
• τ 0 is the injective version of τ , defined by (3.5),
• the product is over all connected components of T π P that are labelled by a family among  (x 1 ), . . . , (x p ), P 1 (y) , . . . , P L (y) , as illustrated in Figure 6 .
We have drawn two examples of free products of * -test graphs in Figure 8 , remembering the marked point of T P as we did in Figure 7 .
Let π be partition in P(2L) such that T π P is a free product. Let F π be the * -test graph obtained from T π P by merging the components labelled P 1 (y), . . . , P L (y). Hence, F π must be a fat tree. From π and F π , we get a minimal cycle on a tree (G π , c π ) in L (γ) as we take care of the way we fold T P into T π P . The two partitions of Figure 8 give the same minimal cycle. 
All partitions π such that (G π , c π ) = (G, c) will give the same contribution ω HW (G, c) from heavy Wigner matrices that can be factorized in T τ 0 [T ]:
where the product on T is now over all connected components of T π P that are labelled
For any v vertex of G, recall that we have defined a * -test graphs T v labelled in P 1 (y), . . . , P K (y). All the partitions π such that (G π , c π ) = (G, c) give the same fat tree F = F π . "Replace" the vertices of F by corresponding * -test graphs T v 's in the following way:
1. consider the disjoint union of the T v 's.
2. By construction, each vertex of a T v is associated to an edge of G. Link the vertices of two different T v and T w that correspond to a same edge of G by n edges, where n is the number of times c walks on this edge. 3 . Orient half of these edges in one direction and the other and the other direction. 4 . Label these edges by the color of the corresponding step of c.
The * -test graph we obtain is T π0 P , where π 0 is the coarser partition for which (G π0 , c π0 ) = (G, c) (see the rightmost * -test graph in Figure 8 ). The other partitions π which give (G π , c π ) = (G, c) are the sub-partitions of π 0 which do not put in a same block vertices from different T v 's (as for the leftmost * -test graph in Figure 8 , compared to the rightmost). By the relation (3.6) between the standard and the injective trace, we obtain the expected result and hence the Proposition.
Proof of Corollary 2.9
Proof of 1. and 2. As a cycle visits a tree with different colors for each vertices, the total number of steps of a given color is an even number. We then obtain that Φ(x j ) = 0 for any j = 1, . . . , p and the second point of the corollary. Moreover, Φ(x 2 j ) is a j,1 since there is only one cycle running on a tree with one edge in two steps, which gives the contribution a j,1 .
Proof of 3. The set of cycles running on a tree with n 1 steps of colors i 1 , then n 2 steps of colors i 2 , and so on, is in bijection with the product of the sets of cycles running on a tree with n j steps of colors i j , j = 1, . . . , L as soon as the colors are distinct. The weights
The weights ω T R comes from the root of the trees.
The false freeness property
The folding trick gives a unformal algorithm for the enumeration of the cycles running on trees when L is not to large, and then for the computation of limiting joint moments in heavy Wigner and deterministic matrices of few degree. Denote by L Unfolding trick:
After some steps, leaving a vertex v, the cycle c comes back in an edge it has already visited. Then it induces a sub-cycleĉ on the tree of the descendent of v. We create a copyĜ of the sub-tree induces byĉ, forget its original embedding and embed it in such a wayĉ respects the rules concerning the order of visits of the edges ofĜ. Then we attacĥ G endowed with this new orientation at the vertex v, between the edges it has already visited and the others. If some edges of the tree of the descendent of s where only visited byĉ, then we erase them. We then keep an element of L ( ) . Iterating this procedure a finite number of times, we then get an element of L ( ) 2 .
Folding trick: Reciprocally, let (G, c) be an element of L ( ) . Chose an edge e 1 of the tree. If possible, chose an other edge e 2 , which shares the same vertex toward the root and which is of the same color as e 1 . Then, merge these two edges, draw the tree of the descendant of e 1 at the right of the the tree of the descendant of e 2 and redirect the cycle c in this new tree. We then obtain an new element of L ( ) . For any element
of all elements of L ( ) we get by applying many times this trick.
Folding and unfolding tricks are illustrated in Figure 9 . Two different elements of L ( ) 2 have different folding sets. We then get from this construction the following proposition.
Proposition 4.1 (The false freeness property).
For any * -polynomial P of the form P = x γ(1) 5) where ω HW and ω T R are as in Proposition 2.8.
The false freeness property gives a method to reasonably compute limiting joint moments of heavy Wigner and deterministic matrices:
2. Fold the branches of these colored trees.
3. Then, read the contribution of each element.
We do not describe how to be sure to obtain all the elements of L (γ) during the second step of the algorithm, as our purpose is to use this method for relatively small L. As an example, we have computed Φ(x . Three of them, the rightmost ones, can be folded in an unique way. The double tree on the bottom of the frame can we folded in four ways, as in Figure 9 . On the left of each minimal cycle on a tree (G, c), we have drawn the permutation π of {1, . . . , 6} such that (G π , c π ) = (G, c), with the notations of the proof of Proposition 2.8. It should be noticed that the partitions on the frame are the dual, in the sense of planar partition, of non crossing pair partitions. Planarity is broken when trees are folded. Then, these partitions are the dual clickable partitions (see [22] ).
Proof of Propositions 2.10 and 2.11: the non asymptotic
* -freeness of X N and Y N Proof of f (x 1 , x 2 ) = a 1,2 a 2,2 , where x 1 , x 2 are heavy Wigner of parameters (a 1,k ) k 1 , (a 2,k ) k 1 . We first expand the quantity
Using the traciality of Φ (that is Φ(P Q) = Φ(QP )) and interchanging the roles played by x 1 and x 2 , it is enough to compute Φ(x 2 ) are done in Figures 11 and 12 , following the algorithm of the false freeness property (Proposition 4.1). As we do not consider deterministic matrices, we do not need to open boxes in the vertices as in Figure 3 . This gives
Proof of Proposition 2.10 and Proposition 2.11 1. We expand the quantity
We have to compute Φ(x . We consider the enumeration of cycles of length 4 running on a tree of Figure 11 , and them open boxes on vertices.
In Figure 13 , we have computed Φ x 1 P 1 (y) . . . x 1 P 4 (y) for any * -polynomials P 1 , . . . , P 4 and obtained
Specifying P 1 = P 3 = 1 and P 2 = P 4 = y 2 , we get
We then obtain
where in the last equality we have used the bi-linearity of Φ (2) .
Proof of Proposition 2.10 2. If Y N is a diagonal matrix, then it turns out that Φ (2) (P, Q) = Φ(P Q) for any * -polynomials P, Q, and the claim follows directly. The idea of the proof of Theorem 2.12 is to classify, in the combinatorial approach by cycles running on trees, those for which the cycle visits a fixed number of times the first edge of the tree.
Before providing Theorem 2.12, we apply theses equations to give an other computation of Φ[x ]. First, we enumerate the decompositions
Then, by Theorem 2.12 we get 
To compute
2 ) with Theorem 2.12, we enumerate the decompositions
So we have
Proof of Theorem 2.12. For clarity of the exposition, we start by proving (2.6) for K = 1, that is: for any j = 1, . . . , p and any monomial P ,
We write P = P 1 (y) × x γ(2) P 2 (y) . . . x γ(L) P L (y) and set γ(1) = j. By Proposition 2.8,
where ω HW and ω T R are given in Definitions 2.6 and 2.7.
Step 1: Cycle visiting 2K times the first edge
The root of G is called the vertex number 1, the second vertex visited by c is called the number 2. Saying that the undirected edge {1, 2} is visited exactly 2K times is equivalent to say that
Step 2: Reciprocal construction Let K 1 be an integer and consider a decomposition
where for any k = 1, . . . , K one has
with the notation for chains of cycles (Definition 5.1). As we embed the graphs G d and G e , link their roots by an new edge, extend the cycles into a cycle c d,e as in (5.2) and set the root of G d,e to be the root of G e , we get an element
As (G d , d ) and (G e , e) are the chains of cycles running on a tree of the previous step when we start with (G d,e , c d,e ), we have proved that
(5.5)
Step 3: Computation of the weights We have obviously
. For the weight ω T R , it is important to take care about the dependence on the polynomials involved. We then write ω T R = ω T R (P ) in the notation of Definition 2.7. In the case considered in that proof, the polynomial has been denoted x j P . Recall that
where the * -graph tests are obtained by opening boxes on the vertices of G d,e as in Figure 3 . Since the matrices Y N are diagonal, we actually have a much simpler expression for this weight. First, remark that the diagonality implies that for any vertex v of
where π is the partition of the vertices of T v with only one block. Hence, this quantity is equal to Φ n P n (y) , where the product is over all integers n = 1, . . . , L such that the n-th step of c d,e is incident in v. For v different that the roots of G d and G e , this quantity is the same as if we replace c d,e by c d or c e (depending if the vertex comes from G d or G e ). For v the root of G d or G e , we have to take into account the steps of c d,e on the edge {1, 2}.
Given (d, e) as in the sum (5.5), we get a decomposition of the polynomial x j P :
where the position of the x j 's corresponds to the position of the γ(1)'s in (5.4), where we have decomposed γ(1), . . . , γ(K) . As
The integers i k 's corresponding to the steps where the cycle runs on (1, 2), the integers j k to the steps where it runs on (2, 1).
As the polynomials P j k −1 (y) and P i k (y) (respectively P i k+1 −1 (y) and P j k (y)) contribute in the root of G d (respectively G e ), we get
(5.7)
Step 4: Conclusion of the combinatorial decomposition
We have obtained that
The classification in the sum over α, β is in correspondence with the number of way we can decompose x j P into
It remains to interpret the combinatorial terms in terms of the multilinear forms (Φ (K) ) K 1 .
Proposition 5.2 (Proposition 2.8 continued).
For any polynomial P 1 , . . . , P K of the form
where Denote by T P1 , . . . , T P K and T P the * -test graphs obtained as in Figure 7 for polynomials P 1 , . . . , P K and P respectively. Consider the * -test graph T obtained by merging the roots of T P1 , . . . ,
, where τ is the limiting distribution of traffics of (X N , Y N , Y * N ).
and let alone the other integers. Remark that T = T π0 P . By (4.4), one has
where π π 0 means that π is a sub-partition of π 0 . We find the result with the same reasoning as in Proposition 2.8, as we realize that the condition π π 0 exactly means that the cycle comes back at the root after 2L 1 , 2L 2 , . . . and 2L K−1 steps.
By (5.8) and Proposition, we get
As the matrices Y N are diagonal, for any polynomials P 1 , . . . , P K , any polynomial Q(y) and any k = 1, . . . , K, one has
Hence we get as expected
Step 5: the general case Let P 1 , . . . , P K be monomials of the form P 1 = P 1,1 (y) × x γ1(2) P 1,2 (y) . . . x γ1(L1) P 1,L1 (y)
By setting γ and L as in Proposition 5.2, we have Assume that for any m = 1, . . . , K, the cycle c m visits {1, 2} exactly 2s m times. Then we get a decomposition The only difference is that the cycles c 1 , . . . , c m are not constrained to visit {1, 2} during their first step. The rest of the proof can be written as we made for the proof of (5.1), without any new niceties. We the same reasoning as before, we obtain the expected result, i.e. Theorem 2.12.
6 Proof of Proposition 2.13: a characterization of the spectrum of a single heavy Wigner matrix
We manipulate truncated sums. We write computations based on Theorem 2.12 for the truncation
of the formal power series associated to
Remark that it is equal in the sense of formal sums to
and then it enough to prove We have used (and we will use) the notation The restrictions on the third and fourth sums follow from consideration on the degree on the monomials we compute. Now we interchange the order of summation of (n 1 , . . . , n K ) and (s 1 , . . . , s K ). By the sum over l, we mean the sum over all families of non negative integers l = (l 1 , . . . , l K ) such that 0 l 1 n 1 + 1 − 2s 1 , 0 l 2 n 2 − 2s 2 , . . .
By the sum over r, we mean the sum over all families of non negative integers r = (r 
The sum over (p, q) is the sum over all families of non negative integers p = (p 1 , . . . , p K ) and q = (q 1 , . . . , q K ) such that
The sum over r is the sum over all families of non negative integers r = (r = q 1 , . . .
The sum over t is the sum over all families of non negative integers t = (t This gives the expected result by identification of the coefficients. The uniqueness of the solution of the equations follows directly from the observation of the valence of the formal power series.
A On the possible parameters for a heavy Wigner matrix Proposition A. 1 . If a sequence (a k ) k 1 of real numbers is a parameter of a heavy Wigner matrix, then (a k−1 ) k 1 is the sequence of even moments of a Borel measure m with finite moments, i.e. for any k 2, a k = t 2k−2 dm(t). In particular, if the parameter (a k ) k 1 is non trivial then one has a k > 0 for any k 2.
By the Hamburger's theorem [13] , a sequence of real numbers µ(k) k 1 is a sequence of moments if and only if, for any sequence (x k ) k 0 of complex numbers with finite support, one has j,k 0 µ(j + k)x jxk 0.
(A. 1) Let X N be a heavy Wigner matrix of parameter (a k ) k 1 et let µ N be the common law the subdiagonal entries of √ N X N . As we do not change the parameter of a heavy Wigner matrices when we change sub-diagonal entries X i,j into ε|X i,j |, where ε is a random uniform sign, we can always assume that µ N is real and symmetric for the task of the Proposition. Denote by (µ (N ) (k)) k 0 its sequence of moments. For any sequence (y k ) k 1 of complex numbers with finite support such that y 0 = 0, we apply (A.1) with (x k ) k 1 = (N where we have set a k = 0 whenever k is odd. Then, the sequence (a k 2 +1 ) k 1 satisfies (A.1), which gives the proposition.
