Abstract-This paper presents a new methodology for reliability evaluation of composite generation and transmission systems, based on nonsequential Monte Carlo simulation (MCS) and artificial neural network (ANN) concepts. ANN techniques are used to classify the operating states during the Monte Carlo sampling. A polynomial network, named Group Method Data Handling (GMDH), is used, and the states analyzed during the beginning of the simulation process are adequately selected as input data for training and test sets. Based on this procedure, a great number of success states are classified by a simple polynomial function, given by the ANN model, providing significant reductions in the computational cost. Moreover, all types of composite reliability indices (i.e., loss of load probability, frequency, duration, and energy/power not supplied) can be assessed not only for the overall system but also for areas and buses. The proposed methodology is applied to the IEEE Reliability Test System (IEEE-RTS), to the IEEE-RTS 96, and to a configuration of the Brazilian South-Southeastern System.
I. INTRODUCTION

M
ETHODOLOGIES based on probability concepts can be extremely useful in assessing the performance of power systems [1] . They have been successfully applied to many areas, including generation capacity planning, operating reserve assessment, distribution systems, etc. The application of these methodologies to evaluate composite reliability indices [2] - [10] makes it mandatory to know the status of the operating states of the system, which are defined by the availabilities of the generation and transmission equipment and by the corresponding load conditions. Usually, a power flow analysis is used to define whether or not this state is adequate, i.e., if it is a success or a failure. The computational cost of such analyses depends on several system characteristics, including the network dimension and how rare the failure states are.
Thus, the evaluation of a huge number of operating states, especially in reliability studies of large power systems, may become extremely expensive or even unfeasible.
Many works have been proposed to reduce the computational cost of composite reliability evaluation. Some of these techniques are: 1) variance reduction [11] ; 2) pseudo-simulations [2] , [6] , [10] ; 3) fuzzy optimal power flow [12] ; 4) state-space pruning [13] ; and 5) parallel and distributed computation [14] . Recently, artificial neural networks (ANNs) based on self-organizing map (SOM) combined with Monte Carlo simulation (MCS) has been proposed to evaluate composite reliability [15] , [16] . Most recently, these methods were extended to assess adequacy and security calculations [17] , [18] . These methodologies classify the operating states of the system into failure or success, through the use of SOM [15] - [17] or fuzzy SOM [17] . A common characteristic among these methods is the fact that the analyses (adequacy and/or security) of the system operating states are directly assessed by those ANNs. The use of such techniques can produce good results for overall or system reliability indices, but they become limited, or even unfeasible from the computational point of view, for assessing composite reliability indices per areas and/or buses. Another constraint of these methodologies is the assessment of power and energy not supplied indices (consequently, loss of load cost indices), for system/area/buses, unless several specific ANNs are built during the simulation process.
Another interesting application of ANN in composite reliability evaluation is described in [19] . This model uses a multilayer perceptron trained through a backpropagation strategy. It calculates only system indices, including energy not supplied, but unfortunately, it spends huge CPU times, although tolerable, bearing in mind the discussed applications. This paper presents a new methodology to evaluate the main composite reliability indices. Based on the load model described in [2] and in the one-step forward transition system [3] , the proposed method combines nonsequential Monte Carlo simulation with an ANN based on Group Method of Data Handling (GMDH) [20] , [21] . For such, a pre-classification of the operating states is performed through this ANN type, where the states analyzed during the beginning of the simulation process are selected as input data for training and test sets. The constructive artificial neural network based on the GMDH algorithm performs a pattern analysis to identify only success states (i.e., those states with no load curtailments). With this procedure, a great number of states are classified by a simple polynomial evaluation, providing significant reductions in the computational cost required. The main reason for this choice is that, whenever the classes associated with the training 0885-8950/$25.00 © 2007 IEEE samples are available, models based on supervised learning provide better performance when faced with new cases than others that use unsupervised learning. Also, the ANNs based on the GMDH algorithm usually lead to simpler architectures and faster training processes than it would be obtained with others approaches [15] - [19] , [22] , [23] . Moreover, due to its self-organized nature, GMDH algorithms have already been successfully applied to the reliability field but in the framework of flexible manufacturing systems [24] .
II. COMPOSITE RELIABILITY
The estimates of composite reliability indices are obtained through algorithms based on two distinct representations: state space and chronological modeling. Usually, state-space-based algorithms follow three major steps [4] . 1) Select a system state (i.e., load level, equipment availability, etc. [5] . The basic difference is that the sequential approach moves chronologically through the systems states, while the nonsequential approach selects the states randomly. Sequential simulation, however, requires more computational effort than other approaches [2] , [6] , [10] .
Considering that Monte Carlo simulation is more attractive than state enumeration method to select the system states for large-scale systems, composite reliability indices have to be assessed by an efficient and accurate Monte Carlo algorithm. Loss of load indices can be estimated by nonsequential simulation techniques, as the mean over sampled system state values of the test function , i.e., [4] , [6] , [7] All the basic reliability indices can be estimated by the previous equation, depending on the definition of the test function . The estimate uncertainty is given by the variance of the estimator, and this uncertainty is usually represented as the coefficient of variation [4] - [7] . In this paper, the system state is sampled by a nonsequential Monte Carlo simulation, and the frequency and duration indices are estimated through the process called one-step forward transition system [3] . The major portion of the computational effort required by the composite reliability algorithm is concentrated on step 2). The objective is to identify if the system, in the sampled state, is capable of meeting the demand without violating its operating limits, from the static point of view. This requires the solution of a power flow algorithm followed by the monitoring of some system variables. If this analysis identifies operating violations or a potential load curtailment, a large-scale optimization problem must be solved in order to avoid or, at least, minimize the necessary load shedding.
Observe that patterns for success states are more easily achieved, due to general system characteristics related with adequate generation and transmission reserve capacities. Conversely, failure states are related with rare events emerging from specific system operation conditions due to, for instance, local transmission constraints. Therefore, it would be necessary to build specific ANNs in order to measure, in terms of reliability indices, all consequences of these failures. Unfortunately, the computational benefits of avoiding several optimization evaluations would be vanished by the computational effort of building several ANNs.
In the next section, a methodology will be shown that uses a polynomial network (i.e., GMDH) for a faster evaluation of system operating states. Such methodology will be applied to the composite reliability algorithm to reduce the computational effort spent in step 2). The goal is to obtain a pattern only for the success states, since the failure or at risk states will be fully analyzed to determine all consequences of load curtailments. This procedure will ensure the assessment of all reliability indices at all levels, i.e., system/area/buses.
III. POLYNOMIAL NETWORK-GMDH
A. Basic Algorithm
The GMDH [20] - [24] can be interpreted as a feed forward neural network with supervised learning that performs a polynomial mapping between input data and the desired output. Each neuron output can be expressed by a second-order polynomial function as shown in Fig. 1 , where and are inputs and A, B, C, D, E, and F are the polynomial coefficients, which are equivalent to the network weights, and Y is the neuron output value.
During the learning phase, a train and test procedure is used, i.e., two different data sets are employed: one for estimating the network weights (polynomial coefficients) and the other for testing which neurons should survive. This procedure allows network architecture to be determined automatically in the training process. ANN layers are constructed one by one, and each new generated neuron is, in fact, an estimate of the desired output. The training process continues until no better estimates are obtained with the generation of new layers. In this case, only one neuron is saved in the last layer (the one that provides best estimates), and only those neurons that are necessary to generate the output neuron are preserved in the previous layers. An important feature of the GMDH is that only the relevant input variables are preserved in the remaining reduced network. Fig. 2 shows a generic example where seven input variables were initially presented, but only five of them were found to be relevant, for the output class Y, after the training process has been completed. The GMDH is described in the Appendix.
B. Proposed GMDH Network
1) Input Variables:
The capacity of the neural network to distinguish between success and failure states is based on the fact that, for each group of sampled states, the corresponding variables must present a well-defined characteristic pattern. The network should, during the training phase, capture these patterns as to perform correct classifications, when applied to the system or to the new sampled states.
There are many combinations of variables that may be considered as input of the ANN for state classification: e.g., system load, available generation reserve, bus power injections, circuit flows, equipment unavailabilities, etc. In this paper, the following input variables are initially adopted: 1) capacity reserve per area and 2) unavailable generation per area. Clearly, these input variables are not able to supply information about the transmission network. In order to add such information, the unavailable transmission capacity (in MW) will also be included in the set of input variables of the ANN. The adoption of this variable may look simplistic, since second order or superior transmission contingencies tend to cause more severe impacts to the system. To avoid this problem, and also because transmission lines have low failure rates, the trained ANN will be used only in those states in which there is, at most, a transmission contingency. For those states with double or superior transmission contingencies, adequacy will be assessed by the power flow algorithm.
2) Data Selection: The data for network training and testing are obtained from initial states sampled by the Monte Carlo simulation. The size of the data sample can be determined by the regularity criterion [20] , [21] or by the convergence of the coefficient of variation " " [2] . In this work, a coefficient is used to define the data set that will classify the success states. Another important aspect is that the ratio between failure and success states tends to be proportional to the rate between failure and success probability. Thus, in systems with low probabilities of failure, which is usually the case, the data sample will have a number of success cases much greater than the number of failure cases. This might make it difficult to capture the correct pattern of the system by the ANN, especially those related to failure states. With the objective of obtaining more balanced samples, data from two success states are selected for each failure state.
To illustrate these concepts, the IEEE-RTS [25] is initially used, although the results of the estimated indices are detailed in Section IV-A. Therefore, for this particular system, when has reached the value of 20%, data from 396 operating states will have been collected, being 264 of success and 132 of failure. In these data, information on load, generation reserve, equipment availability, and states classification (success or failure) are duly captured. Such data are used as input for training and testing of the proposed GMDH neural network. The numerical values 10 and 20 were adopted to represent the desired outputs of the failure and success states, respectively.
For this particular system, it is worth noting that the number of input variables for the ANN was equal to five (i.e., unavailable generation capacity per area, generation reserve per area, and unavailable transmission capacity). Observe that the IEEE-RTS has two well-defined areas, i.e., 138 kV and 230 kV, where the first one is dominated by load while the second by generation.
3) ANN Performance: Considering the IEEE-RTS, the obtained GMDH network has only one layer. Thus, from the five variables selected for training, only two were considered relevant. The visualization of the input/output data of the ANN network is illustrated in Fig. 3 . It was assumed that the success states (character " " being attributed the value of 20, during training) are identified when the classifications obtained are greater than specified threshold. The status of the remaining states, i.e., with classification inferior to the threshold, will be defined by the conventional adequacy analysis (e.g., optimal power flow). In this way, it will be possible to determine not only if the state is of failure but also the amount of load shed. Character " " represents the failure states (being attributed a value of 10, during training). The success states not classified by the network are under the line of each threshold. Finally, for the threshold 12, it is possible to note that two classification errors were made in this case (character " "). All performance aspects of the proposed GMDH considering the IEEE-RTS are discussed as follows. Table I presents the performance of the ANN network in the training and test sets, for thresholds (thres.) of 18, 13. and 12, considering the IEEE-RTS. The necessary CPU time for training and testing the proposed GMDH network was inferior to 1 s, in a Pentium IV processor with 2.80 GHz.
The maximum number of correct classifications that the ANN network could achieve is 132 for the training and test and 264 for the total set (values between brackets). The "correct" classifications are related to the number of success states present in the selected data. Note that the fundamental principle of the proposed methodology is to avoid adequacy analyses only for success states. Therefore, the GMDH network succeeds if a success state is correctly classified, and it does not if a failure state is classified as a success state. Moreover, if success or failure states are not classified, the adequacy analysis (e.g., optimal power flow) will be carried out for these states. Since there are 66 failure states in the selected data set, this should be the minimum number of not classified states in the training and test set and 132 in the total set. The parameter "Error rate" indicates the percentage of wrong state classifications in relation to 66 or 132, since, as previously mentioned, the ANN network only makes a mistake if a failure state is classified as a success one.
From Table I , note that, with the proposed methodology, 152, 133, and 131 power flow analyses are performed (i.e., states not classified) for thresholds 18, 13, and 12, respectively, contrasting with the 396 analysis that are necessary if the ANN network were not to be used. Thus, one can conclude that the objective for using the network was achieved, and, in a simple analysis with the thresholds 13 and 12, about 99.6% of the success states (i.e., 263/264) would be identified by the ANN network. Therefore, this would be the percentage of adequacy analyses of success states avoided in the composite reliability evaluation, once the GMDH network is set (i.e., for ) until the Monte Carlo simulation reaches the pre-specified convergence (e.g., for
). Also note that, in reducing the threshold, the number of success states identified by the ANN network tends to increase. However, one must take care so that the error rate does not also increase. Undoubtedly, the ANN network proposed to analyze the operating states adequacy has presented very good results for this particular system. This performance analysis will be extended to other systems in the next section.
IV. RESULTS
The systems used to test the proposed methodology are: the IEEE-RTS, the Modified IEEE Reliability Test System (IEEE-MRTS), the IEEE-RTS-96, and a configuration of the Brazilian South-Southeastern System (BSS). The adequacy analysis of each sampled state is performed by dc power flow and by an interior point linear optimization algorithm, whose main objective is to minimize load curtailments. In all tests, a convergence criterion of (for all system reliability indices) is adopted for the nonsequential Monte Carlo simulation. Besides that, the size of the training and test sets of the ANNs is also defined by coefficient . All cases were performed on a Pentium IV processor with 2.80 GHz. All CPU times include only the computational effort required by step 2) of the composite reliability algorithm (i.e., load flow calculation and/or optimization). Fig. 4 shows the diagram of the IEEE-RTS [25] , which has 24 buses, 38 circuits, and 14 plants (32 generating units). The total installed capacity is 3405 MW. The original hourly load curve with 8736 levels is utilized, with a peak load of 2850 MW. The multi-level non-aggregate Markov load model proposed in [2] is used. Although it is assumed that all the bus loads follow the same pattern as the system load curve, this assumption is not mandatory for the proposed methodology. Different load patterns per area or bus could also be used [3] .
A. IEEE-RTS System
Two case studies are performed for the IEEE-RTS system: in the first one (Case 1), the results are presented without using neural networks (reference); in the second one (Case 2), the proposed methodology is used.
The performance and characteristics of the resulting neural network obtained (threshold 13) for this system are presented in Section III-B3. Table II shows for both cases the results achieved for the following system reliability indices: expected energy not supplied (EENS), loss of load probability (LOLP), loss of load frequency (LOLF), and loss of load duration (LOLD).
For Case 1, the total amount of sampled states was of approximately , being necessary to perform power flows and 5083 optimizations (corrective measures such as redispatching and/or load shedding). The CPU time (step-2) necessary for the convergence of the indices was 13.70 min. Through Case 2, the impact of using neural networks in order to avoid adequacy analyses of the success states is studied. The number of sampled states was , very close to the one presented in Case 1. However, the total of power flow analysis was , a number much lower as compared to Case 1. The number of corrective measures was 4354. Therefore, approximately load flows plus optimizations were replaced by a simple polynomial evaluation. The reduction in static adequacy analyses resulted in the lessening of the CPU time down to 0.91 min, which represents a speedup of 15.1 in relation to Case 1. It is possible to note that the average percentage error was 0.46%, staying within the uncertainty margin of the indices. Table III shows the same composite reliability indices for buses 1 and 18, belonging to areas 138 kV and 230 kV, respectively, considering both Cases 1 (without ANN) and 2 (with ANN). As it can be seen, the performance of the proposed   TABLE IV  ANN NETWORK PERFORMANCE-IEEE-MRTS SYSTEM   TABLE V  RELIABILITY COMPOSITE SYSTEM INDICES-IEEE-MRTS SYSTEM GMDH methodology is very good in terms of accuracy, with overall average errors less than 1%.
B. IEEE-MRTS System
The IEEE-MRTS results from modifications made in the IEEE-RTS [25] , with the objective of stressing the transmission network. For such, the generation capacity and load are doubled in each bar of the system, providing 6.8 GW of installed power capacity and 5.7 GW of annual load peak. The original hourly load curve with 8736 levels is used. Two study cases are performed: in the first one (Case 3), the results are presented without using the proposed GMDH network; and in the second one (Case 4), the proposed methodology is used.
The set of input/output variables used for training the ANN network in this system is the same of the IEEE-RTS system, apart from the modifications mentioned above. The trained GMDH network contains three layers and uses four of the five variables considered in the training and test sets. An algorithm of data projection in a multidimensional space, such as shown in [23] , was used to better understand the clustering tendency of patterns. The performance of this network with threshold 15 is shown in Table IV . The values between brackets for "Correct classifications" and "Not classified" have the same meaning previously explained in Table I . As it can be seen, the total accuracy performance of the proposed GMDH network is again very good, with error percentages of 2%. Table V shows the results obtained for the two study cases performed. The total of states sampled in the Monte Carlo simulation, the number of power flow analysis, and the number of optimizations with corrective measures were 436 790, 423 172, and 23 481, respectively, for Case 3 and 457 172, 46 527, and 19 108, respectively, for Case 4. With the assistance of the GMDH neural network, 376 645 (89.0%) power flow analyses and 4373 (18.6%) corrective measure optimizations were avoided. The CPU times were 2.85 min for Case 3 and 0.78 min for Case 4, resulting in a speedup of approximately 3.7 in relation to Case 3. The percentage errors are within the uncertainty margin of parameter (i.e., 5%), and the obtained results showed, again, a good performance of the proposed methodology, even considering very stressful transmission conditions. 
C. IEEE-RTS-96 System
The IEEE-RTS-96 system (IEEE Reliability Test System 1996) [26] results from modifications performed in the IEEE-RTS. This system has 73 buses, 120 branches, and 96 generating units, distributed in 42 power plants, with a total generating capacity of 10.21 GW for a system peak load of 8.55 GW. In order to create a more stressing operating condition for this system, the peak week (week 51) load curve of the IEEE-RTS system is repeated 52 times in a year period.
The neural network obtained is made up of two layers. Four variables were considered relevant from a total of 17 used during the training and test data. The performance of the GMDH neural network obtained for this system is shown in Table VI . The CPU time necessary for training and testing the proposed ANN was also inferior to 1 s, and the threshold adopted was 13. Table VII shows the results obtained for the two study cases performed. Case 5 presents the results without using the ANN, and Case 6 uses the proposed GMDH methodology. As it can be seen in Table VII, Two new study cases were performed with the IEEE-RTS-96 system. In these cases, the original load curve of the IEEE-RTS was used. The obtained results indicated that: the average error in the reliability indices considering the proposed methodology was 4.17%; the CPU times were 143 min to reference case and 29 min to the case using the proposed GMDH, with a speedup of 4.9. All tests with the IEEE-RTS-96 showed good accuracies for bus indices as well.
D. BSS System
The configuration used for the Brazilian South-Southeastern System (BSS) contains 413 buses, 685 circuits, and 255 gen- erating units. The installed capacity and annual peak load are equal to 46 and 41 GW, respectively. This was the configuration used in planning studies during the 1990s. A typical annual curve, with 8736 levels, is used to represent the behavior of the hourly load in all buses of the system. The estimated reliability indices refer to the area of the Minas Gerais state that contains 20 buses (15 load buses). The BSS system is subdivided into 33 areas; thus, the number of input variables supplied for network training was 67. The neural network obtained for this system is made up of two layers and four variables were considered relevant. The performance of this network is presented in Table VIII . The CPU time for the training and testing of the ANN was inferior to 1 s.
Two case studies were performed. The first one (Case 7) presents the results without using ANNs. The second one (Case 8) uses the proposed GMDH neural network methodology. The results obtained for the BSS system are presented in Table IX . Considering Cases 7 and 8, the total of sampled stated in the Monte Carlo simulation, the number of power flow analysis and the number of optimizations were 484 503, 445 668, and 43 406, respectively, for Case 7 and 505 075, 47 764, and 16 008, respectively, for Case 8. The CPU times were 52.08 min for Case 7 and 9.05 min for Case 8, resulting in a speedup of 5.8. Table X shows the same composite reliability indices for the two most important buses of this specific area (numbers 1280 and 1293), considering both Cases 7 (without ANN) and 8 (with ANN). The performance of the proposed methodology is very good in terms of accuracy, with overall average errors around 2%.
Finally, it is possible to observe that the speedup, obtained through the proposed methodology, is directly proportional to the computational cost of the adequacy analysis. Moreover, since the optimization cost of corrective measures is greater than the cost of the power flow analysis, greater speedups can be achieved in those systems in which the number of heavy optimization calls are avoided by the use of ANNs.
V. FINAL REMARKS
The assessment of composite generation and transmission reliability indices for large power systems is a difficulty task, involving lots of computational calculations. The major portion of these evaluations comes from adequacy analyses, based on power flows and optimizations related with actions taken to correct the system operation conditions. This paper has presented a new methodology for evaluating the reliability of large composite power systems based on ANNs, specifically the GMDH polynomial network, to reduce the computational effort required during the adequacy analyses of the system operating states. The proposed approach also uses the nonsequential MCS, based on the one-step forward state transition process and a non-aggregate Markov load model. It appropriately captures, therefore, all equipment and load level transitions.
The proposed GMDH neural network is extremely efficient, from the computational point of view, and it is only used to avoid adequacy analyses of success states, whose patterns are discovered during the first sampling assessments of the MCS. The idea is to provide the simulation process with an intelligent memory, based on polynomial parameters, to speed up the evaluation of operating states. Failure states exhibit much more complex patterns and, therefore, are fully evaluated through power flow and/or optimization algorithms. This simple idea allows the assessment of all types of composite reliability indices, including power/energy not supplied and loss of load costs, at all levels, i.e., system, areas, and buses.
Case studies with several systems, including the IEEE-RTS, IEEE-RTS-96, and a configuration of the Brazilian SouthSoutheastern System (BSS), revealed the good performance of the proposed methodology, not only in terms of CPU time savings but also in relation to the accuracy of the reliability indices. Some additional tests applied to the BSS system, which combined the proposed GMDH methodology with a simple and effective network reduction proposed in [27] , have shown final speedups around 45. This proves the effectiveness of all recent ideas, including ANNs, network reductions, distributed processing, etc., to make the assessment of composite reliability feasible for large power systems.
APPENDIX GMDH ALGORITHM
Consider input/output patterns divided into two different data sets: samples for training and samples for testing. The GMDH algorithm [20] , [21] is summarized as follows.
1) Combine the columns of input variables, two by two, and solve linear systems of equations, as shown below, in order to generate neurons in the next layer for with where , , and represent the desired output and the observed input variables and for the th pattern, respectively. , , , , , and are the polynomial coefficients (weights) to be estimated for the neuron generated by and . 2) Evaluate the coefficients in step 1) (in the sense of least squares) and estimate the generated neurons outputs z as for and
3) Evaluate each of the generated neurons using the test set 4) Sort the values. Compare the minimum value with the minimum of the previous layer. If the current error is greater than the previous one, stop, keeping only the best neuron in the previous layer and the neurons that were necessary to generate it, from the original inputs. Otherwise, save the fittest neurons, transform their outputs into new inputs, and go back to step 1) to generate a new layer.
