A traditional solution of area-based stereo uses some kind of windowed pixel intensity correlation. This approach suffers from discretization artifacts which corrupt the correlation value. We introduce a new correlation statistic, which is completely invariant to image sampling, moreover it naturally provides a position of the correlation maximum between pixels. Hereby we can obtain sub-pixel disparity directly from sampling invariant and highly discriminable measurements without any postprocessing of the discrete disparity map.
Introduction
In stereo, we have to recognize corresponding points, i.e. the image points which are the projection of the same spatial point, according to how much the image point neighbourhoods are similar, computing some kind of image correlation statistic.
A stereo algorithm usually consists of two essential modules: the measurement evaluation and the matching. The first process computes some kind of similarity (correlation) statistics between all potential correspondences. The second process takes this measurements and establishes matches according to some principle or optimizing some criterion. Both stages are important and dramatically influence the matching results, which could be seen in stereo evaluation works [11] , [5] .
This paper is exclusively devoted to the similarity evaluation stage introducing a new correlation statistic which can be used by various matching algorithms. We introduce a Complex Correlation Statistic (CCS) which is invariant to image sampling and allows sub-pixel match localization.
Birchfield and Tomasi [1] noticed that it is important the correlation statistic be invariant to image discretization and proposed a sampling-invariant pixel dissimilarity. It is a simple extension of Sum of Absolute Differences (SAD) based on a linear interpolation. It works quite well but it tends to fail where there are very high frequencies in the images. The aggregation of this pixel dissimilarity over a window has become popular in area-based stereo, e.g. [17] .
Szeliski and Scharstein [15] continued with this effort and recommended several other matching scores based on interpolated image signals, e.g. to interpolate the images to a higher resolution, compute the usual statistics, aggregate and subsample to the original resolution. The drawback of this approach is that the increase in resolution is finite, which limits the discretization invariance property.
There are several possibilities to achieve sub-pixel matching. Again, the simplest way is to work with interpolated high resolution images. We could have the sub-pixel precision up to the level of interpolation and also the statistic will be less sensitive to image sampling. But, computational expenses increase dramatically.
A possible solution might be to interpolate in the space of correlation statistic (disparity space), like fitting a parabola between three values in the correlation table to find where the extreme of the statistic is. These methods were studied by Shimizu and Okutomi [12, 13] , where they formulate which interpolant is suitable for which statistics, and proposed a method to compensate a systematic error using that method.
In theory, a sub-pixel disparity map could be also obtained from any probabilistic labeling framework, e.g. [14, 16] , where the final disparity is determined as a mean value from all integer disparity labels. However, it has not been analyzed properly whether such an estimate is accurate. This is a preprint of the paper presented at SCIA 2005. 
Fig. 2. Computational block
Sub-pixel matching precision can also be achieved using so called phased-based techniques. By the phase it is meant the Fourier phase of a signal or the angle of a response to a complex-valued filter in general. The method is based on the Fourier shifting theorem: a shift in the spatial domain corresponds to a shift of the phase in the frequency domain. Weng [18] introduced the windowed Fourier phase as a matching primitive in a hierarchical disparity estimation procedure. Sanger [7] used Gabor filters [2] and the final disparity is calculated as a weighted average of the disparities obtained from various filter bands. Fleet et al. [4, 3] also used Gabor filters. They introduced a stability criterion of the phase, which is based on the discrepancy between the tuning frequency of the Gabor filter and the local frequency of the response. Unstable estimates are not used in the subsequent iterative algorithm. Xiong and Shaffer [19, 20] proposed to use hypergeometric filters beside the Gabors. They use high-order Taylor expansion of the response which allows affine invariant estimation, but it requires solving a set of equations by an iterative procedure for each match.
Our approach is very close to phase-based techniques in the sense we model the image using Gabor filters and exploit the shifting theorem. But we do not estimate the disparity map directly, we embed the estimation of the sub-pixel disparity in the correlation statistic which is evaluated in a closed form without any complicated optimizations.
The paper is organized as follows. We will introduce our Complex Correlation Statistics in Sec. 2. The experiments will be presented in Sec. 3. Finally, Sec. 4 concludes the paper.
Complex Correlation Statistic

Definition
Let us have rectified images IL(x, y) and IR(x, y), in which epipolar lines coincide with image rows y in both images. Image similarities for all potential pixel correspondences (x1, y) ∈ IL, (x2, y) ∈ IR, for current scanline y form so called correlation table c(x1, x2). 1 We define the Complex Correlation Statistic to be a complex number
where the magnitude A is the similarity value which is invariant to image sampling, and the phase ϕ shows the correct position of the match between pixels, see Fig. 1 . The thick black line represents the truth matching, i.e. an image of a surface in the disparity space. Green circles mark cells of the correlation table at locations, where magnitude A should be the highest (ideally 1). Blue arrows represent the angle ϕ pointing towards the correct match position in the horizontal direction. Red arrows are pointing towards the correct match position in the vertical direction. This is the angleφ of the complementary correlationC CS(x1, x2) = Ae jφ . Magnitudes of CCS andC CS are the same, the only difference is in phases. These statistics are evaluated in each cell of the correlation table. A flowchart of this procedure is sketched in Fig. 2 . The inputs are intensity values of the neighbourhood N of the left IL and right IR image at position x1, x2, respectively on the yth row. Swapping the inputs f , g of this block causes swapping the CCS toC CS.
In the following sections, we will describe what is inside the CCS-block. First, we give the formula and then we explain it.
Procedure for computing the CCS
Both images are convolved with a bank of several Gabor filters tuned to different frequencies to equally sample the frequency spectra, and with the corresponding x-partial derivative filter bank. The CCS is computed from the responses in a closed form. The bank of filters is
where i = 1, . . . , N is the index of a filter tuned to a frequency (u0 i , v0 i ) with a constant scale σ. The input images f (x, y), g(x, y) are convolved with the filters, so the responses are
We estimate the local frequency component, i.e. a partial derivative of the phase of the Gabor response
Now, the CCS will be evaluated per scanline y. First, for all the cells of the correlation table and for all the filters i = 1, . . . , N, we estimate the local subpixel disparity
We denote a f i (x, y) = |G f i |, ag i (x, y) = |Gg i | and finally, we aggregate the data using the formula:
In this subsection we have described completely the procedure for computing the correlation table of the Complex Correlation Statistic. In the next section we will explain it more in details and show why it works.
Derivation of the formula for the CCS
Locally, we have two signals f (x, y) and g(x, y) related by
where the (local) disparity is assumed to be small and linearly varying with x, y
First, we will show the d(x, y) can be estimated from the responses of the Gabor filters. Let us assume that our signals are real signals consisting of a single frequency (u, v) only
Convolving these signals with the Gabor filter tuned to the frequency (u0, v0), we get
This holds well where the signal frequency (u, v) and the tuning frequency of the filter (u0, v0) are close to each other. Then we can neglect the contribution of the symmetric frequencies, which arises from the convolution integrals. The disparity is determined from the argument of the Gabor responses:
which is the formula (5), because u = u f is the local frequency, i.e. the derivative of the response phase, as can be seen by taking partial derivatives of the arguments of (10):
We can estimate the disparity gradient (d1, d2) from the local frequencies as d1 
which is the formula (4). Formulas for the other local frequencies can be derived analogously.
Computation of the CCS according to (6) is inspired by the Moravec's normalized cross-correlation [6] , which works well for windowed data. We use a similar formula regardless of the fact we work with complex Gabor responses. It is not exactly the same, because there is the necessary frequency normalization (5). After the normalization, the meaning is as follows: Under the correspondence, the local disparity estimates di from all the filters should agree and the magnitudes a f i and ag i for each filter should also be the same. The formula (6) measures how much this is true.
For example, let us have two images where one is shifted from the other with a constant disparity δ which is smaller than one pixel, f (x, y) and g(x, y) = f (x + δ, y). No noise is assumed. Then all the local disparities in (5) are di = δ and from (10), we can see that a f i = ag i = ai. Substituting this into (6) we obtain
The phase arg(CCS) = δ and the magnitude |CCS| = 1. Clearly, when either the local disparities di do not agree or the local magnitudes are different, the |CCS| < 1. Notice, when the scene is not fronto-parallel, i.e. the disparity is not constant d1 = 0, d2 = 0, then the magnitudes of the Gabor responses a f i , ag i differ in (10) . It means the |CCS| < 1, but according to experiments we made, it does not cause serious problems for reasonable slants, see Sec 3.
This derivation is valid only for a mono-frequency signal. But it holds well for general signals containing all frequencies. This is due to high frequency localization of the Gabor filters, proportional to the scale σ. The other reason it works well is that formula (6) aggregates the data from various filter bands and averages out weak response estimates and symmetrically invalid estimates. Therefore, we do not need to use any stability criterion as [4, 19] .
Usage of the CCS and technical notes
For each scanline we get the correlation table of CCS. This is a finite set of the sub-pixel correspondence hypotheses. The task of the matching algorithm is to select a subset. It can be simplified so that, we submit a table of magnitudes |CCS| to a common discrete algorithm, which establishes the integer matches. Then the sub-pixel disparity is obtained by adding the phase of the CCS to them.
There are high correlation values |CCS| in the vicinity of the truth (sub-pixel) matches, which are due to the fact that each CCS phase aims at the same point, as in Fig. 1 . The maximum |CCS| is not sharp as a consequence. It might be a problem for some algorithms. So we rearrange the table of magnitudes. The resolution of the table in the direction of the disparity correction is increased twice by adding 1/2 pixel cells. The correlations including the phase are binned in these new cells. Then the magnitude in each bin is determined from the correlation which has the smallest phase. Magnitudes in empty bins are set to zero.
Our filter bank usually contains 50 filters, 10 in the horizontal, 5 in the vertical frequency direction. Gabor filter in the frequency domain is a Gaussian centered at the tuning frequency with a standard deviation proportional to the scale 1/σ. So, the tuning frequencies are selected uniformly from ±[0.2π, 0.8π] × [0.2π, 0.8π]. Too high and too low frequencies are excluded because of aliasing and because of the approximations in (10) . The scale of the filters is selected from the range σ ∈ [2, 5] , depending on the scene complexity. This is a parameter of the method.
Experiments
We will demonstrate the important properties of CCS: the magnitude is discriminable and invariant to image sampling and the subpixel disparity estimation of its phase is accurate.
We made several experiments on both synthetic and real data. We will quantitatively evaluate the performance of CCS and compare to other correlation statistics. Qualitative evaluation as disparity maps of real outdoor scenes will be presented. 
Synthetic Data
We generated stereo-image pairs assuming the cameras observe a textured plane, i.e. the ground-truth disparity is a linear function as in (8) . The images were generated in a high resolution, transformed according to the required disparity and finally integrated (filtered) and subsampled into a working resolution.
The high-resolution (1000 × 1000) image was generated as a random texture containing all frequencies up to the Nyquist limit for the forthcoming subsampling to the working resolution (50 × 50). This represents a virtual plane in front of the cameras, which was projected into the left image plane with the identity and into the right image plane using the homography
The warped images were convolved with a moving average filter of the same size as the reduction factor (1000/50 = 20) and subsampled. This step simulates the integration of the pixel surface in a camera and makes the image spectra more realistic.
In the following experiments, the Gabor scale parameter of CCS was set σ = 2 and the size of the window of other statistics was set to 5 × 5 pixels.
Discriminability The discriminability is a property which intuitively says that correlation statistic assigns high values to the true corresponding pairs while keeping low values of all other potential matches.
We define the discriminability as a probability that the ground-truth match has all X-zone competitors [9] of lower correlation, see Fig. 4 , and it is estimated from
where (i, j) is a cell in the correlation table, G (red circles) is the set of the ground-truth correspondences and the X (i, j) (green crosses) is the forbidden zone for (i, j), and c(i, j) is the correlation value. The estimation was averaged from 100 random trials over texture generation for each stereopair. This definition of discriminability is insensitive to the scale of the statistic c. We only need the similarity property: higher similarity implies higher value of c.
We will compare the discriminability of CCS with other (window) statistics: the Sum of Absolute Differences (SAD), the Moravec's Normalised Cross Correlation (MNCC) [6] and the sum of Birchfield-Tomasi sampling insensitive pixel dissimilarities [1] over a window. The SAD and BT is redefined to be a difference of the original statistic from 1 to have the similarity property.
We measured the discriminability for a constant subpixel disparity: d(x, y) = d0, d0 ∈ [0, 0.5] px (frontoparallel scene), and for a slanted plane: d(x, y) = d1x, d1 ∈ [0, 0.5]. We do not present results for the other slant d2, since it was very similar to the behaviour under varying d1.
The results for the fronto-parallel case are shown in Fig. 3 (left) : The worst case occurs where the true disparity d0 is 0.5 pixel. The SAD and MNCC tends to fail towards this point, BT has small problems at this point too, although it should be invariant to image discretization, but due to interpolation used in BT, it gets worse as more high frequencies are present, see Fig. 3 (right) . We did not observe any failure of CCS in any of the 100 trials, which corroborates its invariance to image sampling.
Unlike the others, the CCS has no problems with high frequencies, see Fig. 3 (right). These plots show the discriminability where d(x, y) = 0.5 px versus the size of the moving average integration filter. The size=1 means, there are all frequencies up to the Nyquist limit and they are attenuated with increasing filter size.
The results for the slanted plane are shown in Fig. 3 (center) : None of the tested statistics is invariant to the slant. The discriminability decreases with higher slants d1 as expected, but, surprisingly, the CCS is the best for all measurements. Accuracy By matching accuracy we mean that the estimated disparity is close to the ground-truth disparity. We measure the root mean square (RMS) error of this difference, but matches whose error in disparity is higher than 1 pixel are considered outliers and excluded. These outliers are mismatches, a consequence of the low discriminability.
We ran the same integer matching, Confidently Stable Matching (CSM) [9] , first with CCS magnitudes, and second with MNCC. We compared the accuracy of the sub-pixel disparity obtained directly from the CCS phase (CCS) with the disparity correction (DC) method on the MNCC matching (MNCC-dc). This method postprocess the integer disparity map by fitting affine window optimizing a ML criterion [8] . Note that RMS results are primarily determined by the DC step, hence we do not need to to test other statistics for the pixel resolution matching (like BT, SAD followed by DC, etc.)
We measured the accuracy for the fronto-parallel plane, see Fig. 5 (upper row: RMS error, outlier ratio), and for the slanted plane Fig. 5 (lower row) as in the discriminability experiments. The CCS is clearly the best for the fronto-parallel case and it has no outliers. Surprisingly, the CCS remains better for slanted scenes, despite it does not explicitly model this distortion unlike the DC method.
Real data
We will report two experiments where the images were captured by real cameras: a precise laboratory test and results on some outdoor scenes. We compared the performance of the CCS with MNCC-dc algorithm as in the synthetic experiments.
Laboratory Test Scene
The algorithm performance was tested on the CMP dataset [5] . The scene consists of thin stripes in front of a planar background, see Fig. 7 (first row). The algorithms are evaluated on an image series of varying texture contrast.
We observed the Mismatch Ratio MIR (matches which differ more than one pixel from the ground-truth), the False Negative Ratio FNR (the sparsity of matching) and the accuracy as the RMS error, Fig. 6 . We can see the performance of CCS is better for all texture contrasts in all observed quality measurements. It has about twice less mismatches, the FNR is lower by the order of 2 magnitudes (!).
2 The accuracy is also better: from twice (for weak textures of low contrast, at left) to 1.5 times lower RMS error for high contrasts. The disparity maps for the best texture contrast are shown in fig. 7 (first row) .
The whole evaluation method is described in [5] , where results for other algorithms are reported.
Outdoor scenes We will show two results from an outdoor scene, which were captured by a standard hand-held digital camera. The second row of Fig. 7 is a shot from the St. Martin scene with non-planar surfaces, with some half occluded regions and thin objects. The CCS gives denser results than MNCC-dc. The occlusion boundaries are not estimated worse than with a standard correlation. Gabor scale in CCS was set to σ = 4 and the window size of MNCC was set to 9 × 9 pixels.
Next example, Fig. 7 (last row), is a scene with an inscription above the door. Importantly, the letterto-background difference in disparity is less than one pixel. The inscription is clearly visible in the CCS disparity map, while not in the MNCC-dc map, which is very noised. Gabor scale in CCS was set to σ = 3 and the window size of MNCC was set to 7 × 7 pixels.
