Bayesian networks (BNs) are probabilistic graphical models which are widely used for knowledge representation and decision making tasks, especially in the presence of uncertainty. Finding or learning the structure of BNs from data is an NP-hard problem. Evolutionary algorithms (EAs) have been extensively used to automate the learning process. In this paper, we consider the use of the Gene-Pool Optimal Mixing Evolutionary Algorithm (GOMEA). GOMEA is a relatively new type of EA that belongs to the class of model-based EAs. The model used in GOMEA is aimed at modeling the dependency structure between problem variables, so as to improve the efficiency and effectiveness of variation. This paper shows that the excellent performance of GOMEA transfers from well-known academic benchmark problems to the specific case of learning BNs from data due to its model-building capacities and the potential to compute partial evaluations when learning BNs. On commonlyused datasets of varying size, we find that GOMEA outperforms standard algorithms such as Order-based search (OBS), as well as other EAs, such as Genetic Algorithms (GAs) and Estimation of Distribution algorithms (EDAs), even when efficient local search techniques are added.
knowledge representation and inference approach under uncertainty through the use of probability theory and have been successfully applied in diverse fields such as medical diagnosis, prognosis and image recognition.
A BN is a directed acyclic graph in which nodes represent random variables that denote an attribute, a feature or an hypothesis, such as a disease or a symptom. Arcs represent conditional probabilistic dependencies among variables. An arc from A to B indicates that the value taken by variable B conditionally depends on the value taken by variable A. Most of the time, BNs are interpreted to reflect cause-effect relationships. An arc then, from A to B indicates that B is caused (or influenced) by A. To sample from a BN, the first step is to start from the nodes without parents, since for the rest of the nodes, a realization of the parents is needed, to index the conditional probability table for the particular node and then use that table to sample from, for that node. In case that there is no one variable without parents in the graph, the sampling process is not possible and the joint probability distribution would not be able to be defined. For that reason, a BN should always represent an acyclic graph.
The strength of these dependencies is quantified by local conditional probabilities. As an example, a BN applied in the medical domain could represent cause -effect relationships between a disease, its causes and its symptoms. Given some symptoms and some of the disease causes (risk factors), the network can be used to compute the probability of the presence of a disease. More formally, a BN with a set of random variables A = [A 0 , . . . , A m−1 ] consists of:
(1) A network structure that encodes the probabilistic conditional dependencies among the variables. (2) A set of local conditional probability distributions Pr(A i |Pa(A i )) is associated with each node. Each probability distribution quantifies the effect of parents on the node. These are given as tables, in the case of discrete variables, which are called conditional probability tables (CPTs). For nodes that do not have any parents (i.e. the roots), their prior probability distribution is defined. Both prior and conditional probability tables are usually constructed from data with maximum likelihood estimation.
The network structure and the set of local probability distributions define the joint probability distribution for A as: Pr(A i |Pa(A i ))
Many algorithms have been proposed to address the optimization problem of learning the structure of a Bayesian network that is a good representation of the data. The three most common approaches are: a) constraint-based, b) score and search methods and c) hybrid methods.
Constraint-based methods use statistical hypothesis tests to detect a set of conditional independencies from the dataset. They use these dependencies to restrict the set of possible parents of each node, and build a BN based on these restrictions. They were the first developed algorithms for BN structure learning. The best known example of these methods is the PC algorithm [23] .
Search and score methods, on the other hand, include a heuristic search procedure to search in the space of all possible networks, using a scoring metric to evaluate how well the network fits the data. There are several well-known proposed scoring metrics such as the Akaike's Information Criterion (AIC) [1] , the Bayesian Information Criterion (BIC) [22] , the Minimum Description Length (MDL) [21] and the Bayesian Dirichlet equivalence (BDe) metric [22] . The general idea of the scoring methods is to compute the likelihood of the probability distribution that the BN encodes and to penalize this score in some form by the complexity of the network.
Previously studied score and search techniques involve heuristic search methods such as Simulated Annealing [11] , Tabu search [3] , Hill-Climbing (HC) [5] and K2 algorithm [4] . HC is the most wellknown heuristic technique that uses a local search to find the solution that maximizes the score. To prevent getting stuck in a local maximum, possible variations of HC include random-restart HC and its integration with tabu search.
Simulated annealing uses the Metropolis algorithm for optimization purposes. The search is terminated either based on a predefined termination criterion (e.g. maximum number of loops) or if there is not any improvement during the entire Metropolis loop. Tabu search searches iteratively through the neighborhood list of the current solution, and it stores the last visited solutions in the tabu list. In contrast to Simulated Annealing, Tabu search uses a memory (tabu list) to store a limited set of last visited solutions, which helps to prevent the method from being trapped in a local maximum. K2 takes as input a predefined node ordering and it searches through the set of solutions to find the network structure with the maximum score that should satisfy the predefined node ordering.
Recently, several hybrid methods have been proposed that combine both constraint and search and score strategies to improve the performance and the time complexity. The best known state-of-theart hybrid methods include Sparse-Candidate (SC) algorithm [9] , Max-Min Hill Climbing (MM-HC) [26] and the Ordering-based search [24] .
Evolutionary algorithms (EAs) are another category of search and score methods that have been widely applied. The main advantage of the aforementioned algorithms is that EAs are less likely to get stuck in a local maximum (given a sufficiently large population size and competent variation operators). They have been firstly proposed in [14] to discover the optimal node ordering using crossover and mutation operators, that is passed on to the K2 algorithm. More work has followed for learning the best structure of the network using a heuristic search and a fitness function as a scoring method. A GA is further proposed in [13] to directly search for the optimal network structure in two scenarios: i) there is a node ordering assumption (parents before children) which reduces the dimension of the total set of possible structures and ii) there is not any assumption and the algorithm should deal with a larger set of structures. As a follow up of this work, in [15] , a local search operator is integrated to obtain better structures.
A skeleton-based approach for learning the structure of BNs was firstly proposed in [27, 28] . This approach consists of two steps: i) to build a BN skeleton from the data (an undirected graph) by using a constraint-based approach and ii) to run a score + search method, such as a GA, to search for the optimal structure, in the DAG space, but constrained by the skeleton.
In this work, we consider, for the first time, the use of a recently introduced EA, the Gene-pool Optimal Mixing Evolutionary Algorithm (GOMEA) [25] , to search for optimal structures of BNs. GOMEA is a model-based EA that during optimization learns a linkage model that describes dependencies between problem variables so that these are considered when generating new solutions, i.e. strongly dependent variables are always copied together when constructing a new offspring, so as to disrupt important building blocks as little as possible while mixing them.
GOMEA has been shown to outperform traditional genetic algorithms (GAs) and estimation-of-distribution algorithms (EDAs) on many discrete single and multi-objective optimization problems, in terms of scalability and time complexity [25] . The main strengths of GOMEA, in contrast to classic GAs and EDAs, are its (often hierarchical) model-building capacities and the potential to use linkage models to perform efficient partial solutions during the variation process, if the problem at hand permits doing so.
The main aim of this paper is to evaluate the effectiveness and efficiency of GOMEA when learning the structure of BNs from data. To this end, we consider an integer-based representation of BN structures, and compare the performance of GOMEA on four benchmark network problems of various size with the performance of other EAs such as different variations of standard GAs, using various crossover operators, the ECGA [10] , which is a well-known EDA, that also aims to detect and export problem structure, and other standard non EAs, which were reported in [6] .
The remainder of this paper is organized as follows: In Section 2, a description of GOMEA is given. In Section 3, a detailed description of the methodology used for learning BN using GAs is outlined, while in Section 4, the benchmark problems, the compared algorithms and the experimental results are presented. Finally, a discussion about the results is given in Section 6, while conclusions are presented in Section 7.
GENE-POOL OPTIMAL MIXING EVOLUTIONARY ALGORITHM (GOMEA)
GOMEA [25] uses a general linkage model, namely the Family Of Subset (FOS) F . The FOS is a set of subsets of problem variables, having some degree of dependency, for which their values should be copied together when performing variation. A FOS F can be written as
In the current study, we use the Linkage Tree Model (LT) structure, which is the most often used FOS structure in literature on GOMEA [2] . In the LT model, linkage sets are arranged in a hierarchical tree structure that can be learned from a population of solutions by a hierarchical clustering procedure in O(nl 2 ) time, where l is the number of problem variables and n is the population size.
An important aspect of GOMEA's success is its main variation operator, called Gene-pool Optimal Mixing (GOM), that combines partial solutions to iteratively transform each solution in the population into exactly one offspring, thereby following the linkages as specified by the subsets. More precisely, an existing parent solution is duplicated. Then, each linkage set in F is traversed iteratively in a random order. For each set, a donor is randomly selected from the current population and its values for the variables indicated in the linkage set are copied to the parent solution. The partially altered solution is evaluated and its fitness is compared to the fitness of the parent solution. If the offspring solution has an equal or better fitness than the parent solution then the new generated solution is accepted, otherwise, it is reverted.
Note that, since GOM generates partially altered offspring solutions, the incorporation of the mechanism of partial evaluations for increasing the speed of the computation of the optimal solution is perfectly compatible in GOMEA. On the contrary, in GA or EDA, the offspring solutions are fully generated by mixing the values of the selected parents from the population, and the incorporation of the evaluation of partial solutions would be useless.
By its design, GOMEA could be seen to effectively integrate a form of linkage-based local search into variation, which makes its overall procedure closer to that of genetic local search, although with a dynamically learned neighborhood. In various problem domains, GOMEA has been shown to improve the performance compared to classic EAs. The current implementation of GOMEA is outlined in [16] and the pseudocode is displayed in Figure 1 .
LEARNING BAYESIAN NETWORKS FROM DATA WITH GAS
In this section, we describe how we represent BNs, evaluate fitness, perform local search and deal with infeasible solutions. These concepts can then straightforwardly be used to learn BNs from data with all types of GAs that we consider in this paper.
Representation
Each solution in the population is a fixed-length (l) string of integer variables with three values. Each variable represents both the existence and the ordering of an arc between two variables A i and A j . Thus, each parameter can take three possible values: i) 0, if the arc between A i and A j is absent, ii) 1, if there exists an oriented arc going from A i to A j and iii) 2, if there exists an oriented arc going from A j to A i , where i ∈ {0, .., m − 1} and j ∈ {i + 1, .., m − 1}, where m is the total number of variables. A Bayesian network is a directed acyclic graph (DAG) and it is necessary to confirm that all the generated solutions represent acyclic graphs. Given that the existence of an arc between one variable to itself would not satisfy the constraint of acyclicity of the graph, the set of possible parents that a variable can have is equal to m − 1, excluding itself. The total number of problem variables l is therefore computed as:
Figure 1: Gene-pool Optimal Mixing Evolutionary Algorithm
The original implementation of GOMEA works on fixed-length strings of binary variables. The Linkage Tree is learned using a hierarchical clustering procedure where mutual information (MI) is employed as the basis of measuring the distance between two problem variables. Since the search space is still Cartesian, the extension of MI from computing the distance from binary to integer variables is straightforward [17] .
Fitness Function
To evaluate the fitness of a BN, we use the uniform joint distribution likelihood-equivalence Bayesian Dirichlet (BDeu) score [4] . BDeu is a scoring function that computes the marginal likelihood of data given a graph structure based on a prior Dirichlet distribution with parameter vector a i jk . In the uniform distribution, a i jk = 1 q i , where q i is the set of possible configurations of the parent set of a variable.
BDeu is a decomposable score which can be written as a sum of functions that only depends on one variable and its parents. It is defined as follows:
where Γ(v) is the Gamma function which for v ∈ N is given by
a i jk , m is the total number of variables, r i represents the number of states of A i , N i jk is the number of instances in the data where the variable A i = k, k ∈ {0, . . . , r i − 1}, and the variables in Pa(A i ) take their j t h configuration,
Partial Evaluations
The first and foremost strength of GOMEA is its powerful way of learning and exploiting dependencies between problem variables. An important additional benefit of GOMEA is that it becomes straightforward to incorporate a simple mechanism of performing partial evaluations that increases the speed of evaluating solutions. This is due to the fact that many subsets in the FOS have a limited size of problem variables, especially in the case of the Linkage Tree model. This leads to small changes to be evaluated, which in turn, leads to improvements in time requirements. The particular way to achieve partial evaluations is based on the problem domain and the computation of fitness. It may not always be possible to do so. In the problem at hand, changing a few variables means that a few arcs may have been changed. Since the fitness function is the decomposable BDeu score, a sum of local BDeu scores over all BN nodes, the updated score for a BN is defined as follows:
Let C i ∈ {0, . . . , s − 1} be the set of the nodes for which the parents have changed and s, the total number of nodes in this set, then:
where Pa old (C i ) is the set of the old parents of node C i , and Pa new (C i ) is the set of the new parents of node C i .
The BDeu score can be stored for each node so that Pa old (C i ) does not have to be recomputed.
Local Search
The most common approach for searching an optimal network structure of a BN is by implementing a local search over the possible set of networks using the operators of arc addition, deletion and reversal. In this paper, we consider an integration of GAs and local search, as it is known that for many non-trivial optimization problems, adding local search is beneficial.
Local search is applied upon initialization and at the end of every generation, for every solution in the population. First, the solution is copied into a backup solution and then, the local search technique traverses iteratively through the set of all the problem variables in a random order. The current solution is partially altered by trying all possible values for each variable. In our case, the set of possible values of the problem variables are three: 0,1 or 2.
For each try, the partially-altered solution, after ensuring that is an acyclic graph, is evaluated and if there is an improvement in the fitness score, the new solution replaces the current one, otherwise it reverses to its backup solution.
Repair Operator
Building structures of a Bayesian network may result in illegal structures with GAs, i.e. cyclic directed graphs, due to mixing of different structure representations. In order to deal with this issue, a repair operator has been defined that ensures that graphs are acyclic. The operator is applied to every generated solution upon initialization and in every mixing step, prior to the evaluation of the fitness function.
Specifically, the repair operator uses Depth-First Search to detect cycles in the graph. It goes iteratively through all the nodes and keeps track of visited nodes using a recursive stack. In case that it reaches a node that is already stored in the recursion stack, then it detects a cycle in the graph. The last arc that completed the cycle is removed from the graph.
EXPERIMENTAL SETUP 4.1 Benchmark Datasets
We used four well-known benchmark datasets of various sizes from the Bayesian Network Repository [8] , i) a small BN, the ASIA network, with m = 8 nodes, ii) a medium BN, the INSURANCE network, with m = 27 nodes, iii) a medium BN, the ALARM network, with m = 37 nodes and iv) a large BN, the HEPAR II network, with m = 70 nodes.
For each network, 20 runs are repeated, where instances are randomly selected for the corresponding sample sizes given in Table 1 . The fitness function used for all the experiments is the Bayesian score (BDeu) as described in Section 3.2. For final results, we consider the average BDeu score over 20 runs. We used the t-test to assess the statistical significance of our results.
Fully Controlled Comparisons
We first compare three GAs, the classic GA, an EDA and GOMEA. Doing so allows us to first isolate the impact of the different ways of performing variation for the problem of learning BNs from data. Choosing the most appropriate value for the parameter of the population size is hard beforehand, especially in applications. The best population size depends on the specific EA and on the structure of the problem instance. We therefore use a population-sizing free scheme, that was previously proposed and tested for benchmark problems [16, 19] . In this scheme, multiple instances of an EA run in parallel and each instance has a different population size, where larger populations have a slower generation cycle. This scheme can be integrated with any population-based optimization algorithm. The GA that we consider here could be said to be a typical classic GA. It starts with a randomly generated population of n solutions. In every generation, an offspring population O of n new solutions is generated from the current population P using a recombination operator. This is repeated n times on two parent solutions that are randomly picked from the population P, giving one offspring. In the current study, uniform crossover is used and offspring solutions are added to the population, resulting in a P + O pool of 2n solutions in total, before tournament selection is performed with a tournament size of 4, to form the new parent population for the next generation.
The EDA that we consider here is ECGA [10] . It starts with the initialization of a randomly generated population of n solutions. In every generation, a marginal product model (MPM) is learned from the population by merging sets of variables greedily, until the MDL metric can no longer be improved. The EDA does not use a recombination operator, like GA, but instead new solutions are generated by sampling the estimated probability distribution coded by the MPM. Similar as for the GA, tournament selection with a tournament size 4 is then performed to form the new population for the next generation.
Comparison with Literature
In addition, we compare our results with the recently published ones in [6] . The algorithms reported there are variants of the traditional GA using different crossover operators such as: Parent Set Crossover [6] , Two-point Crossover [20] , Half-Uniform Crossover [20] and Fitness-based Scanning Crossover [7] .
In general, each substructure of BN consists of a node and the set of its parents. The Parent Set Crossover represents each of these substructures as a crossover block and an offspring is generated by recombining the parents of the nodes of two donors. The parents of every node of the offspring are the parents of the particular node in the randomly selected donor.
In Two-point Crossover, the middle parts from two randomly selected donors are combined to produce an offspring. Half-Uniform Crossover randomly swaps half of the differing values from two donors. The rest of the values are taken randomly from one of the two donors. Finally, the Fitness-based Scanning Crossover selects the value to extract from the donors, proportional to the fitness values of the donors.
We further compare with the non-evolutionary algorithms reported in [6] . These algorithms include Ordering-Based Search (OBS) [24] , Sparse Candidate (SC) [9] and Max-Min Hill-Climbing (MMHC) [26] . OBS uses a greedy hill-climbing approach with a tabu-list and random restarts to search over the possible set of node orderings, to find the one that maximizes the score of the structure. The computational cost of using a node ordering search space rather than the space of network structures is lower since the search space of node ordering is much smaller. Also, given the node ordering, the graphs are always acyclic and acyclicity checks are not needed. However, the main disadvantage of ordering-based search is that a large set of sufficient statistics has to be computed in advance.
SC is another hybrid method which uses a heuristic method to restrict the number of parents of each node and create a subset of the search space of the possible network structures. The mutual information measure is used to compute conditional dependencies between the nodes in the graph. Then, a hill-climbing heuristic method with tabu search is used to search over the network structures for the one that maximizes the score. Finally, the MMHC is also a hybrid method that integrates a hill-climbing strategy with a constraint function. An example of the constraint function is the PC algorithm which restricts the possible parents of each node, based on their conditional dependencies. MMHC then uses the hillclimbing method with tabu-search on the restricted search space of network structures, to find the one that maximizes the score.
All the algorithms compared here that are reported in [6] have been implemented in MATLAB using the Bayesian Network Toolbox -Structure Learning Package (BNT-SLP). The machine used for the experiments in [6] has i7-2.60 GHz CPU and 32 GB RAM.
RESULTS

Fully Controlled Comparisons
First, the t-test is used to assess statistical significance of the difference of implementing GOMEA with local search and without local search, using as a termination criterion the maximum number of evaluations, setting to ME = 1, 000, 000. As displayed in Table 2 , where the best performing results for each dataset are marked in bold, by including local search in the GOMEA implementation, there is an improvement in performance. All the results are statistically significantly different, except for the INSURANCE dataset results, where the incorporation of local search improves the results only slightly.
Second, the results of GOMEA with local search are compared with results of GA and ECGA, also with local search. Since GOMEA uses a partial evaluation mechanism, while GA and ECGA themselves do not use any partial evaluations (i.e. only local search does this) for a fair comparison from a search perspective, we run the algorithms using as a termination criterion the maximum number of evaluations, setting it to ME = 1, 000, 000. The comparison results (the average BDeu score over 20 runs) are displayed in Table 3 and the t-test results in Table 4 . The best performing results for each dataset, as well as the results whose differences from the highest one are statistical insignificant (p > 0.01), are marked in bold. Third, the total execution time of GOMEA is computed against the GA and the ECGA with and without local search. In that case, we use a single run, since larger data samples give more accurate relative comparisons and for that large data samples, only one run is possible due to computation limitations. As a good representative sample for a single run, we use the first 1, 000 data instances (sample size) for all the networks, and as a termination criterion the maximum number of evaluations.
The results of the comparison, as displayed in Table 3 , show that GOMEA outperforms both GAs. As also displayed in Table 4 , the better performance of GOMEA is statistically significant.
In Table 5 , the incorporation of local search improves the speed of GA and ECGA whilst without the incorporation of local search, as shown in Table 6 , GOMEA is faster than both GAs. The reason for that is that GOMEA uses a model-based technique for the variation, where each parent is evolved iteratively with many small tests for improvements, whereas GA and ECGA use much more the local search technique during the variation. The technique that GOMEA The use of local search in the three GAs improves the speed of the algorithms when applying to a large dataset (e.g. HEPAR, 70 nodes), which is shown in Table 5 , where the total execution time needed for the HEPAR dataset is less than for the rest of the datasets, (except the small ASIA dataset), for the same number of evaluations. This is due to the large number of evaluations used by the local search based on the number of problem variables, (l = 2415, in the case of HEPAR), which leads the algorithms to find the better solutions using fewer generations than for the medium-size networks.
Comparison with Literature
GOMEA with local search has also been compared with the variations of simple GA and other non EAs outlined in [6] . For a reasonable comparison, we use as a termination criterion for GOMEA the maximum running time, on a similar machine, used in [6] . The comparison results (the average BDeu score over 20 runs) are displayed in Table 7 and the t-test results in Table 8 . The best performing results for each dataset, as well as the results whose differences from the highest one are statistical insignificant (p > 0.01), are marked in bold.
As displayed in Table 7 , GOMEA outperforms all the comparison algorithms. The only exception is that the performance of MMHC, applied to the ALARM dataset, is slightly better than GOMEA but according to Table 8 , this difference is statistically insignificant.
DISCUSSION
The superior performance of GOMEA transfers to the search space of learning the structure of Bayesian networks that is a good representation of the data, providing further evidence of the added value of GOMEA to the field of GAs and neighboring fields, such as AI that seeks to extract knowledge from data. The comparison that we used in this study, focuses mostly on the innate ability of GOMEA to search in the space of BN structures as a result of its variation operator, GOM, and how this compares to other GAs with other variation operators.
Compared to recently published results, GOMEA is superior when used to learn BNs for the benchmark problems, however, the obtained optimal solution represented by the best fitness score is not necessarily the best explanation of the causality dependencies in real-world case. For applying GOMEA, in real-world applications, a different fitness score or even added objectives should be taken into Table 7 : Average BDeu score and the standard deviation (displayed between parenthesis) of GOMEA with local search and the results of the algorithms reported in [6] , when using the maximum execution time as in consideration. Especially if these objectives remain decomposable to an extent that partial evaluations are possible, the excellent and superior performance of GOMEA is expected to be retained. Moreover, as it stands, GOMEA is not necessarily yet optimally configured for the problem in this paper. In particular, specialized local search techniques and/or constraint filters could be added to further boost its performance.
In general, the results show that GOMEA is a reliable and fast EA approach for searching for optimal structures of BNs from data, through a set of all the possible DAGs. This also raises the hypothesis that the incorporation of GOMEA as a search-and-score method in the hybrid approaches, discussed in Section 1, could improve the performance and the computational time of the execution of those algorithms.
CONCLUSION
In this paper, we considered the use of a recently introduced EA, GOMEA, for learning the structure of a BN, using an integer-based representation, BDeu score as fitness, and a repair operator to ensure acyclic graphs. We compared the performance of GOMEA against recently published results, as well as with other variations of GAs, applied to four benchmark datasets of various sizes. GOMEA obtains better scores than the algorithms compared here for almost all the datasets and its superior performance is also statistically significant. The incorporation of local search improves the performance of GOMEA even more.
Considering the results of our experiments, we believe that GOMEA can be used to effectively and efficiently learn Bayesian networks from data, more so than using other types of GAs. We therefore suggest that GOMEA should be taken into consideration, as a novel score-and-search EA method, either as presented here or combined with other methods, for learning the structure of BNs from data.
