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Abstract
We analyze the thermodynamic Casimir effect in strongly anizotropic systems from the vectorial
N → ∞ class in a slab geometry. Employing the imperfect (mean-field) Bose gas as a representa-
tive example, we demonstrate the key role of spatial dimensionality d in determining the charac-
ter of the effective fluctuation-mediated interaction between the confining walls. For a particu-
lar, physically conceivable choice of anisotropic dispersion and periodic boundary conditions, we
show that the Casimir force at criticality as well as within the low-temperature phase is repulsive
for dimensionality d ∈ ( 52 , 4)∪ (6, 8)∪ (10, 12)∪ . . . and attractive for d ∈ (4, 6)∪ (8, 10)∪ . . . . We
argue, that for d ∈ {4, 6, 8 . . . } the Casimir interaction entirely vanishes in the scaling limit. We
discuss implications of our results for systems characterized by 1/N > 0 and possible realizations
in the context of quantum phase transitions.
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1 Introduction
The thermodynamic Casimir effect received substantial interest over the last years, [1–5] both from
theoretical and experimental points of view. At the heart of the theory underlying this phenomenon
lies the concept of the dimensionless scaling function ∆(x), describing the variation of the excess free
energy density ωs upon changing the scaling variable x ∼ D/ξ, where, in the presently considered
setup of a slab geometry, D is the system extension in one of the directions, while ξ denotes the
correlation length. The (linear) system size L in the remaining directions is assumed infinite (L/D →
∞). The excess free energy density ωs is generically related to ∆(x) via
ωs = kBT
∆(x)
Dd−1
(1)
in the so-called scaling limit, where both D and ξ are large as compared to microscopic scales. Here d
is the system dimensionality and ∆(x) is universal in the sense that it depends on the bulk universality
class and the boundary conditions, but not fine microscopic details of the system. The Casimir force
(per unit area) is given by F = −∂ωs∂D . The scaling function ∆(x) was computed for a variety of systems
within exact and approximate analytical approaches as well as numerical simulations. It was also
measured experimentally (see Ref. [5] for a recent review).
There are few known cases, where Eq. (1) does not apply. One such situation arises in systems
exhibiting strongly anisotropic scale invariance, [6] where the singularity of the correlation function
at the phase transition is related to (at least) two correlation lengths ξ‖ and ξ⊥ diverging with different
critical exponents so that ξ⊥ ∼ ξθA‖ , and the anisotropy exponent θA , 1. As was demonstrated
in Ref. [7], the Casimir energy decay exponent ζ0 = d − 1 in Eq. (1) becomes in such a situation
modified. This is interesting, because, for dimensional reasons, a quantity of dimension [length]
must then appear in the corresponding expression for ωs. This in turn may originate only from the
microscopic quantities, thus restricting the universal character of the Casimir interaction. Specifically,
for the so-called m-axial Lifshitz point, [8, 9] Ref. [7] predicts that Eq. (1) becomes replaced by
ωs = kBT
Γ∆dm(x)
Dζm
, (2)
where
ζm =
d − m
θA
+ m − 1 , (3)
and Γ is a dimensionful scale factor, deriving from microscopic length scales and therefore nonuniver-
sal. Equations (2) and (3) apply to the setup, where the confining walls are oriented perpendicular to
one of the m (m ≤ d) directions, where the inverse propagator deviates from the standard quadratic
form and is (up to anomalous dimensions) quartic in momentum.
In this paper we argue that Eq. (2) and (3) do not hold for the case of N → ∞ universality class
with m = 1 and periodic boundary conditions in even dimensionalities d = 2n, n ∈ {2, 3, 4, . . . }.
We consider a microscopic model being a representative of this universality class and analyze the
properties of the scaling function ∆dm(x) upon varying dimensionality d. By an exact analysis we
demonstrate in particular that ∆d1(x) changes sign for each d = 2n (and is identically equal zero
for d ∈ {4, 6, 8, . . . }). In consequence, the corresponding Casimir interaction is repulsive for d ∈
( 52 , 4) ∪ (6, 8) ∪ . . . and attractive for d ∈ (4, 6) ∪ (8, 10) ∪ . . . . This is in stark contrast to the case
of isotropic systems with quadratic dispersion, where (for periodic boundary conditions) the Casimir
force is always attractive (in any dimensionality and also for the entire family of O(N) universality
classes), which is guaranteed by exact statements. [10, 11] We clarify the character of the Casimir
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interaction in the peculiar case of d ∈ {4, 6, 8, . . . } by demonstrating that there is no subdominant
contribution to the excess free energy, surviving the scaling limit. By continuity in 1/N we argue,
that (at least for some values of the scaling variable x) the sign of the Casimir force also changes at
particular (presumably non-integer) values of d provided 1/N > 0 is sufficiently small.
A substantial technical part of our analysis heavily relies on an earlier calculation presented in
Ref. [12]. In that paper we confirmed the predictions summarized in Eq. (2) and Eq. (3) and calculated
the scaling function focusing mainly on spatial dimensionalities corresponding to d = 3. As we
demonstrate in the present analysis, varying dimensionality has a drastic and unexpected impact on
the emergent physical picture. In order to avoid repetitions, we will frequently refer to Ref. [12]
throughout the paper.
The present calculation is exact and is carried out for the imperfect Bose gas, which constitutes a
particular microscopic representative of the N → ∞ universality class. More precisely, as established
in Ref. [13] (for the isotropic case at least), the imperfect Bose gas is equivalent to the O(2N) model
in the limit N → ∞ and the corresponding scaling functions [14, 15] for Casimir energy differ by a
global factor of two. We expect a similar correspondence to hold for the anisotropic situation as well.
In Sec. II we discuss the model and summarize the relevant elements of its thermodynamics.
Sec. III contains an analysis of the saddle-point equation. Both Sec. II and Sec. III strongly rely
on Ref. [12]. However, to drag the correct conclusions it is necessary to keep track or remainder
terms (vanishing in the scaling limit) which constitutes the important extension of Ref. [12]. All
new, physically relevant results are contained in Sec. IV, where we analyze the excess free energy
varying dimensionality. Sec. V contains a summary and a portion of technical details of the analysis
is postponed to appendices.
2 The mean-field Bose gas
The Bose-Einstein condensation in the imperfect (mean-field) Bose gas [13,16–21] is a representative
of a bulk phase transition within the N → ∞ universality class. The corresponding Hamiltonian is
given by
Hˆ =
∑
k
knˆk +
a
2V
Nˆ2 . (4)
The repulsive mean-field interaction term Vˆm f = a2V Nˆ
2 (a > 0) arises from the long-range repul-
sive part v(r) of a 2-particle interaction potential in the Kac limit limγ→0 γdv(γr), corresponding to
vanishing interaction strength and diverging range. We will consider the anisotropic setup, where
k → ˜k =
d−m∑
i=1
t0(kiA)2 +
d∑
i=d−m+1
t(kiA)4 . (5)
We also introduce
˜k1 = t0(k1A)
2 and ˜kd = t(kdA)
4. (6)
for future reference. The properties of k may be inherited from the underlying lattice structure. [22]
Note that only the asymptotic behavior at small wavevector k is relevant for the critical singularities
and therefore in Eq. (5) we replace the entire dispersion with its low-momentum asymptotic form
(denoted ˜k). We assume t0 > 0, t > 0. The quantity A is a microscopic length, which may be
identified with a lattice constant. The bosonic particles are assumed spinless for simplicity. The
system is d-dimensional and is enclosed in volume V = Ld−1D, where L  D  lmic and lmic denotes
3
SciPost Physics Submission
all the microscopic length scales present in the system. The quantity D measures the system extension
in the d-th direction along which the dispersion is quartic [see Eq. (5)]. We work within the framework
of the grand canonical ensemble. The corresponding grand canonical partition function may be written
as [19]
Ξ(L,D, µ,T ) = −i exp
(
βV
2a
µ2
)√ V
2piβa
∫ βα+i∞
βα−i∞
ds exp[−Vϕ(s)] . (7)
The parameter α < 0 is arbitrary, β−1 = kBT and
ϕ(s) =
1
βa
(
− s
2
2
+ sβµ
)
− 1
V
log Ξ0
( s
β
,T
)
. (8)
with the quantity Ξ0
( s
β ,T
)
denoting the grand canonical partition function of the noninteracting Bose
gas [23] evaluated at chemical potential µ = sβ and temperature T . The presence of the volume factor
in the term exp[−Vϕ(s)] in Eq. (7) guarantees that the saddle point analysis of Eq. (7) becomes exact
for V → ∞ (i.e. L→ ∞). The excess grand-canonical free energy density
ωs(D, µ,T ) = lim
L→∞
[
Ω(L,D,T, µ)
Ld−1
− Dωb(T, µ)
]
, (9)
is related to the Casimir force (per unit area) F(D, µ,T ) via
F(D, µ,T ) = −∂ωs(D, µ,T )
∂D
. (10)
The grand-canonical free energy is evaluated as Ω(L,D,T, µ) = −β−1 ln Ξ(T, L,D, µ) and the bulk free
energy density ωb(T, µ) is given by ωb(T, µ) = limL→∞ 1Ld Ω(L,D = L,T, µ). Using Eq. (7), we write
the excess contribution to the grand potential as
ωs(D, µ,T ) = lim
L→∞ β
−1D
[
ϕ(s¯) − ϕb(s0)] , (11)
where
ϕ(s¯) = − s¯
2
2aβ
+
µs¯
a
− 1
V
 ∑
k,(0,kd)
∞∑
r=1
1
r
er(s¯−β˜k) −
∑
kd
log
(
1 − es¯−β˜kd
) , (12)
s¯ denotes the solution to the saddle-point equation ϕ′(s¯) = 0, while s0 corresponds to s¯ in the bulk
case (i.e. when D = L and L → ∞) and ϕb(s) = limD→L ϕ(s). The strategy of the subsequent analysis
amounts to solving ϕ′(s¯) = 0 at finite D and evaluating Eq. (11) for the obtained value of s¯.
2.1 Summary of the bulk solution
Below we recall the relevant features of the system in the thermodynamic limit, where D = L → ∞
(see Refs. [12, 22]). Due to the anisotropic nature of the system, there are two characteristic length
scales
λ1 = 2A
√
pi
√
β t0 λ2 = A
pi
Γ(5/4)
(β t)1/4 , (13)
related to temperature and playing roles analogous to the thermal de Broglie length in the isotropic
case. For convenience, some numerical factors are absorbed in the above definitions. We also intro-
duce the ’thermal volume’ parameter:
VT = λd−m1 λ
m
2 . (14)
4
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Analysis of the saddle-point equation in the thermodynamic limit [12, 22] leads to the following ex-
pression the critical line
µc(T ) =
a
VT
ζ
( 1
ψ
)
, (15)
where ζ denotes the Riemann zeta function and
1
ψ
=
d
2
− m
4
. (16)
It follows that the critical line obeys the universal power law µc(T ) ∼ T 1/ψ. The condensed phase is
stable for µ > µc(T ) provided 1ψ > 1. The condition
1
ψ = 1 determines the lower critical dimension
dl(m) of the system. Note that for the usual isotropic case (m = 0) one recovers dl = 2, for the
’uniaxial’ case (m = 1) dl = 52 , and the largest conceivable value of dl corresponds to m = d, where
one obtains dl = 4. As shown in Ref. [22], the universal bulk properties of the system with given
m are closely related to the usual isotropic case in effective dimensionality deff = 2ψ . This in turn
can be related to the spherical [24] (Berlin-Kac) universality class, or the N → ∞ limit of the O(N)
models. [25] This correspondence is restricted to bulk properties.
3 Saddle-point equation
The saddle-point equation ϕ′(s¯) = 0 can be cast in the following form [12]
ζ
( 1
ψ
)(
− s¯
µcβ
+ ε
)
= g 1
ψ
(es¯) − ζ
( 1
ψ
)
+
1
Γ(5/4)
R(1)1 +
Γ(5/4)
4
ψ−5
pi
4
ψ−4
(λ2
D
) 4
ψ−4σ
4
ψ−4
∞∑
n=1
F 1
ψ
(nσ)+
− VT
V
∑
kd
1
1 − eβ˜kd−s¯ ,
(17)
where gn(z) =
∑∞
k=1
zk
kn denotes the Bose function, ε =
µ−µc
µc
, while
σ =
pi
Γ(5/4)
D
λ2
|s¯|1/4 Fκ(x) =
∫ ∞
0
dp
e−p
pκ
φ(x/p1/4) (18)
and
φ(k) =
∫ ∞
−∞
dx eikx e−x
4
(19)
is the Fourier transform of the quartic Gaussian. Eq. (17) is exact and valid in an arbitrary ther-
modynamic state, for any D and L  D. The remainder term R(1)1 arises from application of the
Euler-Maclaurin formula [12] and, importantly, can be dropped for L → ∞ (even at D finite). We
provide an analysis of this term in the appendix A. Upon neglecting R(1)1 Eq. (17) becomes equivalent
to Eq. (42) of Ref. [12]. We continue by introducing the scaling variable
x =
ε
(
D
λ2
) 4
ψ−4, 1 < 1ψ < 2
ε
(
D
λ2
)4
, 1ψ > 2 ,
(20)
the sign of which is positive below bulk Tc and negative otherwise. We do not analyze the case 1ψ = 2
(corresponding to the upper critical dimension of the bulk transition) where |s¯| acquires logarithmic
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corrections. Note that x ∼ (D/ξ‖)γ with γ = 4ψ −4 for 1 < 1ψ < 2 and γ = 4 for 1ψ > 2. The saddle-point
equation is finally cast in the following convenient form:
ζ(
1
ψ
)x =
(
g 1
ψ
(es¯) − ζ( 1
ψ
) +
1
Γ(5/4)
R(1)1 + ζ(
1
ψ
)
s¯
βµc
)( D
λ2
)4( 1ψ−1)
+
Γ(5/4)
4
ψ−5
pi
4
ψ−4
σ
4
ψ−4
∞∑
n=1
F 1
ψ
(nσ) +
VT
V
(
D
λ2
) 4
ψ−4 ∑
kd
1
eβ˜kd−s¯ − 1
(21)
for 1ψ < 2 and
ζ(
1
ψ
)x =
(
g 1
ψ
(es¯) − ζ( 1
ψ
) +
1
Γ(5/4)
R(1)1 + ζ(
1
ψ
)
s¯
βµc
)( D
λ2
)4
+
Γ(5/4)
4
ψ−5
pi
4
ψ−4
(
λ2
D
) 4
ψ
σ
4
ψ−4
∞∑
n=1
F 1
ψ
(nσ) +
VT
V
(
D
λ2
)4 ∑
kd
1
eβ˜kd−s¯ − 1
(22)
for 1ψ > 2. Note that (up to the remainder terms) Eq. (21), (22) correspond do Eq. (44) and (45) of
Ref. ( [12]). We shall now exclusively focus on x ≥ 0, corresponding to T ≤ Tc, where the Casimir
interaction is expected to be long-ranged. After the above rearrangements, the scaling variable x
appears only on the left-hand side of the saddle point equation. At and below criticality s¯ → 0− and
we may expand the right-hand side of the saddle-point equation for |s¯|  1.
We now consider the scaling limit, where Dλ2  1 and ε  1, while the scaling variable x may take
any arbitrary nonnegative value. Recall also that L  D. In this limit, Eq. (21) takes the following
form:
ζ(
1
ψ
)x =
(
Γ(5/4)
pi
) 4
ψ−4
σ
4
ψ−4
Γ(1 − 1ψ ) + 1Γ(5/4)
∞∑
n=1
F 1
ψ
(nσ)
 + VTV |s¯|
( D
λ2
) 4
ψ−4
+ H.O.T. , (23)
while Eq. (22) can be written as
ζ(
1
ψ
)x = −
(
Γ(5/4)
pi
)4
σ4
ζ( 1ψ )µcβ + ζ( 1ψ − 1)
 + VTV |s¯|
( D
λ2
)4
+ H.O.T. . (24)
Here ’H.O.T ’ stands for terms of higher order in s¯ and DL , which do not survive the analyzed limit.
In both the above cases, the left-hand side (LHS) is positive and does not depend on |s¯|. The first
term on the right-hand side (RHS) of Eq. (24) is manifestly negative. This implies that the second
term (involving V) must give a finite contribution in the scaling limit to assure the existence of a
solution. In consequence, |s¯| is of order O( D4V ) (assuming the microscopic length scales are of order
1). The situation is similar for Eq. (23) provided 1ψ ≥ 74 (for m = 1 this corresponds to d ≥ 4). We
now focus on this case (considering that the opposite situation was analyzed in Ref. [12]) and inspect
Eq. (23). Clearly Γ(1 − 1ψ ) < 0, while F 1ψ is bounded from above by its behavior at small arguments
(see the appendix B), which is non-positive. In consequence, for the case described by Eq. (23) the
last term must give a finite contribution to assure existence of a solution at x > 0 and we find |s¯| to be
of necessarily of order O( D
4
ψ −4
V ). In a compact way we write our result as:
|s¯| = O
(
Dγ
V
)
. (25)
6
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Eq. (25) constitutes the essential result of this section.
The key conclusion of the above analysis is that in the limit L  D  lmic and for T ≤ Tc the
behavior of |s¯| is controlled by L rather than D. Put in other words, if the limit L → ∞ is performed,
keeping D finite, there will be no surviving contribution to |s¯|. By virtue of Eq. (18) the same applies
to the quantity σ. This fact opens wide the way to characterize the excess free energy of the system in
the scaling limit, which is done in the next section.
It is worth emphasizing that Eq. (25) holds only at criticality and in the low-T phase (for T ≤ Tc)
and for dimensionality d high enough, namely for 1ψ ≥ 74 (corresponding to d ≥ 4 for m = 1). If the
thermodynamic state is fixed above Tc, the magnitude of |s¯| in the limit L  D  lmic is controlled by
the distance from the phase transition (measured by the parameter ε). On the other hand, for T ≤ Tc,
but 1ψ <
7
4 |s¯| is controlled by D (i.e. |s¯| is finite for L → ∞ with D finite, but vanishes if D → ∞). In
what follows we restrict to the cases, where Eq. (25) holds. For an analysis of the opposite situations
see Ref. [12].
4 Excess grand canonical free energy
The result of Eq. (25) greatly simplifies the analysis of Eq. (11), leading to the determination of the
excess grand canonical free energy ωs. Considering the limit L→ ∞ keeping D finite we may simply
put |s¯| → 0+. We obtain
ωs = −kBT χ
d−m∆dm
D2d−m−1
, (26)
where
∆dm =
Γ(5/4)
4
ψ−1
pi
4
ψ
lim
σ→0+ σ
4
ψ
∞∑
n=1
F 1
ψ+1
(nσ) , (27)
and χ =
λ22
λ1
is temperature-independent length scale. Note that the magnitude of the Casimir interaction
may be greatly amplified by manipulating this parameter. Upon putting θA = 12 in Eq. (3) [as pertinent
to the present situation - see e.g. Refs. [6, 26]] and identifying Γ ↔ χd−m we match Eq. (3) with the
derived formula of Eq. (26) and identify ∆dm with the scaling function ∆(x) of Eq. (3).
Remarkably, Eq. (26) and Eq. (27) hold for arbitrary nonnegative value of the scaling variable
x and represent the entire expression for ωs and not only the asymptotic behavior for D large. The
physically relevant new result of the present paper now follows from the analysis of Eq. (27) upon
changing dimensionality. As we demonstrate below, the sign of ∆dm is sensitive to the value of
1
ψ and
therefore may be varied while manipulating d and m. When restricting to the ’uniaxial’ case m = 1,
we show that ∆dm is precisely zero for natural even dimensionalities starting form d = 4.
We may further simplify Eq. (27) extracting the asymptotic behavior of the function F - see the
appendix B. Introducing
G(κ) =
∫ ∞
0
dqq4κ−5φ(q) (28)
we obtain
∆dm = 4ζ
( 4
ψ
)
Γ(5/4)
4
ψ−1
pi
4
ψ
G
( 1
ψ
+ 1
)
. (29)
Eq. (29) was already contained in Ref. [12], but its generality and the rich physical consequences
encoded in the properties of the function G were completely neglected in that study, which focused
7
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mostly on the physical dimensionality d = 3. As we demonstrate below, the function G(κ) changes
sign for
κ = κn =
4n + 7
4
with n ∈ {0, 1, 2, . . . } . (30)
The fact that G(κ = κn) = 0 is proven in the appendix B. Below, in Fig. 1 we provide a plot of G(κ)
evaluated numerically. Particularly interesting is the case m = 1, where 1ψ =
d
2 − 14 and the zeroes
1.0 1.2 1.4 1.6 1.8 2.0
-15-10
-50
5
10
κ
1.5 2.0 2.5
κ
-300
-250
-200
-150
-100
-50
50
G(κ)
Figure 1: The function G(κ) evaluated numerically for a range of arguments capturing its first two
zeroes (at κ = κ0 = 74 and κ = κ1 =
11
4 ). The inset shows the same data in a restricted range of κ
making the position of κ0 clearly visible. For increasing values of κ, the magnitude of oscillations of
G(κ) rapidly diverges, so that neither G(κ) nor its derivative is bounded from above or below.
of G( 1ψ + 1) fall precisely at dimensionality d = 4, 6, 8, . . . . In consequence, the Casimir force is
repulsive up to dimensionality d = 4, attractive for d ∈ (4, 6), repulsive again for d ∈ (6, 8) and so
on. The associated Casimir amplitude quickly diverges upon increasing d. A remarkable observation
concerns the case d ∈ {4, 6, 8, . . . } where the entire scaling function ∆dm=1 is strictly zero, and, as we
showed above, there is no subleading term surviving the limit L→ ∞.
It is now tempting to speculate about the relevance of the above result beyond 1/N = 0. By
virtue of continuity one does not expect a drastic change of the scaling function when 1/N is varied
from zero to an arbitrarily small value 1/N = , but certainly there is no reason to believe that the
dimensionalities marking the boundaries between the attractive and repulsive regimes should still
correspond to even natural numbers. Nor are there reasons to expect that the scaling function remains
constant upon lifting 1/N from zero. However, considering 1/N arbitrarily small, keeping x fixed and
changing d, continuity of the scaling function requires that ∆dm=1(x) changes sign at some d (which
may depend on x).
In Fig. 2 we have illustrated the picture we obtained at 1/N = 0 together with the anticipated
features at 1/N sufficiently small. It is absolutely open, what survives out of this in the physically
most interesting cases of N = 3 and N = 2, for example whether the dashed lines (boundaries be-
tween the repulsive and attractive regimes) emerging from 1/N = 0 and d = 4, 6, 8, . . . persist up to
1/N = 0.3(3), or (for example) merge in pairs at some values of 1/N. Addressing this question is an
interesting (presumably challenging) topic for future research.
8
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Figure 2: Illustration of the results concerning the sign of the Casimir force for 1/N = 0 for the
uniaxial case m = 1 together with the expected situation at 1/N  1. At 1/N = 0 the obtained
interaction is repulsive for dimensionality d < 4, attractive for d ∈ (4, 6), repulsive for d ∈ (6, 8) and
so on. Occurrence of the boundaries separating the attractive and repulsive regimes (at fixed x - see
the main text) is very likely to persist for small 1/N > 0 but their fate upon increasing 1/N towards
1/3 is completely open.
5 Discussion and outlook
In this paper we disclose the surprising properties regarding the sign of the Casimir force in anisotropic
system upon varying dimensionality. Employing the imperfect (mean-field) Bose gas as a repre-
sentative of the (anisotropic) vectorial N → ∞ class, we demonstrate the periodic alternation of
the sign of the Casimir energy upon changing dimensionality. Particularly interesting is the case
m = 1, where the dispersion is quartic in one of the spatial directions and quadratic in the remain-
ing ones. In this situation we demonstrate that the Casimir interaction is repulsive for dimensionality
d ∈ ( 52 , 4)∪(6, 8)∪(10, 12)∪ . . . and attractive for d ∈ (4, 6)∪(8, 10)∪ . . . . We show moreover, that for
d ∈ {4, 6, 8 . . . } the Casimir interaction entirely vanishes in the scaling limit. Even though the analysis
is performed for a system from the 1/N = 0 universality class, one may argue that, by continuity,
the uncovered unexpected features should also occur for 1/N finite but sufficiently small. The phrase
’sufficiently small’ is vague here, and this is by no means excluded that the physically most interesting
situations of N ∈ {1, 2, 3} fall into this category. A clarification of this issue requires further studies
e.g. from the point of view of the field-theoretic approaches with 1/N expansion.
The possibility of modifying the sign of Casimir-type forces (for example by manipulating the
boundary fields) was recently considered in a number of contexts [27–36]. The presently analyzed
setup predicting their actual vanishing appears however entirely new and somewhat surprising.
Our predictions are certainly open to verification by numerical simulations. Restricting to natural
d (where simulations are usually performed) we then expect a repulsive interaction at d = 3 and
attractive for d = 5, while the obtained force should entirely vanish in the vicinity of d = 4 (again
provided 1/N is sufficiently small).
Another context, where our study may be of relevance concerns quantum phase transitions. The
present analysis is performed in the vicinity (or below) a thermal phase transition, where T is assumed
finite. Technically this means that D  λ1,2, which forbids taking the T → 0 limit. It is however
recognized, that (at least bulk) scaling properties of a system in the vicinity of many thermal phase
transitions are closely related to those of a quantum (i.e. occurring at T = 0 and therefore driven by
quantum fluctuations) phase transition in elevated dimensionality dq = d + z. [37] This equivalence
was in particular demonstrated for the isotropic variant of the present model. [38] To which extent
9
SciPost Physics Submission
the quantum-classical correspondence also holds for anisotropic systems and for interfacial properties
needs clarifying studies. Assuming such an extension is possible, the peculiar case of dq = 4, where
the Casimir interaction vanishes should relate to physical dimensionality d = 3 for systems with a gap
in the ordered phase (where z = 1). The celebrated example is the quantum Ising model in a transverse
field. Its classical counterpart may realize a Lifshitz point upon introducing the next-nearest-neighbor
interaction (the so-called ANNNI model). [39] On the other hand, interacting bosons are characterized
by z = 2, which makes both dq = 4 and dq = 5 (d = 2 and d = 3 respectively) physically conceivable
in anisotropic optical lattice systems. [40, 41]
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A The remainder term R(1)1
In this appendix we provide a discussion of the remainder term R(1)1 occurring in Eq. (17). This
arises [12] while approximating the sum
∑∞
r=1 f (r) with the integral
∫ ∞
0 f (r) for
f (r) = ers¯r−
1
ψφ(Cnr− 14 ) (31)
and Cn = pinΓ(5/4) Dλ2 with n ∈ N. The Euler-Maclaurin formula for our case may be written as
M∑
r=1
f (r) −
∫ M
0
dr f (r) =
f (M) − f (0)
2
+
[p/2]∑
k=1
b2k
(2k)!
(
f (2k−1)(M) − f (2k−1)(0)
)
+ Rp , (32)
with M → ∞, p ∈ N arbitrary, [p/2] denoting the integer part of p/2, b2k being numerical coefficients
of no relevance here, and finally
Rp = (−1)p+1 1p!
∫ M
0
dr f (p)(r)Pp(r) . (33)
Here Pp(r) are the periodized Bernoulli functions. The asymptotic forms of the function φ(x) are
given in Ref. [42]. For the present analysis it is sufficient to know that φ(x = 0) = const and can be
expanded in powers of x in the neighborhood of x = 0, while |φ(Cnr−1/4)| ≈ rγe−α/r1/3 for r → 0+ with
γ and α positive. Using these forms for r  1 and r  1 in the definition of f (r) one finds that f (r)
vanishes at r → 0 and r → ∞ together with all of its derivatives. This is true for any values of D.
In consequence, Rp is the only nonzero component on the RHS of Eq. (32). By choosing p = 1 and
recalling that P1(r) = (r − [r]) − 12 , we obtain that
M∑
r=1
f (r) −
∫ M
0
dr f (r) = R1 =
∫ ∞
0
dr
[
d
dr
(
ers¯
r1/ψ
φ
(
Cnr−1/4
))]
P1(r) . (34)
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We now introduce x = r|s¯|, and write R1 as
R1 = |s¯|1/ψ
∫ ∞
0
dx
[
d
dx
(
e−x
x1/ψ
φ
( nσ
x1/4
))] { x
|s¯| −
[
x
|s¯|
]
− 1
2
}
. (35)
The integral is convergent for any s¯, and therefore |R1| ≤ O(|s¯|1/ψ), which is already sufficient to justify
dropping the remainder in Eq. (17). The bound we used is very crude, and in fact the integral vanishes
for |s¯| → 0 due to the violent oscillations of the term
{
x
|s¯| −
[
x
|s¯|
]
− 12
}
.
B Properties of F and G functions
In this appendix we exhibit the relevant properties of the functions F and G. In particular we demon-
strate the zeroes of G.
The function Fκ(x) is defined in Eq. (18) and a change of variables brings it to the form
Fκ(x) =
∫ ∞
0
dp
e−p
pκ
φ
( x
p1/4
)
=
4
x4κ−4
∫ ∞
0
dq q4κ−5 e−
x4
q4 φ(q) . (36)
We are interested here only in κ > 1 and sufficiently small x. The integrand on the RHS of Eq. (36)
is exponentially suppressed for q  x, while for q  x the term e−
x4
q4 may be approximated by unity.
Since φ(q) is constant for q→ 0, we may replace e−
x4
q4 → 1 for x  1. We obtain
Fκ(x ≈ 0) ≈ 4x4κ−4 G(κ) + . . . , (37)
where the function G(κ) is defined by Eq. (28). We have checked that for κ ∈ [ 74 , 2) Fκ(x) is a
decreasing function of x, bounded from above by its behavior near x = 0.
We now demonstrate that G(κ = κn) = 0 for κn = 4n+74 and n ∈ {0, 1, 2, . . . }. Plugging κ = κn into
the definition of G(κ) and using φ(−q) = φ(q) we change the order of the integrals occurring in G(κ)
and obtain:
G(κn) =
1
2
∫ ∞
−∞
dxe−x
4
∫ ∞
−∞
dqq4n+2eiqx . (38)
We now use the representation of the l-th derivative of Dirac delta:
δ(l)(x) =
1
2pi
∫ ∞
−∞
dq(iq)leiqx , (39)
which leads to
G(κn) = (−i)4n+2pi
∫ ∞
−∞
dxδ(4n+2)(x)e−x
4
. (40)
Considering that
∫ ∞
−∞ dxδ
(l)(x) f (x) = (−1)l f (l)(0), we find:
G(κn) = pi(i)4n+2
(
e−x
4)(4n+2) |x=0 = 0 . (41)
In performing the last step we observed, that only the 4-th, 8-th, 12-th and so on derivatives of the
function f (x) = e−x4 are nonvanishing at x = 0.
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