ABSTRACT This paper aims to show that the existing preconditioned symmetric successive over-relaxation (SSOR) approach to solving the linear complementarity problem (LCP) is not valid. To overcome the flaws, we propose an efficient preconditioner called the monomial preconditioner. The convergence behavior of the proposed model is also established. Meanwhile, the efficiency of the new method is verified by numerical experiments.
the multisplitting Accelerated Overrelaxation (AOR) method for the Eq. (1) which are superior to the works previously published in [51] and [52] under certain conditions. In a recent survey, Najafi and Edalatpanah [54] offered a detailed exposition of several models of the projected iterative methods for LCPs, from its very beginning to its modern approaches.
Furthermore, in recent past, based on the combination of the projected iterative methods and the preconditioning modeling, some methods to solve LCPs have been proposed [55] - [60] . Unfortunately, the solutions of preconditioned and non-preconditioned for these methods are not the same. So, the solution of most of these methods is not valid. To overcome these flaws, we present a new preconditioner called the monomial preconditioner and ensemble it with the SSOR iterative method. Our strategy ensures the solution of the preconditioned and non-preconditioned of the model is the same. The numerical tests are given to show the theoretical approaches and depict the effectiveness of our algorithm.
This study is structured as follows. We first present some definitions and properties in Section 2. In the next section, the solution of LCPs with the SSOR scheme is studied. A short presentation of an existing preconditioned algorithm to solve LCPs is found in Section 4. Section 5 is devoted to the monomial preconditioned SSOR method to solve Eq. (1). In Section 6, some illustrating experiments regarding the new algorithm are included. Finally, brief conclusions are made to end the paper.
II. PRELIMINARY CONCEPTS
Here, we briefly review some notations and concepts used in this paper.
Throughout this paper, the spectral radius of a matrix A is denoted by ρ(A), I is the identity matrix, and for τ ∈ R n ,
represents that all elements of M are non-negative (positive) [4] . Similar definitions can be written for vectors.
A matrix M ∈ R n×n is called a Z-matrix if ∀i = j, m ij ≤ 0; an L-matrix if it is a Z -matrix and whose diagonal entries are positive; an M-matrix if it is a nonsingular L-matrix
is the comparison matrix of M and defined as follows [4] :
Moreover, a matrix M ∈ R n×n is called a Monomial matrix if there is precisely one nonzero element in each row and column. In [4] and [61] - [63] , it was shown that the inverse of a monomial matrix is a monomial matrix and is equal to the transpose matrix in which every nonzero component is interchanged by its inverse. Lemma 1: [4] . Suppose that M is a Z-matrix; then it is an M-matrix if one of the following conditions are true:
(1) M is nonsingular, and M −1 ≥ 0, (2) Mx ≥ 0 implies x ≥ 0 .
III. SSOR METHOD FOR LCP
Let us split A as follows:
where, D, L, and U are diagonal, strictly lower and upper triangular parts of A, respectively. Now, for solving Eq. (1) with SSOR iterative scheme, Dehghan and Hajarian [38] , proposed the following scheme:
where 0 < ω < 2. They also presented the following model:
We also note that the equations (4) and (5) are coincide if A is a symmetric matrix [38] . Moreover, in [51] , it was shown that the Eq.
(1) has a unique solution, if A is an H-matrix with positive diagonal entries. Based on the above fact, Dehghan and Hajarian [38] proved the following lemma:
Lemma 2:. The Eq. (4) converges to the exact solution of the Eq. (1), if A be an H-matrix and 0 < ω < 2.
IV. THE EXISTING PRECONDITIONED SSOR METHOD FOR LCP
The improvement of genuine preconditioning strategies in iterative modeling is the key for the fruitful utilization of computations for solving of numerous scientific problems. Since the convergence analysis of iterative schemes relies upon the spectral radius of the iteration matrix, the preconditioning techniques endeavor to change the original problem into another problem that has a more desirable spectral radius, but these two problems (preconditioned and nonpreconditioned model) must have the same solution. In literature, several scholars recommended distinctive methods of kind of (I+S) preconditioner to solve the system of linear equations Ax = b; (see [64] - [71] and the references therein). For example, Milaszewicz [64] , by considering this idea that the performing some elimination task on a linear system may improve the convergence rate of iterative methods, proposed the preconditioner P = I + S, where the elements of the first column below the diagonal of A eliminate [58] , [66] and:
Usui et al. [65] , proposed the preconditioner P = I +S, where:
So, in the existing preconditioned SSOR models for LCP [58] - [60] , first, we multiply a preconditioner P by A and q, then by setting q = P q and
D, L and U are diagonal, strictly lower and upper triangular parts of A, respectively, Eq. (1) is transformed into the Eq. (8) .
Finally, based on the method of [38] , we consider the following preconditioned SSOR method (PSSOR) for solving the LCP:
These models, unfortunately, do not always work, and this is because as is shown in the following simple counterexample, the existing theory behind it does not hold. This flaw is because the preconditioned LCP must satisfy the complementarity condition as the original LCP does. Example 3: Consider the Eq. (1), where:
We can see that the exact solution of this example is z = [ 0 1 1 ] T . Now, we use three preconditioners and test them for solving the LCP (10): The first case is the following diagonal preconditioner:
where λ i > 0. In this case, we have the following preconditioned LCP:
where the solution is z = [ 0 1 1 ] T and w T = λ 1 0 0 . So, the complementarity condition is satisfied z T w = 0.
The second case is the following Milaszewicz's preconditioner [55] , [57] , [64] :
Therefore, the preconditioned LCP becomes:
Also, the solution to the above problem is as follows:
However, as can be checked, the complementarity condition is violated, since:
Now, if we solve the preconditioned LCP, w = Az+ q, by any method, say the Eq.(9), we will find w = 2. [58] , [59] , [65] :
Therefore:
However, it is easy to see that the complementarity condition is violated. Now, by solving the preconditioned LCPw = Az + q, we obtain z = 0 2 9
9
T ,ŵ = 20 9 0 0 T .
So, the solutions of the problems (1) and (8) are not always the same. Furthermore, the condition of complementarity of the original problem does not always hold.
In the next section, we propose a new algorithm to overcome these flaws.
V. PROPOSED MODEL
Here, we introduce a methodology to solve Eq. (1).
A. STRATEGY
Start, 1. Consider the Eq. (1) and define a nonsingular symmetric preconditioner P. 2. Apply P in Eq. (1) as follows:
3. Obtain the solution z = Pz. End.
Next, we propose a new class of preconditioning technique called the monomial preconditioner. 
B. MONOMIAL PRECONDITIONER
Let us test the complementarity condition of the above strategy:
Due to the preconditioner is nonsingular and symmetric, we have:z
So, the condition of complementarity holds for the Eq. (1) and the preconditioned problems. Furthermore, another condition isz ≥ 0. We construct a monomial matrix as a preconditioner. Part of the initial motivation for considering this preconditioner from the fact that this kind of matrices are simple operators and have excellent mathematical properties [4] , [61] - [63] . So if P is a non-negative symmetric monomial matrix, then P −1 is also non-negative and therefor P −1 z =z ≥ 0e. So we introduce our preconditioner as follows:
where,
and γ , t ∈ R − {0}
In sequential, we establish a new preconditioned SSOR methodology for solving the Eq. (1).
C. ALGORITHM1. MONOMIAL PRECONDITIONER SSOR METHOD FOR LCP
Step 1: Consider Eq.(11) and insertq = Pq,z 0 = P −1 z 0 and A = PAP =D −L −Ū .
Step 2: Do the following SSOR iterative method
Step 3: If P(z n+1 −z n ) ≥ ε, set n = n + 1 and go to the previous step; otherwise, stop and set z = Pz. Now, we solve the LCP (10) by our model. By choosing γ = 2, β = 0, t = 1, we get:
Therefore, by the new algorithm:
Here, we investigate the convergence analysis of the new model.
Theorem 4: Suppose that P is the preconditioner (16) and A is an M-matrix. If t > 0 and β < −γ a rk i , thenĀ is an M-matrix.
Proof: Assume that P is the Eq. (16). After some manipulations, forĀ = PAP = (ā ij ) we have:
And,
From Eq. (20), we have t = 0, β+γ a rk i = 0. Moreover, since A is an M-matrix and we should choose the preconditioner P with nonnegative elements, then β + γ a rk i < 0. Therefore, if β < −γ a rk i and t > 0, we haveā ii > 0 and (ā ij ) i =j < 0, i.e,Ā is a Z-matrix with positive diagonal components. Let Ax = y ≥ 0, using Lemma 1, we can see that A −1 ≥ 0. Since P −1 ≥ 0, so P −1 A −1 P −1 ≥ 0. It follows that, x =Ā −1 y ≥ 0 which completes the proof.
Theorem 5: The Algorithm1 converges to the exact solution of the Eq. (1) if A be an M-matrix and 0 < ω < 2.
Proof: From Theorem 4 and Lemma 2 the proof is straightforward.
VI. NUMERICAL EXPERIMENTS
In this section, we experimentally study the performance of the Algorithm1 to solve the LCP. In our computations, the runs are started with z 0 = (1, 1, . . . , 1) T ∈ R n , and are terminated with the following condition:
Furthermore, for the SSOR iterative method and the preconditioner (16) we take the following parameters:
Example 6:
We solve the Eq. (1) with A = B + 4I n and q = −(B + 4I n )z * . Here, B ∈ R n×n is a tridiagonal matrix of [51] . Now, by both the SSOR iterative method and Algorithm.1, we solve the mentioned problem. In Table 1 , we compare these two methods from the point of views of the iteration numbers (Iter), the elapsed computer times (CPU), and the spectral radius of their iteration matrices (ρ andρ).
From the table, we observe that the iteration counts, CPU time, and the convergence rate of the Algorithm.1 are always less than the SSOR method. Therefore, we see the Algorithm.1 outperforms the SSOR method for solving the large LCPs.
VII. CONCLUSIONS
The primary aim of this study is to show that the existing preconditioned SSOR iterative models to solve the linear complementarity problem (LCP) are not valid. Furthermore, we have proposed a new preconditioner called the monomial preconditioner and combined with the SSOR method to solve LCP. 
