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We propose a nonparametric test for conditional uncorrelatedness in multiple-equation models such
as seemingly unrelated regressions (SURs), multivariate volatility models, and vector autoregressions
(VARs). Under the null hypothesis of conditional uncorrelatedness, the test statistic converges to the
standard normal distribution asymptotically. We also study the local power property of the test. Simulation
shows that the test behaves quite well in finite samples.
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1. INTRODUCTION
There is extensive literature on econometric models and their
estimation with unconditional correlations, for example, serial
correlation in time series regression models (Hamilton 1994),
spatial correlation in cross-sectional models (Anselin 1988),
and correlation in the system of multiple equations models,
which include seemingly unrelated regressions (SURs) by
Zellner (1962), vector autoregressions (VAR), multivariate
volatility models, and heterogeneous panel data models (Pesaran
2006). Smith and Kohn (2000) also considered the extension of
Zellner’s SUR model to the nonparametric regression with
unconditional correlations. There are also some existing para-
metric tests to verify if the correlations (dependence under
normality) are statistically insignificant. This testing is useful
since under zero correlation it is generally easier to estimate
econometric models as compared with when we estimate them
under the presence of correlation. The well-known parametric
tests are the Durbin-Watson and the Box-Pierce tests for serial
correlations, the Moran (1948) test for spatial correlation, and
the tests for correlations in the system of multiple equations
by Breusch and Pagan (1980), Kariya (1981), Frees (1995),
Dufour and Khalaf (2002), Pesaran (2004), Ng (2006), and
Pesaran, Ullah, and Yamagata (2006). However, all these
estimation and testing procedures are for models with uncon-
ditional correlations.
In recent years, several parametric and nonparametric models
have been suggested with conditional correlations. While the
unconditional correlations imply constant correlations over the
observations, the conditional correlations vary over the obser-
vations with respect to variables in the conditioning set. Also,
an unconditional uncorrelated process may still be a condi-
tionally correlated process (Anatolyev 2002). In many models,
the conditional correlations arise because of conditional
covariances or conditional heteroscedasticity. For example, the
conditional correlations have been studied in the linear para-
metric SUR models due to conditional heteroscedasticity
(Duncan 1983; Singh and Ullah 1974; Srivastava and Giles
1987; Mandy and Martins-Filho 1993). These authors also
provided the estimation of such models when the conditional
heteroscedasticity is parametrically specified. If the hetero-
scedasticity is nonparametric, then the extended method of
Robinson (1987) can be used. Recently, Welsh and Yee (2006)
considered nonparametric SUR models with the conditional
correlation of errors. We note that when we have the condi-
tional uncorrelatedness or weak correlatedness, SUR can be
analyzed by estimating each equation separately. Conditional
uncorrelatedness, under nonnormality, is weaker than conditional
independence, which was recently reexamined by Su andWhite
(2007). Thus, the test for conditional uncorrelatedness is useful.
The argument about SURE also extends to other multiple
equation models such as simultaneous equation models and
parametric and nonparametric VAR models (e.g., Ha¨rdle et al.
1998). Here, we can also test for conditional uncorrelatedness
before we estimate the equations jointly in a VAR system.
Another important development has taken place in modeling
conditional correlation/covariance in financial econometrics
literature (Engle and Kroner 1995; Alexander 2001; Engle
2002; Engle and Sheppard 2002). These authors provide vari-
ous multivariate GARCH models for the conditional correla-
tions across the financial markets. On the other hand, Fan et al.
(2008) assumed that the multivariate financial time series is a
linear combination of a set of conditionally uncorrelated com-
ponents, which overcomes several drawbacks of early models.
All these studies provide a reason for the testing of conditional
uncorrelatedness, especially since the acceptance of conditional
uncorrelatedness leads to analyzing the multivariate GARCH
model simply by estimating the univariate GARCH models.
Motivated by the preceding considerations, the purpose of
this article is to propose a test for conditional uncorrelatedness.
To the best of our knowledge, our test is the first nonparametric
test for conditional uncorrelatedness in the literature. There are
several key features that are associated with our test. First, our
test is nonparametric. It is well known that parametric tests may
be powerful for certain types of alternatives and perform well
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in the case of correct specification; they can lead to mislead-
ing conclusions in the case of misspecification. In contrast,
smoothing-based nonparametric tests work well for a wide class
of alternatives and yield good power in a variety of circumstances
despite the fact that they are subject to the curse of dimen-
sionality. Second, our tests allow for weak dependence in the
data. This is important when one applies our test to time series
data, say, in a VAR system or in multivariate volatility models.
Third, even though we focus on testing for conditional uncor-
relatedness in the nonparametric regression framework, it is
directly applicable to the residuals obtained from a parametric
regression under weak conditions. Fourth, as we argue in
Section 3.4, our proposed conditional test is analogous to the
normal approximation version of the LM (NLM) test statistic
for unconditional correlation. The differences are that the NLM
test was developed for the parametric regression models, and
it is based on the estimate of the unconditional correlation,
whereas we consider the nonparametric regression model and
our test is based on the estimate of conditional covariance.
The rest of the article is organized as follows. We introduce
our testing framework in Section 2 and study the asymptotic
properties of our test statistic in Section 3. In Section 4, we
provide a small set of Monte Carlo experiments to evaluate the
finite sample performance of our test. Section 5 includes
conclusions. All proofs are relegated to the appendix.
2. BASIC FRAMEWORK
In this section, we first state the hypotheses and then intro-
duce the test statistic.
2.1 The Hypotheses
We consider the system of P nonparametric regression
equations:
Yji ¼ mj Xji
 þ Uji; j ¼ 1; . . . ;P; i ¼ 1; . . . ; n; ð2:1Þ
where n is the number of observations; Xji 2 Rdj are regressors
in the jth equation, mj; j ¼ 1, . . . , P, are unknown smooth
regression functions; and Ui ¼ U1i; . . . ;UPið Þ9 are random
disturbances such that E Uji jXji
  ¼ 0 and E UiU0i jXið Þ ¼P
Xið Þ, with Xi being the disjoint union of X1i, . . . , XPi.
We are interested in testing the null hypothesis that
H0 : all off-diagonal elements of
X
Xið Þ are zero a:s:;
ð2:2Þ
i.e., the Uij’s are conditionally uncorrelated given Xi. The
alternative hypothesis is
H1 : some of the off-diagonal elements of
X
Xið Þ are nonzero:
ð2:3Þ
For notational simplicity, we will focus on the case in which
p ¼ 2 and remark on the other cases in Section 3.4. In the
former case, we writeX
xð Þ ¼ s
2
1 xð Þ s1 xð Þs2 xð Þr xð Þ
s1 xð Þs2 xð Þr xð Þ s22 xð Þ
 !
: ð2:4Þ
We are interested in testing whether P r Xð Þ ¼ 0ð Þ ¼ 1, where
here and below the probability is taken over X. Alternatively,
let s12ðxÞ ¼ s1ðxÞs2ðxÞrðxÞ. The null hypothesis is
H0 : P s12ðXÞ ¼ 0ð Þ ¼ 1; ð2:5Þ
and the alternative hypothesis is
H1 : P s12ðXÞ ¼ 0ð Þ< 1: ð2:6Þ
Let f(x) denote the density function of Xi. When the null
hypothesis in (5) is written as E(U1U2jX) ¼ 0 a.s., we can
construct consistent tests of H0 versus H1 using various dis-
tance measures. A convenient choice is to use the measure
G ¼
Z
s212ðxÞf 2ðxÞdx $ 0 ð2:7Þ
and G ¼ 0 if and only if H0 given by (5) holds. Note that the
use of density weight in the definition of G will help us avoid
the random denominator issue. We will propose a test statistic
based upon a kernel estimator of G.
2.2 The Test Statistic
The proposed test is based upon an estimator of the condi-
tional covariance betweenU1i andU2i given Xi. For the moment,
assume that we observe the sequence {U1i, U2i} together with
{Xi}, where Xi 2 Rd is a disjoint union of X1i and X2i. Under the
additional assumption that E(UjijXi) ¼ 0, j ¼ 1, 2, we can
estimate the conditional covariance of U1i and U2i given Xi by
s^12ðxÞ ¼
1
n
Pn
i¼1 KHðx XiÞU1iU2i
1
n
Pn
i¼1 KHðx XiÞ
; ð2:8Þ
where K is a symmetric kernel function defined on Rd, H ¼
diag(h1, . . . , hd) is a matrix of bandwidth sequences, and KH(u)
¼ jHj1K(H1u) with jHj being the determinant of H. Further,
denote
f^ ðxÞ ¼ 1
n
Xn
i¼1
KH ðx XiÞ ð2:9Þ
the nonparametric kernel estimate of the density function f(x)
of Xi.
We then estimate G by the following functional:
G1n¼
Z
½s^12ðxÞ2 f^ 2ðxÞ dx
¼ 1
n2
Xn
i¼1
Xn
j¼1
~U1i ~U2i ~U1j ~U2jKH XjXi
 
; ð2:10Þ
where KHðuÞ ¼ Hj j1KðH1uÞ and KðuÞ ¼
R
K yð ÞKðu
yÞ dy is the convolution kernel derived from K. For example, if
KðuÞ ¼ exp u2=2ð Þ= ﬃﬃﬃﬃﬃﬃ2pp , then K uð Þ ¼ exp u2=4ð Þ= ﬃﬃﬃﬃﬃﬃ4pp , a
normal density with zero mean and variance 2.
The preceding statistic is simple to compute and offers a
natural way to test H0 in (5). Nevertheless, we propose a bias-
adjusted test statistic; namely,
Gn ¼ 1
n2
Xn
i¼1
Xn
j6¼i
U1iU2iU1jU2jKH Xj  Xi
 
: ð2:11Þ
In effect, Gn removes the ‘‘diagonal’’ ( j ¼ i) terms from G1n in
(10), thus reducing the bias of the statistic. A similar idea has
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been used in Lavergne and Vuong (2000) and Su and White
(2007).
When {U1i, U2i} need to be estimated. When {U1i,U2i} are
unobserved, which is the typical case in practice, we need to
estimate them by the nonparametric residuals obtained from
the regression of Yji on Xji, j ¼ 1, 2. In this article, we give
asymptotic analysis based on the local polynomial procedure.
See Fan and Gijbels (1996) for discussions on the attractive
properties of the local polynomial estimator.
Let K1 and K2 denote kernel functions on R
d1 andRd2 , respec-
tively. Let Hj ¼ diag ðhj1; . . . ; hjdjÞ and KHjðzÞ ¼ jHjj1Kj
H1j z

, j¼ 1, 2. For the dataset Yji;Xji
 n
i¼1, the pjth order local
polynomial estimate ofmj(xj) can be obtained from theweighted
least squares regression:
~uðjÞðxjÞ[argmin
uðjÞ
Xn
t¼1
KHjððxjXjiÞÞ Yji
X
0# ij j#pj
u
ðjÞ
i ðXjixjÞi
24 352:
ð2:12Þ
Here, we use the notation of Masry (1996):
i ¼ ði1; . . . ; idjÞ; ij j ¼
Pdj
l¼1 il; z
i ¼ Pdjl¼1zill ;
P
0#jij#pj ¼
Ppj
l¼0Pl
j1¼0 ...
j1þ...þjd1¼l
Pl
jd¼0; and u
(j) ¼ u(j) (xj) is a collection of all
the parameters u
ðjÞ
i ¼ uðjÞi ðxjÞ; 0 # jij # pj, in lexicographical
order. We denote the first element of euðjÞðxjÞ as ~mjðxjÞ, the pjth
order local polynomial estimate of mj(xj).
We then estimate Uji by
~Uji ¼ Yji  ~mjðXjiÞ: ð2:13Þ
We replace Uji in Gn by ~Uji to obtain the following test statistic:
~Gn ¼ 1
n2
Xn
i¼1
Xn
l 6¼i
~U1i ~U2i ~U1l ~U2lKH Xl  Xið Þ: ð2:14Þ
We will show that, after being appropriately scaled, ~Gn is
asymptotically normally distributed under suitable assumptions.
3. THE ASYMPTOTIC DISTRIBUTIONS OF THE
TEST STATISTIC
In this section, we first present a set of assumptions that are
used in deriving the asymptotic distributions of our test sta-
tistic. Then we study the asymptotic distribution of our test
under both the null hypothesis and a sequence of local alter-
natives, followed by some remarks.
3.1 Assumptions
We make the following assumptions on the error terms,
regressors, kernel functions, and bandwidth sequences.
Assumptions
A1. {Xi, U1i, U2i} is a strictly stationary strong mixing
process with mixing coefficients a(j) such thatP‘
j¼1 j
2a jð Þd= dþ1ð Þ< ‘ for some constant d 2 0; 1ð Þ.
A2. For j ¼ 1, 2, E UjijXi; . . . ;X1;Ui1; . . . ;U1
  ¼
0;E jeij4ð1þdÞ
 
# C < ‘, and E et1i1e
t2
i2
   etlil
		 		1þd # C < ‘,
where ei [ U1iU2i, 2 # l # 4, 0 # ts # 4, and
Pl
s¼1 ts # 8.
A3. (1) Let s2 xð Þ[E e2i jXi ¼ x
 
and m4 xð Þ ¼
Eðe4i jXi ¼ xÞ. Then both s2(x) and m4(x) satisfy the Lipschitz
condition: jg xþ xð Þ  g xð Þj # D xð Þ xk k, where g() ¼ s2 ()
or m4 (), and :k k denotes the Euclidean norm. (2) For each 1 <
i1 < . . . < il (l ¼ 1, 2, 3), the joint density f i1;...;ilðÞ of
X1;Xi1 ; . . . ;Xilð Þ exists and satisfies the Lipschitz condition:
jf i1;...;il x 1ð Þ þ y 1ð Þ; . . . ;x lþ1ð Þ þ y lþ1ð Þ
  f i1;...;il x 1ð Þ; . . . ;x lþ1ð Þ j
# Di1;...;il x
1ð Þ;

. . . ; x lþ1ð ÞÞ yk k, where y9¼ ðy 1ð Þ9; . . . ;y lþ1ð Þ9Þ;
Di1;...;il ðx 1ð Þ; . . . ;x lþ1ð ÞÞ is integrable and satisfies the conditions:R
Di1;...;il y
1ð Þ; ...;y lþ1ð Þ
 
yk k2udy<C<‘;RDi1;...;il y 1ð Þ; ...;y lþ1ð Þ ,
and f i1;...;il y
1ð Þ; ...;

y lþ1ð ÞÞdy<C<‘ for some u > 1 and constant
C > 0. (3) The marginal density f ðÞ of Xi is Lipschitz con-
tinuous: j f (x)  f (x*)j # C jj x  x*jj for some C > 0.
A4. mj (xj) has (pj þ 1)th partial derivatives that are bounded
and Lipschitz continuous of order 1 on the compact support X j
of Xji, where pj $ 1 for j ¼ 1, 2.
A5. The kernel functions K, K1, and K2 are a product
of univariate kernels k. The k is a bounded, symmetric,
and uniformly continuous density function such thatR juj2p 2þdð Þk uð Þ du < ‘, where p ¼ max (p1, p2).
A6. Let hj ¼ jjHjjjpjþ1þn1=2jHjj1=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log n
p
for j ¼ 1, 2. As
n ! ‘ (1) njHjj2= log nð Þ3! ‘; njjHjjj2ðpjþ2Þ ! 0; (2) jjHjj
! 0; njHjj jHjðlog nÞ2 ! ‘; and (3) njHj1=2 h21h22 ! 0,
where, for example, jjHjjj ¼ ftr H0jHj
 g1=2:
Assumptions A1–A3 are common in nonparametric esti-
mation with strong mixing data (Masry 1996, Gao and King
2003). They are mainly used in the proof of Lemma A1 in
the appendix. The smoothness condition in Assumption A4
and the assumptions on the kernels in Assumption A5 are
typical in the literature with regard to local polynomial
estimation. By Masry (1996), ~mjðxjÞ  mjðxjÞ ¼ Op hj
 
uni-
formly in xj. Even though we conjecture that Assumption
A6 can be relaxed with a much more complicated proof
of our main result in the next section, it is easily satisfied
in many applications. For example, if we set hji } n1=aj for
i ¼ 1, . . . , dj and j ¼ 1, 2, and set hi } n1/a for i ¼ 1, . . . ,
d, then Assumption A6(1) requires that aj 2 2dj; 2 pj þ 2
  
and Assumption A6(2) requires that a > ajd= ai  dj
 
"j. Let
c1 [ a1a2  4ðp1 þ 1Þðp2 þ 1Þ
and c2 [ d1=a1 þ d2=a2  1: ð3:1Þ
Given the choice of pj and aj, Assumption A6(3) implies that
we can choose a such that
a
d > maxj
aj
ajdj
n o
if c1# 0 and c2 # 0
maxj
aj
ajdj
n o
< ad <
a1a2
2c1
if c1 > 0 and c2 # 0
maxj
aj
ajdj
n o
< ad <
1
2c2
if c2 > 0 and c1 # 0
maxj
aj
ajdj
n o
< ad < min
a1a2
2c1
; 12c2
 
if c1 > 0 and c2 > 0
8>>>>><>>>>:
:
ð3:2Þ
So if c1 # 0 and c2 # 0 in (3.2), we can choose a sufficiently
large such that the convergence rate of kHk to zero can be
arbitrarily slow.
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3.2 Asymptotic Null Distribution
To state our main result, recall s2ðxÞ ¼ EðU21iU22i jXi ¼ xÞ.
Define s20[ 2
R
K
2
uð Þdu E½s4ðXiÞf Xið Þ: Our main result is
stated in Theorem 3.1.
Theorem 3.1. Under Assumptions A.1–A.6 and under H0;
n Hj j1=2~Gn!d Nð0;s20Þ.
The proof is tedious and is relegated to the appendix. From
the proof, we know that n Hj j1=2~Gn ¼ n Hj j1=2Gn þ op 1ð Þ, which
means that the first-stage estimation of the conditional mean
functions does not affect the first-order asymptotic properties
of the test. To implement the test, we require a consistent
estimate of the variance s20: Define
s^2 [ 2n2 Hj j
Xn
i¼1
Xn
j 6¼i
~U
2
1i
~U
2
2i
~U
2
1j
~U
2
2jK
2
H Xi  Xj
 
: ð3:3Þ
It is easy to show that s^2 is consistent for s20 under H0. We
then compare
Tn[ n Hj j1=2~Gn=
ﬃﬃﬃﬃﬃ
s^2
p
; ð3:4Þ
with the one-sided critical value za from the standard normal
distribution, and reject the null when Tn > za.
3.3 Asymptotic Local Power Property
To examine the asymptotic local power of our test, we
consider the following local alternatives:
H1ðgnÞ : s12ðxÞ ¼ gnDðxÞ; ð3:5Þ
where D(x) satisfies E DðXÞj j2þd<‘. Define
D0[
Z
D2ðxÞf 2ðxÞdx: ð3:6Þ
The following proposition shows that our test can distinguish
local alternatives H1(gn) at rate gn ¼ n1=2 Hj j1=4 while
maintaining a constant level of asymptotic power.
Proposition 3.2. Under Assumptions A.1–A.6, suppose
that gn ¼ n1=2 Hj j1=4 in H1(gn). Then, the power of the test
satisfies PðTn$zajH1ðgnÞÞ!1FðzaD0=s0Þ, where F ð Þ
is the cumulative distribution function of standard normal.
Remark. Proposition 3.2 implies that the test has nontriv-
ial asymptotic power against alternatives for which D0[R
D2ðxÞf 2ðxÞdx > 0. The power increases with the magnitude of
D0 / s0. Furthermore, by taking a large bandwidth, we can make
the alternative magnitude against which the test has nontrivial
power, i.e., gn, arbitrarily close to the parametric rate n
-1/2. As
remarked earlier on, this is possible if we can choose pj and aj
such that cj # 0 in (3.1).
3.4 Remarks
Theorem 3.1 covers the asymptotic null distribution of the
test statistic that is based on residuals resulting from non-
parametric regression with continuous variables. While this
case suffices for many empirical applications when the func-
tional forms of the regression functions in a SUR or VAR
system are unknown and only continuous variables appear in
the regression, our testing procedure is potentially applicable to
a much wider range of situations. We now discuss several of
these.
3.4.1 Parametric SUR or VAR Models. When the con-
ditional mean functions in a SUR or VAR system are para-
metrically specified, we can first estimate the parametric model
for each equation to obtain the residuals and then construct the
test for conditional uncorrelatedness based upon these resid-
uals. In this case, we do not need to specify conditions on the
kernels Kj and bandwidths Hj (j ¼ 1, 2) in Assumptions A5 and
A6. The asymptotic results in Theorem 3.1 and Proposition 3.2
follow with a much simpler proof than the current case. To see
why, notice that the unknown finite dimensional parameters
can be estimated at the regular n1=2-rate, which implies that
~Uji ¼ Uji þ Op n1=2
 
, where ~Uji is now the residual obtained
from the parametric regression. As a result, the first-stage
parametric estimation does not have any asymptotic impact on
the first-order asymptotic property of the test given the fact that
Hk k ! 0 as n ! ‘.
3.4.2 Test for More Than One Pair of Conditional Uncor-
relatedness Our test can easily be extended to test for more
than one pair of conditional uncorrelatedness. Let skl xð Þ be the
k; lð Þth element of P xð Þ for k; l ¼ 1; . . . ;P, where P xð Þ ¼
E UiU
0
ijXi ¼ xð Þ was defined after (2.1). Now the functional G
in (2.7) becomes
G ¼
XP1
k¼1
XP
l¼kþ1
Z
s2kl xð Þ f 2 xð Þdx ð3:7Þ
and the test statistic ~Gn in (2.14) becomes
~Gn ¼ 1
n2
Xn
i¼1
Xn
j6¼i
XP1
k¼1
XP
l¼kþ1
~Uki ~Uli ~Ukj ~UljKH Xj  Xi
 
; ð3:8Þ
where ~Uki is as defined in (2.13). Theorem 3.1 continues to
hold by replacing s2(x) in the definition of s0
2 by
s2ðxÞ[ E
XP1
k¼1
XP
l¼kþ1
UkiUli
 !2						Xi ¼ x
24 35: ð3:9Þ
3.4.3. Connection with Tests for Unconditional Correla-
tion in Parametric Models Breusch and Pagan (1980) pro-
posed a Lagrange multiplier (LM) statistic for testing zero
cross-equation correlations in the parametric SUR system:
Yji ¼ b0jXji þ Uji; j ¼ 1; . . . ;P; i ¼ 1; . . . ; n; ð3:10Þ
where bj’s are unknown regression coefficients. Their test is
based on the following LM statistic:
LMn ¼ n
XP1
k¼1
XP
l¼kþ1
r^2kl; ð3:11Þ
where r^kl is the sample analog estimate of the pairwise corre-
lation of the residuals ~Uki and ~Uli, which are obtained from
the OLS regression of Yji on Xji, j ¼ k, l. Under the null
hypothesis,
H0 : cov Uk1;Ul1ð Þ ¼ 0 for all k 6¼ l; ð3:12Þ
LMn!d x2 P P 1ð Þ=2ð Þ as n ! ‘, and P is held fixed. As it
stands, this test is not applicable when P ! ‘:
Su and Ullah: Testing Conditional Uncorrelatedness 21
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Noting that, under H0, H

0; nr^
2
kl !
d
x2ð1Þ as n ! ‘ and
r^kl’s, k 6¼ l, are asymptotically uncorrelated, Pesaran, Ullah, and
Yamagata (2006) considered a bias-adjusted normal approx-
imation version of the LM statistic:
NLMn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
P P 1ð Þ
s XP1
k¼1
XP
l¼kþ1
ðnr^2kl  1Þ; ð3:13Þ
which is asymptotically distributed N 0; 1ð Þ under H0 when
n ! ‘ first and then P ! ‘: Since NLMn is likely to exhibit
substantial size distortions for P large and n small, these au-
thors also proposed two mean-biased-adjusted versions of the
NLMn test statistic. These tests are consistent even in the sit-
uations where the Pesaran’s (2004) Cross-section Dependence
test is inconsistent.
To see the connection of our test with the NLMn test, sup-
pose that each element of the bandwidth matrix H tends to ‘ as
n ! ‘; then for ~Gn in (3.8) we have
~Gn ’ 1
n2
Xn
i¼1
Xn
j6¼i
XP1
k¼1
XP
l¼kþ1
~Uki ~Uli ~Ukj ~UljKH 0ð Þ ð3:14Þ
where an ’ bn signifies that an ¼ bn 1þ op 1ð Þ
 
. Hence, in this
case, ~Gn will reduce to calculating the sum of squared uncon-
ditional covariances with bias correction by excluding j ¼ i
terms in the summation in (3.14). Consequently, our test can be
regarded as the conditional analog of the NLMn test. The dif-
ference is that the NLMn test is based on the estimate of
unconditional correlation, whereas our test is based on the
estimate of conditional covariance. Also, the NLMn is devel-
oped for the parametric regression model, whereas the
regression model in our test is nonparametric.
3.4.4. Testing for conditional homoscedasticity In some
sense, the test for conditional homoscedasticity can be regarded
as a special case of our test. To see this, consider
s21 x1ð Þ ¼ E U21ijX1i ¼ x1
 
. Under the null of conditional
homoscedasticity, P s21 X1ið Þ ¼ s21
  ¼ 1 for some s21 > 0. Hall
and Carroll (1989) showed that s21 can be estimated at the
parametric n1/2 rate even though the conditional mean func-
tion is only estimated at a nonparametric rate. Let ~s21 ¼ ð1=nÞPn
i¼1 Y1i  ~m1 X1ið Þð Þ2. Define
~Gn1 ¼ 1
n2
Xn
i¼1
Xn
j6¼i
~U
2
1i  ~s21
 
~U
2
1j  ~s21
 
KH X1j  X1i
 
:
ð3:15Þ
A consistent test for conditional homoscedasticity can be based
upon the following test statistic:
Tn1 ¼ n H1j j1=2 ~Gn1=
ﬃﬃﬃﬃﬃ
s^21
p ð3:16Þ
where
s^21[ 2n
2 H1j j
Xn
i¼1
Xn
j 6¼i
~U
2
1i  ~s21
 2
3 ~U
2
1j  ~s21
 2
K
2
H1
X1i  X1j
 
: ð3:17Þ
Under some weak conditions and the null of conditional
homoscedasticity, we can follow the proof of Theorem 3.1 to
show that Tn1!d Nð0; 1Þ. The preceding argument goes
through with little modification if we are interested in testing
for constancy of conditional covariance:
H0 : P s12 Xið Þ ¼ s12ð Þ ¼ 1 for some s12 2 R ð3:18Þ
As a referee notes, our test for conditional homoscedasticity is
very similar to that of Li and Hsiao (2001). The only difference
is that we use the convolution kernel KH ð Þ in (3.15) instead
of the original kernel K ð Þ: The convolution kernel appears
because in (2.10) we use s^12 xð Þ and f^ xð Þ in place of s12 xð Þ and
f xð Þ in (2.7). Let e1i ¼ U21i  s21 and f X1 ð Þ be the density
function of X1i. Li and Hsiao’s (2001) formula is different
from ours, because they base their test upon the sample analog
of E½e1iE e1ijX1ið Þf X1 X1ið Þ; i.e., n1
Pn
i¼1 e1iEðe1ijX1iÞ f X1ðX1iÞ;
which can be estimated by
Gn1[
1
n2
Xn
i¼1
Xn
j 6¼i
~U
2
1i  ~s21
 
~U
2
1j  ~s21
 
KH X1j  X1i
 
:
ð3:19Þ
4. MONTE CARLO SIMULATIONS
In this section, we conduct a small set of Monte Carlo sim-
ulations to evaluate the finite sample performance of our test.
4.1 Data Generating Processes
We first generate data from the following data generating
processes (DGPs):
DGP1 :
Y1i ¼ sin 8pX1ið Þ þ U1i;
Y2i ¼ f X2i; 0:2; 0:5ð Þ þ f X2i; 0:8; 0:25ð Þ þ U2i;


where f x; a; bð Þ is the normal density function with mean a
and standard deviation b; U1i ¼ s X1i; X2ið ÞV1i; U2i ¼ s
X1i;X2ið ÞV2i; s x1; x2ð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
exp x1 þ x2ð Þ
p
; X1if g, and X2if g
are mutually independent iid U 0; 1ð Þ:
V1i
V2i
 
; iid N
0
0
 
;
1 r
r 1
  
; ð4:1Þ
and the process Xi ¼ X1i;X2ið Þf g is independent of the process
V1i;V2if g.
DGP 2:
Y1i ¼ cos 2pX1ið Þ þ U1i;
Y2i ¼ cos 2pX2ið Þ þ U2i;


where U1i ¼
ﬃﬃﬃﬃﬃﬃ
h1;i
p
V1i; U2i ¼
ﬃﬃﬃﬃﬃﬃ
h2;i
p
V2i; and hj;i ¼ 0:5þ
0:1U2j;i1 þ 0:6hj;i1 þ 0:2X2i for j ¼ 1, 2, Xi ¼ X1i ¼ X2i, and
Xi ; iid U (0.1); the distribution of V1i;V2ið Þ is given in (4.1),
and the process Xif g is independent of the process V1i;V2if g:
DGP 1 specifies an iid sequence Y1i; Y2i;X1i;X2if g: DGP 2
yields a bivariate GARCH-X process. In both cases, we will
consider five different choices of r: 0, 0.3, 0.6,0.3, and0.6.
When r ¼ 0, we study the size behavior of the test. To conduct
our test for DGP 2, we throw away the first 100 observations
when generating the data.
In the next DGP, we consider linear specifications for the
conditional mean and time-varying conditional correlation
function:
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DGP 3:
Y1i ¼ 1þ X1i þ U1i;
Y2i ¼ 1þ 0:5X2i þ U2i;


where Xi ¼ X1i ¼ X2if g are the iid sum of 48 independent
random variables, each uniformly distributed on [0.25,0.25].
According to the central limit theorem, we can treat Xi’s as
being nearly standard normal random variables but with
compact support [12, 12]. The disturbance terms are gen-
erated as
U1i
U2i
 
jXi ; iid N
0
0
 
;s2 Xið Þ
1 ri
ri 1
  
; ð4:2Þ
where s2 Xið Þ ¼ 0:25þ X2i ; and ri ¼ r exp(Xi)/(1 þ exp(Xi)).
To save time, we will only consider three choices of r: 0, 0.6,
and 0.6. When r ¼ 0, we study the size behavior of the test.
When r ¼ 60.6, given the fact that Xi is approximately dis-
tributed as N 0; 1ð Þ; we can verify that E rið Þ  60:3:
Like Dufour and Khalaf (2002), who considered finite-
sample procedures for testing no correlation in multiequation
models, we will consider the test of no conditional correlation
in a six-equation model in DGP 4.
DGP 4: Yji ¼ aj1X1i þ aj2X2i þ Uji, where X1i, X2i are
independently generated as Xi in DGP 3,
aj1 ¼ 1 for j ¼ 1; 2; 3; 4; and aj1 ¼ 0:5 for j ¼ 5; 6;
aj2 ¼ 1 for j ¼ 1; 2; and aj2 ¼ 0:5 for j ¼ 3; 4; 5; 6;
Uji ¼
ﬃﬃﬃﬃﬃﬃ
hj;i
p
Vji;Vi ¼ V1i; . . . ;V6ið Þ9;Xi ¼ X1i;X2ið Þ9;
VijXi ; iid N 0;A0iAið Þ:
Ai ¼ s Xið Þ
1 r1i r2i r2i r2i r2i
r1i 1 r2i r2i r2i r2i
r2i r2i 1 r1i r2i r2i
r2i r2i r1i 1 r2i r2i
r2i r2i r2i r2i 1 r1i
r2i r2i r2i r2i r1i 1
0BBBBBBBB@
1CCCCCCCCA
;
in which hj;i ¼ 0:5þ 0:05U2ji þ ljhj;i1; lj ¼ 0:9 for j ¼ 1, 2,
lj ¼ 0.7 for j ¼ 3, 4, and lj ¼ 0.5 for j ¼ 5, 6;
s Xið Þ ¼ 0:25þ X21i þ X22i;r1i ¼ 1:5r cos pi=10ð Þ; and r2i ¼
r cos pi=10ð Þ: We will consider three choices of r: 0, 0.6 and
0.6. When r ¼ 0; A0iAi is a diagonal matrix so that we study
the size behavior of the test. To conduct our test for DGP 4,
we throw away the first 100 observations when generating
the data.
4.2 Estimation and Bandwidth Choice
We will consider our test without and with estimation error.
In the first case, we pretend that we observe Uji; j ¼

1; . . . ;Pg and test the conditional uncorrelatedness between
Uji’s given Xi. In the latter case, we first estimate the condi-
tional mean function mj ð Þ of Yji given Xji at each data point
to obtain the residual sequence f ~Ujig; where ~Uji ¼ Yji
~mj Xji
 
with ~mj xj
 
being the local linear estimate of mj xj
 
;
j ¼ 1, . . . , P. Then we use f ~Uji; j ¼ 1; . . . ;Pg to test the con-
ditional uncorrelatedness between Uji’s given Xi.
Implementing the latter test requires methods for choosing
two types of bandwidth parameters: Hj (j ¼ 1, . . . , P) and H.
The choice of the bandwidth sequences Hj
 
does not affect
the rate at which our test can detect local alternatives as long as
they satisfy Assumption A6, whereas the choice of H does. So
we now describe a systematic method for choosing H and a rule
of thumb for choosing Hj
 
:
To estimatemj ð Þ via the local linear regression, we might use
the least squares cross-validated bandwidth Hj ¼ diag ðhj1; . . .
hjdjÞ that converges to zero at rate n
1= 4þdjð Þ. For example, dj¼
1 for j ¼ 1, 2 in DGPs 1-3; dj ¼ 2 for j ¼ 1, . . . , 6 in DGP 4. To
eliminate the bias from the first-stage local linear regression, we
follow Lee (2003, p.16) to use undersmoothing and adjust hjs to
hjs ¼ hjsn1=20; s ¼ 1; . . . ; dj; j ¼ 1; . . . ;P:
We use the Gaussian kernel, kðuÞ ¼ exp u2=2ð Þ= ﬃﬃﬃﬃﬃﬃ2pp , in
all cases.
For the bandwidth matrix H, we set H ¼ diag(h1, . . . , hd),
where d¼ 2 in DGPs 1 and 4 and d¼ 1 in DGPs 2 and 3. Since
it is difficult to pin down the optimal bandwidth for our test, we
follow Horowitz and Spokoiny (2001, 2002) and consider a set
of different bandwidth values of H. Like them, we use a geo-
metric grid consisting of the points hj,s¼ vssjhmin (s¼ 0, 1, . . . ,
N  1; j ¼ 1, . . . , d), where sj is the sample standard deviation
of the jth element in Xi, N is the number of grid points, and
v¼ (hmax/hmin)1/N1, with hmin¼ n4d/3 and hmax¼ 4n1/1,000.
Following Horowitz and Spokoiny (2002), we choose N
according to the rule of thumb N ¼ [log n] þ 1, where [a]
means the integer part of a. Let Hs¼ diag(h1,s, . . . , hd,s), s ¼ 0,
1, . . . , N 1. For each Hs, we calculate the test statistic in (3.4)
and denote it as Tn (Hs). Define
SupTn[ max
0 # s # N1
TnðHsÞ: ð4:3Þ
Even though Tn (Hs) is asymptotically distributed as N (0, 1)
under the null for each s, the distribution of SupTn is generally
unknown. Fortunately, we can use bootstrap approximation.
The wild bootstrap proposed by Wu (1986) and Liu (1988) is
designed to allow heteroscedasticity in the linear regression
models. It has been examined in the time series context by
Kreiss (1997), Hafner and Herwartz (2000), and Xu (2006),
among others. We obtain the wild bootstrap residuals by
Uji ¼ U^jiyji; j ¼ 1; . . .; P; i ¼ 1; . . .; n;
where U^ji ¼ Uji and ~Uji; yji
 
are mutually independent iid
sequences; they are independent of the process {Xi, Y1i, . . . ,
YPi}, and EðyjiÞ ¼ 0; Eðy2ijÞ ¼ 1. There are many ways to
obtain such sequences {yji, j¼ 1, . . . , P}. In our simulation, we
draw them independently from a distribution with probability
masses p ¼ 1þ ﬃﬃﬃ5p = 2 ﬃﬃﬃ5p  and 1  p at the points
1 ﬃﬃﬃ5p =2 and 1þ ﬃﬃﬃ5p =2, respectively.
Based upon the bootstrap resampling data U1i; . . .;

UPi;Xigni¼1, we construct the bootstrap version SupTn of the
test statistic SupTn. We repeat this procedure B times and
obtain the sequence SupTn;j
n oB
j¼1
. We reject the null when
p ¼ B1PBb¼1 1 SupTn # SupTn;b  is smaller than the given
level of significance, where 1 () is the usual indicator function.
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4.3 Simulation Results
We use 1,000 replications for each DGP and 399 bootstrap
resamples in each replication. Tables 1–4 report the finite
sample performance of our test. Those rows corresponding to
r ¼ 0 indicate how the size of our test behaves in each DGP.
We first summarize some important findings from Tables 1
and 2. First, we observe that our test is undersized in DGP 1 for
each sample size under consideration and behaves reasonably
well for DGP 2. Despite this, we find that the power of our test
is great. When r ¼ 60.3, the conditional correlatedness
between the two disturbance processes is weak. Yet Tables 1
and 2 suggest that our test is fairly powerful for such small
sample size as n ¼ 100. As n grows, the power of the test also
increases quickly. When r ¼ 60.6, our test even works very
well for sample sizes as small as 50. Second, in all cases, we
observe that the first-stage local linear estimation of the con-
ditional mean functions does not have much effect on the size
and power performance of the test. Third, the behavior of the
test seems to be symmetric in r, which is in support of the local
power property of our test.
Even though they are not reported here, we also did simu-
lations on the bootstrap test based upon Tn with a single choice
of H: H¼ diag(h1, . . . , hd), where h1¼ csln1/(4þd), with l ¼ 1,
. . . , d, and c¼ 0.5, 1, 2, 4. We find that the choice of c, and thus
the bandwidth H, does not have a significant impact on the
level of the test, but it does influence the power of the test. The
larger the value of c, the larger is the power. This supports our
observation in the remark after (3.2a) and suggests that, in
practice, we can choose a relatively large value of c.
Table 3 reports the simulation results for DGP 3. Notice that
the conditional correlation ri between the two disturbance
sequences varies according to Xi, and the parameter r in Table
3 does not indicate the conditional correlation between the two
Table 1. Finite sample rejection frequency: DGP 1
Sample Size (n)
Correlation
size (r)
No estimation With estimation
1% 5% 10% 1% 5% 10%
50 0 0.011 0.032 0.060 0.016 0.038 0.059
0.3 0.234 0.395 0.471 0.178 0.306 0.396
0.6 0.938 0.987 0.992 0.832 0.932 0.963
0.3 0.257 0.422 0.496 0.131 0.295 0.375
0.6 0.948 0.984 0.991 0.834 0.927 0.952
100 0 0.010 0.027 0.051 0.013 0.033 0.062
0.3 0.536 0.678 0.736 0.453 0.600 0.677
0.6 1 1 1 1 1 1
0.3 0.555 0.696 0.752 0.475 0.606 0.671
0.6 1 1 1 1 1 1
200 0 0.006 0.031 0.050 0.008 0.035 0.065
0.3 0.912 0.960 0.977 0.866 0.937 0.954
0.6 1 1 1 1 1 1
0.3 0.885 0.945 0.966 0.848 0.922 0.947
0.6 1 1 1 1 1 1
Table 2. Finite sample rejection frequency: DGP 2
Sample Size (n)
Correlation
size (r)
No estimation With estimation
1% 5% 10% 1% 5% 10%
50 0 0.011 0.041 0.074 0.018 0.059 0.094
0.3 0.302 0.476 0.574 0.305 0.480 0.570
0.6 0.975 0.999 1 0.959 0.989 0.995
0.3 0.283 0.436 0.526 0.257 0.395 0.479
0.6 0.958 0.990 0.996 0.929 0.978 0.986
100 0 0.011 0.040 0.072 0.017 0.048 0.078
0.3 0.637 0.770 0.835 0.650 0.774 0.832
0.6 1 1 1 1 1 1
0.3 0.631 0.777 0.841 0.606 0.744 0.807
0.6 1 1 1 1 1 1
200 0 0.008 0.039 0.071 0.007 0.040 0.076
0.3 0.935 0.972 0.986 0.933 0.976 0.985
0.6 1 1 1 1 1 1
0.3 0.946 0.973 0.988 0.942 0.979 0.987
0.6 1 1 1 1 1 1
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disturbance sequences. In fact, E(ri)  60.3 when r ¼ 60.6.
From Table 3, we observe that the test is well behaved in both
size and power, and the power is comparable to the case where
r ¼ 60.3 in Tables 1 and 2. Once again, we observe that the
first-stage estimation of the conditional mean function has little
effect on the test in terms of power, and that the behavior of the
test is symmetric in r.
Table 4 reports the simulation results for DGP 4. Note that
we have six equations in this case and the conditional corre-
lation matrix between the six disturbance sequences varies
according to time i. Since dj ¼ d ¼ 2 for j ¼ 1, . . . , 6, and the
sample size n ¼ 50 is fairly small for the nonparametric esti-
mation of two-dimensional conditional mean functions, we see
that the first-stage estimation plays a role when n ¼ 50. In
particular, the size of the test with estimation error is a little bit
inflated, and so is the power. We conjecture this is due to the
small sample size in the local linear estimation of the two-
dimensional conditional mean functions. In fact, as the sample
size increases, we observe improvement of the test in terms of
size. When n¼ 200, the tests with and without estimation error
perform quite close to each other. Once again, we observe that
the test is powerful and its behavior appears to be symmetric in
r when n is not too small.
5. CONCLUDING REMARKS
In this article, we propose a nonparametric test for condi-
tional uncorrelatedness in SUR and VAR systems. The test
statistic is asymptotically normally distributed under the null
and can detect local alternatives at the nonparametric rate n1/2
jHj1/4. Simulations indicate that the test works very well in
finite samples.
In case we fail to reject the null, our test suggests no
evidence of conditional correlatedness in the error terms so
that we can estimate each equation in the system separately.
On the other hand, in the case where the null is rejected, the
question is how to explore the conditional correlation among
the error terms to improve the asymptotic efficiency of the
estimators by estimating the regression functions in the sys-
tem jointly. See Ruckstuhl, Welsh, and Carroll (2000) and
Welsh and Yee (2006) along this line of research. Another
concern about our test is that we have implicitly assumed
that the conditioning variable Xi exhibits a density. This
assumption may be untenable in practice. We conjecture that
one can extend our test to allow Xi to be a mixture of continuous
and discrete variables by using the important tools developed
by Racine and Li (2004). We leave these for future research.
APPENDIX
A.1 PROOF OF THE MAIN RESULTS
We use C to signify a generic constant whose exact value
may vary from case to case and a9 to denote the transpose of a.
We write an ’ bn to signify that an ¼ bn (1 þ op (1)).
Table 3. Finite sample rejection frequency: DGP 3
Sample Size (n)
Correlation
size (r)
No estimation With estimation
1% 5% 10% 1% 5% 10%
50 0 0.013 0.048 0.076 0.015 0.061 0.106
0.6 0.296 0.467 0.573 0.297 0.477 0.570
0.6 0.282 0.472 0.564 0.292 0.481 0.572
100 0 0.011 0.052 0.082 0.012 0.060 0.092
0.6 0.628 0.785 0.841 0.634 0.794 0.849
0.6 0.602 0.768 0.829 0.602 0.773 0.829
200 0 0.010 0.044 0.080 0.013 0.051 0.088
0.6 0.938 0.970 0.980 0.927 0.965 0.981
0.6 0.925 0.969 0.986 0.927 0.974 0.982
Table 4. Finite sample rejection frequency: DGP 4
Sample Size (n)
Correlation
size (r)
No estimation With estimation
1% 5% 10% 1% 5% 10%
50 0 0.007 0.041 0.091 0.011 0.074 0.136
0.6 0.311 0.493 0.578 0.390 0.581 0.662
0.6 0.354 0.507 0.593 0.437 0.589 0.670
100 0 0.012 0.059 0.116 0.012 0.066 0.117
0.6 0.595 0.761 0.820 0.631 0.781 0.851
0.6 0.594 0.752 0.816 0.641 0.784 0.843
200 0 0.009 0.057 0.104 0.012 0.064 0.117
0.6 0.861 0.936 0.930 0.876 0.947 0.970
0.6 0.862 0.930 0.957 0.866 0.943 0.969
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A.1.1 Proof of Theorem 3.1
Let djn xj
  ¼ ~mj xj  mj xj ; j ¼ 1; 2: Noting that ~Uji ¼
Uji  djn Xji
 
, we have
n1
Xn
i¼1
~U1i ~U2iKH x Xið Þ ¼
X4
j¼1
Ajn xð Þ; and
1
n2
Xn
i¼1
~U
2
1i
~U
2
2iKH 0ð Þ ¼
X4
j¼1
Bjn;
where
A1n xð Þ ¼ 1
n
Xn
i¼1
U1iU2iKH x Xið Þ;
B1n ¼ 1
n2
Xn
i¼1
U21iU
2
2iKH 0ð Þ;
A2n xð Þ ¼ 1
n
Xn
i¼1
d1n X1ið Þd2n X2ið ÞKH x Xið Þ;
B2n ¼ 1
n2
Xn
i¼1
d21n X1ið Þd22n X2ið ÞKH 0ð Þ;
A3n xð Þ ¼  1
n
Xn
i¼1
U1id2n X2ið ÞKH x Xið Þ;
B3n ¼ 1
n2
Xn
i¼1
U21id
2
2n X2ið ÞKH 0ð Þ;
A4n xð Þ ¼  1
n
Xn
i¼1
U2id1n X1ið ÞKH x Xið Þ;
B4n ¼ 1
n2
Xn
i¼1
U22id
2
1n X2ið ÞKH 0ð Þ:
Consequently,
~Gn ¼
Z
1
n
Xn
i¼1
~
U1i
~
U2iKH x Xið Þ
" #2
dx
 1
n2
Xn
i¼1
~
U
2
1i
~
U
2
2iKH 0ð Þ
¼
Z X4
j¼1
A2jn xð Þ þ 2A1n xð ÞA2n xð Þ þ 2A1n xð ÞA3n xð Þ
(
þ 2A1n xð ÞA4n xÞ þ 2A2n xð ÞA3n xð Þ þ 2A2n xð ÞA4n xð Þð
þ 2A3nðxÞA4nðxÞgdx
X4
j¼1
Bjn:
We complete the proof of the theorem by proving Lemmas
A.1–A.10. j
Proof of Proposition 3.2
Under H1 (n
1/2 jHj1/4), we can verify that Lemmas A.2-
A.10 continue to hold. Let ei ¼ U1iU2i. Let EXi (ei) denote the
conditional expectation of ei given Xi and ei ¼ ei  EXiðeiÞ:
Then we can write C1n ¼ C1n,a þ C1n,b þ C1n,c, where
C1n;a ¼ n1
Xn
i¼1
Xn
j6¼i
Hj j1=2ei ejKH Xi  Xj
 
;
C1n;b ¼ n1
Xn
i¼1
Xn
j6¼i
Hj j1=2EXi eið ÞEXj ej
 
KH Xi  Xj
 
; and
C1n;c ¼ 2n1
Xn
i¼1
Xn
j6¼i
Hj j1=2 eiEXj ej
 
KH Xi  Xj
 
:
Analogously to the proof of Lemma A.1, we can show that
C1n;a!d N 0;s20
 
. Next, noticing that C1n;b ¼ n2
Pn
i¼1
Pn
j 6¼i
D Xið ÞD Xj
 
KH Xi  Xj
 
is a second-order U statistic, we can
apply the LLN for the U-statistic of strong mixing process (e.g.,
Lee, 1990, p.122) to conclude thatC1n;b!p
R
D2 xð Þ f 2 xð Þdx[ D0.
Now, writeC1n,c¼ a1nþb1n, where a1n ¼ 2n3=2
Pn
1#i<j#n Hj j1=4
eiD Xj
 
KH Xi  Xj
 
and b1n ¼ 2n3=2
Pn
1#i<j#n Hj j1=4ejD Xið Þ
KH Xj  Xi
 
. By Assumption A2, E b1nð Þ¼ 0. By the Davydov’s
inequality (e.g., Bosq, 1998, p. 21), we have
E a1nð Þ ¼ 2n3=2 Hj j1=4Xn
1#i< j#n
Z
E eiKH x Xið ÞD Xj
 
KH x Xj
  
dx
# Cn1=2 Hj j1=4 Hj j
2 1þdð Þ
2þd
Xn1
i¼1
a ið Þ½ d= 2þdð Þ
¼ o 1ð Þ for sufficiently small d > 0:
Similarly, we can show that E a21n
  ¼ o 1ð Þ and E b21n  ¼ o 1ð Þ
ThenC1n;c ¼ op 1ð Þ by the Chebyshev inequality. Consequently,
PðTn $ zajH1ðn1=2 Hj j1=4ÞÞ ! 1Fðza  D0=s0Þ. j
Lemma A.1 Under the null, C1n[ n Hj j1=2f
R
A21n xð Þdx
B1ng !d N 0;s20
 
Proof. Let ji ¼ X0i;U1i;U2ið Þ9. Write C1n ¼ 2n1P
1#i<j#n f ji; jj
 
, where f ji; jj
  ¼ Hj j1=2U1iU2iU1jU2jKH
Xi  Xj
 
. C1n is a second-order U statistic and it is degenerate
under the null. Under Assumptions A1, A2, A3(1) and (2),
A5, and A6, one can verify the conditions of Lemma B.1 in Gao
and King (2003) are satisfied so that a central limit theorem
applies toC1n. The asymptotic variance is given by plimn!‘2Ef
ðj0; j1Þ2 ¼ s20, where j0 is an independent copy of j1. j
To proceed, let f j xj
 
denote the density of Xji. By Masry
(1996, Proposition 2, Theorems 4 and 6) and our sym-
metric assumption on the kernels, we have that, uniformly in
xj 2 X j,
djn xj
  ¼ 1
nf j xj
  Xn
i¼1
KHj xj  Xji
 
Uji
þ 1
nf j xj
  Xn
i¼1
KHj xj  Xji
 
bj Xji; xj
 
þ Op kHjk þ n1=2 Hj
		 		1=2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃlog np hj 
¼ Op hj
 
;
ðA:1Þ
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where bj Xji; xj
 
is the (pjþ 1)th polynomial function of Xji xj
with coefficients given by m
ðpjþ1Þ
j xj
 
, the (pj þ 1)th derivative
of mj xj
 
. For example, if pj ¼ 1, then bj Xji; xj
  ¼
1=2 Xji  xj
 
9 €mj xj
 
Xji  xj
 
. Note that the result of Propo-
sition 2 of Masry (1996) can be strengthened to
supx2Rd Efen; jðxÞg ¼ Oðhpþ2n Þ using Masry’s notation and our
Lipschitz continuity condition on the (pj þ 1)th partial deriv-
atives of mj xð Þ, j ¼ 1, 2.
Lemma A. 2
C2n[ n Hj j1=2
Z
A22n xð Þdx B2n

 
¼ op 1ð Þ:
Proof. Noting that djn xj
  ¼ Op hj uniformly in xj 2 X j,
we have
C2n ¼ n Hj j1=2
Z h1
n
Xn
i¼1
d1n X1ið Þd2n X2ið ÞKH x Xið Þ
i2
dx
 njHj1=2B2n
¼ n1 Hj j1=2
Xn
i¼1
Xn
j6¼i
d1n X1ið Þd2n X2ið Þd1n X1j
 
d2n X2j
 
3 KHðXi  XjÞ
# Cn1 Hj j1=2 max
1#i#n
d21n X1ið Þ
max
1#i#n
d22n X2ið Þ
Xn
i¼1
Xn
j 6¼i
KH Xi  Xj
 		 		
¼ Op n Hj j1=2h21h22
 
:
Lemma A.3
C3n[ n Hj j1=2
Z
A23n xð Þdx B3n

 
¼ op 1ð Þ:
Proof. Note that n Hj j1=2B3n ¼ n1 Hj j1=2
Pn
i¼1 U
2
1i ðm2ð
ðX2iÞ  ~m2ðX2iÞÞÞ2KH 0ð Þ ¼ Opð Hj j1=2n1 H2j j1Þ ¼ op ð1Þ: It
suffices to show that n Hj j1=2R A23n xð Þdx ¼ op 1ð Þ, which
holds provided that A3n xð Þ ¼ opðn1=2 Hj j1=4Þ uniformly
in x. For later use, we show a stronger result, i.e., uniformly in x,
A3n xð Þ ¼ 1
n
Xn
i¼1
U1ið ~m2 X2ið Þ  m2 X2ið ÞÞKH x Xið Þ
¼ op n log nð Þ1=2
 
: ðA:2Þ
Note that
A3n xð Þ ¼ Vn xð Þ þ Bn xð Þ þ Op
ð H2k k þ n1=2 H2j j1=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log n
p
Þh2
 
;
ðA:3Þ
where
Vn xð Þ¼ n2
Xn
i¼1
Xn
j¼1
U1iU2j f
1
2 X2ið ÞKH2 X2i  X2j
 
KH x Xið Þ;
Bn xð Þ¼ n2
Xn
i¼1
Xn
j¼1
U1i f
1
2 X2ið Þb2 X2j;X2i
 
KH2 X2i  X2j
 
KH x Xið Þ:
For fixed x, Vn xð Þ is a second-order V statistic, and it is easy to
show that Vn xð Þ ¼ Opðn1 H2j j1=2 Hj j1=2Þ. For a uniform
bound on Vn xð Þ, we can modify the proof of (A.10) in Gozalo
and Linton (2001) to show that
sup
x
Vn xð Þj j ¼ Op n1 H2j j1=2 Hj j1=2 log n
 
¼ op n log nð Þ1=2
 
: ðA:4Þ
where the last equality follows because n H2j j Hj j= log nð Þ2! ‘
as n ! ‘. Now uniformly in x,
Bn xð Þ ¼ n1
Xn
i¼1
U1iKH x Xið Þ f12 X2ið Þn1
3
Xn
j¼1
b2 X2j;X2i
 
KH2 X2i  X2j
 
¼ p2 þ 1ð Þ!nð Þ1
Xn
i¼1
U1iKH x Xið Þ
3
Xd2
j¼1
h
p2þ1
2j
@p2þ1m X2ið Þ
@X2i; j
gd2k þ Op H2k kp2þ1þc2
 ( )
¼ Op n1=2 Hj j1=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log n
p
H2k kp2þ1þ H2k kp2þ1þc2
 
¼ op n log nð Þ1=2
 
; ðA:5Þ
where gk ¼
R
R
upjþ1k uð Þdu and c2¼ 1 if p2 is even and 2 if p2 is
odd. Equation (A.2) follows from (A.3)–(A.5) and the fact that
ð H2k k þ n1=2 H2j j1=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log n
p Þh2 ¼ oð n log nð Þ1=2Þ. j
Lemma A.4
C4n[ n Hj j1=2
Z
A24n xð Þdx B4n

 
¼ op 1ð Þ:
Proof. The proof is analogous to that of Lemma A.3. j
Lemma A.5
C5n[ n Hj j1=2
Z
A1n xð ÞA2n xð Þdx ¼ op 1ð Þ:
Proof. First,
sup
x
A2n xð Þj j ¼ sup
x
1
n
Xn
i¼1
ðm1 X1ið Þ  ~m1 X1ið ÞÞðm2 X2ið Þ
					
 ~m2 X2ið ÞÞKH x Xið Þ
				
# Ch1h2 sup
x
1
n
Xn
i¼1
KH x Xið Þ
					
					 ¼ Op h1h2ð Þ:
By the standard argument (e.g., Masry, 1996, Theorem 2),
A1n xð Þ ¼ 1
n
Xn
i¼1
U1iU2iKH x Xið Þ
¼ Opðn1=2 Hj j1=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log n
p
Þ uniformly in x: ðA:6Þ
Consequently, C5n ¼ Opðn Hj j1=2h1h2n1=2 Hj j1=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log n
p Þ ¼
Opðn1=2h1h2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log n
p Þ ¼ op 1ð Þ: j
Lemma A.6
C6n[ n Hj j1=2
Z
A1n xð ÞA3n xð Þdx ¼ op 1ð Þ:
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Proof. By (A.2) and (A.6), C6n ¼ Opðn Hj j1=2
n log nð Þ1=2n1=2 Hj j1=2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃlog np Þ ¼ op 1ð Þ. j
Lemma A.7
C7n[ n Hj j1=2
Z
A1n xð ÞA4n xð Þdx ¼ op 1ð Þ:
Proof. The proof is analogous to that of Lemma A.6. j
Lemma A. 8
C8n[ n Hj j1=2
Z
A2n xð ÞA3n xð Þdx ¼ op 1ð Þ:
Proof. Note that n Hj j1=2B2n ¼ Opð Hj j1=2h21h22Þ ¼ op 1ð Þ,
and n Hj j1=2B3n ¼ Opð Hj j1=2n1 H2j j1Þ ¼ op 1ð Þ. It follows
from Lemmas A.2 and A.3 that n Hj j1=2R A2jn xð Þdx ¼ op 1ð Þ for
j ¼ 2, 3. The result follows from the Cauchy-Schwartz
inequality. j
Lemma A.9
C9n[ n Hj j1=2
Z
A2n xð ÞA4n xð Þdx ¼ op 1ð Þ:
Proof. The proof is analogous to that of Lemma A.8. j
Lemma A. 10
C10n[ n Hj j1=2
Z
A3n xð ÞA4n xð Þdx ¼ op 1ð Þ:
Proof. The proof is analogous to that of Lemma A.8. j
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