This paper examines the microfoundations of agglomeration economies for U.S. manufacturing industries. Using industries as observations, we regress the Ellison᎐ Ž . Glaeser G. Ellison and E. Glaeser, 1997, J. Polit. Econ. 105, 889᎐927 measure of spatial concentration on industry characteristics that proxy for the presence of knowledge spillovers, labor market pooling, input sharing, product shipping costs, and natural advantage. The analysis is conducted separately at the zipcode, county, and state levels. Results indicate that proxies for labor market pooling have the most robust effect, positively influencing agglomeration at all levels of geography. Proxies for knowledge spillovers, in contrast, positively affect agglomeration only at the zipcode level. Reliance on manufactured inputs or natural resources positively affects agglomeration at the state level but has little effect on agglomeration at lower levels of geography. The same is true for the perishability of output, a proxy for product shipping costs. ᮊ
INTRODUCTION
A growing empirical literature has established that the spatial concentration Ž of manufacturing activity enhances productivity and growth e.g., Moomaw
3 . These studies show that localization economiesᎏeconomies of scale arising from spatial concentration of activity within industriesᎏare of particular importance. Urbanization economiesᎏeconomies of scale arising from city size itselfᎏalthough important, have smaller effects on productivity. Glaeser, w x w x Kallal, Scheinkman, and Shleifer 9 and Henderson, Kuncoro, and Turner 13 demonstrate the importance of these sorts of increasing returns. Ellison and w x Glaeser 5 establish that the level of agglomeration varies considerably across industries, as does the tendency of an industry to coagglomerate with other industries.
This literature has had relatively little to say about the causes of agglomeraw x tion. Two notable exceptions are Audretsch and Feldman 1 and Dumais, w x Ellison, and Glaeser 4 . Audretsch and Feldman use a spatial Gini coefficient to measure geographic concentration. They show that innovative activity is substantially more concentrated than overall production and that industries that emphasize research and development tend to be more spatially concentrated. 2 
w x
Dumais et al. 4 look at the microfoundations of agglomeration economies by considering which industries coagglomerate. They find that industries with similar labor mixes enjoy the largest benefit from proximity, suggesting the importance of labor market pooling.
In contrast, theoretical work in this area has had much more to say about the causes of agglomeration. It has been demonstrated that agglomeration economies Ž w x. can arise from labor market pooling Helsley and Strange 11 , input sharing Ž w x. Ž w x. Goldstein and Gronberg 10 , and knowledge spillovers Glaeser 7 . See w x Quigley 21 for a survey of the extensive theoretical literature on the microfoundations of agglomeration economies.
This paper bridges the empirical and theoretical literatures. Utilizing the w x Ellison and Glaeser 5 index, we measure the level of spatial concentration among manufacturing industries at the zipcode, county, and state levels in the fourth quarter of 2000. The Ellison᎐Glaeser index depends on both the geographic distribution of employment and the intraindustry allocation of employment to establishments. The expected value of the Ellison᎐Glaeser index is zero when the spatial allocation of employment is random. Thus, the index has the appealing feature of permitting comparisons between the actual pattern of spatial concentration and the concentration that would be expected to arise from a random allocation of employment. 3 Matching geographic concentration measures with data on industry characteristics, we seek to explain differences in the spatial concentration of industries.
2 w x A related result is obtained by Jaffe et al 14 , who identify a ''paper trail'' of knowledge spillovers in the location of patent citations. They show that patent citations are highly spatially concentrated, with citations 5 to 10 times as likely to come from the same SMSA as control patents. 3 As will become apparent, the Ellison᎐Glaeser index converges to the more widely known spatial Gini measure of agglomeration as the industry structure approaches that of a perfectly competitive market.
We focus on the three microfoundations of agglomeration that have been most prominent in the theoretical literature: knowledge spillovers, labor market pooling, and input sharing. Our approach is to regress the Ellison᎐Glaeser localization index on industry characteristics that proxy for the three causes of localization and on controls for product shipping costs and natural advantage. The regressions are carried out using 4-digit manufacturing industries as observations. All of the regressions are carried out separately for concentration at the zipcode, county, and state levels, since the causes of agglomeration could well differ at different levels of geographic aggregation.
Results provide evidence of the importance of all three sources of localization economies. The evidence is strongest for labor market pooling, with proxies having a positive impact on agglomeration at all levels of geography. The proxies for knowledge spillovers impact agglomeration positively only at the zipcode level. Reliance on manufactured inputs or natural resources positively affects agglomeration at the state level but has little effect on agglomeration at lower levels of geography. The same is true for the perishability of output, a proxy for product shipping costs. In contrast, reliance on service inputs reduces state-level agglomeration. Taking all of these results together, an Ž interesting pattern emerges, with shipping-oriented attributes manufactured . inputs, resources, perishability influencing agglomeration at the state level, knowledge spillovers impacting highly localized agglomeration, and labor impacting agglomeration at all levels of geography. These findings are largely Ž . robust, holding for both ordinary least squares OLS and 2-digit standard Ž . industry classification SIC fixed-effect specifications, as well as for alterna-Ž . tive Metropolitan Statistical Area MSA based measures of geography, and when industries are aggregated from the 4-digit to the 3-digit level.
The remainder of the paper is organized as follows. Section 2 considers the degree to which industries agglomerate. Section 3 looks at the determinants of an industry's agglomeration. Section 4 concludes the paper.
THE EXTENT OF AGGLOMERATION

An Index of Agglomeration
This section addresses the degree to which industries agglomerate. There are a number of statistics that one might employ to characterize the degree of agglomeration. A natural candidate is the spatial Gini coefficient, defined as Ž . 2 G ' Ý x y s , where x is location i's share of total employment and s is i i i i i the location's share of employment in a particular industry. This statistic is w x w x employed by Krugman 16 and Audretsch and Feldman 1 , among others. It takes on a value of zero when an industry is allocated across space in exactly the same way as for total employment. It takes on a value close to one Ž . depending on the size of the industry itself when the industry is completely concentrated in one location. w x As Ellison and Glaeser 5 note, however, G ) 0 does not necessarily imply that the industry in question is overconcentrated. Suppose that an industry is made up of a small number of large plants and that there is no agglomerative forceᎏeither an externality or a natural advantageᎏleading to concentration. In this case, G will take on a large value simply because of the industrial organization of the industry. In Ellison and Glaeser's metaphor, tossing three darts will leave most of the dartboard without any darts. The spatial Gini coefficient, therefore, does not distinguish random concentration arising from industrial structure from concentration arising from agglomerative externalities or natural advantage.
To address this problem, Ellison and Glaeser propose the following index of concentration:
Ž . without any contamination associated with industrial organization. More generally, ␥ takes on a value of zero when an industry is as concentrated as one would expect from a random location process, while a positive value of ␥ indicates excess concentration. As Ellison and Glaeser take pains to point out, however, a positive ␥ does not necessarily indicate that agglomerative externalities are present. Instead, agglomerative externalities and natural advantage are in a sense observationally equivalent. Observing that the industry is concentrated does not identify the cause of the concentration.
Which Industries Agglomerate?
We compute the Ellison᎐Glaeser index using information from Dun and Ž . Bradstreet D & B , included in the IMarket Inc. MarketPlace database for the fourth quarter of 2000. 5 The complete version of the data set contains establish- taking on values of 0.9997, 0.9954, and 0.9578, respectively. 5 IMarket Inc. is a commercial data vendor. IMarket obtains the core data in the MarketPlace file from Dun and Bradstreet, another commercial data vendor, then matches the D&B data with a wide variety of other data from other data vendors, and packages all of these data together in the MarketPlace file. The analysis in this paper is based solely on the D&B portion of the MarketPlace database. In addition, although earlier versions of this paper were based on data from 1996, we focus here on data from the fourth quarter of 2000. This is because representatives at IMarket Inc. advised us that the more recent data is of higher quality and somewhat more complete.
ment-level information on over 12 million establishments in the United States. We utilized a more manageable and affordable version of the data set in which the data were aggregated up to the zipcode level. 6 In phone conversations with analysts at D & B, we were advised that firms requesting not to be in the database are omitted from the data file. Partly for that reason, the D & B database, while extensive, does not contain the entire universe of establishments in the United States. Nevertheless, the D & B analysts felt that the omissions from the data set are sufficiently random that the D & B database is representative of the spatial distribution of establishments in the United States. 7 We calculate the location statistic ␥ at the state, county, and zipcode levels separately for manufacturing industries using three different definitions of industries based on 2-, 3-, and 4-digit SIC codes. As is apparent in Table 1a , for each level of geography, the average level of agglomeration increases as one goes from 2-to 3-digit industries and from 3-to 4-digit industries. This occurs because as industries become aggregated into ever broader and fewer categories, spatial patterns of establishment locations eventually approach that of the entire economy, causing G and ␥ to shrink toward zero. 8 For this reason, the remainder of our discussion is based primarily on 4-digit-level industries, though we will on occasion examine features of 2-and 3-digit-level industries for comparison.
Focusing on the 459 4-digit manufacturing industries, at the state level the when an industry is as concentrated as a random allocation, whenever ␥ ) 0 there is excess concentration while ␥ -0 implies an excess diffusion of 6 Ž . Additional details on the Dun and Bradstreet D&B MarketPlace file are provided at the Dun and Bradstreet web site, www.dnb.com. As described by Dun and Bradstreet, there are several important benefits to firms from listing themselves in the D&B database and obtaining a D-U-N-S identification number. These benefits arise primarily because of the incredible size of the D&B data file. Because the D&B file is such an effective source of information on firms throughout the economy, businesses use the D&B file to do market analysis and search out potential trading partners. Individual firms therefore have an incentive to list themselves with D&B in much the way firms have an incentive to voluntarily list themselves in the yellow pages. In addition, DUNS identification numbers are rapidly becoming a standard identification device in the economy, and many companies including the Federal Government require that clients obtain a D-U-N-S number w x as a precondition for engaging in trade. As noted in the D&B website, ''It the D-U-N-S number is now the standard for all United States Federal Government electronic commerce transactions to help streamline and reduce federal procurement costs.'' 7 Ž . Ž . In contrast, the Census of Manufacturing CM and County Business Patterns CBP , the data Ž . sets used by , are designed as representative surveys. However, the CM and CBP both suffer from restrictions on the type of firms and employment data reported, including top-coding problems. There is no top-coding in the IMarket database. 8 In the limit, with a single industry category, industry employment is coincident with the entire manufacturing sector, G equals zero, H approaches zero, and ␥ goes to zero. 9 See Table 1a for additional summary statistics. . industries . At the county and zipcode levels, the average level of agglomeration across the industries is much lower, but once again only a small number of Ž industries have negative ␥ values 9 industries at the county level and 9 at the . zipcode level . Finally, observe that the correlation between the state-and county-level ␥ among 4-digit industries is 82% while the correlation between state-and zipcode-level ␥ is only 58%. Together, these results and those above suggest that the process generating state-level agglomeration is different than the one generating agglomeration at the county and zipcode levels, a theme that will recur at various points in the discussion to follow. w x Because Ellison and Glaeser 5 examined agglomeration only down to the county level, our measures of zipcode-level concentration are new to the literature, and some discussion of the pattern of agglomeration at that level is warranted, especially for those industries whose agglomeration has become part of the geographic folklore. One such industry is the carpet industry, SIC 2273, w x the history of whose localization was discussed by Krugman 16 Table 1a , it is apparent that there is always less agglomeration at the zipcode level, and notoriously agglomerated industries may not even appear to be agglomerated at a microgeographic level, at least relative to a random allocation of employment across space. 
THE DETERMINANTS OF AGGLOMERATION
Overview
The central goal of this section is to evaluate the degree to which agglomerative externalities explain interindustry differences in spatial concentration. Accordingly, our strategy is to regress ␥ on proxies for three key sources of agglomerative spillovers: knowledge spillovers, labor market pooling, and input sharing. We also provide controls for natural advantages and product shipping costs. Summary statistics and data sources are provided in Table 2a at the 4-digit level for the manufacturing sector.
Controls for Natural Advantage and Transportation Costs
It has long been recognized that natural advantages can affect the location decisions of firms because of both the cost of shipping inputs to the factory and the cost of shipping output to the market. From that observation, it is a short step to recognizing that natural advantage can also influence an industry's w x spatial concentration. Kim 15 estimates a state-level Rybczynski equation relating employment to factor endowments, assuming that all factors of production are immobile, including labor. He argues that the residuals in this estimation are upper bounds on the strength of agglomeration economies. In a similar w x way, Ellison and Glaeser 6 employ predicted state-level employment variables to account for the importance of natural advantage in agglomeration. Both Kim w x w x 15 and Ellison and Glaeser 6 conclude that natural advantage is important. Ž . We use several variables from the 1992 Bureau of Economic Analysis BEA input᎐output tables to control for the importance of natural advantages associated with proximity to inputs. The variables Energy per $ shipment, Natural resources per $ shipment, and Water per $ shipment measure energy input cost, the cost of natural resources, and water-related costs respectively as fractions of the value of shipments. These variables were available at the 4-digit level. 10 To the extent that industries concentrate because of a desire to locate close to the sources of their energy, natural resource, and water related inputs, we expect the coefficients on these variables to be positive.
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It has also long been recognized that the cost of transporting output can affect location decisions. A tempting approach to control for such effects would be to use readily available BEA data on actual product shipping costs by industry. This, however, would not be suitable because industries for which the per mile cost of shipping the product is high would locate so as to minimize distances to their markets and the related shipping costs. Instead, we proxy for the per mile cost of shipping the product using Inventories per $ of shipment, defined as the value of end-of-year inventories divided by the value of shipments. Industries that produce highly perishable products face high product shipping costs per unit distance and, therefore, will seek to locate close to their markets, ceteris paribus. With multiple markets, such industries will tend to display less agglomeration. Conversely, industries that produce nonperishable products face lower product shipping costs and should display more agglomeration. 12 Table 2b provides compelling support for using Inventories to proxy for perishability. The table displays the ten 4-digit industries with the highest values of Inventories and the ten industries with the lowest values of Inventories. Industries with very low inventory᎐shipment ratios include meat packing plants, newspapers, milk and cream, and other clearly perishable products. Industries with the highest inventory᎐shipment ratios include aircraft, wine and other liquors, machinery, and other clearly nonperishable products. These data on Inventories were obtained from the 1992 Annual Survey of Manufactures Ž . which was obtained at the NBER website www.nber.org . To the extent that industries concentrate when per-mile costs of shipping the product are low, we expect the coefficients on this variable to be positive. 10 The URL for the 1992 BEA Input᎐Output file is http:rrwww.bea.doc.govrbeardn2ri-o.htm.
The file is zipped and downloadable. The file name is ''1992 Benchmark I᎐O Table Six-Digit  Transactions'' and contains the make table, use table, direct requirements coefficients table, and Ž estimates by commodity of transportation costs and of wholesale and retail margins 498-industry . detail . Once unzipped there are a number of files, including instructions on how to make an extract from the data sets. In addition, the input᎐output tables are organized by product type rather than by SIC category. We obtained a concordance from BEA to match the product types to 4-digit SIC categories. 11 A detailed description of the SIC categories used to construct the category Natural Resources is provided in the appendix. Note that coal, crude petroleum, and natural gas are included in the Energy variable rather than in Natural resources. 12 Of course, other factors besides perishability of the product affect optimal inventory᎐shipment ratios. For example, internal economies of scale create incentives for firms to produce in bulk and stockpile output for later shipment. It is worth pointing out that internal economies of scale also directly influence agglomeration through their impact on the size distribution of establishments. However, that is already dealt with through the inclusion of the Herfindahl index in ␥. 
Controls for Agglomerative Externalities
Two variables are used to proxy for input sharing. Manufactured inputs per $ of shipment is the ratio of the cost of inputs purchased from the manufacturing sector᎐SIC codes 20 to 39᎐to the value of shipments. This variable was obtained from the 1992 BEA input᎐output tables and measures the relative importance of manufactured inputs for the industry. Among industries for which Manufactured inputs is large, the gains from sharing inputs are likely to also be large, creating incentives to concentrate spatially. For that reason, we expect Manufactured inputs to have a positive coefficient. Similarly, we also include a variable Nonmanufactured inputs per $ of shipment, where Nonmanufactured inputs is the value of materials other than those already noted Ž . 13 manufactured inputs, energy, natural resources, and water . This category of inputs includes such things as legal services, accounting and financial services, insurance, communication, repair, and janitorial services. There are two impor- 13 Nonmanufactured inputs is measured as a residual and is calculated by subtracting our other input measures and value added per dollar of shipments from unity since shipments are approximately equal to value added plus expenditures on materials. A detailed list of the SIC categories that comprise the Nonmanufactured inputs is provided in the appendix. In addition, data on the value added and shipments used to construct Nonmanufactured inputs was obtained from the 1992 Annual Survey of Manufactures while the other variables used to construct Nonmanufactured inputs were obtained from the 1992 BEA input᎐output tables as noted above.
tant differences between manufactured and nonmanufactured inputs. First, scale economies are likely to be stronger for manufactured inputs. Second, manufactured inputs are likely to exhibit greater industry specificity. For both of these reasons, there is less reason for industries that rely heavily on nonmanufactured inputs to agglomerate. Accordingly, we expect Nonmanufactured inputs to have less impact on agglomeration than does Manufactured inputs.
The variable used to proxy for the importance of knowledge spillovers is Innovations per $ of shipment. Innovations are defined as the number of new products advertised in trade magazines in 1982, the only year for which such data were readily available. An essential input for innovation is new knowledge. In that regard, innovative activity is related to the importance of knowledge spillovers. In addition, although our innovation variable predates our agglomeration measures by 18 years, it seems likely that most industries for which innovation was important in 1982 would continue to place importance on innovation in the 1990s. Accordingly, we anticipate that Innovations per $ of shipment will have a positive effect on our industry concentration measures. The innovation data were collected by the U.S. Small Business Administration as part of its Innovation Database and were available at the 4-digit level. See w x 14 Audretsch and Feldman 1 for additional details on these data. There is reason to believe that the operation of knowledge spillovers is linked w x to the industrial organization of an industry. Saxenian 22 , for instance, argues that the open managerial structure of the high-technology firms in Silicon Valley gave it an advantage over the relatively closed structure typical of the large high-tech firms populating Boston's Route 128. Consistent with that w x argument, Rosenthal and Strange 20 find that smaller establishments have a larger effect on the attractiveness of a location than do larger establishments, w x ceteris paribus. In addition, Audretsch, van Leeuwen, Menkveld, and Thurik 2 find that small establishments are more productive than large establishments, ceteris paribus. To allow for the possibility that innovativeness has different effects on agglomeration depending on the size of the firms that innovate, we partition the Innovations variable into innovations at firms with fewer than 500 employees and innovations at firms with more than 500 employees. 14 We are grateful to David Duretsch for providing these data. 15 Two other variables were considered but rejected as proxies for the importance of knowledge spillovers. The first is the number of patents. However, patents are not really the same as innovations. In some industries, a single innovation can be associated with hundreds of patents. In addition, the U.S. Patent Office codes patents based on the product type, not the industry to which the innovating firm belongs. Thus, it is difficult to accurately match patent data to the SIC definitions of industries. Another candidate variable as a proxy for the importance of information spillovers would be industry expenditures on research and development. However, because many innovations are associated with business practice rather than the deliberate search for new products or processes, this variable does not provide as precise a measure of the importance of information spillovers as do the innovations. In addition, expenditures on research and development are indirectly related to the role of information spillovers in that they are an input rather than an output.
The most difficult of the Marshallian microfoundations to proxy is labor market pooling. If pooling is possible, an industry benefits by agglomerating because it is better able to hire workers with industry-specific skills. The problem in proxying for the importance of pooling in an industry is that it is difficult to identify industry characteristics that are related to the specialization of the industry's labor force. We therefore separately employ three different proxies. The first is Net productivity, equal to the value of shipments less the value of purchased inputs, all divided by the number of workers in the industry. This measure of the productivity of labor is obtained by using the ASM data for 1992 taken from the NBER website as described above. The second is the ratio Ž . Management workersr Management q Production workers . This ''brains to brawn'' variable measures the share of supervisory and support labor in production. If little of such labor is needed, then production is more likely to be a matter of routine, and specialized labor is likely to be less important. This variable is also constructed using data from the 1992 ASM. The final approach to proxying for labor market pooling is to employ variables on worker education, specifically the percentage of workers with Doctorates, Master's Degrees, and Bachelor's Degrees. 16 These data are obtained from Consumer Ž .
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Population Survey CPS data from 1995. It is worth noting that all of these proxies for the importance of labor market pooling are positively correlated, as shown in Table 2c . For example, correlation between shipments net of inputs per worker and the other proxies for labor market pooling range between 21 and 31%. Correlation between Managerial share of workers and Share of workers with Master's degrees is 53%. Given the strong positive correlation between these variables, the models to follow are all estimated separately for each of the three sets of labor market pooling proxies. In all cases these variables are expected to have positive coefficients. 16 It is important to note that while educated workers may indeed be specialized, these variables do not capture the degree to which less-educated workers may also have specialized industry-specific Ž w x . skills i.e., Marshall's 17 cutlery manufacturers . 17 The CPS reports the industry of occupation for individual workers. We computed the distribution of employed workers across such industry categories, and then matched industry codes Ž to SIC categories using a correspondence table provided at the census website www.bls.census.
. govr cpsr bindcd.htm . It is worth noting that CPS industry codes correspond to 3-digit SIC codes with the exception of two industry codes that match to 2-digit SIC codes, and one industry code that matches directly to a 4-digit SIC code. In order to use these data for 4-digit-level analysis, therefore, we assigned the 3-digit SIC education values to 4-digit member subgroups in the SIC classification scheme. Unfortunately, this precludes using the education variables when 3-digit SIC fixed effects are included in some of the models since the education variables do not vary within 3-digit SIC classifications. 
Estimates of the Determinants of Agglomeration
The effect of agglomerative spillovers on the spatial concentration indexes is measured by estimating
where ␥ is the localization statistic for the mth industry at level of j, m geography j, X is the vector of industry characteristics with associated m coefficient vector ␤, and is assumed to be an independent and identically j, m Ž . distributed error term. We estimate Eq. 3.1 separately for the three geographic specifications, with ␥ measured at the state, county, and zipcode levels. Before proceeding further, it is important to discuss identification. Because the role of natural advantages and product shipping costs in an industry is likely to be exogenous to the level of agglomeration, coefficient estimates on these variables provide direct measures of their impact on concentration. For the remaining variables, the coefficients describe the equilibrium relationship between industry characteristics and agglomeration: industry characteristics affect the propensity to agglomerate, but agglomeration can influence industry characteristics. In both directions, however, these relationships are governed by the degree to which agglomeration reduces costs. Specifically, agglomeration reduces the cost of innovation by enhancing knowledge spillovers while also reducing the cost of labor and intermediate inputs through labor market pooling and input sharing. Precisely for these reasons, industries sensitive to innovation, labor, and intermediate input costs are more likely to agglomerate. Thus, evidence of a positive relationship between agglomeration and these other factors confirms that tendencies to innovate, pool labor, and share inputs all lead to an increase in agglomeration. Table 3a presents ordinary least-squares estimates of our model. As discussed above, we estimate separate models for each level of geographyᎏ zipcode, county, and stateᎏand for each set of labor-market pooling proxiesᎏnet shipments per worker, managerial share of workers, and education. In total, therefore, the table presents nine regressions, three for each level of geography.
A set of results in Table 3a that warrants immediate discussion are the adjusted R 2 -values for each of the models. These range from near zero at the zipcode level of roughly 7% at the state level. On the surface, this suggests that state-level agglomeration is more closely related to agglomerative spillovers and natural advantages than are county-and zipcode-level agglomeration. This finding will prove robust in the analyses to follow. At the same time, the very low values for the adjusted R-squares suggest that our proxies for agglomerative spillovers and natural advantages explain only a fraction of the variation in agglomeration across industries. This raises the possibility that omitted industry attributes could bias our estimates.
To address that concern, Tables 3b and 3c provide a stringent set of robustness checks. Table 3b repeats the analyses in Table 3a Table 3b Ž . and from 28 to 40% with 3-digit fixed effects Tables 3c . Inclusion of these fixed effects, therefore, controls for a host of potentially important omitted determinants of agglomeration. But, at the same time, it is important to recognize that the fixed effects potentially soak up much of the meaningful variation in the data, making identification difficult, especially when 140 fixed effects are included in the model as in Table 3c . Bearing that tradeoff in mind, our discussion below emphasizes the OLS results in Table 3a but frequent references will also be made to the fixed-effects models as well.
An important result in Tables 3a, 3b , and 3c is the consistent evidence of a positive and significant influence of labor market pooling at all levels of 18 The latter model cannot be estimated when education is used to proxy labor-market pooling because the education variables are available up to the 3-digit level and, therefore, do not vary within the 4-digit subclassifications. geography, for all three proxies, and in both the OLS and fixed-effects specifications. The variable Shipments net of inputs per worker is always positive and significant in all of the models; Managerial share of workers is positive at the zipcode and county levels in the OLS and 2-digit fixed-effect models, though it is significant only for the 2-digit specification. Among the education variables, there is also a consistent pattern, with the Master's degree variable positive and at least marginally significant in all of the specifications. The consistency of these results provides strong evidence that labor market pooling is associated with industrial agglomeration. That finding is consistent Ž . with results from Dumais et al. 1997 who also report strong evidence of labor market pooling.
The coefficients on Manufactured inputs are positive but insignificant in the zipcode and county models, providing at most weak evidence that industries with a propensity toward input sharing concentrate at these levels of geography. The state-level coefficients, on the other hand, are all positive and significant in Ž . the OLS model Table 3a , though significance is reduced continuously as one adds 2-and then 3-digit fixed effects to the model. Nevertheless, on balance, there is support for the idea that input sharing contributes to spatial agglomeration at the state level.
In contrast to the role of Manufactured inputs, the variable Nonmanufactured inputs has a negative coefficient in nearly all of the models and is Ž . significant at the state level for the OLS Table 3a and 3-digit fixed-effect Ž . specifications Table 3c . Consistent with our priors, this suggests that the type of inputs upon which an industry depends influences the propensity to agglomerate. A reliance on manufactured inputs contributes to agglomeration. But, a reliance on service inputsᎏan important component of nonmanufactured inputsᎏdoes not, perhaps because these inputs are produced under constant returns or are not industry-specific and hence are available everywhere. Overall, w x our results on input sharing are in the spirit of Marshall 17 . There is also suggestive evidence for the importance of knowledge spillovers, but the evidence here is both mixed and weaker than for the other Marshallian microfoundations. At the county and state levels, Innovations from firms with more than 500 workers is nearly always insignificant and in some instances has a negative coefficient. However, at the zipcode level, large-firm innovation has a positive coefficient in all of the different models, with the coefficient not Ž . significant in the OLS specifications Table 3a , marginally significant in the Ž . 2-digit fixed-effect specification Table 3b , and significant in the 3-digit Ž . fixed-effect specification Table 3c . On the other hand, small-firm innovation has consistently negative coefficients across the models, with the coefficient significant at higher levels of geography in the OLS specification. The result that large-firm innovation has a positive and significant effect only at the zipcode level is appealing given priors that knowledge spillovers attenuate rapidly. But the negative coefficients on small firm innovations are difficult to explain, although these effects disappear with the inclusion of high-level fixed effects. 19 On balance, therefore, we characterize our results here as suggesting that knowledge spillovers contribute to agglomeration at the local level, especially when innovative activity is based in large, well-established firms. But this conclusion should be viewed with caution, and further study is certainly warranted.
The remaining variables in Tables 3a, 3b , and 3c proxy for the importance of natural advantages as discussed earlier. On the input side, it is notable that industries that rely heavily on natural resources exhibit greater agglomeration only at the state level, with little effect at the zipcode and county levels. Specifically, the coefficients on the Natural resources variable are positive and significant at the state level but are insignificant at the other levels of geography. This result is quite apparent in the OLS and 2-digit fixed-effect models, but much less so in the 3-digit fixed-effect model. A similar result holds for reliance on Water related resources, which is also positive and significant in the 2-and 3-digit fixed-effect models, but not significant in the OLS model. In contrast, Energy is not significant in any of the models. Overall, these findings are consistent with priors, and they suggest that industries dependent on natural resources, such as timber and mining, are more likely to agglomerate because of a common need to locate close to the source of natural resource inputs. Moreover, as with reliance on manufactured inputs, reliance on natural resources contributes to agglomeration at the state level but is not evident at the zipcode and county levels.
The character of these findings is echoed in our estimates of the influence of product shipping costs on agglomeration. The variable Inventories per $ shipment always has a positive and significant impact on state-level agglomeration, regardless of the choice of labor pooling proxy and regardless of the inclusion of industry fixed effects. This variable is always insignificant, however, at lower levels of geography. Given that Inventories is an inverse proxy for product shipping costs, these results support the idea that industries with output that is costly to transport are more likely to locate close to their markets and, as a result, exhibit less agglomeration. 19 w x Arguments from Saxenian 22 , for example, suggest that knowledge generated at a given firm is more likely to spill over to the local economy if that knowledge is generated at small as opposed to large firms. In addition, our state-level results are somewhat at variance with Audretsch and w x Feldman 1 , who found that industries with large expenditures on research and development were more likely to be concentrated at the state level. Of course, both the dependent and independent variables are different in our specification.
Taking all of these results together, an interesting pattern emerges. Reliance on manufactured and naturally occurring inputs and the production of perishable products serve to increase the importance of shipping costs in firm location decisions. That, in turn, positively affects state-level agglomeration but has little effect on agglomeration at lower levels of geography. In contrast, knowledge spillovers positively affect agglomeration at highly localized levels, while a reliance on skilled labor affects agglomeration at all levels of geography. 20 
The Geographic Nature of Agglomeration
This section looks systematically at geographic differences in the determinants of agglomeration. We will focus on the degree to which the differences in the geography of agglomeration discussed above are statistically significant. In Tables 4a and 4b , we present OLS and 2-digit fixed-effect estimates of the difference in agglomeration at the county᎐zipcode level, ␥ ᎐␥ , and at the c z state᎐county level, ␥ y ␥ . 21 Beginning once more with the adjusted R 2 -
values, a different pattern from Table 3 emerges. First, the adjusted R 2 -values are very small in both tables for the county᎐zipcode regressions, ranging from 2 to roughly 9%. In addition, nearly all of the coefficients are individually insignificant in the county᎐zipcode regressions. This suggests that there is little systematic difference in the determinants of agglomeration at the county level relative to the zipcode level. In contrast, the adjusted R 2 -values are comparatively large for the state᎐county regressions, ranging from 8 to 9% for the OLS specification and from 27 to 29% in the 2-digit fixed-effects specification. These findings suggest that there is considerable systematic variation in the 20 Two additional sets of robustness checks were carried out to evaluate the sensitivity of our findings to alternative specifications of the model. First, we experimented with using MSAs as the geographic unit of analysis. This was done in two ways: by estimating over MSAs only, discarding data from non-MSA locations, and treating each MSA as a separate geographic unit and by augmenting this sample with the non-MSA counties. Interpreted broadly, results from the MSA-only model are approximately a blend of those reported previously for the county-and state-level models. This is as anticipated since MSAs are larger than counties but smaller than states. Similarly, results from the MSA plus non-MSA county model are very similar to the county model. Again, this is as anticipated since the geographic scopes of the two models in this instance are similar. Details of these regressions are presented in Tables A-3a and A-3b in the Appendix.
A second set of robustness checks reestimated Tables 3a and 3b , measuring ␥ and the right-hand-side variables at the 3-digit SIC level. In general, results from those regressions support the principal findings presented above, with some variation. However, because the 4-digit models provide 459 industries while the 3-digit models aggregate to just 140 industries, the 4-digit models were favored. Results from the 3-digit-level analyses are not provided in order to conserve space. 21 Estimates from the 3-digit fixed-effect model are generally weaker but do not change the basic conclusions below and are not reported in order to conserve space. Table 4a and at least marginally significant effects following the Ž . inclusion of 2-digit SIC fixed effects Table 4b . In addition, the Water expenses variable also has a positive and marginally significant effect once the fixed effects are added to the model. As noted above, these variables proxy for the importance of locating close to output markets and to factor inputs that tend to be concentrated in a relatively small number of states. In contrast, Nonmanufactured inputs has a negative and marginally significant effect in the OLS models and negative but not significant effects in the 2-digit fixed-effect model. Observe also that the various proxies for labor-market pooling are insignificant in all of the models with the exception of Masters and Bachelors degrees, which have opposite signs. Masters has a positive effect and Bachelors has a negative effect. As discussed above, labor pooling was found to positively influence agglomeration at all levels of geography. It is not surprising, therefore, that reliance on skilled labor does not help to systematically explain differences in agglomeration at the different levels of geography. 22 
The Agglomeration of New Establishments
The patterns of agglomeration that we have studied thus far reflect decades of economic decisions. It is interesting to compare those patterns to agglomeration arising from more recent decisions. Accordingly, in this section we measure agglomeration at the 4-digit level using employment at just those establishments that were 5 years old or younger. 23 An important initial finding is that for every level of geography the average ␥ for employment at new establishments is very similar to the average ␥ for all employment. At the state, county, and zipcode levels, the averages for all employment are ␥ s 0.0485, s ␥ c s 0.0193, and ␥ s 0.0101. For new-establishment employment, the averr z 22 Note also that Innovations from both small and large firms is insignificant in all of the models. 23 To our knowledge, this is the first time that anyone has measured the agglomeration of employment at such newly established enterprises. Tables 5a and 5b present OLS and 2-digit SIC fixed-effect estimates of the determinants of new-establishment agglomeration using the same specification as in Tables 3a and 3b . 25 As before, the adjusted R 2 -values are very low for the Ž . OLS specification Table 5a . In contrast to previous findings, however, the adjusted R 2 remains low even after inclusion of 2-digit SIC fixed effects, with values ranging from 0 to 3%. The immediate conclusion, therefore, is that, compared to the agglomeration of all establishments, agglomeration of employment at newly created establishments is not as strongly related to the Marshallian microfoundations of agglomerative spillovers and to natural advantages. This conclusion is further supported by examination of the individual coefficients in Tables 5a and 5b . While the qualitative patterns are often similar to results from Tables 3a and 3b, the level of significance for new-establishment agglomeration is substantially reduced, especially for state-level agglomeration.
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There are two ways in which one might account for these results. First, new establishments could differ systematically from older establishments. This would be the case in a dynamic setting in which new establishments that choose suboptimal locations are more likely to fail. In that case, surviving establishments would be more likely to be clustered in patterns that reflect the forces and benefits of agglomeration economies and proximity to natural advantages.
A second interpretation is that the more random pattern of locations among newly established enterprises reflects a fundamental change in the tendency to agglomerate. Today's business environment is in some ways quite different from that of 50 years ago. This has led some to question whether cities will play the same crucial role in the next millennium that they have in the one just 24 In addition, the median difference between ␥ based on new versus all employment is very close to zero for each level of geography. 25 Results from 3-digit fixed-effect specifications do not change the general conclusions discussed below and are not presented in order to conserve space. 26 The principal exception to this generalization is the Inventories variable, which is positive and significant for all levels of geography and for all specifications of the model. This may indicate that newly established enterprises are especially sensitive to the cost of shipping their product to market when choosing their locations. ended. 27 Additional research is needed to discriminate between these two competing explanations for our result.
CONCLUSION
This paper has considered an important but understudied question in the empirical literature on agglomeration: What are the microfoundations of agglomeration economies? Using zipcode-, county-, and state-level employment data for the fourth quarter of 2000, we compute the measure of agglomeration w x developed by Ellison and Glaeser 5 . The agglomeration measure is then matched with various industry characteristics that proxy for the importance of knowledge spillovers, labor-market pooling, input sharing, natural advantages that affect input shipping costs, and product shipping costs. We find evidence of the importance of all of these determinants of agglomeration.
We also uncover an interesting geographic pattern that may well reflect the idiosyncratic characteristics of each of the determinants. Variables that proxy physical input and product shipping costsᎏincluding reliance on natural resources, manufactured inputs, and production of nonperishable outputᎏall positively affect state-level agglomeration but have little effect on agglomeration at lower levels of geography. The geographic scope of these effects Ž suggests that state-level transportation modes i.e., train, truck, and barge . transport may play an important role in the location patterns of industries sensitive to shipping costs. At the other extreme, knowledge spillovers positively affect agglomeration only at the zipcode level, possibly because such spillovers attenuate rapidly across space. Finally, reliance on skilled labor positively affects agglomeration at all geographic levels. This latter result is particularly robust and may reflect spillover benefits that arise when skilled workers can seek out new job opportunities without having to move out of county or out of state. Together, these patterns explain an important share of the Ž variation in state-versus county-level agglomeration across industries up to . 30% . Nevertheless, considerable unexplained variation in agglomeration remains, suggesting a role for continued research in this area.
We also find that employment at newly formed establishments is much less systematically related to the microfoundations of agglomeration than is employment at existing establishments. This could reflect a dynamic selection mecha-27 w x As Glaeser 8 notes, there are many factors that will come together to determine the future role of cities. One of these is the importance of agglomeration economies. If our findings can be interpreted to indicate that new firms agglomerate less and are less sensitive to Marshallian factors, then this would suggest a decline in the importance of cities. It is important to recognize, however, that there is a body of other evidence suggesting that agglomeration economies continue to exert Ž w x. powerful attractions, even to new establishments see Rosenthal and Strange 20 . nism, where only establishments that choose locations conducive to agglomerative spillovers and benefits from natural advantages survive. But our results could also reflect a fundamental change in the nature of establishment location decisions. Once again, further research is warranted. 
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