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We point out that the transport properties of non-interacting fermionic chains tunnel-coupled to
two reservoirs at their ends can be mapped to those of a single quantum dot that is tunnel-coupled
to two transformed reservoirs. The parameters of the chain are mapped to additional structure in
the spectral densities of the transformed reservoirs. For example, this enables the calculation of the
transmission of quantum dot chains by evaluating the known transmission of a single quantum dot
together with structured spectral densities. We exemplify this analytically for short chains, which
allows to optimize the transmission. In addition, we also demonstrate that the mapping can be
performed numerically by computing the transmission of a Su-Schrieffer-Heeger chain.
I. INTRODUCTION
The significant advances in time-resolved charge de-
tectors have allowed to investigate the Full Counting
Statistics of electrons in great detail [1]. From the the-
oretical perspective, perturbative approaches such as
quantum master equations [2] suffer from quite rigid
constraints on the allowed parameter regimes within
which they are valid. To the contrary, non-interacting
electronic systems can be solved exactly. In elec-
tronic counting statistics, the famous Levitov-Lesovik
formula [3–5] connects the cumulant-generating func-
tion of the complete electronic counting statistics of gen-
eral non-interacting two-terminal systems with an elec-
tronic transmission probability. Although having a very
intuitive interpretation, the transmission probability in
general needs to be calculated from non-equilibrium
Greens functions [6, 7]. These in turn have to be com-
puted via matrix inversion methods from the free Greens
function, which is analytically known for particularly
shaped reservoirs with particular spectral densities only.
On the other hand, for a single quantum dot coupled to
two fermionic leads, the transmission function can be
calculated exactly and does not rely on any assumption
on the spectral density [8]. Therefore, it may appear
intuitively possible to map a chain-type system with
structureless fermionic reservoirs to a shorter chain-type
system coupled to structured reservoirs at its end. In
the literature, such mapping relations are well-known
for particular examples [9].
The reaction-coordinate mapping is a well-known
technique for bosonic systems [10–12], which shifts the
boundary between system and its reservoirs by transfer-
ring suitable reservoir degrees of freedom into the sys-
tem. The advantage of this procedure is that the trans-
formed model may capture strong-coupling and non-
Markovian effects of the original system by a pertur-
bative treatment of the re-defined system-reservoir cou-
pling, at the expense of increasing the dimension of the
problem. The method can also be extended to fermionic
∗ gernot.schaller@tu-berlin.de
models [13–15] and turned out particularly useful for
identifying thermodynamic quantities. However, it is
also obvious that the approach must fail when the re-
defined system-reservoir coupling does not allow for a
perturbative treatment.
Fortunately, the mapping techniques are indepen-
dent of the treatment applied afterwards. They can
be equally well used in combination with formally ex-
act nonequilibrium Greens function techniques, which
allow to compute global observables of system and reser-
voir. While in this context, a redefinition of the system-
reservoir boundary does not extend the regime of valid-
ity, it may nevertheless be helpful by e.g. decreasing the
dimension of the central system, reducing the numerical
effort in obtaining the Greens function. In addition, we
find that such mapping relations may help in developing
some intuition to optimize microscopic system param-
eters for a given objective. Specifically, we will point
out that for fermionic chain models, the sought-after
mapping relations can be easily found by inverting the
fermionic reaction-coordinate mapping.
This paper is organized as follows: In Sec. II we
motivate the problem by introducing basic concepts of
electronic transport, discussing the Levitov-Lesovik for-
mula and the simple example of the single-electron tran-
sistor. Afterwards, we introduce the reverse reaction-
coordinate mapping in Sec. III. We exemplify this for
particular chains both analytically and numerically in
Sec. IV before concluding. Appendices provide details
on the pole structure, the non-equilibrium Greens func-
tion technique, and on the used numerical methods.
II. TRANSMISSION
In this section, we first discuss the relevance of the
transmission in the Levitov-Lesovik formula and then
make it explicit for a single quantum dot coupled to
two reservoirs.
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2A. Levitov-Lesovik formula
For non-interacting electronic transport between two
terminals connected via a central system, the long-term
cumulant-generating function for the distribution of
electrons transferred from left to right can be compactly
expressed via the Levitov-Lesovik formula [3, 4, 16]
C(χ) =
∫
dω
2pi
ln
[
1 + T (ω)
(
fLR(ω)(e
+iχ − 1)
+fRL(ω)(e
−iχ − 1))] . (1)
Here, 0 ≤ T (ω) ≤ 1 denotes the transmission prob-
ability for an electron to pass the system at energy
ω, fα(ω) = [e
βα(ω−µα) + 1]−1 denotes the Fermi func-
tion of lead α ∈ {L,R}, characterized by inverse tem-
perature βα and chemical potential µα and fαα¯(ω) =
fα(ω) [1− fα¯(ω)]. In particular, we obtain the current
by computing the first derivative with respect to the
counting field I = −i∂χC(χ)|χ=0, which yields the Lan-
dauer formula [17]. Similarly, the noise is computed by
the second derivative
S = −∂2χC(χ)|χ=0. Explicitly, these read
I =
∫
dω
2pi
T (ω) [fL(ω)− fR(ω)] ,
S =
∫
dω
2pi
{
T (ω) [fLL(ω) + fRR(ω)]
+ T (ω)[1− T (ω)] [fL(ω)− fR(ω)]2
}
. (2)
This underlines the importance of the transmission T (ω)
for transport quantities. It can be obtained with the
help of the retarded central Greens function of the cen-
tral system [6, 7]
T (ω) = |G1,N (ω)|2ΓL(ω)ΓR(ω) , (3)
where Γα(ω) = 2pi
∑
k |tkα|2δ(ω − kα) denote the elec-
tronic tunneling rates. The central Greens function
G(ω) in turn has to be determined numerically by in-
version of a matrix, such that the actual computation
of the transmission can be demanding, in particular for
transport through long chains [18]. In addition, to con-
trol or engineer the transmission T (ω) with respect to
some given objective, an analytic form of it would be
desirable.
To illustrate the potential use of an optimized trans-
mission, consider the case where formally the trans-
mission function has a sharp transmission window, i.e.,
is a box-shaped function with T (ω) = 1 in an inter-
val [ωmin, ωmax] and T (ω) = 0 elsewhere. Then, one
could apply a large bias voltage such that fL(ω) = 1
and fR(ω) = 0 for all ω ∈ [ωmin, ωmax]. This just
means that the transport window (defined at low tem-
peratures by the difference of the chemical potentials)
includes the transmission window. Then, the integral
in (1) collapses C(χ) → iωmax−ωmin2pi χ, which would re-
alize noiseless transport in a far-from equilibrium sit-
uation. This situation is certainly over-idealized but
illustrates that by controlling transmission, interesting
applications come within reach. Even when the trans-
mission is not perfectly box-shaped, the noise can be
lowered by its shape. This allows one to study quan-
tum violations [19] of the thermodynamic uncertainty
relation known for Markovian rate equations obeying
detailed balance [20–24]. In addition, we mention here
that devices with a structured transmission function can
be used as energy-resolving charge detectors similar to
quantum point contacts, providing also information on
the energy transfer between the probed system and the
charge detector.
B. Single electron transistor
The transmission of a single quantum dot with energy
 coupled to two structured leads with energy-dependent
spectral coupling densities ΓL/R(ω) is well known [6, 8]
T (ω) =
ΓL(ω)ΓR(ω)
[ω − − Σ(ω)]2 +
[
ΓL(ω)+ΓR(ω)
2
]2 . (4)
Here, the level renormalization induced by the coupling
to the leads is given by
Σ(ω) =
1
2pi
∑
α
P
∫
Γα(ω
′)
ω − ω′ dω
′ , (5)
where P denotes the Cauchy principal value. Thereby,
the transmission T (ω) is fully defined by the tunnel-
ing rates Γα(ω) and the dot energy . In the wideband
limit Γα(ω) → Γα, the level renormalization vanishes
and the transmission becomes a simple Lorentzian func-
tion, with a width proportional to the coupling strength
to the reservoirs, exemplifying the level broadening due
to the reservoir-coupling. In contrast, when Γα(ω) has
a peak at some frequency ωα and is smooth elsewhere,
the level renormalization integral will no longer vanish
and will thus effectively modify the behaviour of the
transmission. By choosing Γα(ω) = Γ
√
1− (ω − )2/Γ2
for  − Γ < ω <  + Γ, one can show that in this in-
terval T (ω) = 1 and outside this interval T (ω) = 0.
Such semicircle spectral densities can be implemented
by homogeneous semi-infinite tight-binding chains [25]
and thus require carefully fine-tuned reservoirs.
In particular within the context of quantum heat en-
gines, it may be desirable to control the shape of the
transmission. For example, to obtain a tight-coupling
regime one may want the transmission to be highly
peaked around the central dot energy  and to be as
large as possible T () = 1. For the self-energy, one way
to fulfill this would be to choose Σ() = 0 and at the
same time ΓL() = ΓR(). In addition, the tunneling
rates should not generate additional undesired peaks.
An alternative objective could be to generate a trans-
mission that is one around a rather large region centered
around . This could be achieved by ΓL(ω) ≈ ΓR(ω)
and ω− −Σ(ω) ≈ 0 in that region. In order to deduce
3the microscopic parameters to generate such situations,
some analytic understanding of the tunneling rates en-
tering the transmission is therefore beneficial.
III. REVERSE RC MAPPING AND
TWO-TERMINAL APPLICATION
In this section, we will suggest that by mapping elec-
tronic tight-binding chains with reservoirs to a single
quantum dot with modified reservoirs, one can obtain
the transmission of the setup in a simple fashion. The
mapping we will use is conceptionally based on earlier
results for bosonic systems [10, 11, 26, 27], but it can
be extended to fermionic systems in a straightforward
way [13–15]. Typically, such mappings are used to trans-
fer degrees of freedom from the reservoir into the system
to allow a perturbative treatment in a re-defined system-
reservoir boundary. What is new in the present work is
that we suggest to apply these mappings in a reversed
way, effectively transferring degrees of freedom from the
system to the reservoir. Ideally, this would transform a
chain connected to two reservoirs at its ends via sim-
ple tunneling rates Γα(ω) to a single quantum dot con-
nected to two reservoirs via more structured tunneling
rates Γ˜α(ω). These transformed, more structured tun-
neling rates can be plugged into the transmission for-
mula (4) for a single quantum dot and thereby allow
to deduce the complete counting statistics of non-trivial
chain models.
A. Single reservoir mapping
The reverse reaction coordinate mapping can be
straightforwardly obtained from results in the literature,
such that here we just sketch the essential steps. We
postulate the existence of a reservoir Bogoliubov trans-
form [11, 15] mapping a Hamiltonian of the form
H =Hrest +
(
λd†bd+ h.c.
)
+ d†bdb
+
(
d†b
∑
k
tkck + h.c.
)
+
∑
k
kc
†
kck , (6)
with some (otherwise arbitrary) Hamiltonian Hrest that
obeys [Hrest, db] = 0 = [Hrest, ck], system-boundary-
mode tunneling amplitude λ > 0 (phases can be ab-
sorbed in the definition of operators for 1d chains),
boundary-mode on-site energy , boundary-mode reser-
voir tunneling amplitude tk, and reservoir energies k,
to another representation, where
H = Hrest +
(
d†
∑˜
k
t˜k c˜k + h.c.
)
+
∑˜
k
˜k c˜
†
k c˜k , (7)
characterized by renormalized tunneling amplitudes t˜k
and energies ˜k of a re-defined reservoir. The Bogoli-
ubov transform involves only the boundary mode db and
the reservoir modes ck and therefore, the resulting trans-
formed reservoir with modes c˜k has one mode more than
the original which we denote by the ˜ symbols over the
summation signs, compare also Fig. 1. We will however
FIG. 1: Sketch of the reverse reaction coordinate
mapping, translating the boundary mode of a chain
(blue) into the reservoir (yellow), effectively reducing
the chain length by one. To obtain the transformed
tunneling rate, the corresponding Bogoliubov trans-
form need not be worked out explicitly, but a mapping
relation (13) exists that can be evaluated with func-
tional calculus or numerically.
be interested in the continuum limit of infinitely many
and dense reservoir modes, where we can define spectral
densities (tunnelling rates) in the standard way
Γ(ω) = 2pi
∑
k
|tk|2δ(ω − k) ,
Γ˜(ω) = 2pi
∑
k
∣∣t˜k∣∣2δ(ω − ˜k) . (8)
In the continuum limit, we will not attempt to find the
explicit Bogoliubov transform, but rather sketch how to
relate the corresponding tunneling rates Γ(ω) and Γ˜(ω)
with each other. In fact, a relation between them can
be found by using functional calculus methods. Let us
define the Cauchy transform of a function Γ(ω) for z ∈ C
via
W (z) ≡
∫
Γ(ω)
z + ω
dω
2pi
. (9)
Then, it holds that
lim
δ→0+
W (−ω + iδ)
= lim
δ→0+
∫
Γ(ω′)
ω′ − ω + iδ
dω′
2pi
= lim
δ→0+
∫
Γ(ω′)(ω′ − ω − iδ)
(ω′ − ω)2 + δ2
dω′
2pi
= P
∫
Γ(ω′)
ω′ − ω
dω′
2pi
− i
2
Γ(ω) . (10)
Hence the imaginary part of the Cauchy transform
W (−ω + iδ) can be used to recover the original func-
tion Γ(ω).
Now, for a mapping between Eq. (6) and Eq. (7), we
can – in the limit of a continuum of reservoir modes –
4use Eq. (C6) in Ref. [15] to relate the Cauchy transforms
of original and mapped (marked by a ˜ symbol) models
via
W˜ (z) = − λ
2
z + −W (z) . (11)
Evaluating this formula at z = −ω + iδ, we obtain a
mapping relation between the tunneling rates
Γ˜(ω) =
λ2Γ(ω)(
ω − − P ∫ Γ(ω′)ω−ω′ dω′2pi )2 + (Γ(ω)2 )2 . (12)
Here, one observes that the additional structure in the
transformed spectral density Γ˜(ω) is determined by the
coupling strength λ and the on-site energy . Further,
if Hrest in (6) consists only of on-site energies and next-
neighbor tunnel terms (i.e., non-interacting electrons),
the mapping can be performed recursively by redefining
the boundary between system and reservoir after every
step. Formally, this corresponds to replacing λ → λn,
 → n, Γ˜(ω) → Γ(n−1)(ω), and Γ(ω) → Γ(n)(ω) (com-
pare also Fig. 1), such that the mapping relation reads
Γ(n−1)(ω) =
λ2nΓ
(n)(ω)(
ω − n − P
∫ Γ(n)(ω′)
ω−ω′
dω′
2pi
)2
+
(
Γ(n)(ω)
2
)2 . (13)
This reverse iteration relation is our first result (where,
to remain consistent with the forward mapping [10, 12,
15], we have chosen to decrease the index on the l.h.s.).
Instead of calculating the explicit Bogoliubov transform
of the mapping – which would become infeasible for in-
finite reservoirs, the transformed spectral densities can
be obtained by functional calculus or numerical integra-
tion. To arrive at this formula, we have used the very
same techniques that are applied in the derivation of
the forward mapping, just with the different objective
of transferring system degrees of freedom to the reser-
voirs.
We would like to summarize a few properties of the
reverse reaction coordinate mapping: As with the for-
ward reaction-coordinate mapping, we see that a rigid
cutoff of Γ(N)(ω) is also preserved under the reverse
mapping. Likewise, a semicircle spectral density Γ(ω) =
δ
√
1− (ω − )2/δ2 is invariant under the mapping pro-
cedure, provided that all chain energies and tunneling
amplitudes are identical n =  and λn = δ/2. We can
further check for particular examples e.g. in Table II of
Ref. [15] that this recursion formula reverses the orig-
inal reaction coordinate mapping. In particular, when
applied to flat reservoir spectral densities, the first ap-
plication of the mapping just yields a Lorentzian as used
in many non-Markovian models [28]. For a large class of
spectral densities one can show that with each applica-
tion of the reverse mapping, at most a single additional
peak will be added in the transformed spectral density,
see App. A.
B. Chain models
We are interested in chain-type systems connected to
two reservoirs, which are held at local thermal equilib-
rium states. A non-equilibrium scenario can be gen-
erated by applying e.g. different temperatures and/or
chemical potentials to the leads, which would enter the
Fermi functions in Eq. (1). In total, the Hamiltonian
thus reads H = HL + Hc,L + Hc + Hc,R + HR, where
at the ends we have the reservoir parts that can be
modeled by non-interacting spinless (or spin-polarized)
fermions Hα =
∑
k kαc
†
kαckα with on-site energies kα
and α ∈ {L,R}. The central part is a tight-binding
chain of length N
Hc =
N∑
i=1
εic
†
i ci +
N−1∑
i=1
ti
(
c†i ci+1 + c
†
i+1ci
)
, (14)
described by on-site energies εi and next-neighbor tun-
neling amplitudes ti > 0 (possible phases of the tunnel-
ing amplitudes can in 1d models be absorbed by unitary
transformations of the annihilation and creation oper-
ators). At its ends, the chain is tunnel-coupled to the
reservoirs
Hc,L =
∑
k
(
tkLc
†
kLc1 + t
∗
kLc
†
1ckL
)
,
Hc,R =
∑
k
(
tkRc
†
NckR + t
∗
kRc
†
kRcN
)
(15)
via the tunneling amplitudes tkα. For each reservoir,
we define the initial spectral coupling densities in the
usual way Γ
(N)
α (ω) = 2pi
∑
k |tkα|2δ(ω − kα) but the
index (N) indicates that we take these coupling densi-
ties as the first starting point of our iteration, and that
we are going to apply at most (N − 1) mappings for a
system of N quantum dots. Since the Bogoliubov trans-
form only involves the boundary mode and the reservoir
modes, independent mappings can be individually per-
formed on the reservoirs until the central chain is re-
duced to a single dot – which can be arbitrarily chosen
along the chain. For a chain of five quantum dots, we
could e.g. independently map the leftmost two dots to
the left reservoir and the rightmost two dots into the
right reservoir, leaving only the central dot in a struc-
tured single-electron transistor setup. Alternatively, we
could perform four consecutive mappings of the left-
most four dots into the left reservoir, leaving only the
rightmost dot as the system. The transmission of both
procedures is the same: The additional few degrees of
freedom in the reservoir cannot change the stationary
current, although one may of course expect deviations
in the temporal dynamics. To perform the mappings,
we just mention that one has to identify for mappings of
the left reservoir λn = tN−n+1 and n = εN−n+1 and for
mappings of the right reservoir λn = tn−1 and n = εn.
For a chain of N sites that is initially coupled to two
reservoirs with flat spectral densities, the first mapping
5will just yield Lorentzian-shaped spectral densities, to
which the arguments of App. A apply. Therefore, having
transferred NL and NR sites (with NL+NR = N−1) to
the left and right reservoirs, respectively, the resulting
spectral densities for the single leftover dot will have at
most NL and NR peaks, corresponding to 2NL and 2NR
poles in the complex plane, as pointed out in App. A.
Now, Eq. (4) and Eq. (12) are formally very similar,
such that it does not come as a surprise, that, with using
the same arguments, the transmission of a chain of N
dots coupled at its ends to reservoirs with flat spectral
densities can have at most N peaks, as is observable in
multiple examples below.
IV. EXAMPLES
In this section, we discuss applications of the mapping
relation (13). We follow the convention that Γ
(N)
α (ω)
labels the initial spectral density of reservoir α that is
valid for a system size of N quantum dots, such that
Γ
(n)
α (ω) will only be evaluated down to n = 1 in the
most extreme cases. We will also transfer the notation
to the final level renormalization needed in Eq. (4)
Σ(nLnR)(ω) = Σ
(nL)
L (ω) + Σ
(nR)
R (ω) ,
Σ(nα)α (ω) =
1
2pi
P
∫
Γ
(nα)
α (ω′)
ω − ω′ dω
′ . (16)
We will always map the chain configurations to a sin-
gle quantum dot, implying that we consider mappings
Γ
(nα)
α (ω) with the additional constraint nL+nR = N+1.
A. Analytic tripledot transmission
It is well-known that a double quantum dot with flat
spectral densities can be mapped to a single quantum
dot where one of the leads has a Lorentzian-shaped spec-
tral density [9]. We do now illustrate that a triple quan-
tum dot
HS =Ld
†
LdL + d
†d+ Rd
†
RdR
+ λL
(
d†Ld+ d
†dL
)
+ λR
(
d†dR + d
†
Rd
)
, (17)
serially connecting two reservoirs with flat spectral den-
sities can be mapped to a single quantum dot coupled
to two reservoirs, either with both having Lorentzian
spectral densities or one with a flat spectral density and
the other one with a more structured spectral density,
see Fig. 2.
We start with a flat spectral density for both reser-
voirs
Γ(3)α (ω) = Γα , (18)
and perform a single mapping for each reservoir. Insert-
ing this in the mapping (13), the transformed mapping
becomes
Γ(2)α (ω) =
λ2αΓα
(ω − α)2 +
(
Γα
2
)2 . (19)
The level renormalization becomes Σ22(ω) = Σ2L(ω) +
Σ2R(ω) with
Σ2α(ω) =
λ2α(ω − α)
(ω − α)2 +
(
Γα
2
)2 . (20)
We can insert these two equations into the transmission
formula (4), obtaining the transmission of a triple quan-
tum dot analytically (not shown), which enables us to
perform optimizations.
Supposing that one has control only over the α and
λα but not the external coupling strengths Γα, one
choice that satisfies the constraints Σ(22)() = 0 and
Γ
(2)
L () = Γ
(2)
R () would be L = R =  and λR =√
ΓR/ΓLλL. With this choice, the transmission would
have a peak at ω =  with maximum value T () = 1
even for highly asymmetric tunneling rates, i.e., by op-
timizing the internal chain parameters one can correct
for an unfavorably asymmetric external coupling. An-
other choice – if the external tunneling rates can also
be controlled – would be to choose ΓL = ΓR = Γ and
L = R =  as well as λL = λR = λ → ∞, which gen-
erates a singly-peaked transmission T (ω)→ Γ2Γ2+4(ω−)2
with width Γ and T () = 1.
To generate a transmission that is flat around , one
may Taylor-expand the denominator of Eq. (13) and
demand that the first orders in ω− vanish, which yields
constraints on the tunneling amplitudes. For example,
under the assumption of symmetric external couplings
ΓL = ΓR = Γ, a suitable choice would be L = R = 
and λL = λR = Γ/
√
8, yielding the transmission
T (ω) =
Γ6
Γ6 + 64(ω − )6 , (21)
which is flat around ω = . The triple quantum dot
transmission is illustrated for different parameters in
Fig. 3.
Just for consistency, we sketch that by mapping e.g.
both the left and the central dot to the left reservoir
and leaving the right dot unchanged, we obtain the same
transmission. Then, naturally, the right spectral density
will remain unmodified ΓR(ω) = Γ
(3)
R (ω), whereas for
the left reservoir, the iteration yields
Γ
(2)
L (ω) =
λ2LΓL
(ω − L)2 +
(
ΓL
2
)2 ,
Γ
(1)
L (ω) =
ΓLλ
2
Lλ
2
R
γ1,L(ω)− 8(ω − )(ω − L)λ2L + 4λ4L
,
γ1,L(ω) ≡ (ω − )2
(
Γ2L + 4(ω − L)2
)
. (22)
Here, we see that Γ
(1)
L (ω) will have at most two peaks,
compare App. A. The level renormalization Σ(13)(ω) =
6FIG. 2: Illustration of mapping possibilities between
a triple quantum dot and the single electron transis-
tor. Both yield the same transmission.
Σ
(1)
L (ω) + Σ
(3)
R (ω) induced by the right reservoir still
vanishes Σ
(3)
R (ω) = 0, but the one of the left reservoir
corrects for the different tunneling rates
Σ
(1)
L (ω) =
λ2R
(
Γ2L(ω − ) + γ2,L(ω)
)
Γ2L(− ω)2 + 4 (λ2L + (− ω)(ω − L))2
,
γ2,L(ω) ≡ 4(L − ω)
(
λ2L + (− ω)(ω − L)
)
. (23)
With Eq. (4) we can check that the resulting lengthy
expression for the transmission is fully identical with the
one from the previous section (not shown). In addition,
we mention here that the transmission is identical with
the one that can be obtained numerically from using
non-equilibrium Greens function calculations (compare
App. B).
B. Analytic quintuple dot transmission
The same considerations can be applied to five quan-
tum dots that are serially connected
HS = LLd
†
LLdLL + λLL
(
d†LLdL + d
†
LdLL
)
+ Ld
†
LdL + λL
(
d†Ld+ d
†dL
)
+ d†d+ λR
(
d†dR + d
†
Rd
)
+ Rd
†
RdR + λRR
(
d†RdRR + d
†
RRdR
)
+ RRd
†
RRdRR . (24)
FIG. 3: (top) Transmission of a triple quantum dot
versus energy for different internal coupling strengths
λL = λR = λ and moderate external coupling
Γα = 0.1 (solid curves). When the internal cou-
pling strength λ is increased while keeping the exter-
nal strength Γ, the transmission peak splits into three
(solid black, red, and dark green). (bottom) Same
as top right, for different external coupling strengths
ΓL = ΓR = Γ. When the internal coupling strength is
tied to the external one λ = Γ/
√
8, one may achieve a
near box-shaped transmission (dashed brown, orange,
and light green). Other parameters: L = R =  (all
curves).
Here, we can map the two boundary dots into the reser-
voirs, which become structured, leaving only the central
dot as the system is illustrated in Fig. 4.
Starting again from flat spectral densities, the map-
ping relations yield the tunneling rates
Γ(5)α (ω) = Γα ,
Γ(4)α (ω) =
λ2ααΓα
(ω − αα)2 + Γ2α4
,
Γ(3)α (ω) =
4Γαλ
2
αλ
2
αα
Γ2α(ω − α)2 + 4[γ3,α(ω)]2
,
γ3,α(ω) ≡ λ2αα − (ω − α)(ω − αα) . (25)
We see that Γ
(3)
α (ω) has two more poles than Γ
(4)
α (ω),
7FIG. 4: Illustration of the reverse reaction-coordinate
mapping for a quintuple quantum dot.
compare App. A. From these we can explicitly calculate
the level renormalization Σ(33)(ω) = Σ
(3)
L (ω) + Σ
(3)
R (ω)
where
Σ(3)α (ω) =
λ2α
(
(ω − α)
(
Γ2α + 4(ω − αα)2
)− γ4,α(ω))
Γ2α(ω − α)2 + 4[γ3,α(ω)]2
,
γ4,α(ω) ≡ 4λ2αα(ω − αα) . (26)
Inserting this into the single-dot transmission (4), we
obtain an analytic expression for the transmission
through a chain of five quantum dots.
In order to generate a transmission centered around 
with maximum value T () = 1 and increased broadness,
we can use Taylor expansion of the denominator in the
mapping (13), where the choice α = αα = , Γα = Γ,
λα =
Γ
2
√√
5−2
2 , and λαα =
√
5−1
4 Γ yields a transmission
that is flat around 
T (ω) =
(123− 55√5)Γ10
(123− 55√5)Γ10 + 211(ω − )10 . (27)
This is already quite close to the previously mentioned
box-shaped example. The transmission is illustrated
for different parameters in Fig. 5, and we have explic-
itly checked complete agreement with numerical non-
equilibrium Greens function calculations (not shown,
compare App. B).
C. Non-Markovian transport signatures at steady
state
The engineered transmissions derived for triple and
quintuple quantum dots indeed violate the thermody-
namic uncertainty bound that classical systems (de-
scribed by Markovian transition rates obeying detailed
balance) must obey [20–24]. It relates the entropy pro-
duction rate with the ratio of noise and squared current.
In particular, at equal temperatures βL = βR = β and
FIG. 5: (top) Transmission of a quintuple dot chain
versus energy for different internal coupling strengths
λα and λαα and external couplings ΓL = ΓR = 0.1
(solid curves). (bottom) Same as middle, but for
different external coupling strengths ΓL = ΓR = Γ
and internal couplings tied to the external ones λα =
Γ
2
√√
5−2
2 and λαα =
√
5−1
4 Γ (dashed curves). The ef-
fects are enhanced in comparison to a triple quantum
dot in Fig. 3 right panels, and a box-shaped transmis-
sion is approached for strong system-lead couplings.
Other parameters: L = R =  = LL = RR (all
curves).
with bias voltage V = µL−µR, the entropy production
rate becomes σ = βIV , such that the thermodynamic
uncertainty relation reads
βV
S
I
= β|V |F ≥ 2 , (28)
where S and I are noise and current, respectively, and
F = S/|I| is the Fano factor. That means, a viola-
tion of this bound is a hallmark of truly non-classical
behaviour [19]. In particular, it would be interesting to
investigate whether heat engines built with such devices
can overcome standard bounds [24]. We can evaluate
the uncertainty relation by computing Eqns. (2) with
the transmission of a single quantum dot (4) and flat
tunneling rates and compare with the engineered trans-
missions of triple (21) and quintuple quantum dots (27).
8Whereas – as noted in [19] – a single quantum dot in
the wide-band limit does not violate the bound (28),
engineered triple- and quintuple quantum dots may do
so in a large bias voltage window, see Fig. 6. We
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FIG. 6: Plot of the l.h.s. of inequality (28) versus
bias voltage. The violation of the classical Marko-
vian uncertainty relation (28) – marked orange re-
gion – is possible for engineered transmission of the
triple (21) and quintuple (27) quantum dots (red and
blue, respectively). Parameters: βL = βR = β,
µL = −µR = V/2, βΓ = 1.0,  = 0.
do actually observe this behaviour also for significantly
smaller coupling strengths βΓ 1, demonstrating that
non-Markovian behaviour can also occur in the weak-
coupling regime (not shown). Thus, while for weak
chain-reservoir couplings, a time-local master equation
description of the chain exists, it is still non-Markovian
in the sense that the secular approximation, which even-
tually is required to generate Lindblad-type Markovian
master equations, is not applicable. Indeed, to obtain
the transmissions (21) and (27), the level spacings of the
tripledot or quintupledot chains need to be comparable
to the chain lead couplings, invalidating the secular ap-
proximation.
D. SSH chain
In this section, we will demonstrate that the map-
ping can also be performed numerically. As an example,
we consider the celebrated Su-Schrieffer-Heeger (SSH)
model [29], which corresponds to a chain of dimers.
Within the tight-binding representation, this can be
written by alternating tunneling amplitudes τi, e.g. for
M dimers corresponding to N = 2M quantum dots
HS = 
N∑
i=1
d†idi + τ1
M∑
i=1
[
d†2i−1d2i + d
†
2id2i−1
]
+ τ2
M∑
i=1
[
d†2id2i+1 + d
†
2i+1d2i
]
. (29)
In the extreme case τ1 = 0, one finds two isolated
monomers at the chain ends, whereas when τ2 = 0, one
has a chain of decoupled dimers. In the infinite-size limit
N →∞, the model exhibits a topological phase transi-
tion at τ1 = τ2 between a topological phase (τ1 < τ2)
supporting two edge states and a normal phase (τ1 > τ2)
without edge modes [30]. We open the chain by connect-
ing it to two fermionic reservoirs at its ends. Thus, we
assume that the initial tunneling rates are those result-
ing from semi-infinite homogeneous tight-binding chains
given by
Γ(N)α (ω) =
τ2α
τ20
√
4τ20 − ω2 (30)
for ω2 ≤ 4τ20 , where τ0 describes the width of the reser-
voir spectral densities and τL (τR) the tunneling ampli-
tude between the first (last) site of the SSH chain and
the left (right) reservoir. We can obtain the transmis-
sion for the SSH model with non-equilibrium Greens
function techniques along the lines of Ref. [18], see
App. B, and use it to benchmark the transmission ob-
tained by the successive mappings of the SSH chain to
a single quantum dot.
To compute the mapping relation (13) and the level
renormalization (5) numerically, we employ a straight-
line approximation of the tunneling rates, which we out-
line in Appendix C 1. In particular since for the cho-
sen parameters the tunneling rates and transmission are
composed of multiple very thin peaks, this is challenging
as the discretization grid has to be chosen very fine or
even adaptive to the functional shape: Since the princi-
pal value integral has to be performed for each data
point, the total complexity of one mapping iteration
scales as O{N2pt} for Npt data points. In App. C 2, we
also outline that by fitting the peaks with Lorentzians,
a part of the mapping may be performed in an analytic
fashion, which allows one to reduce the grid resolution.
The resulting transmission – computed by performing
for a chain of N = 20 dots (M = 10 dimers) agrees quite
well with the full Greens function calculation, see Fig. 7.
In contrast to the Greens function calculation – which
requires knowledge of the free Greens function (analyti-
cally known only for semicircle initial spectral densities)
– the numerical mapping procedure can be applied to
arbitrary initial spectral densities with a hard cutoff.
Even stronger, a significant numerical advantage of
the method becomes visible via semi-analytic calcula-
tion of the transformed spectral densities. This is possi-
ble when e.g. the initial spectral densities are just flat,
such that the first mapping already yields a Lorentzian.
Technically, it only requires to find the poles of the
mapped spectral density in the complex plane numer-
ically, which can be done iteratively by a Weierstraß-
Durand-Kerner algorithm from the poles of the original
spectral density. We detail this in App. C 3, where we
also demonstrate it for the SSH model with initially flat
spectral densities. The associated numerical effort is
negligible in comparison to the other approaches, such
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FIG. 7: Comparison of transmissions of an SSH
model (29), obtained from non-equilibrium Greens
function techniques (dashed red, 22000 data points)
and transmission obtained from the mapping, either
with straight-line approximations (solid black, 40000
data points) or Lorentz-assisted integration (dotted or-
ange, 15000 data points) as detailed in App. C 1 and
App. C 2. All methods require for this model a fine
discretization width in order not to miss particularly
sharp peaks. Other parameters  = 0.0τ0, τ1 = 0.35τ0,
τ2 = 0.65τ0, τL = τR = 0.1τ0, N = 20.
that for such initial spectral densities, we consider this
method as the most efficient one.
Beyond benchmarking, we can learn about the SSH
model physics by considering the transmission peaks in
Fig. 7. First of all, the number of peaks in Fig. 7 agrees
well with the arguments in App. A: We see 19 peaks
for a model with 20 sites. Therefore, two peaks must
have merged, signaling that the system is in the topo-
logical phase. When the current is plotted versus bias
voltage, one can from Eq. (2) conclude that it will –
at sufficiently low temperatures and symmetric chemi-
cal potentials µL = +V/2 = −µR – exhibit steps at the
peaks of the transmission. The transmission peak in
the center corresponds to the two near-degenerate edge
states, it is absent in the normal phase of the model [18].
The other transmission peaks correspond to the bulk
states, and during the finite-size precursor of the topo-
logical phase transition, the central transmission peak
splits into two. Thus, the current enables the detection
of the topological phase transition point.
V. SUMMARY AND OUTLOOK
We have discussed and applied the reverse mapping
formula for non-interacting electronic dot chains. The
mapping reverses the original fermionic mapping re-
lation but effectively transfers one degree of freedom
(one quantum dot) from the system into the reservoir.
Thereby, long chain models can be mapped to a sin-
gle quantum dot that is connected to two structured
fermionic reservoirs, with the tunneling rates obtained
from the recursive mapping procedure. Since the trans-
mission of the single quantum dot is well known, one
thereby has an approach to determine the transmission
of chain models from recursive mappings. Conception-
ally, this is very similar to other recursive mapping ap-
proaches known for the Greens function itself [31, 32].
However, as the method does not require knowledge of
any free Greens function, it can in principle be applied
to arbitrarily shaped external spectral densities. For
short chains and/or particularly simple initial spectral
densities, these mappings can be performed analytically,
allowing for the analytic optimization of the transmis-
sion with respect to some desired objective. Numer-
ically, the mapping can also be performed, which we
demonstrated for the Su-Schrieffer-Heeger chain. For an
initial semicircle spectral density, the numerical calcu-
lation of the mapping requires a sufficiently dense sam-
pling, leaving at the end no significant numerical ad-
vantage as compared to the evaluation of the transmis-
sion via direct Greens function calculations. However,
for initially flat spectral densities, the mapping can be
performed semi-analytically, allowing for an extremely
fast and accurate calculation of the mapping. In addi-
tion, we would like to stress that the method can also
be applied to calculate stationary dot occupations ana-
lytically, as these are well-known for a single quantum
dot [6] (and can also be computed for structured tun-
neling rates [33]). Other applications of the reverse re-
action coordinate mapping are conceivable. For exam-
ple, given an initial chain with spectral densities that
correspond to the strong chain-reservoir coupling limit
and thereby inhibit a master equation treatment, the
mapping relation can be employed, yielding a shorter
chain for which a master equation treatment may be
applicable, allowing to investigate interesting parameter
regimes. In addition, we like to stress that the method is
not fundamentally limited to non-interacting electronic
transport. As long as the interacting parts of the sys-
tem are not involved by the mapping transformations,
one may perform them as described. If for example the
transmission in the Meir-Wingreen formula [34] of an
interacting part of the chain is known, one could reduce
longer chains to the interesting part by successively ap-
plying the reverse mapping transformation, significantly
reducing the degrees of freedom that need explicit treat-
ment. Finally, we think that it could be interesting to
find recursion formulas also for two- or higherdimen-
sional systems, which in principle should be possible.
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Appendix A: Pole structure of the mapping
To enable an analytic calculation of the principal
value integrals in the reverse reaction-coordinate map-
ping, we do now assume a particular but still fairly gen-
eral shape of the spectral density, namely to be of the
form
Γ(ω) = Γ0
γ(ω)
L∏
j=1
(ω − zj)(ω − z∗j )
, (A1)
where Γ0 > 0 is a constant, γ(ω) is a holomorphic func-
tion (or a constant) in the complex plane with γ(R) > 0
and zj are L different first-order poles of the spectral
density in the upper complex half-plane (which implies
that γ(zj) 6= 0, γ(z∗j ) 6= 0 and =zj > 0). Since Γ(ω) ≥ 0
for all ω ∈ R, we assume that the first order poles come
in complex-conjugate pairs. In the upper half-plane,
Γ(ω) should decay sufficiently fast to enable closure of
the contour without the necessity to calculate the cor-
responding integral contribution.
Then, we get for the principal value integral
Σ¯(ω) = P
∫
dω′
2pi
Γ(ω′)
ω − ω′
= −i
1
2
Γ(ω) +
L∑
j=1
Res
ω′=zj
Γ(ω′)
ω′ − ω

= − i
2
Γ(ω)
− i
L∑
j=1
Γ0γ(zj)
(zj − ω)(zj − z∗j )
∏
i 6=j
(zj − zi)(zj − z∗i )
≡ − i
2
Γ(ω)−
L∑
j=1
Kj
zj − ω , (A2)
where we have introduced the constant Kj ∈ C. Since
Σ¯(ω) ∈ R, we can express the mapping relation (12) as
Γ˜(ω) =
λ2Γ(ω)∣∣ω − − Σ¯(ω)− i2Γ(ω)∣∣2
=
λ2Γ(ω)∣∣∣∣∣ω − + L∑j=1 Kjzj−ω
∣∣∣∣∣
2 . (A3)
Inserting our assumption for the spectral density (A1),
we find that
Γ˜(ω) =
λ2Γ0γ(ω)∣∣∣∣∣(ω − )∏j (ω − zj)−∑j Kj ∏i6=j(ω − zi)
∣∣∣∣∣
2
=
λ2Γ0γ(ω)
L+1∏
j=1
(ω − z˜j)(ω − z˜∗j )
. (A4)
Here, the first line reveals that the expression in the
absolute value is a polynomial of order L + 1, which
has L + 1 complex roots, which will have to be deter-
mined numerically. Altogether, one finds L+ 1 pairs of
complex conjugate poles z˜j for the transformed spectral
density. When these are sufficiently far apart from each
other but close to the real axis, every pole pair corre-
sponds to a peak in the spectral density. This means
that by performing the reverse mapping once with such
spectral densities, at most a single peak is added in the
transformed spectral density. Since the resulting shape
reproduces the initial assumption (A1), we can conclude
that if one starts with a spectral density of that form,
with each mapping, at most a single peak will be added
to the resulting spectral density.
Appendix B: Computation of the Greens function
To evaluate quantities such as the transmission [6, 7]
T (ω) = |G1,N (ω)|2ΓL(ω)ΓR(ω) (B1)
or the occupation of the systems site j
nj =
∫
dω
2pi
[
|Gj,1(ω)|2ΓL(ω)fL(ω)
+ |Gj,N (ω)|2ΓR(ω)fR(ω)
]
, (B2)
knowledge of the retarded Greens function matrix ele-
ments Gij(ω) is essential. The full Greens function G(ω)
can be obtained from the free Greens function G0(ω) via
solving the Dyson equation
G(ω) = [1−G0(ω)H1]−1G0(ω) . (B3)
Here, the free Greens function is based on a splitting of
the total (system and reservoir) Hamiltonian into two
parts H = H0 +H1, and H1 is the single-particle matrix
representation of H1. When the free Hamiltonian is just
a homogeneous chain
H0 =
+∞∑
j=−∞
τ0
(
c†j+1cj + h.c.
)
, (B4)
the retarded free Greens function can be computed an-
alytically and becomes in the single-particle subspace
G0,`m(ω) =
−i√
4τ20 − ω2
(
ω
2τ0
− i
√
1− ω
2
4τ20
)|`−m|
.
(B5)
The central full Greens function’s matrix elements can
then be computed from (B3) with a finite-size matrix
inversion if H1 is only local. For example, if the left
reservoir sites are labeled from −∞ < j ≤ 0, and the
right reservoir sites are labeled from N + 1 ≤ j < +∞,
such that the system ranges from sites 1 ≤ j ≤ N , and
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if in addition H1 only affects sites 0 ≤ j ≤ N + 1, it
suffices to invert only the block from 0 ≤ j ≤ N + 1,
such that an (N+2)×(N+2) matrix inversion is neces-
sary to compute the central part of G(ω). Furthermore,
this choice of H0 leads to spectral densities with the
shape (30). When τα =
√
Γατ0/2, this resembles in the
limit τ0 →∞ a flat spectral density as used for compar-
isons in the main text.
Appendix C: Numerical calculation of the mapping
1. Straight-line interpolation
For a representation of the tunneling rate Γ(ω) in
the interval [ωmin, ωmax] by straight-line approximations
between ordered (ωi < ωi+1) sampling points ωmin ≤
ωi ≤ ωmax we can – abbreviating Γi = Γ(ωi) – write for
ω ∈ [ωi, ωi+1]
Γ(ω) = Γi + (Γi+1 − Γi) ω − ωi
ωi+1 − ωi . (C1)
For such a straight-line interpolation, the principal value
integral
Ii,i+1(ω) = P
∫ ωi+1
ωi
Γ(ω′)
ω − ω′ dω
′ (C2)
can be computed analytically, provided that appropriate
case distinctions are performed. When ω is outside the
interval (ω < ωi or ω > ωi+1), the integral becomes an
ordinary one
Ii,i+1(ω)→ (Γi − Γi+1)+Γi(ωi+1 − ω) + Γi+1(ω − ωi)
ωi+1 − ωi
× ln
[
ωi − ω
ωi+1 − ω
]
. (C3)
When ω is inside the interval (ωi < ω < ωi+1), this
expression only changes slightly
Ii,i+1(ω)→ (Γi − Γi+1)+Γi(ωi+1 − ω) + Γi+1(ω − ωi)
ωi+1 − ωi
× ln
[
ω − ωi
ωi+1 − ω
]
. (C4)
Finally, when ω = ωi, we have to combine the contri-
butions from intervals [ωi−1, ωi] and [ωi, ωi+1] to appro-
priately balance the divergent contributions
Ii−1,i(ωi)+Ii,i+1(ωi)→
(Γi−1 − Γi+1) + Γi ln
[
ωi − ωi−1
ωi+1 − ωi
]
, (C5)
which however cannot be applied at the boundaries of
the discretization (i.e., i > 1 and i < Nd). There, under
the assumption that Γ1 = Γ(ωmin) = 0 = Γ(ωmax) =
ΓNd , we obtain the simplified contributions I1,2 → −Γ2
and IN−1,N → +ΓN−1. For a numerical implementation
of integrals of the type (C2), we have to sum up the
contributions from the individual discretization inter-
vals, where it becomes obvious that the terms in round
brackets in Eqns. (C3), (C4), and (C5) will cancel with
the boundary contributions such that only the ln[. . .]
terms need to be considered.
2. Lorentzian approximation
With the previous approach, a problem may arise
when the peaks in the mapped spectral densities become
very narrow, in particular for higher order mappings.
This causes the need for more gridpoints to resolve the
peaks, which then increases the computational effort.
To avoid this issue, one can fit peaked spectral densities
by sums of Lorentzian functions. Given m peaks in the
spectrum, we fit each with the function
Γ˜k(ω) =
Γ˜kδ
2
k
(ω − k)2 + δ2k
, k = 1, . . . ,m . (C6)
This has its origin in the fact that flat spectral densities
can be mapped to functions of this form (see the main
text). Technically, such an approximation has the ad-
vantage that the principal value integrals can be easily
performed
Σ¯k(ω) =
∫
dω′
2pi
Γ˜k(ω
′)
ω − ω′ =
Γ˜kδk(ω − k)
2(δ2k + (ω − k)2)
. (C7)
This allows one to easily calculate the mapping rela-
tion (13).
Even if the original spectral density is not flat, such
Lorentzian shapes are still found approximately, requir-
ing that the peaks in the spectral densities are well sep-
arated. We exemplify this in Fig. 8. In the top panel,
the initial spectral density (identical for both reservoirs)
is shown, which we used for the calculation for the SSH
model in Fig. 7. The first mapping is shown in the mid-
dle panel. The solid line is the exact analytic solution
for a semicircle spectral density, while the dashed is a
fit of the peak with the Lorentz from Eq. (C6). One
can see that the fit approximates the analytic solution
in the important central region well. This also holds for
higher order mappings. In Fig. 8 bottom we show the
second mapping calculated via numerical integration as
the solid line, while the dashed curve shows the analytic
mapping of the fitted Lorentzian. Also these results fit
well over orders of magnitude. If the tunneling rate is
not symmetric around the peak, by using a Lorentz fit
the information on the asymmetry is lost. This causes
that both peaks in the next mapping will have the same
height, while the calculation via direct numerical inte-
gration shows that the peak heights actually vary. To
use the advantage of the fit without loosing information,
we suggest to combine Lorentz fitting with brute-force
numerical integration of the residual spectral density:
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FIG. 8: First few spectral densities for the SSH-chain
transmission in Fig. 7 with parameters as given there.
In the top panel, the initial spectral density is shown
(note the logarithmic scale). In the middle panel we
provide the first mapping as an exact calculation
(solid blue) and a Lorentz fit of the data (dashed red),
which agree reasonably well over four orders of mag-
nitude. In the bottom panel the second mapping cal-
culated by numerical integration is shown (solid blue)
and with the Lorentzian fit (dashed red).
For a given peaked spectral density, we fit the peaks
with Lorentzian functions as in equation (C6). If the
initial spectral density has a hard cutoff, such that out-
side a certain interval [ωmin, ωmax] the spectral density
strictly vanishes, an analytic representation of the prin-
cipal value integrals can be found as well. For example,
one can approximate each peak by fitting a Lorentzian
function and continue it after some cutoff until it reaches
zero, e.g.
Γˆk(ω) =

+∆(ω − ωL) : ωL ≤ ω < k − c
Γ˜k(ω) : k − c ≤ ω < k + c
−∆(ω − ωR) : k + c ≤ ω < ωR
0 : else
,
(C8)
where c > 0 is a cutoff, such that Γˆk(ω) = Γ˜k(ω) for
ω ∈ [k − c, k + c]. The slope ∆ and the frequencies
ωL/R are not independent. They have to be chosen such
that at ω = k ± c, both the function and its derivative
are continuous, which yields ∆ =
2Γkδ
2
kc
(δ2k+c
2)2
and ωL/R =
k ∓ 32c ∓ δ
2
k
2c . This parametrization has the advantage
that the principal value integral in the mapping relation
will lead to a continuous function, and by choosing the
cutoff c carefully, the function takes nonzero values only
in the interval [ωL, ωR] ⊆ [ωmin, ωmax]. The fit of all
peaks is then defined as Γˆ(ω) =
∑m
k=1 Γˆk(ω) and the
level renormalization is given by Σˆ(ω) =
∑m
k=1 Σˆk(ω),
which is analytically solvable.
After fitting the peaks we create a sampling in the
Interval [ωmin, ωmax] and calculate the residual spectral
density, i.e., the difference between the original data
and the fit. Importantly, the residual spectral density
strictly vanishes at ωmin and ωmax, such that the direct
integration from the previous section can be employed.
By the linearity of the integral, the level renormaliza-
tion will then just be a sum of the renormalizations of
the Lorentz fit and the residual spectral density. The
advantage of this procedure is that the residual spec-
tral density is smoother/flatter, such that a coarser dis-
cretization grid can be used.
3. Semi-analytic calculation
Here, we outline how to compute the reverse reaction-
coordinate mapping for spectral densities that are ini-
tially flat. From Eq. (A4) we are thus facing the problem
to compute the complex roots of the polynomial
P (ω) = (ω − )
L∏
j=1
(ω − zj)−
L∑
j=1
Kj
∏
i6=j
(ω − zi) .
(C9)
The total pole structure is given by these roots and the
complex conjugate ones. Here,  is the on-site energy of
the boundary dot, L is the number of poles zi : =(zi) > 0
in the upper complex half plane of the previous spectral
density, and
Kj = i
Γ0γ(zj)
(zj − z∗j )
∏
i 6=j
(zj − zi)(zj − z∗i )
. (C10)
Particularly, when one starts from an initially flat spec-
tral density Γ0, one has to set γ(zj) = 1 = γ(ω). We
can take the known old poles zi together with the onsite-
energy  – supplemented with a small imaginary com-
ponent – as initial guesses for the iterative Weierstraß-
Durand-Kerner algorithm
z˜
(n+1)
i = z˜
(n)
i −
P (z˜
(n)
i )∏
j 6=i
(z˜
(n)
i − z˜(n)j )
, (C11)
which has to be iterated until convergence. Practi-
cally, we found for our parameters rapid convergence
to machine accuracy after only roughly N iterations for
a polynomial of order N . In Fig. 9 one can see that
the found poles in the complex plane (middle panel)
match the peaks in the spectral density (bottom panel).
Therefore, given an electronic transport problem with
flat spectral densities, we would consider the semiana-
lytic mapping as a very useful approach.
We note also that the calculation of the transmis-
sion of the residual single dot from the structured resid-
ual spectral densities can be performed along the same
lines: Having determined the constants Kj,L/R from
Eq. (C10) individually for the residual spectral densi-
ties ΓL(ω) and ΓR(ω) with Nα poles zj,α in the upper
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FIG. 9: Plot of the semianalytically obtained spec-
tral densities for 10 mappings of the SSH model (bot-
tom). Peaks of the spectral density are aligned with
complex-conjugate pole pairs in the complex plane
(middle). For an SSH chain of 20 sites, one can use
9 mappings to the left and 10 mappings to the right
reservoir. Combining these yields a transmission
(top) described by 20 pole pairs in the complex plane
(middle, blue), which agrees perfectly with the non-
equilibrium Greens function calculation when the
semicircle spectral density is nearly flat (light blue).
Parameters have been chosen as in Fig. 7, with the ex-
ception that the initial spectral density was assumed
flat, matching the maximum of the semicircle spectral
density (30) with Γ0 = Γ
(20)(0) = 0.02τ0.
complex half plane, the transmission of the remainder
dot (4) can be written as
T (ω) =
ΓL0 Γ
R
0∏
i
(ω − zi)(ω − z∗i )
, (C12)
where the poles of the transmission in the complex plane
zi are given by the roots of the polynomial
P (ω) = (ω − )
NL∏
j=1
(ω − zj,L)
[NR∏
k=1
(ω − zk,R)
]
−
NL∑
i=1
Ki,L
∏
j 6=i
(ω − zj,L)
[NR∏
k=1
(ω − zk,R)
]
−
NR∑
i=1
Ki,R
NL∏
j=1
(ω − zj,L)
∏
k 6=i
(ω − zk,R)
 .
(C13)
Here,  is the on-site energy of the remainder dot. The
resulting transmission will then have NL +NR + 1 pole
pairs in total. Particularly, combining e.g. the 9th map-
ping to the left reservoir and the 10th mapping to the
right reservoir, we obtain the transmission of an SSH
chain of 20 sites, described by 20 pole pairs in the com-
plex plane, compare top panel and hollow blue symbols
in the middle panel of Fig. 9. This transmission agrees
perfectly with the independently calculated transmis-
sion for an SSH chain with 20 sites with nonequilibrium
Greens functions (light blue), where the initially flat
bands were simulated from Eq. (30) by τα =
√
Γατ0/2
and then considering τ0 →∞.
