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We describe results in algebra which have been obtained using the completion theorem prover
REVE .
1 . Introduction
The purpose of this paper is to describe some results in algebra which have been obtained with
an automatic theorem prover which uses the completion algorithm . Since the pioneering paper
(Knuth & Bendix (1970)), which introduced the algorithm, and the influential survey papers
(Huet & Oppen (1980)) and (Bergman (1978)), there has been a great deal of research on different
aspects of the technique . Several such provers have been developed, such as REVE (Lescanne
(1984)), RRL (Kapur et al (1986)), the Larch Prover (Garland & Guttag (1989)) and ERIL (Dick
& Kalmus (1988)) ; a catalogue and further references are given in
(Hermann et al (1991)) . In this
paper we describe results in algebra that have been obtained using REVE .t
These range from elementary exercises of the kind found in undergraduate textbooks, which
have been used as "test problems" for automated theorem provers, through results which would
be tiresome to obtain by hand to results from recent research papers . Our results are not in any
sense comprehensive
; rather we have chosen examples to illustrate the power of completion theorem
provers .
REVE is a general purpose system, designed to take as input any equational system . Completion
algorithms have also been implemented for particular kinds of equational system ; for example pre-
sentations of automatic groups (Epstein et al (1991)), computation of cohomology groups (Brown
(1989)) and Grobner bases (Buchberger (1987)) .
Such implementations are of course much more
efficient, but experiments with a system such as REVE can be a useful preliminary to building a
special implementation to handle some particular example . As we shall indicate below, some (but
not all) of the results we describe in sections 5 and 7 could also be tackled using standard tech-
niques of computational group theory, particularly the CAYLEY system (Canon (1982)) . Some of
our results could also be obtained by other theorem proving techniques such as resolution.
Completion and the use of REVE are described in the next two sections . In section 4 we show
how REVE solves a series of standard "test problems" (Wos (1988)) involving homomorphisms and
automorphisms of groups, and how it can be used to calculate the action of group automorphisms .
In section 5 we describe some results involving commutators in groups . In section 6 we describe how
the system derived complete sets of rules from two other axiomatisations of groups, thus providing
a machine proof that they were axiomatisations of groups. We consider some other examples,
including ternary algebras and alternative rings, where the system produced useful information
tThis work was originally done using the REVE system, and most of it has subsequently been repeated on the
Larch Prover
. Both systems are implemented in CLU, and share some of the same code . Further information about
REVE may be obtained from Pierre Lescanne, lescanne®loria .crin
.fr, and about the Larch Prover from Stephen
Garland, garland® larch .lcs .mit .edu
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although a complete set of rules was not found
. In particular we describe a machine proof that
the second homotopy group of a topological space is commutative. A famous challenge problem
is to prove for various integer values of n that a ring satisfying z' = z for all x is commutative ;
we do not consider this example but refer the reader to (Kapur & Zhang (1989)) and (Zhang &
Kapur (1990))
. In section 7 we describe how the system can be used to investigate presentations of
groups, semigroups and monoids
; our examples include a one-relator semigroup, Higman's groups
and Fibonacci groups . In particular we show how completion algorithms can sometimes prove that
groups are infinite more readily than standard methods of computational group theory .
Our work is intended to show how equational techniques can solve problems in algebra, rather
than demonstrate the superiority of one prover over another . Thus we have not included any
timings .
2 . Completion Algorithms
Loosely speaking, given a sets of operators and some identities which they satisfy, the completion
algorithm attempts to find an equivalent set of directed substitutions, or rewrite rules, which can
be used to reduce any expression in the operators to a normal form . To do this the set of rules must
be terminating, that is no expression can be reduced infinitely often by repeatedly applying the
substitutions, and confluent, which means that if two distinct expressions can be obtained from a
given expression by repeated application of the rules then further applications of the rules can be
found to reduce the two expressions to the same thing
. Then the normal form of an expression can
be found by repeatedly applying rules to it until it can be simplified no more, and we can decide
whether two expressions are equal as a consequence of the given identities by seeing whether they
have the same normal form or not . If two expressions have the same normal form they are equal
in all models of the given equations ; if their normal forms are different they are not equal in the
free model defined by the equations but may of course be equal in other models of the equations .
A terminating and confluent set of rules is called complete, and a complete set of rules equivalent
to a given set of equations gives a solution to the word problem in the variety the equations define .
We adopt the convention for the rest of this paper that x, y, z denote universally quantified
variables .
The axioms for a group
x*(y*z)=(z*y)*z
x * e = z
x * i(z) = e,
are equivalent to the following complete set of rules, which can be used to reduce elements of a free
group to a normal form . In this normal form an element is represented as a product of generators
and their inverses, with the associative law used to collect brackets to the left, and no generator
adjacent to its inverse .
1 . e * x
2 . x*e
3 .
x*(y*z)
4 . i(z) * z
5 . M * i(x)
6 . i(e)
7 . (z * i(z)) * z
8 . (x * y) * i(y)
9 . i(i(z))
10 . i(z * y)
Thus for example we have
i(i(y)*i(*i(y *
y) -+
(i(i(z))
* i(i(y))) * i(yy** _y)
10
	
10
(i(i(z))
*
i(i(y))) * ( t(y) * i(y))
9 9
(z * y) * ( t(y) * i(y))
3
((x * y) * 4)) *i(y)
s
-~ x
*
i(y),
and similarly
Thus
i(i(y) * i(x)) * i(y * y) = i(y * i(x))
as they each have the same normal form z * i(y) .
On the other hand if x and y are distinct variables
z * y and y * x are both in normal form and not identical, so in an arbitrary free group it is false
that x * y = y * x for all x, y .
The completion algorithm takes as input a set of equations and rules and an ordering, and
constructs new rules by ordering equations, and new equations by computing `overlaps' called
critical pairs, between pairs of rules, which are the minimal obstructions to the set of rules being
complete. A precise account of all this can be found in the papers mentioned above.
Of course since not all algebraic systems have decidable word problem as there are systems for
which no finite complete set of rules can be found
. In particular, if the system contains an equation
such as the commutative law
i(y * i(x)) - . . .
~ x *
i(y) .
x*y=y*x,
which cannot be ordered into a terminating rule, then there can be no equivalent complete system .
However we can sometimes still use completion procedures when some of the equations do not
terminate provided we work modulo the offending equations
. This is called `E-completion .'. REVE
contains an implementation of AC-completion
If we are trying to prove a single consequence of a set of equations rather than find a solution
to the word problem the completion algorithm may generate that consequence even if it does not
terminate, as we shall see in examples . Implementations of `unfailing completion' such as the
SbREVE system (Anantharaman et al(1989)) exploit this idea .
3 . Using REVE
For brevity we sketch the main features of REVE only .
The user of REVE provides a set of equations ; the program attempts to find an equivalent
complete set of rules
. To prove the rules are confluent it looks for overlaps, or critical pairs,
between the left hand sides of rules, and any which are not equal become new equations. At any
stage the system holds a set of equations and rules, all of which are valid consequences of the initial
equations .
To order equations into rules, and to prove termination, it builds up an ordering on the expres-
sions constructed from a partial ordering on the operators
. The orderings used are the lexicographic
recursive path ordering and some variants (Dershowitz (1987)) . Initially the user provides a prece-
dence, which is a partial ordering (or no ordering at all) on the function symbols, from which the
system generates an ordering on terms
. The precedence can be extended while the algorithm is
running by the user choosing between alternative extensions to it which are offered by the system ;
this extension
gives a new ordering. Each operator can also have a status, which determines which
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way to order two terms, one of which is a rearrangement of the other, such as z * (y * z) and
(z * y) * z . The status R makes z * (y * z) greater than (x * y) * z, and the status L does the
opposite.
If the existing ordering cannot order any of the equations, and the ordering on the operators
is already a total order, the system again asks for help; the user can either undo previous choices
of operator precedence, or choose to order a particular equation in one direction or the other,
when the system will continue to execute the algorithm although any rules it produces may not be
terminating . Some equations, for example ones which just permute the variables such as x*y = y*x,
cannot be ordered into a terminating rule .
The user can always interrupt the system to extend the partial order on the operators or to
assign a status to an operator, or to use the rules to simplify a term, even if the set of rules is
not yet complete . A command `undo' allows the user to go back to the previous interaction with
REVE. This is particularly useful for trying different orderings on the operators .
The most difficult problem for the user of REVE is controlling the search . This is easiest when
one has some idea of the canonical form one expects to find, as in the example above . Here we can
guess that the last rule, or something like it, must be generated, and that it has to be ordered as
i(y * x) - i(x) * i(y) .
This means that we can choose the operator precedence i > *, which will do this, at the beginning,
and this in turn means that the system can immediately order many of the equations it generates
into rules, and, having plenty of rules to work with, is more likely to come up with useful new
equations. (However with some examples a complete system is reached more quickly if we delay
the choice of an ordering, keeping the number of rules down, so that the system does not have too
many rules to deal with .) Without some idea of the answer we want we have to try all possible
orderings, abandoning a particular ordering when it seems to be unhelpful, perhaps because the
system keeps generating the same few equations over and over again, or generates more and more
complicated equations .
4 . Homomorphisms and Automorphisms
In this section we show how LP may be used to investigate elementary problems involving ho-
momorphims and automorphisms of groups . Several such problems were given as "Test Problems"
in (Woo (1988)) .
We start with the group axioms and assume we have run the completion algorithm to obtain the
set of rules 1-10 above . The operator precedence i > * > e, with * given multiset status, assures
termination .
EXAMPLE 1 . Homomorphisms
A homomorphism h of a group G is a function satisfying
h(z * y) = h(x) * h(y)
for all x, y E G .
If we add this equation to the complete set 1-10 above and complete again
extending the existing precedence by h > i we obtain the complete system consisting of 1-10
together with
11 h(x * y) - h(x) * h(y)
12 h(e) -+ e
13 h(i(z)) --+ i(h(z))
Thus we have proved that if
h is any homomorphism of groups,
h(e) = e
h(i(z)) = i(h(x))
EXAMPLE 2
. Kernels of homomorphisms
The kernel of h is the set ker(h) _ {u E GIh(u) = e} . To prove that the kernel of h is a normal
subgroup (Test Problem 3 of (Woe (1988))) we need to show that
h(a * i(b)) = e
h(i(z) * a * z) = e
for any
a, b E ker(h) and z
E G
. We add the equations
h(a) = e
h(b) = e
to 1-13 and complete again obtaining 1-13 together with
14 h(a) -* e
15 h(b)
	
e
Now if we calculate the normal forms of h(a * i(b)) and h(i(z) * a * z) we obtain e in each case,
showing that ker(h) is a normal subgroup .
EXAMPLE 3, Composition of homomorphisms
Now suppose we wish to prove that the composition of two homomorphisms g and h is a homo-
morphism (Test Problem
15
of Wos (Wos
(1988))) . We add the equation
g(x * y) = g(x) * g(y)
to the complete system 1-13 and complete again to obtain a new complete system consisting of
1-13 together with
14 9(x * y)
-+
g(x) * g(y)
15 g(e) , e
16
g(i(y))
-+
i(g(y))
The normal form of g(h(x * y)) is g(h(x)) * g(h(y)), which proves the result .
EXAMPLE 4 . Automorphisms of groups
Now suppose we wish to investigate automorphisms of groups . We add to the existing complete
system 1-16 the equations
g(h(x))
= z
h(g(x)) = z
which state that h and g are mutually self-inverse . Completing again we obtain
1-16 together with
17 g(h(z)) --~ x
18 h(g(x)) -. x
To show that the kernel of an automorphism is the identity subgroup {e}
we add the equation
g(c) = e
and complete again, deriving that c e . Thus if c E ker(g), c = e . In a similar way we
may prove that the composition
of two automorphisms is an automorphism, and that composition
is associative. This proves that the set of all automorphisms,
Aut(G), is a group, since it is closed
under the associative binary operation of composition and closed under taking inverses from 17
and
18
.
We may now investigate certain automorphisms of the group G . Suppose that g is an automor-
phism with g(x) = i(x) . Adding this as an equation to
1-18 and completing we obtain
i(y) *
i(x) = i(x) * i(y),
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h(x) -+ a * (x * i(a))
x*(y*(x*y))=x*(x*(y*y))
f(a) = a
ƒ(b) _ (i(a) * b) * a
ƒ(c) = C * a
f(i(d)) = i(d) * a .
g(a) --* a
g(b) ---' (a * b) * i(a)
g(c) - c * i(a)
g(d) a * d .
t(a) = i(b)
t(b) = c
t(i(c)) = d
t(d) = i(a) .
from which it follows that G is commutative. Thus we have shown that if G is a group and g is an
automorphism of G which takes every element to its inverse then G is commutative.
Suppose that g is an inner automorphism, that is one with g(x) = i(a) * z * a for some a E G .
Adding this as an equation to 1-18 and completing we derive that
and we have proved that the inverse of an inner automorphism is also inner . In the same way we
may derive that the inner automorphisms form a subgroup of Aut(G), since they are closed under
taking inverses and composition .
Consider now a homomorphism g satisfying g(x) = x * x for all x E G . When we add this to
1-15 the completion algorithm derives the equation
from which it follows that G is commutative, by multiplying both sides by i(z) on the ieft and i(y)
on the right. Thus we have shown that if the map G : z -i x3 is a homomorphism then G is a
commutative group .
EXAMPLE 5 .
Computations with automorphisms of free groups
Now suppose that we want to calculate the action of some automorphisms of a free group
. We
observe that the carrier set of the system 1-18 is the trivial group
{e} . However if we add n distinct
constants to the system the carrier set becomes a free group of n generators . For example, if we
add constants
a, b, c, d to the system, we obtain the free group F generated by a, b, c and d . Now
we can write down the action of the automorphism f on each generator or its inverse . For example,
We can complete the system given by 1-18 and these 4 equations; the new complete system includes
the rules
and so g, the inverse of f, has been computed . Similarly, we may define another automorphism t
on F by the following equations .
Then 1-10 and the rewrite rules below form a complete system . The original operator precedence
has now been extended to s >a> i, e, * ; t > a, b, c, d > i, e, * ; and i > e > * .
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11 . f (e) -+ e
12. t(e) - e
13 . f(i(x)) -+ i(f(x))
14 .
f(x*y),f(x)*f(y)
15. t(i(z)) -+ i(t(z))
16 . t(z * y) -+ t(x) * t(y)
17 . f (a) -+ a
18 . f(c)--+c*a
19. f (b) -* (i(a) * b) * a
20 . f (d) -+ i(a) * d
21 . t(b) -+ c
22. t(a) -+ i(b)
23 . t(d) -+ i(a)
24 . t(c) -+ i(d)
The image of an element in F under a composition of s and t can now be calculated in terms
of the normal forms of the system . For example, the image of the word c*d*i(b)*i(a) under the
automorphism iosotos is a*b*c*d .
5. Commutators
In this section we define the commutator in a group and consider two examples of groups where
REVE was used to investigate the commutator structure .
EXAMPLE 6 . Commutator identities
The commutator of two elements z, y of a group is the element i(x) * i(y) * z * y, which we denote
by k(x, y) . Two elements x, y commute if and only if k(x, y) = e. The subgroup generated by all
elements of the form k(x, y) is called the derived subgroup .
The system 1-10 above together with
11 . k(x, y) ---+ i(x) * i(y) * x * y
is complete, and so by calculating the normal forms of both sides we may verify standard commu-
tator identities (see(Hall (1959))) such as
k(x, y * z) = k(x, z) * i(z) * k(x, y) * z,
the Jacobi identity
(i(y) * k(k(x, i(y)), z) * y) * (i(z) * k(k(y, i(z)), z) * z) * (i(z) * k(k(z, i(z)), y) * z) == e,
and
k(z,e) = e
k(x, x) = e
k(x, y) * k(y, x) = e
(i(z) * k(x, y)) * z = k((i(z) * x) * z, (i(z) * y) * z)
k(y * 1(x),
z
* i(y)) = e .
We would like to know which of such identities suffice to define the commutator function .
B.H.Neumann (Neumann (1986)) attacked this problem by constructing models which satisfied
some of the axioms but not others .
To use completion we consider new binary operation k on a group, and try to complete systems
consisting of 1-10 above with the identities above. If we succeed we will be able to deduce whether
or not 11 holds in our system, and hence whether or not the identities suffice .
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However the completion algorithm seems to diverge, generating more and more rules of the form
k(z*y,x*y*z*i(y)*i(x)) --' x*y*k(x* y, z)*i(y)*i(z) .
Thus completion did not help here, although it is not clear to us whether it is because no complete
system exists or because we could not find one with REVE.
EXAMPLE 7 .
Groups of exponent 3
Test problem 2 of (Wos (1988)) was to prove that a group in which z * x * z = e for all z satisfies
k(k(x, y), y) = e for all x, y. Completing the set 1-11 together with
where a and b are constants, we obtain the complete set consisting of 1-11 and
Calculating the normal form of k(k(a, b), b) gives e as required . Of course we have proved a
stronger result than Wos's problem 2, since we have shown that if a, b are elements of any group
and a3 = b3 = ( a * b) 3 = ( a * a * b) 3 = e then k(k(a, b), b) = e . In fact it follows from studying the
rewrite rules that the group generated by a, b with these relations has 27 elements. This example
could be done very easily with the aid of the computational group theorists' nilpotent quotient
algorithm as implemented in for example the CAYLEY system .
EXAMPLE 8 . A soluble group
If we vary the previous example slightly by completing 1-11 together with
f(x) =x*z*x
f(a) = e
f(b) - e
f(a*b)=e
f(a*a*b)=e,
f(x) =z*x*x
f(a) = e
f(b) = e
Aa
* b) = e,
12 . f(x) ----+x*(x*x)
13 . a*(a*a) ---.e
14. b*(b*b)--*e
15 . b*(b*(b*z)) ~ z
16 . a*(a*(a*z))
17. i(b) b * b
18 . i(a) a * a
19 . b*(a*(b*a))-*a*(a*(b*b))
20 . b*(a*(b*(a*z)))---*a*(a*(b*(b*z)))
21 . b*(b*a) - a*(a*(b*(a*(a*b))))
22 . b*(a*(a*(b*a)))--+a*(a*(b*(a*b)))
23 . b*(b*(a*z))-*a*(a*(b*(a*(a*(b*z)))))
24 . b*(a*(a *(b*(a*z))))-.a*(a*(b*(a*(b*z))))
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where a and b are constants, we obtain the complete system consisting of 1-11 together with
Calculating normal forms we obtain
12 . a*(a*a) - e
13 . b*(b*b) ~ e
14 . b*(b*(b*z)) -+ z
15 . a*(a*(a*z)) -+ z
16 . i(a) ---+ a * a
17 . i(b) ---+ b * b
18 . f(X) -+x*(x*x)
19 . a*(a*(b*b))---+b*(a*(b*a))
20 . a*(b*(a*b))---+b*(b*(a*a))
21 . a*(b*(a*(b*z)))-+b*(b*(a*(a*z)))
22 . a*(a*(b*(b*z)))---+b*(a*(b*(a*z))) .
k(k(a, b), k(a, i(b))) = e,
and evaluating other expressions of this form is enough to prove that the derived subgroup is
commutative, and hence that the group is soluble
. We can also show that the normal form of
f (k(a, b)) is
b*a*b*b*a*b*b*a*b*a*a*b*a*a*b*a*a*b
thus verifying that the derived subgroup does not satisfy x 3 = e .
6 . Laws for groups and ternary
algebras
In this section we consider several examples of algebraic systems; alternative axiomatisations of
groups and groups of exponent two, ternary algebras, non-associative rings and monoidal categories
and the higher homotopy groups of a topological space
.
In the papers we mentioned above Knuth and Bendix and Lescanne gave examples of complete
sets of rules obtained from some laws which define groups
. Here we consider two examples due to
B.H.Neumann (Neumann(1981)) . Each of these consists of a single axiom, involving four variables
.
It is not known whether there is a single axiom defining groups which involves only three variables
.
EXAMPLE 9 . An
axiomatisation of groupst .
The variety of groups is defined by the single law
x * i((i(i(y) * (i(x) * w)) * z) * i(y * z)) = w,
which is equivalent to the complete system given in section 2 above. This is shown as follows. We
give equation above to the REVE system with the operator precedence
i > *, and assign to * the
t A preliminary version of this paper (Martin (1986)) contained a more detaileà account of the next two examples,
but Kapur and Zhang (Kapur
& Zhang (1988)) have since published an account of how to use the RRL system to
deal with single law axiomatisations for groups, and we refer the reader there for more details .
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status R. The following complete system is obtained .
a(x, a(i(x), xl)) -+ xl
a(x, e) - x
i(e) -• e
x * x2 ---+ a(x, x2)
a(i(x2), x2) ---+ e
a(e, x2) - x2
b(xl) ---. xl
a(x2, i(x2)) -- e
i(i(x2)) , x2
a(i(x3), a(x3, ni)) -, xl
i(a(y, x2)) ---• a(i(x2), i(y))
a(a(x, y), x2) ---+ a(x, a(y, x2))
The additional operators a, b and e need some explanation. If REVE generates an equation of
the form f (m, y) = f (z, x) for example, which has variables on each side which do not occur on the
other, the program suggests the introduction of a new unary operator g, which divides the equation
into two new equations, f (m, y) = g(x) and f (z, x) = g(m) . This step can produce important new
operators, like the identity element e in this example, or operators like a and b which turn out to
be redundant .
Careful inspection shows that this set of rules defines the variety of groups, since if we take a
and * to be multiplication, i to be the inverse function, e to be the identity element and b the
identity function the usual group axioms hold in this system and conversely each of the rules holds
in the variety of all groups .
EXAMPLE 10 . Another axiomatisation of groups
The single law
i(z * i(z)) * (i(i((x * w) * y) * x) * i(y)) = w
also defines the variety of groups, and this shown just as in example 1 .
EXAMPLE 11 . Groups of exponent twot
We want to prove that the three laws
(x*x)*y=y
(x*y)*x=(y*x)*x
(x*x)*y=(x*y)*x
axiomatise groups of exponent two. The system does does not terminate but the system quickly
generates enough equations to prove the result .
The following rules and equations are deduced by the system .
y1*y=y*yl
(x*y)*x -'y
(y*x)*x- -.y
yl*(y*yl)-*y
yl*(yl*y) -- • y
x*n ----+ e
e*y--'y
y*e -*y
It follows immediately from these identities that * is commutative and has a two-sided identity
e. Since (z * y) * z = (y * z) * x and * is commutative, we have
(x*y)*z=(y*z)*x=x*(y*z)
tThis example was shown to us by Dr S Pride .
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and so * is associative. Thus the laws define groups of exponent two, since they clearly hold in
groups of exponent two .
Notice that as our original system can be derived from the two equations
(x*x)*y-y
and
(x*y)*z=(y*z)*x
we have shown that these also axiomatise groups of exponent two .
EXAMPLE 12 . Ternary Algebras
This example was used in (Wos & Winker (1984)) to demonstrate the theorem prover AURA . The
following identities define a ternary Boolean algebra, and we want to show that each of the first
three is independent of the remaining four .
f (f (v, w) x), y, f (v, w, z)) = f (v, w, f (x, y, z))
f(y,z,z)=x
f(x)
y,9(y))
= z
f (x, x, y) = x
f (9(y),
y, x) = x
Wos's method consisted in constructing small examples in which the given four equations held
but the fifth did not .
What we would like to do is to remove the given equation, find a complete set of rewrite rules
equivalent to the remaining four and then calculate the normal forms of the two sides of the given
equation and find that they are different, showing that the given equation is not a consequence of
the remaining four . This would show that the given equation is independent of the others in the
initial model ; Wos constructs a model in which it is independent .
Our strategy works perfectly for the first equation . From the initial equations
we obtain the complete set of rewrite rules
:
f (y, x, x)
-+ x
f(0,y,9(y)) - x
f(x,z,y)
-+ x
f (9(y), y, x)
--' x
The two sides of equation one, f (f (v, w, z), y, f (v, w, z)) and f (v, w, f (x, y, z)), are already in
normal form since neither can be reduced by applying the rules, and thus equation one is indepen-
dent of the other 4 .
However when we delete equations 2 or 3 the system derives the equation
f(x,y, f(x,w,z)) = f(x,w, f(x,y,z))
which gives a non-terminating rule however it is ordered . Thus no complete system can be derived
.
EXAMPLE 13 . Two results in non-associative rings
In
(Stevens (1987)) Stevens describes how some theorems about non-associative rings were proved
using the ITP system . A non-associative ring is an abelian group with a multiplication which
f(y,z,z)=x
f(x, y, 9(y)) =
x
y) = x
f (9(y),
y, x)
= x
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obeys the left and right distributivity laws . REVE derives the following complete rewrite system
for a non-associative ring.
0+z-.x
-(x) + x ---* 0
-(0) ' 0
-(-(v0)) , vO
-(v3 + x) - a -(v3) + -(x)
x*(y+z)- +(x*y)+(x*z)
(x+y)*z--*(x*z)+(y*z)
xl*0 - 0
0 * z - 0
-(al) * x , -(al * x)
xl * -(x) -(al * x)
The associator and commutator functions are binary and ternary operations defined as follows ;
i a(x
)
y, z) = ((z * y) * z) + (-(z * (y *
z)))
ii c(x,
y) = (x * y) + ( - (y * x)) .
An alternative ring is a non-associative ring satisfying
iii (x*y)*y=x*(y*y)
iv (x*x)*y=x*(x*y) .
In his paper Stevens discusses how ITP was used for proofs of the following identities in alter-
native rings . First the following lemmas are proved,
1 a(x, x, y) = 0
2 a(z, y, y) = 0
3 a(x,
-(y), z) =
-(a(x,
y, z))
4 a(-(x), y, z)
_ -(a(x,
y, z))
5 a(x, y,
- (z)) =
-(a(x,
y, z))
6
c(x, y) = (x * y) + (-(y * x))
7 a(x,y,u+v)=a(x,y,u)+a(x,y,v)
8 a(x, u + v, y) = a(z, u, y) + a(z, v, y)
9 a(u + v, z, y) = a(u,
x,
y) + a(v, x, y),
and then the main results :
10 a(w * x, y, z) + -(a(w, x * y, z)) + a(w, x, y * z)+
(w * a(z, y, z)) + -(a(w, x, y) * z) = 0 Teichmuller identity
11 a(z, y, z) + a(x, z, y) = 0 . Flexible law
Stevens gives some further results where a fully automatic proof was not possible
12 x * (y * (z * y)) = c(x * y, z) * y Left Moufang identity
13 (y * (z * y)) * x = y * c(z, y * x) Right Moufang identity
14 (z * y) * (z * x) = x * ((y * z) * x) Middle Moufang identity
15 a(z, y * x, z) = x * a(z, y, z) Alternative form of left Moufang identity
16 a(z, z * y, z) = a(z, y, z) * z Alternative form of right Moufang identity,
and finally the challenge problem
17 a(x * y, z, w) + a(x, y, c(z, w)) _ (x * a(y, z, w)) + (a(x, z, w) * y) .
There are two possible ways to use REVE here. We may work with the explicit definition
of a(x, y, z), so that canonical forms are obtained by expanding the definition and contain no
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occurrences of a. Thus we add the equations (i-iv) to the basic set and order all from left to right,
when proofs of 1 - 10 can be obtained by rewriting without computing any further critical pairs .
We may now run the completion procedure again using 1-9 and the basic set, but not (i-iv), to
try and get canonical forms involving a rather than its expansion . The flexible law (11) is derived
almost immediately. The system also derives
a(x, y, z) = a(z, x, y),
from which we conjecture that a complete system cannot be found, as this equation cannot be
ordered into a terminating rule .
We were alas unable to derive 12-17 . ITP also "resists a completely automated attack" on 12-17,
and it seems essentially for the same reason as REVE : any hand proof, and it is conjectured any
automatic one, will involve using rewrite rules both ways round .
EXAMPLE
14 . Monoidal Categories and Higher Homotopy Groups
Let K be an arbitrary category which possesses binary product A x B and a terminal object 1 . A
monoid in the category IC is an object K equipped with morphisms m : K x K -+ K (multiplication)
and a : 1 -+ K (identity) subject to the following three axioms :
m(m(x, y), z) = m(x, m(y, z)) associative law
m(a, x) = x left identity law
m(x, a) = x right identity law
Notice that a morphism of a terminal object 1 into an object K, a : 1 -+ K, can be viewed as a
constant a in K.
Let us now consider the category of monoids M, whose objects are monoids and morphisms are
monoid homomorphisms. Recall that a monoid M is a set M equipped with a binary associative
operator *, that is, z * (y * z) = (x * y) * z . Also, M contains a unique unit element e such that
e * x = x and x * e = z . In addition, a monoid homomorphism f : M -. M' must preserve the
monoid structure, that is, f (x * y) = f (x) * f (y) . Note also that M contains a terminal object 1,
namely, the trivial monoid and, hence, there exists a monoid homomorphism a : 1 - M . Moreover,
M certainly possesses binary products . Consequently, a monoid in the category of monoids M is
defined as follows : let M be an object ofM and m : M x M - M be a monoid homomorphism
such that
m(m(x, y), z) = m(x, m(y, z))
m(a, x) = x
m(x, a) = x
m(x * xl, y * yl) = m(x, y) * m(z1, y l ) (since m is a monoid homomorphism)
Now we wish to use the completion procedure to establish the fact that any monoid m : M xM
M in the category of monoida is commutative, that is m(z, y) = m(y, x) .
We start by reading the following equations into the system :
X * ( y * z) = (x * y) * z
e*x=x
x*e=x
m(rn(x, y), z) = m(x, m(y, z))
m(a, x) = x
m(x, a) = x
m(x * x1, y *
yl) =
m(x,
y) * m(xl, yl)
When we run the completion procedure we obtain the equation
m(x2, m(x4, xl)) = m(x2, m(xl, x4))
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and the rules
a- e
x*y-+m(y,a)
m(e, x) -+ x
m(x, e) - x
m(m(x, y), z) --+ m(x, m(y, z))
Although the equation cannot be oriented, the equation m(e, m(x4, al)) = m(e, m(xl, x4)) can
still be shown to be satisfied by setting z2 = e . Having added this equation to the system, we
continue the completion procedure . The commutative equation m(x, y) = m(y, z) is deduced as a
consequence. After declaring the operator m to be associative and commutative, the system goes
on to produce the following complete set of rules :
a ---+ e
x*y-+m(y,x)
m(x, e) -+ x
Hence, the commutativity of monoid in the category of monoids has been established . Likewise,
the system can also show the commutativity of monoid or group in the category of groups .
Elementary category theory shows that the category of monoids M has, in fact, a unique
terminal object 1, the trivial monoid containing exactly the unit element . Also, each monoid
M in M has a unique unit element e by definition . Therefore, by the equivalence of a monoid
homomorphism of 1 into M and a constant in M, it can be seen that a and e are identical . Now,
if we just enter the equations
e*x=x
x*e=x
m(e,
x) =
x
m(x,
e) = z
m(x *
xi, y * Yi) =
m(x, y)
*
m(xi, yi)
and run the completion procedure again, the associativity of m, m(m(z, y), z) _
m(x, m(y, z)), is obtained . After orienting this equation from left to right, an equa-
tion m(xl, m(x3, m(x2, x4))) = m(xl, m(x2, m(x3, x4))) is deduced. Hence, an equation
m(e, m(x3, m(x2, e))) = m(e, m(x2, m(x3, e))) can be added into the system since it is an in-
stance of the proven equality. Continuing the completion procedure, the commutativity of m is
thus discovered . Having declared the associativity and commutativity of m, the following complete
set of rules is obtained :
x*y ~ m(x,y)
m(x, e) , x
Finally we note that the second homotopy group, and similarly any higher homotopy group, can
be defined by the following set of equations (see (Brown (1979)) for details)
x*(y*z)=(x*y)*z
e*x=x
x*e=x
i(z) *x=e
x*i(z)=e
ao(yoz)=(aoy)oz
aox=x
xoa=x
i(z) oz=a
z o j(z) = a
(z*ai)o(y*yi)=(aoy)*(aioy')
Notice that this set of equations are just the set of equations defining the monoid in the category
of monoids above, replacing m by o, together with the left and right inverse laws for both * and o .
Therefore using exactly the same completion procedure, the commutativity of the second homotopy
group, and similarly any higher homotopy group, can be established .
7 . Presentations of groups, semigroups and monoids
A monoid has a single associative binary operator, a semigroup is a monoid with a two sided
identity and a group is a semigroup in which every element has a two sided inverse . The general
theory of term rewriting systems can be recast to deal with presentations of groups, semigroups
or monoids by considering only string replacement systems, or semi-thue systems . Indeed the
Todd-Coxeter algorithm, a standard computational technique for deriving the order of a finite
group given by a presentation, may be regarded as a special form of completion algorithm (Sims
(1987)). Term rewriting in semigroups is described by Jantsen (Jantsen (1988)), and in groups by
Le Chenadec (Le Chenadec (1984)) . There have been several special purpose implementations of
completion algorithms for strings, for example (Epstein et al (1991)), which will in general be much
more efficient than using a general completion algorithm . However results can also be obtained
from a general term rewriting system .
We could try to complete the system consisting of the group or semigroup axioms and the
equations given by the defining relations . However it turns out to be more efficient to regard
each generator as a unary operator, and each relation s = t as an equation s(x) = t(x), and,
for semigroup presentations, to introduce the identity operator i with i(x) = x, and, for group
presentations, to introduce a new operator A and equations A(a(x)) = x and a(A(x)) = z for
each operator a . This approach also makes it easy to compare the monoid, semigroup and group
generated by a particular presentation . F6r legibility we use the usual notation in all but the first
of our examples . We denote the empty word by e .
EXAMPLE 15 . A one relator semigroup
Consider the semigroup on a and b with the single relator a = aba 2b. The relator is put into
operator form a(b(a(a(b(x))))) = a(x), and a completion theorem prover produces the following
completed system, using the operator precedence b > a .
a(b(a(a(b(x))))) -+ a(x)
a(a(a(b(x)))) -+ a(b(a(a(x))))
This semigroup was described in Howie and Pride (Howie & Pride (1988)) as one which was
not amenable to their geometric methods . A general solution to the word problem for one relator
semigroups of the form
[a, b l a = abak b]
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is given by Jackson (Jackson (1986)), and the solution above is just the case k = 2 of this . The
ordering of equation 2 is at first sight counter-intuitive, since one might expect to collect powers of
a together rather than splitting them up. If we choose the operator precedence a > b the second
equation is ordered in the other direction, and the completion process appears to diverge .
EXAMPLE 16
. A group of order 56
Let
G =< a, b, c I ba = ac2 , cb = ba2 , ac = cbl > .
We begin with the following equations (note the operator notation is used in the implementation
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but supressed here for clarity) .
ba = ac 2
eb = ba2
ac = eb 2
Aa =E
Bb =E
Cc = E
The operator precedence a > b > c, A > a, B > b, C > c, B > a, C > a gives rise to the following
completed system .
B - c5bc5
C - c6
A-+be
bcb c2 be
bc5b - . C2
C7-~E
a --+ c4bc5
bc3b -+ CbC4
b2 -+ c3bc6
bc4 b -+ c4 bc2
bc2 b -- + c6bc5
bc6b ---+ c5bc3
The reader will notice that c has order 7, and that the canonical form of any element is of
the form c' or c3 be' with 0 < i, j, k < 6 . Thus this group has 56 elements, and elementary
calculations, which can be carried out by calculating normal forms, show that it is isomorphic
to the unique extension of the elementary abelian group of order 8 by its automorphism of order
7 which permutes the non-identity elements cyclically . The element u = c3bc2 has order 2, and
running the completion procedure again with the precedence b > c > u and the defining equations
bcb = c2bc
bc5b = c2
C7=E
bc3b = cbc4
b2 = c3bc6
bc4b = c4bc2
bc2b = c6bc5
bc6b = c5bc3
u = c3bc2
we obtain the following complete set of equations and hence a canonical form in terms of c and u .
C7 --+ E
C3u -+ uc2Uc
CUCUCU _ ucuc2
cuc2u _ ucucuc
c2ucu -+ uc3
b - ucucu
UU --+ f
These results could also be obtained with Cayley (Canon (1982)) .
EXAMPLE 17. The Fibonacci groups
The Fibonacci groups , which are defined by
F(n) =< mi, . . ., xn 12122 = X3, 22Z3 = X4, . . . 2n-lxn = 21, xnxl 02 >,
have been used as test cases for several techniques of computational group theory
. An account is
given in Johnson (Johnson (1979)) .
Once again we regard the generators as unary operators, but
we do not introduce operators corresponding to the inverses of generators, so that in effect we are
regarding the given presentation as a presentation of a monoid
.
The group F(5)
is cyclic of order 11, as the following complete system for the monoid presentation
of F(5) shows. The system was given the operator precedence a > b > c > d > e. With the initial
equations
the rewrite rules
a -, e4
b
--e
e 5
c ---+ e 9
d ---t e3
e12
---+ e
are obtained
. This result could of course also be obtained with the Todd-Coxeter algorithm of
computational group theory .
For the corresponding monoid presentation for F(6) the completion procedure appears to di-
verge .
However if we add two extra relations giving two of the generators order two so the initial
equations are
we obtain the following complete system .
e
2
-+ E
f2
	
45
a -+ef
c -+ f
d --+ f e
b - fef
We can deduce from this complete system that the element
e f has infinite order in the homo-
morphic image of F(6) defined by the two extra equations, since no rewrite rule can simplify any
power of e f, and hence all the powers of e f are in canonical form, and thus distinct
. Thus F(8) has
infinite order . In fact our complete system shows that the infinite dihedral group is a homomorphic
image of F(6) . Traditional computational group theory algorithms cannot prove so directly that
a group is infinite. An interesting survey is given in (Newman (1988)) .
Attempts to find an infinite homomorphic image of F(7) in a similar
way by setting suitable
words to the identity were not successful . This is not surprising, since F(7) is cyclic of order 29 .
The system was run until the rules expressed all the generators in terms of just two, f and g, and
then the additional relation flglfg
= e was added, when a complete system for the cyclic group
of order 29 was discovered . Thus the system has shown that the derived quotient of F(7) is cyclic
of order 29 .
ab = c
bc=d
cd = e
de = a
ea = b
ab = c
bc = d
cd =e
de = f
ef
=a
fa =b
es=E
f f = E
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EXAMPLE 18 . Higman's groups
Let p, q, r, a, t, u be integers, and let G(p, q, r, s, t, u) denote the group with three generators
a, b, c
and defining relations
aPb = ba',
bPc = cbt,
cra = ac" .
We consider first the group G(1, 1, 1, 2, 2, 2), which is in fact the trivial group (Neumann (1954)),
Section 23. We start with the following equations .
ab = baa
be = cb2
ca = acs
Aa=E
Bb 4E
Cc =E
aA = e
bB=E
cc =E
Given the operator precedence C > B > A > a > b > c, the following completed system is
obtained, showing that the group is indeed the identity group . All 9 defining equations seem to be
necessary.
C--+E
B -+E
a-+ E
b-+E
C-+E
A --+ e
Now consider the group G(1,1,1,-1,-1,-1), which is infinite (Neumann (1954)) section 5 .
With the set of equations
ab = bA
bc = cB
ca = aC
Aa =E
Bb =E
Cc =E
aA=E
bB =E
cc =E
and the precedence A > a > B > b > C > c > dl >
d, we
obtain a complete system
Cc --+ E
CC-+E
aC ----+ ca
aba --+ b
A --+ Cbcab
bcb - c
B --+ Cbc
ac -+Ca
bC -+ CCbc
bc2 -+ c
2
b
ab3 -+ b3
a
abc --+ CCb2cab .
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Now since no rule simplifies powers of a, we deduce that all the powers of a are already in canonical
form, and hence that the group is infinite .
8 . Acknowledgements
The work described below was done using version 2 .4 of REVE, run on a VAX8600 in the
computer science department of the University of Manchester and SUN workstations at Royal
Holloway and Bedford New College . The authors are grateful to several people for suggesting
examples. The authors acknowledge the support of the UK SERC under grant GR E 83634. This
paper was typeset with the help of nachumacs . uiuc . edu's Latex style file for JSC.
References
S . Anantharsman, J . Hsiang & J . Meali, SbReve2 : A Term Rewriting Laboratory with (AC-)Unfailing Completion,
Lecture Notes in Computer Science, Springer 355, 3rd Inter . Conf. , RTA-89, Proceedings, ed. N . Dershowits,
1989, p 533_537
G . Bergman, The diamond lemma for ring theory, Adv Math 29 (1978) 178-218
B. Buchberger, History and Basic Features of the Critical-Pair Completion Procedure, J . Symbolic Computation, 3
(1987) 3-38
K. Brown, The Geometry of Rewriting Systems, preprint, Cornell University, 1989
R. Brown, Higher Dimensional Group Theory, Proceedings of the Conference on Topology in Low :Dimensions,
Bangor, 1979, London Mathematical Society Lecture Note Series 48
J. Canon, A Language for Group Theory, Dept . of Mathematics, University of Sydney, Australia, July 1982
N. Dershowits, Termination of Rewriting, Journal of Symbolic Computation, 3 (1987) 69-116
A . J . J . Dick and J . R . Kalmus, ERIL User's Manual, Technical Report RAL-88-055, Rutherford Appleton Labora-
tory,
1988
D . B . A . Epstein, D . F . Holt
and S
. E . Rees,
The use of Knuth-Bendix methods to solve the word problem in
automatic groups, to appear, Journal of Symbolic Computation
S. Garland and J . Guttag, The Larch Prover, Lecture Notes in Computer Science, Springer 355, 3rd Inter . Conf. ,
RTA-89, Proceedings, ed. N . Dershowits, 1989 .
M. Hall, Jr ., The Theory of Groups, Macmillan, 1959
M . Hermann, C . Kirchner and H . Kirchner, Implementations of Term Rewriting Systems, Computer Journal 34
(1991), 20-33
J . Howie and S . Pride, The word problem for one-relator semigroups, Math Proc Cam Phil Soc 99 (1986), 33-44
.
G
. Huet and D . Oppen, Equations and Rewrite Rules - a survey, in Formal Languages : Perspectives and Open
Problems, ed R Book, Academic Press 1980
D . A. Jackson, Some one relator semigroups with soluble word problems, Math Proc Cam Phil Soc 99 (1986),
433-434
M. Jantsen, Confluent String Rewriting, EATCS Monographs on Theoretical Computer Science (Vol .
14)
Springer
1988 .
D . L
. Johnson, Topics in the theory of group presentations, London Mathematical Society Lecture Note Series 42,
1979
D Kapur and H Zhang, A case study of the completion procedure
: proving ring commutativity problems . Tech
Report SUNY at Albany, May 1989, to appear, Festschrift for Alan Robinson
(eds Lasses and Plotkin)
D . Knuth and P. Bendix, Simple Word Problems in Universal Algebras, in Computational Problems in Abstract
Algebra, Pergamon Press 1970, ed J . Leech
.
D . Kapur and H . Zhang, Proving equivalence of different axiomatisations
of free groups, Journal of Automated
Reasoning, 1988, 331-352 .
D . Kapur
and H . Zhang, An Overview of the Rewrite Rule Laboratory (RRL), Lecture Notes in Computer Science
355, Springer, 3rd Inter. Conf. , RTA-89, Proceedings, ed . N
. Dershowits, 1989
.
D . Kapur, G. Sivakumar and H . Zhang, RRL : A Rewrite Rule Laboratory, 8"h Intl . Conf . on Automated Deduction,
Lecture Notes in Computer Science 230,
Springer , 1986
P . Le Chenadec, Canonical Forms in Finitely presented Algebras, in 7th International Conference on Automated
Deduction, Lecture Notes in Computer Science 170, Springer, 1984
P. Lescanne, Term Rewriting Systems and Algebra, in 7th International Conference on Automated Deduction,
Lecture Notes in Computer Science 170,
Springer, 1984
E. Lusk and R . Overbeek, The Automated Reasoning System ITP, Argonne National laboratory ANL-84-27, 1984
.
U
. Martin, Doing Algebra with REVE, Research Report, University of Manchester 1986 .
M. F
. Newman, Proving a group infinite, Ressearch report 26, Department of Mathematical Sciences, IAS, Australian
National University, 1988
B. H . Neumann, An essay on free products with amalgamations, Phil Trans Royal Soc London Ser A. 246 (1954),
503-554 .
1 00
	
U. Martin and M . Lai
B. H . Neumann, Another single law for groups, Bull Austr Math Soc 23 (1981) 81-102 .
B . H . Neumann, seminar at the University of Oxford, May 1986 .
C . C. Sims, Verifying Nilpotence, Journal of Symbolic Computation 3 (1987) 231 -247
R
. L
. Stevens, Some experiments in non-associative ring theory with an automated theorem prover, Journal of
Automated Reasoning 3 (1987) 211-221
L
. Woo, Automated Reasoning : 33 Basic Research Problems, Prentice Hall, 1988
L. Woe and S . Winker, Open questions solved with the assistance of AURA, Contemporary Mathematics 29 (1984)
73-88
.
H. Zhang and D . Kapur, Unnecessary inferences in associative-commutative completion procedures, J Math System
Theory, 23 (1990) 175-206 .
