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Abstract:
Objective: We consider the following problem from credit risk modeling: Our sam-
ple (Xi, Yi), 1 ≤ i ≤ n, consists of pairs of variables. The rst variable Xi measures the
creditworthiness of individual i. The second variable Yi is the default indicator of indi-
vidual i. It has two states: Yi = 1 indicates a default, Yi = 0 a non-default. A default
occurs, if individual i cannot meet its contractual credit obligations, i. e. it cannot pay
back its outstandings regularly. In a rst step, our objective is to estimate the threshold
between good and bad creditworthiness in the sense of dividing the range of Xi into two
rating classes: One class with good creditworthiness and a low probability of default and
another class with bad creditworthiness and a high probability of default.
Methods: Given observations of individual creditworthiness Xi and defaults Yi, the
eld of change point analysis provides a natural way to estimate the breakpoint between
the rating classes. In order to account for dependency between the observations, the
literature proposes a combination of three model classes: These are a breakpoint model,
a linear one-factor model for the creditworthiness Xi, and a Bernoulli mixture model for
the defaults Yi. We generalize the dependency structure further and use a generalized
link between systematic factor and idiosyncratic factor of creditworthiness. So the sys-
tematic factor cannot only change the location, but also the form of the distribution of
creditworthiness.
Results: For the case of two rating classes, we propose several estimators for the
breakpoint and for the default probabilities within the rating classes. We prove the
strong consistency of these estimators in the given non-i.i.d. framework. The theoretical
results are illustrated by a simulation study. Finally, we give an overview of research
opportunities.
Keywords: regression with jump, change point, split point, credit risk, rating classi-
cation, default probability, dependence, strong consistency
ii
1 INTRODUCTION
1 Introduction
Let (Xi, Yi), 1 ≤ i ≤ n, be bivariate observations. The variable Xi ∈ R measures the
creditworthiness of debtor i, which is a person, a rm or a country. In credit risk, this
variable is also called a score. High values represent a high creditworthiness and vice
versa. The variable Yi is the so called default indicator variable of debtor i with two
possible states. The value Yi = 1 is taken in the case of default of debtor i and Yi = 0
in the case of non-default. Thereby, a default event occurs if a debtor does not meet its
contractual credit obligations.
The idea of the joint behavior of the variables is as following. With increasing cre-
ditworthiness the corresponding probability of default (PD) decreases stepwise. As a
consequence, dierent rating classes can be constructed with class specic default prob-
abilities (also called risk levels) πk. The rating class borders θk can be interpreted as
breakpoints. A breakpoint indicates a structural change within the default probabili-
ties. Finally, the main target is an estimation of the breakpoints, and thereby the rating
classes, as well as the corresponding risk levels. In the contribution at hand, we start
with two classes, i. e. there exists exactly one breakpoint θ. In the credit risk framework
one could simply think of good and bad creditworthiness.
Up to now, the issue of breakpoint and risk level estimation has been discussed mainly
for the i.i.d. case, e. g. by Dempe and Stute [2002] and Ferger and Klotsche [2009].
Therein, dierent types of breakpoint estimatorsnamely the maximum likelihood (ML)
estimator, the Dempe-Stute (DS) estimator and the plug-in (PI) estimatorwere de-
veloped and investigated. These estimators turned out to be strongly consistent under
quite general assumptions. Tillich [2013] reviewed these contributions and found con-
nections to the credit risk literature.
An important question in credit risk is the dependence structure of debtors, because
the assumption of independence is unrealistic. For modeling the dependence structure,
Tillich and Ferger [2015] propose a linear factor model for the creditworthiness variable
Xi (see Section 2 for more details). The factor model incorporates a systematic factor
aecting all scores Xi and therefore causing dependence. In this non-i.i.d. framework,
Tillich and Ferger [2015] investigate the Dempe-Stute estimator for the breakpoint and
plug-in estimators for the risk levels and show the strong consistency of these estimators.
But there is still another problem: In application, measured creditworthiness can be
bounded, see Tillich [2013]. Hence, the systematic factor does not only cause a shift of
the creditworthiness distribution, but changes its shape as well. Thus, the next step is a
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Table 1: Overview on dierent theoretical main results and assumed setting of contribu-
tions in the eld of breakpoint (and risk level) estimation.
investigation of estimators for
breakpoint θ risk levels
contribution model DS ML PI π1, π2
Dempe and Stute [2002]
i.i.d.
X
Ferger and Klotsche [2009] X X X
Tillich [2013] X X X X
Tillich and Ferger [2015]
non-i.i.d.
linear link X X
Hähle [2014] non-linear X X
contribution at hand link X X X X
generalized, namely a non-linear, link of systematic and individual eect. Based on the
working paper leading to Tillich and Ferger [2015], Hähle [2014] developed the concept
of proving that the already proposed estimators are strongly consistent in the non-linear
case. However, some important questions referring to the requirements on the non-linear
link function still remain unanswered. This is the starting point of the contribution at
hand.
As a concluding overview on the dierent works in the eld of breakpoint (and risk
level) estimation, Table 1 provides an orientation on the theoretical main results of the
several contributions.
This contribution is structured as follows. Section 2 describes the model background
for the observations (Xi, Yi). Basically, we assume a non-i.i.d. setting with a generalized
model in the sense of a non-linear link function. In this setting, we investigate the
maximum-likelihood estimator (Section 3), the Dempe-Stute estimator (Section 4),
and some plug-in estimators (Sections 5 & 6). In Section 7 some technical assumptions
are claried and illustrated with examples. In addition, we support the theoretical work
with a short simulation study (Section 8). Section 9 concludes the paper and provides
an outlook.
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2 One-factor, Breakpoint, and Bernoulli Mixture
Model
As can be seen from Table 1, the former contributions are based on dierent assumptions
on the dependence structure of the pairs (Xi, Yi), 1 ≤ i ≤ n. The starting point was
to assume the bivariate observations (Xi, Yi) to be i.i.d., cf. Dempe and Stute [2002],
Ferger and Klotsche [2009], Tillich [2013]. The next step was to take dependency into
account as done in Tillich and Ferger [2015]. Therein a linear one-factor model (in
connection with a Bernoulli mixture model) was used to create dependence between the
random vectors (Xi, Yi), i. e.
Xi = Z + Ui, 1 ≤ i ≤ n, (2.1)
where the latent variables Z,U1, . . . , Un are assumed to be mutually independent.
Within the present contribution we extend the idea from (2.1) by assuming that Xi
is a more general transformation of Z and U , i. e.
Xi = T (Z,Ui), 1 ≤ i ≤ n, (2.2)
where T : R2 → R is a real-valued function of two real variables. The latent vari-
ables Z,U1, . . . , Un are assumed to be mutually independent. The random variables Ui
are assumed to be identically distributed with distribution function FU . Hence, the score
variables Xi are identically distributed with distribution function FX . The marginal dis-
tributions as well as the joint distributions of Z and the Ui, and therewith the distribution
of Xi, are unknown. During the work, we will need additional assumptions about T , Z,
U and X. We will discuss them on the spot.
Analogously to the linear one-factor model, the random variable Z can be interpreted
as a systematic risk factor, which inuences all the scores Xi. In the context of credit
risk, it reects the economic situation as a whole. The so called idiosyncratic factors Ui
represent individual eects on the creditworthiness. By using a non-linear link func-
tion T , the systematic factor Z can not only cause a shift of the distribution of U , but
a more complex change of its whole shape.
The next step is to connect the scores with the default event, i. e. linking Xi and Yi.
This is done by the assumption of conditional independence and a two-state conditional
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Figure 1: Function m for π1 > π2
default probability,
P (Y ∈ · |X = x) =
n⊗
i=1
Ber(m(xi)), (2.3)
where X = (X1, . . . , Xn) is the random vector of the scores with realization x =
(x1, . . . , xn) ∈ Rn and Y = (Y1, . . . , Yn) is the random vector of the corresponding
Bernoulli variables. Finally, m : R→ ]0, 1[ is a one-step function given by
m(x) = π11{x≤θ} + π21{x>θ} =
π1, if x ≤ θ,π2, if x > θ, (2.4)
with risk levels 0 < π1 < 1, 0 < π2 < 1, π1 6= π2, and breakpoint θ ∈ R (see Figure 1).
In the context of credit risk, Equation (2.3) can be interpreted as follows. Given the
realizations xi of all scores Xi, the default variables Yi are conditional independent and
Bernoulli distributed with Bernoulli parameter m(xi). Hence, the conditional default
probability of debtor i depends only on its own creditworthiness xi and it takes either
the value π1 or π2.
Using factor models and the assumption of conditional independence is quite common
in credit risk modeling. Often, the factor model is combined with a threshold model, see
e. g. Bluhm et al. [2010], Höse and Huschens [2010], McNeil et al. [2005] or Schönbucher
[2003]. Within this type of model, the default Yi = 1 occurs if and only if Xi ≤ ci, where
ci is a xed threshold, i. e. Yi = 1{Xi≤ci}. In contrast, the model used here does not
contain such a deterministic link between Xi and Yi.
Both model types have in common that they can be seen as a two-step random exper-
iment. At rst, the scores Xi realize. Then, determined via a model specic connection,
the variables Yi realize. In our case the connection is modeled by the step function m.
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Consequently, and in contrast to the threshold model mentioned above, for every xi ∈ R,
the outcomes Yi = 0 and Yi = 1 are possible. The variable m(Xi) serves as the random
success (in our context: default) probability of the Bernoulli variable Yi. Thus, the given
model is a Bernoulli mixture model and it follows, compare for instance Bluhm et al.
[2010, pp. 55-56]:
Cov[Yi, Yj] = Cov[m(Xi),m(Xj)]. (2.5)
The dependency between the scores Xi caused by Equation (2.2) leads to a dependency
of the unconditional variables Yi. Compare Tillich [2016a] for a detailed discussion of
the special case (2.1).
Now the aim of the statistician is to estimate the model parameters, namely the
breakpoint θ and the risk levels π1 and π2. For this, we make
Assumption 2.1 The link function T : R2 → R as well as the distributions of Z
and U1, . . . , Un from (2.2) do not depend on the parameters θ, π1 and π2.
In order to estimate the breakpoint θ from the observations (Xi, Yi), a necessary as-
sumption is 0 < FX(θ) < 1. If this assumption is not fullled, there are no score
observations Xi to the left or to the right of θ. Thus, a detection of θ would be im-
possible, see also Dempe and Stute [2002, p. 235]. Are there observations on either
side of the breakpoint θ, we try to exploit the structural change in the probabilities of
default π1 and π2 in order to estimate θ. Which further assumptions are needed, we will
investigate in the next sections.
3 Maximum likelihood estimator for the breakpoint
Let Qn = PX denote the distribution of X and let µ denote the local counting measure
on {0, 1}, i. e.
µ = δ0 + δ1,
where δw is the Dirac measure (unit mass) at point w, compare Schmidt [2011, pp. 49-50]
or Schilling [2011, p. 26]. For every Borel-set A ⊆ Rn and B ⊆ {0, 1}n, it holds
P ((X,Y ) ∈ A×B) =
∫
A
P (Y ∈ B |X = x) PX(dx)
(2.3)
=
∫
A
n⊗
i=1
Ber(m(xi))(B) PX(dx)
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=
∫
A
∫
B
n∏
i=1
m(xi)
yi(1−m(xi))1−yi µn(dy) PX(dx).
From Assumption 2.1 and (2.2), it follows that the distribution Qn of X does not
depend on the unknown parameters θ, π1 and π2. Thus, the random vector (X,Y ) has
the (Qn ⊗ µn)-density
n∏
i=1
m(xi)
yi(1−m(xi))1−yi .
Hence, the likelihood function is the same as in the i.i.d. case, see Ferger and Klotsche
[2009]. Since m is of type (2.4), the log-likelihood function can be written as
`n(θ) =
n∑
i=1
1{xi≤θ} (yi lnπ1 + (1− yi) ln(1− π1))
+
n∑
i=1
1{xi>θ} (yi lnπ2 + (1− yi) ln(1− π2)) (3.1)
=
n∑
i=1
1{xi≤θ}
(
yi ln
(
π1
π2
1− π2
1− π1
)
+ ln
1− π1
1− π2
)
+
n∑
i=1
(yi ln π2 + (1− yi) ln(1− π2)) . (3.2)
In both steps, we use 1 = 1{xi≤θ} + 1{xi>θ}. See Tillich [2013, pp. 58-59] for a more
detailed calculation.
Note that the second sum in (3.2) does not contain the parameter θ. Thus, as in the
i.i.d. case studied by Ferger and Klotsche [2009, p. 98], the maximum likelihood (ML)
estimator for θ is given by
θ∗n := argmax
x∈R
S∗n(x), (3.3)
where the criterion function to be maximized is given by
S∗n(x) :=
1
n
n∑
i=1
1{Xi≤x} (αYi + β) (3.4)
with
α := ln
(
π1
π2
1− π2
1− π1
)
and β := ln
1− π1
1− π2
. (3.5)
For the following remark also see Tillich [2013, pp. 59-60].
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Remark 3.1 (On the criterion function S∗n)
(i) The realization of the random function S∗n diers from the rst part of the log-li-
kelihood function by the factor 1
n
. This has no inuence on the maximum point of
the considered functions. Thus, it is justied to call θ∗n ML estimator.
(ii) Using the factor 1
n
, we get an alternative representation of the empirical process S∗n:
S∗n(x) = αHn(x) + βFn(x), x ∈ R, (3.6)
where Fn denotes the random empirical distribution function of the scores
Fn(x) :=
1
n
n∑
i=1
1{Xi≤x} (3.7)
and Hn is the corresponding marked empirical distribution function
Hn(x) :=
1
n
n∑
i=1
1{Xi≤x}Yi. (3.8)
(iii) If π1 > π2, then β < 0 < α and α + β = ln
π1
π2
> 0 and vice versa.
Let X1:n ≤ X2:n ≤ . . . ≤ Xn:n denote the order statistics of this sample X1, X2, . . . , Xn.
In particular, X1:n is the minimum and Xn:n is the maximum of the sample. From
Remark 3.1(ii) we deduce the following properties of the empirical process S∗n (see also
Ferger and Klotsche [2009, p. 98] and Tillich [2013, p. 60]):
(i) S∗n : R → R is a random step function. The jumps can only occur at the ob-
servations Xi. The trajectories of S
∗
n are right continuous with left limits (rcll or
càdlàg), i. e. for all x0 ∈ R the left limit S∗n(x0−) := limx↑x0 S∗n(x) and the right
limit S∗n(x0+) := limx↓x0 S
∗
n(x) exist and S
∗
n(x0+) = S
∗
n(x0).
(ii) It holds S∗n(x) = 0 for all x < X1:n and S
∗
n(x) = αȲn + β for all x ≥ Xn:n, where
Ȳn :=
1
n
n∑
i=1
Yi = lim
x→∞
Hn(x) (3.9)
is the overall success (default) rate. The exact functional form in between is ran-
dom, but due to (2.4) and Remark 3.1(iii) we expect an increase followed by a
decrease.
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(iii) The function S∗n does not have a unique maximum point. But there exists a unique
smallest maximum point, whenever the value of S∗n is greater than zero on at least
one interval [Xi:n, X(i+1):n[, i = 1, . . . , n− 1, or [Xn:n,+∞[ . In this case θ∗n is taken
to be that smallest maximizer. Otherwise, we use the smallest observation, i. e.
θ∗n = X1:n.
Just like Ferger and Klotsche [2009], we start with the temporary assumption that
the risk levels π1 and π2 are known. Hence, also α and β are known. In order to prove
strong consistency of the ML estimator θ∗n we want to apply the Argmax-Theorem of
Ferger [2009, p. 25, Thm.4.6], which can also be found in Ferger and Klotsche [2009,
p. 124, Thm. A.1]. A multivariate extension of this can be found in Ferger [2015, p. 28,
Thm. 3.3]. To this we additionally have to prove the following:
(P1) S∗n converges uniformly to its limit process S
∗ almost surely (a. s.).
(P2) The limit process S∗ of S∗n is rcll (càdlàg).
(P3) The breakpoint θ is a. s. the well-separated maximum point of S∗, i. e.
S∗(θ) > sup{S∗(x) : |x− θ| > ε} for all ε > 0.
If these properties are fullled, then the convergence of the processes is transferred to
their maximum points. During the proof of (P1)(P3) we will collect requirements to
formulate a corresponding theorem.
We begin with studying the two random parts of (3.6). Note, that the following struc-
ture is very similar to the case of linear links studied by Tillich and Ferger [2015, Sec-
tion 3.2]. Furthermore, by ‖·‖ we denote the supremum norm, i. e. ‖f‖ := supx∈R |f(x)|.
By ‖ · ‖A we denote its restriction to the set A, i. e. ‖f‖A := supx∈A |f(x)|.
Assumption 3.1 Let IX be an open interval with P (X ∈ IX) = 1. Furthermore assume
that there exists a function T−1z = T
−1(z, · ) : IX → R, such that with probability 1 it
holds
Xi ≤ x⇔ Ui ≤ T−1(Z, x) for all x ∈ IX .
If Assumption 3.1 is fullled, then for all x ∈ IX it holds
Fn(x) =
1
n
n∑
i=1
1{Xi≤x} =
1
n
n∑
i=1
1{T (Z,Ui)≤x} =
1
n
n∑
i=1
1{Ui≤T−1(Z,x)} = Gn(T
−1(Z, x)),
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where
Gn(u) =
1
n
n∑
i=1
1{Ui≤u}
is the empirical distribution function of U . In doing so we use the idea that the random
variables Ui, 1 ≤ i ≤ n, are a random sample from the distribution of U . Thus,
0 ≤ ‖Fn − FU(T−1(Z, · ))‖IX = sup
x∈IX
|Fn(x)− FU(T−1(Z, x))|
= sup
x∈IX
|Gn(T−1(Z, x))− FU(T−1(Z, x))|
≤ sup
u∈R
|Gn(u)− FU(u)|
= ‖Gn − FU‖.
If IX 6= R, then we can extend the composition FU(T−1(Z, · )) as follows: Let
xinf := inf IX and xsup := sup IX .
• If xinf > −∞, then dene FU(T−1(Z, x)) := 0 for all x ≤ xinf .
• If xsup < +∞, then dene FU(T−1(Z, x)) := 1 for all x ≥ xsup.
Note that Fn(x) = 0 for all x ≤ xinf and Fn(x) = 1 for all x ≥ xsup. Thus,
Fn(x)− FU(T−1(Z, x)) = 0 for all x /∈ IX
and consequently
0 ≤ ‖Fn − FU(T−1(Z, · ))‖ = ‖Fn − FU(T−1(Z, · ))‖IX ≤ ‖Gn − FU‖. (3.10)
By the theorem of Glivenko-Cantelli (see e. g. Billingsley [1995, p. 269] or Shorack [2000,
p. 223]), it holds ‖Gn − FU‖
a. s.−→ 0 as n→∞. From this and (3.10), it results
‖Fn − FU(T−1(Z, · ))‖
a. s.−→ 0 (n→∞). (3.11)
Next, we decompose the marked empirical distribution function Hn into two random
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functions Rn and Mn as follows:
Hn(x) =
1
n
n∑
i=1
1{Xi≤x}Yi
=
1
n
n∑
i=1
1{Xi≤x}(Yi −m(Xi)) +
1
n
n∑
i=1
1{Xi≤x}m(Xi)
=: Rn(x) +Mn(x). (3.12)
The proof that Rn converges uniformly to zero with probability 1, i. e.
‖Rn‖
a. s.−→ 0 (n→∞), (3.13)
is completely the same as in Tillich and Ferger [2015, pp. 767-769].
Now we have a look at the second part Mn. Because m is a one-step function, see
(2.4), it holds
Mn(x) =
1
n
n∑
i=1
1{Xi≤x}m(Xi)
=
1
n
n∑
i=1
1{Xi≤x}(π11{Xi≤θ} + π21{Xi>θ})
= π1
1
n
n∑
i=1
1{Xi≤x}∩{Xi≤θ} + π2
1
n
n∑
i=1
1{Xi≤x}∩{Xi>θ}
=
π1Fn(x), if x ≤ θ,π1Fn(θ) + π2(Fn(x)− Fn(θ)), if x > θ,
=
π1Fn(x), if x ≤ θ,π2Fn(x) + (π1 − π2)Fn(θ), if x > θ. (3.14)
This in connection with (3.11) motivates the following denition:
H(x) :=
π1FU(T−1(Z, x)), if x ≤ θ,π2FU(T−1(Z, x)) + (π1 − π2)FU(T−1(Z, θ)), if x > θ. (3.15)
If IX 6= R, the composition FU(T−1(Z, · )) is extended as above. Since
0 ≤ ‖Mn −H‖ = sup
x∈R
|Mn(x)−H(x)|
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= max
{
sup
x∈]−∞,θ]
|Mn(x)−H(x)|, sup
x∈]θ,∞[
|Mn(x)−H(x)|
}
= max
{
sup
x∈]−∞,θ]
∣∣∣π1Fn(x)− π1FU(T−1(Z, x))∣∣∣,
sup
x∈]θ,∞[
∣∣∣π2Fn(x) + (π1 − π2)Fn(θ)
−
(
π2FU(T
−1(Z, x)) + (π1 − π2)FU(T−1(Z, θ))
) ∣∣∣}
≤ max
{
π1 sup
x∈]−∞,θ]
∣∣∣Fn(x)− FU(T−1(Z, x))∣∣∣,
π2 sup
x∈]θ,∞[
∣∣∣Fn(x)− FU(T−1(Z, x))∣∣∣
+ |π1 − π2|
∣∣∣Fn(θ)− FU(T−1(Z, θ))∣∣∣}
≤ max
{
π1 sup
x∈R
∣∣∣Fn(x)− FU(T−1(Z, x))∣∣∣,
π2 sup
x∈R
∣∣∣Fn(x)− FU(T−1(Z, x))∣∣∣
+ (π1 + π2) sup
x∈R
∣∣∣Fn(x)− FU(T−1(Z, x))∣∣∣}
= (π1 + 2π2)‖Fn − FU(T−1(Z, · ))‖,
by (3.11) we get
‖Mn −H‖
a. s.−→ 0 (n→∞). (3.16)
Due to the decomposition (3.12) we have
0 ≤ ‖Hn −H‖ = ‖Rn +Mn −H‖ ≤ ‖Rn‖+ ‖Mn −H‖.
From this as well as (3.13) and (3.16) it follows
‖Hn −H‖
a. s.−→ 0 (n→∞). (3.17)
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Together with (3.11), this yields the almost sure uniform convergence of S∗n to the limit
process (extended where necessary)
S∗ := αH + βFU(T
−1(Z, · )), (3.18)
i. e.
‖S∗n − S∗‖
a. s.−→ 0 (n→∞),
since
0 ≤ ‖S∗n − S∗‖ = ‖αHn + βFn − (αH + βFU(T−1(Z, · ))‖
≤ |α|‖Hn −H‖+ |β|‖Fn − FU(T−1(Z, · ))‖.
Thus, we have proven (P1).
To show (P2) and (P3), we have a more detailed look at the limit process S∗. It holds
S∗(x) = αH(x) + βFU(T
−1(Z, x))
=
(απ1 + β)FU(T−1(Z, x)), if x ≤ θ,(απ2 + β)FU(T−1(Z, x)) + α(π1 − π2)FU(T−1(Z, θ)), if x > θ. (3.19)
By demanding that the composition FU(T
−1(Z, · )) is rcll, i. e. by demanding that for
all x0 ∈ R there exist
FU(T
−1(Z, x0−)) = lim
x↑x0
FU(T
−1(Z, x)) and
FU(T
−1(Z, x0+)) = lim
x↓x0
FU(T
−1(Z, x)) = FU(T
−1(Z, x0)),
(3.19) guarantees that the left limits of S∗ exist and that S∗ is continuous from the right
on the open intervals ]−∞, θ[ und ]θ,∞[. Now we only have to check continuity from
the right in point θ:
lim
x↓θ
S∗(x) = lim
x↓θ
(
(απ2 + β)FU(T
−1(Z, x)) + α(π1 − π2)FU(T−1(Z, θ))
)
= (απ2 + β) lim
x↓θ
FU(T
−1(Z, x))︸ ︷︷ ︸
=FU (T−1(Z,θ))
+ (απ1 − απ2)FU(T−1(Z, θ)))
= (απ1 + β)FU(T
−1(Z, θ))
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= S∗(θ).
Hence, S∗ is rcll and (P2) is proven.
In order to show that θ is a well-separated maximum point of S∗ (P3), note that
απ2 + β < 0 < απ1 + β
for all π1 6= π2 ∈ ]0, 1[, see Ferger and Klotsche [2009, p. 99, (2.7)]. Consequently, for all
x < θ we have
S∗(θ)− S∗(x) = (απ1 + β)FU(T−1(Z, θ))− (απ1 + β)FU(T−1(Z, x))
= (απ1 + β)︸ ︷︷ ︸
>0
(FU(T
−1(Z, θ))− FU(T−1(Z, x)))︸ ︷︷ ︸
≥0, if FU (T−1(Z, · )) was increasing
>0, if FU (T
−1(Z, · )) was strictly increasing
and for all x > θ we have
S∗(θ)− S∗(x) = (απ1 + β)FU(T−1(Z, θ))
− [(απ2 + β)FU(T−1(Z, x)) + α(π1 − π2)FU(T−1(Z, θ)))]
= (απ1 + β − απ1 + απ2)FU(T−1(Z, θ))− (απ2 + β)FU(T−1(Z, x))
= (απ2 + β)︸ ︷︷ ︸
<0
(FU(T
−1(Z, θ))− FU(T−1(Z, x)))︸ ︷︷ ︸
≤0, if FU (T−1(Z, · )) was increasing
<0, if FU (T
−1(Z, · )) was strictly increasing
.
Putting things together, we get
S∗(θ)− S∗(x) ≥ 0 for all x ∈ R,
i. e. the unknown parameter θ is a maximum point of S∗, if the composite function
FU(T
−1(Z, · )) is increasing. To ensure that θ is a well-separated maximizer of S∗, i. e.
S∗(θ) > sup{S∗(x) : |x− θ| > ε} for all ε > 0
we could demand that the composite function FU(T
−1(Z, · )) is strictly increasing. But it
would also suce to demand that the composition is increasing and that for all possible
realizations z of Z, there does not exist an interval containing θ on which FU(T
−1(z, · ))
is constant. Compare Ferger and Klotsche [2009, p. 99, Lemma 2.1 (1)] and Tillich and
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Ferger [2015, pp. 770-771, Remark 3]. In this way, (P3) is proven.
This enables us to recap the ndings in the following
Theorem 1 Let the model assumptions (2.2), (2.3) and (2.4) hold. If there exists an
open interval IX with P (X ∈ IX) = 1 and a function T−1z = T−1(z, ·) : IX → R, which
for all u ∈ R, x ∈ IX and all possible realizations z of Z fullls the following three
properties:
(i) Xi ≤ x⇔ Ui ≤ T−1(Z, x) for all 1 ≤ i ≤ n,
(ii) the composition FU ◦ T−1z is rcll (càdlàg) and increasing, and
(iii) there does not exist an interval containing θ on which FU ◦ T−1z is constant,
then the ML estimator θ∗n is strongly consistent for θ, i. e.
θ∗n
a. s.−→ θ as n→∞.
Remark 3.2 (On the assumptions of Theorem 1)
• The properties (i)(iii) are quite complex. In Section 7, one can nd sucient
conditions for them and some examples.
• Properties (i) and (iii) imply that the composition is strictly increasing in θ and
that
0 < P (Xi ≤ θ) < 1.
Thus it is ensured that with probability 1 there are observations Xi to the left and
to the right of θ for eventually all n ∈ N.
4 Dempe-Stute estimators for the breakpoint
If the risk levels π1 and π2 are unknown, the following estimators for the breakpoint θ
have been proposed:
If π1 > π2 : θ̂n := argmax
x∈R
Sn(x), (4.1)
if π1 < π2 : θ̌n := argmin
x∈R
Sn(x) = argmax
x∈R
−Sn(x), (4.2)
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if π1 6= π2 : θ̄n := argmax
x∈R
|Sn(x)|. (4.3)
The corresponding criterion function is
Sn(x) := Hn(x)− ȲnFn(x), (4.4)
where
• Fn(x) is the empirical distribution function from (3.7),
• Hn(x) is the marked empirical distribution function from (3.8), and
• Ȳn is the overall success (in our context: default) rate from (3.9).
There are dierent alternative representations of the criterion function, compare Tillich
and Ferger [2015, pp. 764-765] and Tillich [2013, Section 3.2.2]. All of them result in the
same estimators.
All of the estimators (4.1)(4.3) are subsumed under the term Dempe-Stute estima-
tors because of the rst occurrence of the one-sided versions (4.1) and (4.2) in Dempe
and Stute [2002]. The two-sided version (4.3) can be found in Ferger and Klotsche
[2009]. The one- and two-sided estimators are connected as follows (Tillich [2013, p. 53]
or Tillich and Ferger [2015]):
θ̄n =

θ̂n, if max
x∈R
Sn(x) > max
x∈R
−Sn(x),
θ̌n, if max
x∈R
Sn(x) < max
x∈R
−Sn(x),
min{θ̂n, θ̌n}, if max
x∈R
Sn(x) = max
x∈R
−Sn(x).
Remark 4.1 (Connections to credit risk)
Note that there are some interesting connections between the Dempe-Stute estimators,
the Kolmogorov-Smirnov statistic, and the curve of the Receiver Operating Characteristic
(ROC). The latter two can be used to measure the quality of a credit scoring system.
Compare Tillich and Ferger [2015, Remark 2] or Tillich [2013, pp. 45-46] for details.
For the properties of Sn, we repeat the corresponding statements of Tillich and Ferger
[2015] one to one. Note that there is a close analogy to the properties of the empirical
process S∗n of Section 3. Again, X1:n ≤ X2:n ≤ . . . ≤ Xn:n denote the order statistics of
the sample X1, X2, . . . , Xn.
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• The empirical process Sn is a step function which jumps exactly at the observations
Xi. It is right continuous with left limits (rcll).
• The process Sn vanishes outside the range of the observations, i. e. Sn(x) = 0, if
x < X1:n or x ≥ Xn:n. Within the range of the observations, we expect Sn to have
a triangular form. Because of (2.4) we expect an increase followed by a decrease,
if π1 > π2, and the other way around, if π1 < π2.
• The random function Sn does not have a unique maximum (minimum) point, but
a smallest maximum (minimum) point exists as long as the path of Sn runs above
(below) the abscissa at least for one interval [Xi:n, Xi+1:n[ , 1 ≤ i ≤ n− 1.
In this case, the one-sided estimator θ̂n (θ̌n) is taken to be that smallest maximum
(minimum) point if π1 > π2 (π1 < π2). Otherwise we use the smallest observation,
i. e. θ̂n = X1:n or θ̌n = X1:n. The formation of the two-sided version is carried
out completely analogously to that of θ̂n. Here, a smallest maximum point of |Sn|
does not exist if and only if Sn(x) = 0 for all x ∈ R.
As in Section 3, our goal is to prove strong consistency of the breakpoint estimators.
And again, we make use of the Argmax-Theorem of Ferger [2009, Theorem 4.6] (also in
Ferger and Klotsche [2009, Theorem A.1]). We obtain the following result.
Theorem 2 Let the model assumptions (2.2), (2.3) and (2.4) hold. If there exists an
open interval IX with P (X ∈ IX) = 1 and a function T−1z = T−1(z, ·) : IX → R, which
for all u ∈ R, x ∈ IX and all possible realizations z of Z fullls the following three
properties:
(i) Xi ≤ x⇔ Ui ≤ T−1(Z, x) for all 1 ≤ i ≤ n,
(ii) the composition FU ◦ T−1z is rcll (càdlàg) and increasing, and
(iii) there does not exist an interval containing θ on which FU ◦ T−1z is constant,
then the Dempe-Stute estimators are strongly consistent for θ, i. e.
θ̂n
a. s.−→ θ as n→∞, if π1 > π2,
θ̌n
a. s.−→ θ as n→∞, if π1 < π2,
θ̄n
a. s.−→ θ as n→∞.
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Proof of Theorem 2: We rst deal with the case π1 > π2 and the one-sided estimator
θ̂n. The two other cases are treated analogously. See the end of the proof for details.
We have already seen that the conditions of the Argmax-Theorem regarding Sn are
met: The criterion function Sn is rcll and the estimator θ̂n belongs to the criterion
function's maximum points. Thus, we additionally have to prove the following properties:
(P1') Sn converges uniformly to its limit process S almost surely (a. s.).
(P2') The limit process S of Sn is rcll (càdlàg).
(P3') The breakpoint θ is a. s. the well-separated maximum point of S, i. e.
S(θ) > sup{S(x) : |x− θ| > ε} for all ε > 0.
If these properties are fullled, then the convergence of the processes is transferred to
their maximum points.
Based on (4.4) and motivated by (3.9), (3.11), and (3.17), dene (where necessary
extended as in Section 3)
S(x) := H(x)− H̄FU(T−1(Z, x)), x ∈ R, (4.5)
with H from (3.15) and
H̄ := lim
x→∞
H(x) = π2 + (π1 − π2)FU(T−1(Z, θ)). (4.6)
In order to prove (P1'), note that
0 ≤‖Sn − S‖
=‖Hn − ȲnFn − (H − H̄FU(T−1(Z, · )))‖
=‖Hn −H − ȲnFn + ȲnFU(T−1(Z, · ))− ȲnFU(T−1(Z, · )) + H̄FU(T−1(Z, · ))‖
≤‖Hn −H‖+ |Ȳn| · ‖Fn − FU(T−1(Z, · ))‖+ |Ȳn − H̄| · ‖FU(T−1(Z, · ))‖
≤‖Hn −H‖+ ‖Fn − FU(T−1(Z, · ))‖+ |Ȳn − H̄|. (4.7)
The last relation holds because 0 ≤ Ȳn ≤ 1, since Yi ∈ {0, 1}, and because FU is a
cumulative distribution function, which has a supremum norm equal to one.
From Section 3, we know that the rst two summands of (4.7) converge to zero almost
surely, if the conditions of Theorem 2 are met. Thus, we only have to show that |Ȳn−H̄|
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converges to zero almost surely as n tends to innity. To that, decompose Ȳn as follows:
Ȳn = R
∗
n +M
∗
n
with
R∗n :=
1
n
n∑
i=1
(Yi −m(Xi)) and M∗n :=
1
n
n∑
i=1
m(Xi).
The rst part R∗n converges to zero almost surely as n→∞, i. e.
|R∗n|
a. s.−→ 0 as n→∞. (4.8)
As in the proof of (3.13), the reasoning is exactly the same as in Tillich and Ferger [2015,
p. 770]. Compare also Hähle [2014, pp. 44-45] for some more details. The second part
M∗n is the limit of Mn from (3.12) for x→∞. With (3.14) we get
M∗n = lim
x→∞
Mn(x) = lim
x→∞
π2Fn(x) + (π1 − π2)Fn(θ) = π2 + (π1 − π2)Fn(θ).
Hence, from
0 ≤ |Ȳn − H̄| ≤ |R∗n|+ |M∗n − H̄|
= |R∗n|+ |π1 − π2| · |Fn(θ)− FU(T−1(Z, θ))|
≤ |R∗n|+ |π1 − π2| · ‖Fn − FU(T−1(Z, · ))‖,
and (4.8) and (3.11), we conclude
|Ȳn − H̄|
a. s.−→ 0 as n→∞. (4.9)
This in connection with (3.11), (3.17), and (4.7) shows (P1'), i. e.
‖Sn − S‖
a. s.−→ 0 as n→∞.
Now, we have a closer look at the properties of the limit process S. From (4.5) in
connection with (3.15) and (4.6), it results
S(x) =
(π1 − π2)(1− FU(T−1(Z, θ)))FU(T−1(Z, x)) if x ≤ θ,(π1 − π2)FU(T−1(Z, θ))(1− FU(T−1(Z, x))) if x > θ.
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Note that in both cases the rst two factors are positive and do not depend on x. Thus,
Condition (ii) of Theorem 2, i. e. the composition FU ◦ T−1z is rcll and increasing, yields
that the limit process S is rcll (P2'), especially
lim
x↓θ
S(x) = S(θ),
and that S is increasing on ]−∞, θ] and decreasing on [θ,∞[. Condition (iii) of Theorem 2
ensures that the breakpoint θ is the well-separated maximum point of S. Thus, also
(P3') is fullled and the Argmax-Theorem yields strong consistency of the one-sided
Dempe-Stute estimator θ̂n.
If π1 < π2, then all the arguments above remain valid for −Sn instead of Sn and −S
instead of S. If only π1 6= π2 is known, replace Sn by |Sn| and S by |S| and note that
‖|Sn| − |S|‖ ≤ ‖Sn − S‖. This completes the proof. 
5 Estimators for the risk levels
As Ferger and Klotsche [2009] and Tillich and Ferger [2015], we use relative success (in
our context: default) frequencies for estimating the risk levels π1 and π2. We start with
the random functions
π1,n(x) :=
∑n
i=1 1{Xi≤x}Yi∑n
i=1 1{Xi≤x}
x ≥ X1:n,
and
π2,n(x) :=
∑n
i=1 1{Xi>x}Yi∑n
i=1 1{Xi>x}
x < Xn:n.
Again, X1:n and Xn:n denote the minimum and the maximum of the sample X1, . . . , Xn.
Note that the denominator is the number of observations whose scores Xi are be-
low/above the threshold x. In the numerator, we nd the number of successes (defaults)
in the respective two groups. If there are no observations in one of the two groups sepa-
rated by the threshold x, then set the corresponding value equal to zero. By expanding
the fractions by 1
n
, using 1{Xi>x} = 1 − 1{Xi≤x} in the second equation, and employing
the denitions (3.7), (3.8) and (3.9), we get
π1,n(x) =
Hn(x)
Fn(x)
, x ≥ X1:n, and π2,n(x) =
Ȳn −Hn(x)
1− Fn(x)
, x < Xn:n. (5.1)
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If Assumption 3.1, p. 8, is fullled, then (3.11) and (3.17) yield
π1,n(x)
a. s.−→ π̃1(x) :=
H(x)
FU(T−1(Z, x))
as n→∞ (5.2)
and together with (4.9) also
π2,n(x)
a. s.−→ π̃2(x) :=
H̄ −H(x)
1− FU(T−1(Z, x))
as n→∞ (5.3)
for all x with P (0 < FU(T
−1(Z, x)) < 1) = 1 by application of the continuous mapping
theorem (CMT), see e. g. Sering [1980, p. 24] or Davidson [1994, p. 286, Thm. 18.8].
The objects π̃1 and π̃2 are random functions, since they depend on the random variable Z.
By (3.15) and (4.6) we obtain
π̃1(x) =
π1, if x ≤ θ,π1FU (T−1(Z,θ))+π2(FU (T−1(Z,x))−FU (T−1(Z,θ)))
FU (T−1(Z,x))
, if x > θ,
(5.4)
and
π̃2(x) =

π1(FU (T
−1(Z,θ))−FU (T−1(Z,x)))+π2(1−FU (T−1(Z,θ)))
1−FU (T−1(Z,x))
, if x < θ,
π2, if x ≥ θ.
(5.5)
In (5.5), the case x = θ originally belongs to the upper part of the case analysis. Since
π̃2(θ) = π2, it is assigned below. This facilitates the subsequent work. Furthermore it
should be noted that we are not interested in estimating the whole functions π̃1 and π̃2,
but only the risk levels π1 and π2. So we merely have to choose a reasonable argument
for π1,n and π2,n.
Assume for a moment that the breakpoint θ is known. Then
• calculating and zeroizing the rst derivatives of the loglikelihood function (3.1)
with respect to π1 and π2 and
• checking the Hessian matrix of second derivatives for negative-deniteness
shows that the relative frequencies
π∗1,n := π1,n(θ) =
Hn(θ)
Fn(θ)
and π∗2,n := π2,n(θ) =
Ȳn −Hn(θ)
1− Fn(θ)
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are the maximum likelihood (ML) estimators for the risk levels π1 and π2 given 0 <
Fn(θ) < 1, which by (3.11) is fullled almost surely for eventually all n ∈ N if P (0 <
FU(T
−1(Z, θ)) < 1) = 1. Under this condition, we also obtain the strong consistency of
the ML estimators π∗1,n and π
∗
2,n for the parameters π1 and π2 from (5.2) and (5.4) or
(5.3) and (5.5), respectively.
Now reconsider the case where the breakpoint θ is unknown. From the above, one
can derive the idea of substituting the unknown parameter by an appropriate estimator.
Using the Dempe-Stute estimators for θ from Section 4, we obtain
π̂1,n := π1,n(θ̂n) and π̂2,n := π2,n(θ̂n), if π1 > π2,
π̌1,n := π1,n(θ̌n) and π̌2,n := π2,n(θ̌n), if π1 < π2, (5.6)
π̄1,n := π1,n(θ̄n) and π̄2,n := π2,n(θ̄n), if π1 6= π2.
Theorem 3 Let the model assumptions (2.2), (2.3) and (2.4) hold. If there exists an
open interval IX with P (X ∈ IX) = 1 and a function T−1z = T−1(z, ·) : IX → R, which
for all u ∈ R, x ∈ IX and all possible realizations z of Z fullls the following four
properties:
(i) Xi ≤ x⇔ Ui ≤ T−1(Z, x) for all 1 ≤ i ≤ n,
(ii) the composition FU ◦ T−1z is rcll (càdlàg) and increasing,
(iii) there does not exist an interval containing θ on which FU ◦ T−1z is constant, and
(iv) the composition FU ◦ T−1z is continuous at θ,
then the risk level estimators from (5.6) are strongly consistent, i. e. as n→∞ it holds
π̂1,n
a. s.−→ π1 and π̂2,n
a. s.−→ π2, if π1 > π2,
π̌1,n
a. s.−→ π1 and π̌2,n
a. s.−→ π2, if π1 < π2,
π̄1,n
a. s.−→ π1 and π̄2,n
a. s.−→ π2, if π1 6= π2.
Remark 5.1 (On the assumptions of Theorem 3)
a) Note the dierence in the assumptions of the Theorems 1 and 2 versus Theorem 3:
In (iv), we additionally demand FU ◦ T−1z to be continuous at θ. This implies that
the functions π̃1 and π̃2 are continuous in θ. See (5.4) and (5.5).
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b) Condition (iii) implies P (0 < FU(T
−1(Z, θ)) < 1) = 1, which itself is a prerequisite
for (5.2) and (5.3).
Proof of Theorem 3: We only consider the case π1 > π2. The other cases are treated
analogously. Start with (5.6) and (5.4) to get
0 ≤ |π̂1,n − π1| =
∣∣∣π1,n(θ̂n)− π̃1(θ)∣∣∣
=
∣∣∣π1,n(θ̂n)− π̃1(θ̂n) + π̃1(θ̂n)− π̃1(θ)∣∣∣
≤
∣∣∣π1,n(θ̂n)− π̃1(θ̂n)∣∣∣+ ∣∣∣π̃1(θ̂n)− π̃1(θ)∣∣∣ =: D1,1 +D1,2. (5.7)
Analogously, (5.6) and (5.5) yield
0 ≤ |π̂2,n − π2| ≤
∣∣∣π2,n(θ̂n)− π̃2(θ̂n)∣∣∣+ ∣∣∣π̃2(θ̂n)− π̃2(θ)∣∣∣ =: D2,1 +D2,2. (5.8)
As stated in Remark 5.1a), the functions π̃1 and π̃2 are continuous in θ. Moreover, the
conditions of Theorem 3 also ensure that the Dempe-Stute estimators from (4.1)(4.3)
are strongly consistent (see Theorem 2). Thus,
D1,2
a. s.−→ 0 and D2,2
a. s.−→ 0 as n→∞ (5.9)
follows from the Continuous Mapping Theorem (CMT, see e. g. Sering [1980, p. 24] or
Davidson [1994, p. 286, Thm. 18.10]).
In order to show that D1,1 and D2,1 also converge to zero almost surely, we study the
behaviour of π1,n and π2,n from (5.1) in a small neighborhood of θ. From (iv) and (iii),
i. e. because the composition FU ◦T−1z is continuous and strictly increasing in θ, it follows
that there is an r > 0 such that P (0 < FU(T
−1(Z, θ− r)) < FU(T−1(Z, θ+ r)) < 1) = 1.
Hence 0 < Fn(θ−r) ≤ Fn(θ+r) < 1 for eventually all n almost surely because of (3.11).
Dene
Br(θ) := ]θ − r, θ + r[
and note that for all x ∈ Br(θ) it holds
FU(T
−1(Z, θ − r)) ≤ FU(T−1(Z, x)) ≤ FU(T−1(Z, θ + r)) (5.10)
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and
Fn(θ − r) ≤ Fn(x) ≤ Fn(θ + r). (5.11)
Furthermore, recall that θ̂n ∈ Br(θ) a. s. for eventually all n ∈ N according to Theorem 2.
Therefore
0 ≤ D1,1 =
∣∣∣π1,n(θ̂n)− π̃1(θ̂n)∣∣∣
≤ sup
x∈Br(θ)
|π1,n(x)− π̃1(x)|
= sup
x∈Br(θ)
∣∣∣∣Hn(x)Fn(x) − H(x)FU(T−1(Z, x))
∣∣∣∣
= sup
x∈Br(θ)
∣∣∣∣Hn(x)Fn(x) − H(x)Fn(x) + H(x)Fn(x) − H(x)FU(T−1(Z, x))
∣∣∣∣
= sup
x∈Br(θ)
∣∣∣∣ 1Fn(x)
(
Hn(x)−H(x)
)
+H(x)
(
1
Fn(x)
− 1
FU(T−1(Z, x))
)∣∣∣∣
≤ sup
x∈Br(θ)
|Hn(x)−H(x)|
Fn(x)
+ sup
x∈Br(θ)
H(x)
|FU(T−1(Z, x))− Fn(x)|
Fn(x)FU(T−1(Z, x))
≤ sup
x∈Br(θ)
|Hn(x)−H(x)|
Fn(θ − r)
+ sup
x∈Br(θ)
1 · |FU(T
−1(Z, x))− Fn(x)|
Fn(θ − r)FU(T−1(Z, θ − r))
≤ ‖Hn −H‖
Fn(θ − r)
+
‖Fn − FU(T−1(Z, · )‖
Fn(θ − r)FU(T−1(Z, θ − r))
. (5.12)
The penultimate inequality results from the monotonicity statements in (5.10) and
(5.11). The numerators in (5.12) converge a. s. to zero due to (3.17) and (3.11). Equa-
tion (3.11) also implies a. s. pointwise convergence of the term Fn(θ − r) in the denom-
inators. Its limit FU(T
−1(Z, θ − r)) is a. s. greater than zero by construction of Br(θ).
Thus, the CMT yields
D1,1
a. s.−→ 0 as n→∞. (5.13)
In the same manner one shows
0 ≤ D2,1 =
∣∣∣π2,n(θ̂n)− π̃2(θ̂n)∣∣∣
≤ sup
x∈Br(θ)
|π2,n(x)− π̃2(x)|
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= sup
x∈Br(θ)
∣∣∣∣ Ȳn −Hn(x)1− Fn(x) − H̄ −H(x)1− FU(T−1(Z, x))
∣∣∣∣
= sup
x∈Br(θ)
∣∣∣∣ Ȳn −Hn(x)1− Fn(x) − H̄ −H(x)1− Fn(x) + H̄ −H(x)1− Fn(x) − H̄ −H(x)1− FU(T−1(Z, x))
∣∣∣∣
= sup
x∈Br(θ)
∣∣∣∣ 11− Fn(x) (Ȳn − H̄ − (Hn(x)−H(x)))
+ (H̄ −H(x))
(
1
1− Fn(x)
− 1
1− FU(T−1(Z, x))
)∣∣∣∣
≤ sup
x∈Br(θ)
∣∣∣∣ 11− Fn(x) (Ȳn − H̄ − (Hn(x)−H(x)))
∣∣∣∣
+ sup
x∈Br(θ)
∣∣∣∣(H̄ −H(x))( 11− Fn(x) − 11− FU(T−1(Z, x))
)∣∣∣∣
≤ sup
x∈Br(θ)
∣∣Ȳn − H̄∣∣
1− Fn(x)
+ sup
x∈Br(θ)
|Hn(x)−H(x)|
1− Fn(x)
+ sup
x∈Br(θ)
∣∣H̄ −H(x)∣∣ |1− FU(T−1(Z, x))− (1− Fn(x))|
(1− Fn(x))(1− FU(T−1(Z, x)))
≤
∣∣Ȳn − H̄∣∣
1− Fn(θ + r)
+ sup
x∈Br(θ)
|Hn(x)−H(x)|
1− Fn(θ + r)
+ sup
x∈Br(θ)
1 · |Fn(x)− FU(T
−1(Z, x))|
(1− Fn(θ + r))(1− FU(T−1(Z, θ + r)))
≤
∣∣Ȳn − H̄∣∣
1− Fn(θ + r)
+
‖Hn −H‖
1− Fn(θ + r)
+
‖Fn − FU(T−1(Z, · )‖
(1− Fn(θ + r))(1− FU(T−1(Z, θ + r)))
and consequently
D2,1
a. s.−→ 0 as n→∞ (5.14)
by (4.9), (3.17), and (3.11). Connecting all the intermediate results (5.7)(5.14), it
follows
|π̂1,n − π1|
a. s.−→ 0 and |π̂2,n − π2|
a. s.−→ 0 as n→∞,
which nishes the proof. 
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6 Plug-in estimators for the breakpoint
Recall the denition of the maximum likelihood (ML) estimator from Section 3, see (3.3)
(3.5). It involves the knowledge of the risk levels π1 and π2. Thus, the ML estimator
should be written more precisely as
θ∗n = θ
∗
n(π1, π2)
and the criterion function from (3.4) should be written more precisely as
S∗n(x) = S
∗
n(x; π1, π2).
If the risk levels π1 and π2 are unknown, we can replace them by some estimators from
Section 5. Take for instance the case π1 > π2. Here we could dene
θ̂∗n := θ
∗
n(π̂1,n, π̂2,n) = θ
∗
n(π1,n(θ̂n), π2,n(θ̂n)),
i. e. we insert the estimators π̂1,n and π̂2,n, which themselves are based on the Dempe-
Stute estimator θ̂n, into the ML estimator for the breakpoint. Thus, it results a two-step
plug-in estimator for the breakpoint.
In more detail, let
α̂∗n := ln
π̂1,n(1− π̂2,n)
π̂2,n(1− π̂1,n)
, α̌∗n := ln
π̌1,n(1− π̌2,n)
π̌2,n(1− π̌1,n)
, ᾱ∗n := ln
π̄1,n(1− π̄2,n)
π̄2,n(1− π̄1,n)
,
β̂∗n := ln
1− π̂1,n
1− π̂2,n
, β̌∗n := ln
1− π̌1,n
1− π̌2,n
, β̄∗n := ln
1− π̄1,n
1− π̄2,n
,
Ŝ∗n := α̂
∗
nHn + β̂
∗
nFn, Š
∗
n := α̌
∗
nHn + β̌
∗
nFn, S̄
∗
n := ᾱ
∗
nHn + β̄
∗
nFn, (6.1)
= S∗n( · ; π̂1,n, π̂2,n), = S∗n( · ; π̌1,n, π̌2,n), = S∗n( · ; π̄1,n, π̄2,n),
with risk level estimators from (5.6), Hn from (3.8) and Fn from (3.7). Dene the
breakpoint estimators
θ̂∗n := argmax
x∈R
Ŝ∗n(x), θ̌
∗
n := argmax
x∈R
Š∗n(x), θ̄
∗
n := argmax
x∈R
S̄∗n(x) (6.2)
in the cases
π1 > π2, π1 < π2, π1 6= π2,
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respectively.
Remark 6.1 (Existence of plug-in estimators for the breakpoint)
(i) The estimators in (6.2) are not dened if the corresponding α and/or β value
is not dened. This is the case if a corresponding plug-in estimator for the risk
levels is equal to zero or one. Thus, for the existence of plug-in estimators for the
breakpoint, it is necessary
• that there are at least two observations Xi to the left and to the right of the
corresponding Dempe-Stute estimator from the rst step, and
• that under the corresponding observations Yi there is at least one success (de-
fault) and one failure (non-default).
Written as formulas this means in the case of π1 > π2 and the one-sided estima-
tor θ̂n:
0 <
n∑
i=1
1{Xi≤θ̂n}Yi <
n∑
i=1
1{Xi≤θ̂n} and 0 <
n∑
i=1
1{Xi>θ̂n}Yi <
n∑
i=1
1{Xi>θ̂n}.
(ii) Under the assumptions of Theorem 3, the plug-in estimators for the breakpoint
exist almost surely for eventually all n ∈ N, since the plug-in estimators for the
risk levels converge a. s. to π1 or π2, which are not equal to zero or one.
Theorem 4 Let the model assumptions (2.2), (2.3) and (2.4) hold. If there exists an
open interval IX with P (X ∈ IX) = 1 and a function T−1z = T−1(z, ·) : IX → R, which
for all u ∈ R, x ∈ IX and all possible realizations z of Z fullls the following four
properties:
(i) Xi ≤ x⇔ Ui ≤ T−1(Z, x) for all 1 ≤ i ≤ n,
(ii) the composition FU ◦ T−1z is rcll (càdlàg) and increasing,
(iii) there does not exist an interval containing θ on which FU ◦ T−1z is constant, and
(iv) the composition FU ◦ T−1z is continuous at θ,
then the breakpoint estimators from (6.2) are strongly consistent, i. e. as n→∞ it holds
θ̂∗n
a. s.−→ θ, if π1 > π2,
θ̌∗n
a. s.−→ θ, if π1 < π2,
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θ̄∗n
a. s.−→ θ, if π1 6= π2.
Proof of Theorem 4: Again, we make use of the Argmax-Theorem of Ferger [2009].
(1) Note that the criterion functions from (6.1) are rcll and that the corresponding
estimators from (6.2) belong to the respective criterion functions' maximum points
as requested.
(2) Recall the denitions of α and β from (3.5). From Theorem 3 and the continuous
mapping theorem, it follows
(α̂∗n, β̂
∗
n)
a. s.−→ (α, β), if π1 > π2, (6.3)
(α̌∗n, β̌
∗
n)
a. s.−→ (α, β), if π1 < π2,
(ᾱ∗n, β̄
∗
n)
a. s.−→ (α, β), if π1 6= π2.
Furthermore, note that 0 ≤ H < 1, since from (3.15) we get
0 ≤ H(x) =
π1FU(T−1(Z, x)) if x ≤ θ,π1FU(T−1(Z, θ)) + π2 (FU(T−1(Z, x))− FU(T−1(Z, θ))) if x > θ.
≤ π1FU(T−1(Z, θ)) + π2
(
1− FU(T−1(Z, θ))
)
≤ max{π1, π2}
< 1.
Now we can prove the almost sure uniform convergence of the criterion functions
towards the limit process S∗ from (3.18). Exemplarily we consider the case π1 > π2,
the other cases are treated analogously:
0 ≤ ‖Ŝ∗n − S∗‖ = ‖α̂∗nHn + β̂∗nFn − αH − βFU(T−1(Z, · ))‖
≤ ‖α̂∗nHn − α̂∗nH + α̂∗nH − αH‖
+ ‖β̂∗nFn − βFn + βFn − βFU(T−1(Z, · ))‖
≤ |α̂∗n|︸︷︷︸
a. s.−→ α
· ‖Hn −H‖︸ ︷︷ ︸
a. s.−→ 0
+ |α̂∗n − α|︸ ︷︷ ︸
a. s.−→ 0
· ‖H‖︸︷︷︸
<1
+ |β̂∗n − β|︸ ︷︷ ︸
a. s.−→ 0
· ‖Fn‖︸ ︷︷ ︸
=1
+|β| · ‖Fn − FU(T−1(Z, · ))‖︸ ︷︷ ︸
a. s.−→ 0
.
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By (3.11), (3.17), and (6.3), we get
‖Ŝ∗n − S∗‖
a. s.−→ 0 (n→∞).
(3) As seen in Section 3, the limit process S∗ is rcll and the unknown breakpoint θ is
its well-separated maximum point.
Thus, the Argmax-Theorem yields the desired result. 
7 On the transformation T and the random variables
X, U , and Z
Recall the model equation (2.2):
Xi = T (Z,Ui), 1 ≤ i ≤ n.
The latent random variables Z,U1, . . . , Un are assumed to be mutually independent.
The random variables Ui are identically distributed with distribution function FU . The
marginal distributions as well as the joint distributions of Z and the Ui, and therefore
the distribution of Xi, are unknown. The Function T : R
2 → R is a real-valued function
of two real variables.
As demonstrated above, further assumptions on T , X, U , and Z are required, namely
(i)(iv) of the following lemma. Because there is a complex interaction between these
conditions, we will state a situation where all the properties (i)(iv) are fullled. For
this purpose, let
Tz := T (z, · ) : R→ R
be the restriction of T to {z} ×R for all z ∈ R.
Lemma 7.1 Let X, U , and Z real random variables and let T : R2 → R with X =
T (Z,U).
A Let IU be an open interval (nite or innite) with P (U ∈ IU) = 1.
B Let Z a random variable such that with probability 1
1. the restriction Tz is strictly increasing on IU ,
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2. the restriction Tz is continuous on IU ,
3. the image Tz(IU) does not depend on z. Denote this image set by IX .
Then the restriction Tz : IU → R has an inverse function T−1z = T−1(z, · ) dened on
the open interval IX and the inverse is strictly increasing and continuous. Furthermore,
with probability 1
(i) for all x ∈ IX it holds
Xi ≤ x⇐⇒ T (Z,Ui) ≤ x⇐⇒ TZ(Ui) ≤ x⇐⇒ Ui ≤ T−1Z (x)⇐⇒ Ui ≤ T
−1(Z, x),
(7.1)
(ii) the composition FU ◦ T−1z : IX → [0, 1] is rcll and increasing on IX .
Even if IX 6= R, it holds
P (X ∈ IX) = 1.
Thus, the (reasonably extended) composition FU ◦T−1z is a cumulative distribution func-
tion with
lim
x→−∞
FU(T
−1
z (x)) = 0 and lim
x→∞
FU(T
−1
z (x)) = 1.
Moreover, if FU is strictly increasing on IU and θ ∈ IX , then
(iii) there does not exist an interval containing θ on which FU ◦ T−1z is constant.
If FU is continuous on IU and θ ∈ IX , then
(iv) the composition FU ◦ T−1z is continuous at θ.
Proof of Lemma 7.1: By B1, function Tz has an inverse function T
−1
z on Tz(IU) and
the inverse is strictly increasing and continuous. By B3, the inverse is dened on IX for
almost all z ∈ R. By B2, the set IX is an open interval with boundary points
xinf := inf IX and xsup := sup IX ,
compare e. g. Heuser [2000, p. 231, 37.1] or Schröder [2008, p. 67, Thm. 3.36 and 3.38].
Let u ∈ IU and x ∈ IX . Since Tz is strictly increasing, see B1, it holds
u ≤ T−1z (x)⇔ Tz(u) ≤ Tz(T−1z (x))⇔ Tz(u) ≤ x.
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Together with A this yields (7.1). Before we go on with proving (ii)(iv), note that (7.1)
is also fullled for weaker assumptions.
Remark 7.1 (Weaker assumptions and generalized inverse) Let Tz increasing and
left continuous. For all x ∈ IX dene the generalized inverse
T→z (x) := inf{u ∈ IU | Tz(u) > x}.
The function T→z is increasing and right continuous.
1 This is sucient for (7.1), if T−1z
is replaced with T→z .
If Tz is actually continuous (not only left continuous), then the generalized inverse T
→
z
is strictly increasing. If Tz is actually strictly increasing, then the generalized inverse
T→z is continuous.
For the remaining statements, we investigate the composition FU ◦ T−1z : IX → [0, 1].
It is increasing on IX . To see this, let x1 < x2 ∈ IX . Since T−1z is strictly increasing,
it follows T−1z (x1) < T
−1
z (x2) ∈ IU . The assertion FU(T−1z (x1)) ≤ FU(T−1z (x2)) ∈ [0, 1]
holds because FU is increasing on IU . This is the second part of (ii). If FU is actually
strictly increasing on IU , then ≤ becomes < and the composition is strictly increasing.
If additionally θ ∈ IX , then (iii) results.
Now we check the rst part of (ii), i. e. the rcll-property of FU ◦ T−1z . First note that
this composition is bounded. And since it is increasing, all left and right limits exist,
see e. g. Schröder [2008, p. 41, Thm. 2.37] or Heuser [2000, p. 155, 23.1]. Let x ∈ IX .
There is a sequence (xn)n∈N ⊂ IX with xn ↓ x as n → ∞. Since T−1z is increasing
and especially right continuous it holds T−1z (xn) ↓ T−1z (x) as n → ∞. Since FU is a
cumulative distribution function, which in particular is right continuous, we get right
continuity of the composition:
FU ◦ T−1z (xn) = FU(T−1z (xn))→ FU(T−1z (x)) = FU ◦ T−1z (x).
Thus, (ii) is proven. If FU is actually continuous on IU , then the continuity of T
−1
z on IX
implies the continuity of the composition FU ◦T−1z on IX , compare Heuser [2000, p. 215,
34.4]. If additionally θ ∈ IX , then (iv) follows.
Let uinf := inf IU and usup := sup IU . From A we conclude that
lim
u↓uinf
FU(u) = 0 and lim
u↑usup
FU(u) = 1.
1The reasoning for this is the same as in Witting [1985, p. 19, 1.15 b)].
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Let (xn)n∈N ∈ IX a sequence with xn ↓ xinf as n→∞. Then it follows un := T−1z (xn) ↓
uinf and
lim
x↓xinf
FU(T
−1
z (x)) = lim
n→∞
FU(T
−1
z (xn)) = lim
n→∞
FU(un) = 0.
In the same manner one shows
lim
x↑xsup
FU(T
−1
z (x)) = 1.
By (7.1) it results
P (X ≤ xinf) = lim
x↓xinf
P (X ≤ x) = lim
x↓xinf
P (U ≤ T−1Z (x)) = lim
x↓xinf
FU(T
−1
Z (x)) = 0
and
P (X < xsup) = lim
x↑xsup
P (X ≤ x) = lim
x↑xsup
P (U ≤ T−1Z (x)) = lim
x↑xsup
FU(T
−1
Z (x)) = 1.
Thus, P (X ∈ IX) = P (xinf < X < xsup) = 1.
In summary, if IX = R then the composite function FU ◦ T−1z is a cumulative dis-
tribution function. If IX 6= R, we can extend the composition to achieve a cumulative
distribution function, namely as follows:
• If xinf > −∞, then FU ◦ T−1z (x) := 0 for all x ≤ xinf .
• If xsup < +∞, then FU ◦ T−1z (x) := 1 for all x ≥ xsup.
Thus, we get the following limits in all cases:
lim
x→−∞
FU(T
−1
z (x)) = 0 and lim
x→∞
FU(T
−1
z (x)) = 1
and the proof is complete. 
Example 7.1 The i.i.d. case, i. e.
Xi = T (Z,Ui) = Ui i.i.d.
is covered by Lemma 7.1. Let IU = R, hence P (U ∈ IU) = 1. The restriction of T is
Tz(u) = u for all u, z ∈ R.
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It is strictly increasing and continuous on IU = R. Its image Tz(IU) = R is independent
of z. Thus, there is an inverse on IX = R, namely
T−1z (x) = x for all x, z ∈ R,
and the equivalence in Lemma 7.1(i) is fullled:
Tz(u) ≤ x⇔ u ≤ x⇔ u ≤ T−1z (x).
For the composition FU ◦ T−1z , it holds
FU(T
−1
z (x)) = FU(x) for all x, z ∈ R,
lim
x→−∞
FU(T
−1
z (x)) = 0 for all z ∈ R,
lim
x→∞
FU(T
−1
z (x)) = 1 for all z ∈ R.
Obviously, the composition is rcll and increasing (Lemma 7.1(ii)) and the limits are 0
and 1, resp., since these properties hold for FU = FU ◦ T−1z . The remaining conditions
(iii) and (iv) of our theorems are equal to the conditions in the i.i.d. case, compare e. g.
Ferger and Klotsche [2009, Prop. 2.3, Prop. 5.5]. They can be achieved by requiring that
FU is strictly increasing and continuous on IU = R, as stated in the lemma.
Example 7.2 The model used in Tillich and Ferger [2015], i. e.
Xi = T (Z,Ui) = Z + Ui
is also covered by Lemma 7.1. Let IU = R, hence P (U ∈ IU) = 1. The restriction Tz of
T is given as
Tz(u) = z + u for all u, z ∈ R.
It is strictly increasing and continuous on IU = R for all z ∈ R. Its image Tz(IU) = R
is independent of z. Thus, there is an inverse on IX = R, namely
T−1z (x) = x− z for all x, z ∈ R
and the equivalence in Lemma 7.1(i) is fullled:
Tz(u) ≤ x⇔ z + u ≤ x⇔ u ≤ x− z ⇔ u ≤ T−1z (x).
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For the composition FU ◦ T−1z , it holds
FU(T
−1
z (x)) = FU(x− z) for all x, z ∈ R,
lim
x→−∞
FU(T
−1
z (x)) = 0 for all z ∈ R,
lim
x→∞
FU(T
−1
z (x)) = 1 for all z ∈ R.
Hence, the composition is increasing and rcll on IX and Lemma 7.1(ii) is fullled.
If FU is strictly increasing on R, as demanded in the Theorems 13 of Tillich and
Ferger [2015], then Lemma 7.1 yields that Condition (iii) of our Theorems 14 is ful-
lled for all θ ∈ R. The assumption on FU can be weakened, as already mentioned in
Remark 3(iii) of Tillich and Ferger [2015]. If FU additionally is continuous on R, as
demanded in the Theorems 2 and 3 of Tillich and Ferger [2015], then Condition (iv) of
our Theorems 3 and 4 is fullled for all θ ∈ R. Thus, our theorems have slightly weaker
assumptions than the Theorems 13 of Tillich and Ferger [2015].
Note that the existence of an inverse function due to a strict decrease of Tz does not
suce for the equivalence in (7.1) as the following example shows. Compared to the
model used in Tillich and Ferger [2015], we merely replaced the sum by the dierence
of systematic and idiosyncratic factor:
Xi = T (Z,Ui) = Z − Ui,
Tz(u) = z − u for all z, u ∈ R,
T−1z (x) = z − x for all z, x ∈ R.
But the equivalence in (i) is not fullled:
T (z, u) ≤ x⇔ z − u ≤ x⇔ u ≥ z − x⇔ u ≥ T−1(z, x).
The relation is exactly the other way round as desired.
As yet, Tz(IU) = R. Next we look at two examples with Tz(IU) ( R. They are used in
the simulation study in Section 8. In Example 7.3 we have IU = R, while in Example 7.4
we use IU = ]0, 1[.
Example 7.3 Let
Xi = T (Z,Ui) = Φ(Z + Ui),
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where Φ is the cumulative distribution function of a standard normal distribution N(0, 1).
Let IU = R, hence P (U ∈ IU) = 1. The restriction Tz of T is given as
Tz(u) = Φ(z + u) for all u, z ∈ R.
It is strictly increasing and continuous on IU = R for all z ∈ R. Its image Tz(IU) = ]0, 1[
is independent of z. Thus, there is an inverse on IX = ]0, 1[, namely
T−1z (x) = Φ
−1(x)− z for all x ∈ ]0, 1[, z ∈ R,
where Φ−1 denotes the inverse of Φ. Furthermore, the equivalence in Lemma 7.1(i) is
fullled:
Tz(u) ≤ x⇔ u ≤ T−1z (x).
For the composition FU ◦ T−1z , it holds
FU(T
−1
z (x)) = FU(Φ
−1(x)− z) for all x ∈ ]0, 1[, z ∈ R.
It is increasing and rcll on IX = ]0, 1[ and hence Lemma 7.1(ii) is fullled. Furthermore,
lim
x↓0
FU(T
−1
z (x)) = 0 and lim
x↑1
FU(T
−1
z (x)) = 1 for all z ∈ R. (7.2)
To show this, we examplarily consider the second statement. Let (xn)n∈N ⊂ IX be a
sequence with xn ↑ 1 as n → ∞. Then T−1z (xn) = Φ−1(xn) − z → ∞ as n → ∞.
Since FU is a cumulative distribution function with limu→∞ FU(u) = 1, it follows that
FU(T
−1
z (xn))→ 1 as n→∞.
Due to (7.2), the composition can be extended by 0 for all x ≤ 0 and by 1 for all x ≥ 1
to get a function, which is dened (as well as rcll and increasing) on R. Conditions
(iii) and (iv) of Lemma 7.1 can be achieved for instance by requiring that FU is strictly
increasing and continuous on R.
Example 7.4 Let Xi = T (Z,Ui) with link function
T (z, u) =
uz if z > 0 and u ≥ 00 else.
Let U be a random variable with P (U ∈ ]0, 1[) = 1 and let Z be a random variable with
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P (Z > 0) = 1. For instance, let U ∼ Beta(c, d), i. e. U has a beta distribution with
parameters c > 0 and d > 0, and let Z ∼ LN (µ, σ2), i. e. Z has a lognormal distribution
with parameters µ and σ2, see e. g. Casella and Berger [2002, pp. 106 and 109] or Rinne
[2008, pp. 340 and 306].
Then with probability 1 the restriction Tz is strictly increasing and continuous on
IU = ]0, 1[, and its image Tz(IU) = ]0, 1[ is independent of z. Thus, there is an inverse
T−1z on IX = ]0, 1[,
T−1z (x) = x
1/z for all x ∈ ]0, 1[, z > 0
and the equivalence in Lemma 7.1(i) is fullled:
Tz(u) ≤ x⇔ u ≤ T−1z (x).
The composition FU ◦T−1z can be extended to a cumulative distribution function as follows
FU(T
−1(z, x)) =

0, if x ≤ 0
FU(x
1/z), if 0 < x < 1
1, if x ≥ 1.
Consequently, Lemma 7.1(ii) is fullled, i. e. the (extended) composition is rcll and
increasing.
Moreover, let θ ∈ IX = ]0, 1[. Then the conditions (iii) and (iv) of Lemma 7.1 can
be ensured by requiring that FU is strictly increasing and continuous on IU , resp. If for
instance U ∼ Beta(c, d), then FU is strictly increasing and continuous on IU .
8 Simulation study
In this section some simulations on breakpoint estimation were performed to illustrate
the foregoing theoretical outcomes. We investigate the maximum likelihood (ML) esti-
mator θ∗n from Section 3, the two-sided Dempe-Stute (DS) estimator θ̄n from Section 4,
and the plug-in (PI) estimator θ̄∗n from Section 6 as well as the risk level estimators
π̄1,n and π̄2,n from Section 5. Thereby, the simulations use the link functions T from
Examples 7.3 and 7.4.
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8.1 Simulation of Example 7.3
The rst simulation is based on Example 7.3 and the following is assumed:
Xi = T (Z,Ui) = Φ(Z + Ui), (8.1)
where Φ denotes the cumulative distribution function of a standard normal distribution
N(0, 1). Additionally to the declarations in Example 7.3, let
Z ∼ N(0, 1) independent of Ui
i.i.d.∼ N(0, 1), 1 ≤ i ≤ n. (8.2)
Hence, Xi follows a so called probit normal distribution, because its probit Φ
−1(Xi)
is normally distributed, Φ−1(Xi) ∼ N(0, 2). Since FU = Φ is strictly increasing and
continuous on IU = R, Example 7.3 and Lemma 7.1 yield that the assumptions on T of
Theorems 14 are fullled if θ ∈ IX = ]0, 1[.
To run the simulation, the random numbers are generated in a two step procedure.
In the rst step, the realizations xi of the score variables Xi are simulated according
to (8.1) and (8.2). In the second step, given all Xi = xi, the corresponding default
variables Yi are generated as independent Bernoulli variables with default probability
m(xi) = π11{xi≤θ} + π21{xi>θ} =
π1, if xi ≤ θ,π2, if xi > θ,
in agreement with (2.3) and (2.4).
Next, we have to x the model parameters, i. e. the breakpoint θ and the two risk
levels π1 and π2. We investigate the scenarios stated in Table 2. The names and the
risk levels of the several scenarios are motivated by Tillich and Ferger [2015, Section 5].
The scenario `initial' has very well separated risk levels. For the `risk level' scenario
the distance between the risk levels is smaller and π1 < π2. Finally, the `credit risk'
Table 2: Scenarios for simulations of Example 7.3.
Name of the scenario breakpoint risk level π1 risk level π2
initial θ = 0.17 0.8 0.1
risk level and 0.1 0.3
credit risk θ = 0.5 0.008 0.002
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scenario is motivated by Tillich [2013, p. 114], who analyzed quarterly data of a retail
portfolio and found average default rates of about 0.008 and 0.002. The breakpoint
θ = 0.17 corresponds to the rst quartile of a probit normal distribution with parameters
0 and 2, while θ = 0.5 corresponds to the median of this probit normal distribution. For
the simulation, every combination of breakpoint and risk levels is regarded. In addition,
the sample size n is varied from 1 000 to 100 000.
Table 3 contains the estimated bias and the estimated root mean squared error
(RMSE) of the breakpoint estimators θ∗n, θ̄n and θ̄
∗
n for the scenarios from Table 2.
There are performed 10 000 Monte Carlo replications for each scenario. The last column
of Table 3 contains the number of valid replications, i. e. the number of replications
where the plug-in estimate θ̄∗n exists, compare the requirements for the existence of the
estimates in Remark 6.1(i). The quite small number of valid replications in the credit
risk scenarios can be explained by the risk levels near zero in connection with a small
sample size, particularly in the case n = 1 000. But in accordance with Remark 6.1(ii),
the number of valid replications increases with increasing sample size.
In agreement with the consistency property of the estimators θ∗n, θ̄n, and θ̄
∗
n as stated in
Theorems 1, 2, and 4 resp., absolute bias and RMSE are decreasing while the sample size
is increasing. Thereby, the ML estimates show the smallest bias and RMSE in absolute
values, which is caused by the known risk levels. In the case of unknown risk levels, the
plug-in estimates are slightly better than the Dempe-Stute estimates. Moreover, the
model parameters inuence the results as expected:
• With only a few exceptions in the `credit risk' scenario for small sample sizes,
the estimates are better if the breakpoint equals the median of the unconditional
distribution of the score instead of its quartile.
• The estimates are dependent on the dierence and the location of the risk levels,
i. e. the estimates in scenario `initial' are better than those in scenario `risk level',
which themselves are better than the estimates in the `credit risk' setting.
Additionally, Table 4 contains the estimated bias and estimated RMSE of the risk
level estimators π̄1,n and π̄2,n based on the two-sided Dempe-Stute estimate θ̄n for the
breakpoint. The estimates π̄1,n and π̄2,n are used as input for the plug-in-estimator of
the breakpoint. In agreement to the consistency property of the estimators π̄1,n and π̄2,n
as stated in Theorem 3, absolute bias and RMSE are decreasing while the sample size
is increasing. Note that small bias and RMSE have to be seen against the background
of the absolute risk levels, especially in the `credit risk' scenario.
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Table 4: Simulation results based on Example 7.3: Bias and root mean squared error
(RMSE) of risk level estimators π̄1,n and π̄2,n for scenarios from Table 2 with
varying sample sizes.
Scenario name Sample size estimator π̄1,n estimator π̄2,n
Breakpoint n bias RMSE bias RMSE
initial
θ = 0.17
1 000 −0.1195 0.2601 0.0018 0.0367
10 000 −0.0787 0.2072 0.0013 0.0262
100 000 −0.0446 0.1544 0.0007 0.0180
risk level
θ = 0.17
1 000 0.0581 0.0999 0.0032 0.0317
10 000 0.0422 0.0814 0.0004 0.0121
100 000 0.0295 0.0681 −0.0001 0.0061
credit risk
θ = 0.17
1 000 0.0057 0.0426 0.0027 0.0310
10 000 −0.0011 0.0038 0.0000 0.0012
100 000 −0.0011 0.0025 0.0000 0.0005
initial
θ = 0.5
1 000 −0.0217 0.1059 0.0299 0.1201
10 000 −0.0115 0.0745 0.0160 0.0864
100 000 −0.0062 0.0527 0.0067 0.0544
risk level
θ = 0.5
1 000 0.0150 0.0511 −0.0084 0.0501
10 000 0.0090 0.0350 −0.0067 0.0321
100 000 0.0050 0.0261 −0.0038 0.0233
credit risk
θ = 0.5
1 000 0.0046 0.0308 0.0021 0.0166
10 000 0.0001 0.0025 0.0005 0.0019
100 000 −0.0002 0.0012 0.0004 0.0013
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8.2 Simulation of Example 7.4
The second simulation is based on Example 7.4 and the following is assumed: Let
Xi = T (Z,Ui)
with link function
T (z, u) =
uz, if z > 0 and u ≥ 0,0 else.
Moreover, let Ui
i.i.d.∼ Beta(c, d) with c = d = 1.5 for all i = 1, . . . , n. Then
P (Ui ∈ ]0, 1[) = 1, E[Ui] = 1/2, and V[Ui] = 0.0625.
Furthermore, let Z ∼ LN (µ, σ2) with µ = −0.025 and σ2 = 0.05. Then
P (Z > 0) = 1, E[Z] = 1, and V[Z] = exp(0.05)− 1 ≈ 0.0513.
All the random variables Z and Ui, i = 1, . . . , n, are mutually independent. As already
stated in Example 7.4, the assumptions of Lemma 7.1 are fullled and therefore also the
assumptions on the link function T of Theorems 14.
For the simulation, we dene the following scenarios for the breakpoint and the risk
levels, see Table 5. The generation of the random numbers is performed analogously to
Subsection 8.1.
Table 6 contains the estimated bias and the estimated root mean squared error
(RMSE) of the breakpoint estimators θ∗n, θ̄n and θ̄
∗
n for the scenarios from Table 5
with dierent sample sizes. As in the simulation for Example 7.3, there were performed
10 000 Monte Carlo replications for each scenario. Additionally, Table 7 contains the
Table 5: Scenarios for simulations of Example 7.4.
Name of the scenario breakpoint risk level π1 risk level π2
initial θ = 0.25 0.8 0.1
risk level and 0.1 0.3
credit risk θ = 0.5 0.008 0.002
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estimated bias and estimated RMSE of the risk level estimators π̄1,n and π̄2,n based on
the two-sided Dempe-Stute estimates for the breakpoint. The estimates π̄1,n and π̄2,n
are used as input for the plug-in-estimator of the breakpoint.
The two tables 6 and 7 show that the bias and the RMSE of the corresponding
estimators are decreasing with an increasing sample size. This is in line with the property
of consistency of Theorems 14. Also the inuence of the model parameters, i. e. the
breakpoint θ and the risk levels π1 and π2, is as described above in Subsection 8.1.
And again, the ML estimates are better than the plug-in estimates, which themselves
are better than the Dempe-Stute estimates with some exceptions in cases with small
sample sizes. Noteworthy, the absolute bias and RMSE of the ML estimator and the
plug-in estimator dier not that much here. This could be an indication of asymptotic
equivalence of the ML and the plug-in estimators as in the i.i.d. case, see Ferger and
Klotsche [2009, p. 115].
Comparing our simulation results for Examples 7.3 and 7.4 and those of Tillich and
Ferger [2015] (who considered the one-sided Dempe-Stute estimator only), we see that
the quality of the estimates is strongly inuenced by the interplay of the (non-linear)
link function T and the joint distribution of the random variables Ui and Z.
9 Conclusions and Outlook
The framework of this article is a binary regression model for observations (Xi, Yi) ∈
R × {0, 1} with a one-step regression function m. Function m has three parameters of
interest, namely the breakpoint θ and the risk levels π1 and π2. We investigated dierent
estimators for these parameters under the assumption of non-i.i.d. observations. The
dependence of the regressors Xi is modeled by a possibly non-linear link function, i. e.
by Xi = T (Z,Ui). Based on this, a Bernoulli mixture model is used for the response
variables Yi.
We proved that all considered estimators, i. e. the maximum likelihood estimator (Sec-
tion 3), the Dempe-Stute estimator (Section 4) and the plug-in estimator (Section 6)
are strongly consistent for the unknown breakpoint. Furthermore, we proved strong
consistency for the risk level estimators (Section 5) as well. In doing so, the assumptions
on the link function T turned out to be a crucial issue. In the primary representation,
these assumptions are not that easily accessible. Thus, we claried them more detailed
and found that we can build on quite simple assumptions, namely on continuity and
monotonicity (Section 7). This eases application and understanding.
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Table 7: Simulation results based on Example 7.4. Bias and root mean squared error
(RMSE) of risk level estimators π̄1,n and π̄2,n for scenarios from Table 5 with
varying sample sizes.
Scenario name Sample size estimator π̄1,n estimator π̄2,n
Breakpoint n bias RMSE bias RMSE
initial
θ = 0.25
1 000 −0.0159 0.0652 −0.0010 0.0107
10 000 −0.0031 0.0209 −0.0001 0.0033
100 000 −0.0003 0.0044 0.0000 0.0011
risk level
θ = 0.25
1 000 0.0258 0.0534 0.0066 0.0203
10 000 0.0094 0.0253 0.0007 0.0053
100 000 0.0022 0.0098 0.0001 0.0016
credit risk
θ = 0.25
1 000 0.0074 0.0457 0.0022 0.0270
10 000 −0.0001 0.0028 −0.0002 0.0007
100 000 −0.0002 0.0010 −0.0000 0.0002
initial
θ = 0.5
1 000 0.0005 0.0186 −0.0003 0.0136
10 000 0.0001 0.0059 −0.0000 0.0042
100 000 −0.0000 0.0018 −0.0000 0.0013
risk level
θ = 0.5
1 000 −0.0003 0.0148 0.0032 0.0214
10 000 0.0001 0.0045 0.0003 0.0066
100 000 −0.0000 0.0014 0.0000 0.0021
credit risk
θ = 0.5
1 000 0.0048 0.0258 0.0011 0.0212
10 000 0.0004 0.0015 −0.0000 0.0007
100 000 0.0000 0.0004 0.0000 0.0002
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Finally, we performed some simulations to illustrate the theoretical outcomes (Sec-
tion 8). The results support the consistency property of the breakpoint estimators and
the risk level estimators similar to the i.i.d. case and the non-i.i.d. case with a linear link
function as in Tillich and Ferger [2015]. Comparing the estimators, we found that the
maximum likelihood estimator leads to the best breakpoint estimates referring to the
absolute bias and RMSE. This is not surprising because the ML estimator assumes the
risk levels to be known. In the case of unknown risk levels, the plug-in estimator seems
to be preferable in contrast to the Dempe-Stute estimator.
To check this conjecture, the theoretical investigation of convergence speed would be
helpful. Thereby, the inuence of a non-linear link function could be claried. Another
interesting point is the asymptotic distribution of the breakpoint and risk level estima-
tors. It could form a basis for constructing condence intervals and statistical tests for
the model parameters. In order to gain more insights on the estimation procedure, a
more comprehensive simulation study would be valuable. Its focus could also be aimed
on some practical applications, e. g. credit risk.
From a practical point of view, also the following model modications and extensions
are of interest:
1. There is a need of estimation procedures in cases with more than two classes, i. e.
more than one breakpoint. Obviously, an iterative application of the proposed
estimators seems to be possible. However, a simultaneous treatment seems to
be preferable. In both cases, the question of the correct number of classes and
breakpoints raises.
2. Sometimes we have data from dierent (subsequent) periods. The usage of the
proposed estimators seems to be possible also in this case. For a serious inves-
tigation by a simulation study and/or statistical theory, an appropriate model is
needed. It has to take into account time dynamics. This refers especially to the
modeling of the temporal dependence structure. To this, the established model
structures can be adapted. A starting point for this eld could be Tillich [2016b].
Finally, it should be noted that an application of the proposed methods is conceivable as
well besides credit risk, for instance in medicine, environmental sciences or other elds
of economics.
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