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Abstract
In the strong edge coloring problem, the objective is to color the edges of the given graph
with the minimum number of colors so that every color class is an induced matching. In this
paper, we will prove that this problem is NP-complete even in a very restricted setting. Also,
a closely related problem, namely the maximum antimatching problem, is studied, and some
NP-completeness results and a polynomial time algorithm for a subproblem are derived. ?
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1. Introduction
A strong edge coloring of a graph G is an assignment of colors to the edges of G
such that every two edges of distance at most two receive di2erent colors. Two edges
are of distance at most two i2 either they share an endpoint, or an endpoint of one is
joined to an endpoint of the other. In other words, a strong edge coloring of G is a
partition of E(G) into a collection of induced matchings.
In 1985, Erd5os and Ne7set7ril (see [4,5]) conjectured that every graph of maximum
degree  has a strong edge coloring with at most 54
2 colors. Also, it is conjectured
by Faudree et al. [4] that every bipartite graph of maximum degree  has a strong
edge coloring with 2 colors. These conjectures are still wide open. For a summary
of results concerning strong edge coloring refer to [13].
The computational complexity of ;nding a strong edge coloring with the minimum
number of colors is studied for chordal graphs in [2], and a polynomial time algorithm
for this problem, and another related problem, namely the problem of ;nding the largest
induced matching in the given graph, is presented. It is also proved that the induced
matching problem is NP-complete even for bipartite graphs. In fact, a slightly modi;ed
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version of the argument in [2] implies that for every g, the induced matching problem
is NP-complete for bipartite graphs of girth at least g. In this paper, we will prove
that the strong edge coloring problem is NP-complete even if the graph is restricted
to be bipartite and of girth at least g.
The strong edge coloring problem is, in fact, a special case of the problem of col-
oring the square of the given graph; it is coloring the square of the line-graph of the
graph (see [2]). The problem of coloring the square of a graph is called distance-2
coloring, and has many applications, for example in approximating the Hessian ma-
trices of certain nonlinear functions using a minimum number of gradient evaluations
(see [14]), or in frequency assignment (broadcast scheduling) in packet radio networks
(see [15]). This problem is well studied and is proved to be NP-complete even for
planar graphs of bounded degree. See [13] for a summary of results.
Another related problem is the antimatching problem. An antimatching in a graph
G is a set A of edges of G such that any two edges in A are of distance at most two.
(In [2], antimatchings were called neighborly sets.) Therefore, the size of the largest
antimatching in G is obviously a lower bound for the number of colors necessary for a
strong edge coloring of G. We will prove that the antimatching problem is NP-complete
for general graphs and for bipartite multigraphs, and polynomially solvable for graphs
which do not contain any cycle of length 4, denoted by C4.
The rest of this paper is organized as follows. In Sections 2 and 4, we will prove
the NP-completeness of the strong edge coloring problem and the antimatching prob-
lem. Some comments about the strong edge coloring of special classes of graphs are
mentioned in Section 3. In Section 5, a polynomial-time algorithm for the antimatching
problem for C4-free graphs is presented. Section 6 contains some open problems.
2. The strong edge coloring problem
In this section, we prove that the strong edge coloring problem is NP-complete. The
problem is de;ned as follows:
STRONG EDGE COLORING
Instance: A graph G and a positive integer K .
Question: Does G have a strong edge coloring with K colors?
For K6 3, the problem is trivial (It is not diKcult to see that the only strong
3-edge-colorable graphs are disjoint unions of cycles (of lengths divisible by 3), paths,
and K1;3’s). The following theorem implies that the problem is NP-complete for any
other value of K .
Theorem 1. For every 3xed g; K¿ 4; STRONG EDGE COLORING is NP-complete for bi-
partite graphs with girth at least g.
Proof. It is clear that the problem is in NP. We prove that it is NP-complete by
showing a reduction from GRAPH K-COLORABILITY. It is well known [6] that GRAPH
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Fig. 1. (a) The graph T , (b) The graph T ′.
K-COLORABILITY is NP-complete for every ;xed K¿ 3. For every K¿ 4 and every
graph H , we construct another graph G such that H is K-colorable if and only if G
has a strong edge coloring with K colors.
Before starting to construct G, consider the graph T shown in Fig. 1(a). This graph
consists of a vertex x adjacent to a set of K−1 other vertices, including two vertices y1
and y2, which are adjacent to two other vertices z1 and z2, respectively. The important
property of this graph, which will be used throughout the proof, is that in every strong
edge coloring of T with K colors, the colors of the two edges y1z1 and y2z2 are the
same.
Now, for every K¿ 4; d¿ 1, we construct a graph GK;d. GK;d contains a path
v0v1 : : : v3(d−1). For every i=0; : : : ; d− 1, the vertex v3i is connected to another vertex
ui, and ui is connected to another vertex wi. Also, for every i=0; : : : ; d− 1, the vertex
v3i is connected to a set Ai of new vertices (Ai’s are pairwise disjoint). A0 and Ad−1
each contain K −3 vertices, and Ai (for i=1; : : : ; d−2) contains K −4 vertices. There
is no other vertex or edge in GK;d. For example, Fig. 2 shows the graph G6;4. The
vertices w0; w1; : : : ; wd−1 are called the heads of GK;d.
Using the property of the graph T , it is easy to see that in every strong edge coloring
of GK;d using K colors, the colors of the edges which are indicated by thick lines in
Fig. 2 are the same.
Now, we are ready to construct the graph G from the graph H . Corresponding to
each vertex v of degree d in H , we put a copy Cv of GK;d in G. Each head of Cv
corresponds to one of the edges incident to v. If two vertices u and v in H are joined
by an edge e, we combine the heads corresponding to e in Cu and Cv into a single
vertex. Let G be the resulting graph. We claim that G has a strong edge coloring with
K colors if and only if H is K-colorable.
Assume that G has a strong edge coloring with K colors. By the property of GK;d,
we know that for every vertex v∈V (H) the colors of the thick edges of Cv are the
same. Color the vertex v in H with the color of the thick edges of Cv. It is obvious
that this coloring is a proper vertex coloring of H using K colors.
Conversely, assume that H has a vertex coloring using K colors. We construct a
strong edge coloring of G using K colors. For every v, we color the thick edges of
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Fig. 2. The graph G6;4.
Cv with the color of v in H . Then, we color the remaining edges of Cv using the
following lemma.
Lemma 1. Let T ′ be the graph obtained from T (Fig. 1(a)) by adding two new
vertices t1 and t2 and connecting them to z1 and z2; respectively (see Fig. 1(b)). If
the edges y1z1; y2z2; z1t1; and z2t2 are colored in such a way that the colors of y1z1
and y2z2 are the same and every two edges of distance at most two are colored with
di6erent colors; then it is possible to complete this partial coloring to a strong edge
coloring of T ′.
Proof. It is suKcient to consider two cases: In the ;rst case, z1t1 and z2t2 are colored
with the same color, and in the second case, they are colored with di2erent colors. In
each case, it is easy to complete the coloring.
Using the above lemma, we can color every edge in G, and obtain a strong edge
coloring of G with K colors.
Therefore, we have proved that for every ;xed K¿ 4, GRAPH K-COLORABILITY reduces
to STRONG EDGE COLORING. The only thing that remains is to modify the reduction in
such a way that the resulting graph G becomes bipartite and of girth at least g.
In order to do this, it is suKcient to consider the graph G′K;d=GK;2dg, and let the
heads of G′K;d be the vertices w0; w2g; w4g; : : : ; w2g(d−1) (i.e., w2gi for i=0; : : : ; d − 1),
where w0; w1; : : : ; w2gd−1 are the heads of GK;2dg. It is easy to see that if instead of
GK;d, we use G′K;d in the above reduction, the resulting graph G will be bipartite and
has girth more than g. Furthermore, G has a strong edge coloring using K colors if
and only if H is K-colorable.
Notice that in particular the above theorem implies that STRONG EDGE COLORING is
NP-complete for C4-free graphs.
3. Strong edge coloring problem on special classes of graphs
The induced matching problem is investigated for many special classes of graphs,
and for many classes, polynomial time algorithms are found. Most of these algorithms
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are based on the fact that the maximum induced matching in a graph G corresponds to
the maximum independent set in the square of the line graph of G (see [2]). For many
classes of graphs (e.g., chordal graphs, circular arc graphs, co-comparability graphs,
and trapezoid graphs), it is proved that if a graph G is in the class C, then the square
of the line graph of G is also in C (see [2,9]). Therefore, if we can solve the maximum
independent set problem in class C, we can also solve the induced matching problem
in this class.
The same idea can be applied to the strong edge coloring problem, because a
strong edge coloring of a graph G is a proper vertex coloring of the square of
the line graph of G. Using this fact, we can obtain polynomial time algorithms for
strong edge coloring of chordal graphs (see [2]) and co-comparability graphs
[9,7]. The latter class contains interval graphs, permutation graphs, and trapezoid
graphs. Also, we can get a 1.368-approximation algorithm for circular arc graphs
[8,11].
Similarly, since the maximum antimatching in a graph corresponds to the maximum
clique in the square of its line graph, we can get eKcient algorithms for the antimatch-
ing problem on chordal graphs [2,7], co-comparability graphs [9,7], and circular arc
graphs [8,7].
4. The maximum antimatching problem
In this section, we consider the maximum antimatching problem.
MAXIMUM ANTIMATCHING
Instance: A graph G and a positive integer K .
Question: Does G have an antimatching with at least K edges?
Theorem 2. MAXIMUM ANTIMATCHING is NP-complete.
Proof. The problem is clearly in NP. We prove that the following NP-complete prob-
lem (see [6]) can be reduced to MAXIMUM ANTIMATCHING.
CLIQUE
Instance: A graph H and a positive integer B.
Question: Does H contain a clique of size B?
For every instance (H; B) of CLIQUE we construct an instance (G;K) of MAXIMUM
ANTIMATCHING such that G has an antimatching of size K if and only if H has a clique
of size B. Let m denote the number of edges of H . Corresponding to every vertex v of
H , we add a set Av of m+ 1 new vertices and connect them to v (see Fig. 3). Let G
be the resulting graph and K =B(m+1). Also, let Ev denote the set of edges between
v and Av.
Assume that H has a clique of size B. Clearly, the set of edges of G incident to
at least one of the vertices of the clique is an antimatching. This set contains at least
B(m+ 1)=K edges.
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Fig. 3. Reduction from CLIQUE to MAXIMUM ANTIMATCHING.
Fig. 4. Reduction from CLIQUE to bipartite MAXIMUM ANTIMATCHING.
Conversely, assume that G has an antimatching of size K . At most m edges of
this antimatching are edges of H , and the others are edges from Ev’s. Therefore, the
antimatching contains at least
K − m=B(m+ 1)− m¿ (B− 1)(m+ 1)
edges from Ev’s. Therefore, there are at least B di2erent vertices v such that the
antimatching has at least one edge from Ev. This is impossible unless these B vertices
form a clique in H . Thus, H has a clique of size B.
One interesting special case of the antimatching problem is when the input graph
is restricted to bipartite graphs. The following theorem shows that this special case is
also NP-complete if we allow multi-edges.
Theorem 3. MAXIMUM ANTIMATCHING is NP-complete for bipartite multigraphs.
Proof. We use a technique similar to the technique of the proof of Theorem 2 to
reduce CLIQUE to this problem. For every instance (H; B) of CLIQUE, we construct a
graph G as follows: Corresponding to each vertex v of H , we put two vertices v1
and v2 in G and connect them using 2m + 1 edges. For every two adjacent vertices
u and v in H , we connect u1 to v2 and u2 to v1 (see Fig. 4 for an example). Let
K =(2m+1)B. It is not diKcult to see that H has a clique of size B if and only if G
has an antimatching of size K .
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5. The antimatching problem for C4-free graphs
We saw in Section 2 that STRONG EDGE COLORING remains NP-complete even if we
impose the restriction that the graph has an arbitrarily large girth. But the status is
di2erent for MAXIMUM ANTIMATCHING. We will see in this section that this problem can
be solved in polynomial time if we restrict the input to be C4-free. The class of C4-free
graph turns out to have interesting properties with respect to strong edge coloring (see
for example [12]). The following theorem characterizes the structure of antimatchings
in this class of graphs.
Theorem 4. Let G be a C4-free graph and for every vertex v of G; Ev be the set of
edges incident to v. Then for every antimatching A in G; at least one of the following
propositions hold:
(a) There is a triangle uvw such that A ⊆ Eu ∪ Ev ∪ Ew.
(b) There is an edge uv such that A ⊆ Eu ∪ Ev.
(c) There is a vertex u such that A− Eu contains at most 10 edges.
It is easy to apply the above theorem to prove the following result.
Theorem 5. There is a polynomial time algorithm that for every given C4-free graph
G; 3nds the largest antimatching in G.
Proof. By Theorem 4 there are only a polynomial number of cases for a maximum
antimatching in G. Therefore we can check all possibilities exhaustively as follows.
First, we ;nd a triangle uvw in G for which deg(u)+deg(v)+deg(w) is maximum.
It is clear that A1 =Eu∪Ev∪Ew is the largest antimatching for which (a) in Theorem 4
holds. Similarly, we can ;nd the edge uv for which deg(u)+deg(v) is maximum. This
gives the antimatching A2 =Eu ∪ Ev which is the largest antimatching satisfying (b).
Also, For every pair (u; S), where u is a vertex of G and S is a set of at most 10
edges of E(G) − Eu, we check whether S is an antimatching in G. If it is an anti-
matching, for every edge e∈Eu, we check whether the set S ∪{e} is an antimatching.
Let S ′ be the set of edges e∈Eu such that S∪{e} is an antimatching. Since every two
edges in Eu are of distance at most two, the set S ∪ S ′ is an antimatching in G, and
in fact, it is the largest antimatching that contains S and is contained in Eu ∪ S. Since
the number of pairs (u; S) is bounded by a polynomial, it is possible to check every
such pair, and ;nd the largest antimatching A3 for which (c) holds in Theorem 4.
Thus, by Theorem 4, the largest antimatching in G is A1; A2, or A3, whichever is
larger; and this antimatching can be found in polynomial time.
Before proving Theorem 4, we prove the following lemmas.
Lemma 2. Let G be a C4-free graph and A be an antimatching in G. If at least
three edges of A are incident to some vertex x; then every edge in A has at least one
endpoint adjacent to x.
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Proof. Let xy1; xy2; xy3 be three edges of A incident to x. Assume that there is an
edge ab in A such that a and b are not adjacent to x. Therefore, since for every
i∈{1; 2; 3}; xyi and ab are of distance at most two, yi must be adjacent to either a
or b. Therefore, for some i1; i2 ∈{1; 2; 3}; yi1 and yi2 are both adjacent to the same
vertex, say a. Thus, ayi1xyi2 is a C4 in G, contradicting our assumption.
Lemma 3. Let G be a C4-free graph and A be an antimatching in G. If x; x′; y1; y2;
y′1; y
′
2 are distinct vertices of G; and the edges xy1; xy2; x
′y′1; x
′y′2 are in A; then x is
adjacent to x′.
Proof. Assume that x is not adjacent to x′. Because of C4-freeness of G, x cannot
be adjacent to both y′1 and y
′
2 at the same time. Therefore, without loss of generality,
we can assume that it is not adjacent to y′1. Similarly, we can assume that x
′ is not
adjacent to y1. Therefore, since xy1 and x′y′1 are of distance at most two, y1 and y
′
1
are adjacent. Thus, y1 cannot be adjacent to y′2. Therefore, since xy1 and x
′y′2 are of
distance at most two, x must be adjacent to y′2. By a similar argument, x
′ must be
adjacent to y2. Therefore, xy′2x
′y2 is a C4 in G, which is a contradiction.
Lemma 4. Let G be a C4-free graph and A be an antimatching in G. Then; A does
not contain any matching of size 8.
Proof. Assume, for contradiction, that {u1v1; u2v2; : : : ; u8v8} is a matching of size 8 in
A. Since A is an antimatching, there is an edge between one of the endpoints of uivi and
one of the endpoints of ujvj, for every i = j. Therefore, without loss of generality, we
may assume that u1 is connected to 4 other endpoints, say u2; u3; u4; u5. Every vertex in
the set {u2; u3; u4; u5} is connected to at most one other vertex in this set, for otherwise
these vertices and u1 will form a C4. Therefore, we may assume, without loss of
generality, that there is no edge between any pair of the vertices {u2; u3; u4; u5}, except
possibly between u2u3 and between u4u5. Furthermore, if there is an edge between ui
and vj for some i; j∈{2; 3; 4; 5} (i = j), we will get a 4-cycle u1uivjuj in the graph,
which is impossible. Therefore, for any i∈{2; 3}; j∈{4; 5}, since uivi and ujvj are of
distance at most two, there must be an edge between vi and vj. But this implies that
we have the 4-cycle v2v4v3v5 in the graph, which is a contradiction.
Proof of Theorem 4. Let A be an antimatching in G, and H be the subgraph of G
induced by A. Notice that in the following, by “adjacent” we mean adjacent in G,
unless otherwise stated. We consider the following two cases separately.
Case 1: There are at least two vertices whose degrees in H are at least three.
Let u; v be two such vertices. Using Lemma 3 and the fact that u and v cannot have
more than one common neighbor, it is easy to see that u and v are adjacent. Now, if
A−Eu−Ev is empty, then (b) is true; otherwise, consider an edge ab of A−Eu−Ev.
By Lemma 2, at least one of the vertices a; b is adjacent to u, and similarly, at least
one of them is adjacent to v. If one of them is adjacent to u, and the other is adjacent
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to v, the vertices u; v; a; b would form a 4-cycle which is impossible. Therefore, either
a or b is adjacent to both u and v. Without loss of generality, assume that a is adjacent
to both u and v. If there is any other edge a′b′ in A−Eu−Ev, by a similar argument,
one of its endpoints, say a′, is adjacent to both u and v. But since G is C4-free, this
is impossible unless a= a′. Therefore, A ⊆ Eu ∪ Ev ∪ Ea and (a) is true.
Case 2: There is at most one vertex of degree at least three in H . Let u be a
vertex of maximum degree in H . Therefore, the degree of every vertex other than u
in H is at most two. This means that H − Eu is a collection of disjoint paths and
cycles. By Lemma 3 and C4-freeness of G; H − Eu cannot contain a cycle and a
path of length more than one (i.e., with more than one edge) at the same time. Also,
by Lemma 3, H − Eu does not contain more than three paths of length more than
one (otherwise the vertices of degree two would form a 4-cycle). Finally, by Lemma
4, H − Eu does not contain any matching with more than 7 edges. These facts im-
ply that H − Eu does not contain more than 10 edges. Therefore, (c) holds in this
case.
Remark 1. The constant 10 in Theorem 4 is not optimal. Using a straightforward (but
lengthy) argument, it is possible to replace this constant by 4.
Remark 2. A corollary of the above theorem is that the size of the largest antimatching
in a C4-free graph of maximum degree ¿ 1 is at most max{3 − 3;  + 10}. For
general graphs, it is an open conjecture that the size of the largest antimatching is at
most 54
2 (see [5]). However, the weaker result that the number of edges of every graph
without any induced matching of size 2 is at most 54
2, was conjectured by Bermond
et al. [1] and proved by Chung et al. [3]. This problem has some applications in the
design of bus interconnection networks [1].
6. Open problems
In the proof of Theorem 1, the maximum degree of the graph G that is constructed
is K−1. One may ask the following question: For every ;xed K , what is the minimum
value of  such that STRONG EDGE COLORING is NP-complete for graphs of maximum
degree ? This problem is probably diKcult, since the similar problem for vertex
coloring is still open.
Determining the computational complexity of STRONG EDGE COLORING and MAXIMUM
ANTIMATCHING for planar graphs and partial k-trees is an open question. Notice that (as
noted in [9]) it is proved in [10] that the induced matching problem is NP-complete
for 3-regular planar graphs, so it is natural to expect the strong edge coloring problem
to be hard on this class. Also, complexity of MAXIMUM ANTIMATCHING on simple bipartite
graphs is another unsolved problem.
Another natural question is to determine all the values of k for which the result of
Theorem 4 (or something similar) holds for Ck -free graphs.
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