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ABSTRACT 
 This study examined data from Tripod student and teacher surveys administered 
over three academic years in a midsized urban school district in the United States. Two 
multifaceted questions guided the research: (1) How do teachers’ student survey ratings tend 
to behave over time? (2) How, if at all, do trends in student survey ratings relate to certain 
teacher background characteristics and professional experiences as reported on teacher 
surveys? Analyses indicated significant improvement in ratings, but only during the district’s 
first year of student survey implementation. Teachers’ perceptions of principal leadership 
emerged as the variable most closely tied to increases in ratings over time. Findings varied, 
however, depending on the dimension of teaching measured. Taken together, the study’s 
results translate into several specific recommendations for leaders and policymakers 
interested in instructional improvement and its relationship to student surveys. 
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CHAPTER ONE: BACKGROUND, CONTEXT, AND RATIONALE 
Evaluating Teacher Performance 
Three areas of relative consensus have long been growing in the field of K–12 
education: instructional quality directly affects educational outcomes for students, it varies a 
great deal from classroom to classroom even within schools, and it is malleable given the 
right tools to facilitate improvement (Bill and Melinda Gates Foundation, 2011). Yet in 2009, 
a report from The New Teacher Project (now TNTP) found United States schools to be 
largely “indifferent to instructional effectiveness—except when it comes time to remove a 
teacher” (Weisberg, Sexton, Mulhern, & Keeling, 2009, p. 4). Titled “The Widget Effect: 
Our National Failure to Acknowledge and Act on Differences in Teacher Effectiveness,” the 
study lamented the untapped potential of teacher performance data to inform the everyday 
work of schools: differentiating instructional coaching and professional development, 
assigning teachers to specific tasks and positions, and more. Subsequent efforts to realize 
that potential revealed the root of the problem: existing approaches to teacher evaluation 
were simply inadequate, many generating neither accurate measurements nor actionable 
feedback for educators and their supervisors (Darling-Hammond, 2010). Soon, states and 
districts across the country were overhauling their personnel evaluation systems, seeking 
better ways of gathering, analyzing, and using data on instructional effectiveness. 
In the years since “The Widget Effect” was published, two measures of teacher 
performance have come to dominate the K–12 policy landscape in the United States: value-
added models, which attempt to tie student test scores to individual teachers, and classroom 
observations using high-inference protocols (Schulz, Sud, & Crowe, 2014). Each of these 
measures has its benefits and drawbacks. Value-added models (VAMs) seek to provide an 
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objective, standardized measure of teachers’ effects on their students’ test scores. Rather 
than looking only at how students perform on a given test, VAMs compare students’ actual 
scores to predicted values calculated from information about their previous academic 
achievement as well as demographic and contextual influences such as poverty (Bill and 
Melinda Gates Foundation, 2013). In this way they aim to recognize teachers whose 
students’ academic growth exceeds statistical expectations, not just those whose students 
perform best overall. 
Value-added measures are attractive in theory, and some research has found them to 
be unbiased measures of teachers’ impact on test scores (Chetty, Friedman, & Rockoff, 
2013). Yet contributors to Educational Researcher raised a number of questions about VAMs in 
a March 2015 special issue called “Value Added Meets the Schools.” Some concerns relate to 
measurement: VAM data tend to be relatively unstable and imprecise, in part because test 
results can lack validity for students far above or below grade level and may be influenced by 
a number of forces not factored into many VAMs (Darling-Hammond, 2015). Other 
critiques of VAMs relate to their possible, if unintended, consequences. Using VAMs in 
educator evaluations can have harmful repercussions for schools, including undermining 
teamwork and morale among teachers (Johnson, 2015). Their one-dimensional assessments 
of teaching may also limit their utility in improvement efforts and encourage teachers to 
narrow the scope of their work (Raudenbush, 2015). For these reasons and others, both the 
American Statistical Association (2014) and the American Educational Research Association 
(2015) have issued cautionary statements on VAMs. 
Classroom observations are more widely used and accepted. They allow for relatively 
direct assessments of what teachers actually do, in contrast with proxy measures of 
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performance such as test scores (Goe, Biggers, & Croft, 2012). When done well, 
observations are both comprehensive and standards-based, producing rich data on teachers’ 
work while giving them “a clear sense of what practices they need to adopt in order to 
succeed on the evaluation” (Papay, 2012, p. 134). For some, such codification of best 
practices infringes on teachers’ professional autonomy and exhibits disrespect for their 
occupation (Goodwin, 2012); more, though, argue that clearly articulated standards for 
practitioners are precisely what teaching needs if it is to enjoy greater prestige in the United 
States (Purinton, 2012). Certain developers of observation protocols even posit that a major 
effect of their proliferation will be the professionalization of teaching in this country 
(Danielson, 2007). 
Debates on the use of classroom observations in teacher evaluation usually concern 
the details of their implementation. The best way to produce reliable assessments of teaching 
using observations is to train raters extensively in the use of a well-crafted rubric or protocol, 
then have multiple observers each observe the same teacher on multiple occasions (Hill & 
Grossman, 2013). Yet many administrators lack the time, personnel, and training to realize 
this ideal (Joint NAESP & NASSP Teacher Evaluation Committee, n.d.). Validity is another 
concern: both teachers and students may alter their behavior significantly in the presence of 
an observer (Marshall, 2012). Even the constructive feedback teachers receive from 
observations can be minimal unless observers have the time and expertise they need to 
provide effective coaching (Bambrick-Santoyo, 2012). In short, though hardly anyone denies 
that observations should play a role in teacher evaluation, crafting that role remains a 
challenge. 
As the cases of VAMs and observations illustrate, states and districts weighing 
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methods of measuring instructional quality must consider reliability and validity as well as 
feasibility and utility. Reliability in the context of teacher evaluation takes three forms: 
stability, or test-retest reliability, refers to constancy in assessments of a teacher over time; 
consistency, or inter-rater reliability, pertains to agreement among different assessors’ ratings 
of a teacher; and generalizability allows evaluators to draw from time-bound assessments 
conclusions about a teacher’s practice during times when it is not being assessed (Cashin, 
1995). Reliability is necessary but not sufficient to establish validity, defined as justification 
for a given interpretation of data: for example, concluding from low scores on a certain test 
that students are not experiencing quality instruction (Goe, Bell, & Little, 2008). Without 
validity, teacher evaluation systems can be neither fair nor productive. Further, even an 
extremely reliable and valid method of evaluating teaching may lack utility if its successful 
implementation incurs excessive financial or other costs. Such “side effects” may be diffuse 
and intangible but significant nonetheless: tempting teachers to overvalue whichever aspects 
of instruction are measured, for instance (Sirotnik, 2004), or eroding their job satisfaction 
and thereby depressing recruitment and retention in the field (Ingersoll & Perda, 2008). 
Facing these considerations and the limitations of VAMs and classroom observations, 
leaders and policymakers in K–12 education have continued to search for more and better 
ways of evaluating teaching. 
Student Perceptions of Instruction 
Over the past several years, a combination of factors has brought both lay and expert 
attention to the possibility of using student perceptions to evaluate instruction. 
Organizations outside the field of education have popularized the use of 360-degree 
feedback, which combines reports from supervisors, peers, and subordinates to form a 
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multifaceted picture of an employee’s performance (Mahar & Strobert, 2010). Meanwhile, 
students and their advocates have brought the subject of youth empowerment into the 
teacher evaluation conversation, authoring articles with titles like “We Are the Ones in the 
Classroom—Ask Us!” (Boston Student Advisory Council, 2012) and “In Teacher 
Evaluations, Students Seek Their Say” (Pfeiffer, 2011). In addition, though evaluating 
teaching through the eyes of students seems inherently problematic to many educators 
(Kloberdanz, 2012), others have expressed strong and growing faith in the practice 
(Johnson, 2012). 
Most significant, however, has been the Measures of Effective Teaching (MET) 
Project. A multi-year experimental study launched in 2009 by the Bill and Melinda Gates 
Foundation, the MET Project analyzed three types of data on the instruction of over 3,000 
K–12 teachers: ratings by trained classroom observers, value-added measures of test scores, 
and student survey responses (Bill and Melinda Gates Foundation, 2011). The survey 
instrument used was Tripod, developed by Ronald Ferguson of Harvard University’s 
Achievement Gap Initiative in partnership with teachers and administrators (Ferguson, 
2010). Tripod asks students about seven domains of their teachers’ practice, together 
referred to as “the 7Cs of Effective Teaching”: Caring, Conferring, Captivating, Clarifying, 
Consolidating, Challenging, and Classroom Management (Tripod Education Partners, 
2015a). The MET researchers reported five major benefits associated with using Tripod 
student surveys for teacher evaluation: 
• Feedback. Results point to strengths and areas for improvement. 
• “Face validity.” Items reflect what teachers value. 
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• “Predictive validity.” Results predict student outcomes. 
• Reliability. Results demonstrate relative consistency. 
• Low cost. Expense of administration is minimal. (Bill and Melinda Gates 
Foundation, 2012, p. 4) 
With both methodological strength and powerful backers, the MET study has been 
extremely influential in the field. The same year its findings on student surveys appeared, 
Secretary of Education Arne Duncan called himself a “big believer in 360-degree evaluation 
of teachers” and stated that when it comes to assessing instruction, “one of the most 
untapped talents is the voice of youth” (Boston Student Advisory Council, 2012, p. 160). 
A report from Bellwether Education Partners has concluded that “the jury is still out 
… on whether student surveys will join classroom observations and student achievement 
data as a third common measure in newly redesigned teacher evaluation systems” (Schulz et 
al., 2014, p. 16). The likelihood is growing, however. A 2011 brief from the Texas 
Comprehensive Center found that although only one state—Georgia—required that student 
perceptions form a part of every teacher’s evaluation, at least 11 other states were seriously 
considering doing the same (Burniske & Meibaum, 2011). By 2013, six additional states—
Alaska, Hawai`i, Iowa, Massachusetts, New York, and Utah—had mandated the use of 
student perceptions in teacher evaluations, and five more—Colorado, Connecticut, 
Mississippi, Missouri, and New Mexico—listed it as one of several approved policy options 
from which districts could choose (Schulz et al., 2014). A number of districts in other states 
had also adopted the practice on their own initiative, following a precedent set by Memphis 
at the conclusion of the MET study (Hanover Research, 2013). 
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Policies in these states and districts vary widely. Alaska requires only that districts 
give students and other stakeholders (such as family and community members) some 
opportunity to weigh in on teachers’ performance; regulations note that surveys are the 
likeliest tool for this job but that districts may also choose to conduct interviews or collect 
data in another manner. Georgia mandates that students be surveyed annually at a minimum, 
though districts can choose when and how many times surveys occur each year. Survey 
instruments must be approved by the state educational authority, and results inform 
teachers’ formative and summative evaluations on four of ten state-established standards. 
Districts in areas without statewide student feedback policies include Memphis, where 
student survey results comprise five percent of teachers’ performance ratings, and 
Pittsburgh, which administers both fall and spring surveys each year. Hawai`i, which is both 
a state and a district, began by surveying students twice a year and counting the results as 
10% of teachers’ overall evaluation scores; starting in 2014, however, surveys were annual 
and their data combined with others to inform scores on the 20% of teachers’ evaluations 
meant to capture “core professionalism.” Hawai`i revised its policy again in 2015: now, the 
surveys’ administration is compulsory but their consequences are not. 
Such inconsistency stems in part from differing perspectives on the purpose of 
including student survey data in teacher evaluations. For some, student perceptions are 
useful primarily as means of triangulating other measures of teaching quality. For instance, 
Tripod surveys tend to agree with the Framework for Effective Teaching, Charlotte 
Danielson’s widely used teacher observation rubric, in their ratings of a given teacher under 
relatively pristine research conditions; the tools’ developers therefore argue for using their 
products in tandem and comparing the data they produce, with any major discrepancies 
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signaling the presence of misuse (Ferguson with Danielson, 2014). From another point of 
view, disagreement between student perceptual data and other measures of instructional 
effectiveness is actually the best proof that, as one frequently cited article put it, “student 
reports deserve a unique place in judging teacher performance” (Peterson, Wahlquist, & 
Bone, 2000, p. 137). Perhaps some aspects of teaching are best judged by professional 
educators, while others are best judged by students; in this case, “teacher and student ratings 
of instruction are not simply different methodological approaches to assessing the same 
aspects of instruction” (Kunter & Baumert, 2006, p. 232). Thus students’ views of 
teaching—like any one component of an evaluation system employing multiple measures of 
instructional quality—may be used either to corroborate or to complement data from other 
sources. 
The Present Study 
Whatever combination of data they employ, teacher evaluation policies usually have 
two overarching purposes: to judge teaching and to improve it. As chapter 2 shows, research 
on student perceptions of instruction has until now focused primarily on the first of these 
functions. Bellwether Education Partners has summarized the state of the art as follows: 
The greatest and most complicated implementation challenge, of course, is not just 
collecting student feedback, but making use of it to boost teacher practice and 
student learning outcomes. Given that research has found student surveys to be a 
reliable and accurate indicator of teacher effectiveness, the next step is for states and 
districts to integrate that data into high-quality professional development to help all 
teachers grow throughout their careers. (Schulz et al., 2014, p. 12) 
The report’s authors were optimistic: in their view, student survey results are valuable 
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precisely because they “provide actionable feedback that teachers and their supervisors can 
use to target specific areas for improvement” (p. 16). Nevertheless, the writers were “unable 
to identify any state or district user that at this point has effectively integrated student survey 
feedback into the development of actionable support” (p. 13). 
It is the role of student surveys in instructional improvement efforts that the present 
study was designed to inform. If the ultimate goal is to shape teachers’ developmental 
trajectories, it makes sense to begin by observing those trajectories closely in the context of 
conditions that might interact with them. The study therefore aimed first to describe 
longitudinal trends in survey responses, then to investigate relationships between those 
trends, on the one hand, and selected teacher characteristics and experiences, on the other. 
Two general hypotheses guided the research: that teachers vary in their developmental 
trajectories, and that school contexts vary in their conduciveness to teacher development 
(Clarke & Hollingsworth, 2002).  
This study serves several related purposes. Most simply, it tells a story by tracking 
trends in one district’s student survey data. Second, the study helps predict future trends by 
demonstrating ways in which scores are likely to rise—showing, for example, whether some 
aspects of instruction tend to improve more readily than others. Third, the study informs 
future efforts to manipulate trends: for example, if survey scores tend to rise more when 
teachers perceive their performance evaluations as being clear and effective, then a logical 
next step might be to examine evaluation procedures at a school where scores have 
stagnated. The trajectory of research on a given topic often begins with observation, 
proceeds to prediction, and ends in experimentation; this study observes and predicts, 
suggesting avenues for more experimental research but making no causal claims of its own. 
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A recent report summarized findings on teacher improvement efforts from a large-
scale study of three urban school districts and one charter school network (TNTP, 2015). 
The authors offered four main takeaways: 
• Districts are making a massive investment in teacher improvement—far larger than 
most people realize. 
• Despite these efforts, most teachers do not appear to improve substantially from 
year to year—even though many have not yet mastered critical skills. 
• Even when teachers do improve, we were unable to link their growth to any 
particular development strategy. 
• School systems are not helping teachers understand how to improve—or even that 
they have room to improve at all. (p. 2) 
Despite these realities, the researchers continue, 
…the notion persists that we know how to help teachers improve and could achieve 
our goal of great teaching in far more classrooms if we just applied that knowledge 
more widely. It’s a hopeful and alluring vision, but our findings force us to conclude 
that it is a mirage. Like a mirage, it is not a hallucination but a refraction of reality: 
Growth is possible, but our goal of widespread teaching excellence is further out of 
reach than it seems. 
Great teaching is very real, as are teachers who improve over time, 
sometimes dramatically so. Undoubtedly, there are development experiences that 
support that improvement. But we found no clear patterns in these success stories 
and no evidence that they were the result of deliberate, systemic efforts. Teacher 
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development appears to be a highly individualized process, one that has been 
dramatically oversimplified. The absence of common threads challenges us to 
confront the true nature of the problem—that as much as we wish we knew how to 
help all teachers improve, we do not. (p. 3) 
The implication is clear: educators—and their budgets—desperately need research 
on teacher development. The study documented in these chapters has its limitations, but 
given the dearth of information on instructional improvement in general and on its links to 
student surveys in particular, the findings reported below add distinct value to the field’s 
knowledge base. 
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CHAPTER TWO: REVIEW OF LITERATURE 
Although this study concerns K–12 schooling, the practice of asking students about 
teaching is better established and therefore better researched in higher education. This 
review begins with a summary of important findings regarding college and graduate student 
perceptions of teaching, then describes in more depth relevant research conducted in K–12 
contexts. Throughout, the chapter focuses on work investigating students’ views of 
individual instructors’ practice, omitting research on related but distinct concepts such as 
whole-school climate. 
Evidence from Higher Education Research 
 A series of comprehensive reviews and meta-analyses have provided snapshots of 
the relevant higher education literature at various points in time. Though these have focused 
primarily on the trustworthiness of student survey data—their role in judging instruction—
their potential to help improve instruction has seen increasing attention over the years. 
 As early as 1981, Cohen reported that “the literature dealing with student ratings of 
college instruction is voluminous” (p. 281). He sought to assess and distill that literature in a 
meta-analysis of 41 studies, all of which investigated the predictive validity of student 
perceptions by comparing survey responses from more than one section of a course to 
scores on a measure of achievement used across all sections. He found average positive 
correlations of 0.4–0.5 between student achievement and survey ratings of instruction, 
though coefficients varied systematically with certain study-specific conditions: they were 
higher for full-time faculty than for graduate student instructors, higher when students knew 
their final grades at the time surveys were administered, and higher when external graders 
rather than students’ own instructors graded final assessments of achievement. Relationships 
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also varied depending on the dimension of instruction being evaluated, with “skill” and 
“structure” exhibiting stronger positive associations with achievement and more 
interpersonal aspects of teaching such as “rapport” and “feedback” exhibiting weak, though 
still positive, correlations. 
 A set of two widely cited papers published in 1988 and 1995 updated the field by 
synthesizing relevant research into a set of specific recommendations for policymakers and 
administrators (Cashin, 1995). Based on his reviews of the literature, the author suggested: 
• Regarding dimensionality: Personnel decisions may be made on the basis of global 
survey items (e.g., “This teacher is effective overall”), but when the goal is to 
improve instruction, it is crucial to distinguish among various dimensions of 
teaching—and helpful to provide instructors with “some kind of consultation” (p. 6). 
• Regarding reliability: For a reliable picture of an instructor’s general performance, use 
ratings from a variety of courses spanning at least two years, and use great care when 
interpreting results if fewer than 10 or even 15 raters are involved. 
• Regarding validity: Allay common concerns by pointing out that student ratings of 
instruction tend to agree with qualitative perceptual data (i.e., student comments) and 
with ratings by trained observers, administrators, colleagues, former students, and 
instructors themselves. 
The 1995 paper also addressed possible biasing factors in student ratings of teaching, an area 
of the research it found inconclusive—in part due to disagreements concerning what exactly 
constitutes a bias. For example, if students in smaller classes tend to rate their teachers more 
favorably, is class size a variable requiring control? Where personnel decisions are involved, 
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instructors should not be penalized for teaching larger classes, but if students actually learn 
more in smaller classes, that is important information from a pedagogical point of view. 
 More recent publications have relied heavily on these three now-classic texts, 
extending and in some cases complicating their findings. Like his predecessors, Kulik (2001) 
concluded from a review of the higher education literature that student survey data on 
instructional quality tend to agree with other commonly used measures of teacher 
performance: student learning, student comments, observer ratings, and alumni ratings. Yet 
he acknowledged, though ultimately dismissed as faulty, several studies contradicting those 
findings. His paper also addressed in some detail the possibility of using student perceptual 
data to improve instruction, citing research showing that providing student feedback to 
instructors mid-term can have a small positive effect on their performance by the end of the 
semester—an effect that increases when “consultation on improvement strategies” is 
involved (p. 16). In general, Kulik described evidence for the potential of student ratings to 
improve teacher performance as being encouraging but scant. 
 Richardson’s (2005) review again confirmed earlier findings supporting the use of 
student surveys at the postsecondary level, but it emphasized that the trustworthiness and 
utility of student perceptions depend a great deal on the instrument used to gather them. 
The author also reported mixed findings on the importance of dimensionality, with some 
studies concluding from student survey data that global or aggregate assessments of 
instructional skill are inappropriate and others finding the opposite. Most germane to the 
present study is Richardson’s discussion of longitudinal trends in student survey data: 
Evaluations of the same teachers given by successive cohorts of students are highly 
stable over time. Indeed, Marsh and Hocevar (1991b) found no systematic changes 
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in students’ ratings of 195 teachers over a 13-year period. Although this 
demonstrates the stability of the students’ ratings, it also implies that the 
performance of the teachers was not improving with experience. Nevertheless, 
Roche and Marsh (2002) found that teachers’ perceptions of their own teaching 
became more consistent with their students’ perceptions of their teaching as a result 
of receiving feedback in the form of students’ evaluations. In other words, students’ 
evaluations may change teachers’ self-perceptions even if they do not change their 
teaching behaviour. (p. 389) 
The author went on to speculate that one reason college instructors tend not to act 
effectively on student feedback is that their institutions express more interest in research 
than in students’ classroom experiences. 
 The higher education literature thus provides evidence that student survey data on 
teaching can be reliable, valid, and perhaps even conducive to improving instruction—but 
may lack utility and trustworthiness when gathered or interpreted carelessly. Variations on 
the same themes have appeared in research on primary and secondary schooling. 
Influential Studies in K–12 Education 
 Though a number of researchers have studied survey data on instruction from 
respondents younger than college students, three studies have been particularly prominent in 
the field: the MET Project introduced in chapter 1, and two important predecessors. 
 Peterson, Wahlquist, and Bone (2000) analyzed survey responses from nearly 10,000 
Utah students in grades K–12. The authors described their data in detail, reporting among 
other findings that: 
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• Item-level responses tended to express high satisfaction (skew negatively) and be 
clustered near a mean (leptokurtic) rather than widely distributed for a given teacher. 
• Factor analysis suggested that students of all ages distinguished clearly between 
teachers’ interpersonal styles and their instructional effectiveness. 
• Responses on a global item (“This is a good teacher”) correlated with responses on 
lower-inference items both individually and in the aggregate. 
Though results like these do not reflect formal tests of reliability and validity, they can be 
instrumental in addressing common concerns about the trustworthiness of survey responses 
from children and adolescents. In addition, two pilots took place within the larger study: 
some teachers distributed surveys to parents as well as to students, and others surveyed their 
students two years in a row. Using just the survey’s global item, the researchers found 
correlations of about 0.5 between parent and student perceptions and between student 
perceptions from one year to the next. More than half of teachers’ results improved between 
the two years, but that finding was not statistically significant. 
 Another study in the same year addressed the question of validity more directly. 
Wilkerson, Manatt, Rogers, and Maughan (2000) sampled approximately 1,000 Wyoming 
students in grades K–12, along with their teachers and principals. Students completed 
criterion-referenced pre- and post-tests in mathematics, language, and reading; principals, 
students, and teachers themselves completed surveys on the teachers’ instructional practice. 
The researchers investigated relationships between achievement gains and perceptual data, 
first using correlations and then by regressing the test scores on the survey results. 
Coefficients varied by content area, but overall, student perceptions of instructional quality 
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were most strongly associated with achievement gains. Teachers’ self-ratings came in second, 
and principals’ ratings last—a disappointing finding, the study’s authors noted, given that the 
principals had just completed two years of training on clinical supervision. These results, 
along with the relatively small amounts of time and money they had devoted to surveying 
students, convinced the researchers that gathering 360-degree feedback on teachers’ 
performance is both feasible and desirable. 
 Then in 2009, the Bill and Melinda Gates Foundation launched the MET Project. A 
three-year study of nearly 3,000 teachers and their students in districts across the United 
States, the project evaluated three sources of information about instructional quality: value-
added achievement measures, ratings by trained classroom observers, and student survey 
responses. An important aspect of the study was its experimental design: it enrolled teachers 
in grade- and subject-specific groups within each school, allowing for random assignment of 
class sections to teachers in the study’s second year. Thus researchers were able to make 
causal claims: if during the second year students assigned to certain types of teachers saw 
more growth in test scores than their peers did, the difference could be attributed to the 
instruction they were receiving, not the less-than-random ways in which schools usually sort 
students into classrooms (Bill and Melinda Gates Foundation, 2011). In general, researchers 
found that the teachers whose students gained the most during that second year were those 
whose students had rated them highly on surveys during the first year (Bill and Melinda 
Gates Foundation, 2012). 
 The MET Project also published more detailed descriptions of its student survey 
data (Bill and Melinda Gates Foundation, 2012). First, students distinguished clearly between 
more and less effective teachers; that is, item-level responses on the survey’s Likert scale 
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differed substantially among teachers. Second, student survey data on instructional quality 
were on the whole more reliable than value-added measures and observation scores. The 
authors were not surprised: 
In many ways, the very nature of student perception surveys mitigates against 
inconsistency. The surveys don’t ask about particular points in time, but about how 
students perceive what typically happens in a classroom. Moreover, a teacher’s 
results average together responses from multiple students. While one student might 
have a particular grudge, it’s unlikely to be shared by most students in a class—or if it 
is, that may signal a real issue that merits addressing. (p. 14) 
As the passage itself implies, however, the reliability of survey data depends a good deal 
upon the design of the instrument used to generate them. It was Tripod, the same survey 
used in the present study, that the MET Project tested and found valid as a predictor of 
gains in achievement. More about the tool’s design therefore appears below. 
 The three studies summarized here have been especially influential partly because 
they surveyed students at all grade levels, from kindergartners to high school seniors. The 
research described in the next section, all focused on narrower age ranges, provides more 
support for surveying young people about their teachers but also raises some important 
questions regarding the practice. 
Additional Findings from K–12 Contexts 
 Some studies have investigated the validity of student perceptual data as predictors 
not only of achievement but of other desirable outcomes as well. When de Jong and 
Westerhof (2001) surveyed 49 middle-school math classes in three different tracks, student 
ratings of teaching predicted both achievement and motivation more strongly than ratings by 
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external observers did. For his doctoral dissertation, Balch (2012) surveyed nearly 13,000 
middle- and high-school students in several subject areas; though their ratings of instruction 
did predict students’ test scores, engagement and academic self-efficacy among students 
were even more closely tied to survey results. Fauth, Decristan, Rieser, Klieme, and Büttner 
(2014) added to the literature a study of over 1,000 science students, one unusual because it 
dealt only with the primary grades and because it actively controlled for teacher popularity. 
The authors found associations between survey ratings and both cognitive and affective 
outcomes, but pointed out that different aspects of teaching predicted different phenomena: 
achievement was related to classroom management, while interest in subject matter was 
linked to teachers’ cultivation of supportive climates and cognitive activation. 
 As in higher education, though, researchers in primary and secondary schools have 
worried about possible sources of bias in students’ ratings of instruction. A common 
concern is whether students respond differently to surveys depending on the grades they 
expect or have received from teachers. In a study of nearly 900 high school students 
attending a summer program for the gifted, Worrell and Kuterbach (2001) found that neither 
expected grade nor class workload was associated with ratings of instructional quality. In 
contrast, Balch (2012) found a strong relationship between middle and high school students’ 
expected grades and their ratings of teachers, especially for students with very high or very 
low expected grades. The author wrote: 
There are two potential explanations. It is possible that students who expect higher 
grades rate teachers higher or that students with higher expected grades actually have 
teachers who more frequently engage in these [effective teaching] behaviors. It is 
likely that a combination of both drives these results. (p. 59) 
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Thus the literature is inconclusive regarding the possible relationship between grades and 
ratings—as well as on the characterization of that relationship as a bias. 
 Other potential sources of bias involve student and teacher demographic 
characteristics. De Jong and Westerhof (2001) observed in their data that “a small 
proportion of the variance in [survey] scores could be explained by possible bias-causing 
variables” such as students’ sex, but added that “only small effects were found, and so the 
conclusion is that the data did not show any systematic bias” (p. 79). Yet Balch (2012) noted 
significant associations between students’ sex and race and their ratings of teachers. He also 
found interaction effects between these variables and students’ grades: for example, being 
black and having a high grade produced a joint impact on survey responses. A possible 
reason for these conflicting findings is that biases, where they exist, are subject-specific. 
Potvin, Hazari, Tai, and Sadler (2009) studied the role of gender in almost 7000 college 
students’ ratings of their high school biology, chemistry, and physics teachers. They found 
that female teachers’ ratings from male students were significantly lower than those of their 
male colleagues, even controlling for teacher effectiveness. Female students, meanwhile, 
“underrated” female teachers only in physics. The authors did not think these disparities 
coincidental given that science in general, and physics even more than chemistry or biology, 
is a male-dominated field. 
 Again, though, to label all such differences biases may be misleading. There are at 
least three reasons for this. First, what is effective with one student may not be effective with 
another, because perceptions of instructional effectiveness (Garza, 2009) and reactions to 
instructional strategies (Calarco, 2011) may vary with cultural background. Second, it is 
possible that teachers are more responsive to some types of students than to others, creating 
  
21
what Seidel (2006) has called “micro teaching and learning environments” within each 
classroom. In these two scenarios, survey responses might differ even among students 
within the same class, reflecting real variation—whether appropriate or inappropriate—in 
how teachers treat students. Research like that of Lüdtke, Trautwein, Kunter, and Baumert 
(2006) has therefore urged users of student perceptual surveys to look closely at how 
responses vary from one student to the next before deciding how to aggregate and report 
results. 
In a third scenario, teachers may teach differently to different types of classes, so that 
all students in a room experience similar instruction but the nature of that instruction 
depends somewhat on the demographic makeup of the class. In a study focused narrowly on 
the stability of survey data over time, Polikoff (2015) found no significant associations 
between stability on the one hand and class composition—taking into account race, 
ethnicity, gender, disability status, English learner status, and prior achievement—on the 
other. Tripod Education Partners (2015a) has reported, however, that survey results at any 
given point in time do vary predictably by the same elements of class composition that 
Polikoff measured. It is this finding, along with the generally inconclusive literature on bias 
in student surveys, that makes the adjusted Tripod scores described in chapter 3 so valuable.   
The Question of Instructional Improvement 
 Certain of the studies cited above touched briefly upon the potential of student 
surveys to help teachers improve instruction. Worrell and Kuterbach (2001) pointed out that 
teachers probably find data from low-inference items such as “The teacher explains how 
each topic fits into the course” more actionable than data from higher-inference ones such 
as “The teacher has a well-structured class.” Balch (2012) surveyed the teachers in his 
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sample, asking whether their student survey results would inform changes in their practice. 
Of the 100 or so who responded, almost 80% said yes, although others “questioned the 
accuracy of the survey results or felt they needed more direction about how to improve their 
weak areas” (p. 64). Still, neither study tested whether seeing their students’ survey responses 
actually did help teachers develop professionally. 
 In fact, improvement was the focus of just one study on K–12 student surveys 
identified for inclusion in this review, and that study’s findings seem questionable at best. 
Chawla and Thukral (2011) used a single-group pretest-posttest design to assess the 
performance of ten pre-service teachers on a microteaching task. Teachers taught a lesson, 
received survey feedback, and then re-taught the lesson. Though instruction improved, the 
possible influence of self-correction unrelated to the feedback apparently went 
unacknowledged. The age of the students and the instrument with which they provided 
feedback were also unclear from the publication. 
 Certainly there is evidence that, in certain formats and contexts, student feedback 
can develop teaching in constructive ways. Its potential benefits 
range from improved practice (e.g., better understanding of what leads to 
disengagement, or, more generally, seeing taken-for-granted aspects of teaching and 
learning from a different angle) to new ways of working through the harnessing of 
students’ capacity for contributing constructively, to a sense of professional 
excitement and animation and to growing confidence to try to build more open 
working relationships. (Wisby, 2011, p. 41) 
Learning about how students experience their classes can also help teachers feel appreciated, 
validate the continued use of good teaching practices, enrich relationships with students, and 
  
23
suggest strategies for increasing student engagement (Ferguson, Hanreddy, & Draxton, 
2011); empower teachers by encouraging them to speak up to administrators regarding 
students’ concerns (Mitra, 2007); enhance teachers’ credibility and “humanness” in students’ 
eyes and improve pedagogical effectiveness (Cook-Sather, 2006); and renew teachers’ 
interest in their work (Cook-Sather, 2007; Mitra, 2001). 
But none of these salutary effects has been linked to large-scale student survey 
initiatives. Consider the studies cited in the previous paragraph. Ferguson and colleagues 
(2011) brought a team of researchers into a school to interview students, then compiled the 
interview data into reports for teachers. The research site was a small charter school with an 
established commitment to student voice; only 27 students were involved, and even so both 
teachers and researchers noted how much of their time the study consumed. Mitra (2007) 
worked with large district schools, but still chose those schools based on their prior 
commitment to “fostering youth-adult partnerships” (p. 239); moreover, her study involved 
only small, select groups of young people, and when one group grew to just 30 students, its 
adult adviser found it very difficult to manage because “its sense of community was 
destroyed” (p. 245). Meanwhile, Cook-Sather (2006, 2007) worked primarily with pre-service 
teachers. 
Thus it remains unclear how state- and district-wide policies introducing student 
survey data into teacher evaluation systems might help improve instruction as well as judge 
it. That is the question the present study begins to address. 
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CHAPTER THREE: DATA AND ANALYTIC METHODS 
In general, studies tracking teacher evaluation data over time have tended to 
prioritize stability over improvement. For example, the authors of a Carnegie Foundation 
report on VAMs reasoned that instability in their data existed “because true teacher 
performance varies [over time] and because value-added measures are subject to error” 
(Loeb & Candelaria, 2012, p. 2). They acknowledged that “instability is not necessarily a bad 
thing” (p. 3) and that “teachers who improve more will have lower year-to-year stability” (p. 
4); nonetheless, improvement remained no more than a possible complicating factor in their 
study—one that, like error, can make measurements of teacher effectiveness less precise 
than one might wish. 
 Establishing a measure’s stability is crucial, a prerequisite for any claims about 
validity. As chapter 1 argued, however, data on teacher effectiveness ideally help improve 
instruction as well as judge it. The literature reviewed in chapter 2 provides fairly strong 
evidence that student surveys can inform reliable and valid assessments of teacher 
performance. The next step is to begin investigating whether and how they might help shape 
that performance—to bring improvement to the foreground in longitudinal analyses of 
student survey scores. That is what the study documented here aimed to do. Rather than 
collecting new data, it brought a new lens to existing data: paired responses to Tripod 
student and teacher surveys administered in one district during the 2012–2013, 2013–2014, 
and 2014–2015 school years.  
Questions and Hypotheses 
 The study sought two types of information prerequisite to further research on the 
actual or potential roles of student surveys in instructional improvement efforts: what 
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longitudinal trends in survey scores look like, and what factors are linked to those trends. Its 
research questions were therefore: 
1. How do teachers’ student survey scores behave over time? 
a. What degree of improvement, if any, is discernible? 
b. How, if at all, do trends vary by dimension of teaching? 
c. What, if any, evidence suggests that trends vary by teacher? 
2. How, if at all, do trends relate to certain teacher characteristics and experiences: 
a. Years of classroom teaching experience, 
b. Attitudes toward teaching and learning, and 
c. Experiences with school climate and leadership? 
 As chapter 2 showed, empirical research on questions like these is limited. Some 
tentative hypotheses seemed defensible, however. Regarding question 1a, recall the argument 
of MET and Bellwether researchers documented in chapter 1: that student surveys are useful 
not only because they can inform valid judgments of teacher performance but also because 
the data they yield tend to be specific and actionable enough to prompt instructional 
improvement. That claim, combined with the increasing attention being paid to student 
perceptions in primary and secondary education settings, supported this study’s first 
hypothesis: that survey scores would rise noticeably over time. 
 Question 1b concerned scores on individual survey constructs—each of Tripod’s 
7Cs. As chapter 2 mentioned, Worrell and Kuterbach (2001) reasoned that responses to 
lower-inference survey items are likelier to prompt instructional improvement than 
responses to higher-inference items. Appendix A shows that Tripod survey items require 
varying degrees of inference, from “My teacher takes the time to summarize what we learn 
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each day” and “If you don’t understand something, my teacher explains it another way” to 
“My teacher makes learning enjoyable” and “My teacher in this class makes me feel that s/he 
really cares about me.” This variation makes sense given that Tripod’s seven constructs—
and dimensions of teaching no matter how they are defined—differ in their susceptibility to 
direct observation. In the study documented here, those differences seemed likely to 
correspond to differences in the extent to which scores on the various constructs changed 
over time. Specifically, the preponderance of high-inference items on the Captivate and Care 
scales suggested that scores on those constructs might improve less than others.  
 If improvement in instructional practice (or lack thereof) is something all teachers 
demonstrate equally over time, then longitudinal trends in survey scores should look much 
the same for all teachers in the sample. As chapter 1 stated, though, the study shared Clarke 
and Hollingsworth’s (2002) premise that patterns of instructional improvement vary 
systematically across teachers and schools. The expectation was therefore that investigating 
question 1c would uncover some evidence of variation—variation that question 2 would aim 
to understand more thoroughly. 
Like the three prongs of question 1, the three prongs of question 2 were more 
exploratory than confirmatory, but they were grounded in empirical and theoretical literature 
nonetheless. Regarding question 2a, that teachers develop differently at different stages of 
their careers is a common and commonsense hypothesis among researchers (Vermunt & 
Endedijk, 2011). Some evidence suggests that teachers tend to resist pedagogical 
improvement near the end of their careers, when they may be reluctant to change long-
established practices, and also to some extent at the beginning of their careers, when they 
may simply be overwhelmed (Maskit, 2011). A hypothesis in the present study was therefore 
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that veteran teachers, and possibly early-career teachers too, would see their Tripod scores 
rise less than those of their colleagues. 
 Question 2b related primarily to an aspect of the literature noted in chapter 2: 
research on using student feedback to improve instruction often involves schools and 
teachers carefully selected for their existing enthusiasm or capacity for honoring student 
voice—the tacit assumption being that such contexts are more conducive than others to the 
work at hand. This study used that assumption as a testable hypothesis: that self-reported 
responsiveness to student input makes teachers more likely to change their practice for the 
better in response to student perceptual data. 
 Analyses addressing question 2b also took into account teachers’ responses to a 
survey item asking whether they felt “meant” or “called” to be teachers. For some, teachers 
who see themselves as “born to teach” contrast primarily with those who use teaching as a 
fallback occupation; from this perspective, the former group is more likely to put in the 
work necessary to achieve continual self-improvement (Farkas, Johnson, Foleno, Duffett, & 
Foley, 2000). For others, seeing teaching as a calling risks seeing teaching ability as an innate 
gift rather than a set of skills that must be developed over time; this paradigm suggests that 
“non-called” teachers should be more committed than others to improving their practice 
continually (Fives & Buehl, 2010; Green, 2014). The study documented here acknowledged 
that either (or neither) viewpoint might be valid. 
 The general hypothesis accompanying question 2c—that positive associations would 
emerge—was a confident one. After all, the claim that school climate and leadership can 
improve teachers’ professional practice underlies any school improvement initiative that 
does not involve replacing all faculty members, and findings from research on teacher 
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development support that claim (Kraft & Papay, 2014). Analyses were agnostic regarding the 
relative importance of teachers’ various professional experiences, however: they began by 
casting a wide net, including all climate and leadership constructs measured by Tripod’s 
teacher surveys, then narrowed their focus in response to preliminary findings—as described 
below. 
Context and Sample 
 Data came from a public school district serving a midsized city in the United States 
Midwest. A majority of the city’s approximately 200,000 residents are white; 21% are black 
or African American, 16% are Hispanic or Latino, and 27% live below the poverty line 
(United States Census Bureau, 2015). The students in its public schools, however, are 23% 
white, 32% African American, 37% Hispanic or Latino, and 81% economically 
disadvantaged (Center for Educational Performance and Information, 2015). As of 2014, the 
school system employed 1,158.78 (FTE) teachers in 73 schools and served 16,452 students, 
3,846 of whom were English learners (National Center for Education Statistics, n.d.). 
According to the district’s website, its students come from 55 countries and speak 54 
languages. State accountability reports put its graduation rate at 50%. 
 Because the Tripod student survey instrument used in grades 6–12 differs somewhat 
from the instruments used with younger students, the study focused only on data from 
middle and high schools. Table 1 summarizes the professional roles and histories of all 
teachers in the sample using self-reported data from Tripod’s teacher survey (see Appendix 
B for details on the instrument). The district administers this survey once a year, every 
spring; like all representations of teacher survey data in the study, Table 1 incorporates only 
the earliest available data from each teacher. For example, if for a given teacher the dataset 
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lacked responses from 2013 but included responses from 2014, then the latter were used to 
characterize that teacher, whereas if a teacher produced usable survey data in both years, 
then only the 2013 responses are represented in the table. Missing responses, both to 
individual items and to entire surveys, were very common in the dataset; sample sizes 
therefore varied considerably depending on which specific data each description or analysis 
required. The n shown for “grade span,” 569, is by far the highest obtained anywhere in the 
study. 
Table 1: Characteristics of Teachers in Sample 
 
Characteristic (ns vary with response patterns) Number of teachers Percentage of teachers 
Grade Span (n = 569)   
Middle School 284 49.91 
High School 285 50.09 
Primary Class Type (n = 299)   
Heterogeneous/Mixed/Non-Tracked 41 13.71 
Regular/Standard/College Preparatory 169 56.52 
Honors/Advanced/Advanced Placement 21 7.02 
Special Education or Remedial 56 18.73 
Limited English Proficient 12 4.01 
Primary Subject Area (n = 72)   
Mathematics 15 20.83 
Science 9 12.50 
English/Literature 7 9.72 
History/Social Studies 12 16.67 
Foreign Language 3 4.17 
Art/Music 12 16.67 
Physical Education/Gym/Health 2 2.78 
Self-Contained 7 9.72 
Other 5 6.94 
Years Teaching (n = 351)   
1 or less 33 9.40 
2 21 5.98 
3 25 7.12 
4 24 6.84 
5 19 5.41 
6–10 61 17.38 
11–15 62 17.66 
16–24 66 18.80 
25 or more 40 11.40   
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Measures: Outcomes 
 As chapter 1 mentioned, Tripod student surveys measure seven elements of 
instruction that together form the 7Cs Framework for Effective Teaching (Tripod Education 
Partners, 2015a). The 7Cs and their conceptual definitions are: 
• Care: Show concern and commitment 
• Confer: Invite ideas and promote discussion 
• Captivate: Inspire curiosity and interest 
• Clarify: Cultivate understanding and overcome confusion 
• Consolidate: Integrate ideas and summarize key points 
• Challenge: Press for rigor and persistence 
• Classroom management: Sustain order, respect, and focus 
In addition to measuring the 7Cs, Tripod surveys present students with a number of 
background questions about themselves and their families. The surveys have been revised 
continually since 2001 and are now in their 18th generation. Appendix A provides more 
details on the instrument used with secondary school students during the years relevant to 
this study. 
 Tripod offers score reports at several levels of aggregation: for single classrooms, for 
whole schools, and for groups of schools such as districts and states. Reports at all levels 
include construct scores for each of the 7Cs as well as a composite score for all seven 
elements of instruction. Composite scores weight each construct equally, regardless of how 
many items contribute to its score. For example, if a survey has five items related to 
Challenge and six measuring Clarify, a teacher’s composite score on that survey gives equal 
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weight to the average of the five Challenge items on the one hand and the average of the six 
Clarify items on the other—rather than weighting each item equally. 
 Scores can be conceptualized and calculated in a number of ways. Simplest are raw 
frequency distributions: for example, how many students selected “agree” or “strongly 
agree” in response to the survey item “This class stays busy and does not waste time.” 
Frequency distributions can be summarized with means and standard deviations, calculated 
by assuming that responses on the survey’s Likert scale generate interval data and assigning a 
number to each answer choice: 1 for “Totally untrue,” 2 for “Mostly untrue,” 3 for 
“Somewhat,” and so forth. Tripod can also norm scores in two ways. Sample norming views 
teacher or school scores in light of averages for their district or state. Because Tripod surveys 
students across the country, though, it can also report scores using nationwide norms. All 
norms are calculated by grade band: there are norms for middle school (grades 6–8) and 
others for high school (grades 9–12). Normed Tripod scores range from 200 to 400 with a 
median of 300. 
 An important component of Tripod’s scoring process is its creation of adjusted 
scores. As chapter 2 illustrated, no consensus exists regarding whether or how variables 
outside of teachers’ control—class composition, subject area, and more—might affect 
students’ survey responses. Tripod sidesteps this problem by taking advantage of its large 
database to generate different national norms for different teaching environments. Some 
contexts predict lower Tripod scores regardless of teacher practice; with adjusted norms, 
teachers in such contexts are compared only to one another, not to colleagues in contexts 
that predict higher scores. In contrast, unadjusted scores use a single norm—whether 
national or sample-specific—for all teachers of a given grade band. Tripod survey results can 
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therefore be non-normed (raw), sample-normed but unadjusted, nationally normed but 
unadjusted, or nationally normed and adjusted.  
 In accordance with Cashin’s (1995) guidance regarding reliability (see chapter 2) and 
with its own empirical analyses, Tripod is cautious about reporting and using student survey 
scores when very few respondents are involved: for secondary school contexts, it suggests an 
accountability threshold of seven (i.e., not using scores in teacher evaluations unless 
complete data exist for at least seven students) and a reporting threshold of five (i.e., not 
reporting scores even for low-stakes use when data are complete for fewer than five 
students). 
 The study described here used student survey results that had already been scored 
using Tripod’s algorithms. Outcome variables were nationally normed, adjusted construct 
and composite scores at the classroom level, and only scores that cleared Tripod’s 
accountability threshold were included in analyses.  
Measures: Predictors  
 In addition to its student surveys, Tripod has developed a teacher survey designed to 
inform school and district improvement efforts. Data from this teacher survey generated the 
independent variables used in analyses addressing research question 2. Question 2a involved 
a single teacher survey item: “How many years have you been a teacher?” The survey 
presents nine response options for this item, but analyses collapsed responses into four 
categories: 0–5, 6–10, 11–15, and 16 or more years. Of the teachers included in analyses 
addressing question 2 (see below for selection criteria), 26.3% fell into the first group, 20.0% 
into the second, 22.1% into the third, and 31.6% into the fourth. 
 Question 2b used as independent variables responses to two other teacher survey 
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items: 
• How true is the following statement? “I feel successful with my ability to consistently 
get student feedback about how well the class is going and ways to make it better.” 
• Do you agree with the statement, “I was always meant to be a teacher. It is my 
calling”? 
Data generated by both items were negatively skewed. Responses to the item on student 
feedback were 1.07% “totally untrue,” 3.74% “mostly untrue,” 21.93% “somewhat,” 50.27% 
“mostly true,” and 22.99% “totally true”; responses to the item on vocation were 63.93% 
“yes,” 16.94% “no,” and 19.13% “maybe.” A dichotomous variable therefore represented 
responses to each of these items in analyses, with 1 indicating agreement (“mostly true” or 
“totally true”; “yes”) and 0 indicating ambivalence or disagreement. 
 In addition to asking about teachers’ backgrounds and attitudes, the Tripod teacher 
survey measures aspects of school climate and leadership linked empirically to desirable 
student outcomes (Tripod Education Partners, 2015b). Item-level responses on this section 
of the survey tend to form six factors at the school level (i.e., when data from all teachers at 
a given school are aggregated) and eight factors at the teacher level (i.e., when each teacher’s 
perceptions are taken separately), as shown in Table 2. 
Table 2: Factor Structure of Teacher Survey Items 
 
Six school-level factors Eight teacher-level factors 
Academic press 
Leadership 
Professional development 
Professional learning community use 
Evaluation quality 
Organizational effectiveness 
Press for excellence 
Principal leadership 
Instructional leadership 
Professional development 
Professional learning community use  
Evaluation quality 
Collaboration 
Collective efficacy 
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 Tripod uses the six-factor structure to report school-level means linked to each 
teacher. Analyses addressing research question 2c began by using these means as 
independent variables, attempting to predict changes over time in a teacher’s student survey 
scores from mean perceptions of climate and leadership at her school. No significant 
relationships emerged at this stage of the research, however, and subsequent analyses used 
the eight-factor structure and individual respondents’ perceptions instead. For each teacher 
in the dataset, responses to the items comprising each of the eight scales were converted into 
a construct score standardized around the sample distribution; these standardized scores 
then served as independent variables in analyses. Appendix B provides more detail on the 
eight teacher-level constructs and the items that comprise them. 
 When a certain teacher survey construct exhibited links to improvement in student 
survey scores, follow-up analyses investigated the items used to measure that construct, as 
described below. In these follow-up analyses addressing research question 2c, any 
independent variables representing item-level responses were simple means calculated by 
treating responses on five-point Likert scales as interval data ranging from 1 to 5. 
Analytic Methods 
 1. How do teachers’ student survey scores behave over time? The district under 
study has administered Tripod student surveys twice a year—each fall and spring—since fall 
2012; however, analyses conducted as part of the MET Project found that classroom-level 
measures of the 7Cs are stable enough within each school year to justify assessing teacher 
performance with just one Tripod survey administration per year (Bill and Melinda Gates 
Foundation, 2011). Analyses addressing question 1 therefore used data from one 
administration in each of the district’s first three school years of survey implementation. The 
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three selected administrations, chosen for the completeness of their data, were the first, from 
fall 2012; the third, from fall 2013; and the sixth, from spring 2015. Only teachers with 
usable student survey data from all three points in time were included in analyses addressing 
questions 1a, 1b, and 1c. 
The first step toward answering question 1 was to summarize, using means and 
standard deviations, teachers’ student survey scores in each of the three school years. The 
second step was to calculate mean differences in scores between the first school year and the 
second, between the second and the third, and between the first and the third. Paired t-tests 
then indicated each difference’s level of statistical significance. Performing this three-part 
procedure eight times—once using teachers’ composite scores, and again with scores on 
each of the 7Cs—yielded answers to both question 1a and question 1b.  
Question 1c required a different approach. First, scores at each of the three selected 
administrations were divided into quintiles. Next, simple cross-tabulations revealed the 
extent to which teachers tended to stay in their initial quintile or move elsewhere over time. 
If all teachers’ scores tend to behave similarly over time, then quintile assignments should 
change very little: even if all are improving dramatically in relation to some constant standard 
of effectiveness, those who begin the race ahead of the others will retain their lead at the end 
if everyone moves at the same pace. The hypothesis here was therefore that discernible 
movement would occur. Like the analyses of mean differences in scores, cross-tabulation 
procedures were performed first with composite scores and then with each of the seven 
construct scores. Thus they informed question 1b as well as question 1c.  
2. How, if at all, do trends relate to teacher characteristics and experiences? 
Whereas analyses addressing question 1 included student survey scores from all three school 
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years represented in the data, those addressing question 2 involved only teachers’ initial (fall 
2012) and final (spring 2015) student survey scores. The basic approach of these analyses 
was to estimate associations between teacher characteristics and experiences, on the one 
hand, and spring 2015 student survey scores, on the other—while controlling for fall 2012 
student survey scores in order to distinguish improvement from overall effectiveness. 
Teachers were included in analyses if the dataset provided their initial and final student 
survey scores as well as their responses on the teacher survey from at least one 
administration during the three-year period.  
Ideally all teacher survey data would have come from the same point in time, but no 
single administration provided complete enough data to make that approach feasible. As 
explained above, analyses simply used the earliest available survey responses from each 
teacher. In effect, then, the research design assumed that teachers’ perceptions of school 
climate and leadership did not vary meaningfully over time. Exploratory regression analyses 
provided some support for this assumption: no significant (p ≤ 0.05) associations emerged 
when models used teachers’ ratings of climate and leadership as dependent variables and 
indicators of the year in which they reported those ratings as independent variables. Still, the 
assumption of time-invariance was more than anything else a concession to limitations of the 
available data.  
Several steps preceded the ordinary least squares (OLS) regression analyses that 
served most directly to answer research question 2. First, intraclass correlations (ICCs) were 
calculated for 7Cs construct and composite scores in order to determine how teachers’ 
perceived effectiveness varied within and among schools in the sample. The ICCs, reported 
in Appendix C, revealed far greater variation in scores among teachers within each school 
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than among observations “within” each teacher. This pattern reinforced the decision, 
reported above, to use as independent variables teacher-level rather than school-level data on 
climate and leadership. In addition, while within-teacher correlations did not vary greatly 
from one dimension of teaching to the next, within-school correlations did: they were 0.06 
and 0.04 respectively for Classroom Management and Challenge, 0.004 for Consolidate, and 
vanishingly small for Care, Confer, Captivate, and Clarify. These differences reinforced the 
importance of analyzing scores for the 7Cs individually as well as in composite form. 
Second, Pearson product-moment correlations were calculated pairwise for all 
variables of interest: student survey scores from year 1 and year 3 of the study as well as 
teacher survey responses related to years of experience, selected attitudes toward teaching 
and learning, and professional experiences reflecting aspects of school climate and 
leadership. As Appendix C shows, correlations were highly significant and moderately strong 
among many of the independent variables related to teachers’ professional experiences. This 
pattern raised concerns about multicollinearity. Preliminary regression analyses predicting 
7Cs composite scores with all eight professional experience variables in the model generated 
no variance inflation factor value greater than 5, however, regardless of whether the model’s 
independent variables also included the teacher characteristics relevant to questions 2a and 
2b. Further, a joint F-test of all insignificant (p > 0.05) professional experience variables at 
this stage did not reveal collective statistical significance. Subsequent analyses proceeded on 
the assumption that multicollinearity was not an overly influential factor in the study. 
The exploratory regression modeling at this stage also provided two other types of 
information prerequisite to the main analyses addressing question 2. First, it enabled visual 
checks on the data for conformity with the assumptions of OLS: a scatterplot of residuals 
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revealed no clear patterns, and Stata’s graphing commands for generating a kernel density 
plot, a plot of residuals versus fitted values, and an augmented component-plus-residual plot 
showed no major deviations from normality, homoscedasticity, and linearity respectively. 
Second, models predicting both construct and composite scores supported the study’s 
hypothesis regarding teachers’ years of classroom experience: while indicator variables for 
having 0–5 and 16+ years approached statistical significance in some cases, those for having 
6–10 and 11–15 years were always decidedly insignificant. Accordingly, dummy variables for 
the latter two categories were excluded from subsequent analyses. 
The analyses ultimately used to answer research question 2 took the form of multiple 
linear regression using Stata’s “cluster” option to account for the nesting of teachers within 
schools. An initial model used year 3 7Cs composite scores as the outcome variable, year 1 
7Cs composite scores as a predictor for purposes of control, and four dichotomous 
predictor variables related to teacher characteristics: five or fewer years of classroom 
experience, 16 or more years of classroom experience, confidence using student feedback to 
improve instruction, and a sense of calling as a teacher. A second model added to these 
variables eight more predictors: the eight types of teachers’ professional experiences 
captured by the Tripod teacher survey. This two-part modeling process was then repeated 
using each of the 7Cs construct scores in place of composite scores. Thus each of the eight 
full models was of the form 
 =  + 	17 + 	05 + 	16 +  
+  !" + #$% + &$' + ⋯ + ) +  
where  is the year 3 student survey score,  is the intercept, 	17 is the year 1 
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student survey score,  is the error term, and the professional experience variables not 
shown in the abbreviated equation above are principal leadership, instructional leadership, 
collective efficacy, collaboration, and press for excellence.   
Three additional lines of inquiry supplemented findings from these analyses. The 
first entailed building parsimonious alternatives to the more comprehensive regression 
models. As Table 13 in chapter 4 shows, the full model for predicting year 3 composite 7Cs 
scores identified only one significant (p ≤ 0.05) independent variable other than the control: 
principal leadership. Two other variables also generated relatively low p-values compared to 
others in the model, however: collective efficacy (p = 0.07) and instructional leadership (p = 
0.12). Parsimonious models for each of the 7Cs and for composite scores therefore focused 
on these three independent variables, dropping all others except the control. 
Second, the apparent importance and multifaceted nature of principal leadership 
prompted further exploration of the individual survey items on that scale. This exploration 
involved building a regression model with year 3 composite scores as the outcome, year 1 
composite scores as the control, and responses to the first item on the teacher survey’s 
principal leadership scale as a predictor—then repeating the process with each of the other 
seven principal leadership items in place of the first one and with scores for each of the 7Cs 
in place of composite scores. Each of the 64 resulting models took the simple form 
 =  + 	17 + *+ +  
where  is again the year 3 student survey score and *+ represents responses to an item 
on the principal leadership scale. 
The third and final supplemental inquiry involved interaction effects. Some aspects 
of teachers’ professional experiences tend to differ substantially depending on the extent of 
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their classroom experience. For example, early-career teachers might receive very frequent 
visits and feedback from principals as a matter of course, whereas veteran teachers often 
attract such attention only if their effectiveness is in question. More formally, evaluation 
systems are often differentiated by career stage, with one set of policies and procedures for 
veteran teachers and another for early-career ones. Thus some variables analyzed in the 
study could mean different things to teachers with differing levels of experience. 
Accordingly, this final set of analyses focused on possible interactions between the 
teacher career stage variables—having five or fewer years or 16 or more years of classroom 
experience—and three measures of teachers’ professional experiences: scale scores for 
principal leadership and evaluation quality, and responses to item 5 on the principal 
leadership scale, which reads, “The principal at this school visits my class and gives me 
helpful feedback afterward.” One model took the form 
 =  + 	17 + 	05 + 	16 + ) 
+) ∗ 	05 + #) ∗ 	16 +  
Scale scores for principal leadership replaced those for evaluation quality ()) in a second 
model; a third model instead used results from item 5 on the principal leadership scale only.  
  Findings from all analyses described in this chapter appear in the next. 
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CHAPTER FOUR: RESULTS OF ANALYSES 
This chapter presents the study’s findings—the answers analyses suggested to each 
research question narrowly defined. Chapter 5 then steps back to synthesize these findings 
and explore their possible causes and implications for research and policy.  
Question 1: On Trends in Student Survey Scores 
Table 3 summarizes Tripod scores in the first (2012–2013), second (2013–2014), and 
third (2014–2015) academic years of the study for teachers with usable data from all three 
points in time. Initial mean construct and composite scores in the sample were all below the 
Tripod database’s national median of 300; they ranged from a low of 282.39 for Classroom 
Management to a high of 296.36 for Confer. Confer remained the highest-scoring construct 
on average throughout the period studied, while Classroom Management was still the lowest 
in the second year and tied for lowest with Captivate in the third year. Mean composite 
scores were just above the national median at 300.28 in the third year, as were mean scores 
for three of the constructs: Challenge at 300.43, Care at 301.69, and Confer at 309.05. 
Standard deviations were unsurprisingly lowest for composite scores; they were consistently 
highest for Challenge and Classroom Management scores. 
Table 3: Mean Tripod Scores at Three Survey Administrations  
 
Construct n 
Fall 2012 Fall 2013 Spring 2015 
Mean SD Mean SD Mean SD 
Care  142 290.59 35.84 298.80 35.41 301.69 34.02 
Confer  139 296.36 34.71 308.60 34.31 309.05 34.57 
Captivate  139 292.16 36.50 300.24 34.49 297.35 35.60 
Clarify  138 290.83 34.82 298.97 31.82 297.84 35.61 
Consolidate  140 293.04 35.41 298.16 33.10 299.41 37.76 
Challenge  140 288.34 36.83 300.57 35.58 300.43 39.95 
Classroom management  140 282.39 39.02 295.49 40.40 297.44 39.23 
7Cs composite  137 290.66 31.76 299.90 30.32 300.28 32.55 
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 Table 4 compares mean construct and composite scores across time for the same set 
of teachers. Like all summaries of findings in this chapter, it uses p ≤ 0.05 as the definition 
of (statistical) significance. For the hypothetical average teacher, scores for all constructs but 
Consolidate increased significantly from the first year to the second. The largest increase was 
13.10, for Classroom Management; the increase for Consolidate was 5.11, and the lowest 
significant increase was 8.09, for Captivate. No significant increases occurred between the 
second year and the third, and mean scores for three of the constructs declined during that 
time, though not significantly. Overall—that is, from the first year to the third—composite 
scores and scores for all constructs but Captivate and Consolidate increased significantly. 
The overall increases for Care, Confer, Challenge, and Classroom Management were 
especially significant, and the largest increase was again Classroom Management’s. 
Table 4: Differences Between Administrations in Mean Tripod Scores 
 
Construct n Fall ’12 to fall ’13 Fall ’13 to spring ’15 Fall ’12 to spring ’15 
Care 142 8.21* 2.89 11.10*** 
Confer 139 12.24*** 0.45 12.69*** 
Captivate 139 8.09* -2.89 5.19 
Clarify 138 8.14** -1.13 7.01* 
Consolidate 140 5.11 1.26 6.37 
Challenge 140 12.23*** -0.14 12.09*** 
Management 140 13.10*** 1.96 15.06*** 
7Cs composite 137 9.24** 0.38 9.62** 
* p ≤ 0.05     ** p ≤ 0.01     *** p ≤ 0.001     (2-tailed) 
 
 Table 5 compares trends in composite scores across teachers in the same subset of 
the sample. First-row cells in the two columns labeled “Q1” indicate that, of teachers whose 
initial scores put them in the first (lowest) quintile, 34.48% were still there the next year, and 
51.72% remained in or had returned to that quintile by the end of the period studied. Other 
numbers in the same row show that, of those same teachers who began the 2012–2013 
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school year in the first quintile, 27.59% were in the second quintile one year later, 10.34% 
were in the second quintile in the spring of 2015, 20.69% were in the third quintile a year 
after the first administration, and so on. Each subsequent row presents comparable statistics 
for teachers with initial scores in the second, third, fourth, or fifth (highest) quintile. 
Table 5: 7Cs Composite Scores by Quintile Over Time 
 
Quintile, 
fall 2012 
Percentage of teachers by quintile, fall 2013 Percentage of teachers by quintile, spring 2015 
Q1 Q2 Q3 Q4 Q5 Q1 Q2 Q3 Q4 Q5 
Q1 (low) 34.48 27.59 20.69 13.79 3.45 51.72 10.34 20.69 3.45 13.79 
Q2 29.63 18.52 22.22 25.93 3.70 25.93 25.93 22.22 18.52 7.41 
Q3 20.69 31.03 17.24 24.14 6.90 13.79 24.14 24.14 17.24 20.69 
Q4 7.69 15.38 19.23 15.38 42.31 15.38 23.08 15.38 26.92 19.23 
Q5  7.69 3.85 23.08 23.08 42.31 3.85 15.38 19.23 23.08 38.46 
(n = 137) 
 
  Movement from one quintile into an adjacent one might result from extremely minor 
changes in position: for example, a teacher who started out at the 80th percentile might later 
score slightly higher than one who began at the 81st percentile, causing quintile assignments 
to switch without any major upsets in the rankings. Movement into a non-adjacent 
quintile—from the second quintile to the fourth or fifth, for instance—is likelier to signify 
notable variation among teachers in how scores are behaving over time. During the three-
year period studied, approximately 38% of teachers initially in the first quintile moved into 
the highest three, 39% of those initially in the fifth quintile moved into the lowest three, 
26% of teachers initially in the second quintile moved into the highest two, 39% of those 
initially in the fourth quintile moved into the lowest two, and 35% of those initially in the 
third quintile moved into the lowest or the highest one. 
Tables 6 through 12 take the same form as Table 5, but instead of composite survey 
scores, each focuses on scores for one of the 7Cs. Because Tripod scores are normally 
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distributed—concentrated in the middle of the distribution and spread out at either end—
movement into or out of the lowest or highest quintile is likelier than movement among the 
middle three quintiles to indicate noteworthy changes in scores and rankings. One way of 
comparing these tables is therefore to look just at teachers who were in the lowest or highest 
quintile at both the beginning and the end of the three-year period. For example, of teachers 
initially in the lowest quintile for Care, around 49% were in that same quintile when the last 
data analyzed here were gathered; meanwhile, of those with initial Care scores in the highest 
quintile, about one third were in that same quintile at the last survey administration 
represented. Comparable numbers for teachers in the lowest quintile range from a low of 
30%, for Confer, to a high of 56%, for Captivate; for teachers in the highest quintile, they 
range from a low of 22%, for Clarify, to a high of 40%, for Challenge.  
To look only at year 1 and year 3 scores is to disregard the additional information 
that year 2 scores contribute, however. For composite scores, again, although only about 
34% of teachers originally in the first quintile remained there a year later, by the third year 
52% were still or again in the lowest quintile. Among teachers originally in the fifth quintile 
of composite scores, 42% were still there in year 2 but only 38% in year 3. These trends hold 
for most, though not all, of the 7Cs. First-quintile stability is lower from year 1 to year 2 than 
it is from year 1 to year 3 for all dimensions of teaching except Confer, where more teachers 
exited the quintile as time progressed. Fifth-quintile stability, meanwhile, is higher from year 
1 to year 2 than it is from year 1 to year 3 for all dimensions of teaching except Challenge, 
where stability in the top quintile increases with time, and Classroom Management, where it 
remains constant. 
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Table 6: Care Scores by Quintile Over Time  
 
Quintile, 
fall 2012 
Percentage of teachers by quintile, fall 2013 Percentage of teachers by quintile, spring 2015  
Q1 Q2 Q3 Q4 Q5 Q1 Q2 Q3 Q4 Q5 
Q1 (low) 42.86 22.86 17.14 11.43 5.71 48.57 11.43 14.29 8.57 17.14 
Q2 21.74 21.74 34.78 13.04 8.70 26.09 30.43 30.43 0.00 13.04 
Q3 14.29 25.00 21.43 21.43 17.86 25.00 14.29 28.57 25.00 7.14 
Q4 10.34 20.69 24.14 24.14 20.69 3.45 13.79 24.14 34.48 24.14 
Q5 7.41 7.41 14.81 25.93 44.44 3.70 22.22 18.52 22.22 33.33 
(n = 142) 
 
Table 7: Confer Scores by Quintile Over Time  
 
Quintile, 
fall 2012 
Percentage of teachers by quintile, fall 2013 Percentage of teachers by quintile, spring 2015  
Q1 Q2 Q3 Q4 Q5 Q1 Q2 Q3 Q4 Q5 
Q1 (low) 36.67 20.00 16.67 10.00 16.67 30.00 33.33 6.67 13.33 16.67 
Q2 42.31 7.69 23.08 15.38 11.54 26.92 19.23 19.23 30.77 3.85 
Q3 10.00 20.00 30.00 20.00 20.00 13.33 13.33 43.33 13.33 16.67 
Q4 15.38 26.92 19.23 26.92 11.54 23.08 23.08 11.54 15.38 26.92 
Q5  18.52 3.70 18.52 22.22 37.04 7.41 18.52 18.52 22.22 33.33 
(n = 139) 
 
Table 8: Captivate Scores by Quintile Over Time  
 
Quintile, 
fall 2012 
Percentage of teachers by quintile, fall 2013 Percentage of teachers by quintile, spring 2015  
Q1 Q2 Q3 Q4 Q5 Q1 Q2 Q3 Q4 Q5 
Q1 (low) 46.88 28.12 9.38 12.50 3.12 56.25 18.75 9.38 12.50 3.12 
Q2 14.81 22.22 25.93 25.93 11.11 18.52 18.52 25.93 25.93 11.11 
Q3 15.38 34.62 15.38 19.23 15.38 11.54 15.38 23.08 19.23 30.77 
Q4 14.81 11.11 25.93 22.22 25.93 7.41 25.93 18.52 25.93 22.22 
Q5 11.11 7.41 18.52 18.52 44.44 11.11 14.81 22.22 18.52 33.33 
(n = 139) 
 
Table 9: Clarify Scores by Quintile Over Time  
 
Quintile, 
fall 2012 
Percentage of teachers by quintile, fall 2013 Percentage of teachers by quintile, spring 2015  
Q1 Q2 Q3 Q4 Q5 Q1 Q2 Q3 Q4 Q5 
Q1 (low) 39.29 25.00 14.29 17.86 3.57 46.43 21.43 10.71 14.29 7.14 
Q2 29.41 20.59 23.53 23.53 2.94 20.59 29.41 26.47 14.71 8.82 
Q3 21.74 30.43 21.74 8.70 17.39 13.04 30.43 26.09 8.70 21.74 
Q4 10.00 20.00 16.67 20.00 33.33 13.33 16.67 10.00 30.00 30.00 
Q5 4.35 13.04 17.39 17.39 47.83 4.35 8.70 17.39 47.83 21.74 
(n = 138) 
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Table 10: Consolidate Scores by Quintile Over Time  
  
Quintile, 
fall 2012 
Percentage of teachers by quintile, fall 2013 Percentage of teachers by quintile, spring 2015  
Q1 Q2 Q3 Q4 Q5 Q1 Q2 Q3 Q4 Q5 
Q1 (low) 37.93 31.03 13.79 6.90 10.34 41.38 24.14 13.79 13.79 6.90 
Q2 24.14 13.79 31.03 20.69 10.34 20.69 24.14 20.69 10.34 24.14 
Q3 26.92 15.38 23.08 19.23 15.38 19.23 30.77 3.85 19.23 26.92 
Q4 16.67 13.33 26.67 26.67 16.67 6.67 20.00 23.33 36.67 13.33 
Q5 11.54 7.69 15.38 15.38 50.00 11.54 15.38 23.08 23.08 26.92 
(n = 140) 
 
Table 11: Challenge Scores by Quintile Over Time  
 
Quintile, 
fall 2012 
Percentage of teachers by quintile, fall 2013 Percentage of teachers by quintile, spring 2015  
Q1 Q2 Q3 Q4 Q5 Q1 Q2 Q3 Q4 Q5 
Q1 (low) 39.29 17.86 21.43 10.71 10.71 42.86 14.29 10.71 17.86 14.29 
Q2 27.59 27.59 17.24 24.14 3.45 27.59 31.03 20.69 17.24 3.45 
Q3 25.93 14.81 25.93 18.52 14.81 18.52 22.22 29.63 18.52 11.11 
Q4 9.68 22.58 16.13 16.13 35.48 9.68 22.58 22.58 19.35 25.81 
Q5 8.00 8.00 16.00 32.00 36.00 0.00 8.00 24.00 28.00 40.00 
(n = 140) 
 
Table 12: Classroom Management Scores by Quintile Over Time  
 
Quintile, 
fall 2012 
Percentage of teachers by quintile, fall 2013 Percentage of teachers by quintile, spring 2015  
Q1 Q2 Q3 Q4 Q5 Q1 Q2 Q3 Q4 Q5 
Q1 (low) 38.71 29.03 12.90 12.90 6.45 48.39 19.35 16.13 9.68 6.45 
Q2 24.00 40.00 8.00 16.00 12.00 28.00 20.00 12.00 24.00 16.00 
Q3 17.86 17.86 25.00 21.43 17.86 10.71 28.57 17.86 25.00 17.86 
Q4 13.33 13.33 30.00 16.67 26.67 10.00 20.00 30.00 23.33 16.67 
Q5 3.85 3.85 19.23 34.62 38.46 7.69 11.54 19.23 23.08 38.46 
(n = 140) 
 
 Taken together, the findings above suggest answers to all three prongs of research 
question 1: (a) What degree of improvement, if any, is discernible? (b) How, if at all, do 
trends vary by dimension of teaching? and (c) What, if any, evidence suggests that trends 
vary by teacher? Significant improvement in composite survey scores did occur over the 
three-year period studied, most of it within the first year. Not all dimensions of teaching 
improved equally, however: scores for four of the 7Cs (Care, Confer, Challenge, and 
Classroom Management) exhibited especially significant growth, scores for Clarify improved 
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more modestly, scores for Captivate rose significantly during the first year but not overall, 
and scores for Consolidate showed no increases at all that can be confidently attributed to 
anything other than error or chance. Different patterns of movement among quintiles for 
each of the 7Cs added to the evidence that scores for the various constructs behaved 
differently over time. 
 As for variation in trends among teachers, it seemed substantive enough at least to 
warrant further investigation using both composite and construct scores. Question 2 guided 
that investigation. 
Question 2: On Teacher Characteristics and Experiences 
 Table 13 displays findings from regression analyses of composite 7Cs scores. With 
year 3 scores as the outcome and year 1 scores as a control variable, each model was 
designed to provide indirect information about the predictors’ relationships to changes in 
student survey scores over time. As the values of R2 in Table 13 show, the regression 
explained 18% of the variance in outcomes when only the control and the four teacher 
characteristics were involved, and 25% when teachers’ professional experiences entered the 
equation. Other than the control, only one predictor—principal leadership—exhibited a 
significant association with year 3 scores. Unsurprisingly, the relationship was positive: an 
increase of one standard deviation in principal leadership predicted a 14.4-point increase in 
adjusted composite scores on Tripod’s scale of 200 to 400. 
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Table 13: Models Predicting Year 3 Composite Scores 
 
Independent Variable 
Model I (R2 = 0.18) Model II (R2 = 0.25) 
Unstandardized 
Coefficient 
Standard 
Error 
Unstandardized 
Coefficient 
Standard 
Error 
Year 1 Composite score 0.39** 0.13 0.34* 0.14 
Teacher characteristics     
0–5 years’ experience 12.82 7.44 9.34 7.65 
16+ years’ experience -6.19 4.99 -6.49 4.71 
Called to teach 10.54 9.16 7.71 10.48 
Use student feedback -1.47 8.79 3.10 10.75 
Teacher experiences     
Collaboration   2.91 6.30 
Collective efficacy   -7.74 4.05 
Evaluation quality   0.87 5.07 
Instructional leadership   -8.62 5.31 
Press for excellence   0.03 4.97 
Principal leadership   14.40* 6.41 
Professional development quality   -3.56 5.18 
Professional learning community use   2.41 4.59 
Intercept 178.54*** 41.66 191.69*** 40.69 
n = 93; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001  
 
 Tables 14 through 20 take the same form as Table 13 but replace composite student 
survey scores with construct scores for each of Tripod’s 7Cs: Care, Confer, Captivate, 
Clarify, Consolidate, Challenge, and Classroom Management. Using Stata’s “cluster” 
function to estimate robust standard errors required that coefficients remain unstandardized 
in these analyses. Because all teacher characteristics were dichotomous variables and all 
teacher experiences were standardized ones, however, coefficients for the independent 
variables within each of those categories can be compared to one another.  
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Table 14: Models Predicting Year 3 Care Scores 
 
Independent Variable 
Model I (R2 = 0.20) Model II (R2 = 0.26) 
Unstandardized 
Coefficient 
Standard 
Error 
Unstandardized 
Coefficient 
Standard 
Error 
Year 1 Care score  0.33** 0.10 0.30* 0.12 
Teacher characteristics     
0–5 years’ experience 8.14 7.00 7.52 7.01 
16+ years’ experience -2.19 5.85 -1.16 5.63 
Called to teach 16.57 9.11 14.41 10.15 
Use student feedback -1.82 6.50 1.91 8.34 
Teacher experiences     
Collaboration   -1.49 7.80 
Collective efficacy   -4.24 4.27 
Evaluation quality   -4.82 5.16 
Instructional leadership   -9.96* 4.36 
Press for excellence   0.45 5.37 
Principal leadership   15.48** 5.07 
Professional development quality   0.81 3.93 
Professional learning community use   5.36 4.01 
Intercept 193.56*** 30.52 203.15*** 34.75 
n = 93; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
 
Table 15: Models Predicting Year 3 Confer Scores 
 
Independent Variable 
Model I (R2 = 0.10) Model II (R2 = 0.17) 
Unstandardized 
Coefficient 
Standard 
Error 
Unstandardized 
Coefficient 
Standard 
Error 
Year 1 Confer score  0.21 0.16 0.18 0.16 
Teacher characteristics     
0–5 years’ experience 9.87 8.59 7.98 8.71 
16+ years’ experience -7.10 5.63 -9.51 5.48 
Called to teach 9.02 10.20 7.33 10.20 
Use student feedback 1.18 10.89 6.23 11.06 
Teacher experiences     
Collaboration   4.80 6.24 
Collective efficacy   -6.56 4.83 
Evaluation quality   -1.28 5.67 
Instructional leadership   -7.49 4.64 
Press for excellence   1.01 4.55 
Principal leadership   17.87* 6.92 
Professional development quality   -5.99 4.22 
Professional learning community use   -2.24 3.94 
Intercept 238.47*** 51.34 243.97*** 51.01 
n = 93; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
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Table 16: Models Predicting Year 3 Captivate Scores 
 
Independent Variable 
Model I (R2 = 0.21) Model II (R2 = 0.28) 
Unstandardized 
Coefficient 
Standard 
Error 
Unstandardized 
Coefficient 
Standard 
Error 
Year 1 Captivate score  0.44*** 0.09 0.42*** 0.10 
Teacher characteristics     
0–5 years’ experience 14.82 7.92 12.28 8.03 
16+ years’ experience -3.10 7.83 -2.51 6.29 
Called to teach 12.29 11.28 10.72 10.89 
Use student feedback -3.42 9.34 0.69 11.73 
Teacher experiences     
Collaboration   1.88 7.17 
Collective efficacy   -2.53 4.07 
Evaluation quality   -3.19 5.74 
Instructional leadership   -9.52 7.53 
Press for excellence   -5.93 5.00 
Principal leadership   19.58* 8.36 
Professional development quality   -0.31 6.49 
Professional learning community use   4.23 4.46 
Intercept 161.45*** 30.51 163.96*** 32.74 
n = 93; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
 
Table 17: Models Predicting Year 3 Clarify Scores 
 
Independent Variable 
Model I (R2 = 0.23) Model II (R2 = 0.30) 
Unstandardized 
Coefficient 
Standard 
Error 
Unstandardized 
Coefficient 
Standard 
Error 
Year 1 Clarify score  0.44** 0.12 0.43** 0.13 
Teacher characteristics     
0–5 years’ experience 14.77 8.60 11.82 9.28 
16+ years’ experience -10.20 6.69 -9.63 6.37 
Called to teach 12.93 9.70 9.27 10.00 
Use student feedback -0.99 8.88 2.77 11.91 
Teacher experiences     
Collaboration   4.64 5.90 
Collective efficacy   -8.02 4.21 
Evaluation quality   -3.11 5.02 
Instructional leadership   -6.64 5.73 
Press for excellence   -2.31 4.98 
Principal leadership   15.04 7.40 
Professional development quality   -2.08 5.70 
Professional learning community use   4.32 4.98 
Intercept 160.84*** 41.03 162.24*** 40.36 
n = 93; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
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Table 18: Models Predicting Year 3 Consolidate Scores 
 
Independent Variable 
Model I (R2 = 0.15) Model II (R2 = 0.31) 
Unstandardized 
Coefficient 
Standard 
Error 
Unstandardized 
Coefficient 
Standard 
Error 
Year 1 Consolidate score  0.35 0.19 0.21 0.17 
Teacher characteristics     
0–5 years’ experience 10.62 9.47 3.85 9.24 
16+ years’ experience -14.29 8.69 -13.97* 6.16 
Called to teach 12.01 10.79 9.61 11.77 
Use student feedback -0.88 8.40 11.28 11.34 
Teacher experiences     
Collaboration   5.17 7.41 
Collective efficacy   -13.22** 4.11 
Evaluation quality   2.05 6.06 
Instructional leadership   -9.28 7.61 
Press for excellence   -6.88 4.73 
Principal leadership   25.25*** 6.47 
Professional development quality   -7.88 6.20 
Professional learning community use   5.01 5.66 
Intercept 191.74** 62.05 226.17*** 51.67 
n = 93; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
 
Table 19: Models Predicting Year 3 Challenge Scores  
 
Independent Variable 
Model I (R2 = 0.15) Model II (R2 = 0.21) 
Unstandardized 
Coefficient 
Standard 
Error 
Unstandardized 
Coefficient 
Standard 
Error 
Year 1 Challenge score  0.42** 0.13 0.42** 0.14 
Teacher characteristics     
0–5 years’ experience 18.08 9.14 12.88 9.19 
16+ years’ experience -1.57 4.96 -0.69 7.22 
Called to teach 5.37 11.25 0.87 12.03 
Use student feedback -0.21 10.20 0.32 13.02 
Teacher experiences     
Collaboration   5.27 7.70 
Collective efficacy   -7.54 3.95 
Evaluation quality   4.86 5.13 
Instructional leadership   -8.55 4.53 
Press for excellence   -1.35 7.56 
Principal leadership   6.63 6.15 
Professional development quality   -0.11 5.37 
Professional learning community use   2.69 4.52 
Intercept 168.27*** 43.88 171.25*** 41.97 
n = 93; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
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Table 20: Models Predicting Year 3 Classroom Management Scores 
 
Independent Variable 
Model I (R2 = 0.15) Model II (R2 = 0.28) 
Unstandardized 
Coefficient 
Standard 
Error 
Unstandardized 
Coefficient 
Standard 
Error 
Year 1 Classroom Management score  0.37*** 0.06 0.35*** 0.08 
Teacher characteristics     
0–5 years’ experience 11.67 8.15 9.24 8.06 
16+ years’ experience -5.85 6.97 -9.08 7.78 
Called to teach 7.71 7.50 3.89 10.37 
Use student feedback -2.29 11.87 -0.53 13.28 
Teacher experiences     
Collaboration   -0.27 5.78 
Collective efficacy   -12.24 7.10 
Evaluation quality   11.97* 5.49 
Instructional leadership   -7.79 6.26 
Press for excellence   14.30 7.30 
Principal leadership   1.34 7.15 
Professional development quality   -10.59 6.93 
Professional learning community use   -2.77 5.90 
Intercept 185.30*** 16.74 193.30*** 20.87 
n = 93; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
 
 These findings can be summarized in at least two ways. First, certain patterns 
obtained across all or most dimensions of teaching. Even when they lacked significance—
and they almost always did—coefficients for the variable indicating five or fewer years of 
classroom experience were always positive, and those for the variable indicating 16 or more 
years of experience were always negative. Variables related to teacher attitudes—confidence 
using student feedback and a sense of teaching as a vocation—were never significant in 
these models, though their coefficients were almost always positive across versions of Model 
II. In addition, coefficients for confidence using student feedback were negative in every 
version of Model I except Confer’s, though all were very small in absolute value. Finally, 
principal leadership was significantly and positively associated with improvement not only in 
composite student survey scores but also in construct scores for four of the 7Cs (Care, 
Confer, Captivate, and Consolidate); further, even when not significant, coefficients for 
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principal leadership were always positive. 
 A second general takeaway, however, is that some aspects of the models varied 
considerably from one dimension of teaching to the next. Values of R2 for Model I ranged 
from 0.10, for Confer, to 0.23, for Clarify; for Model II, they ranged from 0.17, also for 
Confer, to 0.31, for Consolidate. Relative differences between R2 values for Model I and 
Model II varied as well: for example, with Consolidate, Model II explained more than twice 
the variation in scores that Model I did (31% vs. 15%), while for Captivate the value of R2 
increased by only a third (21% to 28%) from Model I to Model II. Relationships between 
outcomes and individual predictors also differed among dimensions of teaching, especially 
where teachers’ professional experiences were concerned. Evaluation quality exhibited 
significance only in the model for Classroom Management, where its coefficient was 
positive; elsewhere, it was not only insignificant but also in some cases negative. Model II for 
Consolidate revealed significant negative associations between the outcome and both 
collective efficacy and having 16 or more years of teaching experience, yet no other model 
identified either of those predictors as being significant. Perhaps most surprisingly, year 1 
scores did not relate significantly to year 3 scores in the cases of Confer and Consolidate, 
though they did for all other dimensions of teaching—most notably for Captivate and 
Classroom Management. 
 As chapter 3 explained, three supplemental inquiries followed the analyses just 
discussed. One involved more parsimonious regression models, another focused on 
individual survey items comprising Tripod’s principal leadership scale, and a third concerned 
interaction effects. Tables 21 through 28 present results from the first of these inquiries. 
First consider Table 21, in which 7Cs composite scores are again the dependent variable. 
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Model I includes the control variable along with the three independent variables whose p-
values were lowest in the full model above. Because collective efficacy was insignificant in 
Model I, a model without that variable (Model II) is shown as well. A likelihood-ratio (LR) 
test using hierarchical (HLM) versions of the models—clustering is not amenable to LR 
testing in Stata—indicated no significant difference between Model I below and the full 
model for composite scores that appears above, while the difference between Model I and 
Model II below was insignificant but barely so (p = 0.06). Tables 22 through 28 therefore 
display parsimonious models both with and without the collective efficacy variable for each 
of the 7Cs. 
Table 21: Parsimonious Models Predicting Year 3 Composite Scores 
 
Independent Variable 
Model I (R2 = 0.17) Model II (R2 = 0.15) 
Unstandardized 
Coefficient 
Standard 
Error 
Unstandardized 
Coefficient 
Standard 
Error 
Year 1 Composite score  0.35* 0.13 0.36* 0.14 
Teacher experiences     
Principal leadership 13.72* 5.10 12.24* 5.12 
Instructional leadership -9.53* 4.44 -11.38* 5.40 
Collective efficacy -5.60 3.97   
Intercept 195.99*** 40.42 195.22*** 43.94 
n = 94; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
 
Table 22: Parsimonious Models Predicting Year 3 Care Scores 
 
Independent Variable 
Model I (R2 = 0.19) Model II (R2 = 0.18) 
Unstandardized 
Coefficient 
Standard 
Error 
Unstandardized 
Coefficient 
Standard 
Error 
Year 1 Care score  0.33** 0.12 0.34** 0.11 
Teacher experiences     
Principal leadership 12.91* 4.82 12.15* 4.43 
Instructional leadership -10.98* 4.21 -11.78* 4.55 
Collective efficacy -2.60 3.68   
Intercept 205.48*** 35.18 203.72*** 34.95 
n = 94; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
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Table 23: Parsimonious Models Predicting Year 3 Confer Scores 
 
Independent Variable 
Model I (R2 = 0.10) Model II (R2 = 0.09) 
Unstandardized 
Coefficient 
Standard 
Error 
Unstandardized 
Coefficient 
Standard 
Error 
Year 1 Confer score  0.20 0.14 0.20 0.15 
Teacher experiences     
Principal leadership 14.83* 5.79 13.84* 5.66 
Instructional leadership -8.95 4.97 -10.21 6.19 
Collective efficacy -3.77 4.31   
Intercept 246.76*** 44.25 246.80*** 46.58 
n = 94; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
 
Table 24: Parsimonious Models Predicting Year 3 Captivate Scores 
 
Independent Variable 
Model I (R2 = 0.21) Model II (R2 = 0.20) 
Unstandardized 
Coefficient 
Standard 
Error 
Unstandardized 
Coefficient 
Standard 
Error 
Year 1 Captivate score  0.42*** 0.09 0.41*** 0.09 
Teacher experiences     
Principal leadership 16.79* 6.98 15.83* 6.78 
Instructional leadership -10.75 6.07 -11.99 6.77 
Collective efficacy -3.72 3.98   
Intercept 175.02*** 28.63 176.89*** 29.46 
n = 94; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
 
Table 25: Parsimonious Models Predicting Year 3 Clarify Scores 
 
Independent Variable 
Model I (R2 = 0.19) Model II (R2 = 0.17) 
Unstandardized 
Coefficient 
Standard 
Error 
Unstandardized 
Coefficient 
Standard 
Error 
Year 1 Clarify score  0.41** 0.13 0.40** 0.14 
Teacher experiences     
Principal leadership 12.74* 5.63 11.09 5.68 
Instructional leadership -7.53 4.92 -9.70 5.84 
Collective efficacy -6.42 4.01   
Intercept 178.33*** 39.36 180.33*** 43.14 
n = 94; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
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Table 26: Parsimonious Models Predicting Year 3 Consolidate Scores 
 
Independent Variable 
Model I (R2 = 0.19) Model II (R2 = 0.13) 
Unstandardized 
Coefficient 
Standard 
Error 
Unstandardized 
Coefficient 
Standard 
Error 
Year 1 Consolidate score  0.29 0.16 0.33 0.19 
Teacher experiences     
Principal leadership 20.32*** 4.83 16.95** 5.13 
Instructional leadership -10.38 6.01 -14.14* 6.22 
Collective efficacy -11.80* 4.23   
Intercept 213.53*** 51.29 203.55** 58.63 
n = 94; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
 
Table 27: Parsimonious Models Predicting Year 3 Challenge Scores 
 
Independent Variable 
Model I (R2 = 0.14) Model II (R2 = 0.13) 
Unstandardized 
Coefficient 
Standard 
Error 
Unstandardized 
Coefficient 
Standard 
Error 
Year 1 Challenge score  0.36* 0.16 0.35* 0.16 
Teacher experiences     
Principal leadership 10.16* 4.80 8.90 5.04 
Instructional leadership -8.55* 3.87 -10.20* 4.58 
Collective efficacy -4.88 4.55   
Intercept 193.22*** 46.43 195.01*** 47.81 
n = 94; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
 
Table 28: Parsimonious Models Predicting Year 3 Classroom Management Scores 
 
Independent Variable 
Model I (R2 = 0.17) Model II (R2 = 0.15) 
Unstandardized 
Coefficient 
Standard 
Error 
Unstandardized 
Coefficient 
Standard 
Error 
Year 1 Classroom Management score  0.34*** 0.08 0.35*** 0.07 
Teacher experiences     
Principal leadership 7.94 7.33 6.21 7.00 
Instructional leadership -8.90 5.28 -11.04 7.12 
Collective efficacy -6.48 6.22   
Intercept 197.41*** 22.54 196.06*** 19.59 
n = 94; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
 
 Though the strength of associations varies from one dimension of teaching to the 
next in these models, the direction of those associations is consistent. Holding year 1 student 
survey scores, instructional leadership, and collective efficacy constant, an increase in 
principal leadership predicts an increase in year 3 student survey scores; in contrast, an 
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increase in instructional leadership or collective efficacy with the other variables held 
constant predicts a decrease in year 3 scores. 
 The next line of inquiry focused on principal leadership, as described in chapter 3. 
Table 29 collects coefficients from the 64 separate models related to individual principal 
leadership items, and the text of each item appears in Table 30. Each coefficient represents 
the estimated increase in year 3 student survey scores—again on Tripod’s 200–400 scale—
associated with one standard deviation increase in degree of agreement with the relevant 
survey item when controlling for year 1 student survey scores.  
Table 29: Coefficients on Principal Leadership Items 
 
Item Composite Care Confer Captivate Clarify Consolidate Challenge Management 
(1) 2.1 1.6 3.5 5.0 1.7 3.5 -0.8 0.0 
(2) -2.7 -1.6 -1.3 0.7 -2.6 -1.8 -4.4 -7.8 
(3) 1.8 1.1 2.9 3.4 1.8 3.8 0.8 -1.2 
(4) 4.8* 3.6 6.2* 7.6*** 5.7* 6.5 4.7 -0.8 
(5) -1.8 -2.7 -2.2 0.0 -1.3 -0.6 -2.5 -4.1 
(6) 1.2 -0.2 4.0 2.6 1.4 4.2 -0.9 -2.6 
(7) -1.0 -1.9 1.2 0.9 -0.8 1.1 -2.4 -4.9 
(8) -0.5 -0.7 1.0 1.5 -0.3 1.8 -2.6 -4.3 
* p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
 
Table 30: Text of Principal Leadership Items 
 
Item Wording: “The principal at this school...”  
(1) communicates a clear vision for our school. 
(2) actively monitors the quality of teaching at this school. 
(3) helps teachers figure out how to address particular instructional challenges. 
(4) makes sure that professional development addresses priority instructional goals. 
(5) visits my class and gives me helpful feedback afterward. 
(6) is willing to have difficult conversations, if the result is to improve teaching and 
learning. 
(7) supports teachers in their efforts to improve teaching and learning. 
(8) sets clear and measurable school-level goals for progress on instructional outcomes. 
 
  Relationships to the outcome were significant for only one item—“The principal at 
this school makes sure that professional development addresses priority instructional 
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goals”—and then only where composite, Confer, Captivate, and Clarify scores were 
concerned. None of the items’ coefficients was positive when Classroom Management was 
the outcome, and none was negative when Captivate was the outcome. One item never had 
a positive coefficient, no matter the dimension(s) of teaching being measured: “The principal 
at this school visits my class and gives me helpful feedback afterward.” 
 The third and final follow-up inquiry explored interactions between teachers’ years 
of experience and their perceptions of three aspects of their professional environments: 
principal leadership and evaluation quality as constructs, and principal feedback as an 
individual item (see item 5 in Table 30 above). Results, which reveal very little significant 
interaction, are consolidated into Table 31. 
Table 31: Coefficients on Interaction Terms 
 
 Composite Care Confer Captivate Clarify Consolidate Challenge Management 
PL*1–5 -6.2 -6.2 -2.7 -9.5 -0.1 0.4 -10.9 -12.6 
PL*16+ -3.3 -3.2 -3.4 -0.8 4.1 6.2 -8.5 -17.0* 
PL#5*1–5 -3.01 -2.71 -0.75 -2.89 -0.09 1.25 -5.96 -9.82 
PL#5*16+ -2.70 -4.65 -3.80 0.05 -0.43 5.58 -4.97 -10.53* 
Eval*1–5 -3.70 -3.08 0.59 -8.02 0.11 0.10 -4.99 -8.63 
Eval*16+ -4.64 -8.42 -3.87 -1.48 -2.97 2.98 -6.33 -11.59 
PL = principal leadership; Eval = evaluation quality; * p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001 
 
 Research question 2 asked how, if at all, longitudinal trends in student survey scores 
relate to certain teacher characteristics and experiences: (a) years of classroom teaching 
experience, (b) sense of vocation and confidence using student feedback, and (c) perceptions 
of school climate and leadership. The study’s findings were inconclusive regarding prongs (a) 
and (b) of this question. All else accounted for in the study being equal, no clear relationship 
existed between improvement in student survey scores and any of the teacher characteristics 
investigated. Nevertheless, findings regarding years of experience were suggestive: the 
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consistently positive coefficients for having 0 to 5 years and the consistently negative 
coefficients for having 16 or more years indicate that both factors may merit further 
investigation. 
 Part (c) yielded more interpretable findings. Overall, principal leadership emerged as 
the aspect of teachers’ professional experiences most positively related to improvement in 
student survey scores; relationships varied, however, depending on the specific outcome and 
predictor variables being measured. Chapter 5 discusses in more depth these findings as well 
as those related to research question 1. 
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CHAPTER FIVE: DISCUSSION OF FINDINGS 
In a book-length discussion of accountability in education, Sirotnik (2004) articulated 
a “social sciences version of the Heisenberg Uncertainty Principle” (p. 8): the choice of 
measurement tool always affects the thing being measured, such that (in the author’s 
example) the same attorney may approach her work in quite different ways depending on 
whether her superiors use professional development credits or client satisfaction surveys to 
evaluate her. The rule is readily applicable to education, of course, especially when 
accountability measures are involved but also in lower-stakes contexts such as formative 
assessments of teaching and learning. This is not necessarily a bad thing: when a teacher 
shares his writing rubric with students before assigning them an essay, he is explicitly asking 
them to adapt their performance to the measurement tool, and in doing so—if the rubric is a 
good one—he is encouraging their development as writers. He is also making it difficult, 
however, to determine the relative contributions of his assessment strategy and his everyday 
instruction to that development. 
 Like that hypothetical rubric, student surveys on instruction often serve partly as 
metric and partly as intervention. Although this study lacks information on how teachers in 
the sample viewed and used student survey data, its findings probably illustrate two related 
phenomena: how instruction looks over time through the lens of Tripod score reports, and 
how instruction behaves over time in response to Tripod score reports. Most of the 
observed improvement occurred in the first year of the study, which was also the district’s 
first year using Tripod surveys as a teacher accountability measure. Without knowing more 
about district policies and practices in that year, it is impossible to determine what portion of 
the Tripod score increases are attributable to the survey policy itself. That the new approach 
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to teacher evaluation prompted at least some instructional adjustments seems likely, 
however. 
If it did, though, the process was less straightforward than chapter 3 expected. 
Consolidate and Clarify are the most uniformly low-inference scales on the Tripod student 
survey, but Consolidate was the only dimension of teaching that did not improve 
significantly, and Clarify scores rose only modestly in comparison to scores on the survey’s 
other scales. Meanwhile, the Care scale registered notable improvement despite its reliance 
on higher-inference, less obviously actionable items. The extent to which survey items name 
specific teacher behaviors—appear actionable—may not be a key factor in the potential of 
student surveys to prompt instructional improvement.  
 Alternatively, or in addition, the observed improvement may have been largely 
unrelated to student survey implementation. The study searched two other sets of variables 
for possible connections to Tripod score increases: selected teacher background 
characteristics, and perceptions of school climate and leadership. Of the three background 
characteristics considered—years of experience, orientation toward student feedback, and 
sense of vocation in teaching—none was clearly or consistently tied to improvement in 
survey ratings. These findings provide little support for the study’s hypotheses, but from a 
policy or organizational perspective they are good news. If the best method of improving 
instruction at a school were to alter its teachers’ professional histories or self-concepts, then 
initiating or accelerating improvement would be quite difficult. In contrast, significant 
relationships between improved survey ratings and more malleable variables such as 
principal leadership suggest viable courses of action for leaders and policymakers. 
 Teacher characteristics do seem linked more strongly to some dimensions of 
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instruction than to others. For example, taken together, the background variables in this 
study explained almost a quarter of variation in year 3 Clarify scores but only ten percent of 
variation in year 3 Confer scores when year 1 scores served as controls. In the case of 
Confer, even year 1 scores were not significantly related to year 3 scores. In other words, 
teachers’ responsiveness to student input in year 3 seemed unconnected to their 
responsiveness to student input in year 1, which suggests that Confer scores are especially 
susceptible to environmental and experiential influences—including, perhaps, the 
opportunity to view student ratings of one’s instruction for the first time. In the contrasting 
case of Clarify, not only did teacher characteristics explain more of the variation in score 
increases than they did for Confer; none of the school climate and leadership variables could 
be linked confidently to score increases, and Model II as a whole raised Model I’s value of R2 
only weakly. For school leaders, raising Clarify scores may be a more daunting task than 
raising Confer scores. 
 Still, the individual teacher characteristics included in this study’s analyses were in 
general not significantly associated with score increases. School climate and leadership 
variables were, to some extent—but only when each teacher’s perceptions were measured 
separately, not when perceptions from all teachers at a given school were aggregated. These 
findings seem almost inconsistent: is individuality important here, or not? There are several 
plausible explanations for the apparent contradiction, however, and they are not mutually 
exclusive. First, teachers with usable data were few and thinly distributed across schools (see 
Table 1 in chapter 1), so that in many cases only two or three teachers contributed to 
“school-wide” averages of perceptual data. These averages may have been more meaningful 
had they represented greater proportions of each school’s faculty. 
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Another possibility is that individual teacher characteristics do matter a great deal—
just not the ones this study took into account. Years of experience, sense of vocation, and 
confidence using student feedback may be less important to instructional improvement than, 
say, a sense of agency (Stein, Kintz, & Miness, 2016), motivation to improve (Thoonen, 
Sleegers, Oort, Peetsma, & Geijsel, 2011), or any number of other factors. Perhaps if 
analyses had included more relevant teacher variables, differences among individual teachers 
would have been more apparent, and school climate and leadership variables would not have 
been the only ones identified as significant in this study. 
 A third explanation involves the concept of person-organization fit (Kristof, 1996): 
perhaps it is neither teacher nor school characteristics so much as the extent to which the 
two match or complement one another that matters. Depending on their own skills, 
preferences, needs, and values, different teachers might experience the same evaluation 
policy or leadership style as being controlling or supportive, visionary or impractical, freeing 
or unhelpful. Aggregating perceptions of school climate and leadership across teachers may 
mask such differences, creating variables that do not measure what most clearly relates to 
instructional improvement. Person-organization fit in education has been linked not only to 
employee commitment and retention but also to instruction—how teachers actually teach 
(Youngs, Pogodzinski, Grogan, & Perrone, 2015). There is also evidence that teachers who 
bring different beliefs or habits to their practice tend to exhibit instructional improvement 
under different working conditions (Ferguson & Hirsch, 2014).  
 Finally, there is the fact that different teachers within a given school may experience 
demonstrably different working conditions. Ideally, analyses in this study would have 
included information on whether a teacher was in a school’s science or history department, 
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on the ninth-grade team or the eleventh-grade one—perhaps even information like whether 
a teacher shared common planning time with highly effective colleagues or struggling ones. 
The dataset did not allow for such nuanced analyses, as chapter 3 showed, and yet affiliations 
and subcultures within schools may contribute to marked within-school variation in teachers’ 
professional experiences. A recent case study followed a teacher whose practice improved 
remarkably during an intervention designed to help educators make sense and use of student 
learning data to adjust mathematics instruction (Christman, Ebby, & Edmunds, 2016). The 
authors found that, among other things, “having a more skilled colleague in her [small-
group] PLC was a critical contextual factor” in the target teacher’s improvement (p. 12). 
 Whatever the reasons, individual teachers’ perceptions of school climate and 
leadership emerged as the variables most clearly associated with instructional improvement 
in the present study. Of the eight variables in this category, however, only principal 
leadership was consistently and positively related to Tripod score increases across 
dimensions of teaching. This pattern is counterintuitive: are PD quality, PLC use, and the 
other five variables really irrelevant to instructional improvement? The parsimonious 
regression models presented in chapter 4 suggest a better explanation. In most of those 
models, instructional leadership and collective efficacy tended to relate negatively to score 
increases. Multiple regression analysis detects the significance of each independent variable 
in a specific hypothetical situation, however: one in which all other independent variables are 
held constant. The parsimonious models show not that an increase in instructional 
leadership or collective efficacy is a bad thing in general—only that it may be 
counterproductive if it occurs without a concomitant increase in principal leadership. 
 This finding makes sense given the nature of instructional leadership and collective 
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efficacy as the Tripod teacher survey defines them (see Appendix B for a complete list of 
items on each scale). Instructional leadership in this context involves “at least one 
instructional leader at [the] school (either the principal or someone else in an official, formal 
leadership role)” providing helpful feedback on instruction, monitoring implementation of 
strategies learned in PD, and more. Meanwhile, the collective efficacy scale features items 
like “When our school decides to do something, we do it successfully.” Thus an increase in 
either instructional leadership or collective efficacy without an increase in principal 
leadership means a shift in authority and efficacy from a school’s principal to others on its 
faculty or administration—not the adoption of a healthy distributed leadership model 
championed by an effective principal, but a relative loss of legitimacy and control for the 
school’s highest office. 
 More broadly, the significance of principal leadership as identified in this study may 
mean not that it is more important to instructional improvement than factors such as 
evaluation quality and collaboration, but rather that these other aspects of school climate and 
leadership promote instructional improvement only when they are aligned with effective 
central leadership. There is evidence to support this theory. In a comparative case study of 
three urban schools, Stosich (2016) examined teachers’ efforts to adapt their instruction to 
meet the rigorous requirements of newly adopted standards. Teachers at all three schools 
worked collaboratively to rise to the challenge, but only at the school with effective principal 
leadership did teaching and learning evolve broadly and meaningfully. “Given the important 
role of principals in setting the direction for teacher collaboration,” the researcher 
concluded, “districts should consider providing training and support for principals in leading 
the work of teacher teams” (p. 1728). 
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 It is also possible that, despite the diagnostic analyses described in chapter 3, 
multicollinearity (or at least collinearity) among the study’s school climate and leadership 
variables resulted in misleading regression coefficients. The negative coefficients for 
instructional leadership are especially suspect given the very strong correlation between 
principal and instructional leadership: 0.84, as Appendix C shows. Perhaps the two variables 
are simply interfering with each other in certain of the models presented above. Even if that 
is the case, though, it seems safe to say that the significance of principal leadership reflects 
more signal than noise in the data. For one thing, the variable emerged as significant in 
multiple analyses with various combinations of independent and dependent variables. In 
addition, at least one other recent study of teacher survey data has found that links between 
teachers’ behaviors and their perceptions of principal leadership exist independent of other 
school contextual variables (Burkhauser, 2017).  
 Like teacher background characteristics, though, principal leadership and other 
school-related variables related differently to different dimensions of teaching. Classroom 
Management emerged as something of an anomaly: it was the only outcome significantly 
associated with evaluation quality, and the only one to reveal interaction effects between 
principal leadership and teachers’ years of experience. These findings are too faint to 
speculate on individually, but together they suggest that Classroom Management is unique 
among the 7Cs in its relationships with school and teacher characteristics. This is not the 
first study to distinguish Classroom Management in some way from Tripod’s other scales: a 
recent factor analysis of Tripod student survey data favored a bifactor model of the 
instrument’s underlying structure, with classroom management being one factor and 
“general responsivity” the other (Wallace, Kelcey, & Ruzek, 2016). Given that Classroom 
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Management is more closely tied to student achievement than most of the 7Cs are 
(Raudenbush & Jean, 2014), more research specific to improvement in this dimension of 
teaching seems desirable. At the same time, teachers skilled at boosting short-term 
achievement are not necessarily effective in bringing about the behavioral and attitudinal 
outcomes crucial to students’ long-term success (Blazar & Kraft, 2017). Research specific to 
dimensions of teaching that are not classroom management, either separately or in composite 
form (e.g., as “general responsivity”), therefore seems worth pursuing as well. 
 Other differences among the 7Cs’ relationships to other variables in the present 
study are more difficult to parse. The full regression models linked principal leadership to 
score increases for Captivate, Care, Confer, and Consolidate but not Challenge, Classroom 
Management, or Clarify. Meanwhile, analyses of individual items on the principal leadership 
scale found links to increased scores for Confer, Captivate, and Clarify but none of the other 
scales. In each of these two cases, the “minority” constructs have something in common: of 
the 7Cs, Challenge, Classroom Management, and Clarify relate most closely to student 
achievement, while Confer, Captivate, and (again) Clarify relate most closely to student 
engagement (Tripod Education Partners, 2015a). It may be that dimensions of teaching tied 
to different student outcomes tend to improve under different conditions, and further 
investigation into that possibility could be fruitful. 
 In the context of this study, though, varying regression coefficients and significance 
levels may reflect differences in longitudinal trends among the 7Cs themselves as much as 
differences in their relationships to school and teacher characteristics. Take for instance the 
case of Captivate. Scores on the Captivate scale rose less from year 1 to year 3, and declined 
more from year 2 to year 3, than scores for any other dimension of teaching in the study. 
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Further, first-quintile stability across the three years was markedly higher for Captivate 
scores than for scores on the remaining 7Cs. Making lessons interesting and relevant to 
students may be a skill that simply does not develop much over time, especially among 
teachers who most clearly lack it. A finding like this is less applicable to school improvement 
efforts than to teacher preparation and hiring practices. It implies that a teacher or candidate 
who excels at captivating students but struggles with classroom management—the 
dimension of teaching that improved most in this study—may be a safer investment than 
one with strong classroom management skills but little ability to capture and maintain 
student interest. 
 More generally, it may be that some types of teaching abilities or behaviors are more 
resistant to improvement than others. One way of thinking about Tripod’s 7Cs is to group 
them into three broad components of effective teaching: Care and Confer measure personal 
support; Captivate, Clarify, and Consolidate comprise curricular support; and Challenge and 
Classroom Management are elements of press (Ferguson with Phillips, Rowley, & 
Friedlander, 2015). As chapter 4 showed, aspects of press and personal support improved 
noticeably in this study, while aspects of curricular support did not. The improvement in 
press may reflect only that the district’s initial scores were lowest—that is, had the most 
room for improvement—in that category. The improvement in personal support is more 
interesting. Confer’s relative malleability is discussed above, but Care’s is counterintuitive: 
displaying emotional warmth is often thought of as more of a fixed trait than a skill to be 
developed over time. This study’s results challenge that assumption. 
 It is worth noting here that, of the three groups of 7Cs, curricular support is most 
closely tied to teachers’ content knowledge. Improving methods of Clarifying and 
  
69
Consolidating material, and even finding better ways of making content Captivating, requires 
deepening one’s understanding of discipline-specific topics and strategies. Caring and 
Conferring rely less on subject matter expertise. It may be that teachers in the district under 
study responded to their initial Tripod reports with real efforts to improve their students’ 
classroom experiences, and that those efforts were sufficient to raise scores on elements of 
personal but not curricular support. It may also be that initial school and district initiatives 
designed to help teachers raise their Tripod scores were largely content-neutral. In any case, 
a possible takeaway for leaders in the relevant district is that students and teachers alike are 
going to need increased curricular support if survey results are to improve much more than 
they did during the first year of implementation. 
 It is also possible that different trends would have emerged had this study looked 
separately at data related to each subject area. When Polikoff (2015) used MET data to 
measure stability in 7Cs scores from one year to the next, he analyzed ratings of mathematics 
and English language arts teachers separately. Relative stability among the 7Cs differed by 
content area, as Table 32 shows. 
Table 32: Tripod’s 7Cs in Mathematics and English Language Arts, Ranked by Stability 
 
Rank Mathematics English language arts 
1 (most stable) 
2 
3 
4 
5 
6 
7 (least stable) 
Control 
Care 
Captivate 
Consolidate 
Confer 
Clarify 
Challenge 
Care 
Clarify 
Control 
Challenge 
Confer 
Captivate 
Consolidate 
(adapted from Polikoff, 2015) 
 
The present study contrasts with Polikoff’s in certain ways. It focused on improvement over 
a three-year period rather than stability over two years; it also tracked teachers who, unlike 
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those in the MET study, received their Tripod scores after each survey administration. Still, 
the findings in Table 32 raise the possibility that this study would have benefited from 
running analyses separately for each subject area involved, especially where differences 
among dimensions of teaching were concerned.  
 The reason for this limitation is also one of the study’s greatest strengths, however. 
Unlike Polikoff’s and many of the other studies citied in chapter 2, the research documented 
here involved data generated by a district’s actual accountability policy. These “real-world” 
data were messy, and missingness precluded some analyses that may have been helpful. In 
exchange, though, data like these help overcome the major limitation of Polikoff’s (2015) 
work: his results, obtained under carefully controlled research conditions, “may not perfectly 
translate to teacher [evaluation] systems as they are implemented in states and districts” (p. 
205). The study documented here, for better and for worse, reflects teacher evaluation 
systems as they are really implemented in schools. 
 According to Kennedy (2016), “Education research is at a stage in which we have 
strong theories of student learning, but we do not have well-developed ideas 
about teacher learning, nor about how to help teachers incorporate new ideas into their 
ongoing systems of practice” (p. 973). The research described in the chapters above offers 
some guidance for future efforts to understand and influence teacher development. It 
suggests that researchers, policymakers, and leaders in the field should value principal 
leadership very highly, but also acknowledge that different teachers may experience the same 
leader or school context quite differently. It suggests that targeting specific aspects of 
teaching for improvement may be a more productive endeavor than tackling overall 
instructional effectiveness, because different dimensions of teaching may improve in 
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different ways, with different results. And it suggests that decisions about which teachers to 
hire, retain, tenure, and invest in should take into account the possibility that some 
weaknesses are simply more amenable to improvement than others. 
 As for the relationship of instructional improvement to student surveys specifically, 
much more research is needed, but the study’s findings do yield some specific 
recommendations for leaders and policymakers. First, when introducing a student survey 
policy, expect initial score increases as teachers adjust instruction in light of new data, but 
recognize that sustained improvement may be more elusive. Second, rather than seeing 
teacher responsiveness to student feedback as prerequisite to successful survey 
implementation, consider that implementation may itself enhance responsiveness. And third, 
keep an open mind regarding how survey ratings may rise: even high-inference scales 
measuring seemingly stable traits, such as Care in Tripod’s framework, may register 
noticeable improvement. In short, acknowledge that surveys may have an important role to 
play in instructional improvement efforts—but not always the role one might expect.
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APPENDIX A: TRIPOD STUDENT SURVEY ITEMS 
The table below shows the Tripod survey items used at the secondary level to assess students’ backgrounds and perceptions of their 
teachers’ practice. Reverse-coded (negatively worded) items are marked with asterisks. 
 
Scale Item Possible responses 
C
h
a
l
l
e
n
g
e
 
In this class, my teacher accepts nothing less than our full effort. 
Totally untrue / Mostly untrue / Somewhat / Mostly true / 
Totally true 
My teacher asks questions to be sure we are following along when s/he is 
teaching. 
My teacher wants me to explain my answers—why I think what I think. 
My teacher doesn’t let people give up when the work gets hard. 
My teacher wants us to use our thinking skills, not just memorize things. 
My teacher asks students to explain more about the answers they give. 
C
.
 
M
a
n
a
g
e
m
e
n
t
 
Student behavior in this class makes the teacher angry. * 
Totally untrue / Mostly untrue / Somewhat / Mostly true / 
Totally true 
My classmates behave the way my teacher wants them to. 
Our class stays busy and doesn’t waste time. 
Students in this class treat the teacher with respect. 
Student behavior in this class is a problem. * 
I hate the way that students behave in this class. * 
Student behavior in this class is under control. 
C
a
p
t
i
v
a
t
e
 I like the ways we learn in this class. 
Totally untrue / Mostly untrue / Somewhat / Mostly true / 
Totally true 
This class does not keep my attention—I get bored. * 
My teacher makes lessons interesting. 
My teacher makes learning enjoyable. 
C
a
r
e
 
My teacher in this class makes me feel that s/he really cares about me. 
Totally untrue / Mostly untrue / Somewhat / Mostly true / 
Totally true 
My teacher really tries to understand how students feel about things. 
My teacher seems to know if something is bothering me. 
C
l
a
r
i
f
.
 When s/he is teaching us, my teacher thinks we understand even when 
we don't. * Totally untrue / Mostly untrue / Somewhat / Mostly true / 
Totally true 
If you don’t understand something, my teacher explains it another way. 
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My teacher knows when the class understands, and when we do not. 
My teacher has several good ways to explain each topic that we cover in 
this class. 
In this class, we learn to correct our mistakes. 
My teacher explains difficult things clearly. 
My teacher checks to make sure we understand what s/he is teaching us. 
C
o
n
s
o
l
.
 
In this class, we learn a lot almost every day. 
Totally untrue / Mostly untrue / Somewhat / Mostly true / 
Totally true 
My teacher takes the time to summarize what we learn each day. 
The comments I get on my work in this class help me understand how to 
improve. 
We get helpful comments to let us know what we did wrong on 
assignments. 
C
o
n
f
e
r
 
Students get to decide how activities are done in this class. 
Totally untrue / Mostly untrue / Somewhat / Mostly true / 
Totally true 
My teacher wants us to share our thoughts. 
Students speak up and share their ideas about class work. 
My teacher gives us time to explain our ideas. 
B
a
c
k
g
r
o
u
n
d
 
This class is 
Mathematics / Art / Science / Gym / English, literature / 
Music / Health / History, social studies, geography, 
government, economics / Foreign language / Other 
What grade are you in? 5 / 6 / 7 / 8 / 9 / 10 / 11 / 12 
Are you male or female? Male / Female 
Including yourself, how many children live with you? 1 / 2 / 3 / 4 / 5 or more 
I have a place outside of school where I can use the Internet anytime I 
need to. 
No, never / Mostly not / Sometimes / Mostly yes / Yes 
How many books are there in your home? 0–10 / 11–24 / 25–100 / 100–250 / More than 250 
Is there a computer in your home? If yes, how many? No / Yes, one / Yes, two / Yes, three or more 
Do your parents speak a language other than English at home? No / Seldom / Half the time / Most of the time / Always 
What is your race/ethnicity? (Mark all that apply.) 
White / Black, African American / Hispanic, Latino / Asian 
/ Pacific Islander / Arabic, Middle Eastern / West Indian / 
Native American / South Asian, East Indian / Other 
Which parent(s) or guardian(s) do you live with during the school year? Mother / Father / Grandmother / Grandfather / 
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(Mark all that apply.) Stepmother / Stepfather / Relative, guardian, foster parent / 
Alone or with friends / Other adult(s) 
Think of the adult at your house who went to school for the most years. 
This person: (Mark all that apply.) 
Did not finish high school / Finished high school / 
Attended some college or earned a 2-year degree / Finished 
a 4-year college degree / Finished a professional or graduate 
degree after college / I don’t know 
What was your grade point average last term for all of your classes? A / A- / B+ / B / B- / C+ / C / C- / D+ / D / D- / F 
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APPENDIX B: TRIPOD TEACHER SURVEY ITEMS 
The table below shows the Tripod survey items used to measure teachers’ perceptions of school conditions. Items are grouped into 
the survey’s eight teacher-level scales (see chapter 3). The reverse-coded (negatively worded) item is marked with an asterisk. 
 
Scale Stem Item Possible responses 
Collaboration 
on Designing 
Lessons and 
Assessments 
(α = 0.89) 
How true is each 
of the following 
statements about 
your school? 
Teachers collaborate to revise and refine the curriculum. 
Totally untrue / Mostly 
untrue / Somewhat / 
Mostly true / Totally true 
We make sure that our curriculum is aligned well across different grade levels. 
We collaborate to design lessons with the right level of challenge for our 
students. 
We collaborate on designing assessments of student learning. 
Quality of 
Professional 
Development 
(α = 0.93)  
Overall my 
professional 
development 
(PD) experiences 
this year have: 
been sustained and coherently focused, rather than short term and unrelated. 
Totally untrue / Mostly 
untrue / Somewhat / 
Mostly true / Totally true 
helped me build new skills that have increased my effectiveness in teaching. 
helped me better meet the learning needs of my students. 
included enough time to think carefully about, try, and evaluate new ideas. 
included monitoring to see whether or how I used what I learned in PD to 
improve teaching. 
Quality of 
Teacher 
Evaluation 
(α = 0.74) 
How true is each 
of the following? 
The criteria on which I am evaluated are clear. 
Totally untrue / Mostly 
untrue / Somewhat / 
Mostly true / Totally true 
Overall, I am satisfied with the teacher evaluation process at this school. 
Teacher evaluation at this school is almost a joke; it makes no difference at 
all. * 
Cultural Press 
for Excellence 
(α = 0.77) 
How true is each 
of the following 
statements about 
your school? 
This school sets high standards for academic performance. 
Totally untrue / Mostly 
untrue / Somewhat / 
Mostly true / Totally true 
The school culture here makes everyone feel obligated to teach well. 
Teachers here hold one another accountable for working hard. 
Principal 
Leadership 
(α = 0.95) 
The 
PRINCIPAL at 
this school: 
communicates a clear vision for our school. 
Totally untrue / Mostly 
untrue / Somewhat / 
Mostly true / Totally true 
actively monitors the quality of teaching at this school. 
helps teachers figure out how to address particular instructional challenges. 
makes sure that professional development addresses priority instructional 
goals. 
visits my class and gives me helpful feedback afterward. 
is willing to have difficult conversations, if the result is to improve teaching 
and learning. 
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supports teachers in their efforts to improve teaching and learning. 
sets clear and measurable school-level goals for progress on instructional 
outcomes. 
Instructional 
Leadership 
(α = 0.95) 
At least one 
instructional 
leader at this 
school (either the 
principal or 
someone else in 
an official, 
formal leadership 
role): 
is very knowledgeable about curriculum and effective instructional practices. 
Totally untrue / Mostly 
untrue / Somewhat / 
Mostly true / Totally true 
sets high standards for teaching. 
makes frequent and systematic visits to my classroom. 
gives me helpful feedback after visiting my classroom. 
provides helpful guidance for effective classroom practices. 
has high, ambitious goals when working with me to improve instruction. 
is willing to provide criticism. 
is knowledgeable about assessment practices. 
checks to make sure that I try to implement what I learn in professional 
development. 
communicates effectively when giving me support. 
Collective 
Efficacy 
(α = 0.87) 
How true is each 
of the following? 
When our school decides to do something, we do it successfully. 
Totally untrue / Mostly 
untrue / Somewhat / 
Mostly true / Totally true 
Teachers here have strong skills to produce meaningful student learning. 
Our school is a very able organization—we work together very well. 
Teachers in this school have strong skills to deal with student disciplinary 
problems. 
The adults at our school face up to challenges and overcome them together. 
Teachers here are confident that they can motivate their students to think and 
work hard. 
Time in 
Professional 
Community 
Activities 
(α = 0.87) 
How often have 
you participated 
in a small group 
discussion, 
lasting at least half 
an hour, to: 
look at student work and brainstorm together about how to help students 
perform more successfully on such work? 
Seldom or never / Several 
times this year / Monthly / 
Bi-weekly / Every week 
help another teacher improve his or her teaching? 
discuss materials or activities for particular classes or lessons? 
design, discuss or grade common formative assessments? 
make teaching decisions using student performance data? 
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APPENDIX C: CORRELATIONS 
The table below shows intraclass correlations for construct and composite student survey scores.  
 
 Care Confer Captivate Clarify Consolidate Challenge Management Composite 
School < 0.001 < 0.001 < 0.001 < 0.001 0.004 0.04 0.06 < 0.001 
Teacher within school 0.55 0.41 0.53 0.51 0.48 0.48 0.53 0.53 
 
The next table shows pairwise Pearson correlations among variables used in regression analyses: student perceptions of overall 
teaching effectiveness as measured by composite student survey scores in year 1 and year 3, teacher characteristics as indicated by 
responses to four teacher survey items, and teacher professional experiences as measured by eight teacher survey construct scores. 
 
 Student perceptions ---------Teacher characteristics--------- ---------------------------------Teacher experiences--------------------------------- 
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Yr. 3 1.00              
Yr. 1 0.37*** 1.00             
0–5 0.15*** -0.14** 1.00            
16+ -0.16*** 0.04 -0.42*** 1.00           
Feed. 0.11* 0.31*** -0.08 0.01 1.00          
Called  0.22*** 0.17*** 0.02 0.02 0.28*** 1.00         
Collab. (-)0.00 -0.02 0.04 0.10* 0.29*** 0.25*** 1.00        
Effic. -0.15** -0.02 -0.12** 0.15*** 0.22*** 0.04 0.60*** 1.00       
Eval. 0.11* 0.14** 0.17*** 0.02 0.19*** 0.04 0.39*** 0.41*** 1.00      
Instr. -0.10* -0.03 0.00 0.12** 0.16*** -0.03 0.53*** 0.57*** 0.57*** 1.00     
Press -0.08 0.02 -0.13** 0.23*** 0.35*** 0.19*** 0.72*** 0.73*** 0.46*** 0.63*** 1.00    
Princ. 0.03 0.01 0.03 0.12** 0.11* -0.01 0.52*** 0.56*** 0.65*** 0.84*** 0.66*** 1.00   
PD  -0.03 0.00 0.16*** -0.07 0.26*** 0.06 0.52*** 0.37*** 0.48*** 0.55*** 0.58*** 0.59*** 1.00  
PLC  0.07 -0.01 0.01 0.05 0.26*** 0.24*** 0.58*** 0.29*** 0.24*** 0.27*** 0.33*** 0.26*** 0.20*** 1.00 
* p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001  
 
The table below takes the same form but omits year 1 student survey scores and breaks out year 3 scores by construct (the 7Cs). 
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 ------------------------------------------Student perceptions------------------------------------------ ---------------Teacher characteristics--------------- 
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Challenge 1.00           
Management 0.67*** 1.00          
Captivate 0.74*** 0.61*** 1.00         
Care 0.73*** 0.54*** 0.83*** 1.00        
Clarify 0.87*** 0.66*** 0.89*** 0.87*** 1.00       
Consolidate 0.77*** 0.59*** 0.78*** 0.77*** 0.86*** 1.00      
Confer 0.84*** 0.65*** 0.77*** 0.77*** 0.86*** 0.76*** 1.00     
Yr. 0–5 0.13** 0.12** 0.14** 0.10* 0.16*** 0.14** 0.15** 1.00    
Yr. 16+ -0.11* -0.09* -0.12** -0.11* -0.19*** -0.22*** -0.17*** -0.42*** 1.00   
Feedback 0.10* 0.03 0.12** 0.14** 0.15** 0.08 0.07 -0.08 0.01 1.00  
Called 0.14** 0.11* 0.21*** 0.31*** 0.24*** 0.19*** 0.19*** -0.02 0.02 0.28*** 1.00 
Collaboration -0.04 -0.11* 0.09 0.00 0.05 -0.04 0.06 0.04 0.10* 0.29*** 0.25*** 
Efficacy -0.15*** -0.22*** -0.03 -0.13** -0.12** -0.22*** -0.03 -0.12** 0.15*** 0.22*** 0.04 
Evaluation 0.08 0.08 0.13** 0.04 0.09* 0.12** 0.11* 0.17*** 0.02 0.19*** 0.04 
Instructional -0.16*** -0.18*** -0.02 -0.13** -0.07 -0.06 0.00 0.00 0.12** 0.16*** -0.03 
Press -0.12* -0.08 -0.02 -0.05 -0.06 -0.16*** 0.01 -0.13** 0.23*** 0.35*** 0.19*** 
Principal -0.06 -0.10* 0.11* 0.02 0.04 0.07 0.11* 0.03 0.12** 0.11* -0.01 
PD -0.03 -0.15 0.05 0.02 0.03 -0.08 0.01 0.16*** -0.07 -.26*** 0.06 
PLC 0.03 -0.09* 0.14** 0.12** 0.14** 0.12** 0.02 0.01 0.05 0.26*** 0.24*** 
 
(continued) 
---------------------------------------------------Teacher experiences--------------------------------------------------- 
C
o
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Collaboration 1.00        
Efficacy 0.60*** 1.00       
Evaluation 0.39*** 0.41*** 1.00      
Instructional 0.53*** 0.57*** 0.57*** 1.00     
Press 0.72*** 0.73*** 0.46*** 0.63*** 1.00    
Principal 0.52*** 0.56*** 0.65*** 0.84*** 0.66*** 1.00   
PD 0.52*** 0.37*** 0.48*** 0.55*** 0.58*** 0.59*** 1.00  
PLC 0.58*** 0.29*** 0.24*** 0.27*** 0.33*** 0.26*** 0.20*** 1.00 
* p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001  
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