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Abstract 
 Combustion of methane-oxygen mixtures inside small diameter quartz tubes yielded 
cycles of ignition, flame propagation, and extinction. This phenomenon was studied with the 
intent of determining the flow structure that underlay the observed oscillatory motion. The fluid 
motion during the oscillations was visualized by seeding TiO2 micron-sized particles. Particle 
Streak Velocimetry was used to obtain flow-field measurements during the oscillations. In 
addition, acoustic emissions from full-tube oscillations were analyzed using velocity data. 
 To my knowledge, the current study is the first attempt to experimentally determine the 
structure of these oscillatory reactive flows. It was established that the flow was essentially one-
dimensional with little curving of the flow tube only near the flame front. Entropy generation 
from vorticity was negligible when compared with the entropy produced from combustion of 
methane in oxygen, as it was determined through an application of Crocco’s theorem. This 
confirmed previous computational studies indicating that flame oscillations are thermally, not 
fluid mechanically, driven. An acoustic wave propagation analysis also yielded a sound pressure 
level consistent with audio perception during flame oscillations with acoustic emissions. 
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Chapter 1: Introduction 
1.1 Motivation 
With the advancement of nanotechnology and system miniaturization, there has been 
increased interest in how small-scale devices are to be powered in a grid-independent fashion. 
Compared with traditional power sources like the lithium battery, hydrocarbon fuels have in 
principle a potential of increased energy density. The high energy density of hydrocarbons has 
spurred the study of micro- and mesoscale power generation using hydrocarbon fuels [1]. 
Current devices are plagued with low efficiencies because there is a fundamental thermodynamic 
difficulty in producing power from small devices. It is difficult to separate the cold from the hot 
side, so the Carnot efficiency is small. Nevertheless, a mere 3% efficiency in miniature 
combustors would compete with the top batteries [2]. If this energy can be harnessed into power 
generation devices, it can be viable for small systems in the form of micro-thermal-engines or 
micro-fuel-cells.  
 
1.2 Small scale combustion 
Despite the small scales of micro- and mesoscale combustors, there are still similarities in 
the combustion physics compared to macroscale, conventional combustion. Even the smallest 
MEMS devices are larger than the mean free path of the working medium; as a result, the 
physics and chemistry in the fluid are still in the continuum regime [2]. An important aspect of 
premixed combustion is that it exhibits a self-sustaining behavior, known as flammability. As 
with large-scale combustion, flammability is an important factor in micro- and mesoscale 
combustion. There are lean and rich flammability limits of concentration beyond which 
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propagation does not occur. Within these concentration limits the flame can propagate in a 
manner that is determined by the relation of the flame speed with the flow speed. A decrease in 
the flame temperature decreases flame speed. Flammability can also be affected by the evolution 
of chemical mechanisms that generate radical pools. The gas phase radicals succumb to surface 
recombination, most prevalent in metal surfaces but also in other materials.  
As with many novel technologies, there are issues and challenges associated with micro- 
and mesoscale combustion. There is difficulty in sustaining combustion in small-scale devices 
because increased heat loss caused by a large surface area-to-volume ratio can result in thermal 
quenching. Of particular interest for this thesis are flames that propagate in ducts. In the classical 
theory, flames generally quench in channels with diameters smaller than a characteristic distance, 
known as the quenching diameter. However, it should be noted that the quenching distance is 
inversely proportional to the square root of the temperature; thus, the elevated wall temperatures 
in small combustors makes the flame less susceptible to quenching [2]. Ju and Xu [3] defined a 
normalized heat loss as the ratio of heat loss to the wall to the total chemical heat release. They 
showed that the heat loss was proportional to the square of the ratio of the flame thickness to the 
inner diameter of the tube [1,3]. In parallel to thermal quenching, there is also chemical 
quenching, in which key combustion intermediates are adsorbed and recombine at the wall 
surfaces. As observed by several researchers [4-6], the elevated wall temperatures of micro- and 
mesoscale combustors increase the effects of chemical quenching. Miesse et al. [4] reported that 
at low wall temperatures (~773 K), the quenching distance was independent of wall material. 
However, at high wall temperatures (~1273 K), quenching distance varied based on wall 
material. Kim et al. [5] also concluded that thermal quenching played a dominant role at low 
temperatures while radical quenching was significant at high temperatures. Evans and Kyritsis 
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[6] observed that wall material properties, especially thermal conductivity, played a big role in 
wall temperature profile and flame phenomenology. 
Despite difficulties in micro- and mesoscale combustion, the small scales provide the 
ability for heat recirculation and result in burning regimes and propagation limits that are 
substantially different compared to large-scale flow [1]. As the size of the combustor decreases, 
the time scale of thermal diffusion in the solid phase becomes comparable to the time scale of 
combustion and results in multiple flame regimes. Some important quantities pertaining to 
micro-combustion include the Biot (Bi=hL/k), Fourier (Fo=αt/L2), Knudsen (Kn=λ/L), and 
Lewis (Le=α/D) numbers [1]. Evans and Kyritsis [6] found that the Biot number in the radial 
direction for heat exchange during combustion in narrow ducts was very small, such that the 
thermal resistance due to conduction in the radial direction was negligible. However, non-
negligible Biot numbers in the axial direction enabled a substantial axial temperature gradient, 
especially in a quartz tube. In addition, small values of Fo indicated that the combustor walls 
remained at high temperatures much longer than the time scales for combustion, which enabled 
re-ignition of fresh unburnt gas mixtures. 
 
1.3 Oscillating flames in small-scale combustors 
Various micro-combustion techniques have successfully utilized the high energy density 
of hydrocarbons. Much work has been accomplished using hydrocarbon fuels for micro-power 
generation, yielding micro-engines or micro-thrusters with energy outputs in the range of mW to 
W. There has been great interest in heat-recirculation-type burners to minimize heat loss to the 
outside surroundings, known as “excess enthalpy” combustion. These combustors brought the 
flame temperature at the reaction zone closer to the adiabatic flame temperature [1]. Weinberg 
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and coworkers [7] were one of the initial researchers to study excess enthalpy combustors, which 
have been termed “swiss-roll” burners. Experimental studies of this burner have been conducted 
with and without a catalyst [8,9]. Ronney and coworkers [8] observed an “out-of-center reaction 
zone” where flames stabilized near the burner inlet and could only be re-centered to the burner 
center in the presence of a catalyst. In addition, low Reynolds number flows corresponded to 
lower peak flame temperatures and sustaining the combustion in the gaseous phase was 
facilitated by catalytic combustion.  
A micro-combustion phenomenon observed by Maruta et al. [10,11], Fan et al. [12], and 
Kyritsis and coworkers [6,13-15] is that of flame “oscillations” in which a premixed flame 
undergoes a succession of ignition, propagation, extinction, and re-ignition events. This periodic 
phenomenon is stable and can be sustained for several hours provided that the configuration does 
not change [13]. Maruta et al. [10] studied the combustion of a premixed methane and air 
mixture in a cylindrical quartz tube with an inner diameter of 2 mm. A uniform wall temperature 
of 1273 K was maintained by employing two heating plates at the top and bottom of the tube. 
Four regimes were reported, corresponding to a stable flame, a “flame with repetitive extinction 
and ignition” (FREI), a pulsating flame, and a flame with characteristics of both the pulsating 
flame and FREI [10]. Fan et al. [12] studied methane and air combustion in quartz combustors 
heated by IR lamps and found that similar flame oscillations occurred as the air flow rate 
increased and equivalence ratio decreased. Richecoeur and Kyritsis [13] observed oscillations in 
methane-oxygen flames in curved mesoscale quartz tubes. These oscillations were also 
accompanied by acoustic emission caused by the re-ignition events. The curvature of the pipe 
axis had minimal effect on reactant mixing, as it was mainly accomplished through diffusion, but 
affected flame thickness and stabilization. Evans and Kyritsis [6,14,15] studied a straight 
 5 
mesoscale combustor and observed that an externally stabilized flame was formed at high 
equivalence ratios. Oscillations and stationary flame fronts were observed when the equivalence 
ratio dropped below a certain threshold but prior to extinction. During oscillations, the flame 
front propagated upstream while the excess fuel maintained a diffusion flame at the tube exit. 
Since the diffusion flame extinguished at the same time as the propagating flame front, re-
ignition of the flame resulted from the elevated temperatures at the tube wall exit [6,13-15]. 
Evans and Kyritsis [6] conducted a thermal analysis and concluded that wall temperatures were 
higher at the tube exit and the temperature distribution of the duct remained nearly uniform 
during full tube oscillations, which is beneficial for coupling with direct energy conversion 
modules. In addition, combustor materials with lower thermal conductivity (such as quartz) 
caused more localized, higher temperature regions and sustained oscillations at lower 
equivalence ratios. Materials with higher thermal conductivity (such as steel) led to lower wall 
temperature and more extended high-temperature regions [6]. 
Ju and Xu [3] theoretically and experimentally investigated mesoscale flame propagation 
and extinction and obtained the flame dynamics due to flame-wall interaction. They found that a 
decrease in channel width and equivalence ratio created both a fast (order of cm/s) and a slow 
(order of mm/s) flame propagation regime. A flame in a mesoscale channel could propagate 
faster than an adiabatic flame depending on wall thermal properties and heat capacity [3]. 
Kessler and Short [16] used a numerical simulation to show that upon ignition, the progression of 
the reaction down the channel proceeded as a cyclic sequence of ignition, propagation, and 
quenching events. Also, the presence of a temperature gradient in the wall was important in 
determining combustion evolution. Maruta et al. [10,11] performed a stability analysis to 
understand the mechanism of the flames using a conventional one-dimensional, constant density, 
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localized reaction-zone model. They concluded that the flame oscillations occurred at transitions 
between stable and unstable branches of the solution. Jackson et al. [17] successfully made a 
model that captured oscillation dynamics and the transitions in parameter space between steady 
solutions, unsteady solutions, and a return to steady solutions, similar to the conclusions arrived 
at by Maruta et al [10,11].  
 
1.4 Research objectives 
Much progress has been made in the fundamental study of combustion in small-scale 
combustors. A large collection of work has been focused on the varying combustion 
phenomenologies and regimes observed within narrow tubes. Flame oscillations have been 
shown to occur in these tubes by Maruta et al. [10,11], and Kyritsis and coworkers [6,13-15], 
among others. However, studies of the underlying fluid mechanics are absent from current 
literature. There has not been a determination of the flow structure in these oscillatory flows, 
including relevant velocity measurements. Researchers have proposed that the oscillatory 
phenomenon is mainly driven by thermal factors. For example, Jackson et al. [17] assumed that 
the flow field was a Poiseuille profile in his investigations, enabling him to bypass the Navier-
Stokes momentum equation, but this assumption has not been checked experimentally. 
Comparison of the relative importance between hydrodynamics and thermal phenomena in 
combustion in narrow ducts can only be performed after gaining a fundamental knowledge of the 
fluid mechanics.  
The present study focuses on micro-combustion of a methane-oxygen mixture in a 
straight, vertical mesoscale quartz tube. The overarching goal of this thesis is to determine the 
flow structure during the oscillatory phenomenon and extract quantitative measurements of the 
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flow field in order to gain a deeper understanding of flame oscillations in mesoscale tubes. In 
order to achieve this goal, we pursued the following specific objectives: 
• Establish flow phenomenology using particle seeding techniques 
• Use Particle Streak Velocimetry (PSV) to measure velocity 
• Investigate the hydrodynamic contribution of entropy generation using Crocco’s 
Theorem 
• Analyze acoustic emissions during flame oscillations using velocity measurements 
 
Overall, a seminal study was pursued that to my knowledge provided the first flow-field 
measurements during gaseous combustion in mm-scale ducts. 
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Chapter 2: Experimental Methods 
2.1 Equipment and experimental apparatus 
 The initial setup used in order to establish and study oscillatory flame phenomena 
comprised a quartz tube with an outer diameter (OD) of 6 mm, inner diameter (ID) of 4 mm, and 
length of 70 mm. This tube was attached to a brass plate using J-B Weld, which was then 
attached to a copper block using screws, shown in Fig. 1. This setup permitted the quartz tube 
and brass plate to be detached from the system easily. The use of J-B Weld was considered over 
epoxy based on its resistance to high temperatures; J-B Weld withstands 533 K while epoxy only 
withstands 450 K. There were instances where the epoxy started to melt during the flame 
oscillations. It was occasionally observed that under intense oscillations, the flame front flashed 
back into the tube supplying the premixed gas. Therefore, this tube should be metal (copper, 
stainless steel, etc.) instead of plastic to prevent melting if flashback occurs. This was an 
interesting occurrence, since the pathways inside the copper block were smaller than the 
quenching diameter for a mixture of this type. This shows the difference between the 
conventional limits of flame propagation and that of micro- or mesoscale combustion. A valve 
was used to quickly cut off methane supply to the combustor for safety during these flashbacks. 
 
Figure 1: A schematic showing original combustor 
 9 
 For flow visualization studies, an altered experimental apparatus was used to 
accommodate for particle seeding, shown in Fig. 2. Similar to the original apparatus, a quartz 
tube with an OD of 6 mm, ID of 4 mm, and length of 68 mm was used as the mesoscale 
combustor. This tube was attached to a brass nut using J-B Weld and mounted on a tee fitting. 
Tygon R-3603 tubing was then used to connect the outlets of the flow controllers to either side of 
the tee fitting to ultimately introduce premixed methane and oxygen into the quartz tube. 
Titanium Oxide (TiO2, Huntsman TiOxide A-PP2) micron-sized particles were seeded as they 
proved to be the most effective for imaging. Hollow silica spheres and Al2O3 particles were also 
considered, but did not seed effectively into the flow. Particles were introduced within the quartz 
tube to achieve a high particle density. A fine wire mesh was cut slightly larger than the ID of the 
quartz tube and was positioned inside the tube approximately ½ cm from the bottom. The wire 
mesh acted as a net to hold the TiO2 particles inside the tube. The particles tended to agglomerate 
and were not entrained into the flow automatically for low flow rates. A Burgess Vibro-Graver 
Model 74 electric engraver was attached to the nut holding the quartz tube to create vibrations 
and help start the entrainment. Since the TiO2 particles were seated within the bottom of the tube, 
the flame front was not made to propagate the length of the quartz tube during flame oscillations. 
It should be noted that particles incandesce as they pass through the flame and produce sufficient 
light for imaging the flow after the flame front passes. Nevertheless, a continuous 75 mW 
532 nm Class IIIb laser was employed to image particles and perform particle streak velocimetry 
(PSV). Flame oscillations were captured with a Phantom V7.0 high-speed camera at a frame rate 
of 1200 Hz and an exposure time of 829.75 µs. Using a 50 mm f/1.8D Nikkor lens and Nikon 
Bellows PB-6, the zoomed area was 7.2 mm by 7.2 mm covered by 608 by 600 pixels. 
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Figure 2: A schematic showing the experimental apparatus for flow visualization. 
 
Rotameters were originally used to control the flow rate of the fuel and oxidizer. Cole-
Parmer 022-13-N was used for oxygen flow while Cole-Parmer 032-15-ST was used for methane 
flow. These rotameters were calibrated using a volume displacement method and compared to 
the calibration from the specification sheet, shown in Appendix B. In general, the rotameters 
yielded volumetric flow rates close to the calibration curves from specification. Rotameters 
proved to be a fairly accurate way for producing high flow rates, i.e. generating Re = 100. 
Nevertheless, one of the biggest challenges in using rotameters was the difficulty in keeping the 
flow rates constant. To study the flame phenomenology accurately, it was important to produce 
similar Reynolds number flows with varying equivalence ratios. Digital flow controllers were 
eventually used instead of rotameters to meet this end. Omega FVL-2618A and FVL-2617A 
mass flow controllers were used to meter methane and oxygen, respectively. These flow 
controllers were capable of resolving to 0.1 mL/min and allowed reporting of accurate flow 
conditions.  
Sound measurements were recorded using a Radioshack Unidirectional Dynamic 
Microphone attached to a computer with the visual programming language from National 
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Instruments, LabVIEW. It was necessary to temporally correspond acoustic data with visual data 
obtained from the high-speed camera. This can be simply accomplished by initiating an event 
with both audio and visual signals, like striking an object within the camera’s field of view to 
create an acoustic emission.  
 
2.2 Visualization techniques in mesoscale combustors 
Particle seeding is an instrumental technique to visualize complex patterns in a flow field. 
It serves as a much better velocity probe than hot-wire anemometry or pitot tube measurements. 
Ideal velocity probes have a high frequency response and the ability to make point 
measurements. Probes should be able to detect large velocity ranges and be independent of 
pressure, temperature, and composition. Since hot-wire anemometry utilizes heat transfer in 
order to detect velocities, it is especially ineffective in capturing velocities in a reacting flow 
with combustion. Although it has higher accuracy than seeding methods like Particle Image 
Velocimetry (PIV), it is difficult to align the hot-wire in the correct formation and is essentially 
impossible for detecting multi-directional flows. Particle seeding is particularly suitable for flows 
containing high temperature gases because both hot-wires and pitot tubes can be damaged in 
such environments. Some advantages include the ability to measure velocities in varied 
environmental conditions, detect multiple velocity components including flow reversal, and 
minimally disturb the flow. Most importantly, particle seeding enables two-dimensional velocity 
measurements. 
One of the initial challenges in flow visualization was to decide what would be good flow 
seeds. A commercially available fog machine was tried as a particle seeding device. Smoke 
particulates were created by vaporizing a glycerin-based fluid and were introduced into the 
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experimental apparatus. However, there was a major problem of condensation once the high 
temperature smoke particulates traveled inside the tubes and into the apparatus. Even if 
condensation had not been a problem, it was doubtful that the resulting composition of the fog 
and unburnt gas would be able to combust and produce oscillating flames. Smoke particulates 
were quickly abandoned in favor of solid particles. Solid particles were originally placed inside a 
gas bubbler in-line with the flow of the premixed gas. Vibrations from the Burgess electric 
engraver and the flow of the premixed gas successfully entrained particles into the flow but 
yielded very low particle density within the quartz tube. To accurately visualize the flow, 
particles were ultimately introduced within the quartz tube to achieve a high particle density. A 
fine wire mesh held the particles inside the tube and the Burgess engraver provided the necessary 
vibrations to fluidize the particles.  
Micron-sized hollow silica spheres were tested for particle seeding. Fluidization of these 
particles was successful; however, the hollow spheres burned when they approached the flame 
front and was not desirable in the flow visualization. TiO2 micron-sized particles were eventually 
chosen as they proved to be the most effective for imaging and in achieving a high particle 
density. The particles tended to agglomerate and were not entrained into the flow automatically 
for low flow rates so vibrations were needed in order to facilitate particle entrainment. However, 
at Reynolds numbers above approximately 30, the flow velocity itself contained the required 
energy to fluidize the particles. One of the disadvantages of this method of particle seeding was 
the limited time in which the maximum particle density occurred. After fluidization was 
initialized, the maximum particle density occurred within about 30 seconds. Furthermore, 
visualization of high-Reynolds-number flows was difficult since the bulk of the particles would 
be fluidized before the flow was initially ignited. After many trials of particle fluidization for 
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high-Reynolds-number flows, it was determined that flow rates should be gradually increased to 
the desired flow rate to avoid untimely fluidization.  
Since the goal of this study was to get an accurate flow visualization of the flame 
oscillation phenomenon, it was important to assess whether or not the TiO2 particles could be 
used for this purpose. It was observed that the flame front propagated a shorter distance into the 
tube with particle seeding. The frequency of the flame oscillation during seeded flows was also 
roughly half of the frequency of the oscillation without seeds. The flame front propagated slower 
and penetrated less down the quartz tube likely because of substantial heat loss to the particles 
(which made them glow). Nevertheless, since the oscillatory phenomenon remained, it was 
decided that the nature of the flow and the manner in which the flame front propagated was not 
affected by particle seeding. Also, the Stokes Number (Stk), shown in Eq. (1), was calculated 
[18].  
 !"# =    !!!!!!!"!"  (1) 
The calculation yielded Stk = 0.3 with an average particle diameter of 35 microns. Figure 3 
shows the variability in size of the TiO2 particles used for seeding. TiO2 particles were collected 
during particle seeding and images were taken by a Scanning Electron Microscope (SEM). 
Particles ranged from about 15 microns to about 40 microns. It is interesting to note the extreme 
agglomeration that occurred among 0.15 micron-sized TiO2 particles.  
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Figure 3: SEM images of TiO2 particles of various sizes (a-c) ranging from about 15 to 40 microns. The average particle 
diameter was observed to be 35 microns. 
 
Ideally, the upper limit for the Stokes number is 0.1 to 0.01 for accurate flow tracing by the 
particles. Therefore, a Stokes number of 0.3 exceeds this upper limit and means that the study 
performed lies on the threshold of acceptable data in terms of accurate velocity information. The 
effect of thermophoresis acting on the particles was an additional concern. Thermophoresis 
definitely affected the TiO2 particles as they reached the vicinity of the flame front. To determine 
whether or not thermophoresis would play a significant role, particle drift from the 
thermophoretic force was compared with the flow velocity. Equation (2) was used to calculate 
the particle drift (!!), where correction factor, σ = 0.2 [19].  
 !! = − !!!!!!!!! !!!∇! !  (2) 
The temperature gradient of Eq. (2) was estimated by considering the thickness of the flame front 
and the temperature difference from ambient temperature to the adiabatic flame temperature. 
Particle drift was estimated to be two orders of magnitude smaller than the flow velocity; 
therefore, thermophoresis did not play a significant role in velocity measurements. 
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2.3 Particle streak velocimetry 
Visualizations were acquired for flame oscillations with the high-speed camera at 
1200 Hz. Particles were illuminated by the continuous laser and, of course, became incandescent 
when they crossed the flame front. Initially, a Nd:YAG laser pulsing at 10 Hz was used as the 
illumination source. However, this proved problematic in capturing flame oscillations since the 
frequency of oscillation (10-30 Hz) was on the order of the laser pulses. Ultimately, a continuous 
75 mW 532 nm Class IIIb laser was employed to illuminate the TiO2 particles. A laser sheet of 
approximately 2 mm was created to illuminate the particles within the 4 mm ID of the quartz 
tube. In addition, the lens provided a narrow depth of field, which was focused at the center of 
the tube to provide a good image plane. 
All the visualizations taken by the high-speed camera were grayscale; a pixel value of 
zero corresponded to a dark signal and a value of 255 corresponded to the maximum recorded 
luminosity. Since the exposure time of the camera was 829.75 µs, particles traveled spatially 
within each captured frame to create streaks. Each pixel corresponded approximately to a 13-by-
13 micron area in the physical space. By measuring the distance traveled within each frame 
(829.75 µs), velocities could be attained to capture the flow field at a given time. This technique 
of flow visualization is known as particle streak velocimetry (PSV). A PSV image captured the 
entire velocity field, which was ideal for short-run-time experiments [20]. Serving as velocity 
vectors, particle streaks have been used to determine 2-D velocity and vorticity fields by several 
researchers [21]. In order to acquire velocity data, an image processing software developed by 
the National Institutes of Health called ‘ImageJ’ was utilized. This Java-based program has many 
uses and a plethora of tools, only a few of which were used for PSV. ImageJ readily opened 
video files and each individual frame composing of the videos was processed and analyzed. First, 
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the images were ‘inverted’ such that a pixel originally valued at zero would have a value of 255 
and vice versa. In addition, light emitted from particles in the burnt gas glowed very intensely 
and diminished the quality and separation of the streaks. Therefore, ImageJ’s ‘subtract 
background’ tool was employed to isolate the streaks more effectively. Furthermore, the ‘wand 
tool’ was used to set lower and upper threshold values, which segmented the images into features 
of interest and background. This made it easier to spot any pixels detecting light, leading to 
better accuracy when performing PSV. The length of each streak corresponded to the distance 
traveled by the particle during the camera’s exposure time. This was measured by drawing a line 
in ImageJ that overlapped the streak and then employing the ‘measure’ function. The velocities 
measured from PSV were treated as instantaneous values at each spatial position where the 
streak was located. Because particles traveled the length of the streak during the given exposure 
time, velocities were taken to represent a single point located at the center of each streak. Since 
individual pixels from a streak could be distinguished, error resulting from construction of the 
line did not exceed 4 pixels. As a result, zooming capabilities coupled with ImageJ’s exceptional 
processing abilities yielded velocity information with uncertainty less than 0.06 m/s. 
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Chapter 3: Results and Discussion 
3.1 Phenomenology 
 The phenomenology of premixed flames in narrow ducts is very rich and has been 
studied in detail by Evans and Kyritsis [6,14,15]. The most commonly observed phenomena, 
shown in Fig. 4, consisted of the (a) externally stabilized flame, (b) stationary flame front, (c) 
partial-tube oscillation, and (d) full-tube oscillation. Figure 5 shows the (a) externally stabilized 
flame, (b) stationary flame front, and (c) partial-tube oscillation in photographs taken by a digital 
single-lens reflex (DSLR) camera. 
 
Figure 4: Depictions of phenomenology observed during flow oscillations. Commonly observed phenomenology included 
the (a) externally stabilized flame, (b) stationary flame front, (c) partial tube oscillation and (d) full tube oscillation. 
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Figure 5: Photographs of the (a) externally stabilized flame, (b) stationary flame front, and (c) partial tube oscillation. 
 
The externally stabilized flame was a partially premixed flame located at the tube exit. 
The stationary flame front phenomenon occurred when a flame front started propagating 
upstream of the tube and then remained stationary for constant flow conditions, stabilized in the 
flow because of heat losses to the non-adiabatic wall. It should be noted that a diffusion flame 
appeared at the tube exit during this phenomenon. Partial-tube oscillations occurred when the 
flame underwent ignition, propagation and extinction events. The flame front propagated up to a 
point into the length of the quartz tube before the flame front and the diffusion flame at the tube 
exit extinguished. The diffusion flame then reignited and the process was repeated. As shown in 
Fig. 5(c), partial tube oscillations take the appearance of relatively large stationary flame fronts. 
However, this stems from the fact that partial tube oscillations are often oscillating with 
frequencies in excess of 20 Hz and the human eye cannot resolve the frequency of the 
oscillations. It is interesting to note that, occasionally, the flame would suddenly transition from 
a stationary flame front to partial tube oscillations. At other times, the flame would smoothly 
transition from an externally stabilized flame to partial-tube oscillations, bypassing the stationary 
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flame front. A possible reason for this may be the fact that flame oscillations occurred during a 
transition from steady to unsteady regimes as explained by Maruta et al. [11] and Jackson et al. 
[17]. Such phenomena were rationalized by considering the thermal interaction of the gaseous 
medium with the high temperature tube. In addition, this sudden phenomenological transition 
was similar to the fast and slow flame propagation regime observed by Ju and Xu [3], in which 
the fast propagation regime represented the partial-tube oscillation and the slow propagation 
regime represented the stationary flame front.  
When partial-tube oscillations traveled far enough into the tube, oscillations occurred that 
covered the full tube length. The frequencies of oscillations were observed to vary from about 10 
to 30 Hz. For a constant Reynolds number, partial-tube oscillations penetrating a short distance 
down the tube resulted in the highest frequency of oscillation and full-tube oscillations resulted 
in the lowest frequency of oscillation. This was likely due to heat loss of the flame front to the 
surrounding tube wall. Figure 6 shows a time-evolution of a full-tube oscillation at Re = 31 and 
ϕ = 2.1. The time corresponding to 0 ms was set arbitrarily as a reference point for comparison. It 
is interesting to note that the diffusion flame at the tube exit was more intense while the flame 
front was propagating down the tube. Careful analysis of the high-speed video showed that the 
diffusion flame extinguished 3.3 ms after the flame front had propagated upstream the full length 
of the quartz tube. It is therefore a reasonable approximation to assume that the diffusion flame 
extinguished at exactly the same time as the flame front. The discrepancy of 3.3 ms was likely 
observed because the flame front actually extinguished below the quartz tube where it was not 
visible. The diffusion flame extinguished completely at approximately 188.6 ms before 
reigniting at approximately 219.3 ms.  
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Figure 6: Time-evolution of a full-tube oscillation at Re = 31 and ϕ = 2.1 
 
Another commonly observed phenomenon was a full-tube oscillation with sound 
emission, which will be discussed later. Lastly, a rare phenomenon existed, shown in Fig. 4(e), 
whereby a flame front was seated below the bottom of the quartz tube and a high frequency 
continuous sound was emitted. Such phenomenon was not studied systematically, as it could not 
be consistently reproduced.  
Figure 7 shows the flame phenomenology map and describes the combustion scenarios 
that realize at varying equivalence ratios for different Reynolds numbers. At ϕ > 2.5, an 
externally stabilized flame was observed for all Reynolds numbers. Various flame phenomena 
were observed as the equivalence ratio decreased; however, not all phenomena were observed for 
a given Reynolds number. Full-tube oscillations were generally not observed at low Reynolds 
numbers, i.e. Re < 20. In addition, full-tube oscillations with acoustic emissions were usually 
 21 
observed at high Reynolds numbers, i.e. Re > 50. This phenomenology map is very similar to 
that obtained by Evans and Kyritsis [6,15]. By decreasing the equivalence ratio slowly at each 
Reynolds number, several possible phenomena could be observed. When decreasing the 
equivalence ratio quickly, the flame typically extinguished, often accompanied by a small 
explosion. It should be emphasized that this map portrays the general trend of phenomenology 
that can be expected when producing flame oscillations. The equivalence ratios and Reynolds 
numbers noted for each phenomenon could shift slightly in practical situations depending on the 
properties and the condition of the tube wall. For example, it was observed that residue, from 
particle seeding, on the inner tube wall shifted the phenomenology map to lower equivalence 
ratios. This residue likely decreased the thermal resistance by interrupting the boundary layer and 
increasing the heat transfer coefficient from the warm gases, and thus promoted additional heat 
loss from the flame front.  
 
Figure 7: Flame phenomenology map for combustion in narrow tubes 
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As shown in Fig. 7, all oscillatory flows ceased to occur after the equivalence ratio 
decreased past a certain threshold, usually around ϕ = 2. All acoustic phenomena occurred at the 
lowest possible equivalence ratio that sustained oscillatory flows. Note that oscillations with 
noise were observed at flow conditions very close to extinction. Figure 7 shows that both 
full-tube oscillations with noise and extinction were present at the same equivalence ratio for 
Re = 60 and Re = 70. This denoted that full-tube oscillations with acoustic emissions could 
transition to extinction under the same flow conditions. In addition, full-tube oscillations with 
acoustic emissions were more susceptible to extinction by instabilities in the flow, e.g. 
introducing TiO2 particles. For application in micro-engines or fuel-cells, the presence of 
acoustic emissions could usefully predict global extinction of combustion in narrow tubes. 
 
3.2 Flow structure in flame oscillations 
A typical flow structure as revealed by PSV data is depicted in Fig. 8. The longer streaks 
near the top of the figure, representing a higher particle velocity, visualized the flow of burnt gas 
after the flame front had passed. The shorter streaks near the bottom of the figure, representing 
lower particle velocity, showed the flow of the unburnt methane-oxygen pre-mixture. The flame 
front propagated downwards and could be easily visualized as a curved boundary between the 
burnt and unburnt gases. Particles glowed intensely once they passed the flame front; as a result, 
these particles appeared to be thicker than particles in the unburnt gas that were illuminated by 
the laser. The depiction in Fig. 8 was constructed using one frame of a high-speed video. The 
tube wall, flame front, and pathlines were added to better illustrate the structure of the flow. By 
looking at a sequence of frames as the flame front propagated down the tube, individual particles 
could be traced and pathlines could be established. Unburnt gas traveled in a straight up-and-
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down trajectory and only deflected away from the tube centerline very near the flame front. In 
contrast, burnt gas traveled downstream of the tube while deflecting towards the tube centerline. 
The flow tube got larger as it approached the flame and got smaller as it moved away from the 
flame; this result stemmed from the fact that the flame sheet was convex toward the unburnt gas 
[22]. Notice also that L1 was observed to be slightly greater than L2. Despite these details 
pertaining to the flow structure, it should be emphasized that the flow is essentially 
one-dimensional with a discontinuity, i.e. the flame front, separating the slower unburnt gas from 
the faster burnt gas.  
 
Figure 8: Flow structure of flame oscillations. The shorter streaks show the unburnt gas and the longer streaks show the 
burnt gas. 
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3.3 Axial velocity profile during flame oscillations 
A study of the velocity profile during the oscillating flame phenomenon was performed 
using PSV. Flow visualizations of partial tube oscillations for four different Reynolds number 
flows (Re = 20, 30, 40, 50) were acquired. Partial-tube oscillations were produced such that the 
flame front propagated to a depth roughly spanning the full height of the camera’s field of view. 
This also corresponded to a depth of approximately 10 mm from the tube exit. Note that the 
propagation depth depended solely on the equivalence ratio at a constant Reynolds number. The 
equivalence ratio was set at ϕ ~ 2.0 and the velocity distribution was studied as a function of 
Reynolds number. In order to acquire an accurate velocity profile, an ensemble of data for each 
Reynolds number was acquired and analyzed. Each ensemble contained 15 to 20 sample records. 
A sample record consisted of a succession of frames showing one oscillation. One frame was 
analyzed from each sample record in the ensemble; all the streaks in the frame were measured 
and recorded. To capture both unburnt and burnt gas velocities, one frame in each sample record 
was taken at a constant flame front propagation depth. This depth corresponded to roughly three 
fifths of the field of view. In addition, only streaks contained in a sampling window 
corresponding to the middle 2 mm of the 4 mm ID tube (as seen in the image plane) were 
included to avoid any boundary effects and to provide only the axial velocities. A sketch of the 
image plane showing the sampling window can be seen in Fig. 9. Recall also that the 50 mm lens 
focused at a location corresponding to the tube’s axis and the resulting image captured a narrow 
depth of field. Note that the acquired axial velocities were actually magnitudes of the velocity 
since particles in the unburnt and burnt gases deviated very slightly from a rectilinear motion and 
the flow was essentially one-dimensional.  
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Figure 9: A sketch of the camera's field of view and the sampling window for analysis 
 
Figures 10, 11, 12, and 13 show the axial velocity profile acquired using the PSV 
methods described previously for Re = 20, 30, 40, and 50, respectively. The flame front lies at 
x = 0 as shown in the figures; thus, the unburnt gas is at negative values of x and the burnt gas is 
at positive values of x. Note that there were more data points for higher Reynolds numbers. This 
was simply because the increased flow velocities at higher Reynolds numbers entrained a larger 
number of particles. In addition, notice the intense scatter in the burnt gas velocities. A 2nd order 
polynomial trend line was fitted to the data in order to capture the speed variation across the 
flame. The results of the regression for varying Reynolds numbers were plotted in Fig. 14. As the 
Reynolds number increased, the burnt gas velocity generally increased. It should be noted that 
the burnt gas velocities started decreasing, erroneously, at about x = 3 mm for Re = 40. This 
highlighted a limitation in the PSV technique. Since velocities were acquired by measuring 
streaks, those that extended outside the camera’s field of view were not measured. Instead, only 
the shorter streaks could be fully measured which resulted in lower velocities near the top of the 
field of view.  
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Figure 10: Axial velocity profile during flame oscillations at Re = 20. The burnt gas velocities are fit with a 2nd order 
polynomial. 
 
 
Figure 11: Axial velocity profile during flame oscillations at Re = 30. The burnt gas velocities are fit with a 2nd order 
polynomial. 
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Figure 12: Axial velocity profile during flame oscillations at Re = 40. The burnt gas velocities are fit with a 2nd order 
polynomial. 
 
 
Figure 13: Axial velocity profile during flame oscillations at Re = 50. The burnt gas velocities are fit with a 2nd order 
polynomial.  
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Figure 14: Comparison of burnt gas velocities during flame oscillations at varying Reynolds numbers 
 
The effect of the sampling window size on the results was studied. The width of the 
sampling window was varied from 1 mm to 4 mm. It should be noted that a sampling window of 
3 mm contained most, if not all, the locations where data were available; therefore, a window of 
4 mm was not advantageous. Figures 15, 16, and 17 show the data at Re = 50 processed with 
sampling windows of 1 mm, 2 mm, and 3 mm, respectively. Similarly processed data at Re = 20, 
30, and 40 contained the same characteristics as the data at Re = 50 and are shown in 
Appendix C. As shown in the figures, a sampling window of 1 mm did not contain enough data 
points and thus yielded a low R2 correlation value. Once the sampling window was increased to 
2 mm, the R2 value was higher, resulting in a better representation of the flow. A comparison 
between the results obtained from sampling windows of 2 mm and 3 mm did not yield 
substantial differences in the scatter, especially at Re = 20, 30, and 40. Nevertheless, at Re = 50, 
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we see that there were more data points corresponding to low velocities as the sampling window 
increased to 3 mm. It was possible that this was a result of boundary effects. In addition, not 
much accuracy was gained when the sampling window increased from 2 mm to 3 mm. 
Therefore, a sampling window with a width of 2 mm was optimal in the processing of the PSV 
data.  
 
 
Figure 15: Axial velocity profile at Re = 50 with 1mm sampling window 
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Figure 16: Axial velocity profile at Re = 50 with 2mm sampling window 
 
 
Figure 17: Axial velocity profile at Re = 50 with 3mm sampling window 
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An important feature in the results of PSV was the large scatter in the burnt gas 
velocities. This could not be attributed to streaks from off-focus particles, because the depth of 
field of the camera only spanned 1-2 millimeters, so out-of-focus imaging was negligible. Since 
the sampling window only consisted the middle 2 mm of the quartz tube, boundary effects did 
not contribute to the scatter observed in the burnt gas velocities. Out-of-plane motion by the 
particles could have resulted in scattering, but this contribution should be small considering the 
narrow depth of field and the one-dimensional structure of the flow. Much of the scatter likely 
resulted from inconsistent sizing of TiO2 particles stemming from agglomeration. As shown in 
Fig. 3, TiO2 particles measured from 15 to 40 microns in diameter using the SEM. This variation 
in size also resulted in a variation in mass. Particles with more mass would travel slower than 
those with less mass, resulting in the observed scatter. To confirm this, the particle stoppage 
time, τs, was calculated from Eq. (3), where the dynamic viscosity, µ, is that of the burnt gas. 
 !! =    !!!!!!"!  (3) 
Table 1 shows a few results from this calculation. A 15-micron diameter particle resulted in a 
stoppage time of 0.7 ms. The distance required for such a particle to accelerate to an arbitrary 
velocity like 2.5 m/s, D2.5, was 1.7 mm. Figures 10, 11, 12, and 13 show that the fastest particles 
reached 2.5 m/s at a distance between 1 and 2 mm from the flame front. This confirmed that the 
scatter in the data was caused by a variation in particle size. 
Table 1: Calculation of particle stoppage time for varying particle diameters 
dp  
(µm) 
ρp  
(kg/m3) 
µ  
(Pa-s) 
τs  
(ms) 
D2.5  
(mm) 
15 3700 7.0E-05 0.7 1.7 
20 3700 7.0E-05 1.2 2.9 
25 3700 7.0E-05 1.8 4.6 
40 3700 7.0E-05 4.7 11.7 
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The tendency of the particles to agglomerate makes it impossible in the current apparatus 
to measure the flow velocity with high accuracy, especially in the vicinity of the flame front. The 
flame front serves as a discontinuity, since the burnt gas exhibits elevated temperatures right 
after the flame front. As a result, there should be discontinuities in both density and velocity at 
the flame front. As shown in the data acquired from PSV, there was no discontinuous velocity 
jump but instead a gradual increase in velocity. This pointed to the Stokes number problem 
regarding whether or not these particles would follow the flow. The particle response time of the 
TiO2 agglomerates was poor, i.e. on the order of milliseconds. Similar to the analysis performed 
for the data scatter in the previous paragraphs, the stoppage time was multiplied by the average 
final speed to show that the particle required a few millimeters to reach the true velocity of the 
burnt gas. This corresponded to a slow increase of the burnt gas velocity. By this analysis, 
measured velocities from PSV of the burnt gas farther away from the flame front should be 
closer to the true value of the gas velocity. 
Figure 18 shows the axial velocity for burnt and unburnt gas for varying Reynolds 
numbers. The unburnt gas velocities were acquired by calculating the ensemble average of 
velocities before the flame front. The burnt gas velocities were acquired by calculating the 
ensemble average of velocities far from the flame front such that the particles have had sufficient 
time to respond to the velocity jump, i.e. x > 2.5 mm. At this distance, the particle velocities had 
reached values very close to the final velocities past the flame front. The unburnt gas velocities 
were consistent with the input flow rates since a higher Reynolds number flow would yield a 
higher inlet gas velocity. Interestingly, the burnt gas also traveled faster as the Reynolds number 
increased. Furthermore, the burnt gas traveled at velocities greater than six times the unburnt 
velocity. As noted previously, the large velocity jump was a result of a change in density 
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associated with the large temperature difference generated by the flame front. From the velocity 
measurements acquired from PSV, the density of the burnt gas, ρburnt, can be calculated from a 
simple mass conservation equation, shown in Eq. (4). 
 !!"#!$"% !!"#!$"% + !! = !!"#$% !!"#$% + !!  (4) 
The velocity of the flame front, uF, was determined by high-speed visualization. Table 2 shows 
the relevant velocity and density data corresponding to the partial-tube oscillations observed in 
this study. The inlet conditions were obtained from the mass flow rates used in the experiment, 
with properties of the mixture at 298 K. The laminar flame speed, SL, was numerically calculated 
using a premixed flat flame model with the GRI-3.0 mechanism using Cantera. The theoretical 
burnt gas density, ρburnt*, for adiabatic conditions was obtained with GASEQ, a chemical 
equilibrium program created by Chris Morley [23].  
 
 
Figure 18: Axial velocity for unburnt and burnt gas for varying Reynolds numbers. The error bar corresponds to 
1 standard deviation. Specific data on the flow conditions can be seen in Table 2. 
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Table 2: Velocity and density values for flame oscillations 
Re ϕ 
ρinlet 
(kg/m3) 
uinlet  
(m/s) 
ρunburnt  
(kg/m3) 
uunburnt  
(m/s) 
uburnt  
(m/s) 
uF  
(m/s) 
SL 
(m/s) 
ρburnt 
(kg/m3) 
ρburnt* 
(kg/m3) 
20 1.9 0.99 0.08 0.40 0.20 2.21 0.63 1.28 0.12 0.07 
30 2.0 0.98 0.12 0.44 0.27 2.41 0.72 1.28 0.14 0.07 
40 2.0 0.98 0.16 0.44 0.36 2.32 0.67 1.28 0.15 0.07 
50 2.0 0.98 0.20 0.38 0.51 2.96 0.89 1.28 0.14 0.07 
 
One notable result shown in the table is the comparison between the unburnt velocity, 
uunburnt, and the inlet velocity, uinlet; the inlet velocities were less than half of the unburnt gas 
velocities. This suggested that the temperature of the unburnt gas was elevated near the flame 
front. Nevertheless, careful analysis of the axial velocity profiles in Figs. 10-13 show that the 
unburnt gas was not preheated by the flame front directly, as the velocities remained fairly 
constant ahead of the flame front. However, heat transfer from the flame to the duct wall 
elevated the wall temperatures and preheated the incoming gases. Evans and Kyritsis [6] showed 
that the temperature distribution of the duct wall remained constant during flame oscillations, 
which explained the uniform preheating of the gas. Kessler and Short [16] also stated that 
heating of incoming reactants was typically achieved from upstream recirculation of heat 
generated by streamwise conduction in the walls. From the conservation of mass, the density of 
the unburnt gas actually corresponded to the density of the methane-oxygen mixture at a 
temperature of approximately 470 K. This was consistent with infrared thermography studies by 
Evans and Kyritsis [6] indicating that the quartz tube wall maintained a steady temperature of 
around 500 K during flame oscillations.  
Notice also the difference between combustion in mesoscale ducts and adiabatic 
combustion. The laminar flame speed, SL, for a methane-oxygen flame at ϕ = 2.0 yielded a value 
higher than the flame speed, uF, in mesoscale combustion. In addition, the flame speed increased 
as a function of Reynolds number. The flame front propagated slower than the laminar flame 
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speed because heat losses to the tube wall and the TiO2 particles were significant. Furthermore, 
the theoretical density of the products from adiabatic combustion was smaller than the measured 
density of the burnt gas; this likely resulted from the higher temperatures in adiabatic flames. 
 
3.4 Entropy generation during the reacting flow 
 From visualizations, it was revealed that the structure of the fluid flow in these micro-
combustion flows was very closely one-dimensional. The relative importance of fluid flow and 
thermal phenomena can be compared in the context of entropy generation in the micro-reacting 
flow using Crocco’s theorem. This relates the production of local entropy, S, to induced vorticity, !, and total enthalpy change,  ∇ℎ!"!. For steady, inviscid flow, Crocco’s theorem states that 
 !×! = !∇! − ∇ℎ!"! (5) 
The objective of performing this calculation was to determine whether or not hydrodynamics 
(i.e. vorticity) played a significant role in entropy generation when compared to heat transfer. 
The entropy gradient in Crocco’s theorem, shown in Eq. (6), was calculated to be the entropy 
change from combustion of methane and oxygen at ϕ = 2 and at the adiabatic flame temperature.  
 !∇! ! = ! !"!" (6) 
While the oscillating flame phenomenon is not adiabatic, this assumption was sufficient for an 
order of magnitude calculation. A value of ΔS = 7874.20 J/kgK was obtained from GASEQ and 
can be verified by performing entropy change calculations. The vorticity term, Eq. (7), was 
calculated from determination of local velocity gradients. 
 !×! ! = − !! !!!!"  (7) 
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This was accomplished by utilizing images acquired from PSV to measure velocities at closely 
spaced points within the flow, at the same instant in time [21].  
 
Figure 19: A typical PSV image used to analyze entropy generation from fluid flow. In this example, streaks 'A' and 'B' 
were analyzed by Crocco's Theorem. 
 
Figure 19 is a typical PSV image used to analyze entropy generation from fluid flow. For 
the analysis of Crocco’s theorem, local entropy is produced at the curved flame front, where 
combustion of methane occurs. By comparing the amount of entropy production due to vorticity 
with the total entropy production from combustion, the significance of hydrodynamics can be 
seen. Streaks labeled ‘A’ and ‘B’ were used to calculate the vorticity term of Crocco’s theorem. 
Notice that streak A was a velocity vector downstream of the flame front and streak B was a 
velocity vector upstream of the flame front. Streaks A and B can be used to calculate the entropy 
generation from vorticity using Eq. (7). The analysis of numerous sets of particles revealed that 
the vorticity term was 6-7 orders of magnitude smaller than the entropy generation from 
combustion of the methane-oxygen mixture. In addition, the flow was essentially irrotational 
except along the flame front, where vorticity was concentrated. The entropy generation from 
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vorticity was negligible, thereby confirming some researchers’ theories [1,15] that flame 
oscillations were thermally driven. 
 
3.5 Acoustic emissions from flow oscillations 
 Some researchers [13,24] have observed and studied acoustic emissions from oscillatory 
flame phenomena. The reasons behind these acoustic phenomena have not yet been conclusively 
determined. The investigation performed presently will add to the existing analyses on this 
phenomenon. Recall that the emission of sound was observed during full-tube oscillations and at 
the lowest possible equivalence ratio that sustained oscillatory flow. Acoustic emissions were 
random processes, as they were not always observed. The occurrence of acoustic emissions also 
depended on the experimental apparatus. The apparatus utilized for flow visualization and 
particle seeding, shown in Fig. 2, was tested without the interior mesh in order to produce full-
tube oscillations. In that configuration, no acoustic emissions could be generated. Generation of 
acoustic emission was only possible through the copper block apparatus, shown in Fig. 1.  
 Figures 20, 21, and 22 show the acoustic emissions recorded by a microphone positioned 
about 5 mm away from the tube exit in the radial direction for Re = 58 (ϕ = 2.0), Re = 87 (ϕ = 
2.1), and Re = 130 (ϕ = 2.1), respectively. The times of extinction and ignition were acquired by 
observing high-speed videos of the flame oscillations. Acoustics were correlated with the high-
speed videos such that voltage peaks could be matched with the extinction and ignition events. 
There was substantial variability in the intensity of sound produced during this phenomenon, 
even for the same apparent flow conditions. For example, there were two dominant voltage peaks 
in Fig. 21. By comparison, the other voltage peaks were an order of magnitude smaller; this 
indicated that the intensity of sound was not constant even for constant flow conditions. 
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Furthermore, emissions corresponded very closely to extinction events. From Figs. 20-22, the 
voltage peaks matched very closely to the extinction points.  
 
 
Figure 20: Acoustic emissions from full-tube oscillations at Re = 58 and corresponding extinction and ignition events 
 
 
Figure 21: Acoustic emissions from full-tube oscillations at Re = 87 and corresponding extinction and ignition events 
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Figure 22: Acoustic emissions from full-tube oscillations at Re = 130 and corresponding extinction and ignition events 
 
 One of the troubling aspects regarding acoustic emissions was the fact that they were 
apparatus-dependent. This raised questions about whether these phenomena were a result of fluid 
flow, geometry of the experimental apparatus, or a combination of these two aspects. One 
possible explanation for the emission of sound could be from small homogeneous explosions 
observed at the bottom of the quartz tube in the copper block apparatus. Figure 23 shows the 
time-evolution of a full-tube oscillation accompanied by acoustic emission. Approximately 5 ms 
after the flame front had propagated to the upstream end of the tube, a small flicker of light was 
observed at the bottom of the quartz tube. This flicker was only observed during full-tube 
oscillations accompanied by acoustic emissions and increased in light intensity as the intensity of 
sound increased. This can be reasoned as a small homogeneous explosion located at the bottom 
of the tube during which sound is emitted.  
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Figure 23: Time-evolution of full-tube oscillations accompanied by acoustic emissions. Notice the appearance of a small 
deflagration at the bottom of the quartz tube at 58.0 ms. 
 
The reason for this is almost as elusive as the question of why there are acoustic 
emissions in the first place. A feasible theory is that the copper block apparatus allows for a 
small pocket of gaseous methane and oxygen below the quartz tube. At a certain equivalence 
ratio, the pocket of premixed gas reacts homogeneously and creates a small explosion. As the 
acoustic emissions and the explosions intensify, the oscillatory flow phenomenon becomes 
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unstable and eventually terminates. This can provide an explanation as to why the acoustic 
phenomena occurred at the lowest equivalence ratio that sustained oscillatory flow.  
 Irrespective of this, the fact that there is an audible emission signifies that an acoustic 
wave is generated by a small perturbation in density, or condensation S. Classical acoustic 
propagation is based on the assumption that the flow is inviscid and there is no entropy 
generation. While our flow is viscous, reactive, and generates entropy, the acoustic 
approximations are highly satisfactory for phenomena of audible sounds [25]. Assuming we have 
a weak discontinuity in velocity and density, the acoustic approximations can be used to 
calculate the pressure difference across the wave. Using a control volume as shown in Fig. 24, 
the flame front with control surface, A*, can be taken as arbitrarily thin and traveling at 
velocity b.  
 
Figure 24: Control volume 
The integral forms of the balance of mass and momentum 
 ! !+ !!∗ ∙ !  !" = 0 (8) 
 !! !+ !!∗ ∙ !  !" = −!!  !"!∗  (9) 
can be reduced to yield, respectively, 
 !! !! + ! = !! !! + !  (10) 
 !!!! !! + ! + !! = !!!! !! + ! + !! (11) 
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Combining Eq. (10) and Eq. (11) and substituting the relevant variables with ρunburnt, uunburnt, 
uburnt, and uF, we obtain 
 !" = !!"#!$"% !!"#!$"% + !! !!"#!$"% − !!"#$%  (12) 
 
The sound pressure level, SPL, can then be solved to obtain the expected pressure levels (in 
decibels, dB) from flame oscillations.  
 !"# = 20 log!" !"!!"# (13) 
where  !!"# = 2.2×10!! !!! 
Table 3 shows the results for !" and !"#, calculated using the velocity and density 
measurements from PSV at Re = 20, 30, 40, and 50. 
Table 3: Calculations of δP and SPL using measurements from PSV 
Re 
ρunburnt  
(kg/m3) 
uunburnt  
(m/s) 
uburnt  
(m/s) 
uF  
(m/s) 
δP  
(Pa) 
SPL  
(dB) 
20 0.40 0.20 2.21 0.63 0.66 90 
30 0.44 0.27 2.41 0.72 0.93 93 
40 0.44 0.36 2.32 0.67 0.89 92 
50 0.38 0.51 2.96 0.89 1.32 96 
 
As shown in the table, the estimated pressure differences range from 0.66 to 1.32 Pa. This 
corresponds to sound pressure levels ranging from 90 to 96 dB. Note that a small increase in dB 
actually increases the pressure difference by a substantial amount. Regardless, the estimated 
levels of the sound pressure were larger than what are likely perceived during full-tube 
oscillations with acoustic emissions. It should be noted that for a spherically symmetric wave, 
sound propagates outward from the origin and attenuates as 1/r.  
 !"! ∙ !! = !"! ∙ !! (14) 
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Equation (14) states the relationship of sound pressure attenuation. Figure 25 depicts the 
schematic for calculating this sound attenuation. The radius of the quartz tube is represented by 
rA and the distance away from the tube is represented by rB. The pressure difference exhibited 
very near the tube exit, as calculated in Table 3, is denoted by !"! and the pressure difference 
exhibited at rB is denoted by !"!. Equation (14) simply states that the sound pressure decreases 
in magnitude as the observer steps farther from the source of sound.  
 
Figure 25: Schematic for calculating sound attenuation. 
 
Figures 26 and 27 show the expected sound pressure levels from flame oscillations at 
varying distances from the quartz tube. Very close to the tube, the sound is expected to register 
in the range of 90 to 100 dB, which corresponds to pressures ranging from 0.6 to 1.4 Pa. At 
distances far (~0.5 m) from the tube, it can be seen that the expected pressure level drops to a 
range of 40 to 50 dB. This is a sound pressure level similar to that exhibited from normal 
conversations and can approximately describe the acoustic emissions actually perceived from the 
oscillating flame phenomenon. 
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Figure 26: Expected sound pressure levels (dB) from flame oscillations calculated from the simple wave equations. 
Velocity and density data were obtained from PSV. 
 
Figure 27: Expected sound pressure levels (Pa) from flame oscillations calculated from the simple wave equations. 
Velocity and density data were obtained from PSV. 
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3.6 Observations of flow recirculation at the tube exit 
 During investigation of the flow structure of partial-tube flame oscillations, an interesting 
phenomenon was observed by visualizing the tube exit. A brief discussion of the observations 
will be provided, since they were not studied rigorously. Some time between extinction and re-
ignition events, there was a recirculating flow where exhaust gases exited the tube near the walls 
and re-entered near the centerline. Figure 28 shows a time-evolution of this phenomenon adopted 
from high-speed videos. The images show the tube exit with TiO2 particles visualizing the flow. 
The behavior of recirculating flow can be captured by following particles in the highlighted area. 
 
Figure 28: Time-evolution of flow recirculation at the tube exit 
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 Observations of the high-speed videos show that there was a recirculation present in the 
flow, captured by the movement of the tracer particles. From 0.8 ms to 3.3 ms, particles with an 
initial outflow trajectory decelerated and started accelerating back into the tube. It should be 
noted that only the smaller particles showed this trajectory. Larger particles, with larger stoppage 
times, did not adjust to the acceleration of the flow and exhibited particle “slip”. Starting from 
4.2 ms, particles, which have moved back into the tube, stagnated and began to re-exit the tube. 
The recirculation phenomenon occurred at a time between extinction and re-ignition events. 
Viscous effects in the gaseous medium caused vortices in the flow. The cause of this 
recirculation may be explained by the extinction of the flame front. A schematic of the gaseous 
flow can be seen in Fig. 29. As the combustion reaction propagated down the tube in the form of 
a flame front, slow unburnt gas was continually converted to high velocity burnt gas, shown in 
Fig. 29(a). When the flame front extinguished, high velocity burnt gas was no longer generated. 
As a result, the two gaseous media attempted to separate, causing a low-pressure area in 
between, shown in Fig. 29(b). Because of this, the burnt gas recirculated, resulting in the 
observations at the tube exit. 
 
 
Figure 29: Schematic of gaseous flow (a) before and (b) after the flame front extinguishes 
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Chapter 4: Summary, Conclusions, and Recommendations 
4.1 Summary and concluding remarks 
 The flow-field during flame oscillations partially covering the tube length in mesoscale 
quartz tubes was investigated by particle seeding techniques. TiO2 particles were successfully 
fluidized within the 4 mm ID tubes and a Phantom high-speed camera visualized the flow at 
1200 Hz with an exposure time of 829.75 µs. The unburnt gas deflected away from the tube 
centerline very near the flame front. Meanwhile, the burnt gas deflected towards the tube 
centerline. Despite these small deviations, the measured flow structure suggested that the flow 
was very closely one-dimensional. 
 Using Particle Streak Velocimetry (PSV), two-dimensional measurements of the velocity 
were obtained throughout the flow. Velocity measurements in the unburnt gas showed a fairly 
constant value for each Reynolds number and corresponded to the inlet flow conditions. The 
burnt gas velocities increased to more than six times the velocity values of the unburnt gas. Since 
the temperature was elevated right behind the flame front, the velocity of the burnt gas was 
expected to increase very quickly, leading us to anticipate a discontinuous jump in velocity. 
However, the measured axial velocity profile showed a gradual increase in velocity. In addition, 
there was significant scatter in the velocity data obtained for the burnt gas. Both the scatter and 
the gradual increase in the velocity stemmed from large particle stoppage times. Sub-micron 
TiO2 particles agglomerated to produce particles with diameters ranging from 15 to 40 microns. 
As a result, the particle stoppage times were on the order of milliseconds. This corresponded to 
values of the Stokes number exceeding 0.3. It was thus impossible to measure spatial distribution 
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of the flow velocity with high accuracy, especially near the flame front. In addition, the large 
variation in particle diameters yielded considerable scatter in the measurements.  
 To examine the importance of hydrodynamics relative to thermal effects, Crocco’s 
theorem was used. Using results from PSV, entropy generated by flow vorticity was compared 
with entropy generated from combustion of methane in oxygen. Vorticity was concentrated in 
the vicinity of the flame front, and the flow was essentially irrotational elsewhere. The entropy 
generation from vorticity was found to be negligible, and it was thus concluded that flame 
oscillations were thermally driven and could be modeled as a one-dimensional flow. 
 Numerous researchers have observed full-tube oscillations with acoustic emissions. 
Nevertheless, these acoustic phenomena have not yet been completely explained. In the current 
study, this phenomenon was observed to be largely apparatus-dependent. Full-tube oscillations 
accompanied by acoustic emissions were observed at flow conditions very close to that of 
extinction. This suggested that the presence of acoustic emissions could usefully predict 
extinction in narrow ducts for applications in micro-engines or fuel-cells. In addition, sound 
intensity varied considerably, even for constant flow conditions. High-speed imaging of full-tube 
oscillations with acoustic emissions showed that there were small homogeneous explosions at the 
bottom of the quartz tube after the flame front propagated to the upstream end of the tube. These 
explosions only occurred in the presence of oscillations with acoustic emissions. This suggested 
that sound was likely caused by the homogeneous explosions. Despite these observations, sound 
emissions were studied by using a classical acoustic wave propagation analysis. To perform this 
analysis, velocity measurements from PSV were used to calculate corresponding pressure 
differences. Near the tube exit, the sound pressure level was expected to register in the range of 
90 to 100 dB. Farther away (~0.5 m), the expected pressure level drops to 40 to 50 dB. This 
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sound pressure level is similar to that exhibited from normal conversations and consistent with 
the audio perception during these phenomena. 
 
4.2 Recommendations for future study 
 The present study was successful in extracting quantitative information about the flow 
field during combustion in mesoscale ducts, albeit with limited accuracy. Such flow structure 
had never been observed before. To the author’s knowledge, a study of the fluid mechanics in 
micro-combustion is unprecedented in published literature. Nevertheless, the current apparatus 
was not capable of obtaining accurate velocity information. This was due to the significant 
agglomeration of TiO2 particles, which made it impossible for these particle seeds to follow the 
flow accurately, especially in the vicinity of the flame front where there were large accelerations 
in the flow. 
 An elaborate seeding method can be utilized in a future study to eliminate agglomeration 
of TiO2 particles. This can be accomplished by having a dedicated seeding vessel. It would also 
be interesting to see if there are significant differences in the flow structure between what was 
measured in the present study and similar measurements performed with particles of much 
smaller stoppage times (i.e. order of microseconds) corresponding to much smaller values of the 
Stokes number. When tracer particles are truly sub-micron and fluidized into the flow, the 
resulting particle density will be high enough for Particle Image Velocimetry (PIV). PIV 
techniques can provide velocity measurements with errors less than 1%. The flow structure and 
velocity measurements acquired in this study could be beneficial in designing these PIV 
experiments. In addition to providing an accurate flow field, PIV can contribute to deciphering 
the exact nature of acoustic emission.  
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Appendix A: Reynolds number calculation 
List of symbols: !!"#$  Mass of fuel !!"  Mass of oxidizer !"!"!  Molecular weight of methane !"!!  Molecular weight of oxygen !!"#  Mixture velocity !!"!  Volumetric flow rate of methane !!!  Volumetric flow rate of oxygen !!"!  Mole fraction of methane !!!  Mole fraction of oxygen !!  Viscosity of gas 1 !!  Viscosity of gas 2 !!"#  Mixture viscosity !!"#  Mixture density D  Diameter of quartz tube !  Pressure !  Universal gas constant Re  Reynolds number !  Temperature ϕ  Equivalence ratio 
 
The following equations can be used to calculate the Reynolds number at the inlet flow 
conditions of the quartz tube for a gaseous mixture of methane and oxygen.  
 Re ≡ !!"#∙!!"#∙!!!"#  (A.1) 
The equivalence ratio for this mixture is given by 
 ϕ ≡ !!"#$ !!"!!"#$ !!" !" = !!"! !!!! !  (A.2) 
The mixture density can be calculated by 
 !!"# = !!"! ∙!"!"! + !!! ∙!"!! !!∙! (A.3) 
The mixture velocity can be calculated by 
 !!"# = !!! ∙!!! ! !!"! ∙!!"!!!"#∙!∙!!!  (A.4) 
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The mixture viscosity can be calculated using Wilke’s mixture rule1 
 !!"# = !!∙!!!!∙!!!!!!∙!!" + !!∙!!!!∙!!"!!!∙!!!  (A.5) 
where 1 and 2 represent CH4 and O2, respectively, and 
 !!" = !! 1+ !"!!"! !!/! 1+ !!!! !/! !"!!"! !/! ! (A.6) 
  
                                                
1 Wilke, C.R. (1950). A viscosity equation for gas mixtures. J. Chem. Phys., 18(4), 517-519. 
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Appendix B: Rotameter Calibration for CH4 and O2 
 
Figure 30: CH4 calibration for rotameter (032-15-ST) 
 
Figure 31: O2 calibration for rotameter (022-13-N) 
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Appendix C: Effect of Sampling Window 
 
Figure 32: Axial velocity profile at Re = 20 with 1mm sampling window 
 
Figure 33: Axial velocity profile at Re = 20 with 2mm sampling window 
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Figure 34: Axial velocity profile at Re = 20 with 3mm sampling window 
 
Figure 35: Axial velocity profile at Re = 30 with 1mm sampling window 
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Figure 36: Axial velocity profile at Re = 30 with 2mm sampling window 
 
Figure 37: Axial velocity profile at Re = 30 with 3mm sampling window 
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Figure 38: Axial velocity profile at Re = 40 with 1mm sampling window 
 
Figure 39: Axial velocity profile at Re = 40 with 2mm sampling window 
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Figure 40: Axial velocity profile at Re = 40 with 3mm sampling window 
