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Resumo
O volume de publicações cientíﬁcas nas ciências da vida está a aumen-
tar a um ritmo crescente. Contudo a análise manual da literatura é um
processo árduo e moroso, pelo que têm sido desenvolvidos sistemas de
prospecção de texto para identiﬁcar automaticamente a informação
relevante contida na literatura. Um passo essencial em prospecção
de texto é a identiﬁcação de entidades nomeadas, mas a complexi-
dade inerente às entidades biomédicas, como é o caso dos compostos
químicos, torna difícil obter bons desempenhos nesta tarefa.
Esta tese propõe métodos para melhorar o desempenho actual do
processo de reconhecimento de entidades químicas em texto. Para
tal propõe-se um método para reconhecimento de entidades químicas
baseado em aprendizagem automática, que obteve resultados supe-
riores aos métodos baseados em dicionários utilizados actualmente.
Desenvolveu-se ainda um método baseado em semelhança lexical que
realiza o mapeamento de entidades para a ontologia ChEBI.
Para melhorar os resultados de identiﬁcação de entidades químicas
desenvolveu-se um método de validação que explora as relações semân-
ticas do ChEBI para medir a semelhança entre as entidades encon-
tradas no texto, de forma a discriminar as entidades correctamente
identiﬁcadas dos erros de identiﬁcação. Um método de ﬁltragem de
erros baseado em aprendizagem automática é também proposto, e foi
testado num sistema baseado em regras.
Estes métodos foram integrados num sistema capaz de reconhecer as
entidades químicas em texto, mapear para o ChEBI, e fornecer evidên-
cia para validação ou detecção de erros das entidades reconhecidas.
Palavras Chave: Prospecção de Texto, Aprendizagem Automática,
Reconhecimento de Entidades, Resolução, Semelhança Semântica

Abstract
The volume of life science publications, and therefore the underlying
biomedical knowledge, are growing at a fast pace. However the man-
ual literature analysis is a slow and painful task. Hence, text mining
systems have been developed to automatically locate the relevant in-
formation contained in the literature. An essential step in text mining
is named entity recognition, but the inherent complexity of biomedi-
cal entities, such as chemical compounds, makes it diﬃcult to obtain
good performances in this task.
This thesis proposes methods capable to improve the current perfor-
mance of chemical entity recognition from text. Hereby a case based
method for recognizing chemical entities is proposed and the obtained
evaluation results outperform the most widely used methods, based
in dictionaries. A lexical similarity based chemical entity resolution
method was also developed and allows an eﬃcient mapping of the
recognized entities to the ChEBI database.
To improve the chemical entity identiﬁcation results we developed a
validation method that exploits the semantic relationships in ChEBI
to measure the similarity between the entities found in the text, in
order to discriminate between the correctly identiﬁed entities that
can be validated and identiﬁcation errors that should be discarded. A
machine learning method for entity recognition error is also proposed,
which can eﬀectively ﬁnd recognition errors in rule based systems.
The methods were integrated in a system capable of recognizing chem-
ical entities in texts, map them to the ChEBI database, and provide
evidence of validation or recognition error for the recognized entities.
Keywords: Text Mining, Machine Learning, Chemical Entity Recog-
nition, Chemical Entity Resolution, Semantic Similarity

Resumo Alargado
Desde os anos 60 que se tem observado uma explosão de informação
biomédica proveniente sobretudo dos esforços de sequenciação dos
genomas de diversos organismos. Neste contexto promoveu-se o desen-
volvimento e o aperfeiçoamento de técnicas que permitiram o avanço e
o estabelecimento de disciplinas da pós-genómica, como a proteómica
e metabolómica, o que gerou ainda mais informação. Assim surgiu um
grande interesse pela Bioinformática como a disciplina que procura
armazenar, gerir a analisar todos estes dados de interesse biológico.
Diversas bases de dados de grande dimensão têm sido criadas para
armazenar os diferentes tipos de dados de interesse biológico. Grande
parte da informação sobre genes e proteínas desde cedo começou a ser
disponibilizada em bases de dados públicas, no entanto a informação
química têm sido disponibilizada essencialmente de uma forma com-
ercial. A informação química, no entanto, é essencial à compreensão
dos sistemas biológicos. Por exemplo, as vias metabólicas são séries de
reacções químicas que ocorrem numa célula, em que entidades quími-
cas são modiﬁcadas em reacções químicas, frequentemente catalisadas
por enzimas que eles próprios requerem compostos químicos especíﬁ-
cos para o seu correcto funcionamento e regulação (co-factores, acti-
vadores, inibidores, etc).
Apenas muito recentemente se ﬁzeram esforços para disponibilizar
publicamente bases de dados de informação química. Em 2004, o Pub-
Chem foi disponibilizado pelo NCBI (National Center for Biotechnol-
ogy Information), e em 2007 o ChEBI (Chemical Entities of Biological
Interest) foi disponibilizado pelo EBI (European Bioinformatics Insti-
tute).
No entanto, o maior repositório e a principal forma de publicação
de dados é a literatura. Na literatura cientíﬁca, que engloba artigos,
patentes, teses e relatórios técnicos, a informação é expressa de uma
forma não estruturada e portanto de difícil tratamento automático.
É partindo dessa informação que muitas bases de dados são actual-
izadas, directa ou indirectamente, por equipas de peritos cuja função é
procurar informação relevante na literatura para inserção ou validação
de informação estruturada em bases de dados.
Mesmo usando um elevado número de recursos humanos, é quase im-
possível acompanhar o crescimento de informação gerada, o qual tem
sido exponencial. Desta forma, surgiu o interesse e a necessidade
da exploração da informação contida na literatura por métodos au-
tomáticos, que motiva o desenvolvimento de métodos e ferramentas
de prospecção de texto que possam extraír informação da literatura.
Na prospecção de texto, a identiﬁcação de entidades nomeadas é um
passo fundamental e já bastante desenvolvido para a identiﬁcação de
genes e proteínas. Uma abordagem comum utilizada por ferramentas
que realizam esta tarefa é baseada em dicionários, que são utilizados
para encontrar as entidades no texto, mas estes métodos estão de-
pendentes da existência e dimensão de dicionários apropriados. Uma
vantagem destes métodos é que quando uma entidade é encontrada,
sabe-se qual o termo do dicionário a que corresponde, num processo
que se chama de resolução de entidades.
Outra abordagem é baseada em aprendizagem automática. Nesta
abordagem é necessário ter um conjunto de documentos previamente
analisados por peritos, que realizaram manualmente a tarefa de anotar
as entidades que se pretende encontrar. Com estes documentos como
exemplo, um classiﬁcador é treinado, o que permite analisar automati-
camente novo texto e realizar a tarefa de reconhecimento de entidades.
A desvantagem desta abordagem é a diﬁculdade em ter disponível um
conjunto de documentos para treino suﬁcientemente grande e de qual-
idade que permita um bom treino por parte dos classiﬁcadores. Outra
desvantagem é o facto de ser necessário ter um módulo independente
para resolução das entidades encontradas, uma vez que a resolução
não é realizada directamente por estes métodos.
O reconhecimento de entidades químicas apresenta, no entanto, alguns
desaﬁos especíﬁcos, que se iniciam desde logo pelo facto de o número
de compostos químicos possíveis ser virtualmente inﬁnito, e pela falta
de uma representação padrão. Isto quer dizer que um mesmo com-
posto químico pode ser representado textualmente de diversas formas
(nomes triviais, nomenclaturas sistemáticas, nomes comerciais, entre
outros). Esta elevada ambiguidade constitui um desaﬁo para a real-
ização desta tarefa.
Nesta tese procura-se abordar os desaﬁos do reconhecimento e resolução
de entidades químicas em texto, e superar algumas das diﬁculdades
que limitam o desempenho de sistemas de reconhecimento de enti-
dades químicas actuais. Desta forma, esta tese propõe métodos que
incluem a utilização de aprendizagem automática para a detecção e
ﬁltragem de erros de anotação e métodos baseados em semelhança
semântica que recolham evidências que possam validar os resultados
produzidos por ferramentas de reconhecimento de entidades químicas.
Resumidamente, esta tese propõe que os resultados obtidos actual-
mente por ferramentas de reconhecimento de entidades químicas pos-
sam ser melhorados utilizando aprendizagem automática e técnicas
de semelhança semântica que usam dicionários como conhecimento
do domínio.
Neste sentido foi desenvolvido um sistema inovador de reconhecimento
de entidades químicas baseado em casos, o qual foi comparado com
sistemas existentes baseados em dicionários. Os sistemas baseados em
dicionários obtêm boas performances na identiﬁcação parcial de en-
tidades químicas, mas o método proposto obtém melhores resultados
(medida-F 10% mais elevada) quando se considera um reconhecimento
completo das entidades em vez de um reconhecimento parcial.
Para permitir o mapeamento das entidades reconhecidas, foi desen-
volvido um método de resolução de entidades químicas para a base de
dados ChEBI baseado em semelhança lexical. Este método mostrou-
se eﬁcaz, obtendo resultados melhores que o mapeamento efectuado
por dicionários (2-5% de incremento na medida-F). O método desen-
volvido para reconhecimento de entidades químicas juntamente com
o de resolução permitiram obter resultados na tarefa de identiﬁcação
de compostos químicos superiores aos obtidos por métodos baseados
em dicionários (medida-F 15% superior).
Com o objectivo de encontrar e corrigir erros cometidos pelas ferra-
mentas de reconhecimento de entidades químicas foi desenvolvido um
método de validação. Este método baseia-se na ideia base de que
as entidades químicas que são referenciadas em conjunto têm nor-
malmente uma relação intrínseca. Esta relação pode ser identiﬁcada
com recurso a métodos de comparação semântica das entidades en-
contradas, nomeadamente no caso de compostos químicos através de
semelhança semântica sobre a ontologia ChEBI, conseguindo-se desta
forma calcular uma medida de validação que represente o grau de rela-
cionamento que uma entidade tem com as que se encontram ao seu
redor. As entidades com uma medida de validação elevada são con-
sideradas consistentes, enquanto que as que têm uma medida baixa
como resultado de não serem relacionadas com outros químicos iden-
tiﬁcados no texto são consideradas possíveis erros de reconhecimento.
Com recurso a este método, é possível diferenciar entre erros de an-
otação e anotações correctas, o que permite melhorar a precisão de
ferramentas de reconhecimento de entidades químicas pois consegue-
se remover uma elevada quantidade de erros de anotação, sacriﬁcando
poucas anotações correctas.
Os métodos apresentados foram combinados numa plataforma web
denominada ICE1, que realiza as tarefas de reconhecimento, resolução
para o ChEBI, e validação das entidades químicas.
Um método alternativo de ﬁltragem de erros de anotação foi desen-
volvido previamente, e baseia-se na utilização de técnicas de apren-
1www.lasige.di.fc.ul.pt/webtools/ice/
dizagem automática para encontrar erros de anotação. O método
desenvolvido denominada-se de FiBRE, e mostrou-se capaz de ﬁltrar
eﬁcientemente erros de anotação baseado apenas nos resultados de
reconhecimento de entidades produzidos por um sistema de reconhec-
imento de entidades baseado em regras.
Todos os resultados obtidos na avaliação dos diferentes métodos pro-
postos em comparação com ferramentas de estado-da-arte demon-
stram a validade da hipótese apresentada. O facto de a investigação
existente nesta área ser ainda bastante recente justiﬁca que não tenha
ainda existido uma competição de avaliação de ferramentas que re-
alizem o reconhecimento e a resolução de entidades químicas. No
entanto, foi recentemente anunciada essa tarefa como parte da com-
petição BioCreative IV a realizar em 2013.
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Chapter 1
Introduction
1.1 Motivation
In recent years, there has been an exponential increase in the research of biological
domain, much due to the extensive use of high-throughput technologies such as
yeast-two hybrid-based methods, DNA expression arrays and mass spectrometry.
These methods have been producing large and heterogeneous collections of data,
including proteomic and genomic sequence data, expression proﬁles, and protein
structure coordinates that represent an important fraction of existing biological
information (Buckingham, 2004). High-throughput technologies generate massive
amounts of data that in turn require eﬃcient information retrieval before any
analysis is attempted. Since the 19th century, natural language is the main vehicle
through which humans transmit and exchange the facts discovered in biological
research, by means of scientiﬁc publications, patents, or reports (Searls, 2001).
The most comprehensive repository for such articles is the MEDLINE database
(Greenhalgh, 1997). MEDLINE is a bibliographic database of life sciences and
biomedical information that currently contains over 19 million records that can
be accessed through PubMed. Figure 1.1 shows the exploding number of articles
available from MEDLINE since its creation in 1965, showing the exponential
growth of published biomedical documents.
Because of the exponential growth of biomedical literature, automatic entity
recognition tools gathered increasing interest from the scientiﬁc community to
provide more eﬃcient access to biomedical literature, since it is impossible for
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Figure 1.1: Number of citations present in MEDLINE since its beginning in
1950. Data from oﬃcial statistics available at www.nlm.nih.gov/bsd/index_
stats_comp.html.
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researchers to manually keep up with the literature. As an example, in 2011 over
815,000 citations have been added to MEDLINE. Reading 10 documents a day
would take over 223 years to read all those documents, and the pace of publication
keeps increasing.
An important topic in Bioinformatics involves the automatic exploration of
the vast amount of biomedical scientiﬁc literature by the use of text mining, with
the goal to help researchers reduce the time spent in its analysis and to automat-
ically extract facts, discover implicit links and thus generate relevant hypotheses
(Blaschke & Valencia, 2012). The automated extraction of information from bi-
ological literature promises to play an increasingly important role in biological
knowledge discovery (Natarajan et al., 2005).
Whilst traditional genomics has provided a wealth of information in the ge-
nomic space of a biological system, more recently chemistry driven initiatives are
aiming to provide similar insight into the chemical space of such biological sys-
tems (Kanehisa et al., 2006). This is essential for a more complete understanding
of biology at the systems level, because the relationships between all biological
entities have to be studied and the role of chemical entities in biological interac-
tions cannot be underestimated. Essentially all biological phenomena have their
roots in chemical processes (Waldmann, 2003). For instance, in metabolic path-
ways, chemical entities are involved in processes such as enzyme promotion or
inhibition (acting as ligands) and they are the building blocks in biochemical
reactions (acting as reagents and products).
Molecular biology has embraced and been largely successful in using large
scale collaborative research to tackle some of its most ambitious projects, such as
the Human Genome Project. Thanks to this research approach most genomic and
proteomic data is freely available in public databases. In comparison, research
in the chemical domain have wrestled with vendor-centric opposition to collab-
orative research, with the result that most chemical databases are proprietary.
However chemical research is also experiencing an impressive growth (see Figure
1.2), due to the increasing usage of high-throughput screening and other high-
throughput technologies. Thus, it is understandable that main focus of biomedical
text mining has been the identiﬁcation and extraction of gene and protein names
3
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Figure 1.2: Number of substances present in the Chemical Abstracts Service
(CAS) Registry1, a proprietary database considered the world's leading source of
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from literature, and only recently the scientiﬁc community is starting to address
chemical text mining (Zhu & Tait, 2008).
Moreover, recognition of chemical compounds in text is a complex and chal-
lenging task. One of the problems is that of chemical representation, which is the
way a chemical is depicted or referenced in the literature. There is no universal
publication standard for identifying each unique chemical entity. A single entity
can be represented by systematic nomenclature, molecular formula, trivial and
commercial name amongst others, which means a large number of representation
possibilities for a single entity. Also the fact that the universe of possible chemi-
cal compounds is inﬁnite makes it an even greater challenge. An eﬃcient entity
recognition tool has to handle all this ambiguity and be capable of identifying all
these diﬀerent representations.
Also, access to chemical data in publications is often restricted, and most
databases of chemical compounds are proprietary. This is an unfortunate eﬀect
of the high cost of drug discovery, and further contributes to the lack of available
corpora that can be used to develop and evaluate chemical entity recognition
systems.
The simplest method for entity recognition is the use of dictionary-based ap-
proaches, which allow a direct mapping of the recognized entities to reference
objects (i.e. identiﬁers for public databases). However, this approach has the
drawback of being dependent on the completeness and quality of the available
dictionaries and the methods to resolve the high ambiguity and spelling variants
inherent to chemical entities (Banville, 2006).
Some systems thus use dictionary-independent approaches, which are better
suited to ﬁnd named entities when no comprehensive dictionary is available and
have the intrinsic ability to discover new entities that were previously unknown
and therefore are not present in dictionaries. Dictionary-independent approaches
include rule based and case based systems, but these approaches can be used
in combination with dictionary methods (hybrid approaches) (Krallinger et al.,
2005).
Rule based systems are based on manually crafted rules inferred from patterns
identiﬁed from the text by an expert. These rules are a structured representation
of the knowledge acquired by the experts when performing the same task, and
5
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are applied to identify relevant information in new text. However the process of
manual creation of rules is time-consuming, and it is impossible from a limited
subset of documents to devise a set of rules that are able to ﬁnd all possible
entities.
Case based systems require a set of documents where the entities were pre-
viously annotated by experts (training set). Based on this training data the
machine learning method can learn a model to be applied to unseen data to per-
form the named entity recognition task. It is diﬃcult to create a training set
large enough to enable the creation of an accurate model. Although requiring
manual analysis of text for a training set to be available, manually annotating
text is less demanding in terms of time and expertise of the curators than the
creation of rules used in rule based systems. For making training data the expert
has to identify the entities present in the text, while in the crafting of rules he
has to ﬁnd patterns that describe how the relevant entities are expressed.
The major challenge of biomedical text mining over the next years is to make
these systems more eﬃcient, and thus more useful to biomedical researchers.
This will require enhanced access to full text articles, better understanding of the
feature space of biomedical literature, better methods for measuring the useful-
ness of systems to users, and continued cooperation with the biomedical research
community to ensure that their needs are addressed (Krallinger et al., 2008).
The recognition of chemical entities in biomedical text, such as scientiﬁc arti-
cles, patents or health agency reports, is a prominent area of research given the
increasing interest by both the academic and industry. Following this interest
for better and more eﬀective solutions, the International Critical Assessment of
Information Extraction in Biology (BioCreative) launched for 2013 a chemical
compound and drug name recognition task.
It is encouraging to note that there is an increase in the sophistication of
knowledge representation, and semantic resources that allow a better representa-
tion of the granularity of entities are now available, including chemical entities.
The availability of such resources also increased the awareness of the importance
of being able to map the textual descriptors identiﬁed to real world entities, by
mapping them to unique identiﬁers and concepts in ontologies to which they refer.
Recognition of biomedical entities such as genes and proteins have been the main
6
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focus of the Text Mining community in the recent past, but with the increasing
availability of chemical data resources much more eﬀorts will certainly be made
to achieve eﬀective chemical entity recognition.
1.2 Objectives
The goal of this thesis is to address the discussed challenges of chemical named
entity recognition and resolution in order to overcome the issues that hamper
the performance achieved by current chemical named entity identiﬁcation tools.
Thus, the proposal is to develop methods that improve the results achieved by
current chemical entity recognition systems. These methods include the usage of
Machine Learning for detecting and ﬁltering recognition errors from the results
of entity recognition tools and Semantic Similarity to gather evidence of entity
recognition that can be used to validate the results of chemical entity recognition
tools.
Hypothesis: The results achieved by current chemical entity identiﬁcation sys-
tems can be improved by exploiting a Machine Learning approach and Se-
mantic Similarity techniques using dictionaries as domain knowledge.
Machine Learning is a scientiﬁc discipline concerned with the design and devel-
opment of algorithms that allow computers to evolve behaviors based on example
data. A major focus of machine learning research is to automatically learn to
recognize complex patterns and make intelligent decisions based on data. This
thesis exploits machine learning techniques, speciﬁcally conditional random ﬁelds
(Laﬀerty et al., 2001), to recognize chemical entities by a proposed characteriza-
tion of the main features that allow the proper identiﬁcation of how and where
they are mentioned in existing corpora.
Semantic Similarity is a type of comparison of entities by means of their an-
notations in a reference ontology. This method has been successfully used for
functionally comparing proteins using their Gene Ontology annotations (Lord
et al., 2003). The recent development of a similar ontology for chemical com-
pounds, named ChEBI (Chemical Entities of Biological Interest) (Degtyarenko
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et al., 2007), oﬀers the prospect of using semantic similarity measures to compare
the entities recognized in the text and gather important information about how
closely related the entities found are. This information can provide evidence of a
correct chemical entity recognition, and be used to validate the entity recognition
process.
1.3 Contributions
This work will be fundamentally concerned with proposing: an eﬃcient machine
learning approach for the identiﬁcation of chemical entities from text, a resolution
algorithm based on lexical similarity, and algorithms for validating the correct-
ness of the identiﬁed entities after their resolution. Thus, the following speciﬁc
contributions can be enumerated as follows:
Recognition: Development of a novel case based chemical entity recognition
method based on Conditional Random Fields, and its assessment against
state-of-the-art methods (Grego et al., 2009).
Resolution: A chemical entity resolution method based on lexical similarity was
developed to perform the mapping to the ChEBI ontology of the entities
recognized by the developed named entity recognizer (Grego et al., 2012a).
Validation: Development of a Validation method that can discern between enti-
ties that have been correctly identiﬁed and those that are annotation errors.
A validation score and evidence to support the validation are provided by
the method, that uses semantic similarity to compare co-occurring entities.
A webtool that performs chemical entity recognition and its validation was
made available (Grego et al., 2012b).
Filtering: A method for ﬁltering annotation errors using a machine learning
approach. This ﬁltering system is tested in a rule-based gene entity recog-
nition system to evaluate the potential of the ﬁltering process, and results
obtained indicate its applicability in identifying recognition errors from rule
based systems with high precision (Couto et al., 2007, 2008).
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In Figure 1.3 an overview of the architecture developed to answer the hypoth-
esis presented. In the module Recognition we successfully developed a chemical
named entity recognizer, using an alternative approach to the popular dictionary
based systems. It was however required to perform entity recognition of the enti-
ties, and a method was developed in the Resolution module. Having two diﬀerent
chemical entity identiﬁcation systems it was possible to develop and evaluate a
new method for entity validation using semantic similarity. The Validation mod-
ule contains yet another method, that was developed before and independently
of the remaining of the work. This method performs the automatic identiﬁcation
and ﬁltering of annotation errors using machine learning, and was evaluated using
a rule based gene and protein identiﬁcation system.
1.4 Overview
The overview of this document is as follows.
Chapter 2 will provide a background to this work. It introduces biomedical
text mining, its tasks and challenges. Available chemical data are presented and
existing chemical entity recognition tools are presented. The chapter concludes
with an introduction to text mining evaluation measures and how the performance
of text mining systems is accessed.
In Chapter 3, chemical entity recognition is investigated. A machine learning
method based on Conditional Random Fields that does not use dictionaries is
presented and compared with dictionary based methods, presenting some results
and discussing open issues.
Chapter 4 further addresses the machine learning entity recognition method.
Some improvements were made in order to solve some issues detected in chapter
3, and an entity resolution method based on lexical similarity is presented.
In Chapter 5 a method for chemical entity validation based on Semantic Sim-
ilarity through ChEBI is presented.
In Chapter 6 presents a method for automatically ﬁltering the results of named
entity recognition tools.
Finally in Chapter 7 we will present an overall summary, and indicate direc-
tions for future work.
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Recognition
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Annotated text with 
confidence scores
Figure 1.3: The methods proposed are integrated according to the shown archi-
tecture.
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Chapter 2
State of the Art
The recent technological advances in life sciences have produced enormous amounts
of precious information. Sequencing technology made the genomes of many or-
ganisms available and high-throughput experiments produces masses of data that
can provide new insights in life sciences. Despite the fact that ever more biomed-
ical knowledge is stored in structured databases (Tyers & Mann, 2003), including
genome sequences, molecular structures, biological pathways, protein interactions
and gene expression arrays, most of the biomedical knowledge available nowadays
is still only accessible through unstructured text in scientiﬁc publications. One of
the most common motivating claims for the necessity of biomedical text mining
is the phenomenal growth of the biomedical literature, and the resulting need of
biomedical researchers for assistance in assimilating the high rate of new publi-
cations (Zweigenbaum et al., 2007).
Literature-based discovery has often been held out as a potential source of
promising hypotheses. Published data is also the best source for interpreting high-
throughput experiments, but automated text processing methods are required to
integrate their results into the databases. Database curators have much to gain
from biomedical text mining systems because manual curation cannot cope with
the current information overload. Baumgartner Jr et al. (2007) suggests that at
the current rate of annotation of genes and gene products, it will take years at
best and decades at worst, before some of the manually curated genomic resources
are complete without the development of automated curation methods that could
be supplied by text mining. Also buried in the literature are evidence of novel
11
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drugs and drug targets, and pharmaceutical companies are starting to invest in
Text Mining because of the prospect of ﬁnding better drug targets earlier in
the development process (Coulet et al., 2012). Besides, surveys also suggest that
around 50% of potentially therapeutic compounds fail due to safety concerns, half
of which have already been reported in the literature (Fickett & Hayes, 2004).
This eﬃciency can reduce the number of potential therapeutics moving through
a company's clinical testing pipeline, signiﬁcantly decreasing the overall costs of
drug discovery.
2.1 Text Mining
Text mining refers to the process of deriving quality information from text and
usually involves the process of structuring the input text, deriving patterns within
the structured data, and evaluating and interpreting the output (Tan, 1999).
Quality information usually refers to some combination of relevance, novelty,
and interestingness, and typical text mining tasks include text categorization,
text clustering, concept/entity extraction, production of granular taxonomies,
sentiment analysis, document summarization, and entity relation modeling (i.e.,
learning relations between named entities) (Dorre & Seiﬀert, 1999).
Quoting the chemist Frank H. Westheimer, A month in the laboratory can
often save an hour in the library. Often the literature contains already the an-
swers we're looking for, however the overwhelming amount of information makes
it hard to ﬁnd. Missed information in the literature does not only costs time,
but also money and quality. Both the quality of decisions made and the quality
of subsequent research output is compromised when the available information is
not realized. Eﬃcient mining of biomedical literature can diminish the time and
money wasted by missed information and improve the quality of research.
Although text-mining tools applied to areas such as news texts have achieved
high eﬀectiveness, the performance when applied to biomedical literature is still
lower (Dickman, 2003). The main problem with bioliterature is the lack of a
standard nomenclature that describes the entities of the biomedical domain.
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We can often ﬁnd in bioliterature terms referring to the same concept or en-
tity (synonyms), or the same term meaning a diﬀerent biological term or entity
(homonyms).
The universe of possible chemical compounds is inﬁnite, with several million
known chemical compounds listed in databases, however there is no true standard
for representing chemical compounds. We can ﬁnd in the literature a single chem-
ical compound referenced by several representations and nomenclatures. Trivial
names (i.e. alcohol, estragon, testosterone, acetylsalicylate, etc) are widely used
in communication between chemists because they are usually short, but trivial
names generally are not useful in describing the molecular structure of a com-
pound and can be ambiguous or carry diﬀerent meanings in diﬀerent industries
or geographic regions (for instance, the molecule known as epinephrine in the
United States is known as adrenaline elsewhere). Trade names are also used to
represent compounds, but for example seroquel and ketipinor are two trade names
of the compound quetiapine. Registry and catalog numbers (e.g. CAS registry
numbers, EINECS (Geiss et al., 1992), Beilstein registry numbers) are also used
to represent chemical compounds when trivial name ambiguity is to be avoided,
but these identiﬁers are proprietary and thus not freely usable.
In an eﬀort to uniformize and characterize compounds by a unique name, the
IUPAC (International Union of Pure and Applied Chemistry) developed in 1922
a systematic nomenclature for chemical compounds (McNaught & Wilkinson,
1997). The IUPAC systematic names are based on a set of linguistic rules that
apply for its structure, and are quite often not as compact as the trivial names
which are short and simple to memorize. In fact, the IUPAC names can be long
and cumbersome, which is one reason why trivial names are still heavily used
today. In addition, one compound is allowed to have several valid systematic
names. Abbreviations of the systematic names are also widely used, such as DMS
for dimethyl sulphate, which increase even further the possibilities for naming
chemical compounds.
In conjunction with that variety of names, sometimes a focus has to be given
to the structure of the molecules and thus they are referred by their molecular
formula or other linear notations that represent the structure of chemical com-
pounds. Widely used linear notations include the SMILES (Simpliﬁed Molec-
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ular Input Line Entry Speciﬁcation) (Weininger, 1970a). This format was cre-
ated in 1986 which is human writable and readable, but is not canonical which
means that one chemical compound may be described by several diﬀerent SMILES
(Weininger, 1970b). During 2000-2005 IUPAC and NIST (National Institute of
Standards and Technology) developed the linear notation InChI (International
Chemical Identiﬁer) which was designed to be canonical and thus provide a stan-
dard to encode molecular information (McNaught, 2006). InChI is intended to
be used as an independent, freely usable and non-proprietary unique identiﬁer
of chemical compounds, and has gained broad acceptance by the major chemical
databases. This format however was designed to be machine writable and read-
able, and it is extremely diﬃcult for a human to visualize a structure based on
the corresponding InChI, as was possible with other formats such as SMILES.
The large ambiguity and diverse manners to represent chemical compounds,
plus the inherently higher complexity of natural language used in scientiﬁc texts
when compared to other areas as news text prevents the achievement of similar
performances by text mining tools (Rebholz-Schuhmann et al., 2005).
2.1.1 Natural Language Processing
Text Mining makes use of Natural Language Processing (NLP) to process and
represent the target text into a machine-readable form (Cohen & Hunter, 2004a).
One of such representations, and one of the simplest, is the bag-of-words, where
the text is represented by a vector with the number of occurrences of each word.
This representation based on word frequencies can be easily created and manip-
ulated, but all the text structure is ignored. It is thus of particular interest for
Information Retrieval (IR) (Lourenço et al., 2010), where the main task is of
selecting a small subset of documents of interest for a speciﬁc topic, thus doc-
ument statistics are specially important and used in IR methods such as tf-idf
(Robertson & Jones, 2007). For other tasks of text mining the text structure is
important and a usual representation is a sequence of words.
There are several popular NLP techniques used by text-mining systems:
Tokenization: aims at fragmenting the text into basic units called tokens (Er-
hardt et al., 2006). This is typically the ﬁrst step in text-mining systems,
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however several ways to tokenize exist. For typical text, the white-space
character can be considered an accurate boundary to split text into words,
however in bioliterature there are entities such as chemical compounds de-
scribed by systematic names where the comma and the hyphen can also be
an appropriate character.
Stemming: the process for reducing inﬂected (or sometimes derived) words to
their stem, base or root form (Spencer, 1991).
Part-of-speech tagging: aims at labeling each word with its semantic role,
such as nouns, verbs, adjectives, adverbs, etc, based on both its deﬁnition
as well as its context (Jurafsky et al., 2000).
Word sense disambiguation: because many words have more than one mean-
ing, it aims at determining in which sense a word is used in a given sentence
(Stevenson & Wilks, 2005).
Parsing: is a process based on analyzing a sentence or string of symbols in a
speciﬁc language, to determine its grammatical structure, with regards to a
given formal grammar. A parser usually takes a lexical-analyzer-produced
sequence of tokens as input, and afterwards builds a parse tree based on
those tokens (Cohen & Hersh, 2005).
Anaphora resolution: anaphora is an instance of an expression referring to
another, to resolve it is to ﬁnd what the anaphora is referring to (Mitkov,
2002). For example, in the sentence The molecule has high reactivity, thus
this compound should be used. the nouns molecule and compound refer to
the same entity.
Text mining systems make use of a combination of NLP techniques in or-
der to achieve their main goal in terms of machine readable representation of
unstructured text.
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2.1.2 Named Entity Recognition
After an appropriate structured representation of text is completed, Named En-
tity Recognition (NER) is normally the next step in text mining systems, since it
is a prerequisite for Information Extraction (IE) tasks. NER aims at locating and
classifying tokens present in the text into predeﬁned categories (e.g. the names of
people, organizations and locations, and expressions of times, quantities, mone-
tary values, percentages, etc.). In the biomedical domain, the majority of existing
works have been focused on the recognition of named genes and protein names
and in a less extension of chemical compounds, diseases and general biomedical
terms. There are three main approaches used by text-mining systems for the task
of entity recognition:
Dictionary based: rely on the availability and completeness of terminologies in
a given domain to ﬁnd matching entities in the text. These methods are
quick and easy to implement, however will only ﬁnd the entities already
present in the used terminology and for many tasks the recognition of novel
entities is important. Also, there are terms in dictionaries (gene names
for instance) that are common English words, a problem that will produce
many false positives (Spasic et al., 2005).
Rule based: similar to the dictionary based approach, but instead of looking for
matching dictionary terms in the text, manually devised regular expressions
and rules are used. It requires that expert curators analyze the literature to
ﬁnd patterns on how and where the target entities appear in the text, and
creates a rule that can be used to ﬁnd new entities in the same conditions.
The rules represent the knowledge acquired by experts when performing
the entity recognition task, and when applied to new text this rules usually
identify entities with high precision. However the process of creating the
rules and patterns is manual, which makes it time-consuming. Furthermore,
from a sub-part of the text it is impossible to derive a set of rules that
encompass all possible cases (Blaschke et al., 1999; Cohen & Hunter, 2004b).
Case based: in this approach, experts are required to manually label entities in
a set of documents that will be used as training data for a machine learning
16
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algorithm. A statistical model is produced by the learning algorithm based
on the training data and can be used for classiﬁcation of new text. The
bottleneck of this approach is the creation of a set of cases large enough
to enable the creation of an accurate model for the rest of the text (Spasic
et al., 2005).
Dictionary based methods are the ones easier to implement since it is rela-
tively simple to create lists containing synonyms and term variants from existing
data resources, and have the advantage of mapping the entities to the database
identiﬁers they refer to (entity resolution) during the recognition process.
The remaining approaches are more diﬃcult to implement because manual in-
tervention is required and do not perform entity resolution. However to ﬁnd novel
entities that do not yet have been included in data resources machine learning or
rule based approaches have to be used.
The rule based approaches are the more demanding in terms of curator ex-
pertise. Experts must not only tag target entities in text, but also ﬁnd how the
relevant information is expressed so that eﬃcient patterns can be identiﬁed and
expressed as rules. Machine leaning approaches are less demanding because the
experts only need to annotate the training text set. There are several machine
learning algorithms that have been used for NER tasks, most of them are super-
vised learning techniques such as Decision Trees (Sekine et al., 1998), Maximum
Entropy Models (ME) (Bender et al., 2003), Hidden Markov Models (HMM)
(Zhao, 2004), Support Vector Machines (SVM) (Takeuchi & Collier, 2003) and
Conditional Random Fields (CRF) (McCallum & Li, 2003a). Despite being eas-
ier than devising handcrafted rules, annotating text is still a diﬃcult task for
curators and sometimes a large enough annotated corpus is not available, or is
of poor quality. In those situations a semi-supervised learning method such as
bootstrapping can be used (Vlachos & Gasperin, 2006).
2.1.3 Entity Resolution
An inevitable step to the correct identiﬁcation of entities is the mapping of the
identiﬁed entities to unique database identiﬁers, a process named Entity Reso-
lution, or normalization. Machine learning approaches cannot easily map recog-
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nized entities in text to entries in databases because normalization requires an
eﬃcient identiﬁcation of synonyms, the resolution of acronyms, and the handling
of spelling variants, which still remain a signiﬁcant challenge for this approaches.
Systems that use dictionaries with lists of synonyms and algorithms to deal
with permutations, spelling variants, and acronyms are better suited for nor-
malization of named entities. For those reasons, most existing chemical entity
recognition systems are based in dictionaries, or use them in combination with a
rule or case based approach. Available data resources can be used in the process
of entity recognition and resolution of textual entities to database entries.
Through the entity resolution process the amount of information associated
with a named entity in text can be signiﬁcantly increased. For instance, the
token amastatin might be recognized as a chemical compound, but from its
name we do not get much information. However, when that entity is normalized
to the ChEBI database as being the compound with the identiﬁer CHEBI:2624,
we immediately gain the much more meaningful information that amastatin is a
tetrapeptide with the molecular formula C21H38N4O8. We also get to know its
molecular structure, which can be used to compare it with other molecules, and
the information that this molecule has the biochemical role of protease inhibitor.
In a similar way, a recognized gene name has a nucleic acid sequence in the
GeneBank database and a protein has a tridimensional structure in the Protein
Data Bank (PDB) as well as much more available information.
All the information that can be accessed in databases is important and have
the potential to be useful in the validation of entity recognition. As an example,
in a document where amastatin is found, if a protein that has function of pro-
teinase is also found, we have a good evidence that both entities have in fact been
correctly identiﬁed, since the existing domain knowledge suggests a relationship
between these entities.
2.1.4 Information Extraction
Information Extraction (IE) goes beyond NER and aims at the automatic ex-
traction of predeﬁned types of facts from the literature. The most usual facts to
be extracted are relationships between named entities (Krallinger et al., 2008).
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Relationships between named entities such as for instance compound A inhibits
compound B can be useful and unknown information, that after validation by
curators can be subsequently stored in a database. By using the domain knowl-
edge acquired by the entity resolution process a relationship can be conﬁrmed,
which gives a solid evidence that those entities have been correctly identiﬁed. It is
also through relationship extraction that text mining can extract new knowledge
from the literature, ﬁnding relationships that were not yet described in the data
sources but that are described in the literature.
Several relationships between entities are of interest, and not always between
entities of the same type. High-throughput experiments generate large protein-
interaction networks, and there are already systems to retrieve protein interac-
tions such as the Information Hyperlinked Over Proteins (iHOP) (Hoﬀmann &
Valencia, 2004). Chemical interactions can describe chemical reactions, and be
also used as evidence of correct entity recognition.
The relationships linking chemical entities and other biomedical entities pro-
vide an integrated view of the biological systems (Kitano, 2002). Drug discovery
would beneﬁt from the information given by relationships (for example, com-
pound A inhibits protein B, or compound C attenuates the eﬀects of disease D)
(Cho et al., 2006).
The simplest approach to IE is co-occurrence, that aims at identifying entities
that co-occur within a given text frame (such as a sentence or a paragraph). Sur-
prisingly, co-occurrence as a basic type of relationship already suﬃces to identify
and to represent a signiﬁcant portion of the existing relationships in scientiﬁc
text (Jelier et al., 2005). Simply by having co-occurrence information of identi-
ﬁed entities, it is possible to compare entities that co-occur (for instance, compare
the structure of two compounds that have been mapped to the ChEBI database)
and through that comparison we can ﬁnd how closely related the co-occurring
entities are ﬁnd evidence of known relationships between them that support the
fact that they were referred to in the same text frame. This is useful because the
scope of a document is usually narrow, and the entities present together in a text
frame tend to be related somehow. In a similar way, for other kinds of entities
such as genes or proteins that have been found and mapped to reference database
identiﬁers, it is possible to perform a comparison by alignment of sequence using
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Basic Local Alignment Search Tool (BLAST) can provide sequence similarities
(Altschul et al., 1990).
A more sophisticated method to ﬁnd relationships between chemical and
biomedical entities consists in the usage of NLP methods for the identiﬁcation of
general grammar patterns in addition to the co-occurrence of entities (e.g., entity
A verb entity B). The eﬃcient identiﬁcation of such patterns is however very
diﬃcult, because there is no controlled vocabulary, and so there are several ways
to describe the same relationship (e.g. chemical is an inhibitor of protein and
chemical inhibits protein) and a similar pattern can have very diverse semantic
value (e.g. chemical deﬁnitely inhibits protein and chemical probably inhibits
protein). Usage of NLP in this fashion can be combined to provide an overview
about the kind of relationship between entities, but it still does not provide a
functional comparison of the entities. For instance, a document describing sev-
eral molecules that act as chromophores. There is a clear functional coherence
between the entities that will be present in the document, but simple structural
similarity might indicate no relation between the compounds because its struc-
ture can be diverse, and only if chromophores is identiﬁed as an entity can NLP
approaches ﬁnd a meaningful relation. Also in the case of genes and proteins,
there are analogous and homologous proteins and thus similar structure does not
imply similar function. To address the functional comparison of entities, other
information such as the knowledge represented in ontology data resources have
to be used.
2.1.5 Ontologies
The concept of ontology originated in philosophy as the study of being and re-
ality, and particularly the classiﬁcation within a hierarchy of the entities that
exist. Controlled vocabularies, taxonomies and thesaurus can be comparable to
ontologies in such sense (Bodenreider & Stevens, 2006).
In the context on computer science an ontology is a formal, explicit speciﬁca-
tion of a shared conceptualization for a domain of interest (Gruber et al., 1995).
Ideally, an ontology should contain formal explicit descriptions of the concepts
in a given domain, which should be organized and structured according to the
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relationships between them. They also make the relationship between concepts
explicit, which allows further reasoning and enables a fuller representation of the
information by including such aspects as interacting partners, speciﬁc roles, and
functions in speciﬁc contexts or locations.
The role of biomedical ontologies has changed in recent years: from limited
in scope and scarcely used by the community, to a main focus of interest and
investment. Although clinical terminologies have been in use for several decades,
diﬀerent terminologies were used for several purposes, hampering the sharing
of knowledge and its reliability. This has lead to the creation of biomedical
ontologies to answer the need to merge and organize the knowledge, and overcome
the semantic heterogeneities observed in this domain. While the ﬁrst attempts at
developing them focused on a global schema for resource integration, real success
and acceptance was only achieved later by ontologies for annotating bioentities
(Bodenreider & Stevens, 2006). Since then, biomedical ontologies have been
successfully used for other goals, such as description of experimental protocols and
medical procedures. Several biomedical ontologies are popular today, especially
the Gene Ontology. It is currently the most successful case of ontology application
in bioinformatics (Bada et al., 2004), and provides an ontology for functional
annotation of gene-products in a cellular context, capable of dealing with the
semantic heterogeneity of gene product annotations in other databases.
Many ontologies have been developed in the recent years following the success
of GO, which has prompted the development of the Open Biomedical Ontologies
(OBO) Foundry, a project dedicated to coordinating the development of new
biomedical ontologies (Smith et al., 2007). In addition to the GO, members of the
OBO Foundry include the Chemical Entities of Biological Interest (ChEBI), Cell
Ontology (CL), Sequence Ontology (SO), among a growing number of biomedical
ontologies.
The OBO Foundry deﬁnes a set of principles to which new ontologies should
adhere in order to be accepted as members of the project, which are set to ensure
high quality and formal rigor, and also interoperability between OBO member
ontologies. The key principles enforced are:
 Open access: the OBO is intended to be a shared community resource, with
all member ontologies openly available.
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 Delineated content: every new ontology must be orthogonal to other OBO
ontologies to avoid the problems of redundant information and conﬂicting
deﬁnitions.
 Textual deﬁnitions: ontology concepts should include a precise textual def-
inition to avoid ambiguity and convey the meaning within the context of
the ontology.
 Deﬁned relationships: the OBO Foundry includes the Relation Ontology,
which deﬁnes the possible relationship types between the terms of member
ontologies. OBO ontologies should use these relationships or others deﬁned
in a similar way.
 Shared syntax: OBO ontologies must be expressed or expressible in a com-
mon shared syntax, which can be either the OBO syntax developed by the
project, or OWL, the web ontology language deﬁned by the W3C.
The result of complying with these principles is that OBO ontologies have sim-
ilar structural aspects and a shared syntax, which facilitates the integration of
their information and makes the use of common software tools possible. Further-
more, by ensuring that the ontologies are orthogonal, redundancy is minimized
and the problem of having concurrent deﬁnitions for the same concepts is avoided.
2.2 Information Resources
Although chemistry as a discipline is much older than modern molecular biology,
chemical information is generally more proprietary than biological information.
Pharmaceutical companies fund drug discovery and thus a signiﬁcant amount of
knowledge on bioactive compounds is kept conﬁdential.
Proprietary data resources such as chemical registries already exist for a long
time, but recently several eﬀorts have being made to develop open accessible
repositories of chemical information.
This section will present some of the most popular biomedical and chemical
information resources.
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2.2.1 Gene Ontology
The Gene Ontology (GO) is the most successful biomedical ontology and was
created as an eﬀort to address the need for consistent descriptions of gene prod-
ucts in diﬀerent databases. (Ashburner et al., 2000). It is organized into three
structured, controlled vocabularies (ontologies) that describe gene products in
terms of their associated biological processes, cellular components and molecular
functions in a species-independent manner.
Each of these ontologies is structured as a Directed Acyclic Graph (DAG),
which is identical to a tree with the exception that terms can have multiple
parents. A True Path Rule is followed which states that the pathway from a
child term all the way up to its top level parent(s) must always be biologically
accurate. This means that broad terms are at the top of the hierarchy while more
speciﬁc terms are at the bottom, and when a gene is assigned with a speciﬁc term,
the more general parent terms of that term are implied functional assignments.
The terms are linked to each other by three types of relationships: is a, part
of and regulates. The relation is a is a simple class-subclass relationship, part of
expresses a part-whole relationship with the particularity that the existence of the
whole does not imply the existence of the part, regulates refers to the relationship
where one process directly aﬀects the manifestation of another process or quality.
2.2.2 Chemical Entities of Biological Interest
Chemical Entities of Biological Interest (ChEBI) (Degtyarenko et al., 2007) is a
freely available dictionary of small molecular entities that currently contains over
30,000 entries at the higher quality rating of 3 stars.
In fact, ChEBI contains a larger amount of entries that are still in a prelim-
inary phase. Entries that have been proposed but are barely curated are given
a 1 star score. Two star entries already have some curation, usually performed
by external ChEBI collaborators, and are closer to the quality expected from
ChEBI. Three star entries have been fully curated by the ChEBI team, and are
thus of high quality. The entries are organized in an ontology. The ChEBI ontol-
ogy currently contains almost 30,000 entries at the high quality 3 star level, and
about 38,000 overall (including barely curated entries).
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To enable the ontology organization, ChEBI includes classes of molecular en-
tities and part-molecular entities, structuring molecular entities into subsumption
classes and deﬁning the relations between them. Several relationship types exist
in ChEBI, and a number of them are reciprocal in nature . Following a ba-
sic structure that resembles GO, the ChEBI ontology is subdivided into three
separate sub-ontologies:
 Chemical Entity, in which molecular entities or groups, classes and parts of
molecular entities are classiﬁed according to composition and structure.
 Role, in which entities are classiﬁed on the context of their chemical role,
biological role or possible applications.
 Subatomic particle, that classiﬁes particles which are smaller than atoms.
One individual entry can correspond to several distinct nodes in the ontology
graph, to maintain separate structures for each sub-ontology. Because of this,
the graph of this ontology contains over 35,000 nodes which represent the almost
20,000 individual entries that build the ontology. Some terms are not chemical
compounds but part of compounds, such as functional groups, that make the
ontology structure possible. An example of the ChEBI ontology is given in Figure
2.1, where a simpliﬁcation of the ontology is presented for the compound lactic
acid.
Several diﬀerences exists between the structure of Gene Ontology and ChEBI.
First, because of the existence of reciprocal relationships in ChEBI such as is
enantiomer of and is tautomer of, it is impossible to have an DAG structure in
ChEBI when not ﬁltering these relations.
Second, Gene Ontology contains a standard terminology for the functional
characterization of gene products, but no gene product is part of the Gene On-
tology. In ChEBI, the goal is to provide standard terminology of chemical com-
pounds of biological interest, but the chemical compounds themselves are included
in the ontology.
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Figure 2.1: A example of the ChEBI ontology for the compound lactic acid.
Ancestor nodes and the immediate children of the selected entity are displayed.
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2.2.3 Uniﬁed Medical Language System
The Uniﬁed Medical Language System (UMLS) is a compendium, or an inte-
grated ontology, of text mining-oriented biomedical terminology encompassing
all aspects of medicine (Bodenreider, 2004). It comprises three distinct knowl-
edge sources: the Metathesaurus, the Semantic Network, and the SPECIALIST
lexicon. The Metathesaurus is an extensive, multi-purpose collection of concepts
and terms from the various controlled vocabularies (over 100, including GO and
MeSH (Medical Subject Headings)) and their relationships. Medical Subject
Headings (MeSH) is a comprehensive controlled vocabulary for the purpose of
indexing journal articles and books in the life sciences, currently containing over
25 thousand terms known as subject headings. Subject headings are arranged in
a hierarchy, and Chemicals and Drugs is one of the top level categories.
It deﬁnes biomedical concepts, listing their various names and relationships
and mapping synonyms from diﬀerent sources, thus providing a common knowl-
edge basis for information exchange.
The Semantic Network is an ontology of biomedical subject categories (seman-
tic types) and relationships between them (semantic relations) with the purpose
of semantically categorizing the concepts from the Metathesaurus (each term in
the Metathesaurus is linked to at least one semantic type).
The SPECIALIST Lexicon is an English language lexicon focused on biomed-
ical vocabulary, but also including common English words. Each entry in the
lexicon, or lexical item, includes syntactic, morphological and orthographic infor-
mation, essential for NLP.
2.2.4 Chemical Registries
Over the last century, chemistry-related publications such as journal articles,
technical reports, dissertations, conference proceedings, patents and books have
been manually monitored for unique chemical compounds by chemical registries.
Chemical registries are lists of chemical compounds with associated attributes
where individual compounds can be eﬀectively described by a unique ID number.
Since several Chemical Registries exist, this section presents a description of some
of the most popular registries.
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CAS Registry: Chemical Abstracts Service (CAS) Registry System is the most
predominant chemical registration system. It began in 1965, and currently
contains over 50 million organic and inorganic substances and more than
61 million sequences, and is increasing at the rate of 50,000 new numbers
each week (Dittmar et al., 1976). Hash codes are used to generate unique
CAS Registry Numbers (CASRN) that are assigned to each compound in-
dexed in the registry. It is the most comprehensive repository of chemical
entities available, however this information is copyrighted by the American
Chemical Society, and only up to 10,000 CAS Registry Numbers may be
used by an external database without a license.
Beilstein: The CrossFire Beilstein database is one of the largest and most com-
prehensive factual database in the area of organic chemistry (Heller et al.,
1990). It covers the scientiﬁc literature from 1771 to the present and con-
tains experimentally validated information on millions of chemical reactions
and substances from original scientiﬁc publications. Each compound in the
database is assigned with a Beilstein Registry Number. CrossFire Beilstein
is copyright by Elsevier, and like CAS Registry it requires a license in order
to be used.
The main diﬀerence between a chemical registry and a chemical database is
that in a registry all that is known, unknown or partially known about a substance
has to be recorded. An example is a record of a compound in a chemical database
with stereochemistry unspeciﬁed. Stereochemistry refers to the existence of vari-
ant spatial arrangements of the atoms within the same molecule, which can lead
to diﬀerences in the physical and chemical properties of each stereoisomer. In a
chemical registry, each stereoisomer is considered a diﬀerent entry and as such it
would be required for the curator to specify if the information about the molecular
stereoisomerism is known or not.
2.2.5 Dictionaries
For the fully understanding of biological systems, chemical data needs to be
integrated with the remaining biological information, and recently some initiatives
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have started to create freely available chemical data resources that can be used
as dictionaries.
PubChem: is a database of chemical molecules maintained by the National
Center for Biotechnology Information (NCBI), a component of the National
Library of Medicine, which is part of the United States National Institutes
of Health (NIH). It consists of three linked databases: PubChem Substance,
PubChem Compound, and PubChem BioAssay; containing currently over
37 million entries of pure and characterized chemical compounds and 71
million entries of chemical substances (mixtures, extracts, complexes and
uncharacterized substances) (Wang et al., 2009). PubChem can be freely
accessible from the Entrez suite of bioinformatics utilities and available to
download.
DrugBank: is a resource that combines detailed drug (i.e. chemical, pharma-
cological and pharmaceutical) data with comprehensive drug target (i.e.
sequence, structure, pathway) information (Wishart et al., 2006). It con-
tains nearly 4,800 drug entries and more than 2,500 protein structures (drug
targets) providing trivial, brand, and brand mixture names, IUPAC and a
structure for almost every entity in the form of SMILES or InChI. DrugBank
oﬀered to the public as a freely available resource, in the form of a single
ﬁle in a proprietary format that can be downloaded from the homepage.
ChemBank: currently, ChemBank stores information on hundreds of thousands
of small molecules and hundreds of biomedically relevant assays that have
been performed at the Initiative for Chemical Genetics (ICG) in collabo-
rations involving biomedical researchers worldwide (Seiler et al., 2008). It
requires user registration and is not available for download.
KEGG: Kyoto Encyclopedia of Genes and Genomes (KEGG) is a bioinformat-
ics resource for linking genomes to life and the environment (Kanehisa &
Goto, 2000). It is a collection of several databases that include chemical in-
formation to support eﬀorts aimed at understanding the chemical space that
is part of the biological world. The most relevant components of KEGG
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for chemistry is the LIGAND database that includes the databases EN-
ZYME, COMPOUND, REACTION, GLYCAN and RPAIR and the DRUG
database which contains chemical components of most prescription drugs.
The LIGAND database contains over 50,000 entries, and all databases are
available to download as ﬂat ﬁles.
HMDB: Human Metabolome Database (HMDB) is a freely available electronic
database containing detailed information about small molecule metabo-
lites found in the human body (Wishart et al., 2007b). It contains over
7,900 metabolite entries and approximately 7,200 protein sequences that
are linked to these metabolite entries. The database can be freely down-
loaded.
This resources can be used for chemical named entity recognition and en-
tity normalization, and provide large amounts of information about the putative
entities recognized. It provides the means to compare the chemical entities them-
selves, and with the other kinds of biomedical entities that can be ﬁnd in a
document.
2.2.6 Bioliterature
The facts discovered in the biomedical domain have been mainly published in
the scientiﬁc literature (Bioliterature). It's in this large amount of unstructured
information that important data about chemical compounds can be found, and
it is the object of text mining.
The most widely used freely repository of Bioliterature is MEDLINE (Medical
Literature Analysis and Retrieval System Online), accessed through PubMed.
The MEDLINE bibliographic database contains over 18 million citations from
almost 5,000 diﬀerent publications covering biomedicine from 1950 to the present
day. In addition to the citations, the abstract for most documents is also present
in the database.
There are however commercial alternatives to MEDLINE. In fact, the most
comprehensive chemical literature database is CAplus from CAS (Chemical Ab-
stracts Service), which currently comprises over 32 million references in chemistry
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related areas. This database covers the chemical literature since 1907, including
article references from the major scientiﬁc journals, but also conference proceed-
ings, dissertations, books and patent references from 60 patent authorities around
the world.
Nowadays, some publications have become Open Access Publications, mean-
ing that the full text is made freely available immediately upon publication, and
other publishers oﬀer free access to their publications after a certain time upon
publishing (typically between 6 to 36 months after publishing). The largest free
digital database of full-text scientiﬁc publications is the PubMed Central (PMC),
which started operating in 2000 and currently contains over 2 million full-text
documents.
Many chemical information however have a commercial value, and thus is
described in the patent literature before it is published in scientiﬁc journals. In
some ﬁelds of chemistry, moreover, more than 60% of the chemical information
in patents is never published elsewhere.
A patent is a set of exclusive rights granted to an inventor for a limited time
in exchange for a public disclosure of an invention. The author thus discloses an
invention to the public and gains protection over that invention.
The issue of patents is controlled by patent oﬃces that are governmental
or intergovernmental organizations. There are many patent oﬃces, with the
three mayor being the European Patent Oﬃce (EPO), United States Patent and
Trademark Oﬃce (USPTO) and the World International Property Organization
(WIPO).
Patent documents are organized similarly to scientiﬁc documents, containing
a title, abstract, description and bibliographic data, but containing also a ﬁeld of
claims that deﬁne, in technical terms, the extent of the protection conferred by
the patent.
Access to the full text patent documents is usually provided by the corre-
sponding patent oﬃces through web servers with search engines, which mainly
enable bibliographic retrieval of inventors, patent assignees, patent numbers, in-
ternational patent classiﬁcation codes, and individual words in titles.
30
2.3 Chemical Entity Recognition Tools
2.3 Chemical Entity Recognition Tools
Chemistry is an inherently complex area and, as such, coherent and concise recog-
nition of chemical entities are crucial for computational reasoning. Traditional
Text Mining techniques have been shown to fall short of the scientiﬁc commu-
nity's needs, performing worse than in other domains (Dickman, 2003). Below,
we describe some state-of-the-art entity recognition tools that address the task of
recognizing chemical entities and other biomedical entities with chemical interest
in the literature.
Each of the available tools make use of a combination of information resources
and text mining approaches, and we note that all of the existing tools rely heav-
ily in dictionary matching. Table 2.1 summarizes the diﬀerent resources and
approaches used by each of the tools that will be described.
Name Resources used Approaches
Bioalma AKS Several dictionaries, PubChem Dictionaries, Rules
Whatizit Several external dictionaries Dictionaries
EBIMed GO, NCBI taxonomy, Dictionaries
MedlinePlus, UniProt
OSCAR Internal dictionary based in ChEBI Dictionaries, rules and ML
SCAI Several dictionaries Dictionaries for trivial names,
ML for systematic names
BioTeKS Several dictionaries and ontologies Dictionaries, ML, Rules
I2E Domain speciﬁc ontologies Dictionaries
Luxid Several dictionaries Dictionaries and Rules
Table 2.1: Overview of biomedical entity recognition tools.
2.3.1 Bioalma AKS
Bioalma's text mining tool is called AKS (Alma Knowledge Server) and contains
a rule-based entity recognition module named Text Detective integrated with
other components for identiﬁcation of biomedical entities (Torres et al., 2007).
In order to eﬃciently identify gene names, Text Detective tokenizes the in-
put text and performs tagging of each token according to biologically relevant
categories, using a combination of rules and hand-crafted lexicons (Tamames,
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2005). The categories are: CENTRAL, that will be the tag of words that are
very informative of the possible function of a protein (such as receptor, or ki-
nase); TYPE, which include words such as alpha, a1, c, 12, TNF, that
deﬁne the exact identity of the gene; LOCATION, which include cellular, sub-
cellular and tissue locations; CHEMICAL, which include chemical compounds,
identiﬁed by a set of rules (preﬁxes, suﬃxes and substrings) that follow carefully
the chemical nomenclature. In addition there is also the tag BIOWORD, which
include biologically relevant words that do not fall in the previous classes and
OTHER, which is the tag of all remaining words. With the tagged tokens, Text
Detective applies yet another set of rules that take advantage of the sequence
of tags and hand-crafted gene name lexicons to identify and normalize into ref-
erence databases gene names and symbols. A similar process is used by other
components to identify other biomedical entities, including chemicals and drugs,
diseases, symptoms and organisms.
Entities: AKS is capable of identifying a wide range of biological entities such
as genes, proteins, chemical compounds, drugs, diseases, symptoms and
generic biomedical terms.
Resources: Proprietary lists of the diﬀerent biomedical entities generated and
internally maintained by Bioalma. For chemical compounds, the list was
initially populated from PubChem.
Approach: The system uses a rule-based approach, which means that the pro-
cess of identifying the entities on the text is based on a predeﬁned set of
rules that are manually managed.
Evaluation: Text Detective, the gene and protein identiﬁcation component,
have been evaluated with the BioCreative data set. For this task the system
achieves an average of 80% precision and 70% recall.
Availability: AKS is a commercial, subscription-based system that can be ac-
cessed in the Bioalma' webpage (www.bioalma.com/aks2/). This technol-
ogy is the basis for Bioalma's novo|seek (Allende, 2009), a free biomedical
search tool that can be found in www.novoseek.com.
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2.3.2 Whatizit
Whatizit (Rebholz-Schuhmann et al., 2008) is a text processing tool that can
identify molecular biology terms and linking them to publicly available databases.
Identiﬁed terms are wrapped with XML tags that carry additional information,
such as the primary keys to the databases where all the relevant information is
kept.
Identiﬁcation of entities is performed by dictionary lookup, through matching
the terms in the literature to those in a lexicon. Several lexicons are available
in Whatizit to be used through pipelines that annotate most kinds of biomedical
entities. ChEBI is one of the dictionaries available in Whatizit, through the
pipeline whatizitChebiDict.
Entities: Whatizit ﬁnds the entities present on the data resource selected to be
used.
Resources: Extensive list of data resources are available to use through provided
pipelines. Most freely accessible biomedical data resources are available.
Approach: Uses dictionaries to match the entities in the documents.
Evaluation: No formal evaluation has been published.
Availability: Freely available at www.ebi.ac.uk/webservices/whatizit.
2.3.3 EBIMed
EBIMed combines document retrieval with co-occurrence of biomedical entities
in MEDLINE abstracts. The tool retrieves abstracts selected through keyword
queries and then performs entity recognition using several resources (UniPro-
tKb, Gene Ontology, MedlinePlus and NCBI taxonomy for ﬁnding proteins, GO
terms, drugs and species, respectively). These resources are used as dictionar-
ies, and any extra information that can be conveyed, such as relationships from
ontologies, is not used. However EBIMed takes advantage of the synonyms list
provided by the diﬀerent resources, and makes extensive use of NLP to expand
spelling variants when matching an entity in a dictionary (for example, the protein
33
2. STATE OF THE ART
HZF1 will also match the spelling variants HZF 1, HZF-1 and HZF_1).
EBIMed looks for every protein in the text that co-occurs with another protein,
GO term, drug or mention of a species because these can be interpreted as protein-
protein interactions, functional annotations, drug targets and model organisms.
The extracted sentences and terminology are used to generate an overview table
of these paired co-occurring terms (Rebholz-Schuhmann et al., 2007). The ad-
vantage of EBIMed is the extensive use of biomedical terminology resources to
process PubMed abstracts and report associations between terms, thus giving an
overview of a multitude of relations and organizing the information.
Entities: EBIMed is capable of ﬁnding proteins, GO terms, drugs or mention of
a species.
Resources: UniProtKb provides the dictionary for identifying proteins, Gene
Ontology for describing cellular components, biological processes and molec-
ular functions, MedlinePlus for identiﬁcation of drugs and the NCBI tax-
onomy as terminology resource for species.
Approach: Uses dictionaries to match the entities in the documents. Usage of
NLP to preprocess the documents and expand the search.
Evaluation: EBIMed was evaluated in a set of documents related to a speciﬁc
protein, the Wnt protein, for assessment of the quality of the identiﬁcation
of terms and relations in the retrieved sentences. The precision obtained
for protein recognition in the dataset was 90%, and according to further
analysis of four proteinprotein pairs from the Wnt pathway was estimated
that 37% of the statements containing such a pair mentioned a meaningful
interaction
Availability: Freely available at www.ebi.ac.uk/Rebholz-srv/ebimed/.
2.3.4 OSCAR
OSCAR (Open Source Chemistry Analysis Routines) relies on an internal lexicon
of chemical names and structures initially populated using ChEBI and further
extended using PubChem, allowing also the user to further extend the lexicon
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using own resources (Corbett & Murray-Rust, 2006). In the entity recognition
process, NLP is used to tokenize the text, making use of lists of known chemical
suﬃxes and preﬁxes, as well as lists of common English words, for the correct
tokenization and identiﬁcation of chemical compounds. In addition to the usage of
its internal lexicon, the performance of this system was improved by the addition
of manually created rules to avoid systematic errors and the usage of cascade
classiﬁers to provide entity recognition scores (Corbett & Copestake, 2008). This
open source program is one of the few available to the academic community,
and its latest version features a modular API that permits client programmers
to incorporate it into external applications more easily than previous versions
(Jessop et al., 2011).
Entities: Recognizes systematic and trivial names, acronyms and formulas of
chemical compounds.
Resources: Internal lexicon (based in ChEBI and PubChem).
Approach: Uses the chemical lexicon with NLP to identify the entities, uses
some rules to avoid systematic errors and machine learning to assign recog-
nition scores.
Evaluation: OSCAR was evaluated in a corpus of 42 chemistry papers (Corbett
et al., 2007) achieving a best F-score of 80% (Corbett & Murray-Rust,
2006).
Availability: The source code is available for download in http://apidoc.ch.
cam.ac.uk/oscar3/. It contains also instructions in how to use the code,
but some advanced computer knowledge is desired since it is not as user
friendly to run as most other web-based systems.
2.3.5 Fraunhofer SCAI
Fraunhofer SCAI developed a commercial suite of tools for biomedical and chemi-
cal named entity recognition based on dictionaries and machine learning. ProMiner,
originally a rule-based protein and gene entity recognition tool, was expanded to
identify trivial chemical names using a dictionary-based approach (Hanisch et al.,
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2005a). An independent machine learning method based on conditional random
ﬁelds (CRF) is responsible for systematic chemical name (IUPAC and IUPAC-
like) identiﬁcation, and achieves performances of 80-85% F-score (Klinger et al.,
2008). A tool for the reconstruction of chemical information from chemical struc-
ture depictions (ChemoCR) has also been developed.
Entities: Wide range of biomedical entities like genes, proteins, diseases or chem-
icals.
Resources: UniProt for protein dictionary and EntrezGene for gene dictionary.
Approach: Rule-based approach for identiﬁcation of gene, protein, and trivial
chemical names. Machine-learning approach for systematic chemical names.
Evaluation: The gene and protein recognition component of ProMiner was eval-
uated in the BioCreative challenge (Wilbur et al., 2007) with F-score of 80%.
The systematic chemical name recognition component was evaluated in a
corpus of MEDLINE abstracts (Kolárik et al., 2008) achieving an F-score
of 85% for that task (Klinger et al., 2008).
Availability: Commercial suite of tools, with more information in the company
webpage (http://www.scai.fraunhofer.de).
2.3.6 IBM BioTeKS
The IBM BioTeKS (Biological Text Knowledge Services) system was build using
the IBM's Unstructured Information Management Architecture (UIMA). UIMA
is a component software architecture for the development, discovery, composition,
and deployment of multi-modal analytics for the analysis of unstructured infor-
mation and its integration with search technologies developed by IBM. The source
code for a reference implementation of this framework has been made available
on SourceForge, and later on Apache Software Foundation website (Ferrucci &
Lally, 2004). BioTeKS is composed of a large set of annotators for the analysis of
biomedical text, provides solutions for the syntactic analysis of the documents,
identiﬁes a variety of named biomedical entities including chemical compounds,
and can extract relations between entities (Mack et al., 2004; Uramoto et al.,
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2004). The advantage of the implementation of this system as a UIMA-based,
service-oriented architecture is that annotators can be added or replaced depend-
ing on the needs of the user of the system, providing ﬂexibility in the approach
to be used for each task.
Entities: Genes, drugs and diseases. Extensible to support other classes of en-
tities.
Resources: Uses UMLS as primary resource but the user can include additional
terminologies. Also uses lists of common preﬁxes and suﬃxes of chemical
compounds.
Approach: Dictionary lookups for recognition of UMLS concepts and rule-based
approach for the recognition of chemical fragment strings.
Evaluation: Evaluation was made using the GENIA corpus (Kim et al., 2003)
for general biomedical terminology recognition, and for chemical compound
recognition an evaluation was made using a manually annotated test bed
of ten patent documents. A best F-score of 90% was achieved (Mack et al.,
2004).
2.3.7 Linguamatics I2E
Linguamatics I2E (Interactive Information Extraction) uses NLP-based querying
to extract relevant facts, relationships, and quantitative data from large document
collections. Semantic search capabilities are enhanced by plugging in domain
knowledge in the form of taxonomies, thesauri, and ontologies. Query results are
presented in a range of structured forms, including tables with highlighted hits
and direct links to source documents.
Entities: Biomedical entities such as genes, diseases, and chemical compounds.
Resources: Domain-speciﬁc ontologies.
Approach: NLP method to identify the several entities.
Evaluation: Not available.
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Availability: Commercial system available at www.linguamatics.com.
2.3.8 TEMIS Luxid
Luxid is the commercial text mining solution oﬀered by TEMIS. It is a service-
oriented, modular architecture built on the UIMA framework (Ferrucci & Lally,
2004). The identiﬁcation of biological and chemical entities is mediated by mod-
ules that use dictionaries and rule-based methods. This system extracts relation-
ships between biological and chemical entities that are identiﬁed and normalizes
those entities to database entries wherever possible.
Entities: Biological, chemical and medical entities.
Resources: Domain-speciﬁc databases.
Approach: NLP and rule-based methods to identify the several entities.
Evaluation: Not available.
Availability: Commercial system available at www.temis.com.
2.4 Performance Assessment
Text mining systems have to perform as best as possible in mining the liter-
ature to eﬀectively achieve its goals of Information Retrieval and Information
Extraction. Therefore it is essential that the eﬀectiveness of the systems can be
quantiﬁed to enable the comparison of diﬀerent systems. For diﬀerent systems to
be compared in their performance, it is not enough that both be evaluated using
the same measure. Systems need to be compared performing the same task in
the same conditions. Thus evaluation via task-based challenges is essential to the
community (Hirschman & Blaschke, 2006).
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2.4.1 Evaluation Measures
To assess the quality of an Information Retrieval or Extraction system, several
statistics can be collected depending on the goal of the system, which measure
its performance.
Usual tasks that are evaluated include document retrieval, where a system is
required to select from a large collection of documents the ones that are relevant
to one speciﬁc topic. The other usual task is named entity recognition, where
for a collection of documents, a system is required to correctly locate relevant
entities.
For the document retrieval task, the evaluation is usually performed by experts
that manually analyze the retrieved documents to verify its relevance.
In the case of entity recognition, a previously manually annotated corpora
is usually used as gold standard. The gold standard is considered the ideal
result, and the entity recognition results obtained by the recognition systems are
compared against it.
In retrieval tasks, a relevant document retrieved is considered a True Positive
(TP) while a non-relevant one is a False Positive (FP). Following the same logic, a
relevant document that was not retrieved would be a False Negative (FN), and a
non-retrieved non-relevant document a True Negative (TN). Because the experts
will normally only analyze the retrieved documents, it is usual that only the True
and False Positives are known, unless the experts have previously analyzed the
universe of documents to decide which are to be considered relevant.
In entity recognition tasks, when the system correctly identiﬁes an entity that
was recognized by the experts, it is a True Positive, otherwise is a False Positive.
An entity recognized by the experts that the recognition system fails to recognize
is a False Negative and when the system correctly decides that a piece of text is
not an entity it is a True Negative. In this case in addition to the True and False
Positives we also know the False Negatives.
All outcomes of a system can be assigned to one of the four possibilities in
the contingency matrix of Table 2.2.
Classiﬁcation algorithms aim at maximizing the true positive and the true
negative rate. The measures that typically are used to calculate their performance
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Relevant entities Non relevant entities
Recognized True Positives (TP) False Positives (FP)
Not recognized False Negatives (FN) True Negatives (TN)
Table 2.2: Contingency matrix for the outcomes of a text mining system.
are precision, recall and F-measure.
Precision: Represents the percentage of entities that were correctly identiﬁed,
or the fraction of retrieved documents that are relevant to the search. It
gives a measure of the ability of an algorithm to retrieve only relevant items.
Precision =
TP
TP + FP
(2.1)
Precision is a measure how well an algorithm performs in avoiding to re-
turn non relevant entities (minimization of the FP rate). To achieve high
precision the systems can retrieve few items that are most likely relevant,
however will suﬀer from low recall.
Recall: Represents the percentage of correctly identiﬁed entities, or the frac-
tion of the documents that are relevant to the query that are successfully
retrieved. It gives a measure of the ability of an algorithm to extract all
relevant items.
Recall =
TP
TP + FN
(2.2)
Recall is a measure how well an algorithm performs in returning relevant
entities (maximization of the TP rate). A high recall indicates that most
of the relevant items were found. A recall 100% means that every relevant
item was found. To easily achieve high recall values, the systems can return
a large number of items, but will suﬀer from low precision.
F-measure: We have seen that both precision and recall by themselves are suﬃ-
cient to characterize the eﬀectiveness of an algorithm. F-measure combines
recall and precision in a single eﬃciency measure that can assess the quality
of a system.
F-measure =
2× Precision× Recall
Precision+ Recall
(2.3)
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It is the harmonic mean of precision and recall, and high percentages can
only be achieved by combining both good precision and good recall.
Mean Average Precision (MAP): Retrieval systems usually return a ranked
list of documents, thus it is desirable to consider the rank in which the
returned documents are presented in the evaluation process. Average Pre-
cision emphasizes ranking relevant documents higher. It is the average of
precisions computed at the point of each of the relevant documents in the
ranked sequence.
MAP =
∑N
r=1(P (x)× rel(r))
TP + FN
(2.4)
where r is the rank, N the number retrieved, rel() a binary function on the
relevance of a given rank, and P() precision at a given cut-oﬀ rank.
This metric is also sometimes referred to geometrically as the area under
the Precision-Recall curve.
The evaluation of each system is important, however there is only limited
information on the performance of some of these recognition systems, specially in
commercial systems. Even when evaluation exists, the corpus and the annotation
method used for the evaluation of each system diﬀers. It is thus essential that
the performance of the diﬀerent systems are assessed for achieving the same task,
in the same corpus. This is the objective of evaluation competitions.
2.4.2 Community Evaluations
To evaluate a Text Mining system, its output is either compared to a gold stan-
dard previously built by experts or is manually inspected by an expert. The need
for a large manual eﬀort for the creation of a gold standard greatly contributes
to the lack of available corpus, and thus the lack of comparable evaluations. This
fact is true in the biological domain but aﬀects even more the chemical domain,
where the documents might contain commercial value.
However, to assess the performance of existing bioentity recognition tools,
several competitions have been held to compare the performance achieved by
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diﬀerent tools that use diﬀerent approaches in solving the same task under stan-
dardized conditions.
The International Conference on Knowledge Discovery and Data Mining (KDD
Cup 2002) was one of the ﬁrst competitions to benchmark biomedical text min-
ing tools. In this competition there was a task that consisted on identifying
biomedical documents containing relevant experimental results about Drosophila
research, and the genes involved. 32 systems participated in this competition with
the best submission achieving an F-measure of 78% in the document decision, and
67% in the gene decision (Yeh et al., 2002).
The JNLPBA 2004 focused the recognition of several bioentity classes using
the GENIA corpus. The classes of entities to be recognized included protein,
DNA, RNA, cell line and cell type, and the best submission achieved a F-measure
of 72% (Kim et al., 2004).
Also in 2004, the ﬁrst edition of the BioCreative competition took place. It
contained tasks for gene and protein identiﬁcation (82% F-measure achieved) and
their normalization to databases, as well as a task of retrieval of text passages
in full text articles that provide evidence for GO annotations about a particular
protein (F-measures of 20% were achieved) (Hirschman et al., 2005). A second
edition was held in 2006 and included tasks similar to the ﬁrst edition (with
best achieved F-measure of 87%), in addition to a protein-protein interaction
task where the goal was the automatic extraction of physical protein-protein
interaction annotations from the literature (Morgan et al., 2008). A third edition
was of BioCreative took place in 2011 and included a gene normalization task
and two protein-protein interaction (PPI) tasks (Arighi et al., 2011). For 2013, a
new edition will be taking place (BioCreative IV) which includes new tasks and
for the ﬁrst time focus on chemical entities. One of the tasks in the competition
is chemical and drug named entity recognition.
The Text REtrieval Conference (TREC) is an on-going series of workshops
focusing on a list of diﬀerent information retrieval (IR) research areas, or tracks.
From 2003 to 2007 a Genomics Track was held, which contained several tasks
for document retrieval, gene identiﬁcation and question answering (Hersh &
Voorhees, 2009). Table 2.3 describes the tasks for each edition.
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Years Task description
2003, 2004, 2005 Ad hoc document retrieval
2003 Annotation of gene reference into functions
2004, 2005 Categorization of documents containing gene function data
suitable for triage to annotators assigning GO terms for
Mouse Genome Informatics (MGI) database
2006 Passage retrieval (part of sentence to paragraph) with linkage
to ﬁve entities (e.g., genes or proteins) and the source article
2007 Entity-based question answering based on passage
retrieval linked to 14 entities and source article
Table 2.3: Tasks in TREC genomics track.
Since 2009 a new track was established in TREC, the TREC Chemical IR
Track, with the goal to develop and evaluate technology for large scale search in
chemistry-related documents, including academic papers and patents, to better
meet the needs of professional searchers, and speciﬁcally patent searchers and
chemists.
The Chemical IR track in TREC (CHEM-TREC) was organized in order to
address the challenges of chemical and patent IR and to promote the research in
chemical information retrieval (Zhu & Tait, 2008).
The test collection consists of a large amount of patent documents from the
chemical domain, covering chemistry-related patents registered at the three major
patent oﬃces (EPO, USPTO and WIPO).
Systems are evaluated according to their performance in information retrieval
tasks, i.e. given a particular topic systems must retrieve a ranked list of docu-
ments that are most relevant for that topic.
For the time being, community evaluations for the chemical domain are still
focusing in Information Retrieval, i.e. selecting the most relevant documents for
a particular question in order to diminish the size of information available.
A new edition of the BioCreative challenge (BioCreative IV) is under prepa-
ration and will take place throughout 2013 1. One of the tasks for this edition
is a chemical compound and drug name recognition task. The organizers see
1http://www.biocreative.org/tasks/biocreative-iv/chemdner/
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recognition of chemical entities as a crucial step for other subsequent text pro-
cessing strategies, such as detection of drug-protein interactions, adverse eﬀects
of chemical compounds and their associations to toxicological endpoints or the
extraction of pathway and metabolic reaction relations.
The goal of this task is to promote the implementation of systems that are able
to detect mentions of chemical compounds and drugs, excluding macromolecules
like genes and proteins that had been already addressed in previous BioCreative
eﬀorts.
2.5 Conclusion
Scientiﬁc literature is the largest and still the most reliable source of biomedical
information, and Text Mining oﬀers as a core element in the management of this
knowledge.
In this Chapter the topic of Text Mining was introduced, and its application
to the chemical ﬁeld presented. The main obstacles for eﬃcient chemical entity
recognition and normalization were presented, and the most widely used tech-
niques and chemical data resources that are used for the goal of a useful text
mining of chemical compounds.
Several text mining tools have been developed for the chemical and biomedical
domain. However the replication of the eﬀorts that achieved excellent results in
other domains have proved not to be enough to cope with the speciﬁcity of the
chemical ﬁeld, and novel techniques are required to further improve the quality
and impact of bioliterature text mining.
The combination of approaches here presented to locate entity recognition er-
rors and the usage of external chemical information resources here introduced into
the text mining process motivates this work on improving the quality of biomed-
ical entity recognition, since the recent development of chemical databases and
ontologies can prove an important asset for eﬀective chemical entity recognition.
The many information resources that have been recently developed might be
the key to improve the text mining process, and several tools are already taking
advantage of this fact in diverse manners. Some simply use the available resources
as a source of terminology to match the chemical entities present in the literature,
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but the usage of chemical and biomedical ontologies can also provide evidence of
association between diﬀerent kinds of entities, specially when it is possible to
measure similarities between concepts. It will be easier for a chemical entity
recognizer to be more eﬃcient if it can identify other biomedical entities, such
as proteins, and use the available knowledge in the dictionaries and ontologies to
ﬁnd links between those entities and the putative chemical entities mentioned in
the text.
For the chemical domain only recently the systematic evaluation of the diﬀer-
ent systems is beginning, with the establishment of the TREC Chemical Track.
This is however a competition focused on information retrieval tasks, which is
an important but only initial step for text mining. Other tasks such as entity
recognition require proper evaluation, and that task has been announced for the
BioCreative IV Challenge. The task of named entity recognition will allow in
the future more advanced tasks of information extraction to be developed, and
certainly new evaluation and now tasks will follow.
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Chapter 3
Recognition
In the last chapter, several chemical entity recognition tools have been introduced
together with a brief description of the text mining method used by each pre-
sented tool. It is noteworthy that most available chemical entity recognition tools
strongly rely on dictionary-based approaches, sometimes in combination with a
rule based or case based approach.
In addition to the available systems already described in Section 2.3, some
other methods were developed and described in the literature. Kemp & Lynch
(1998) proposes a system that identiﬁes chemical names in patent texts with
handcrafted rules using dictionaries with chemical name fragments. Wilburt et al.
(1999) compared a dictionary-based segmentation method with Naïve Bayesian
classiﬁcation methods for recognizing chemical names using the UMLSMethasaurus
for training and testing. The Naïve Bayesian method obtained the best result
(97% accuracy), but it was trained and tested in a single lexicon terminology
(UMLS), and biomedical literature contains a much less standardized chemical
nomenclature. Narayanaswamy et al. (2003) describes a system based on a manu-
ally developed set of rules that rely heavily upon some crucial lexical information,
linguistic constraints of English, and contextual information. ProMiner (Hanisch
et al., 2005b) is a dictionary-based system that uses DrugBank for recognition of
drug names in MEDLINE. Wren (2006) developed a ﬁrst-order Markov Model to
distinguish chemical names from words using the ChemIDplus database (Toma-
sulo, 2002) as positive training, and reports an average precision of 83% in ex-
tracting chemical terms from MEDLINE abstracts.
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The system that are available to use have been introduced in section 2.3.
Whatizit (Rebholz-Schuhmann et al., 2008) performs entity recognition using
dictionary lookup, and has several dictionaries available to use that include for
instance the ChEBI database. OSCAR (Jessop et al., 2011) relies on an inter-
nal lexicon of chemical names and structures initially populated using ChEBI.
OSCAR3's performance was evaluated on diﬀerent corpora with F-score rates
between 60-80% (Corbett & Murray-Rust, 2006). This open source program is
one of the few available to the academic community (Corbett & Copestake, 2008).
(Klinger et al., 2008) described the machine-learning approach based on condi-
tional random ﬁelds (CRF) that is used in the Fraunhofer SCAI tool, and reported
a performance of 80-85% F-score. However this method is used for identiﬁcation
of IUPAC-like (Forums et al., 2007) chemical named entities only, and it is usual
for a chemical to be referenced by the trivial name or other synonyms instead of
IUPAC-like names. Trivial chemical names in this system are recognized using
an independent, dictionary based method (Hanisch et al., 2005a).
There are few annotated corpus suitable as training/test data available to be
used by chemical named entity recognition systems. This is possibly the main
bottleneck currently encountered to implement and compare the performance of
such systems. However the problem arises from the intrinsic diﬃculty in deﬁning
annotation guidelines of what actually constitutes a chemical compound. Im-
portant grounding work to deﬁne annotation standards for chemicals in text was
carried out by Corbett et al. (2007) that devised guidelines for chemical annota-
tion of PubMed abstracts and chemistry journals. Available corpora containing
chemical annotations include the GENIA (Kim et al., 2003), CRAFT (Bada et al.,
2010) and CALBC (Rebholz-Schuhmann et al., 2010), however all of those are
generic biomedical corpora that include many kinds of biomedical entities besides
chemicals.
The lack of available annotated corpora is certainly in the origin of the lack
of case based chemical entity recognition systems, because annotated corpora are
required as training data in machine learning methods to learn a classiﬁcation
model. However, dictionary based approaches have the drawback of being depen-
dent upon the completeness and quality of the dictionary used and the methods
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to resolve the high ambiguity and spelling variants inherent to biomedical enti-
ties. Rule or case based methods may thus better suited to ﬁnd named entities
when no comprehensive dictionary is available.
Also, the good results that case based systems have recently achieved for
gene name recognition provides an indication that more eﬀorts are necessary to
develop such methods for chemical name recognition. As an example, in the Gene
Mention Recognition task of BioCreative II (Wilbur et al., 2007) all the top 10
best performing systems use a case based approach, and from those, 8 use CRF
as machine learning method (Smith et al., 2008).
This chapter describes the developed case-based chemical entity recognition
system that is fully dictionary-independent. This system uses conditional random
ﬁelds (CRF) to eﬃciently ﬁnd a variety of biologically interesting chemical com-
pounds. Its performance was compared with dictionary based approaches using
several terminological resources.
The remainder of this chapter presents the corpus used for the training of
the recognition system, a detailed description of the method and evaluation re-
sults comparing the performance of the presented method with dictionary-based
methods.
3.1 Methods
3.1.1 Gold Standard
A joint team of curators from the ChEBI and EPO have manually annotated a
corpus of 40 patent documents, representing the Gold Standard. Those docu-
ments were selected to be a representative set of the universe of chemical patent
documents.
The corpus was created having in mind the speciﬁc goals of EPO, which was
interested in providing such a corpus so that improvements can be made in infor-
mation retrieval systems applied to the existing documents. Patent documents
describe inventions that are required to be new, involve an inventive step, and
are susceptible of industrial application. Because of its innovative nature, patent
documents have the potential to be a good source of new chemical entities that
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can be used to extend the ChEBI ontology, thus also the interest of the ChEBI
curators in the development of the corpus.
The corpus was composed by 40 documents containing 4,985 sentences and
182,258 words. The number of entities annotated in the gold standard at this
point was of 11,162, which gives an average 280 entities per document. The
Gold Standard was however still at a preliminary status, and the ﬁnal version is
expected to contain more entities.
3.1.2 Dictionary based Approach
The main goal was to have a baseline entity recognition results using simple
dictionary based methods for a comparative analysis with the case based system
under development. The dictionary based methods had thus to be simple, and
because most available systems make extensive use of NLP techniques, a method
for simple dictionary lookup was built using two diﬀerent dictionary resources:
ChEBI (Degtyarenko et al., 2007) and DrugBank (Wishart et al., 2006). At the
time ChEBI contained approximately 16,000 entries and over 40,000 synonyms
(ChEBI Release 50), a number that shows the problem of multiple names for one
entity (polysemy).
DrugBank is a more speciﬁc database that contains detailed drug data with
comprehensive drug target information, and at the time (Release 2.0) contained
nearly 4,800 drug entries (Wishart et al., 2007a).
In addition to these two resources, the standard version of the OSCAR3 sys-
tem was used. OSCAR3 keeps an internal lexicon of chemical names and struc-
tures that have been initially populated using ChEBI and further extended. Be-
sides its built-in dictionary, OSCAR3 also makes some use of manually derived
rules that were created to improve results, making this a more advanced system
then simple dictionary search.
3.1.3 Case based Approach
Conditional Random Fields (CRFs) (Laﬀerty et al., 2001) were used for building
probabilistic models to automatically annotate the corpus. CRFs are a proba-
bilistic framework for labeling and segmenting structured data, such as sequences,
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trees and lattices. Since its introduction in 2001, CRFs became a popular and
extensively used technique for NER tasks (Cardoso et al., 2010; McCallum & Li,
2003b; McDonald & Pereira, 2005; Settles, 2005).
CRFs are an attractive model for NER tasks because they consider the label
for one token as conditional on the label of the previous token, a collection of
features extracted from the token itself, and other features describing the sur-
rounding tokens. To each token in the string a collection of features is assigned,
constituting what the CRF learns from. These features may be diﬀerent in nature;
for instance, morphological features like the presence of dashes and parenthesis,
or whether the token is included in a dictionary (e.g. a dictionary of name seg-
ments).
Whereas other supervised learning techniques, such as Hidden Markov Models
(HMM) (Bikel et al., 1997), Maximum Entropy Models (ME) (Borthwick et al.,
1998) or Support Vector Machines (SVM) (Asahara &Matsumoto, 2003), predicts
a label for a single sample without regard to neighboring samples, a CRF can
take context into account.
We used the MALLET (McCallum, 2002) implementation of CRFs. MALLET
is a Java-based package for statistical natural language processing, document clas-
siﬁcation, clustering, topic modeling, information extraction, and other machine
learning applications to text, which includes an implementation of linear chain
CRFs. Other implementations of CRFs exists, such as CRF++ (Kudo, 2005) or
CRFsuite (Okazaki, 2007).
The corpus was divided in a training-set and a testing-set. From the 40 docu-
ments, 20 were randomly selected for training, and the remaining used for testing.
Tokenization was performed using a general tokenizer. To select an adequate set
of features, several models were created using diﬀerent sets of features. Tested
features include the token, the stem of the token, lowercase versions of the token
and stem, preﬁx and suﬃx of the token and indication if the token contains nu-
meric characters. For example, for the piece of sentence ...cosmetic compositions
containing colostrum, tocopherols, zinc oxide and hyaluronic acid... (the chem-
ical entities present are underlined) the list of tokens obtained by the tokenizer
and some possible features are shown in Table 3.1. The possible labels in this
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example are Chemical (which correspond to tokens which are part of a chemical
entity in the gold standard) and Not Chemical.
A richer feature set can be used, specially with aid of chemical data resources
that can provide for instance the information if the token is included in the
dictionary, and other data such as frequencies for chemical suﬃxes and preﬁxes.
The eﬃciency of the case-based method can certainly be improved using richer
sets of features that take advantage of the knowledge provided by such chemical
resources, but at this point we are interested in a fully dictionary-independent
approach to be compared with fully-dictionary based approaches.
The CRF implementation uses a sequence of sets of such features, plus a label
(for the documents in the training set) for the training step. The resulting model
can then be used to predict the label of another sequence of features (the testing-
set). With this approach a token can be classiﬁed as being part of a chemical
entity, or not. In this way it is impossible to identify the boundaries of an
entity, and the results are not comparable to the ones given for dictionary-based
approaches.
Token Stem Preﬁx Suﬃx Label
cosmetic cosmet cos tic Not Chemical
compositions composit com ons Not Chemical
containing contain con ing Not Chemical
colostrum colostrum col rum Not Chemical
tocopherols tocopherol toc ols Chemical
zinc zinc zin inc Chemical
oxide oxid oxi ide Chemical
and and and and Not Chemical
hyaluronic hyaluron hya nic Chemical
acid acid aci cid Chemical
Table 3.1: Example of a sequence of features, and the corresponding label.
3.1.4 Evaluation
For evaluation of the dictionary based systems, the corpus was automatically
annotated using the diﬀerent resources. The obtained annotations were then
compared with the ones of the gold standard.
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Many entities are composed by more than one token (for example the entity
hyaluronic acid), so a distinction between partial and a exact match must be
made. When the complete entity is correctly identiﬁed by the automatic anno-
tation system, we consider having a exact match (in the example given before,
hyaluronic acid had to be fully recognized to be considered a exact match).
When only part of an entity is identiﬁed (for example acid in the example
given) we have a partial match. When nothing of an entity is recognized we have
a missed recognition, and when a piece of unannotated text in the gold standard
is recognized by the system we have an entity recognition error. We can then
obtain precision, recall and F-score measures.
To evaluate the machine-learning approach based on CRF we need a way to
measure the exact match results. To be able to do so we changed the number
of labels from two (Not Chemical and Chemical) to ﬁve tags, namely NO
(non-chemical token), NE (single-token chemical entity), S-NE (start token of
a multi-token chemical entity), M-NE (middle token of a multi-token chemical
entity) and E-NE (end token of a multi-token chemical entity). This way all
tokens previously labeled as Not Chemical continue being tagged equally (with
the tag NO), but the ones labeled Chemical were split into four new labels:
S-NE identiﬁes a token that is itself a chemical entity (single token entities); For
the multi token entities, the ﬁrst token is labeled as S-NE", and the last one to
as E-NE. For entities composed by more than two tokens, the remaining tokens
are labeled as M-NE.
This increase in the number of classes can put an overhead in the system,
slightly decreasing the performance, but is necessary to allow boundary detection.
3.2 Results
3.2.1 Dictionary-based Approach
From Table 3.2 we can see that for the dictionary-based approach the highest
F-score (88%) was achieved using OSCAR as resource, immediately followed by
ChEBI with only 3% less. Recall is extremely low for DrugBank, which can be
explained by the speciﬁcity of this resource (only contains drug names). The
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resource with higher recall is OSCAR, which proves that the internal lexicon of
OSCAR3 is the most extensive of the three. Precision is higher than 80% for any
of the resources used. For exact match we have a diﬀerent scenario, the highest
F-score is achieved using ChEBI (37%) followed by OSCAR (27%).
These results show that the dictionary-based systems can identify where a
chemical entity is, but fail to completely identify it, having only a partial match
on the entity. The better results achieved for complete entity recognition when
using ChEBI as a resource were not expected given that the lexicon of OSCAR3
is more extensive. However the gold standard was annotated by ChEBI curators
which may explain why this resource performs better in the context of this corpus.
The complete identiﬁcation of an entity is however important, and improvements
in the exact match results are highly desirable.
3.2.2 Case-based Approach
The results of annotating the testing set with models using diﬀerent sets of fea-
tures, for selection, are presented in Table 3.3. Those results were were obtained
using a random split of 20 documents as training-set and the remaining docu-
ments as testing-set (50/50 split), and the two label system (Chemical or Not
Chemical). The best results were obtained by using a feature set composed by
the stem of the token, the preﬁx, the suﬃx, and the indication if the token is a
number or not. This will be the feature set used in the following experiments.
The results obtained for exact match using a random split of 20 documents as
training-set, and the remaining documents as testing-set (50/50 split) are given
in Table 3.4. For exact match the ﬁve label system previously described was used.
To have results over the complete corpus leave-one-out cross-validation was used.
Each one of the 40 documents was classiﬁed using a model constructed using the
remaining 39 documents as a training-set. Cross-validation is more robust than
simple random 50/50 split, and the results obtained this way for exact match in
the identiﬁcation of the chemical entities in the complete corpus are shown in
Table 3.4.
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Resources
Partial Match exact match
Precision Recall F-Score Precision Recall F-Score
ChEBI 80,9 91,2 85,7 35,9 38,7 37,2
DrugBank 80,1 28,1 41,6 55,8 6,02 10,9
OSCAR 81,7 96,5 88,5 21,6 37,5 27,4
Table 3.2: Evaluation results for partial and exact match using dictionary based
approach.
Feature Set Precision Recall F-Score
lowercase_token 82,2 51,1 63,1
lowercase_stem 82,9 52,8 64,5
preﬁx suﬃx 80,9 63,7 71,3
lowercase_stem preﬁx suﬃx 82,5 63,2 71,6
stem preﬁx suﬃx 85,0 61,5 72,5
stem preﬁx suﬃx digit 83,0 64,6 72,7
Table 3.3: Eﬀect of using diﬀerent feature sets in CRFs.
Approach Precision Recall F-Score
ChEBI resource 35,9 38,7 37,2
50/50 split 62,4 43,6 51,3
CRF crossvalidation 58,5 39,5 47,2
Table 3.4: Evaluation results for exact match using condition random ﬁeld. Re-
sults using ChEBI dictionary are shown for comparison.
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3.3 Discussion
Dictionary-based approaches perform well in the task of identifying at least part
of a chemical entity, achieving F-scores of 88% using OSCAR3, which contains
the most comprehensive dictionary. However many entities are composed by more
than one token and when complete identiﬁcation of the chemical entities is taken
into consideration, the eﬀectiveness of dictionary methods suﬀers a signiﬁcant
decrease. The performance decreases considerably to a best F-score of 37% using
the ChEBI resource. Using OSCAR3, the system that performs better in partial
chemical entity recognition, the obtained F-score is 27%.
A case-based approach completely dictionary-independent using an imple-
mentation of conditional random ﬁelds was developed and compared with the
dictionary-based methods. In feature selection and evaluation we conclude that a
feature set composed by the stem, preﬁx, suﬃx and the information if the token is
a number or not is the best feature set we tested. However this is a limited feature
set that uses only simple orthographic features, and uses no external information
of any kind. An enrichment of the feature set might increase the performance of
the case-based approach.
The tokenizer that we used is a generic one, and splits many chemical entities
into two or more tokens when this could be avoided. This happens because the
tokenizer splits text separated by a hyphen into diﬀerent tokens. An improved
tokenizer, designed speciﬁcally for chemical entity tokenization can thus improve
the sequence of features sets, and the overall results. Also the features preﬁx and
suﬃx are the ﬁrst and last three characters of the token, respectively. Improve-
ments can be made to provide better preﬁxes and suﬃxes, and thus improve the
feature set for better performance of the machine-learning approach.
Despite these bottlenecks, the machine-learning approach still outperforms
the dictionary-based ones. The machine learning method improves the F-score
by 10% in relation to the results using the best dictionary resource. Besides the
better performance, the machine-learning method has the advantage of being able
to identify novel chemical entities in documents, which are not already included
in dictionaries. A dictionary-based approach can only identify molecules already
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present in the resource and thus is limited in terms of novel chemical compounds
identiﬁcation.
3.4 Conclusion
A case-based chemical entity recognition method was developed, and the obtained
results show that this approach can overperform existing methods based on dic-
tionaries. The dictionary based systems performed well in partial identiﬁcation
of chemical entities, however the machine learning approach performed better
(10% higher F-score in comparison to the best dictionary based system) when
identifying complete entities (exact matching). There are still many improve-
ments that can be made to increase the performance of this method chemical
entity recognition. In particular, we believe this system can improve by the use
of more sophisticated natural language processing techniques, such as by the use
of a tokenizer that do not split chemical entities.
The enrichment of the feature set used for training, as well as the improvement
of current features, can increase the performance of the chemical recognition tool.
External resources might provide good features to be added to the feature set.
The used CRF classiﬁer can also be tunned in order to obtain the best classiﬁ-
cation results. For instance there have been reports considering that backwards
parsing can improve the classiﬁcation results (Chang et al., 2007) and also diﬀer-
ent CRF implementations can obtain diﬀerent results (Li et al., 2010a). Other
leaning methods besides CRF can also be used for the classiﬁcation, such as HMM
or SVM, and a better suited method may even be found.
According to the proposed hypothesis, the system here presented indicates
that a case based approach can have better performance than most usual dictio-
nary based methods, thus improving the current state of chemical entity recog-
nition.
We conclude that case based chemical entity recognition systems can be eﬃ-
ciently used for recognition of chemical entities, and even outperform dictionary
based systems, but the combination of both might provide better overall results
by combining the best of the two approaches. This method can be integrated with
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other methods that will be presented in the following Chapters for improving en-
tity recognition results. Those methods require the chemical entity recognition to
be previously performed, thus this method can be the basis of a complete system
which is capable of recognizing entities from text and then validate the obtained
results.
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Chapter 4
Resolution
The previous chapter introduced a novel case based chemical named entity recog-
nition method that uses Condition Random Fields to ﬁnd chemical entities in
text. Recognition of the chemical entities is however just a ﬁrst step for Infor-
mation Extraction, and it is important that the recognized entities be associated
with the actual concepts they make reference to, thus connecting them to other
available information for them (Zweigenbaum et al., 2007). This particular task
of linking entity mentions to database indentiﬁers is know as Entity Resolution
(sometimes also called Normalization or Mapping). For example, the resolution
of caﬀeine would be the corresponding ChEBI identiﬁer: CHEBI:27732. For
common names, such as the example just given, looking for the closest match in
a dictionary may be a good strategy; dictionary entries may be associated with
only one identiﬁer, making this mapping step straightforward. In general, how-
ever, normalization of entities may be complicated due to diﬀerences in spelling
or ambiguity. Matching of systematic names to dictionary entries may however
be specially complicated because of coverage problems of chemical dictionaries
and because it is frequent to ﬁnd spelling variations for the same name (Eller,
2006).
In this chapter we continue the development of the case based chemical named
entity recognition method based on CRFs presented in chapter 3, to incorporate
a novel entity resolution method that maps recognized entities to the ChEBI
database based on a lexicon similarity approach. We accessed the performance
of our system in comparison to the results obtained by the popular text mining
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system, Whatizit (see description is section 2.3.2). Also, improvements to the
gold standard ﬁrst presented in Chapter 3 are discussed.
4.1 Methods
4.1.1 Gold Standard
In section 3.1.1 we presented a corpus of patent documents that was being man-
ually annotated as a gold standard to promote the enhancement of text mining
tools for identifying chemicals not only in patents but within all biomedical lit-
erature.
A ﬁnal version of the manually annotated corpus has been released at http://
chebi.cvs.sourceforge.net/viewvc/chebi/chapati/patentsGoldStandard/,
and contains a total of 18,061 chemical entities recognized in its 4,985 sentences.
This represents an increase from an average 280 entities per document to 450 en-
tities per document in this latest version. When possible, the curators included
a mapping from the recognized chemical entities to a ChEBI identiﬁer, achieving
a total of 8,528 mappings to ChEBI identiﬁers, i.e. 47.2% of the total amount of
chemical entities. The relatively low amount of mappings is not only due to the
novelty inherent to patent documents, but also because ChEBI is still a recent
project under a rapid and steady growth (see Figure 4.1).
To increase the amount of available mappings, we checked all previously un-
mapped entities in the gold standard for a valid ChEBI identiﬁer in an up-to-date
release of ChEBI (Release 80, containing over 25,000 entries). We were able to
increase by 13.7% the amount of mappings to ChEBI, i.e. to 9,696 entities,
53.7% of the total entities in the gold standard. Figure 4.2 shows an example of
a sentence containing two chemical entities, from which only one was originally
mapped to ChEBI (methyl chloride). After our enrichment process the second
entity (dimethyl sulphate) was also mapped. Our enriched version of the gold
standard is also publicly available 1.
1http://www.lasige.di.fc.ul.pt/webtools/ice/sources.html
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Figure 4.1: Number of annotated entities present in ChEBI since its establishment
in mid 2004. Statistics data collected from the ChEBI website (http://www.ebi.
ac.uk/chebi/statisticsForward.do).
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when quaternized with conventional alkylation agents such as methyl
chloride or dimethyl sulphate.
when quaternized with conventional alkylation agents such as
<ne chebi-id="CHEBI:36014">methyl chloride</ne> or <ne
chebi-id="WO2007002913:369338">dimethyl sulphate</ne>.
when quaternized with conventional alkylation agents such as
<ne chebi-id="CHEBI:36014">methyl chloride</ne> or <ne
chebi-id="CHEBI:59050">dimethyl sulphate</ne>.
Figure 4.2: Example of mapping enrichment in the corpus. The ﬁrst line shows
an extract of a sentence from the patent document WO2007002913. That sen-
tence on the gold standard version used throughout chapter 3 did not contain
any annotated chemical entity. The second line shows the updated and released
version of the gold standard, used in this chapter. We can see that two entities
are now annotated, however only one was mapped to the ChEBI database. On
the third line we show the corpus after enrichment, where both entities are now
mapped to ChEBI.
4.1.2 Dictionary based method
Dictionary based methods normally create lists containing synonyms and term
variants from existing data resources and match them to the literature. This
approach relies on the availability and completeness of terminologies to ﬁnd
matching entities in the text. Whatizit is a popular text processing system that
performs exact matching between the terms in a lexicon and the terms in the
literature (Rebholz-Schuhmann et al., 2008). Several lexicons are available in
Whatizit to use through pipelines that annotate most kinds of biomedical enti-
ties. ChEBI is one of the dictionaries available in Whatizit, through the pipeline
whatizitChebiDict.
The pipeline whatizitChebiDict can be accessed by web services, taking as
input an XML ﬁle which consists of the text we want to process between text
tags. As output Whatizit provides the XML ﬁle with the recognized entities
between ne tags. The entity resolution is given by the corresponding ChEBI
identiﬁers assigned as attributes to the tag.
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<text>when quaternized with conventional alkylation agents such
as methyl chloride or dimethyl sulphate.</text>
<text>when quaternized with conventional alkyla-
tion agents such as <ne id="36014">methyl chlo-
ride</ne> or <ne id="23975">dimethyl</ne> <ne
id="16189">sulphate</ne>.</text>
Figure 4.3: Example of Whatizit. First line shows a small example of an input
to whatizit. The second line shows the output, where the identiﬁed entities were
marked and mapped to ChEBI identiﬁers.
Figure 4.3 shows an example of a piece of text given to Whatizit through the
whatizitChebiDict and the corresponding result of entity identiﬁcation.
4.1.3 Machine learning method
In Section 3.1.3 the case based named entity recognition method used has been
described. It uses the CRFs implementation in MALLET for the tagging pro-
cess. In chapter 3 there have been however issues that could be improved in the
method. For instance, the ﬁrst step in the entity recognition process which is the
splitting of the text into a sequence of tokens (tokenization) was not particularly
ﬁt for dealing with chemical compound names eﬃciently, because we were using
a general tokenizer that splits tokens using the whitespace delimiter. Thus, we
improved the tokenization process by using a speciﬁcally adapted tokenizer for
chemical text proposed by (Corbett et al., 2007).
Throughout this chapter, we used the set of tags ﬁve tags ﬁrst presented in
chapter 3, namely NO (non-chemical token), NE (single-token chemical entity),
S-NE (start token of a multi-token chemical entity), M-NE (middle token of
a multi-token chemical entity) and E-NE (end token of a multi-token chemical
entity). For example, the sentence . . . an oligomeric amdioamine salt and an
amidoquat. . . " would be correctly tagged by the sequence of tags NO, S-NE,
M-NE, E-NE, NO, NO, NE.
Each token is represented as a feature set (plus the correct tag in the training),
which includes the stem of the token, preﬁx and suﬃx of the token and indication
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Token Stem Preﬁx Suﬃx Number Tag
cosmetic cosmet cos tic No NO
compositions composit com ons No NO
containing contain con ing No NO
colostrum colostrum col rum No NO
tocopherols tocopherol toc ols No NE
zinc zinc zin inc No S-NE
oxide oxid oxi ide No E-NE
and and and and No NO
hyaluronic hyaluron hya nic No S-NE
acid acid aci cid No E-NE
Table 4.1: Example of a sequence of features, and the corresponding label (Tag).
if the token is a number.
For example, for the excerpt . . . cosmetic compositions containing colostrum,
tocopherols, zinc oxide and hyaluronic acid. . .  (the chemical entities present are
underlined) the list of tokens obtained by the tokenizer and the feature sets are
shown in Table 4.1.
A richer feature set could be used, specially with the aid of chemical data
resources that can provide for instance the information if the token is included
in the dictionary, and other data such as frequencies for chemical suﬃxes and
preﬁxes. The eﬃciency of the case based method can certainly be improved using
this richer sets of features that take advantage of the knowledge provided by such
chemical resources, but for this study we were interested in a fully dictionary
independent approach to be compared with a fully dictionary based approach, so
no dictionary based features were used.
The CRFs implementation uses a sequence of sets of such features, plus a
label (for the documents in the training set) for the training step. The resulting
model can then be used to predict the label of another sequence of features (the
testing set).
In the chemical entity recognition performed by our machine learning ap-
proach, each one of the 40 documents was annotated using a model generated
using the remaining 39 documents as a training data, using a leave-one-out cross-
validation approach.
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The output of this method contains the chemical named entities that could
be identiﬁed, but does not map those entities to the ChEBI dictionary. An entity
resolution method is required to perform the mapping of the identiﬁed entities.
4.1.4 Entity resolution method
The entity resolution method we used is an adaptation of our lexical similarity
method used in the ontology matching algorithm BLOOMS (Pesquita et al., 2010)
which in turn is based on FiGO (Couto et al., 2005), a methodology for ﬁnding
GO terms in text. It takes as input the string identiﬁed as containing a chemical
compound name and returns the ChEBI identiﬁer it corresponds to along with a
conﬁdence score. The method is composed of two sequential approaches: Exact
Match and Partial Match.
In the Exact Match, we determine if the input string contains any descriptors
of ChEBI terms, i.e their names and synonyms. If an exact match is found, the
corresponding ChEBI identiﬁer is returned along with a conﬁdence score. Here
we used a conﬁdence score of 1 when the match is to the name of a term, and of
0.8 when the match is to a synonym.
If no Exact Match is found, the Partial Match method is run. It relies on
shared words between the input string and the ontology terms names and syn-
onyms. In a pre-processing step, the ontology vocabulary (the set of all textual
information contained in an ontology in the form of names and synonyms) is
processed through tokenization and removal of stopwords, to generate the list of
ontology words. Then the evidence content of each ontology word is calculated
as the negative logarithm of the relative frequency of a word in the ontology
vocabulary.
EC(w) = −logf(w) (4.1)
where f(w) is the frequency of the word in the vocabulary of an ontology.
The ﬁnal frequency of a word corresponds to the number of terms that contain
it in their descriptors (names or synonyms). This means that a word that appears
multiple times in the descriptors of a term is only counted once, preventing bias
towards terms that have many synonyms with similar word sets. The evidence
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content of ontology words, and the presence of words in ontology terms are stored
in a database to support the Partial Match algorithm.
When the Partial Match algorithm is run, the input string is processed in a
similar fashion, via tokenization and stopword removal. Then ontology descrip-
tors that share words with the input string are retrieved as partial matches. The
ﬁnal score, SimPM , for each partial match between the input string and a term
descriptor is given by a Jaccard similarity, which is calculated by the number of
words shared by the two concepts, over the number of words they both have, with
each word being weighted by its evidence content:
SimPM = desc×
∑
w∈(input∩td)EC(w)∑
w∈(td)EC(w)
(4.2)
where desc is a weighting factor corresponding to whether the match is made
to a term's name or synonym, w are the ontology words contained in the input
string and descriptor of the term (td), and EC is the evidence content of a word.
Here, we used a desc value of 1 for matches to names and of 0.8 for matches
to synonyms. SimPM provides a measure of the relevance of the words shared
by the input string and the term descriptor versus the total relevance of words
in the term's descriptor. The partial matches are ranked by this score, and the
method returns the ChEBI identiﬁer corresponding to the descriptor with the
highest score, for each input entity.
4.2 Results
In this section we will present an assessment of our machine learning based
method in comparison to the dictionary based method, Whatizit. Both methods
were applied to the gold standard, but only 47% of the total amount of named
entities of this corpus were mapped to ChEBI at that time by the curators. How-
ever, since that time the size of the ChEBI dictionary has almost doubled in the
number of compounds. Thus, we decided that an enrichment in the mapping
of the annotated entities was necessary to signiﬁcantly improve the amount of
chemical named entities mapped to ChEBI.
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Both tasks of chemical entity identiﬁcation process have been evaluated using
the enriched gold standard. In the ﬁrst task, named entity recognition, we evalu-
ated the ability of each method to recognize chemical named entities in text. In
the second task, chemical entity resolution, we assess the ability of each method
to map the recognized chemical entities to the ChEBI database, i.e. associating
a correct and unique ChEBI identiﬁer to each named entity recognized.
4.2.1 Entity Recognition
Typically, the evaluation of named entity recognition considers exact matching
(correct matching of both the left and the right boundary of the named entity)
as the most precise assessment. However, exact matching is strict and sometimes
a relaxed assessment, such as partial matching, can produce more useful results
(Tsai et al., 2006). Partial matching evaluation is the most relevant for tools
targeted at semi-supervised tasks, such as aiding curators in ﬁnding target entities
through literature analysis. In these cases, a partial identiﬁcation is suﬃcient to
successfully highlight the presence of entities for manual validation. In partial
matching, correct recognition is assumed when any fragment of the named entity
is correctly identiﬁed in the text. We assessed the results against exact matching
criteria, but also against relaxed matching criteria such as the left matching, right
matching, left/right matching and partial matching. The results were obtained
for the two chemical entity recognition methods: the dictionary based method
using the Whatizit tool and our machine learning based method (see section
Methods for their description). Table 4.2 shows these results in the chemical
entity recognition task.
For all assessments our machine learning method performed better than the
dictionary based method (scoring F-measures on average ∼20% than those ob-
tained with the dictionary based method). The dictionary based method rec-
ognized a similar number of entities to the ones present in the gold standard
(18,683). The machine learning method recognized a lower amount of entities
(13,832), however with a much higher precision and recall. Assessments against
the right boundary consistently yielded slightly better results than the assess-
ments against the left boundary, for both methods. For the exact matching
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Assessment Method TP Precision Recall F-measure
Exact matching
Dictionary 5,868 31.41 32.49 31.94
CRFs 9,094 65.76 50.35 57.03
Left matching
Dictionary 6,868 36.76 38.03 37.38
CRFs 9,892 71.53 54.77 62.04
Right matching
Dictionary 8,015 42.90 44.38 43.63
CRFs 10,419 75.34 57.69 65.34
Left/right matching
Dictionary 9,015 48.25 49.91 49.07
CRFs 11,217 81.11 62.11 70.35
Partial matching
Dictionary 12,780 68.40 70.76 69.56
CRFs 12,328 89.15 68.26 77.32
Table 4.2: Evaluation of Entity Recognition, full gold standard of 18,061 chemical
entities. Results of named entity recognition for each assessment and method are
shown in this table. The dictionary method recognized a total of 18,683 entities
while the machine learning method recognized 13,832 entities. True Positives
(TP) is the amount of entity recognitions that agree with the gold standard for
each assessment. Values of Precision, Recall and F-measure are presented.
evaluation the dictionary based method obtained an F-measure of 32%, while our
machine learning method obtained 57%, i.e. having both much higher precision
and recall. For a partial matching a top F-measure of 77% was achieved by our
machine learning method, while the dictionary based method achieved 70%. Both
methods had a similar recall and the diﬀerence was made by the higher precision
of the machine learning method (20% higher precision).
The diﬀerence in the performance between the two methods might be ex-
plained by the fact that several entities in the annotated corpus do not have a
valid ChEBI identiﬁer (i.e. they do not yet exist in the ChEBI dictionary). That
makes it impossible for a ChEBI dictionary based method to ﬁnd those entities
that account for almost 50% of the total entities in the annotated corpus. The
machine learning method does not have this bottleneck and is suited to identify
novel compounds not yet present in the database, and thus to aid in database
extension. However, to avoid this bias we analyzed the entity recognition per-
formance only considering the entities in ChEBI, i.e. using only the subset of
entities manually mapped to ChEBI in the annotated corpus (9,696 out of the
18,061). Table 4.3 shows these results obtained for both methods.
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Assessment Method TP Precision Recall F-measure
Exact matching
Dictionary 5,651 30.25 58.28 38.83
CRFs 5,830 54.60 60.13 57.23
Left matching
Dictionary 5,913 31.65 60.98 41.67
CRFs 6,084 56.98 62.75 59.72
Right matching
Dictionary 6,158 32.96 63.51 43.40
CRFs 5,948 55.70 61.34 58.39
Left/right matching
Dictionary 6,435 34.44 66.37 45.35
CRFs 6,307 59.07 65.05 61.91
Partial matching
Dictionary 7,654 40.97 78.94 53.94
CRFs 6,703 62.78 69.13 65.80
Table 4.3: Evaluation of Entity Recognition, subset of the gold standard com-
posed by 9,696 chemical entities that contain a mapping to ChEBI. Results of
entity identiﬁcation (named entity recognition and resolution) for each alignment
and method are shown in this table. The dictionary method recognized and
mapped a total of 18,683 entities while the machine learning method recognized
and mapped 10,681 entities. True Positives (TP) is the amount of entity recogni-
tions that agree with the gold standard for each assessment. Values of Precision,
Recall and F-measure are presented.
We can check that now the amount of entities recognized and mapped by the
machine learning method (using the Entity Resolution method described in the
section Methods) is similar to the number of entities mapped to ChEBI in the
corpus. Even under these conditions, the machine learning method continues to
perform better than the dictionary based method, on average a F-measure ∼15%
higher. However, the amount of true positives is similar for both methods and the
decisive factor is the higher amount of false positives (low precision) generated
by the dictionary based method.
4.2.2 Entity Resolution
In this task we aim at mapping the recognized chemical entities to the appropriate
term in the ChEBI database. The evaluation consists in comparing the mappings
produced by both automatic methods with the manual mappings in the gold
standard. This means that a true positive is not only a chemical entity that
has been correctly recognized, but also correctly mapped to a ChEBI identiﬁer.
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Assessment Method TP Precision Recall F-measure
Exact matching
Dictionary 4,530 24.25 46.72 31.93
CRFs 4,783 44.79 49.33 46.95
Left matching
Dictionary 4,559 24.40 47.02 35.13
CRFs 4,972 46.56 51.28 48.81
Right matching
Dictionary 4,592 24.58 47.36 32.36
CRFs 4,885 45.75 50.38 47.95
Left/right matching
Dictionary 4,621 24.73 47.67 32.57
CRFs 5,074 47.52 52.33 49.81
Partial matching
Dictionary 5,185 27.75 53.48 36.54
CRFs 5,202 48.72 53.65 51.07
Table 4.4: Evaluation of Entity Identiﬁcation, subset of the gold standard com-
posed by 9,696 chemical entities that contain a mapping to ChEBI. Results of
entity identiﬁcation (named entity recognition and resolution) for each alignment
and method are shown in this table. The dictionary method recognized and
mapped a total of 18,683 entities while the machine learning method recognized
and mapped 10,681 entities. True Positives (TP) is the amount of entity recog-
nitions that agree with the gold standard and for which the mapping also agrees
with the gold standard. Values of Precision, Recall and F-measure are presented.
Thus, in order to measure the diﬀerence in performance between the two methods,
both were tested against the subset of entities manually mapped to ChEBI in
the corpus. Table 4.4 shows the results achieved by both methods in correctly
recognizing and mapping chemical entities to ChEBI.
We can see that the F-measure yielded by our methods is consistently higher
than the one of the dictionary based method by 12-14%. These results are de-
pendent of the entity recognition results, shown in Table 2, since a true positive
in Table 3 means that it must be also a true positive in Table 2. Thus, a new
assessment was made to evaluate only the entity resolution task. It consists in
restricting the resolution task to the chemical entities that have been correctly
recognized simultaneously by both methods. The number of entities recognized
is the intersection of the entities correctly recognized by both methods. Table 4.5
shows the results from this assessment.
We see that entity resolution results are similar for both methods, with a slight
advantage for our entity resolution method described in the section Methods.
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Assessment Method TP Precision Recall F-measure
Exact matching
Dictionary 3,079 83.94 31.76 46.08
CRFs 3,206 87.40 33.07 47.98
Left matching
Dictionary 3,215 79.94 33.16 46.87
CRFs 3,381 84.06 34.87 49.29
Right matching
Dictionary 3,191 78.17 32.91 46.32
CRFs 3,467 84.93 35.76 50.33
Left/right matching
Dictionary 3,327 74.68 34.31 47.02
CRFs 3,650 81.93 37.64 51.59
Partial matching
Dictionary 3,861 73.04 39.82 51.54
CRFs 4,273 80.84 44.07 57.04
Table 4.5: Evaluation of Entity Resolution, subset of the gold standard composed
by 9,696 chemical entities that contain a mapping to ChEBI. Results of Entity
Resolution for each assessment and method are shown in this table. Have been
considered for this evaluation only the entities successfully recognized by both
Methods. For an Exact matching assessment the amount of entities successfully
recognized by both methods was 3,668. For the Left, Right, Left/right and Partial
matching assessments that amount was correspondingly 4,022, 4,082, 4,455 and
5,286 entities. True Positives (TP) is the amount of those entities for which the
resolution was correct, i.e. the mapping agrees with the gold standard. Values of
Precision, Recall and F-measure are presented.
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4.3 Discussion
4.3.1 Named Entity Recognition
Table 4.2 shows that our machine learning method outperforms the dictionary
based method at all evaluations and assessments, with the exception of the recall
for a partial matching assessment where the dictionary based method obtains a
slightly better result with ∼2% better recall, but at the cost of 11% decrease in
precision. However, there are entities annotated in the gold standard for which
no ChEBI identiﬁer could be given by curators even after enrichment, which
indicates its absence from the dictionary and the impossibility of the dictionary
based approach to ﬁnd those entities, thus lowering the recall of the dictionary
based method.
This issue was addressed by the evaluation whose results are shown in Table
4.3, where only the subset of entities in the gold standard that are mapped to
ChEBI were used. The recall of the dictionary based approach does increase to
values similar to those of the machine learning approach, but precision remains
much lower which is a drawback for F-measure. Independently of the type of
assessment, both systems are able to identify about 60-70% of the chemical enti-
ties, but precision is consistently higher for the machine learning method (15-25%
higher).
To understand this diﬀerence in precision we analyzed the most common
recognition errors of both systems, and found that some of the most frequent en-
tity recognition errors of the dictionary based method include terms such as can,
group and all, which are common English words widely used in a non-chemical
context and accounted as false positives. In fact, those terms are listed in ChEBI
as synonyms of calcium(0) (CHEBI:29320), group (CHEBI:24433) and allose
(CHEBI:37690) respectively, but are never used in the corpus in a chemical
context. These entity recognition errors contribute to the low precision of the
dictionary based method.
A systematic annotation error of the machine learning method is the anno-
tation of R as a chemical entity. Although this term is used in the corpus to
represent generic chemical groups, it was not considered by the curators as a
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chemical entity. Frequent annotation errors of both approaches include terms
that are in fact a chemical entities, such as serine, drug and water. However,
in the case of serine it is used frequently in one of the documents in the con-
text of a protein (serine protease) and thus curators decided not to consider it
a chemical entity during manual annotation. The other two terms were also not
considered by the curators given their low information content, which might lead
to under-annotation in the corpus.
When looking at the assessment against the right boundary alignment, several
chemical groups have been partially identiﬁed. In the case of the dictionary
based method, for instance the terms acid, amine and ester have been frequently
recognized but the correct left boundary was not. The machine learning approach
deals much better with these examples, and can usually identify both boundaries
of acid terminating entities. However, the machine learning approach frequently
makes this mistake with other terms such as alkyl and aryl. The right boundary
is correctly identiﬁed while the left one is not, mostly due to the complexity
of the annotated term (for example, substituted or non-substituted lower alkyl).
These terms are not identiﬁed by the dictionary based method, because only alkyl
group and aryl group are terms in ChEBI. For the left boundary assessment no
systematic errors have been identiﬁed.
4.3.2 Entity Resolution
The diﬀerence between the true positives of Tables 2 and 3 shows that for the
exact matching assessment 80% of the entities recognized by the dictionary based
method have been correctly mapped to ChEBI, and 82% using our methods. This
shows that our methods perform slightly better than the dictionary based method
in the entity identiﬁcation process.
We analyzed the resolution of entities that failed by the dictionary based
method, and found that the mapping for these three terms trehalose, nicotine
and mannitol were the most frequent errors. These terms were manually anno-
tated with the ids CHEBI:27082, CHEBI:18723 and CHEBI:29864 respectively,
and their name is the term itself. However those terms have been annotated
by the dictionary based method as α,α-trehalose (CHEBI:16551), (S)-nicotine
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(CHEBI:17688) and D-mannitol (CHEBI:16899) respectively. This happened
because those terms contain the original term listed as a synonym. In these
cases, the curators tended to selected the more generic term while the dictionary
based method the most speciﬁc and common form of the molecule.
In the case of the machine learning method those terms were correctly mapped,
but at the top of the most frequent errors we ﬁnd the terms CN and OH. These
terms were manually annotated as cyano group (CHEBI:48819) and hydroxy
group (CHEBI:43176), but erroneously mapped as ununbium atom (CHEBI:33517)
and ethanol (CHEBI:16236). Neither of the entries in ChEBI contain the origi-
nal term listed as a synonym, but instead have listed -CN and -OH. Those terms
(with the hyphen) should have been used instead, so they could properly repre-
sent the entities as chemical groups. The used terms (without the hyphen) makes
it hard to correctly map the entities to ChEBI. The dictionary based method
does not even recognize these terms as chemical entities.
In Table 4.5 a comparison was made about the eﬃciency of the entity res-
olution of both methods, because only named entities correctly recognized by
both approaches are considered and the focus of evaluation is the performance
of the mapping of those named entities. Precision of the resolution is around
80%, higher with an exact matching assessment and decreasing for more relaxed
assessments. The precision of our entity resolution method is consistently higher
(3-7%) than the precision of the dictionary based method.
4.4 Conclusions
The work presented in this chapter started by enriching the mapping of chemical
entities to ChEBI in a manually annotated gold standard corpus of patent doc-
uments. This enabled a proper evaluation of entity resolution tasks in addition
to entity recognition tasks. Using this corpus, we further developed a machine
learning method for chemical named entity recognition and we compared its per-
formance against the popular dictionary based method, Whatizit.
Results show that the dictionary based method can already provide compet-
itive results in recognizing chemical named entities, obtaining an F-measure of
up to 70%. However, our machine learning method outperformed the dictionary
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based method, by having a ∼20% average increase in the F-measure. A known
drawback of dictionary based methods is the inability to recognize entities not
present in the dictionary used, and many such entities were present in the corpus.
So we tested both systems using only the subset of entities in the corpus to which
curators had assigned a ChEBI identiﬁer. Still, the machine learning method
outperformed the dictionary based method with a ∼15% average increase in the
F-measure.
The dictionary based method intrinsically performs the resolution of the rec-
ognized entities, but for the machine learning method a resolution method is
required. Thus, we developed a resolution method based on lexical similarity
for mapping chemical entities to ChEBI, which was used to perform the resolu-
tion of the recognized chemical entities by our machine learning approach. This
method has shown to be eﬀective, surpassing the dictionary based method in
entity resolution task by 2-5% in F-measure.
Analyzing the process of entity identiﬁcation (combined recognition and res-
olution tasks) the machine learning method combined with lexical similarity out-
performed the dictionary based method by an average of ∼15% F-measure.
Overall, we demonstrated that a completely dictionary independent machine
learning entity recognition method and a lexical similarity resolution method
can surpass dictionary based methods in recognizing chemical compounds and
mapping them to the ChEBI database. In addition, our method has the ability
to ﬁnd novel entities and aid in the extension of chemical data resources. The
top result of 77% F-measure is a promising result and makes this method useful
in semi-supervised tasks.
Future work will focus in automatically reducing the number of recognition
errors, by taking advantage of the ontology structure of ChEBI. To this end
we will explore the fact that a given document has a limited focus, and thus
will contain chemical entities which are somehow related to each other. Using
semantic similarity methods over the ChEBI ontology, we expect to measure the
conﬁdence on an automatic entity identiﬁcation by its semantic similarity with
other entities also identiﬁed in the text (Ferreira & Couto, 2010).
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Chapter 5
Validation
Areas such as genomics and proteomics have embraced large-scale experimen-
tal surveys and free and openly accessible reference databases, which contain
structured information about biomedical entities such as genes and proteins. In
chemistry this is not always the case, since large-scale experimentation has been
conducted primarily by the pharmaceutical industry, and thus a vast amount of
data is proprietary and not openly accessible. Because of this, scientiﬁc liter-
ature is still a common way to report chemical data. However, chemical data
recently started to be publicly available with the release of database resources
such as PubChem (Li et al., 2010b), ChEBI (de Matos et al., 2010) and even
combined ones (Hettne et al., 2009; Pence & Williams, 2010). These databases
mostly represent a structured version of a part of the knowledge present in chem-
ical literature, such as scientiﬁc research papers and patent documents. Thus,
the process of automatically retrieving and extracting chemical knowledge is of
great importance to aid the development and growth of chemical databases.
This process of gathering data from the literature for compiling information
in databases usually requires expert curators to manually analyze and annotate
the literature (Wiegers et al., 2009), and is being used in diverse ﬁelds including
protein interaction networks (Reguly et al., 2006), neuroanatomy (Bota et al.,
2005) and has been the standard in the chemical domain (Weisgerber, 1997)
although this is a tedious, time consuming and costly process (Rodriguez-Esteban,
2009). Fortunately, text mining systems have already shown to be helpful in
speeding up some of the steps of this process, namely performing named entity
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recognition and linking the recognized entities to a reference database (Erhardt
et al., 2006; Fluck et al., 2005; Spasic et al., 2005). Text mining for entities
such as genes and proteins has been extensively evaluated with promising results
(Smith et al., 2008), and some tools such as Textpresso (Müller et al., 2004)
and Geneways (Rzhetsky et al., 2004) have been successfully used in support of
database curation tasks. Chemical text mining is gathering increasing interest by
the community, but despite the potential gains still faces signiﬁcant challenges
(Banville, 2006; Grüning et al., 2011). Existing fully automated tools are still
far from providing perfect results to fulﬁll the requirements and expectations of
databases curators (Vazquez et al., 2011; Winnenburg et al., 2008).
In the last chapter we have presented chemical entity identiﬁcation results
using two diﬀerent approaches: a dictionary based method that intrinsically per-
forms resolution of the recognized entities; and a case based chemical entity recog-
nition method that uses CRFs to locate the chemical entities, and them uses a a
method based on lexical similarity to perform entity resolution to ChEBI.
This chapter will present a method for improving the results provided by any
text mining system trying to identify chemical entities in literature, and those
two systems will be used as baseline. This improvement is achieved by a novel
validation method that takes the outcome of a text mining system and checks its
coherence in terms of ontological annotation (Gardner, 2005). The underlying
assumption behind the proposed method is that a text (e.g. paragraph, abstract,
document) will have a speciﬁc scope and context, i.e. the entities mentioned in
that text have a semantic relationship between them. This assumption is based
on the fact that authors only mention two chemical entities in the same fragment
of text if they share a semantic relationship between them. The implementation
of our validation method is then based on measuring the chemical semantic simi-
larity of the identiﬁed chemical compounds as a means to discriminate validated
entities from outliers, i.e. entities unrelated to the other entities also identiﬁed in
the same text window. The chemical semantic similarity measures were previously
adopted with success in a work that aimed to improve compound classiﬁcation
(Ferreira & Couto, 2010).
The entity recognition results obtained in chapter 4 are used as a starting point
for the evaluation of the validation method. The idea was to verify if the proposed
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method was able to improve the baseline precision by ﬁltering the outlier entities
and by validating the entities with strong semantic relationships. The results
show the feasibility of our method, since it signiﬁcantly increased precision with
a small impact on recall. For example, it was able to increase precision in more
than 25% by only discarding 6% of the correctly identiﬁed entities.
In this chapter we will present the proposed method and access its feasibility
as a useful entity validation system.
5.1 Methods
We developed a validation method that receives as input the result of any chemical
entity recognition tool that performs resolution to ChEBI. The output of our
method is the list of the chemical entities ranked by their validation score that is
calculated through its semantic similarity to the other chemical entities identiﬁed
in a given text window.
5.1.1 Entity recognition and resolution systems
Most common methodologies applied to the problem of chemical named entity
recognition include dictionary and machine learning based methods.
Dictionary based approaches require domain terminologies to ﬁnd matching
entities in the text and depend on the availability and completeness of these
terminologies. An advantage of this approach is that entity resolution is directly
obtained by the name entity recognition task, since each entity recognized is
inherently linked to an individual term of the terminology. However recognition is
limited to the data that exists in the terminology used and given the vast amount
of possible chemical compounds, the terminologies are always incomplete.
Machine learning based approaches require an annotated corpus which is used
to build a model that can be applied in the named entity recognition of new text.
Systems using this approach use named entity recognition as a classiﬁcation task
that tries to predict if a set of words represent an entity or not. The bottleneck of
this approach is the availability of an annotated corpus large enough to enable the
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creation of an accurate classiﬁcation model, and the need for an entity resolution
module for mapping the recognized entities to database entries.
To test our method we used two systems, one of each type, however any
system that can provide chemical entity recognition and resolution to ChEBI can
be used.
We tested with Whatizit (Rebholz-Schuhmann et al., 2008), a popular text
processing system that uses a dictionary based approach for identifying a wide
variety of biomedical terms, including chemicals, and described in section 4.1.2.
As a machine-learning approach we used a system that uses CRF models based
on a manually annotated patent document corpus to locate the chemical terms,
described in section 4.1.3 (Grego et al., 2009), and a lexical similarity method to
perform resolution of those terms to ChEBI (Grego et al., 2012a), described in
section 4.1.4.
5.1.2 Semantic similarity
Semantic similarity has been extensively applied using several biomedical ontolo-
gies (notably GO) for which several semantic measures have been developed and
discussed (Pesquita et al., 2009). While Gene Ontology (GO) contains terms for
describing proteins, ChEBI contains terms that describe chemical compounds.
Proteins can be described as a set of GO terms the same way a compound can
be described as a set of ChEBI terms. One concept frequently used in semantic
similarity measures is the information content (IC), which provides a measure of
how speciﬁc and informative a term is. The IC of a term c is quantiﬁed as the
negative log likelihood:
IC(c) = − log p(c)
where p(c) is the probability of occurrence of c in a speciﬁc corpus, estimated by
its frequency. Because the entity recognition systems were applied to a manually
curated corpus of patent documents, we calculated the IC of each ChEBI term
based on its frequency in that corpus. IC can however be calculated diﬀerently,
using a diﬀerent available corpus. We decided to use in ChEBI the Resnik,
simGIC and SimUI similarity measures (Pesquita et al., 2008) given their recent
successful application to ChEBI (Ferreira & Couto, 2010).
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Resnik's similarity measure (Resnik, 1995) is a commonly used node-based
measure where the similarity between two term is given simply by the IC of their
most informative common ancestor (MICA):
Resnik(c1, c2) = IC(cMICA)
The measure simUI is an example of a edge-based measure (Pesquita et al.,
2008). Given two compounds c1 and c2, the set of all ancestral terms up to
the root node from and including c1 and c2 are asc(c1) and asc(c2) respectively,
simUI is deﬁned as the number of terms in the intersection of asc(c1) with asc(c2)
divided by the number of terms in their union:
simUI(c1, c2) =
COUNTt∈asc(c1)∩asc(c2)
COUNTt∈asc(c1)∪asc(c2)
The measure simGIC (Pesquita et al., 2008) is a hybrid measure that uses IC
in addition to the graph structure and is deﬁned as the sum of the IC of each
term in the intersection of asc(c1) with asc(c2) divided by the sum of the IC of
each term in their union:
simGIC(c1, c2) =
∑
t∈asc(c1)∩asc(c2) IC(t)∑
t∈asc(c1)∪asc(c2) IC(t)
5.1.3 Entity Validation method
Validation of identiﬁed chemical entities is performed based on a validation score
that is calculated for each entity. This score corresponds to a measure of similarity
between the target entity and those found nearby. Thus, the basic idea behind
the method is that related entities found together have a bigger chance of being
true positive annotations than entities that do not have any signiﬁcant relatedness
with other entities found in the same text window.
Entity Annotations
The input of our method is the text processed by any chemical entity identiﬁcation
tool that can provide resolution to ChEBI. The text can correspond to a full
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document, or be smaller text windows such as paragraphs or sentences. The text
used represents the window where the similarity of one concept with the others
in that window will be calculated.
Thus, the input for our method is the set of concepts of a reference database,
e.g. ChEBI, that are mapped with the entities identiﬁed in a given text window
text:
concepts(text) = ({c : c ∈ ChEBI ∧ resolution(e, ChEBI) = c
∧e ∈ recognition(text)})
ChEBI semantic similarity
Chemical Entities of Biological Interest (ChEBI) is a freely available dictionary
and ontology of small molecular entities (de Matos et al., 2010). The ChEBI
ontology structure comprises three separate sub-ontologies: the Chemical Entity
sub-ontology provides a structural relationship between terms; the Role ontology
provides a functional relationship between terms; the Subatomic Particle contains
the entities which are smaller than the atom and its relations. ChEBI contains
however several cyclic relationship types (such as is enantiomer of) that had
to be removed from the ontology, remaining only non-cyclical relationships. The
result is a directed acyclic graph (DAG) structure similar to that of GO and that
supports the calculation of semantic similarities in a similar fashion.
Our method requires the ChEBI ontology for the calculation of the semantic
similarity between two concepts:
sim(c1, c2) = n, n ∈ [0, 1] ∧ c1, c2 ∈ ChEBI
The users can select the semantic similarity measure that best suits their
needs. In our study, we selected the Resnik, simUI and simGIC measures given
their previous successful application in ChEBI (Ferreira & Couto, 2010).
Validation scores
For each concept our method calculates the similarity between it and all the other
concepts in the given text window. Thus, an aggregate function is required to
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return a single score value from all its similarities:
aggregateFunction({n1, ..., nm}) = k, k ∈ [0, 1]
In this paper, the function used to aggregate the similarity measures of a
concept with the other concepts in the text window is the maximum. Thus,
k in this case corresponds to MAX{n1, ..., nm} which represents the value of
semantic similarity between a concept c and the most similar concept to c in the
text window.
This is a straightforward approach that provides high values of k for concepts
that have at least one similar concept in the text window, and low score for those
that do not have at least one similar concept in the text window. However in some
situations diﬀerent ways to calculate the validation score might be beneﬁcial and
thus diﬀerent aggregate functions can be used. As an example, other functions
diﬀerent from the maximum similarity measure may include the average of the
similarity measures of one concept with all the others in the text window, or the
average of the top 3 similarity measures for a concept in the text window.
Thus, a validation score can be calculated for each concept c in the input text
as follows:
score(c) = aggregateFunction{sim(c, ci) : ci ∈ concepts(text) ∧ ci 6= c}
Validation threshold
With the validation score for each concept in a text window our method must
decide which concepts (mapped entities) are to be validated and which are to be
considered outliers.
The idea is that the top scoring entities are better candidates of being true
positive annotations, while the lower scoring ones are better candidates to be
false positives. Thus, our method ranks the entities according to their validation
score.
The user can then provide a validation threshold t which is used to validate
the entities for which the similarity score is higher than the given validation
threshold. The remaining entities that contain a validation score lower than the
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validation threshold are considered outliers, because those entities do not present
a signiﬁcant semantic relationship to at least one other concept:
validated = {(c, score(c)) : c ∈ concepts(text) ∧ score(c) >= t}
outlier = {(c, score(c)) : c ∈ concepts(text) ∧ score(c) < t}
The validation threshold can also be automatically selected by deciding the
number of entities to be validated. For example, if the user wants 25% of the
entities to be validated the threshold t is given by the concept with the minimum
score that is higher than 75% (p = 0.75) of all the other scores calculated:
t =(MIN{score(c1) : c1 ∈ concepts(text)∧
#{c2 : c2 ∈ concepts(text) ∧ score(c1) >= score(c2)}
#concepts(text)
>= p}, p ∈ [0, 1]
)
5.2 Results
Manually annotated documents are essential for the development and evaluation
of text mining systems. Thankfully, a corpus of forty patent documents was
manually annotated with ChEBI concepts by a team of curators from ChEBI and
the European Patent Oﬃce in an eﬀort to promote the development of chemical
text mining tools 1. A preliminary version of this Gold Standard was presented
in section 3.1.1, and in section 4.1.1 the ﬁnal version was presented together with
an enrichment of mappings to ChEBI that we performed due to the fast growing
of the ChEBI database.
5.2.1 Text Mining Results
Two distinct methods for entity recognition and resolution were applied to this
patent corpus. One of them is a dictionary method, Whatizit (Rebholz-Schuhmann
et al., 2008), that performs ChEBI term lookup in input text and has been de-
1http://chebi.cvs.sourceforge.net/viewvc/chebi/chapati/patentsGoldStandard/
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Method Annotations TP Precision Recall
Dictionary 18,683 4,530 24.3 46.7
CRFs 10,681 4,783 44.8 49.3
Table 5.1: Results of entity identiﬁcation (recognition and resolution to ChEBI)
obtained by the two used tools in the patent corpus. An exact matching assess-
ment was considered. Annotations indicate the total amount of entities recog-
nized, TP indicates how many were in accordance to the gold standard.
scribed in section 4.1.2. The other is a machine-learning method that uses an
implementation of CRFs, and that was described in section 4.1.3.
The output of chemical text mining systems consists of chemical entities recog-
nized and mapped to ChEBI (automatic annotations). These automatic chemical
annotations are the input for our validation method. Table 5.1 presents an outline
of the entity recognition and resolution results expressed at table 4.4 obtained
for both text mining systems in the patent corpus. We can see that for the same
corpus the dictionary-lookup method recognized and mapped to ChEBI almost
18.7 thousand putative chemical entities, while the CRF-based method only rec-
ognized and mapped to ChEBI about 10.7 thousand putative chemical entities.
However, the amount of identiﬁed entities that turned out to be true positives is
similar for both methods (about 4.6 thousand entities) when considering an ex-
act matching assessment. This means that the CRF-based method has a higher
precision, having for instance for exact matching a 44.8% precision while the
dictionary-lookup method only obtains 24.3%.
5.2.2 Validation Results
The list of ChEBI concepts identiﬁed by a text mining system in a given fragment
of text is the input of our validation method. For each input ChEBI concept, our
method measures the semantic similarity between it and all the other ChEBI con-
cepts in that list. We used diﬀerent semantic similarity measures, namely Resnik,
SimGIC and SimUI. Our method then returns for each concept the list of most
similar concepts sorted by their similarity value. We deﬁned the validation score
of a given concept as the similarity value of the most similar concept returned
by our method. The validation score measures our conﬁdence that the concept
has been correctly identiﬁed by the text mining system. Next, our method ranks
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the input list of ChEBI concepts using their validation score, and a threshold can
be deﬁned in order to split the ChEBI concepts in consistent entities (when its
validation score is higher than the deﬁned threshold) and outlier entities (when
the validation score is below the deﬁned threshold).
The subset of consistent annotations can now be evaluated against the gold
standard annotations, and new values for precision and recall can be calculated
for this subset that misses the outlier annotations. In Figures 5.1 and 5.2 we
show the eﬀect of the variation of the validation threshold (i.e. the size of the
validated entity subset, that ranges from all entities validated when the threshold
is low to none when its large) and the precision evaluation measure for that
validated entity subset, as well as the ratio of true positives still present in that
subset. Figure 5.1 presents the results obtained using the dictionary-based entity
identiﬁcation method (Whatizit) and Figure 5.2 the results using the CRF-based
method. For both Figures the semantic similarity measure being used is, as an
example, SimUI.
If we were to randomly select a subset from the entities provided by an en-
tity identiﬁcation system, the amount of true positives in that random selection
would decay linearly. Similarly, the precision of entity recognition for a random
selection would be constant and equal to the full set of annotations. Unlike in
a random subset selection, using our validation score signiﬁcantly increases the
precision as we select a subset of entities with higher validation score. Also, the
true positive ratio for a selection using our validation score is higher than for a
random selection, which means our method is being able to discern between true
chemical entities and entities that have mistakenly been annotated as chemical,
preferentially maintaining the true positives and discarding the false ones.
Table 5.2 provides the results using diﬀerent validation score thresholds, cor-
responding to subsets of validated entities consisting of 25%, 50% and 75% of the
total automatic annotations, for each one of the three tested semantic similarity
measures. We can see that the precision for the subsets using our method is
higher than the precision of the entire set of annotations before our method was
applied (results in Table 5.1). Analyzing the results presented in Table 5.2 we
conclude that several semantic similarity measures may be successfully used. The
three measures tested provide similar results, with the exception of a lower per-
formance using the Resnik measure for small selection subsets. Both the Resnik
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Figure 5.1: Validation of Whatizit annotation results. This image shows the
variation in precision and recall with the validation score threshold. Using the
SimUI measure with a document as text window. Straight dots represent the
expected behavior of a random validation system.
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Figure 5.2: Validation of CRF-based annotation results. This image shows the
variation in precision and recall with the validation score threshold. Using the
SimUI measure with a document as text window. Straight dots represent the
expected behavior of a random validation system.
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Subset 25% validated 50% validated 75% validated
Measure Method TP Precision TP Precision TP Precision
SimGIC
Dict. 1,560 33.7 3,381 36.3 4,326 30.8
CRFs 1,608 60.8 2,821 53.1 3,901 48.3
SimUI
Dict. 1,879 39.4 2,777 30.0 4,243 30.4
CRFs 1,545 57.6 2,812 52.2 3,929 49.6
Resnik
Dict. 1,315 27.9 2,834 30.0 4,403 31.3
CRFs 1,234 49.5 2,577 48.4 3,928 48.7
Table 5.2: Amount of True Positives (TP) and Precision obtained at selected
subsets of validated entities corresponding to 25%, 50% and 75% of the total
amount on annotations performed by each tool (Method), using validation cal-
culated using the semantic similarity measure indicated in Measure. The text
window used for this evaluation was the a document-wide text window.
and simGIC measures are however dependent upon Information Content (IC)
calculations, while simUI is a more straightforward measure avoiding any kind of
bias.
The dictionary method ranges from a precision of 24% for the total of anno-
tations to about 30% precision when a quarter of the annotations that have lower
validation score are discarded (a subset selection of 75% of the automatic anno-
tations). This means an absolute increase of 6% precision, which corresponds to
an increase of 25% relative to the original precision, without our method. The
cost for this precision increase was the lost of 5% of the true positive annotations
identiﬁed. Note that a random selection of 75% of the automatic annotation
would maintain the precision at the same values (no relative increase) while the
amount of true positives would decay by 25%.
For the CRF-based method, and when using a validated subset of the same
size (75% of the automatic annotations), we see that the gain in precision is in
the order of 5%, which corresponds to a relative precision increase of 11%. The
cost in terms of true positive loss is in this case about 18%. The relative values
are provided in Table 5.3 for the SimUI measure.
We can clearly observe that the dictionary method beneﬁts more from the
validation method than the CRF-based method. This is most probably due to
the starting precision of the two methods, which is higher for the CRF-based
method, making it harder to discriminate correct annotations from annotation
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Subset 25% validated 50% validated 75% validated
Method TP Ratio P Incr. TP Ratio P Incr. TP Ratio P Incr.
Dict. 41.5 62.1 61.3 23.5 93.7 25.1
CRFs 28.6 57.6 58.9 16.5 82.1 10.7
Table 5.3: For selected subsets of validated entities corresponding to 25%, 50%
and 75% of the total amount on annotations performed by each tool (Method), we
present the True Positive ratio (TP Ratio), which corresponds to the percentage
of True Positives remaining in the subset, and the Precision increase relative to
the Precision for the total amount on annotations (P Increase). The text window
used for this evaluation was the a document-wide text window, and the semantic
similarity measure was SimUI.
errors. Nevertheless, the method proved eﬃcient with diﬀerent degrees of quality
of the starting annotation, and good starting results can still proﬁt from our
method.
The validation results presented until now have considered the entire doc-
ument as text window for validation score calculation, and each instance of a
compound had a single validation score that was the similarity of the most sim-
ilar compound in the document. However there might be large documents that
change its scope in diﬀerent sections, and thus the same compound should have
diﬀerent validation scores according to its position. This is why the calculation of
the validation scores can be made using not only document-wide text windows,
but also smaller ones such as paragraph-wide or even sentence-wide text windows.
In this case a document will not be represented by single set of compounds, but
a set of compounds for each text window and the validation scores are calculated
comparing the entities in each of these windows.
In Table 5.4 we show the results using a paragraph-wide validation. We see
that in this case there is usually a loss in performance when comparing with the
document-wide validation, with the exception of a an increase from 34% precision
to 38% when using a subset of 25% of the entities and the simGIC similarity
measure for the dictionary-based annotations.
The method here presented has been implemented in a freely available web
tool 1 which integrates the CRF-based entity recognition method and the lex-
ical similarity entity resolution method together with the presented validation
1www.lasige.di.fc.ul.pt/webtools/ice/
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Subset 25% validated 50% validated 75% validated
Measure Method TP Precision TP Precision TP Precision
SimGIC
Dict. 1,752 37.8 3,207 34.3 3,945 28.7
CRFs 1,516 56.4 2,730 51.6 3,902 48.6
SimUI
Dict. 1,761 36.8 3,083 32.7 3,899 27.9
CRFs 1,480 55.8 2,743 52.1 3,931 48.7
Resnik
Dict. 1,636 35.5 2,983 31.9 4,153 29.8
CRFs 1,477 52.9 2,584 49.6 3,946 49.9
Table 5.4: Amount of True Positives (TP) and Precision obtained at selected
subsets of validated entities corresponding to 25%, 50% and 75% of the total
amount on annotations performed by each tool (Method), using validation cal-
culated using the semantic similarity measure indicated in Measure. The text
window used for this evaluation was a paragraph-wide text window.
method.
5.3 Discussion
5.3.1 Missing in ChEBI
We analyzed the annotations with high similarity scores, which are expected to
be true positives, and found that most of them were in fact true positives but
some did not match the gold standard manual annotations.
We found for instance that for both automatic entity identiﬁcations systems
the terms cyﬂuthrin, transﬂuthrin, ﬂucythrinate, bioallethrin and some
others, all found in the same sentence of the patent document WO2007005470,
contained a high validation score and were true positives. Analyzing that sentence
we ﬁnd that it is listing a series of pyrethroid insecticides, and its also because
of that matching biological role that the validation score is very high for those
entities.
However at that same sentence, the terms bifenthrin, cyperaiethrin, methothrin
and metoﬂuthrin have also been annotated as being chemical by the CRF-based
method but failed to be mapped to ChEBI, and thus had no score.
Investigating those compounds we found that they were also pyrethroid in-
secticides, but had not yet been included in ChEBI. This is an example of an
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interesting aid our method can provide to curators or other users of chemical
name recognizers that provide identiﬁcation of putative chemical entities, not
included yet in databases.
5.3.2 Missing in Gold Standard
Most of the entities identiﬁed as chemicals with a very high validation score and
that were not tagged as chemicals in the gold standard (and thus were considered
false positives) were found to be in fact chemical entities that for some reason
had escaped manual annotation of the gold standard corpus. Examples of terms
in this situation include amino acid, peptide and aryl. It is also interesting
to note that usually the terms in this situation have been found multiple times in
the same patent document. For instance, amino acid in the patent document
WO2007041240, peptide in the patent document WO2007002913, and aryl in
the document WO2007004952.
Among the annotation errors detected within high similarity score terms,
we also found as an example the following sentence in the patent document
WO2007045478 of the corpus:
Compounds of the invention may further be useful for the treatment
of withdrawal symptoms caused by termination of the use of addictive
substances, like heroin, cocaine, tobacco, nicotine, opioids, benzodi-
azepines and alcohol.
In this sentence, the dictionary method annotates heroin, cocaine, nicotine
and alcohol. The CRF-based method annotates benzodiazepines in addition to
those terms found by Whatizit. The similarity score of the terms is high, because
the terms are closely related in ChEBI, but they are considered annotation er-
rors. The reason is that the manual annotation of the corpus did not consider
those terms. This is another example that shows that the gold standard might
have been under annotated by the curators, and many false positive automatic
annotations might in fact be correct annotations that have not been considered
in the process of manual annotation of the corpus.
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5.3.3 Adverse Context
On the other end, for low validation score terms we ﬁnd examples of situations
where low score terms are in fact correctly identiﬁed. For instance, in the following
sentence of the patent document WO2007041479:
A pharmaceutical composition comprising (i) talnetant, (ii) povi-
done, (iii) mannitol and (iv) a surfactant, wherein: (a) the ratio of
povidone to mannitol is 0.45: 1 or higher.
Several terms were correctly identiﬁed as chemical, and the resolution to
ChEBI has been correctly performed, but the terms simply had a low seman-
tic similarity between them. This occurs because in this sentence the author was
listing a pharmaceutical composition, and the compounds did not need to have
any relationship between them other than being part of that composition. This
type of errors will tend to be less frequent as the size of the comparison window
increases.
Also, the presence of words such as comprise, compose, constitute or other
synonyms, might be used to assume a relation between the mentioned chemical
entities even if their base validation score is low, so that validation score can be
tweaked to allow for a correct validation of the entities.
5.4 ICE Framework
Using the methods developed and presented throughout the chapters 3 and 4,
together with the validation method presented in this chapter, we developed
a framework that integrates them in a free online tool that can be found in
www.lasige.di.fc.ul.pt/webtools/ice/. ICE (Identifying Chemical Entities)
is a software platform that integrates algorithms for chemical entity recognition
in biomedical literature, resolution of named entities to the ChEBI database,
and validation of annotations using semantic similarity in the ChEBI ontology to
gather annotation evidence.
Figure 5.3 shows an outline of the ICE architecture.
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Recognition
Text
Annotated
text
Resolution
Annotated text
mapped to ChEBI
Validation
Annotated text with 
confidence scores
Figure 5.3: Architecture of ICE with the three modules for Recognition, Resolu-
tion and Validation of chemical entities.
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5.4.1 Recognition
The software platform uses the algorithms for chemical entity recognition pre-
sented by Grego et al. (2009). This entity recognition system follows a machine
learning approach using an implementation of Conditional Random Fields (CRF)
to build a classiﬁcation model based on a manually annotated patent document
corpus.
The ﬁrst step in the entity recognition process is the splitting of the input
text into a sequence of tokens, which are then classiﬁed according to the previous
model. With this method chemical named entities are located in the input text,
however there is no mapping to a reference database and thus an entity resolution
module is required.
5.4.2 Resolution
For entity resolution to the ChEBI database this software platform uses the algo-
rithms presented in Grego et al. (2012a). This module takes as input the string
identiﬁed as being a chemical compound name and returns the most relevant
ChEBI identiﬁer along with a conﬁdence score.
A lexical similarity method is used to compare the constituent words in the
input string with the constituent words of each ChEBI term, to which diﬀerent
weights have been assigned according to its frequency in the database. A ﬁnal
score is provided with the mapping and a minimum score threshold can be used
to allow for no mapping to be made in cases where the provided mapping score
is too low, which might be an indication that the term is absent from ChEBI.
5.4.3 Validation
The validation method presented in this chapter is used by the software platform
to perform validation of named entities mapped to ChEBI. The underlying as-
sumption is that most often a text fragment such as a paragraph has a limited
scope, and therefore normally contains entities that are somehow related to each
other. With this in mind, the algorithm takes as input entities mapped to ChEBI
within a text fragment and searches for relationships between them. The output
is for each input entity the most similar entity within the text fragment, with the
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corresponding similarity score.
Using the ontology structure of ChEBI we are able to compare chemical en-
tities according to both structural and functional characteristics through sev-
eral possible semantic similarity measures (Ferreira & Couto, 2010). The BOA
framework (Tavares et al., 2011) oﬀers an implementation for chemical semantic
similarity calculation.
Based on the maximum similarity score of each entity we can ﬁlter outliers
and corroborate consistent entities. This can be performed using two thresholds.
The algorithm has thus four parameters that can be tuned according to the user
requirements: the text fragment window, which can be the full document, para-
graph or sentence; the semantic similarity measure to be used for the comparison
of the entities; and the two thresholds, which can be tuned to allow for more
precision or recall.
The ﬁnal result is advantageous in semi-automated tasks by providing an
improved view over the entity recognition results, because the user will have an
indication of which entities have increased consistency and are most probably
correctly identiﬁed, as well as which entities are outliers in the sense that no
similar entities could be ﬁnd, which might be an evidence of a recognition error.
As an example lets consider the following sample sentence and follow the steps
of ICE.
A mixture of ethanol, propanol and acetic acid with a small amount
of sodium chloride.
In the entity recognition step four entities can be found are now highlighted
in light gray.
A mixture of ethanol, propanol and acetic acid with a small amount
of sodium chloride.
In entity resolution, ChEBI identiﬁers are assigned to the entities.
A mixture of ethanol [CHEBI:16236], propanol [CHEBI:28831] and
acetic acid [CHEBI:15366] with a small amount of sodium chloride
[CHEBI:26710].
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Entities mapped to ChEBI are compared to each other, and those with high
maximum similarity are considered consistent. That is the case of ethanol and
propanol, which have high semantic similarity. Sodium chloride has a low sim-
ilarity with the other entities, and is thus considered an outlier. Acetic acid in
the example has reasonable similarity to both ethanol and propanol, but not high
enough to be considered consistent. The ﬁnal result would highlight diﬀerently
the new three classes of entities.
A mixture of ethanol [CHEBI:16236], propanol [CHEBI:28831] and
acetic acid [CHEBI:15366] with a small amount of sodium chloride
[CHEBI:26710].
In this example, the text fragment window is very small and thus there are few
entities to be compared, which can provide misleading results. All four entities
were in fact correct, but the indication of consistent and outlier entities still
provide interesting and meaningful explanation that users can use in a semi-
automated fashion. A screenshot of the tool is presented in Figure 5.4.
5.5 Conclusions
This Chapter proposed a method for validation of automatic chemical entity
identiﬁcation results that improves the precision of chemical entity identiﬁcation
tasks for state-of-the-art tools. This is because the method uses the fact that
chemical entities named nearby, in a text window, have an intrinsic relationship
that may be found on an ontology such as ChEBI. Text mining tools do not
consider this by themselves, and thus our method can aid in their task of eﬃciently
identifying chemical entities.
To demonstrate the feasibility of our method this thesis used the results of
two distinct chemical entity identiﬁcation methods, using a corpus that had also
been manually annotated. Applying our method to the results of those two chem-
ical identiﬁcation methods, we were able to eﬃciently discern between true and
false positive entities, enriching the precision obtained for entity identiﬁcation in
subsets of consistent entities. This is done by using semantic similarity measures
in the ChEBI ontology to compare the chemical entities found in the text, and
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Figure 5.4: Webtool screenshot. Our validation method was implemented in a
webtool containing the CRF-based chemical identiﬁcation method. A sample
sentence from patent document WO2007041564 is shown with some chemical
entities, and their validation score. Validated entities (validation score above the
deﬁned validation threshold, selected in this example as 75%) are presented in
green, while outliers are presented in yellow.
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assign them a validation score. The high scoring entities are considered consistent
while the low scoring entities are considered outliers and not validated.
The size of the set of validated entities is tunable by a validation threshold,
and also by the type of semantic similarity measure and aggregate function imple-
mented. This allows for ﬁne tuning by manual curators that can use our method
as a tool to give them assistance.
There are still some improvements that can be included in our method. For
instance, this thesis found that in some sentences that list components of a mix-
ture, the individual compounds of that mixture do not need to be related, and
thus the validation score is low for those compounds even though they are true
positives. This issue can be dealt by detecting keywords such as constitute or
compose that are an indication that the compounds in the vicinity do not need
to be related, and tune their validation score with this fact in mind.
Our method can be applied to all chemical entity recognition tools that per-
form resolution to ChEBI, and has been implemented in a web tool on top of
the CRF-based entity recognition method here used. Furthermore, our method
can be easily adapted to other entity types than chemicals, given that there is
an ontology available to compare those entity types and recognition tools that
provide mappings to that ontology.
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Chapter 6
Error Filtering
Text mining tools are improving their eﬀectiveness in recognizing biomedical en-
tities, however there will always be recognition errors and methods are required
to ﬁlter out these errors.
In the last chapter a validation method was presented that is capable to discern
between true named entities and annotation errors performed by chemical named
entity recognizers that can provide entity resolution to the ChEBI database. This
chapter presents an alternative diﬀerent approach for locating and ﬁltering anno-
tation errors. It consists in a case-based approach for the automatic ﬁltering of
entity recognition errors that entity recognition systems ubiquitously produce.
The developed system is called FiBRE (Filtering Bioentity Recognition Er-
rors), and takes advantage of the annotation results provided by entity recognition
tools to ﬁnd erroneous entity recognitions. This system was developed before ICE
and served as a preliminary experiment of this thesis. The main idea is that the
results provided by entity recognition tools do include errors, but those are in
a relatively small number and most automatic annotations are correct. FiBRE
learns from the results themselves to give a conﬁdence score for each recognition,
thus deriving from the recognition results which are likely to be errors and which
are likely to be in fact target entities. This system may be modiﬁed to function
with a wide variety of annotation tools, functioning as an add-on tool.
An assessment of FiBRE was performed on a set of more than 17,000 MED-
LINE abstracts previously annotated by Text Detective (Torres et al., 2007), a
state-of-the-art rule-based entity recognition system (Tamames, 2005) which has
101
6. ERROR FILTERING
been introduced in Section 2.3.1. Curators evaluated the recognition results given
by Text Detective that FiBRE classiﬁed as potential errors, and this thesis found
that FiBRE was able to ﬁlter more than 600 erroneous gene recognitions with
a precision of 92%, requiring minimal human intervention. Unfortunately Text
Detective have only been evaluated for gene recognition tasks, even if it there are
modules capable of providing chemical and drug annotations. In the future it
might be interesting to test FiBRE in the ﬁltering of chemical entities recognized
by chemical named entity recognizers.
The remain of this chapter describes FiBRE and the method it uses, presents
the obtained results obtained in ﬁltering Text Detective recognition data and
discusses the obtained results.
6.1 Methods
FiBRE uses a case based approach that does not require a manually annotated
corpora for training, since it uses the entity recognition results of an entity recog-
nition system as annotated corpora for training. It can be applied to named
entity recognition systems that annotate entities of at least two diﬀerent cate-
gories. The existence of diﬀerent categories is a prerequisite of any case-based
approach, since the training set should at least have positive and negative cases
for a model to be created.
6.1.1 Input
FiBRE receives two sets of annotations that the named entity recognition system
classiﬁed in two diﬀerent categories. For the experiment, the named-entities
given by Text Detective were split in two categories: one containing the gene
annotations, and other containing the remaining non-gene annotations (chemical
compounds, drugs, diseases, symptoms).
Each named-entity given by Text Detective was composed by the PubMed
identiﬁer and the location where the bioentity was recognized within the abstract.
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Figure 6.1: The named bioentity recognition system (Text Detective) identiﬁes
two diﬀerent categories of entities (TD gene and TD non-gene) from the Biolit-
erature. FiBRE splits each of the two sets of results in two sets (training and
test). The training sets are used for learning the statistical classiﬁer that creates
a model, which is used to classify the test sets of both categories. The result is
a two sets of annotations, one that FiBRE classiﬁed as being gene annotations
(FiBRE gene) and the other as being non-gene annotations (FiBRE non-gene).
The steps above are executed multiple times with diﬀerent training/test set splits
to include each annotation in the test set at least once. In the end, we have two
set of putative misannotations, the ones that are in the TD gene set and in the
FiBRE non-gene set, and the ones that are in the TD non-gene set and in the
FiBRE gene set.
6.1.2 Output
The output is the list of given named-entities that FiBRE classiﬁed in a diﬀerent
category. In our experiment, the output is the gene named-entities given by Text
Detective that FiBRE classiﬁed as non-genes and the non-gene named-entities
given by Text Detective that FiBRE classiﬁed as genes.
Each named-entity that FiBRE returns is accompanied by a conﬁdence score
provided by the used classiﬁcation method.
6.1.3 Procedure
Figure 6.1 represents an outline of the main steps of FiBRE that are described
below.
In the ﬁrst step, both categories of annotations are spread in two sets: training
and test set.
The second step uses the training sets of both categories to create a model
using a statistical classiﬁcation method. In this process the idea is to learn from
each training set what is a gene and what is not.
The third step uses the model to classify the test sets of both categories. In
this step the knowledge represented in the model is used to re-classify each entity,
thus having a chance of changing the original classiﬁcation.
The steps above are iterated several times to include each annotation multiple
times in the test set by using diﬀerent training sets. Therefore, in the end we
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have multiple FiBRE classiﬁcations for each Text Detective classiﬁcation.
Step four selects the annotations that were consistently classiﬁed by FiBRE
in a category diﬀerent from its original one. This means that only the gene
annotations given by Text Detective that were always classiﬁed by FiBRE as
non-gene are considered to be Text Detective errors.
6.1.4 Implementation
Each annotation was represented by a set of features, including the words that
compose the bioentity recognised by Text Detective, its surrounding words, and
their suﬃxes and preﬁxes. The list of features used to represent the annotations
have diﬀerent weights according to their distance to the bioentity recognised.
To create the models and classify the annotations, the Bow toolkit (McCallum,
1996) was used. Bow (or libbow) is a library that performs statistical text clas-
siﬁcation using one of several diﬀerent classiﬁcation methods (McCallum, 1996).
The diﬀerent classiﬁcation methods provided by Bow were tested, all of them gave
similar results, but the Probabilistic Indexing classiﬁcation method achieved bet-
ter performance in both time and accuracy. Thus, the results presented on this
paper were obtained using this classiﬁcation method with forty diﬀerent 60/40
training test set splits.
FiBRE was implemented with Perl scripts that receive the named entities from
Text Detective, represent them as a set of features, add them to Bow, perform
the classiﬁcation several times, and select the named-entities that were never
classiﬁed on its original category.
6.2 Results
A prototype version of FiBRE has been tested with a small set of annotations
given by Text Detective. This set was composed by 6,944 gene named-entities
recognised from 969 abstracts. FiBRE was able to detect 17 gene recognition
errors with a precision of 100% (for a conﬁdence score higher than 80%). Con-
sidered the evaluation of Text Detective that indicate an error rate of 20%, this
number represent 1% of the estimated total of errors made by Text Detective for
that set of documents (1390 estimated annotation errors). However, by decreas-
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ing the conﬁdence score required for a named entity to be considered an error
the amount of errors detected increases, at the cost of lower precision. In Table
6.1 we can see the amount of erroneous gene recognition detected by FiBRE at
diﬀerent conﬁdence score thresholds, and the corresponding precision.
Conﬁdence threshold Errors ﬁltered Precision
80% 17 100%
75% 74 91%
70% 104 82%
65% 113 78%
60% 125 72%
55% 142 65%
50% 158 58%
Table 6.1: Precision of FiBRE at diﬀerent conﬁdence score thresholds for the 969
abstracts set.
The results obtained in this small set of documents were promising, given that
FiBRE was able, at high conﬁdence score thresholds, to detect errors with high
precision in an automated way that does not require human intervention.
Following those results we tested the current version of FiBRE with the an-
notations recognized by Text Detective in a much larger set, composed by 17,585
abstracts. Then, curators evaluated the gene annotations given by Text Detective
that FiBRE classiﬁed as potential errors according to the conﬁdence score given
by the classiﬁcation method (manual evaluation of the high scored annotations,
with a score higher than 70%).
Table 6.2 shows the precision of the error ﬁltering. For example, from these
gene named entities given by Text Detective there were 621 that FiBRE clas-
siﬁed as non-gene with a conﬁdence score higher than 80%. Curators analyzed
the annotations and conﬁrmed a high percentage of success achieved by FiBRE,
corresponding to a precision of about 93%.
Figure 6.2 represents a plot of the precision obtained by FiBRE as determined
by curators that manually checked the annotations ﬁltered, and the corresponding
threshold. We can conﬁrm that FiBRE have high precision for conﬁdence scores
above 80% (90% - 95% precision), however the precision starts to decrease at
conﬁdence scores below that value.
Figure 6.3 shows the number of annotations that FiBRE has ﬁltered for a given
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Conﬁdence threshold Errors ﬁltered Precision
90% 222 93%
80% 621 93%
70% 1344 77%
60% 2438 N/A
50% 3970 N/A
Table 6.2: Precision of FiBRE at diﬀerent conﬁdence score thresholds for the
17,585 abstracts set.
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Figure 6.2: Precision of FiBRE according to the conﬁdence threshold.
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Figure 6.3: Number of annotations ﬁltered by FiBRE according to the conﬁdence
threshold.
threshold. We see that the number of annotations ﬁltered increases exponentially,
thus an error of FiBRE for high conﬁdence scores have a grater impact in the
overall precision.
FiBRE have predicted a total of 4,736 errors from 59,088 gene recognitions
made by by Text Detective in the 17,585 documents. The number of errors ﬁltered
by FiBRE ranges from about 4,000 for a threshold of 50% conﬁdence score, and
600 for a threshold of 80% conﬁdence score. Assuming that 20% of the total
gene recognitions performed by Text Detective are erroneous, as claimed by their
authors, the ﬁltering performed by FiBRE represents 34% to 5% of the total Text
Detective erroneous gene recognitions. We can only give this estimate of recall,
since it was unfeasible to manually evaluate all the gene recognitions performed
by Text Detective, as well as the annotations ﬁltered by FiBRE for thresholds
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PMID Sentence Score Curation
15479369 Two of these were developed for children (the Haemo-QoL and the 0.99 ok
CHO-KLAT), and two for adults (the Hemoﬁlia-QoL and the
< Hemolatin-QoL > ).
15505396 This paper summarizes the published experience as well as results 0.98 not ok
of the 3rd International Workshop on Glutaryl-CoA Dehydrogenase
Deﬁciency held in October 2003 in Heidelberg, Germany, on the topic
treatment of patients with glutaryl-CoA dehydrogenase
( < GCDH > ) deﬁciency.
15655003 In trial 3, heifers in < IDO 3 > (n = 71) were again treated as in IDO 1. 0.97 ok
15587756 Assessment of < QT > interval duration and dispersion in athlete's heart. 0.97 ok
10599856 13 healthy subjects (28.5 3.8 years) were recorded with a < 21-channel 0.94 ok
digital EEG > during a stroboscopic alternative motion paradigm
implying illusionary motion with ambiguous direction.
Table 6.3: Examples of entities ﬁltered by FiBRE. The ﬁltered entities are inside
brackets
below 70%.
Table 6.3 presents some of the named entities that FiBRE has ﬁltered. FiBRE
is able to detect the erroneous entity recognitions by learning the features that
characterize each gene named entity. For example in the sentence of Table 6.3
with the PMID 15587756, the entity under brackets is in a context that is not
normal for a gene. The presence of words not usually found near a gene have
been important features used to detect that recognition error. However this
approach can have some problems: in the sentence of the Table 6.3 with the
PMID 15505396, the entity GCDH have been correctly recognized as a gene by
Text Detective. However the sentence is in the context of a Workshop, and that
context is not usual for this kind of entity. So FiBRE has incorrectly ﬁltered that
gene, and classiﬁed it as a non-gene.
6.3 Discussion
Named entity recognition tools produces errors, but an eﬃcient tool will perform
in a way that most of the times is correct when recognizes an entity and only
produce errors in a small number of times. Based in this idea, FiBRE was devel-
oped. FiBRE uses a case-based approach that learns from the recognition tool's
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results, the correct annotation pattern without the need for human curated data.
The presented method has shown to be capable of ﬁltering errors made by
rule-based named bioentity recognition systems such as Text Detective. FiBRE
was able to identify about 5% of the total Text Detective gene recognition errors,
with a precision of 93%, and requiring minimal human eﬀort, since it is fully
automated and uses only the results of Text Detective.
However there are some limitations in this approach. For FiBRE to be ef-
fective, there is the requirement of an entity recognition tool that provides an
substantial amount of accurate entity recognition results. Otherwise we believe
that the classiﬁcation method will not be able to eﬀectively learn the features
that characterize an error to be ﬁltered. The precision of 80% described for the
Text Detective gene recognition process is however suﬃcient to eﬀectively learn
the classiﬁers.
The parameters of the classiﬁers can still be further tuned for improved perfor-
mance, and usage of more features created with aid of external data resources of
domain knowledge might provide better ﬁltering performance. FiBRE uses only
a case-based approach, and as such it will most probably not perform as well
in an entity recognizer that uses also a case-based approach as it did with Text
Detective (which uses a rule-based approach). The addition of features gathered
from domain-knowledge external resources might enable FiBRE to have a broader
range of applicability.
6.4 Conclusion
In this chapter FiBRE was presented, a case-based technique capable of ﬁltering
errors made by rule-based named bioentity recognition systems, such as Text
Detective. Using only the results of Text Detective, FiBRE was able to identify
annotation errors, with high precision, and requiring minimal human eﬀort, since
it is fully automated.
This system requires however improvements to be applicable to a wider range
of entity recognition tools. For instance, FiBRE will be diﬃcult to implement with
an entity recognition tool that provides only one class of named-entities. This
problem can be overcome if FiBRE have a built-in module for general bioentity
recognition that can be used as negative set. For this process the usage of external
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domain-knowledge will be helpful, and at the same time this knowledge can be
used to expand the feature set used for classiﬁcation.
According to the hypothesis proposed in this document, this method has
shown eﬀective in detecting recognition errors that can be ﬁltered out from the
results of entity recognition systems, thus improving their results. It is however
still necessary to test this method with a chemical entity recognizer, but given
that most currently used chemical entity recognition systems rely on dictionary
and rule-based approaches similar to the approach Text Detective uses, we be-
lieve that the method here presented will be capable of achieving useful ﬁltering
capabilities.
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Conclusions
Text mining in the life sciences literature is undoubtedly gaining increasing in-
terest from the academic research community, but also from the pharmaceutical
and biotechnology industries. In biology, named entity recognition has reached
a quality that allows the usage of text mining systems for database content pro-
duction. In the domain of chemistry however, named entity recognition is at an
early development stage and there are still signiﬁcant challenges that need to be
addressed. Few chemical entity recognition tools are available and those mostly
use dictionary based methods. Likewise, chemical entity resolution is an area yet
to be addressed while there have been already evaluation competitions focused
in this task for other kinds of biomedical entities.
The goal of this thesis was to address the challenges of chemical named en-
tity recognition and resolution in order to improve the performance achieved by
current state-of-the-art chemical named entity identiﬁcation tools by exploiting
Machine Learning and Semantic Similarity techniques, i.e to validate the pro-
posed hypothesis:
Hypothesis: The results achieved by current chemical entity identiﬁcation sys-
tems can be improved by exploiting a Machine Learning approach and Se-
mantic Similarity techniques using dictionaries as domain knowledge.
To assess this hypothesis, this thesis proposed an eﬃcient machine learning
approach for the identiﬁcation of chemical entities from text, a resolution algo-
rithm based on lexical similarity, and algorithms for validating the correctness
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of the identiﬁed entities. The superior performance of these contributions were
assessed against results from state-of-the-art tools, therefore demonstrating the
validity of the proposed hypothesis. A summary of the contributions of this thesis
in terms of recognition, resolution, validation and error ﬁltering are described in
the following sections.
7.1 Recognition
A case-based chemical entity recognition method was developed, and obtained
results show that this approach can overperform existing methods based on dic-
tionaries. The dictionary based systems performed well in partial identiﬁcation of
chemical entities, however the machine learning approach performed better (10%
higher F-score in comparison to the best dictionary based system) when iden-
tifying chemical entities following an exact matching assessment (Grego et al.,
2009).
The results obtained were promising, particularly because the classiﬁer was
trained with a preliminary version of a gold standard, and issues were found to be
related to the generic tokenizer used. There was still much room for improvement
of the developed case based chemical entity recognition method, nevertheless we
could conclude that case based chemical entity recognition systems can be eﬃ-
ciently used for recognition of chemical entities, and even outperform dictionary
based systems.
According to the proposed hypothesis, the developed method indicates that
a case based approach can have better performance than most usual dictionary
based methods, thus improving the current state of chemical entity recognition.
7.2 Resolution
With the ﬁnal release of a gold standard, an evaluation of the case-based chemical
entity recognition method developed was performed against the state-of-the-art
dictionary based method, Whatizit. In addition to training with the updated cor-
pus, further improvements were made to the method such as the tokenizer used.
Results showed that the dictionary based method can already provide compet-
itive results in recognizing chemical named entities, obtaining an F-measure of
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up to 70%. However, our machine learning method outperformed the dictionary
based method by having a ∼20% average increase in the F-measure.
While the dictionary based method intrinsically performs the resolution of
the recognized entities, the developed case based method does not. Thus, we
developed a resolution method based on lexical similarity for mapping chemical
entities to ChEBI, which was used to perform the resolution of chemical entities
recognized by the developed case based method. This resolution method has
shown to be eﬀective, surpassing the dictionary based method in entity resolution
task by 2-5% in F-measure.
Evaluating the entity identiﬁcation task, which combines the tasks of entity
recognition and resolution, the developed case based method combined with the
lexical similarity method yielded better results than the dictionary method by an
average of ∼15% F-measure (Grego et al., 2012a).
7.3 Validation
Text mining systems that perform the task of entity recognition and resolution
will always commit some errors, but the output can be checked for coherence
so that we can have a certain conﬁdence in each provided recognition. Entities
named nearby in a text usually have an intrinsic relationship that text mining
tools to not consider by themselves but that relationship can be found on an
ontology such as ChEBI.
Thus a method based on semantic similarity that compares nearby entities
using the ChEBI ontology was developed. The method provides a validation
score and can eﬃciently discern between true and false positive entities, increasing
the precision obtained for entity identiﬁcation by text mining tools that provide
resolution to ChEBI. This is done by using semantic similarity measures in the
ChEBI ontology to compare the chemical entities found in the text, and assign
them a validation score that is higher for consistent entities and lower for outliers
(entities for which no strong relationships with nearby entities were found).
Our method was evaluated and proved to be eﬃcient, being able to increase
the precision by 25% for one of the chemical entity identiﬁcation tools used (Wha-
tizit), while validating 94% the correctly identiﬁed entities. The method allows for
ﬁne tuning by a validation threshold and also by the type of semantic similarity
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measure and aggregate function implemented (Grego & Couto, 2013).
7.4 ICE
A platform that combines the contributions on recognition, resolution and vali-
dation of chemical entities in text was developed and is available as a web tool
entitled Identifying Chemical Entities (ICE) (Grego et al., 2012b).
The ICE framework performs chemical entity recognition using the proposed
case based method and perform the resolution of entities to the ChEBI database
using the proposed lexical similarity method. The entity identiﬁcation results
are then further processed using the ChEBI ontology to identify outliers and
consistent entities, providing the user with annotation evidence. The goal is
to provide the user, potentially a curator performing semi-automatic annotation
tasks, diﬀerent layers of certainty for each recognized entity for a better analysis
of the chemical identiﬁcation results.
This tool is available at www.lasige.di.fc.ul.pt/webtools/ice/.
7.5 Error Filtering
The developed validation method based on semantic similarity can be used for
discerning between consistent entities and outliers. This means that it can be
used not only for validation, but also for detection and ﬁltering of annotation
errors. It is although not the only possible strategy to perform this task, and this
thesis started by developing a technique that is capable of ﬁltering errors made
by rule-based named bioentity recognition systems using a case based approach.
The developed method was called Filtering Bioentity Recognition Errors (FiBRE)
and tested on Text Detective, a rule based bioentity recognition system. FiBRE
was able to identify annotation errors with high precision, and requiring minimal
human eﬀort, since it is fully automated.
According to the hypothesis proposed in this document, this method has
shown to be eﬀective in detecting recognition errors that can be ﬁltered out from
the results of entity recognition systems, thus improving their results.
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7.6 Future Work
The work presented has been evaluated though its diﬀerent stages, however it
has not been possible to evaluate it in a community competition, because no such
competition has taken place yet. The upcoming BioCreative IV will be the ﬁrst
competition containing a track dedicated to the task of chemical and drug named
entity recognition. This will be an excellent opportunity to test the presented
methods and see their performance against other systems that will be developed
for the competition.
It will however be required to perform an optimization of all the proposed
methods, because in the competition the method is to perform as best as possi-
ble and there are no requirements in testing a full dictionary independent entity
recognition method as we have done here. Thus, the developed case based entity
recognition method need to be tunned and requires further testing and optimiza-
tion. Several supervised learning methods are available and there are diﬀerent
implementations of CRF that can be tested. Also, a better and more eﬃcient
set of features may be selected, which may include dictionary features that have
been avoided in this thesis if those feature improve the obtained results.
The validation method can also be enhanced by integrating other kinds of
knowledge in the process of gathering relationship evidence, such as looking genes
or proteins and comparing the Gene Ontology annotations with the ChEBI an-
notations.
Additionally, the available ICE web tool can be further improved in order to
increase its usability. For instance, we plan to provide the tool as a web service
to be more readily available to users.
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