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Böttcher and Wenzel recently proved that for any unitarily
invariant norm ‖·‖, sup
{ ‖XY−YX‖
‖X‖‖Y‖ : X and Y are n × n nonzero
complex matrices
}
= C √2 and that C = √2 when the norm is
the Frobenius norm. They also asked whether the Frobenius norm
is the only one having such property. In this paper, we answer the
question by showing that the dual norm of the (2, 2)-norm also has
the property that C = √2.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Wedenote byMn(C) the vector space of all complexn × nmatriceswith the inner product 〈X, Y〉 =
tr(Y∗X), where tr X denotes the trace of X and Y∗ is the adjoint of Y . The singular values of a matrix X
are denoted by si(X), and we assume that they are sorted in non-increasing order. The identity matrix
of order n is denoted by In, and let O denote the zero matrix of appropriate order.
In [3], Böttcher and Wenzel conjectured that for all real matrices X and Y ,
‖XY − YX‖F 
√
2‖X‖F‖Y‖F ,
where ‖·‖F denotes the Frobenius norm. The inequality has been investigated, proved and generalized
by various authors [1,4–8]. Besides extending the result to complexmatrices, Böttcher andWenzel [4]
proved that for any unitarily invariant norm,
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sup
{‖XY − YX‖
‖X‖‖Y‖ : X, Y ∈ Mn(C)\{O}
}
= C √2. (1)
They also asked whether the Frobenius norm is the only unitarily invariant norm with C = √2 and
showed that it is the case when n = 2 (see [4, Theorem 5.4]). The question remains open for n 3.
Later, Wenzel [9] has given a non-unitarily invariant norm with C = √2. In this paper, we are going
to answer their question by giving another unitarily invariant norm with C = √2.
Let us recall twospecial classesof unitarily invariantnorms. For anymatrixX ∈ Mn(C), the Schatten
p-norms are deﬁned, for any p 1, as
‖X‖p =
⎛
⎝ n∑
j=1
s
p
j (X)
⎞
⎠1/p .
For p = 2we retrieve the Frobenius norm, also denoted by ‖X‖F . For p 1 and 1 k n, (p, k)-norms
are deﬁned as
‖X‖(k),p =
⎛
⎝ k∑
j=1
s
p
j (X)
⎞
⎠1/p .
Note that when p = 1, the norms are known as the Ky Fan k-norms and when p = ∞,
‖X‖∞ = ‖X‖(k),∞ = s1(X).
Throughout this paper we are mainly concerned with ‖·‖F and ‖·‖(2),2.
2. Useful results
In this section we ﬁrst repeat some results that will be used later. The ﬁrst lemma is a direct
consequence of the min-max principle (see [2, p. 75]).
Lemma 1. Let A, B, C ∈ Mn(C), then
sj(ABC) ‖A‖∞‖C‖∞sj(B) (2)
for j = 1, . . . , n.
Since unitarily invariant norms are increasing functions of singular values (see [2, p. 52]), it follows
from (2) that
‖ABC‖ ‖A‖∞‖C‖∞‖B‖ (3)
for every unitarily invariant norm ‖·‖.
Lemma 2 ([2, p. 51, p. 94]). For any matrix A, B ∈ Mn(C),
|tr AB|
n∑
i=1
si(AB)
n∑
i=1
si(A)si(B).
Lemma 3 ([1, Corollary 5]). For any matrices X, Y ∈ Mn(C),
‖XY − YX‖F 
√
2‖X‖F‖Y‖(2),2.
In [4], Böttcher andWenzel mentioned that ‖·‖(2),2 might be a solution to their question. We tried
in vain to prove the result since we do not have a nice representation for ‖·‖(2),2. Later, whenWenzel
proved the following theorem, we got another idea.
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Theorem 1 ([9]). For any matrices X, Y ∈ Mn(C) and p 1,
‖XY − YX‖p  2max
{
1
p
, 1
p′
}
‖X‖p‖Y‖p,
where 1
p
+ 1
p′ = 1.
Notice that ‖·‖p and ‖·‖p′ are mutually dual norms, and thus
sup
X,Y∈Mn(C)\{O}
‖XY − YX‖p
‖X‖p‖Y‖p = supX,Y∈Mn(C)\{O}
‖XY − YX‖p′
‖X‖p′ ‖Y‖p′ = 2
max
{
1
p
, 1
p′
}
.
This observation inspired us to consider the dual norm of ‖·‖(2),2.
3. Main results
Let ‖·‖ be a given norm on Mn(C). The dual norm of ‖·‖ with respect to the usual inner product
is deﬁned and denoted by
‖B‖D ≡ max{|tr A∗B| : ‖A‖ = 1, A ∈ Mn(C)}.
One can easily check that the dual norm of a unitarily invariant norm is also unitarily invariant.
By Lemma 2, the dual norm of a unitarily invariant norm ‖·‖ can be written as
‖B‖D = max
⎧⎨
⎩
n∑
j=1
sj(A)sj(B) : ‖A‖ = 1, A ∈ Mn(C)
⎫⎬
⎭ . (4)
This leads to the following theorem.
Theorem 2. The dual norm of ‖·‖(2),2 is given by
‖B‖D(2),2 =
⎧⎪⎨
⎪⎩
√
s21(B) +
(∑n
j=2 sj(B)
)2
, if s1(B)
∑n
j=2 sj(B),
1√
2
∑n
j=1 sj(B), if s1(B) <
∑n
j=2 sj(B).
Proof. Using the variational characterization (4) for the dual norm, we get that
‖B‖D(2),2= max
⎧⎨
⎩
n∑
j=1
sj(A)sj(B) : ‖A‖2,(2) = 1, A ∈ Mn(C)
⎫⎬
⎭
= max
⎧⎨
⎩
n∑
j=1
ajsj(B) : a21 + a22 = 1, a1  a2  · · · an  0
⎫⎬
⎭
= max
⎧⎨
⎩
n∑
j=1
ajsj(B) : a21 + a22 = 1, a1  a2 = · · · = an  0
⎫⎬
⎭
= max
⎧⎨
⎩a1s1(B) + a2
⎛
⎝ n∑
j=2
sj(B)
⎞
⎠ : a21 + a22 = 1, a1  a2  0
⎫⎬
⎭ .
Note that both (a1, a2)
T and
(
s1(B),
∑n
j=2 sj(B)
)T
are vectors in the ﬁrst quadrant of R2. When the
unit vector (a1, a2)
T varies under the constraint a1  a2, it is clear that their inner product attains a
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maximum when the two vectors are linearly dependent if s1 
∑n
j=2 sj(B), and attains a maximum
when a1 = a2 if s1 < ∑nj=2 sj(B). The result follows. 
We are going to show that this norm satisﬁes (1) with C = √2. We cannot prove the result if we
just consider ‖·‖D(2),2 as a norm; we have to use the fact that it is the dual norm of ‖·‖(2),2.
Theorem 3. For any matrices X, Y ∈ Mn(C),
‖XY − YX‖D(2),2 
√
2‖X‖D(2),2‖Y‖D(2),2.
Proof. By the triangle inequality and (3),
‖XY − YX‖D(2),2  2‖X‖∞‖Y‖D(2),2. (5)
On the other hand, from the deﬁnition of the dual norm, we get that
‖XY − YX‖D(2),2= max‖A‖(2),2=1 |tr A
∗(XY − YX)|
= max‖A‖(2),2=1 |tr(A
∗X − XA∗)Y |
 max‖A‖(2),2=1
‖A∗X − XA∗‖(2),2‖Y‖D(2),2
 max‖A‖(2),2=1
‖A∗X − XA∗‖F‖Y‖D(2),2
 max‖A‖(2),2=1
√
2‖X‖F‖A∗‖(2),2‖Y‖D(2),2 (6)
= √2‖X‖F‖Y‖D(2),2. (7)
Note that (6) follows from Lemma 3. Combining (5) and (7), we obtain
‖XY − YX‖D(2),2 min
{
2‖X‖∞,
√
2‖X‖F
}
‖Y‖D(2),2.
To ﬁnish the proof, it sufﬁces to show that
min
{
2‖X‖∞,
√
2‖X‖F
}

√
2‖X‖D(2),2.
We divide the veriﬁcation of the inequality into two cases:
Case 1. Suppose s1(X)
∑n
j=2 sj(X). Then ‖X‖D(2),2 =
√
s21(X) +
(∑n
j=2 sj(X)
)2
. Thus
min
{
2‖X‖∞,
√
2‖X‖F
}

√
2‖X‖F
= √2
√√√√√s21(X) +
⎛
⎝ n∑
j=2
s2j (X)
⎞
⎠

√
2
√√√√√s21(X) +
⎛
⎝ n∑
j=2
sj(X)
⎞
⎠2
= √2‖X‖D(2),2.
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Case 2. Suppose s1(X) <
∑n
j=2 sj(X). Then ‖X‖D(2),2 = 1√2
(∑n
j=1 sj(X)
)
. Thus
min
{
2‖X‖∞,
√
2‖X‖F
}
 2‖X‖∞
< s1(X) +
⎛
⎝ n∑
j=2
sj(X)
⎞
⎠
= √2 · 1√
2
⎛
⎝ n∑
j=1
sj(X)
⎞
⎠
= √2‖X‖D(2),2.
Hence, we get the desired result. 
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