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FUSION ASYMPTOTICS FOR LIOUVILLE CORRELATION FUNCTIONS
GUILLAUME BAVEREZ1 AND MO DICK WONG1,2
Abstract. In [DKRV16], David-Kupiainen-Rhodes-Vargas introduced a probabilistic frame-
work based on the Gaussian Free Field and Gaussian Multiplicative Chaos in order to make
sense rigorously of the path integral approach to Liouville Conformal Field Theory (LCFT).
We use this setting to compute fusion estimates for the four-point correlation function on the
Riemann sphere, and find that it is consistent with predictions from the framework of theoret-
ical physics known as the conformal bootstrap. This result fits naturally into the famous KPZ
conjecture [KPZ88] which relates the four-point function to the expected density of points
around the root of a large random planar map weighted by some statistical mechanics model.
From a purely probabilistic point of view, we give non-trivial results on negative moments of
GMC. We give exact formulae based on the DOZZ formula in the Liouville case and asymptotic
behaviours in the other cases, with a probabilistic representation of the limit.
Finally, we show how to extend our results to boundary LCFT, treating the cases of the
fusion of two boundary or bulk insertions as well as the absorption of a bulk insertion on the
boundary.
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1. Introduction
1.1. Path integral. The Liouville action on the Riemann sphere S2 ∼= Ĉ = C ∪ {∞} is the
action functional SL : Σ→ R (where Σ is some function space to be determined) defined by1
SL(X) =
1
4pi
∫
S2
(|∇X|2 + 4piµeγXg(z))d2z (1.1)
where g(z) = |z|−4+ := (|z| ∨ 1)−4 is the background metric, γ ∈ (0, 2) is the parameter of
the theory, and µ > 0 is the cosmological constant (whose value is irrelevant in this paper).
Another important parameter is the so-called background charge which is defined by Q := γ2 +
2
γ .
From here, Liouville Conformal Field Theory (LCFT) is the “Gibbs measure” associated to
SL, which is formally defined in the physics literature by
〈F 〉 :=
∫
F (X)e−SL(X)DX (1.2)
for all continuous functional F on Σ. Here DX stands for “Lebesgue measure” on C∞(S2),
which of course does not make sense mathematically. Nonetheless, it is possible to define
(1.2) in a rigorous framework using the Gaussian Free Field (GFF) and Kahane’s theory of
Gaussian Multiplicative Chaos (GMC) – see [DKRV16] and sections 2.1 and 2.2 of this paper.
Roughly speaking, the GFF X on S2 is the Gaussian field corresponding to the “Gaussian
measure” e−
1
4pi
∫
S2 |∇X|2DX. We will write P for its probability measure and E for the associated
expectation. The GFF lives P-a.s. in the topological dual of the Sobolev space H1(S2, g) and
is therefore defined as a distribution (in the sense of Schwartz). In this context, GMC is the
random measure Mγ on S2 defined for all γ ∈ (0, 2) and making sense of the exponential of
the GFF (which is a priori ill-defined). This can be constructed through a regularisation of
1Usually the Liouville action has also a curvature term, which we have omitted here for simplicity. This will
not play an important role since we will consider metrics whose curvature concentrates on the unit circle.
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the field and we will loosely write dMγ(z) = eγX(z)−
γ2
2
E[X(z)2]g(z)d2z to refer to the limiting
measure, even though X is only defined as a distribution.
The main observables in LCFT are the vertex operators Vα(z) := e
αX(z), giving rise to the
correlation functions, which can be thought of as the Laplace transform of the field defined by
the measure (1.2): 〈
N∏
i=1
Vαi(zi)
〉
=
∫ N∏
i=1
eαiX(zi)e−SL(X)DX (1.3)
On the sphere, these are defined for all pairwise disjoint insertions (z1, ..., zn) ∈ ĈN and
Liouville momenta (α1, ..., αn) ∈ RN+ satisfying the Seiberg bounds
σ :=
N∑
i=1
αi
Q
− 2 > 0 ∀i, αi
Q
< 1 (1.4)
In particular, this implies that the correlation function exists only if N > 3.
For fixed z0 ∈ Ĉ, the vertex operator Vα(z0) has a geometric interpretation, as it inserts a
conical singularity of order α/Q at z0 in the physical metric ([Sei90, HMW11], Appendix B).
Thus the second Seiberg bound is there to make the singularity integrable around z0. On the
other hand by Gauss-Bonnet theorem, the first bound is equivalent to asking that the surface
S2 \ {z1, ..., zN} with conical singularities of order αi/Q at zi has negative total curvature.
The correlation functions satisfy some conformal covariance under Mo¨bius transformation,
namely if ψ is such a map, then [DKRV16]〈
N∏
i=1
Vαi(ψ(zi))
〉
=
N∏
i=1
|ψ′(zi)|−2∆i
〈
N∏
i=1
Vαi(zi)
〉
where ∆i = ∆αi :=
αi
2 (Q−αi2 ) is called the conformal dimension of Vαi(·). This property implies
that the three-point correlation function 〈∏3i=1 Vαi(zi)〉 is determined by 〈Vα1(0)Vα2(1)α3(∞)〉
since there is a unique Mo¨bius transformation sending (z1, z2, z3) to (0, 1,∞). The three-point
correlation functions play a central role in the conformal bootstrap approach to CFTs (see
Section 1.2). For LCFT, they are given by the celebrated DOZZ formula, a proof of which
was given for the first time in [KRV17], where the authors rigorously implemented the method
known as Teschner’s trick [Tes95] (see [DO94, ZZ96] for the original derivation of the formula
which uses a different approach).
We now turn to the four-point function. By conformal covariance, we can take the insertions
to be at (z1, z2, z3, z4) = (0, z, 1,∞) with z ∈ Ĉ \ {0, 1,∞} being the free parameter. In this
paper, we will take (α1, α2, α3, α4) satisfying the Seiberg bounds and will be concerned about
the behaviour of the four-point function as z → 0 (the other fusions being easily deduced from
conformal invariance). In the framework of [DKRV16] using the GFF and GMC, the four-point
function has the following expression for |z| 6 1:〈
4∏
i=1
Vαi(zi)
〉
= 2γ−1µ−
Qσ
γ Γ
(
Qσ
γ
)
|z|−α1α2 |1− z|−α2α3E
[(∫
Ĉ
eγ
∑4
i=1 αiG(zi,·)dMγ
)−Qσ
γ
]
(1.5)
4 GUILLAUME BAVEREZ AND MO DICK WONG
where G = G(·, ·) is Green’s function on (S2, g). The main feature of (1.5) is that, up to explicit
factors, it is expressed using negative moments of GMC. One of our main results (Theorem
1.1) gives the exact asymptotic behaviour of (1.5) as z → 0 using the integrability result of the
DOZZ formula. Now the reader will notice that the negative exponent in the definition of (1.5)
depends on the αi’s, so the DOZZ formula does not give integrability results for all moments
of GMC but only for the one corresponding to the Liouville correlation function. However, in
our framework, we lose nothing in promoting σ to a free parameter, so we were able to find the
asymptotic behaviour of all negative moments (Theorems 1.2 and 1.3) but only in the Liouville
case did we get an exact expression for the limit. In this special case, we were able to confirm
a prediction coming from the bootstrap approach to LCFT, which we review now.
1.2. Conformal bootstrap. The foundations of the conformal bootstrap were laid in [BPZ84]
and since then it has been acknowledged in the physics community as a powerful tool to analyse
two dimensional CFTs. However it is still a challenge to make sense of the theory in a rigorous
mathematical framework. One of the goals of this paper is to recover some aspects of the
bootstrap predictions in the probabilistic formulation of LCFT.
The conformal bootstrap is an algebraic approach based on the axiom that the vertex oper-
ator Vα can be associated to a highest-weight representation of the Virasoro algebra [Rib14].
It turns out that this assumption constrains the correlation functions drastically through some
identities like the the Ward or BPZ equations (a null-vector equation at level 2). The con-
straints of local conformal invariance imply that all correlation functions can be constructed
from more fundamental objects:
(1) The spectrum S ⊂ C. For α ∈ S, the vertex operator Vα(·) is called a primary field.
In Liouville CFT, the spectrum is the line Q + iR. It is important to notice that the
conformal bootstrap assumes that vertex operators are defined for all α ∈ C and not
necessarily for α in the “physical region” defined by the Seiberg bounds.
(2) The 3-point correlation functions, a.k.a. the structure constants. In Liouville CFT, these
are given by the DOZZ formula Cγ(α1, α2, α3), which is meromorphic in each one of
the αi’s.
Another key idea of the conformal bootstrap is that local fields should satisfy a so-called Oper-
ator Product Expansion (OPE), which can be understood analytically as a Taylor expansion of
vertex operators in the z variable. In other words, the OPE of the local operators Vα1(0)Vα2(z)
describes the fusion of the two insertions as z → 0. The fusion rule is particularly simple in
the case where the Verma module associated to Vα2(z) is reducible (i.e. α2 ∈ −γ2N∗ − 2γN∗),
but in the case of α1, α2 in the spectrum, it has the following form ([BZ06], equation (1.18))
Vα1(z)Vα2(0) =
1
8pi
∫
R
|z|2(∆P−∆1−∆2)Cγ(α1, α2, Q− iP )VQ+iP (0)|fα12γ,P (z)|2dP (1.6)
where ∆P =
Q2
4 +
P 2
4 is the conformal dimension of VQ−iP and f
α12
γ,P (z) = 1 + oz→0(1) is a
so-called conformal block, a holomorphic function of z depending only on P, γ, α1, α2. Plugging
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this into the four-point correlation function yields2
〈Vα1(0)Vα2(z)Vα3(1)Vα4(∞)〉cb =
1
8pi
|z|2(Q
2
4
−∆1−∆2)
×
∫
R
|z|P
2
2 Cγ(α1, α2, Q− iP )Cγ(Q+ iP, α3, α4)|Fα1234γ,P (z)|2dP
(1.7)
where Fα1234γ,P (·) is the four-point conformal block coming from the contribution of the OPE
conformal block. It is also holomorphic in z and universal in the sense that it depends only
on γ, P, α1, α2, α3 and α4. We call this formula the conformal bootstrap equation. The term
“bootstrap” refers to the fact that one can recursively compute all the correlation functions
on any Riemann surface of any genus by “bootstrapping” the structure constants using the
spectrum and the conformal blocks.
Let us stress again that formula (1.7) is far from having a mathematical justification. In
general, one way to make sense of the bootstrap predictions is to recover them from the
rigorous probabilistic framework of DKRV. This is usually a hard matter, but first steps have
been made in this direction, notably in [KRV15, KRV17] where the authors showed the validity
of Ward identities and BPZ differential equations and gave a proof of the DOZZ formula. At
this stage, we are still far from having a probabilistic interpretation of formula (1.7) because the
spectrum and the conformal blocks are not properly understood in the path integral approach.
However, we will see that in the limit where z → 0, these two objects disappear from the
equation and we are left with DOZZ formula which is well understood.
glue
Figure 1. The gluing of two instances of the thrice-punctured sphere, produc-
ing a four-punctured sphere.
There is a geometric interpretation of equation (1.7). Indeed, one can produce a four-
punctured sphere by gluing together two instances of the thrice-punctured sphere along annuli
neighbourhoods of one puncture (see Figure 1 and [TV15] for details of this procedure). The
bootstrap equation is the CFT counterpart of this gluing procedure since the integrand is a
product of DOZZ formulae. We will see in Section 1.3 that the factorisation becomes exact in
the z → 0 limit. The problem of factorisation of surfaces is an old one and was stressed by
Seiberg ([Sei90] p336) as the most important open problem in Liouville CFT, at a time where
the DOZZ formula was not yet known (nor even guessed). This paper gives a partial answer to
the problem since we will show rigorously that the state factorises into two independent states
as z → 0.
2We add the superscript cb for “conformal bootstrap”, in order to differentiate it with the correlation function
given by the path integral.
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Finally, let us briefly comment on the place of this work within the existing literature. The
recent proof of the DOZZ formula [KRV17] made an extensive use of the BPZ equation, a
second order ODE satisfied by the correlation function z 7→ 〈V− γ
2
(z)Vα1(0)Vα2(1)Vα3(∞)〉,
which was established in the earlier paper [KRV15] and solved explicitly using hypergeometric
functions. The reason why such an equation was expected to hold in the first place is that the
representation of the Virasoro algebra associated to the field V− γ
2
(·) is expected to be degener-
ate, with a null vector at level two in the Verma module. This drastically simplifies the fusion
rule for the fields V− γ
2
(z)Vα1(0), and using the interpretation of Virasoro generators as differ-
ential operators, this leads to the second order BPZ equation. In this paper on the contrary,
we study the general form of the fusion rule, for which the associated representation should
not be degenerate in general, thus not leading to a differential equation. To our knowledge,
there is no rigorous construction of representations of the Virasoro algebra in Liouville CFT
yet, but there are works addressing the question and exploiting null vectors in the context of
boundary CFT. For instance, it was shown in [Dub15] that SLE partitions functions can be
constructed from highest-weight representations of the Virasoro algebra. In general, some BPZ
and Ward-type identities appear in SLE related martingales as the condition making the drift
term in Itoˆ’s formula vanish [Fri04].
1.3. Main results. Let (α1, α2, α3, α4) be satisfying the Seiberg bounds (1.4). In particular,
this implies that either α1 + α2 > Q or α3 + α4 > Q (or both), and we assume without loss of
generality that α3 +α4 > Q. Notice that these conditions are equivalent to having the Seiberg
bounds being satisfied by (α1, α2, Q) (with the exception of the α3 = Q saturation).
Suppose for now that α1 + α2 > Q. Then equation (1.7) is expected to hold, i.e. we should
have
〈Vα1(z)Vα2(0)Vα3(1)Vα4(∞)〉cb =
1
8pi
|z|2(Q
2
4
−∆1−∆2)
×
∫
R
|z|P
2
2 Cγ(α1, α2, Q− iP )Cγ(Q+ iP, α3, α4)|Fα1234γ,P (z)|2dP
(1.8)
At the geometrical level, we can produce a four-punctured sphere by gluing together two
copies of the thrice-punctured sphere (see Figure 1) by picking one puncture on each sphere
and identifying together annuli neighbourhoods of these punctures. The form of equation (1.7)
reveals this gluing construction: the four-point function is a factorisation of three-point func-
tions.
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Assume α1 + α2 > Q. Taking Fα1234γ,P (z) ≡ 1 uniformly as P → 0, making the change of
variable P 7→ P
√
log 1|z| , equation (1.7) gives
8pi|z|2(∆1+∆2−Q4
2
)〈Vα1(z)Vα2(0)Vα3(1)Vα4(∞)〉cb
=
∫
R
|z|P
2
2 Cγ(α1, α2, Q− iP )Cγ(Q+ iP, α3, α4)|Fα1234γ,P (z)|2dP
=
1√
log 1|z|
∫
R
e−
P2
2 Cγ
α1, α2, Q− i P√
log 1|z|

× Cγ
Q+ i P√
log 1|z|
, α3, α4
∣∣∣∣∣∣Fα1234γ, P√log 1|z| (z)
∣∣∣∣∣∣
2
dP
∼
|z|→0
(
log
1
|z|
)−3/2
∂3Cγ(α1, α2, Q)∂1Cγ(Q,α3, α4)
∫
R
P 2e−
P2
2 dP
=
√
2pi
(
log
1
|z|
)−3/2
∂3Cγ(α1, α2, Q)∂1Cγ(Q,α3, α4)
(1.9)
Hence
〈Vα1(0)Vα2(z)Vα3(1)Vα4(∞)〉cb ∼
z→0
|z|2(Q
2
4
−∆1−∆2)
4
√
2pi log3/2 1|z|
∂3Cγ(α1, α2, Q)∂1Cγ(Q,α3, α4) (1.10)
There are two important features in this asymptotic behaviour
• There is a
(
log 1|z|
)−3/2
term correcting the polynomial rate |z|2(Q
2
4
−∆1−∆2)
• The limit is expressed as a product of two derivative DOZZ formulae. Geometrically
speaking, this means that we are sewing two instances of the thrice-punctured spheres,
each one presenting a cusp at the α = Q singularity. The fact that we have a product
means that we have two “independent” surfaces.
In the case α1 + α2 = Q, the computation of Appendix A shows that:
lim
P→0
Cγ(α1, α2, Q− iP )Cγ(Q+ iP, α3, α4) = −4∂1Cγ(Q,α3, α4) (1.11)
Going back to the bootstrap equation and noticing that 2(Q
2
4 −∆1 −∆2) = −α1α2, we can
apply the same change of variables as in (1.9), and get in this case
〈Vα1(z)Vα2(0)Vα3(1)Vα4(∞)〉cb ∼
z→0
− |z|
−α1α2
2pi
√
log 1|z|
∂1Cγ(Q,α3, α4)
∫
R
e−
P2
2 dP
= − 1√
2pi
|z|−α1α2
log1/2 1|z|
∂1Cγ(Q,α3, α4)
(1.12)
Again, let us notice two important features of this asymptotic behaviour
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α1
α2
Q Q
α4
α3
α1
α2
α4
α3
α1 + α2 > Q
α1 + α2 = Q
α3
α4
Q
α4
α3
α1 + α2
α1 + α2 < Q
Figure 2. The three different regimes depending on the sign of α1 + α2 −Q.
Up: Case α1 + α2 > Q. The surface on the left is a four-punctured sphere
with conical singularities of order (α1Q ,
α2
Q ,
α3
Q ,
α4
Q ) at (0, z, 1,∞). The limiting
surface is a pair of thrice-punctured sphere: one with singularities (α1Q ,
α2
Q , 1) at
(0, 1,∞) (the singularity at∞ is a cusp), the other with singularities (1, α3Q , α4Q )
at (0, 1,∞). Middle: Case α1 + α2 = Q. The limiting surface is a thrice-
punctured sphere with singularities of order (1, α3Q ,
α4
Q ) at (0, 1,∞). Bottom:
Case α1 + α2 < Q. The limiting surface is a thrice-punctured sphere with
singularities (α1+α2Q ,
α3
Q ,
α4
Q ) at (0, 1,∞).
• There is a
(
log 1|z|
)−1/2
correction term to be compared with the power −3/2 found in
the supercritical case α1 + α2 > Q in (1.9). This is explained by the fact that there is
only one cusp and one limiting surface (so no extra zero mode).
• The limit is expressed with only one derivative DOZZ block, to be compared with the
product found in (1.9). Intuitively, this means that in this critical case α1 + α2 = Q,
we see only one surface with two conical singularities and one cusp.
Finally we turn to the case α1 + α2 < Q. In this case, equation (1.7) does not hold in
this form and there is a need for “discrete corrections” (see [BZ06] section 8 for a thorough
discussion of the phenomenon). This is linked with the fact that the contour of integration in
(1.7) includes poles of the DOZZ formula, and the discrete corrections are merely residues. In
particular, the leading order as z → 0 is simply
〈Vα1(0)Vα2(z)Vα3(1)Vα4(∞)〉cb ∼z→∞ |z|
−α1α2Cγ(α1 + α2, α3, α4)
so that the geometric interpretation is that the two singularities add up together. This makes
sense since (α1 +α2, α3, α4) satisfies the Seiberg bounds. In this last case, the spectrum is “hid-
den” behind the discrete leading-order terms. In order to see the spectrum in our probabilistic
framework, one would need to push the asymptotic expansion further. It should be possible
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to do so using similar techniques as in [KRV17] (section 6) but we restrict ourselves to the
leading order for now.
Theorem 1.1. Let (α1, α2, α3, α4) satisfying the Seiberg bounds and such that α3 + α4 > Q.
The asymptotic behaviour as z → 0 of the correlation function 〈Vα1(0)Vα2(z)Vα3(1)Vα4(∞)〉
depends on the sign of α1 + α2 −Q and is described by the following three cases.
(1) Supercritical case:
If α1 + α2 > Q, then
〈Vα1(0)Vα2(z)Vα3(1)Vα4(∞)〉 ∼
z→0
1
4
√
2pi
|z|2(Q
2
4
−∆1−∆2)
log3/2 1|z|
∂3Cγ(α1, α2, Q)∂1Cγ(Q,α3, α4)
(1.13)
(2) Critical case:
If α1 + α2 = Q, then
〈Vα1(0)Vα2(z)Vα3(1)Vα4(∞)〉 ∼
z→0
− 1√
2pi
|z|−α1α2
log1/2 1|z|
∂1Cγ(Q,α3, α4) (1.14)
(3) Subcritical case3:
If α1 + α2 < Q, then
〈Vα1(0)Vα2(z)Vα3(1)Vα4(∞)〉 ∼
z→0
|z|−α1α2Cγ(α1 + α2, α3, α4) (1.15)
The different regimes appearing in the statement of Theorem 1.1 have a natural geometric
explanation (see Figure 2 for an illustration of the phenomenon). First, notice that the con-
dition α3 + α4 − Q > 0 corresponds to having the Seiberg bounds satisfied for (Q,α3, α4),
except that the first coefficient saturates the second bound. When α1 + α2 < Q, the two sin-
gularities add up and the limit is non-trivial. When α1 +α2 = Q, the second Seiberg bound is
saturated and it is natural [DKRV15, Bav18] to expect the factor (log 1|z|)
−1/2∂1Cγ(Q,α3, α4)
since the 0th order is trivial in this case. When α1 + α2 − Q > 0, this also explains the fac-
tor (log 1|z|)
−1∂3Cγ(α1, α2, Q)∂1Cγ(Q,α3, α4). The extra (log 1|z|)
−1/2 term has a more subtle
origin. Since both (α1, α2, Q) and (Q,α3, α4) satisfy the Seiberg bounds, we expect to see the
two spheres split and form a disconnected pair of surfaces in the limit. In this limit, the GFF
should have two zero modes (given e.g. by the mean on each independent surface). Roughly
speaking, upon splitting, the mean on the right surface conditioned on the mean on the total
surface is a Gaussian random variable with large variance which – when properly rescaled –
produces the extra zero mode. This rescaling explains the extra (log 1|z|)
−1/2 term appearing
in (1.13).
Theorem 1.1 can be equivalently reformulated in terms of GMC. Since our proof does not
depend on the particular choice of (−Qσγ )-moment in the four-point correlation, we may pro-
mote σ to a free parameter and study fusion estimates for arbitrary negative moments of GMC
that could be of independent interest. We first record the decay rate in the theorem below.
3This was already proved in [KRV17] section 6.1 and essentially follows from dominated convergence.
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Theorem 1.2. Let κ > 0, γ ∈ (0, 2) and (α1, α2, α3, α4) ∈ R4+ be such that the Seiberg bound is
satisfied. Also let (z1, z2, z3, z4) = (0, z, 1,∞) with z ∈ C\{0}. Then there exists some constant
Eγκ(α1, α2, α3, α4) > 0 such that
lim
z→0
1
Iγ,κα1+α2(z)
E
[
Mγ
(
eγ
∑4
j=1 αjG(zj ,·)
)−κ]
= Eγκ(α1, α2, α3, α4) (1.16)
where the rate function Iγ,κα is given by
Iγ,κα (z) =

1 α−Q < 0,√
log 1|z| α−Q = 0,
|z| (α−Q)
2
2
(
log 1|z|
)3/2
α−Q ∈ (0, κγ),
|z| (α−Q)
2
2
√
log 1|z| α−Q = κγ,
|z| (α−Q)
2
2
− (κγ−(α−Q))2
2 α−Q > κγ.
As mentioned in Section 1.1, LCFT gives an exact expression for Eγκ(α1, α2, α3, α4) in terms
of the DOZZ formula when κ =
∑4
i=1 αi−2Q
γ . While this is not the case in general, we can still
provide a probabilistic representation of the constant based on the radial/angular decomposi-
tion of the GFF on the infinite cylinder (see Section 2.1). For this it is useful to introduce the
random functional
Fa1,a2(u, f(·)) = e−γu
∫
|x|≥1
dMγ(x)
|x|4−γ(a1+a2)|x− 1|γa1 +
∫
Rs≥0×S1θ
e−γ(f(s)−a1G(1,e
−s−iθ))dM̂γ(s, θ)
=
∫
C∞
eγ((−u+Bs+(Q−a2)s)1{s≤0}−f(s)1{s≥0}+a1G(1,e
−s−iθ))dM̂γ(s, θ)
(1.17)
where (B−s)s≥0 is a Brownian motion independent of the GMC dM̂γ(s, θ) associated with the
lateral noise of GFF (see Lemma 2.1). We will also write (β˜us )s≥0 to denote a B˜ESu(3)-process
(see Definition 2.7).
Theorem 1.3. Let α1+α2−Q ≥ 0. The constant Eγκ(α1, α2, α3, α4) in (1.16) has the following
probabilistic representations.
• If α1 + α2 −Q = 0, then
Eγκ(α1, α2, α3, α4) =
1
κγ
√
2
pi
E
[(
Fα3,α4(τ, β˜
τ
· )
)−κ]
(1.18)
where τ ∼ Exp(κγ).
• If α1 + α2 −Q ∈ (0, κγ), then
Eγκ(α1, α2, α3, α4) =
1
γ
B
(
α1+α2−Q
γ , κ− α1+α2−Qγ
)
(α1 + α2 −Q)(κγ − (α1 + α2 −Q))
√
2
pi
× E
[(
Fα3,α4(τ, β˜
τ
· )
)−(κ−α1+α2−Q
γ
)
]
E
[(
Fα2,α1(T , β˜T· )
)−α1+α2−Q
γ
]
(1.19)
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where τ ∼ Exp(κγ − (α1 + α2 −Q)), T ∼ Exp(α1 + α2 −Q) and B(x, y) = Γ(x)Γ(y)Γ(x+y) .
• If α1 + α2 −Q = κγ, then
Eγκ(α1, α2, α3, α4) =
1
κγ
√
2
pi
E
[(
Fα2,α1(T , β˜T· )
)−κ]
. (1.20)
where T ∼ Exp(κγ).
• If α1 + α2 −Q > κγ, then
Eγκ(α1, α2, α3, α4) = E
[(
Fα2,α1(0,−B−(α1+α2−Q−κγ)· )
)−κ]
(1.21)
where (B
−(α1+α2−Q−κγ)
s )s≥0 is a Brownian motion with negative drift −(α1 + α2 −Q− κγ).
Remark 1.4. When α1 + α2 −Q > κγ, we can easily rewrite (1.21) as
Eγκ(α1, α2, α3, α4) = E
(∫
C
|x−1|(κ+1)γ2+ dMγ(x)
|x|4−γ(α1+α2)|x− 1|γα2
)−κ
which is very similar to the subcritical regime α1 + α2 −Q < 0 where
Eγκ(α1, α2, α3, α4) = E
∫
C
dMγ(x)
|x|γ(α1+α2)|x− 1|γα3 |x|4−γ
∑4
j=1 αj
+
−κ
can be obtained immediately by dominated convergence.
1.4. Conjectured link with random planar maps. The result of Theorem 1.1 has an
interesting counterpart in the world of 2d discretised quantum gravity via the famous KPZ
conjecture which was originally formulated in the physics literature by Knizhnik, Polyakov
and Zamolodchikov [KPZ88]. Roughly speaking, the authors conjectured that, in some sense,
LCFT should be the scaling limit of large random planar maps weighted by some statistical
mechanics model.
We start by recalling some facts about planar maps, using the setting of [Kup16] section 1
(see also [DKRV16] section 5.3). A planar map is a graph together with an embedding into the
sphere such that no two edges cross and viewed up to orientation preserving homeomorphisms.
For concreteness, we will work with triangulations, meaning that all the faces in the map
are triangles. Let TN,3 be the set of planar triangulations with N faces and 3 extra marked
points (called roots). The combinatorics of TN,3 is well known since the work of Tutte [Tut63]
and we have
#TN,3 
N→∞
N−1/2e−µcN
for some µc > 0. We mention that a wide class of planar maps fall into the same universality
class (e.g. 2p-angulations), meaning that they scale like N−1/2e−µcN where µc depends on the
model.
There is a way to conformally embed any triangulation (t,x1,x2,x3) into the sphere by
first turning it into a topological manifold and second specifying complex coordinate charts.
This endows the triangulation with a structure of Riemann surface with conical singularities at
vertices with n 6= 6 neighbours, and this embedding is unique if we add the extra requirement
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that the marked points (x1,x2,x3) are sent to (0, 1,∞) (see e.g. [Kup16]). Concretely, if4 ⊂ C
is an equilateral triangle with unit (Lebesgue) volume, the embedding provides a conformal
map ψt : 4 → Ĉ for each triangle t in the map. For all a > 0, we consider the pushforward
measure dνt,a(z) = a
2|(ψ−1t )′(z)|2dz on ψt(4), which assigns a mass a2 to each triangle of t.
The collection of (νt,a)t∈t defines a measure νta on Ĉ, and in particular νta(Ĉ) = Na2 for all
t ∈ TN,3.
The model becomes interesting when we choose the triangulation randomly. The simplest
example is the case of pure gravity, which amounts in sampling the triangulation with respect
to the probability measure defined by
Pa(t,x1,x2,x3) :=
1
Za
e−µ|t|
where µ := (1 + a2)µc, |t| is the number of faces of t and Za is a normalising constant. Notice
that Za → ∞ as we send a → 0, which means that the measure selects larger and larger
maps. When (t,x1,x2,x3) is sampled under Pa, the KPZ conjecture states that the random
measure νa = ν
t
a converges in distribution (with respect to the topology of weak convergence of
measures) as a→ 0 to a random Radon measure ν on S2. This limiting measure is expected to
be given by the Liouville measure (see [DKRV16] section 3.3 for a definition) and in particular,
it should satisfy the property that for all measurable A ⊂ Ĉ,
E
[
ν(A)
ν(Ĉ)
]
=
∫
A
f√
8/3,µc
where we have defined the probability density function
fγ,µ(z) :=
µγ
3γ − 2Q
〈Vγ(0)Vγ(z)Vγ(1)Vγ(∞)〉
Cγ(γ, γ, γ)
(1.22)
for all γ ∈ (0, 2) and µ > 0 (see Appendix C for the derivation of the normalising constant).
The critical case of Theorem 1.1 is given by γ = 2√
3
4, so that γ =
√
8
3 falls into the supercritical
case. Thus we have the asymptotic behaviour (note that ∆γ =
γ
2 × 2γ = 1)
fγ,µ(z) ∼
z→0
µγ
2
√
2pi(3γ − 2Q) |z|
Q2
2
−4
(
log
1
|z|
)−3/2 (∂3Cγ(γ, γ,Q))2
Cγ(γ, γ, γ)
(1.23)
If we integrate this formula on a small disc of radius ε, we find∫ ε
0
r
Q2
2
−4
(
log
1
r
)−3/2
rdr = (Q2/2− 2)1/2
∫ ∞
(Q2/2−2) log 1
ε
e−uu−3/2du ∼
ε→0
2
ε
Q2
2
−2√
log 1ε
so that ∫
|z| 6 ε
fγ,µ(z)dz ∼
ε→0
√
2piµγ
3γ − 2Q
(∂3Cγ(γ, γ,Q))
2
Cγ(γ, γ, γ)
ε
Q2
2
−2√
log 1ε
(1.24)
4We notice that this is a special value of γ from the random maps perspective since it corresponds to the
scaling limit of bipolar-oriented maps, see [KMSW16]
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If the conjecture holds true, the asymptotic behaviour (1.24) gives the expected fraction of
vertices which are close to 0 in a large planar map. In particular, the exponent of ε is Q
2
2 −2 =
1/12 for pure gravity.
Similar conjectures hold for random maps coupled with some statistical mechanics model
(e.g. Ising, Potts... see [DKRV16]). The conjectures are essentially the same in each case except
that the value of γ and µ may vary (e.g. Ising model corresponds to γ =
√
3). However one
can still plug the good value of γ in formula (1.24) to conjecture the expected density of points
around 0.
1.5. Outline. The remainder of this article is organised as follows. In the next section, we
provide a summary of GFF and GMC for the construction of Liouville correlation functions,
and then explain the main idea of our proofs. Section 3 is devoted to the proof of Theorem 1.1
(on the four-point correlation) and Theorem 1.2 (on the decay of arbitrary negative moments
of GMC), while that of Theorem 1.3 (on the probabilistic representations of the limiting con-
stants) is treated in Section 4. In the appendices we collect the DOZZ formula, discuss our
work from the perspective of surfaces with conical singularities and explain how to normalise
the four-point correlation to a probability distribution.
Acknowledgements. The authors wish to thank Re´mi Rhodes and Vincent Vargas for bring-
ing this problem to their knowledge and for interesting comments on this work and discussions
on LCFT.
2. Background
In this section, we recall the mathematical foundation for the Liouville measure (1.2) and the
derivation for the 4-point function, and explain the main idea of our approach. To commence
with, we quickly review GFF and GMC and mention several facts about them.
2.1. Gaussian Free Field. Let H10 (S2, g) (or simply H10 ) be the Sobolev space of functions
with distributional derivatives in L2(S2, g) and vanishing g-mean. This space is equipped with
the norm
‖X‖2∇ :=
1
2pi
∫
S2
|∇X|2 = − 1
2pi
∫
S2
∆X ·X
that we call the Dirichlet energy. Hence we can interpret the formal measure 1ZGFF
∫
e−
1
2
‖X‖2∇DX
as a Gaussian probability measure on the space H10 (where ZGFF is a “normalising constant”
which we will explain at the end of this section). Thus if (en)n > 1 is an orthonormal basis of
H10 , we define the formal series
X =
∑
n > 1
αnen
where (αn)n > 1 is a sequence of i.i.d. normal random variables. It can be shown that this series
converges in H−10 , the topological dual of H
1
0 . In particular, it is not defined as a function but
rather as a distribution in the sense of Schwartz. We call this field the Gaussian Free Field
(GFF). We write P for the probability measure of the GFF and E the associated expectation.
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The covariance kernel of the GFF is given by Green’s function G := (− 12pi∆)−1, i.e. we formally
write
E[X(x)X(y)] = G(x, y)
where the kernel of Green’s function is explicitly given by
G(x, y) = log
1
|x− y| + log |x|+ + log |y|+
Thus the “normalising constant” ZGFF that we are looking for should be given by ZGFF :=
(det(− 12pi∆))1/2, which is obtained via zeta-regularisation [OPS88].
There is a convenient choice of basis for H10 , which is the family (
√
2pi
λn
ϕn)n > 1 where
(ϕn)n > 0 is an orthonormal basis of L2 of eigenfunctions of −∆ with eigenvalues 0 = λ0 <
λ1 6 ... 6 λn.... This gives an L2 decomposition of the GFF, except that we are missing the
zero mode (the coefficient in front of the constant function ϕ0 ≡ Volg(S2)−1/2). This should
be a Gaussian with infinite variance and we interpret this as Lebesgue measure, since
√
2pi
λ
times the law of a Gaussian random variable with variance λ−1 converges vaguely to Lebesgue
measure as λ → 0. So our final interpretation of the measure e− 12‖X‖2∇DX is that we set for
all continuous functional F : H−1 → R∫
F (X)e−
1
2
‖X‖2∇DX =
(
det(− 12pi∆)
Volg(S2)
)−1/2 ∫
R
E[F (X + c)]dc (2.1)
Throughout the paper, we will make an extensive use of the so-called radial/angular decom-
position of the GFF, which is better understood in cylinder coordinates. Let C∞ := Rs × S1θ
be the complete cylinder. Under the conformal change of coordinates ψ : z 7→ − log z, the
Riemann sphere (Ĉ \ {0,∞}, g) endowed with the creˆpe metric is mapped to (C∞, gψ) with
gψ(s, θ) = e
−2|s|. From now on, we write G for Green’s function on (C∞, gψ) with vanishing
mean on {0} × S1.
Lemma 2.1. Let X(s, θ) be a GFF on C∞. Then we can write X(s, θ) = Bs + Y (s, θ) where
(1) (Bs)s∈R is a two-sided Brownian motion. We will call this process the radial part of
the field.
(2) Y is a log-correlated field with covariance kernel
H(s, θ, s′, θ′) := E[Y (s, θ)Y (s′, θ′)] = log
e−s ∨ e−s′
|e−s−iθ − e−s′−iθ′ | (2.2)
We will call this field the lateral noise or angular part of the field. Notice that the law
of Y is translation invariant.
(3) B is independent of Y .
Otherwise stated, Lemma 2.1 enables to rewrite Green’s function (on the cylinder) as
G(s, θ, s′, θ′) = (|s| ∧ |s′|)1ss′ > 0 +H(s, θ, s′, θ′)
= (|s| ∧ |s′|)1ss′ > 0 +H(0, 0, s′ − s, θ′ − θ)
= (|s| ∧ |s′|)1ss′ > 0 +G(0, 0, s′ − s, θ′ − θ)
(2.3)
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Remark 2.2. We will sometimes abuse notations and write the more compact form G(s +
iθ, s′ + iθ′) (resp. H(s+ iθ, s′ + iθ′)) for G(s, θ, s′, θ′) (resp. H(s+ iθ, s′ + iθ′)).
2.2. Gaussian Multiplicative Chaos. Recall that a GFF is only defined as a distribution,
so the exponential term eγX is ill-defined a priori. However it is possible to make sense of the
measure eγX(x)g(x)d2x using a regularising procedure based on Kahane’s theory of Gaussian
Multiplicative Chaos (GMC) (see [RV13, RV16, Ber17] for more detailed reviews).
We use the regularisation called the circle average. For ε > 0, let Xg,ε be the average of X
on the geodesic circle of radius ε in the metric g. The field Xε is continuous, so the measure
dMγg,ε(x) := e
γXg,ε(x)− 12γ2E[Xg,ε(x)2]d2x
is well defined for all γ ∈ (0, 2), and it is known that the sequence of measures Mγg,ε converges
weakly in probability to a (random) Radon measure Mγg with no atoms.
An important property of GMC measure is its conformal covariance [DKRV16, DRV16,
GRV16] under conformal multiplication
Proposition 2.3. Let ω ∈ C∞(S2, g). Let X be a GFF on (S2, g) and Mγg˜ be the GMC measure
obtained when regularising the field with circle averages in the metric g˜ := eωg. Then Mγg˜ =
e
γQ
2 Mγg .
Remark 2.4. For notational convenience, when the regularising metric is the background
metric g(x) = |x|−4+ on Ĉ, we will drop the subscript and write Mγ = Mγg .
Another useful tool of GMC is Kahane’s convexity inequality ([RV13], Theorem 2.2)
Theorem 2.5 (Kahane 1985). Let X and Y be two continuous Gaussian fields on D ⊂ S2
such that for all x, y ∈ D
E[X(x)X(y)] 6 E[Y (x)Y (y)]
Then for all convex function F : R+ → R with at most polynomial growth at infinity,
E
[
F
(∫
D
eγX(x)−
γ2
2
E[X(x)2]d2x
)]
6 E
[
F
(∫
D
eγY (x)−
γ2
2
E[Y (x)2]d2x
)]
In practice, one can apply this theorem to the GMC measure log-correlated fields like the
GFF after using the regularising procedure.
Now suppose X,Y are log-correlated fields with |E[X(x)X(y)−E[Y (x)Y (y)]| 6 ε and write
Mγ , Nγ for their respective chaos measure. In particular we have
E[X(x)X(y)] 6 E[Y (x)Y (y)] + ε
Notice that the field Z(x) = Y (x) +
√
εδ – with δ ∼ N (0, 1) independent of everything – has
covariance kernel E[Y (x)Y (y)] + ε. Hence by Kahane’s convexity inequality, we have for all
κ > 0
E[Mγ(D)−κ] 6 E[e−rγ
√
εδNγ(D)−κ] = e
1
2
γ2r2εE[Nγ(D)−κ]
By the symmetry of the roles played by X and Y , the converse inequality is also true, so
E[Mγ(D)−κ] = E[Nγ(D)−κ](1 +Oε→0(ε))
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Similarly, we have for all c ∈ R,
E [exp(−µeγcMγ(D))] = E [exp(−µeγcNγ(D))] (1 +Oε→0(ε))
2.3. Derivation of the correlation function. Using the GFF and GMC we are ready to
state the definition of the correlation functions on the sphere. For ε > 0, we can regularise
the vertex operator Vαi(zi) by defining Vαi,ε(zi) = e
αiXε(zi)−α
2
i
2
E[Xε(zi)2]. By Cameron-Martin
theorem, we have (recall σ =
∑N
i=1
αi
Q − 2 > 0)〈
N∏
i=1
Vα,ε(zi)
〉
= 2eCε(z)
∫
R
eQσcE
[
exp
(
−µeγc
∫
Ĉ
eγ
∑N
i=1 αiGε(zi,·)dMγ
)]
dc (2.4)
where Cε(z) =
∑
i<j αiαjGε(zi, zj). This regularised correlation function (2.4) converges to a
positive finite limit as ε→ 0 as long as the Seiberg bounds are satisfied as the GMC measure
integrates the singularities around each insertion. We take this limit as our definition of the
correlation function
〈
N∏
i=1
Vαi(zi)
〉
= 2eC(z)
∫
R
eQσcE
[
exp
(
−µeγc
∫
Ĉ
eγ
∑N
i=1 αiG(zi,·)dMγ
)]
dc
= 2eC(z)γ−1µ−
Qσ
γ Γ
(
Qσ
γ
)
E
[(∫
Ĉ
eγ
∑N
i=1 αiG(zi,·)dMγ
)−Qσ
γ
] (2.5)
after making the change of variable u = eγc. As can be seen from expression (2.5), the finiteness
of the correlation function in our probabilistic formulation is equivalent to the finiteness of the
moments of the GMC measure. This holds provided the extended Seiberg bounds are satisfied
[KRV17]
−Qσ
γ
<
4
γ2
∧ min
1 6 i 6 N
(Q− αi) ∀i, αi < Q
In particular, if N = 3 with insertions at (0, 1,∞) and Liouville momenta (α1, α2, α3)
satisfying the Seiberg bounds, the expression is simply
〈Vα1(0)Vα2(1)Vα3(∞)〉 = 2γ−1µ−
Qσ
γ Γ
(
Qσ
γ
)
E
[(∫
Ĉ
eγ(α1G(0,·)+α2G(1,·)+α3G(∞,·))dMγ
)−Qσ
γ
]
(2.6)
and this expression equals the DOZZ formula Cγ(α1, α2, α3) [KRV17].
As for the four-point correlation function with insertions at (z1, z2, z3, z4) = (0, z, 1,∞) with
|z| < 1, we find
〈Vα1(0)Vα2(z)Vα3(1)Vα4(∞)〉
=
2
|z|α1α2 |1− z|α2α3
∫
R
e−QσcE
[
exp
(
−µeγc
∫
Ĉ
eγ
∑4
i=1 αiG(zi,·)dMγ
)]
dc
(2.7)
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2.4. Main idea. We now explain our approach which is inspired by [DKRV15]. By applying
the radial/angular decomposition of the GFF as we will see in Section 3.1, we can effectively
transform our problem to the study of exponential functionals of Brownian motion.
To be more precise consider the following toy model. Let (Bλs )s≥0 be a Brownian motion
with drift λ, and suppose C1, C2 > 0 are two fixed constants. Our goal is to understand the
asymptotics of
E
[(
C1 +
∫ t
0
eγB
λ
s ds+ C2e
γBλt
)−κ]
(2.8)
as t→∞. In order to extract the leading order in (2.8), we have to play the game of balancing
energy (i.e. asking our drifted Brownian motion (Bλs )s to remain small) and entropy (i.e. paying
a multiplicative cost given by the probability of such event).
• When λ < 0, we don’t have to do anything because Bλs s→∞−−−→ −∞ anyway, and
E
[(
C1 +
∫ t
0
eγB
λ
s ds+ C2e
γBλt
)−κ]
t→∞−−−→ E
[(
C1 +
∫ ∞
0
eγB
λ
s ds
)−κ]
by dominated convergence easily.
• When λ = 0, we should demand our Brownian motion to never exceed an O(1) threshold.
On the event that {sups≤tBs ≤ N}, (N −Bs)s≤t behaves like a BESN (3)-process and drifts
to −∞, and therefore for suitably chosen t′  t we see that
C1 +
∫ t
0
eγB
λ
s ds+ C2e
γBλt ≈ C1 +
∫ t′
0
eγB
λ
s ds
is expected to be O(1) while the entropy cost is given by
P
(
sup
s≤t
Bs ≤ N
)
∼
√
2
pi
N√
t
= O
(
t−
1
2
)
.
• When λ ∈ (0, κγ), we still demand our drifted Brownian motion Bλt to remain below an O(1)
threshold, which requires an entropy cost of
P
(
sup
s≤t
Bλs ≤ N
)
∼
√
2
pi
e−
λ2
2
t
λ2t
3
2
NeλN = O
(
e−
λ2
2
tt−
3
2
)
.
The structural difference here is that even though Bλs is rather negative in the intermediate
time interval s ∈ [t′, t− t′], the terminal value Bλt is typically O(1):
P
(
Bλt ≤ x
∣∣∣∣ sup
s≤t
Bλs ≤ N
)
t→∞−−−→ e−λ(N−x)(1 + λ(N − x)), x ≤ N.
Therefore for the purpose of deriving the renormalised constant, we will have to keep
C1 +
∫ t
0
eγB
λ
s ds+ C2e
γBλt ≈ C1 +
∫ t′
0
eγB
λ
s ds+
∫ t
t−t′
eγB
λ
s ds+ eγB
λ
t C2.
which is O(1) as (Bλs )s≤t′ and (Bλt−s −Bλt )s≤t′ behave like the negation of two independent
BES(3)-processes.
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• Moving beyond, we can only ask the Bλs not to drift faster than λ− κγ or else the entropy
cost would be too expensive. To proceed we first apply Cameron-Martin theorem to rewrite
(2.8) as
E
[
eκγBt−
κ2γ2
2
t
(
C1 +
∫ t
0
eγB
λ−κγ
s ds+ C2e
γBλ−κγt
)−κ]
= e−κγλt+
κ2γ2
2
tE
[(
C1e
−γBλ−κγt +
∫ t
0
eγ(B
λ−κγ
s −Bλ−κγt )ds+ C2
)−κ]
. (2.9)
If λ = κγ, there isn’t any drift in the expectation. The observation from the case λ = 0
suggests that we may want to demand Bt−s −Bt to not exceed an O(1) threshold for s ≤ t.
This would imply again an entropy cost of O(t−
1
2 ), and we expect that
C1e
−γBλ−κγt +
∫ t
0
eγ(Bs−Bt)ds+ C2 ≈
∫ t′
0
eγ(Bs−Bt)ds+ C2
is O(1) because (Bt−s −Bt)s≤t′ behaves like the negation of a BES(3)-process as before.
If λ > κγ, the story is simpler because Bλ−κγt−s −Bλ−κγt may be seen as a Brownian motion
with negative drift. Similar to the earlier case where λ < 0,
C1e
−γBλ−κγt +
∫ t
0
eγ(B
λ−κγ
s −Bλ−κγt )ds+ C2 ≈
∫ t′
0
eγ(B
λ−κγ
s −Bλ−κγt )ds+ C2.
is already O(1) without incurring any further entropy cost.
2.5. Path decomposition of BES(3)-processes. Before we proceed to the proofs, we collect
Williams’ path decomposition theorem [Wil74] for 3-dimensional Bessel processes (abbreviated
as BES(3)-processes) which will be helpful when we study the probabilistic representations of
the renormalised constant (1.16).
Theorem 2.6 (Williams 1974). Fix x > 0, and consider the following independent objects:
• (Bs)s≥0 is a standard Brownian motion (starting from 0).
• U is a Uniform[0, 1] random variable.
• (β0s )s≥0 is a 3-dimensional Bessel process starting from 0.
Then the process (β̂xs )s≥0 defined by
β̂xs =
{
x+Bs s ≤ T−x(1−U),
xU + β0s−T−x(1−U) s ≥ T−x(1−U)
(2.10)
with
T−x(1−U) = inf{s > 0 : Bs = −x(1− U)} = inf{s > 0 : x+Bs = xU}
is a 3-dimensional Bessel process starting from x (written as BESx(3)-process).
In view of Theorem 2.6, we introduce the following definition.
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Definition 2.7. Let (Bs)s≥0 and (β0s )s≥0 be as in Theorem 2.6, and x ≥ 0 an independent
random variable. Then the process (β˜xs )s≥0 defined by
β˜xs =
{
x+Bs s ≤ T−x,
β0s−T−x s ≥ T−x
(2.11)
with
T−x = inf{s > 0 : x+Bs = 0}
is called a 3-dimensional Bessel process starting from x conditioned on hitting 0, written as
B˜ESx(3)-process.
3. Proof of Theorem 1.1
3.1. Supercritical case. We set the insertions at (z1, z2, z3, z4) := (0, z, 1,∞) with Liouville
momenta (α1, α2, α3, α4) satisfying the Seiberg bounds, and we write − log z = t + iφ with
t > 0 and φ ∈ [0, 2pi). We assume that both α3 + α4 − Q > 0 and α1 + α2 − Q > 0 which
corresponds to the supercritical case of Theorem 1.1. Notice that this corresponds precisely to
having (α1, α2, Q) and (Q,α3, α4) satisfying the Seiberg bounds (with respectively the 3
rd and
1st momenta saturating the second Seiberg bound).
Proof of (1.13). Let X(s, θ) = Bs + Y (s, θ) be a GFF on C∞ = Rs × S1θ. By the conformal
covariance of GMC, it is equivalent to study the chaos measure of X with respect to gψ or
to consider the field X(s, θ) + Q2 log gψ(s, θ) = X(s, θ) − Q|s| and do the regularisation with
respect to Lebesgue measure.
From now on, we write dM̂γ(s, θ) for GMC measure of the lateral noise with respect to
Lebesgue measure on C∞ (while dMγ(x) will be used for GMC measure of the entire GFF in
spherical coordinates).
We are interested in the total GMC mass
Wt :=
∫
C∞
eγ(Bs+(α1−Q)s1s>0−(α4−Q)s1s<0+α3G(0,s+iθ)+α2G(t+iφ,s+iθ))dM̂γ(s, θ)
=
∫
C∞
eγ(Bs+(α1+α21s<t−Q)s1s>0−(α4−Q)s1s<0+α3G(0,s+iθ)+α2G(0,s−t+i(θ−φ)))dM̂γ(s, θ)
(3.1)
The behaviour of this integral is essentially governed by the radial process. From the ex-
pression above, we can see that on the negative real line the process is (B−s + (α4 −Q)s)s > 0
which is a Brownian motion with negative drift so the integrand is integrable at s = −∞. On
the positive real line, the radial process has a positive drift α1 + α2 −Q up to time t, then a
negative drift α4 −Q from t to ∞.
The first step is to apply Cameron-Martin theorem to get rid of the (α1 +α2−Q) drift term
in [0, t], so that for all continuous and bounded function F : R→ R
E [F (Wt)] = E
[
e(α1+α2−Q)Bt−
1
2
(α1+α2−Q)2tF (Zt)
]
(3.2)
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where Zt is the random variable defined by
Zt :=
∫
C∞
eγ(Bs+(α1−Q)(t−s)1s>t−(α4−Q)s1s<0+α2G(0,t−s+i(φ−θ))+α3G(0,s+iθ))dM̂γ(s, θ) (3.3)
Hence the correlation function takes the form (recall t = log 1|z|)
〈Vα1(0)Vα2(z)Vα3(1)Vα4(∞)〉
= 2|z|2(Q
2
4
−∆1−∆2)|1− z|−α2α3
∫
R
eQσcE
[
e(α1+α2−Q)Bt exp(−µeγcZt)
]
dc
(3.4)
where the exponent for |z| was found by noticing that 12(α1+α2−Q)2−α1α2 = 2(Q
2
4 −∆1−∆2).
Remark 3.1. The change of measure (3.2) becomes trivial if α1 +α2 = Q. This is the reason
why there is a phase transition at this value and why the case is easier to treat.
Remark 3.2. From a geometric point of view, the change of measure (3.2) has the effect of
changing the background metric from a cone to a cylinder as illustrated in Figure 3 (see also
Appendix B for links between changes of metrics and changes of probability measures).
Figure 3. Change of measure from the cone to the cylinder
We can sample the radial part (Bs)0 6 s 6 t by the independent sum Bs = Brs +
δ√
t
s
where (Brs)0 6 s 6 t is a standard Brownian bridge and δ ∼ N (0, 1) (see Figure 4). We write
(B˜s)0 6 s 6 t the process on R where
(1) (B˜−s)s > 0 and (B˜s)s > t are independent Brownian motions.
(2) (B˜s)0 6 s 6 t is a Brownian bridge in [0, t] independent of the two other processes.
Similarly, we write Z˜t for the GMC mass defined similarly as Zt but with B˜ instead of B. The
result will follow from an analysis of the behaviour of Z˜t.
Let η ∈ (0, 1/2). We split Z˜t into three parts and write Z˜t = L˜t+C˜t+R˜t where L˜t, C˜t and R˜t
are obtained by restricting the domain of integration to (−∞, t1/2−η)×S1, (t1/2−η, t−t1/2−η)×S1
and (t − t1/2−η,∞) × S1 respectively. We define Zt = Lt + Ct + Rt similarly. These random
variables are the “left”, “central”, and “right” parts of the Z˜t and Zt.
For b > 0, we introduce the event A˜b,t :=
{
sup
0 6 s 6 t
B˜s ≤ b
}
. This event has probability
P(A˜b,t) = 1− e−2b2/t =: f(b/
√
t).
Notice that lim
x→∞f(x) = 1 and f(x) ∼x→0 2x
2.
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Q− α4
α1 −Q
Bt =
√
tδ
0 t
Bs = Brs +
δ√
t
s
Figure 4. The radial process in (0, t) is the independent sum of a Brownian
bridge (red) and a random drift (blue).
Conditioning on A˜b,t, the processes (b− B˜s)0 6 s 6 t/2 and (b− B˜t−s)0 6 s 6 t/2 are absolutely
continuous with respect to a BESb(3)-process. Hence there exists η
′ > 0 such that with high
probability as t → ∞, we have sup
t1/2−η 6 s 6 t−t1/2−η
B˜s 6 − t1/2−η′ . It follows that C˜t → 0 in
probability as t→∞ when conditioned on A˜b,t.
Let Pb the law of a field X(s, θ) = Bs + Y (s, θ) where
(1) Y is a standard lateral noise.
(2) (B−s)s > 0 is a standard Brownian motion.
(3) (b−Bs)s > 0 is a BESb(3)-process independent of (B−s)s > 0.
We now describe the behaviour of L˜t and R˜t. On A˜b,t, the law of the process (b−B˜s)0 6 s 6 t1/2−η
is absolutely continuous with respect to that of a BESb(3)-process, and the Radon-Nikodym
derivative tends to 1 a.s. and in L1 as t → ∞ (see e.g. [MY16] exercise 9.4). Hence the pair
of processes ((b− B˜s)0 6 s 6 t1/2−η , (b− B˜t−s)0 6 s 6 t1/2−η) converges in distribution to a pair of
BESb(3)-processes, and it is clear that these limit processes are independent of each other.
As for the angular part, notice that for all s < t1/2−η and s′ > t − t1/2−η, we have for all
θ, θ′ ∈ S1,
H(s+ iθ, s′ + iθ′) = log
1
|1− e−(s′−s)−i(θ′−θ)| 6 log
1
1− e−(t−2t1/2−η) = O(e
−t/2) (3.5)
Now let Y +, Y − be independent lateral noises on C∞ and define Y ′(s, θ) := Y +(s, θ)1s<t/2 +
Y −(s, θ)1s > t/2. Let L˜−t (resp R˜
+
t ) be the random variable defined like L˜t (resp. R˜
−
t ) except
we use Y ′ rather than Y for the lateral noise. Then under A˜b,t, the pair (L˜−t , R˜
+
t ) converges in
distribution to a pair of independent random variables (L∞, R∞) with
L∞
law
=
∫
C∞
eγ(Bs−(α4−Q)s1s 6 0+α3G(0,s+iθ))dMγ(s, θ)
R∞
law
=
∫
C∞
eγ(Bs−(α1−Q)s1s 6 0+α2G(0,s+iθ))dMγ(s, θ)
where the field is sampled from Pb in both cases.
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Using the estimate (3.5) and Kahane’s convexity inequality, we have for all c ∈ R
E
[
exp
(
−µeγc(L˜t + R˜t)
)
|A˜b,t
]
= Eb
[
Et exp
(
−µeγc(L˜−t + R˜+t )
)]
(1 +O(e−t/2))
→
t→∞ Eb [exp(−µe
γc(L∞ +R∞))]
= Eb [exp(−µeγcL∞)]Eb [exp(−µeγcR∞)]
Putting pieces together, we find for all c ∈ R
lim
t→∞E
[
exp(−µeγcZ˜t)|A˜b,t
]
= lim
t→∞E
[
exp(−µeγcL˜t) exp(−µeγcC˜t) exp(−µeγcR˜t)|A˜b,t
]
= Eb [exp(−µeγcL∞)]Eb [exp(−µeγcR∞)]
To conclude we need to relate the behaviour of Z˜t with that of Zt as t → ∞. To this end
we will condition on the value of the drift δ ∼ N (0, 1). For fixed δ ∈ R, we have δ√
t
t1/2−η =
δt−η, and this will be sufficient to show that up to time t1/2−η, the radial part of the GFF
(Bt−s − δ√ts)0 6 s 6 t1/2−η does not “feel” the drift and therefore looks like a Brownian motion
started from
√
tδ. More precisely, we have
e−γ|δ|t
−η
R˜t 6 e−γ
√
tδRt 6 eγ|δ|t
−η
R˜t
Taking expectations and rescaling δ by t−1/2, we get for all c ∈ R
√
tE
[
e(α1+α2−Q)Bt exp(−µeγcRt)|A˜b,t
]
=
∫
R
e(α1+α2−Q)δE
[
exp(−µeγ(c+δ+δO(t−1/2−η))R˜t)|A˜b,t
] e− tδ22√
2pi
dδ
→
t→∞
1√
2pi
∫
R
e(α1+α2−Q)δEb[exp(−µeγ(c+δ)R∞]dδ
where we applied the dominated convergence theorem in the last line.
Remark 3.3. The take-out message of this computation is that as t gets large the value of
the radial part at t is distributed like
√
tδ, so when properly rescaled, its law converges vaguely
to Lebesgue measure. Hence the field in the right part looks like a usual GFF plus a constant
which is “distributed” with Lebesgue measure, so δ plays the role of an extra zero mode in the
limit. This translates the fact that we see two independent surfaces in the limit.
Recalling the expression of the correlation function (3.4), we make the change of variable
(c, δ) = (u, v − u) (with Jacobian equal to 1) and find
√
t
∫
R
eQσcE
[
e(α1+α2−Q)Bt exp(−µeγcZt)|A˜b,t
]
dc
=
√
t
∫
R
eQσc
∫
R
e(α1+α2−Q)
√
tδE
[
exp(−µeγcZt)|A˜b,t
] e− δ22√
2pi
dδdc
→
t→∞
1√
2pi
∫
R2
e(α1+α2−Q)(c+δ)e(α3+α4−Q)cEb [exp(−µeγcL∞)]Eb
[
exp(−µeγ(c+δ)R∞)
]
dδdc
=
1√
2pi
(∫
R
e(α3+α4−Q)uEb [exp(−µeγuL∞)] du
)(∫
R
e(α1+α2−Q)vEb [exp(−µeγvR∞)] dv
)
(3.6)
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Thus we have for each b > 0
lim
t→∞t
3/2
∫
R
eQσcE[exp(−µeγcZt)|A˜b,t]P(A˜b,t)dc
=
√
2
pi
b2
(∫
R
e(α1+α2−Q)uEb[exp(−µeγuR∞)]du
)(∫
R
e(α3+α4−Q)vEb[exp(−µeγvL∞)]dv
)
It is shown in [DKRV15] that bEb [exp(−µeγvL∞)] has a non-trivial limit as b → ∞ and,
exchanging limits, the authors conclude that
lim
b→∞
bEb [exp(−µeγvL∞)] = lim
t→∞
√
pit
2
E [exp(−µeγvLt)] (3.7)
On the other hand, one can recover the BESb(3)-process by conditioning a Brownian motion
with negative drift to stay below b forever and letting the drift tend to 0. More precisely, if
τα,b = inf{s > 0, Bs + (α−Q)s > b}, then we have P(τα,b =∞) ∼
α→Q−
2(Q−α)b. Now adding
the drift α−Q in the definition of L∞ gives the correlation function 12Cγ(α, α3, α4). In the end
(see [Bav18] for details), we have the alternative characterisation of the limit (3.7)
lim
b→∞
b
∫
R
e(α3+α4−Q)vEb [exp(−µeγvL∞)] dv = −1
4
lim
α→Q
Cγ(α, α3, α4)
α−Q = −
1
4
∂1Cγ(α, α3, α4)
(3.8)
A similar statement holds for the L∞ term, so we have
lim
b→∞
lim
t→∞t
3/2
∫
R
eQσcE[exp(−µeγcZt)1A˜b,t ]dc =
1
8
√
2pi
∂3Cγ(α1, α2, Q)∂1Cγ(Q,α3, α4)
From [DKRV15], the family of functions E[exp(−µeγcZt)1A˜b,t ] converges uniformly with
respect to t as b→∞, enabling us to exchange limits in b an in t. Hence
lim
t→∞t
3/2
∫
R
eQσcE[exp(−µeγcZt)]dc = lim
b→∞
lim
t→∞t
3/2
∫
R
eQσcE[exp(−µeγcZt)1A˜b,t ]dc
=
1
8
√
2pi
∂3Cγ(α1, α2, Q)∂1Cγ(Q,α3, α4)
Recall equation (3.4) to find
〈Vα1(0)Vα2(z)Vα3(1)Vα4(∞)〉
∼
z→0
1
4
√
2pi
|z|2(Q
2
4
−∆1−∆2)|1− z|−α2α3(log 1|z|)
−3/2∂3Cγ(α1, α2, Q)∂1Cγ(Q,α3, α4)

3.2. Critical case. We conclude the proof of Theorem 1.1 by proving the asymptotic formula
(1.14), i.e. we assume α1 + α2 = Q.
Proof of (1.14). The analysis of Section 3.1 fails only because the limit identified in (3.6)
becomes trivial in this case because the triplet (α1, α2, Q) violates the first Seiberg bound.
Geometrically, the random variable Rt does not have enough mass as t → ∞ in order to
produce another surface.
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However, the analysis is still valid up to equation (3.2) and the expression of Zt is the same
with this new set of parameters. Consider the same decomposition Zt = Lt+Ct+Rt and write
ξt := Ct +Rt with the same η > 0.
As before, we condition the radial part no to exceed a given value. For b > 0, we define the
event
Ab,t :=
{
sup
0 6 s 6 t
Bs ≤ b
}
It is well-known that
P(Ab,t) =
√
2
pi
∫ b/√t
0
e−
x2
2 dx =: g(b/
√
t)
Notice that g(x) →
x→∞ 1 and g(x) ∼x→0
√
2
pix. The process (Bs)s > 0 conditioned on Ab,t has the
law of a BESb(3)-process. Repeating the argument of the previous subsection, we find that
ξt → 0 in probability as t→∞ when conditioned on Ab,t.
As for the radial part, we have the following estimate for s < t1/2−η and θ ∈ S1
|H(s+ iθ, t+ iφ)| = log 1|1− e−(t−s)−i(φ−θ)| = O(e
−t/2)
Let Pb be the law of the field when the radial part (Bs)s > 0 is conditioned not to exceed b.
Applying exactly the same framework as before, we have for all κ > 0
lim
t→∞
√
tE
[
Z−κt
]
= lim
t→∞
√
tE
[
L−κt
]
=
√
2
pi
lim
b→∞
bEb
[
L−κt
] (3.9)
So it follows from the result of [Bav18] that
lim
t→∞
∫
R
e−QσcE
[
exp
(
−µeγc
∫
Ĉ
eγ
∑4
i=1 αiG(zi,·)dMγ
)]
dc = − 1
2
√
2pi
∂1Cγ(Q,α3, α4) (3.10)
which concludes the proof. 
3.3. Proof of Theorem 1.2. As mentioned in Section 1.3, Theorem 1.2 follows easily from
Theorem 1.1 by taking σ to be arbitrary. We will use the notations in Section 3.1 and 3.2,
outlining the differences with the Liouville case and leaving the details to the reader.
Let (α1, α2, α3, α4) be such that the Seiberg bound is satisfied. If α1 + α2 − Q < κγ, the
previous analysis applies immediately modulo the obvious substitution Qσγ ↔ κ in the relevant
places. If α1 + α2 − Q ≥ κγ, however, we only apply Cameron-Martin to partially offset the
positive drift in [0, t] by κγ, as motivated in Section 2.4. This leads to
E
[
W−κt
]
= e−κγ(α1+α2−Q)t+
κ2γ2
2
tE
[(
e−γ(Bt+(α1+α2−Q−κγ)t)Ẑt
)−κ]
(3.11)
where Wt is defined in (3.1) and Ẑt is defined suitably. Notice that (3.11) is identical to (3.2)
when α1 +α2−Q = κγ, the analysis of which is similar to that of Section 3.2 except that here
we consider the event
A′b,t :=
{
sup
0≤s≤t
(Bt−s −Bt) ≤ b
}
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so that Lt becomes irrelevant in the limit while Rt survives as t → ∞ instead. The case
α1 + α2 −Q > κγ is straightforward because e−γ(Bt+(α1+α2−Q−κγ)t)Ẑt is an integral involving
the exponentiation of a two-sided Brownian motion with negative drifts in both directions, and
we can even obtain (1.21) by dominated convergence directly.

4. Proof of Theorem 1.3
The rest of this paper is devoted to the proof of Theorem 1.3 which gives probabilistic
representations for the limits (3.8) and (3.9) for which we do not have exact formulae outside
of the Liouville case. We will not discuss (1.21) which is basically explained in the last section.
4.1. Infinite series representation of Eγκ(α1, α2, α3, α4). In order to obtain Theorem 1.3
we need the following intermediate result.
Lemma 4.1. Fix h > 0. When α1 +α2−Q ∈ [0, κγ], the constant Eγκ(α1, α2, α3, α4) in (1.16)
has the following representations.
• If α1 + α2 −Q = 0, we have
Eγκ(α1, α2, α3, α4) =
√
2
pi
∞∑
n=1
nhe−κγnhE
[(
Fα3,α4(nh, β
nh
· )
)−κ
1{mins>0 βnhs ≤h}
]
(4.1)
where (βus )s≥0 is a BESu(3)-process.
• If α1 + α2 −Q ∈ (0, κγ),
Eγκ(α1, α2, α3, α4) =
√
2
pi
∞∑
n=1
nhe−(κγ−(α1+α2−Q))nh
(α1 + α2 −Q)2 E
 1{mins>0 βnhL,s≤h}∪{mins>0 βTR,s≤h}(
Fα3,α4(nh, β
nh
L,·) + F ′α2,α1(T , βTR,·)
)κ

(4.2)
where (βuL,s)s≥0 and (β
T
R,s)s≥0 are independent BESu(3)- and BEST (3)-processes respectively
with T ∼ Gamma(2, α1 + α2 −Q), and F ′ is an independent copy of F .
• If α1 + α2 −Q = κγ,
Eγκ(α1, α2, α3, α4) =
√
2
pi
∞∑
n=1
nhe−κγnhE
[(
Fα2,α1(nh, β
nh
· )
)−κ
1{mins>0 βnhs ≤h}
]
(4.3)
where (βus )s≥0 is a BESu(3)-process.
Proof. For the sake of brevity we only sketch the proof for the case h = 1 here and leave the
details to the reader. The key idea is the partitioning of
An,t =
{
sup
0≤s≤t
Bs ≤ n
}
=
⋃
k≤n
{
sup
0≤s≤t
Bs ∈ [(k − 1), k]
}
=
⋃
k≤n
{
min
0≤s≤t
k −Bs ∈ [0, 1]
}
.
When α1 + α2 − Q = 0, our claim essentially follows from Proposition 3.1 and Lemma 3.2
in [DKRV15], where a dominated convergence argument (see the paragraph after Lemma 3.2
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and Section 5.0.3 in that article) implies that the renormalised constant is given by
∞∑
n=1
lim
t→∞
(√
tE
[
L−κt 1{min0≤s≤t n−Bs≤1}
∣∣An,t]P(An,t)) = √ 2
pi
∞∑
n=1
nEn
[
L−κ∞ 1{mins≥0 n−Bs≤1}
]
which is equivalent to (4.1). The proof of (4.3) is similar.
To apply the same dominated convergence approach to (4.2), we need a control analogous
to [DKRV15, equation (3.18)] when α1 + α2 − Q ∈ (0, κγ). Indeed the same argument there
suggests that
t3/2E
[
e(α1+α2−Q)Bt(Lt +Rt)−κ1{sup0≤s≤tBs∈[(n−1),n]}
]
≤ Ce−(κγ−(α1+α2−Q))n
for some constant C > 0 independent of t and n, and therefore Eγκ(α1, α2, α3, α4) again has an
infinite series representation of the form
∞∑
n=1
lim
t→∞
(
t3/2E
[
e(α1+α2−Q)Bt(Lt +Rt)−κ1{sup0≤s≤tBs∈[n−1,n]}
])
. (4.4)
Let us highlight several observations.
• For every n ∈ N, the event {sup0≤s≤tBs ∈ [n− 1, n]} may be replaced by{
sup
0≤s≤t
Bs ≤ n
}
︸ ︷︷ ︸
=An,t
∩
({
min
0≤s≤t1/2−η
n−Bs ≤ 1
}
∪
{
min
0≤s≤t1/2−η
n−Bt − (Bt−s −Bt) ≤ 1
})
︸ ︷︷ ︸
=:An,t
up to a cost of o(1) for neglecting the unlikely event
{
sups∈[t1/2−η ,t−t1/2−η ]Bs ≥ n− 1
}
.
• Similar to the proof of Theorem 1.1, if we condition on the event An,t and Bt = x, then
(n−Bs)0≤s≤t1/2−η , (n−Bt − (Bt−s −Bt))0≤s≤t1/2−η
converge in distribution to independent BESn(3)- and BESn−x(3)-processes (βnL,s)s≥0 and
(βn−xR,s )s≥0 respectively. Consequently Lt and Rt converge in distribution to e
γnFα3,α4(n, β
n
L,·)
and eγnF ′α2,α1(n− x, βn−xR,· ) respectively.
We now compute
E
[
1An,t∩An,t
∣∣(Bs)s∈(−∞,t1/2−η ]∪[t−t1/2−η ,∞)]
= 1{
min
0≤s≤t1/2−η n−Bs≤1
}
∪
{
min
0≤s≤t1/2−η n−Bt−(Bt−s−Bt)≤1
}
× P
(
An,t
∣∣(Bs)s∈(−∞,t1/2−η ]∪[t−t1/2−η ,∞))
where
P
(
An,t
∣∣(Bs)s∈(−∞,t1/2−η ]∪[t−t1/2−η ,∞)) = 1{sup
0≤s≤t1/2−η Bs≤n}1{sup0≤s≤t1/2−η Bt−s−Bt≤n−Bt}
× P
(
sup
t1/2−η≤s≤t−t1/2−η
Bs ≤ n
∣∣∣∣Bt1/2−η , Bt−t1/2−η
)
FUSION IN LCFT 27
and
P
(
sup
t1/2−η≤s≤t−t1/2−η
Bs ≤ n
∣∣∣∣Bt1/2−η , Bt−t1/2−η
)
= 1− e−
2
t−2t1/2−η (n−Bt1/2−η )(n−Bt−(Bt−t1/2−η−Bt))
is asymptotically 2t (n−Bt1/2−η)(n−Bt − (Bt−t1/2−η −Bt)) when t is large. In particular
P
(
An,t
∣∣Bt = x) ∼ 2
t
n(n− x) + o(t−1), t→∞.
Substituting this into the summand in (4.4), we obtain
lim
t→∞ t
3/2
∫ n
−∞
E
[
e(α1+α2−Q)x(Lt +Rt)−κ1An,t
∣∣∣∣An,t, Bt = x]P(An,t∣∣Bt = x)P(Bt ∈ dx)
=
e(α1+α2−Q)n√
2pi
lim
t→∞ t
∫ n
−∞
E
[
e−(α1+α2−Q)(n−x)(Lt +Rt)−κ1An,t
∣∣∣∣An,t, Bt = x]P(An,t∣∣Bt = x)e−x22t dx
=
2e(α1+α2−Q)n√
2pi
∫ n
−∞
E
e−(α1+α2−Q)(n−x)1{mins≥0 βnL,s≤1}∪{mins≥0 βn−xR,s ≤1}
(eγnFα3,α4(n, β
n
L,·) + eγnF ′α3,α4(n− x, βn−xR,· ))κ
n(n− x)dx
where the last line follows by dominated convergence, and is equal to√
2
pi
ne−(κγ−(α1+α2−Q))n
∫ ∞
0
E
[
1{mins≥0 βnL,s≤1}∪{mins≥0 βxR,s≤1}
(Fα3,α4(n, β
n
L,·) + F ′α3,α4(x, β
x
R,·))κ
]
xe−(α1+α2−Q)xdx
so we are done.

Remark 4.2. The careful reader may notice that the proof above when α1 + α2 −Q ∈ (0, κγ)
differs slightly from that in Section 3.1 where one considers the event A˜n,t =
{
sup0≤s≤t B˜s ≤ n
}
instead of An,t =
{
sup0≤s≤tBs ≤ n
}
. The current approach, which addresses the partitioning
of probability space instead of factorisation in the first place, may have the drawback that (4.2)
does not give a product of two negative moments immediately but it allows for an easier side-
by-side comparison with the analysis in [DKRV15].
4.2. Proof of Theorem 1.3. The infinite series representation in Lemma 4.1 is reminiscent
of Riemann sums. We now explain how to obtain the simplified expressions in Theorem 1.3.
Proof of (1.18) and (1.20). We begin with α1 + α2 − Q = 0. Fix some N > 0, and without
loss of generality choose a sequence of h → 0+ such that h always divides both N−1 and N .
Then by Lemma 4.1 we have
Eγκ(α1, α2, α3, α4) =
√
2
pi
N/h∑
n=1/Nh+1
nhe−κγnhE
[(
Fα3,α4(nh, β
nh
· )
)−κ
1{mins>0 βnhs ≤h}
]
+ CN
(4.5)
for some constant CN > 0 which depends on N and the other parameters but not on h, with
the property that limN→∞CN = 0.
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Recall (1.17) for the definition of the random functional F . By Theorem 2.6, we can rewrite
the sum in (4.5) as
N/h∑
n=1/Nh+1
nhe−κγnh
∫ 1
n
0
E
[(
e−γnh
∫
|x|≥1
dMγ(x)
|x|4−γ(α3+α4)|x− 1|γα3
+
∫
Rs≥0×S1θ
e
−γ((nh+Bs)1{s≤T−nh(1−u)}+(nhu+β
0
s−T−nh(1−u) )1{s≥T−nh(1−u)}−α3G(1,e
−s−iθ))
dM̂γ(s, θ)
)−κ]
du
x=nh(1−u)
=
N/h∑
n=1/Nh+1
e−κγnh
∫ nh
(n−1)h
E
[(
e−γnh
∫
|x|≥1
dMγ(x)
|x|4−γ(α3+α4)|x− 1|γα3
+
∫
Rs≥0×S1θ
e
−γ((nh+Bs)1{s≤T−x}+(nh−x+β0s−T−x )1{s≥T−x}−α3G(1,e
−s−iθ))
dM̂γ(s, θ)
)−κ]
dx
= (1 + o(1))
∫ N
1/N
e−κγxE
[(
Fα3,α4(x, β˜
x
· )
)−κ]
dx
where the o(1) error is with respect to h→ 0+ and comes from the fact that
e−γnh = (1 + o(1))e−γx, e−γ(nh−x) = (1 + o(1))
uniformly in h > 0 and n ∈ N for all x ∈ [(n−1)h, nh]. The desired formula (1.18) is recovered
by sending h→ 0+ and N →∞. The proof of (1.20) is similar. 
The case where α1 +α2−Q ∈ (0, κγ) is slightly more involved and the following elementary
formula will be useful.
Lemma 4.3. Fix κ, γ, λ > 0 such that λ < κγ. Let X,Y be independent non-negative random
variables and T an independent Exp(λ) random variable. Provided that all the moments below
exist, we have
E
[(
X + e−γTY
)−κ]
=
λ
γ
B
(
λ
γ
, κ− λ
γ
)
E
[
X
−(κ−λ
γ
)
]
E
[
Y
−λ
γ
]
. (4.6)
where B(x, y) = Γ(x)Γ(y)Γ(x+y) is the beta function.
The proof of Lemma 4.3 follows from the same change-of-variable argument in (3.6) and is
skipped here. For a sanity check one may quickly verify that both the LHS and RHS of (4.6)
converge to E[X−κ] as λ/γ → 0.
Proof of (1.19). Our starting point is (4.2) from Lemma 4.1. It is clear that
E
 1{mins>0 βnhL,s≤h}∪{mins>0 βTR,s≤h}(
Fα3,α4(nh, β
nh
L,·) + F ′α2,α1(T , βTR,·)
)κ
 = E
 1{mins>0 βnhL,s≤h}(
Fα3,α4(nh, β
nh
L,·) + F ′α2,α1(T , βTR,·)
)κ

+ E
 1{mins>0 βTR,s≤h}(
Fα3,α4(nh, β
nh
L,·) + F ′α2,α1(T , βTR,·)
)κ
− E
 1{mins>0 βnhL,s≤h}∩{mins>0 βTR,s≤h}(
Fα3,α4(nh, β
nh
L,·) + F ′α2,α1(T , βTR,·)
)κ

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where the last term is O(h2) and may be safely ignored. Arguing as before, we see that√
2
pi
∞∑
n=1
nhe−(κγ−(α1+α2−Q))nh
(α1 + α2 −Q)2 E
 1{mins>0 βnhL,s≤h}(
Fα3,α4(nh, β
nh
L,·) + F ′α2,α1(T , βTR,·)
)κ

=
√
2/pi
(α1 + α2 −Q)2(κγ − (α1 + α2 −Q))E
[(
Fα3,α4(τ, β˜
τ
L,·) + F
′
α2,α1(T , βTR,·)
)−κ]
+ o(1)
(4.7)
where τ ∼ Exp(κγ − (α1 + α2 − Q)) and T ∼ Gamma(2, α1 + α2 − Q). Recall that if U is
an independent Uniform[0, 1] random variable, then (T1, T2) := (T U, T (1 − U)) is a pair of
independent Exp(α1 + α2 − Q) random variables. Combining this fact with Theorem 2.6, we
obtain
F ′α2,α1(T , βTR,·)
d
= e−γT1F ′α2,α1(T2, β˜T2R,·)
and we can rewrite the expectation in (4.7) as
E
[(
Fα3,α4(τ, β˜
τ
L,·) + e
−γT1F ′α2,α1(T2, β˜T2R,·)
)−κ]
.
Similarly, if we let τ1, τ2 be independent Exp(κγ − (α1 + α2 −Q)), then√
2
pi
∞∑
n=1
nhe−(κγ−(α1+α2−Q))nh
(α1 + α2 −Q)2 E
 1{mins>0 βTR,s≤h}(
Fα3,α4(nh, β
nh
L,·) + F ′α2,α1(T , βTR,·)
)κ

=
√
2/pi
(α1 + α2 −Q)(κγ − (α1 + α2 −Q))2E
[(
e−γτ1Fα3,α4(τ2, β˜
τ2
L,·) + F
′
α2,α1(T2, β˜T2R,·)
)−κ]
+ o(1).
(4.8)
The claim then follows by sending h→ 0+ and applying Lemma 4.3 to (4.7) and (4.8). 
5. Fusion in boundary Liouville Conformal Field Theory
5.1. Boundary Liouville Conformal Field Theory. Boundary LCFT is LCFT on proper
simply connected domains D ⊂ C. We start by a brief review of the theory and refer to [HRV15]
for details. Like LCFT on the sphere, the theory is conformally invariant, so by the Riemann
uniformisation theorem, it is enough to study it on the upper-half plane H := {Im z > 0} (the
unit disc D is also a common choice) equipped with some background metric g. In this context,
the Liouville action with boundary term is given by5
SL(X, g) :=
1
4pi
∫
H
(|∇X|2 + 4piµeγXg(z)) d2z + µ∂ ∫
R
e
γ
2
Xg(x)1/2dx (5.1)
where µ∂ > 0 is the boundary cosmological constant. One recognises the Dirichlet energy in
the first term of the action, giving rise to a GFF which we take to have Neumann boundary
5As in the sphere case, we omit the Ricci and geodesic curvature terms.
30 GUILLAUME BAVEREZ AND MO DICK WONG
conditions. The GFF is weighted by its bulk GMC mass Mγ(H) and its boundary GMC mass
Mγ∂ (R), where the boundary GMC is formally
dMγ∂ (x) = e
γ
2
X(x)− γ2
8
E[X(x)2]g(x)1/2dx
and is obtained via a regularisation of the field using semi-circle averages.
As in the sphere case, the observables are the vertex operators Vα(z) for insertions z ∈ H.
The main difference is that one can consider insertions on the boundary, which we formally
write
Bβ(x) := e
β
2
X(x)
for x ∈ R and β in a range to be determined. The correlation functions 〈∏Ni=1 Vαi(zi)∏Mj=1Bβj (xj)〉
exist iff the Seiberg bounds are satisfied, which in this context are given by
σ :=
N∑
i=1
αi
Q
+
M∑
j=1
βj
2Q
− 1 > 0
∀i, αi < Q
∀j, βj < Q
(5.2)
If these are satisfied, the correlation function has the following form6 [HRV15]:〈
N∏
i=1
Vαi(zi)
M∏
j=1
Bβj (xj)
〉
= 2eC(z,x)
∫
R
eQσcE
[
exp
(
−µeγc
∫
H
eγHdMγ − µ∂e
γ
2
c
∫
R
e
γ
2
HdMγ∂
)]
dc
(5.3)
where H and C(z,x) are the functions defined by
H =
N∑
i=1
αiG(zi, ·) +
M∑
j=1
βj
2
G(xj , ·)
C(z,x) =
∑
i<i′
αiαi′G(zi, z
′
i) +
∑
i,j
αiβj
2
G(zi, xj) +
∑
j<j′
βjβj′
4
G(xj , x
′
j)
(5.4)
with G being Green’s function with Neumann boundary conditions on (H, g). Notice that
the usual change of variable u = eγc does not give a nicer expression in this case since the
exponential term in the expectation is quadratic in e
γ
2
c.
Correlation functions are conformally covariant, and if ψ : H→ H is a Mo¨bius transforma-
tion, then (recall that ∆α =
α
2 (Q− α2 ))〈
N∏
i=1
Vαi(ψ(zi))
M∏
j=1
Bβj (ψ(xj))
〉
=
N∏
i=1
|ψ′(zi)|−2∆αi
M∏
j=1
|ψ′(xj)|−∆βj
〈
N∏
i=1
Vαi(zi)
M∏
j=1
Bβj (xj)
〉
Mo¨bius transforms of H have three real parameters, so when the location of the insertions
have less than (or exactly) three real parameters, the correlation functions are determined by
conformal invariance, and we have the following structure constants
6We chose the prefactor 2 so that the asymptotic behaviour of the bulk 1-point function with µ = 0 coincides
with that of [FVV00] equation (2.24).
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(1) Bulk-boundary two-point function
〈Vα(z)Bβ(x)〉 = R(α, β)|z − z¯|2∆α−∆β |z − x|2∆β (5.5)
As a special case of this equation for β = 0, we have the bulk one-point function
〈Vα(z)〉 = U(α)|z − z¯|2∆α (5.6)
(2) Boundary three-point function
〈Bβ1(x1)Bβ2(x2)Bβ3(x3)〉 =
c(β1, β2, β3)
|x1 − x2|∆β1+∆β2−∆β3 |x2 − x3|∆β2+∆β3−∆β1 |x3 − x1|∆β3+∆β1−∆β2
(5.7)
Remark 5.1. There is also a definition for a boundary two-point function, which we omit
here since we will not be needing it for the purpose of this paper. Let us just mention that this
object is to the reflection coefficient of [KRV17] what the boundary three-point function is to
the DOZZ formula.
The above structure constants are to be understood as meromorphic functions of the param-
eters and they arise naturally in the bootstrap formalism. Physicists have conjectured exact
formulae for the values of these structure constants [FVV00, PT01], and there are works in
progress by Gwynne and Remy establishing the validity of (5.6) and Remy and Zhu addressing
(5.7).
5.2. Main results. The cases we treat are the fusion on two boundary-insertions, the absorp-
tion of a bulk-insertion on the boundary and the fusion of two bulk-insertions.
Theorem 5.2 (Boundary four-point). Let (β1, β2, β3, β4) satisfying the Seiberg bounds and
suppose that β3 + β4 > Q. Then the following asymptotic holds:
(1) Supercritical case
If β1 + β2 > Q, then
〈Bβ1(0)Bβ2(x)Bβ3(1)Bβ4(∞)〉 ∼
x→0
1
4
√
pi
|x|Q
2
4
−∆β1−∆β2
log3/2 1|x|
∂3c(β1, β2, Q)∂1c(Q, β3, β4) (5.8)
(2) Critical case
If β1 + β2 = Q, then
〈Bβ1(0)Bβ2(x)Bβ3(1)Bβ4(∞)〉 ∼
x→0
− 1√
pi
|x|− 12β1β2
log1/2 1|x|
∂1c(Q, β3, β4) (5.9)
(3) Subcritical case
If β1 + β2 < Q, then
〈Bβ1(0)Bβ2(x)Bβ3(1)Bβ4(∞)〉 ∼
x→0
|x|− 12β1β2c(β1 + β2, β3, β4) (5.10)
The next theorem is about the fusion in the bulk two-point function.
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Theorem 5.3 (Bulk two-point: Fusion). Let (α1, α2, β) satisfying the Seiberg bounds. Then
the following asymptotics hold:
(1) If β = 0, then
〈Vα1(i)Vα2(i+ z)〉 ∼
z→0
−2
−α1α2
√
2pi
|z|2(Q
2
4
−∆α1−∆α2 )
log1/2 1|z|
∂3Cγ(α1, α2, Q) (5.11)
(2) If β > 0, then
(a) Supercritical case
If α1 + α2 > Q, then
〈Vα1(i)Vα2(i+ z)Bβ(0)〉 ∼
z→0
2∆β−
Q2
2
−α1α2
4
√
2pi
|z|2(Q
2
4
−∆α1−∆α2 )
log3/2 1|z|
∂3Cγ(α1, α2, Q)∂1R(Q, β) (5.12)
(b) Critical case
If α1 + α2 = Q, then
〈Vα1(i)Vα2(i+ z)Bβ(0)〉 ∼
z→0
−2
∆β−Q
2
2
−α1α2
√
2pi
|z|−α1α2
log1/2 1|z|
∂1R(Q, β) (5.13)
(c) Subcritical case
If α1 + α2 < Q, then
〈Vα1(i)Vα2(i+ z)Bβ(0)〉 ∼
z→0
2∆β−
Q2
2
−α1α2 |z|−α1α2R(α1 + α2, β) (5.14)
Another interesting limit of the bulk two-point function is sending one insertion to the
boundary.
Theorem 5.4 (Bulk two-point: Absorption). Let (α1, α2) satisfying the Seiberg bounds, and
suppose α1 >
Q
2 . Then the following asymptotic holds:
(1) Supercritical case
If α2 >
Q
2 , then
〈Vα1(i)Vα2(z)〉 ∼
z→0
22(
Q2
4
−∆α1−∆α2 )
4
√
pi
|z|(α2−Q2 )2
log3/2 1|z|
∂2R(α1, Q)∂2R(α2, Q) (5.15)
(2) Critical case
If α2 =
Q
2 , then
〈Vα1(i)Vα2(z)〉 ∼
z→0
− 2
Q2
2
−2∆α1
√
pi log1/2 1|z|
∂2R(α1, Q) (5.16)
(3) Subcritical case
If α2 <
Q
2 , then
〈Vα1(i)Vα2(z)〉 ∼
z→0
R(α1, 2α2)
22∆α1−∆2α2
(5.17)
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We now turn to the bulk-boundary three-point function 〈Vα(z)Bβ1(0)Bβ2(∞)〉. There is
not much to say about the merging of the bulk insertion with a boundary insertion since for
all r > 0 and θ ∈ (0, pi), the correlation function 〈Vα(reiθ)Bβ1(0)Bβ2(∞)〉 is deduced from
〈Vα(eiθ)Bβ1(0)Bβ2(∞)〉 by scaling. The non-trivial parameter we can vary is θ, and the limit
θ → 0 corresponds to the absorption of an bulk insertion on a boundary point which is not an
insertion. Thus we will study the correlation function 〈Vα(z)Bβ1(1)Bβ2(∞)〉 in the limit z → 0.
Notice that by Mo¨bius invariance, this is the same as studying the function 〈Vα(i)Bβ1(0)Bβ2(x)〉
in the limit x→ 0, i.e. merging the two boundary insertions.
Theorem 5.5 (Bulk-boundary three-point). Let (α, β1, β2) satisfying the Seiberg bounds, and
assume that β1 + β2 >
Q
2 . Then the following asymptotic holds
(1) Supercritical case
If α > Q2 , then
〈Vα(z)Bβ1(1)Bβ2(∞)〉 ∼
z→0
2
Q2
4
−2∆α
4
√
pi
|z|(α−Q2 )2
log3/2 1|z|
∂2R(α,Q)∂1c(Q, β1, β2) (5.18)
(2) Critical case
If α = Q2 , then
〈Vα(z)Bβ1(1)Bβ2(∞)〉 ∼
z→0
− 1√
pi log1/2 1|z|
∂1c(Q, β1, β2) (5.19)
(3) Subcritical case
If α < Q2 , then
〈Vα(z)Vβ1(1)Vβ2(∞)〉 ∼
z→0
c(2α, β1, β2) (5.20)
Remark 5.6. More generally, the fusion rules in the supercritical case are the following:
(1) Fusion of boundary-boundary (β1, β2)-insertions produces a boundary three-point func-
tion ∂3c(β1, β2, Q).
(2) Absorption of a bulk α-insertion produces a bulk-boundary function ∂2R(α,Q).
(3) Fusion of bulk-bulk (α1, α2)-insertions produces a DOZZ formula ∂3Cγ(α1, α2, Q).
This rule, as well as the rate functions of the above theorems, can be used to compute the
asymptotic behaviour of all correlation functions upon fusion of insertions, and express the
limit with a lower order correlation function.
As such, we haven’t said anything about the fusion of bulk-boundary insertions. This is be-
cause it can be seen as a two-step procedure of first absorbing the bulk insertion into the bound-
ary and then merging the boundary insertions. Hence the operation does not produce a struc-
ture constant. As an example, consider the correlation function 〈Vα(z)Bβ1(0)Bβ2(1)Bβ3(∞)〉
in the limit z → 0, for (α, β1, β2, β3) satisfying the Seiberg bounds, and suppose that both
β3 + β4 > Q and 2α + β1 > Q, so that we are in the supercritical case. Then the asymptotic
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is given by
〈Vα(z)Bβ1(0)Bβ2(1)Bβ3(∞)〉 ∼
z→0
1
4
√
pi
|z|(α−Q2 )2−αβ1
log3/2 1|z|
∂
∂β
〈Vα(i)Bβ1(0)Bβ(∞)〉|β=Q∂1c(Q, β2, β3)
(5.21)
Remark 5.7. Even though the correlation functions can no longer be expressed in terms of
negative moments of GMC (unless µµ∂ = 0), it is still possible to give probabilistic represen-
tations of the renormalised constants in the aforementioned theorems by performing the same
partitioning-of-probability-space procedure on
E
[
exp
(
−µeγc
∫
H
eγHdMγ − µ∂e
γ
2
c
∫
R
e
γ
2
HdMγ∂
)]
as we did in Section 4. We omit the details here.
We now turn to proving Theorems 5.2, 5.3, 5.4 and 5.5. We only deal with Theorems 5.2
and 5.3 since the other cases are similar.
Subcritical cases follow from dominated convergence so we won’t treat them. The rest of the
proofs are very similar to that of Theorem 1.1 so we will be brief.
Proof of Theorem 5.2. The setting is the upper-half plane H equipped with the metric g(z) =
4|z|−4+ . We use the same procedure as for the sphere and apply the conformal change of coor-
dinate ψ : z 7→ e−z/2 from the infinite strip S := R × (0, 2pi) to H. Then Green’s function on
the strip is given by the even part of Green’s function on the cylinder, i.e. if X is a GFF on
Rs × (0, 2pi)θ, we have (recall (2.3))
E[X(s, θ)X(s′, θ′)] = G(
s
2
,
θ
2
,
s′
2
,
θ′
2
) +G(
s
2
,
θ
2
,
s′
2
,−θ
′
2
)
= (|s| ∧ |s′|)1ss′ > 0 +H(s
2
,
θ
2
,
s′
2
,
θ′
2
) +H(
s
2
,
θ
2
,
s′
2
,−θ
′
2
)
= (|s| ∧ |s′|)1ss′ > 0 +G(0, 0, s
′ − s
2
,
θ′ − θ
2
) +G(0, 0,
s′ − s
2
,
θ′ + θ
2
)
(5.22)
Hence the field decomposes into the independent sum X = B + Y where (Bs)s∈R is standard
two-sided Brownian motion and Y is a log-correlated field whose covariance kernel is given by
the sum of G functions on the right-hand side of the previous equation. It is also clear from
the definition that the law of Y is translation invariant. The pullback measure of g on the strip
is gψ(s, θ) = e
−|s| so we can take the GMC measure of Y with respect to Lebesgue measure on
S and take the drifted process Bs − Q2 |s| for the radial part of the GFF.
First we have to explain how to make sense of boundary (derivative) Q-insertions. A bound-
ary insertion with momentum β at∞ (on the strip) amounts in adding a positive drift β2 to the
radial process (on the positive real line), so the total drift vanishes when β = Q. For t > 0, define
Ht := H \ (e−t/2D) (resp. Rt := R \ (−e−t/2, e−t/2)) and 〈BQ(0)Bβ2(1)Bβ3(∞)〉t the correlation
function where we integrate the bulk (resp. boundary) GMC measure of (5.3) on Ht (resp. Rt)
instead of H (resp. R). Viewed in the strip, this is the same as taking St := (−∞, t)× (0, 2pi)
and (−∞, t)× {0, 2pi} as domains of integration for the bulk and boundary measures.
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For fixed b > 0, we have
P
(
sup
0 6 s 6 t
Bs 6 b
)
∼
t→∞
√
2
pit
b
P
(
sup
t > 0
Bs +
1
2
(β −Q)s 6 b
)
∼
β→Q−
(Q− β)b
(5.23)
so by previous arguments we have
lim
t→∞
√
pit
2
〈BQ(0)Bβ2(1)Bβ3(∞)〉t = lim
β→Q−
1
Q− β 〈Bβ(0)Bβ2(1)Bβ3(∞)〉 = −∂1c(Q, β2, β3)
The critical case (5.9) follows easily from this equality.
Now we turn to the supercritical case. We write t := 2 log 1|x| . The radial process has a
positive drift 12(β1 + β2 − Q) in (0, t), which we kill by Cameron-Martin’s theorem (recall
(3.2), yielding the Radon-Nikodym derivative e
1
2
(β1+β2−Q)Bt− 18 (β1+β2−Q)2t. This accounts for
the polynomial rate in |x|.
Similarly as in Figure 4, we condition on value of the process at time t and introduce
Bt =
√
tδ with δ ∼ N (0, 1) independent of everything. Thus the process in [0, t] is the sum of a
random drift δ√
t
and an independent Brownian bridge in [0, t] (see Figure 5). Conditioning the
Brownian bridge in (0, t) to stay below b, we get a contribution of
√
2
pi t
−3/2 = 1
2
√
2pi log3/2 1|x|
.
Taking t → ∞ then b → ∞, the limiting integral on the left is a strip with a β4-insertions at
−∞, a β3-insertion at 0 and a (derivative) Q-insertion at +∞ (see Figure 5), hence the limit
is −12∂1c(Q, β3, β4) (recall the prefactor 2 in the definition of (5.3)). Similarly the limiting
integral on the left is −12∂1c(β1, β2, Q), yielding the result.
1
2(Q− β4)
1
2(β1 −Q)
Bt =
√
tδ
0 t
Bs = Brs +
δ√
t
s
Figure 5. The radial process on the strip in [0, t] is the sum of a Brownian
bridge (red) and a random independent drift (blue).

Proof of Theorem 5.3. In this proof, we use the flat disc (D, dz) as set-up, which is mapped
to the semi-infinite cylinder C+ = R+ × S1 equipped with the metric g(s, θ) = e−2s under the
conformal transformation z 7→ e−z. So the GFF decomposes as the sum of a drifted Brownian
motion (Bs−Qs)s > 0 and an independent lateral noise Y from which we take the GMC measure
with respect to Lebesgue measure.
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We treat the case β > 0 and α1 +α2 > Q, the others being similar. Let t := log
1
|z| . With the
presence of the insertions, the radial part has a positive drift α1 +α2−Q in (0, t) and negative
drift α1 − Q in (t,∞). Killing the drift in (0, t) with Cameron-Martin’s theorem gives the
exponent in |z|. Conditioning on the value of Bt =
√
tδ and conditioning the Brownian bridge
not to exceed some b > 0 gives a prefactor of
√
2
pi t
−3/2. Taking t → ∞ then b → ∞, we find
that the integral on the right is an infinite cylinder with insertions (α1, α2, Q) at (+∞, 0,−∞),
so its value is −14∂3Cγ(α1, α2, Q) (the lateral noise is close to the one used before in this region
and can be dealt with using Kahane’s convexity inequality). On the other hand, the integral on
the left is a semi-infinite cylinder with a Q-insertion at ∞ and a β-insertion on the boundary,
so its value is −14 ∂∂α〈Vα(i)Bβ(0)〉|α=Q. 
5.3. Links with random planar maps. The above results can be interpreted with respect
to the KPZ conjecture on random planar maps with the topology of the disc. For concreteness,
let Tn,m be the set of triangulations of the disc with n internal vertices and m + 2 boundary
vertices, with two marked vertices (one internal and one on the boundary). Then it is known
[AS03] that there exists µc, µc∂ > 0 such that
#Tn,m  eµcneµc∂mm1/2n−5/2
We suppose that for a triangulation (t, z,x), we have conformal mapped t to H (in the manner
of section 1.4) and that z is mapped to i and x is mapped to 0. For each such triangulation
and a > 0, we can construct measures νt,a (resp. νt,a∂ ) giving mass a
2 (resp. a) to each triangle
(resp. each boundary edge). Now we let µ := (1 + a2)µc and µ∂ := (1 + a)µ
c
∂ , and sample the
triangulations at random with the probability measure
Pa(t, z,x) =
1
Za
e−µ|t|e−µ∂`(t)
where Za is the normalising constant and `(t) is the boundary length of t. Additionally we
choose the internal marked vertex uniformly in the internal vertices of t and similarly for the
boundary marked vertex.
It is conjectured [HRV15] that the pair of random measures (νt,a, νt,a∂ ) converges in distri-
bution to a pair of random measures on (D, ∂D), and the limit (ν, ν∂) should be given by (some
form of) LQFT on the disc. In particular, it should be the case that for all measurable sets
A ⊂ H, B ⊂ R,
E
[
ν(A)
ν(H)
]
=
∫
A
f√ 8
3
,µc,µc∂
(z)d2z
E
[
ν∂(B)
ν∂(R)
]
=
∫
B
λ√ 8
3
,µc,µc∂
(x)dx
(5.24)
where we define for all γ ∈ (0, 2) and µ, µ∂ > 0,
fγ,µ,µ∂ (z) :=
1
Z
〈Vγ(z)Vγ(i)Bγ(0)〉
λγ,µ,µ∂ (x) :=
1
Z∂
〈Bγ(x)Vγ(i)Bγ(0)〉
(5.25)
where Z,Z∂ are normalising constants whose values are discussed in Appendix C.
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Similarly to the discussion of section 1.4, the result of Theorems 5.5 and 5.3 gives precise
estimates on the expected density of vertices in different settings: internal or boundary vertices
around the marked point on the boundary, internal vertices around the internal marked point,
and internal vertices around the boundary.
Finally, we mention that one can formulate other conjectures involving different values of
γ (e.g. by weighting the measure Pa by some statistical mechanics model), µ and µ∂ (e.g. by
considering other types of maps).
Appendix A. The DOZZ formula
The DOZZ formula is the expression of the 3-point correlation function on the sphere
〈Vα1(0)Vα2(1)Vα3(∞)〉S2 . The formula reads
Cγ(α1, α2, α3) =
(
piµ
(γ
2
)2− γ2
2 Γ(γ2/4)
Γ(1− γ2/4)
)−α−2Q
γ
×
Υ′γ
2
(0)Υ γ
2
(α1)Υ γ
2
(α2)Υ γ
2
(α3)
Υ γ
2
(
α−2Q
2
)
Υ γ
2
(
α
2 − α1
)
Υ γ
2
(
α
2 − α2
)
Υ γ
2
(
α
2 − α3
)
(A.1)
where α = α1 + α2 + α3 and Υ γ
2
is Zamolodchikov’s special function. It has the following
integral representation for Re z ∈ (0, Q)
log Υ γ
2
(z) =
∫ ∞
0
(Q
2
− z
)2
e−t −
sinh2
((
Q
2 − z
)
t
2
)
sinh
(γt
4
)
sinh
(
t
γ
)
 dt
t
and it extends holomorphically to C.
It satisfies the functional relation Υ γ
2
(Q − z) = Υ γ
2
(z) and it has a simple zero at 0 if
γ2 ∈ R \Q7, so it has a simple zero at Q too and Υ′γ
2
(Q) = −Υ′γ
2
(0) 6= 0.
Let us introduce the notation
Cγ(α1, α2, α3) =
Υ′γ
2
(0)Υ γ
2
(α1)Υ γ
2
(α2)Υ γ
2
(α3)
Υ γ
2
( α¯2 −Q)Υ γ2 (
α¯
2 − α1)Υ γ2 (
α¯
2 − α2)Υ γ2 (
α¯
2 − α3)
Now we assume α1 +α2 = Q and α3 = Q− iP and show the limit (1.11). Then α¯ = 2Q− iP
and
Cγ(α1, Q− α1, Q− iP ) =
Υ′γ
2
(0)Υ γ
2
(α1)
2Υ γ
2
(iP )
Υ γ
2
(− iP2 )Υ γ2 (α1 +
iP
2 )Υ γ2
(α1 − iP2 )Υ γ2 (
iP
2 )
∼
P→0
4i
P
7This is not really a restriction since the theory is continuous in γ
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So the product of DOZZs appearing in the bootstrap equation (1.7) becomes
Cγ(α1, α2,Q− iP )Cγ(Q+ iP, α3, α4)
∼
P→0
4Υ′γ
2
(0)2Υ γ
2
(α3)Υ γ
2
(α4)
Υ γ
2
(α3+α4−Q+iP2 )Υ γ2 (
α3+α4−Q−iP
2 )Υ γ2
(α4+Q+iP−α32 )Υ γ2 (
α3+Q+iP−α4
2 )
∼
P→0
−4∂1Cγ(Q,α3, α4)
(A.2)
Notice that 2Q−(α1 +α2 +Q−iP ) →
P→0
0, so the prefactor in the DOZZ formula with Liouville
momenta (α1, Q− α1, Q− iP ) is simply 1 in this limit. Hence
lim
P→0
Cγ(α1, Q− α1, Q− iP )Cγ(Q+ iP, α3, α4) = 4∂1Cγ(Q,α3, α4)
Appendix B. Conical singularities
Here we reproduce [Bav18], Appendix B for the commodity of the reader.
We study the effect of a change of measure with respect to the Liouville field. Let X be a GFF
on S2 with some background metric g and dMγg be the associated chaos measure (regularised
in g). Let ω ∈ H10 be a function such that e
Q
2
ω ∈ L1(dMγg ). Let gˆ := eωg and dMγgˆ be the
chaos of X regularised in gˆ. Then for all κ > 0, applying successively Girsanov’s theorem and
conformal covariance, we find
E
[
e〈X,
Q
2
ω〉∇−Q
2
8
‖ω‖2∇Mγg (S2)−κ
]
= E
[(∫
S2
e
γQ
2
ωdMγg
)−κ]
= E
[
Mγgˆ (S
2)−κ
]
(B.1)
In particular, the vertex operator which is formally written Vα(z) = e
αX(z)−α2
2
E[X(z)2] is a
special case of the previous setting with ω = 2αQ G(z, ·). Hence, after regularising, we find that
adding a vertex operator is the same as conformally multiplying the metric by Green’s function,
i.e. we have gˆ = e
2α
Q
G(z,·)
g. Hence the metric behaves like |x− z|− 2αQ near 0 so it has a conical
singularity of order α/Q.
If α = Q, the singularity is no longer integrable, so the volume is infinite and the surface
has a semi-infinite cylinder. Loosely, we will refer to this situation as a cusp, even though the
hyperbolic cusp has finite volume because of the extra log-correction in the metric:
log gˆ(z + h) = −2 log |h| − 2 log log 1|h| +O(1)
The reason for this abuse of terminology is that we are interested in GMC measure. Indeed,
suppose z = 0 in the sphere coordinates. By conformal covariance, if we use the cylinder
coordinates, the log-correction term is the same as shifting the radial part of the GFF from
the Brownian motion (Bs)s > 0 to (Bs − Q log(1 + s))s > 0. Up to time t, this corresponds to
a change of measure given by the exponential martingale e
−Q ∫ t0 dBs1+s−Q22 ∫ t0 1(1+s)2 ds, which is
uniformly integrable since
∫∞
0
1
(1+t)2
dt < ∞. So the new field is absolutely continuous with
respect to the old one, meaning that GMC does not make a difference between a Euclidean
cylinder and a hyperbolic cusp.
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α = 0 0 < α < Q α = Q
0
∞ 1
1
∞
0
0
∞
1
Figure 6. The effect of the the vertex operator Vα(0) in the creˆpe metric.
Another way to see this is to look at the curvature, which reads in the distributional sense
Kgˆ = e
− 2α
Q
G(z,·)
(
Kg +
4piα
Q
(
δz − 1
Volg(S2)
))
where Volg(S2) is the volume of the sphere in the metric g. Thus the metric has an atom of
curvature at z, meaning it has a conical singularity.
Of course, when α = Q, the singularity is no longer integrable and the metric looks like a
semi-infinite (flat) cylinder near 0.
Appendix C. The normalising constant in (1.22) and (5.25)
We present the computation of the normalising constant for fγ,µ (in a more general setting).
The idea is that integrating over the location of a γ-insertion is the same as differentiating
with respect to the cosmological constant. We present the main steps and leave the details to
the reader.
Let N > 3 and z1, ..., zN ∈ Ĉ pairwise disjoint and (α1, ..., αN ) satisfying the Seiberg bounds.
For notational convenience, we write G(x) := ∑Ni=1 αiG(zi, x) and as usual σ = ∑Ni=1 αiQ − 2.
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Using Cameron-Martin’s theorem to go from the second to third line we find
1
2
e
− ∑
1 6 i<j
αiαjG(zi,zj)
∫
Ĉ
〈
Vγ(z)
N∏
i=1
Vαi(zi)
〉
dz
=
∫
Ĉ
eγG(z)
∫
R
e
(Q(σ+ γ
Q
)cE
[
exp
(
−µeγcMγ
(
eγ(G+γG(z,·))
))]
dcd2z
= E
[∫
R
eQσceγcMγ
(
eγG
)
exp
(−µeγcMγ (eγG)) dc]
= −1
2
e
− ∑
1 6 i<j
αiαjG(zi,zj) ∂
∂µ
〈
N∏
i=1
Vαi(zi)
〉
(C.1)
so that in the end∫
Ĉ
〈
Vγ(z)
N∏
i=1
Vαi(zi)
〉
d2z = − ∂
∂µ
〈
N∏
i=1
Vαi(zi)
〉
=
Qσ
γµ
〈
N∏
i=1
Vαi(zi)
〉
(C.2)
where we simply used that 〈∏Ni=1 Vαi(zi)〉 is equal to µ−Qσγ times some quantity independent
of µ. In particular this yields (1.22) for N = 3 and (α1, α2, α3) = (γ, γ, γ).
Similarly, in the disc case, we find that for (α1, ..., αN , β1, ..., βM ) satisfying the Seiberg
bounds, we have∫
H
〈
Vγ(z)
N∏
i=1
Vαi(zi)
M∏
j=1
Bβj (xj)
〉
d2z = − ∂
∂µ
〈
N∏
i=1
Vαi(zi)Bβj (xj)
〉
and ∫
R
〈
Bγ(x)
N∏
i=1
Vαi(zi)
M∏
j=1
Bβj (xj)
〉
dx = − ∂
∂µ∂
〈
N∏
i=1
Vαi(zi)Bβj (xj)
〉
In general, this does not simplify as nicely as (C.2) but if e.g. µ = 0, then we have for instance∫
R
〈Bγ(x)Vγ(i)Bγ(0)〉dx = 3γ − 2Q
2γµ
R(γ, γ)
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