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be a polynomial of degree n ≥ 2 with real coefficients. Thus 
S(x, y) =
where x, y, and a jk are real numbers. We always assume that a 1,n−1 = 0 or a n−1, 1 = 0. The Radon transform of f associated to the polynomial S(x, y) is defined by
Rf (t, x) = ∞ −∞ f t + S(x, y), y ψ(t, x, y) dy,
where ψ ∈ C ∞ c (R 3 ) is a cutoff function. (For the background information on the well-developed theory of Radon transforms and related oscillatory integral operators, we refer the reader to the papers [P] , [PS3] , [S] , [Se2] , and the references contained there.) When S(x, y) is a homogeneous polynomial of degree n, that is, a d−k, k = 0 for d < n in (1), the operator R was studied by Phong and Stein [PS2] as a model for degenerate Radon transforms. They proved among other things that, if a 1,n−1 = 0 and a n−1,1 = 0, then R is bounded from L p (R 2 ) to L q (R 2 ), when (1/p, 1/q) is in the set τ defined as follows. First let be the closed convex hull (a trapezoid) of the points O = (0, 0), A = (2/(n + 1), 1/(n + 1)), A = (n/(n + 1), (n − 1)/(n + 1)), and O = (1, 1) in the plane (see Figure 1 ). Then τ is defined to be minus the half-open segments (O, A] and [A , O ) . Phong and Stein also proved that, for R to be bounded from L p (R 2 ) to L q (R 2 ), it is necessary that (1/p, 1/q) ∈ . When n = 2, 3, it is known that R is bounded precisely in (see [PS1] , [Se1] , and [Se2] ).
When n ≥ 4, the endpoint (L p , L q ) estimates have been open except in the translation-invariant case S(x, y) = c(x −y) n , for which R is known to be bounded in all of (see [PS2, p. 720] and [B] ). (We want to point out here that the new method in [C2] may be used to prove a restricted weak type at the endpoints.)
The purpose of this paper is to give a positive answer to these remaining endpoint questions. In fact, our results are somewhat more general. Since homogeneity plays Figure 1 no role in our arguments, these results actually cover arbitrary polynomials that satisfy the conditions a 1,n−1 = 0 and a n−1,1 = 0. Let us now define a noncompact version of the operator R by
where f is, say, a continuous function with compact support. We first state our result for the point A = (2/(n + 1), 1/(n + 1)).
Theorem 1. Suppose that n ≥ 2, and let T be defined by (3) with S(x, y) 
Here the constant C(n) depends only on the degree n. In particular, C(n) is independent of the function f and the coefficients a jk .
The proof relies heavily on a method of Oberlin [O] , which was used to give a new proof of the optimal convolution properties of the arclength measure on the unit circle. It is based on multilinear interpolation in contrast to the usual approach that uses Fourier transform and complex interpolation. By duality and interpolation, Theorem 1 immediately implies the following result.
Theorem 2. Suppose that S(x, y) is a homogeneous polynomial of degree n ≥ 2. Let R and T be defined by (2) and (3), respectively. Suppose that a 1,n−1 = 0 and
Proof. Theorem 1 implies that T is bounded at A = (2/(n + 1), 1/(n + 1)). The adjoint of T is given by
If a n−1,1 = 0, then the proof of Theorem 1, with the roles of x and y reversed, shows that T * is bounded at the point A, with the operator norm C(n)|a n−1,1 | −1/(n+1) . Therefore, by duality, T is bounded at A = (n/(n + 1), (n − 1)/(n + 1)). Also, R is clearly bounded on the diagonal 0 ≤ 1/p = 1/q ≤ 1. Since R is dominated by T , the rest follows by interpolation and the known necessary conditions. (For a proof of the necessary condition for T , see the proof of Corollary 5.) In what follows, the letters C and c denote positive constants that may not be the same at each occurrence. We also use the notation g(t) ≈ h(t) to mean that the two functions are comparable; that is, there exist some positive constants
The following lemma concerning polynomials plays a key role in our arguments. It is used to estimate the Jacobian of a certain transformation. 
and c(k) depend only on the degree k. In particular, these constants are independent of the coefficients of F (x).
Remark 4. Clearly, each function w j in Lemma 3 can have, at most, one root in the interval I j . By dividing I j into two subintervals if necessary, we may take w j to be nonnegative and strictly monotone on I j .
Proof of Lemma 3. Since F (x) has real coefficients, we can factorize and write it in the form
where the first product is over ν indices , and the second product is over m indices j . We have k = ν + 2m. Here A , s j are real numbers, and δ j > 0. The proof is based on induction. We treat the case m = 0, ν ≥ 1 in Step 1 and the case m ≥ 1, ν ≥ 0 in Step 2.
Step 1: The case m = 0, ν ≥ 1. We use induction on k = ν. The case k = 1 is trivial. Fix k ≥ 2. Assuming that the case k − 1 is true, we want to show that the case k holds.
We may assume that
Let us now assume A 1 < A k . By translation we may assume that A 1 = −A and
Since v has degree k − 1, it follows by the induction hypothesis that there exist intervals I 1 , . . . , I N , N ≤ N(k − 1), whose union is R, and functions v 1 , . . . , v N such that the inequalities
hold on each I j . Let
(ii) The case −2 ≤ t < 0. This case is similar to (i).
(iii) The case |t| > 2. Since |r j | ≤ 1, we have |t − r j | ≈ |t|, and so
Finally, rename the nonempty intervals I j from (i) and (ii) as I 3 , . . . , I N , N ≤ N(k), and renumber w j accordingly. Notice that we have N(k) ≤ 2N(k − 1) + 2. Thus the case k (and m = 0) of the lemma holds. This finishes the proof of the case m = 0.
Step 2: The case m ≥ 1, ν ≥ 0. We use induction on m. The case m = 0 (and ν ≥ 1) has just been established in Step 1. Now fix m ≥ 1 and assume that the lemma is true in the case m − 1 (for ν ≥ 1 if m = 1, and for ν ≥ 0 if m ≥ 2). We want to show that the lemma is then true for m.
By writing t = x − s 1 , r j = A j − s 1 , and u j = s j − s 1 , we get u 1 = 0. We may assume that 0 < δ 1 ≤ δ 2 ≤ · · · ≤ δ m . Let us write δ = δ 1 . Then
We may assume that |r 1 | ≤ |r 2 | ≤ ··· ≤ |r ν | (if ν ≥ 1).
Let us first show that it suffices to consider the interval I 0 defined to be the intersection of the intervals given by the inequalities
To see this, suppose that |t − u j | ≥ δ j for some j = 1, . . . , m. Then (t − u j ) 2 ≤ (t − u j ) 2 + δ j ≤ 2(t − u j ) 2 , and so |F | ≈ |F |, wherẽ
and means that the index j is omitted from the product. SinceF has m − 1 quadratic factors, we may apply the induction hypothesis. This takes care of the set R \ I 0 .
Thus we may assume (8) in the rest of the proof. In particular, we have |t| = |t −u 1 | < √ δ. To obtain estimates for I 0 , we consider two cases. (If I 0 is empty, there is of course nothing to prove.) (i) The case when
Hence we have |F | ≈ Rεδ, where R = |r 1 · · · r ν | (we take R = 1 if ν = 0), and ε = δ 2 · · · δ m . We now define w to be the linear function
(ii) The case when 
We see that the right-hand side is bounded below by
This finishes the proof of the case m, and the proof of Lemma 3 is complete.
Proof of Theorem 1. We may clearly assume that f is nonnegative. To prove (4), it suffices to prove the multilinear estimate
with C = C(n) n+1 |a 1,n−1 | −1 . This follows from the estimate
(and n similar estimates obtained by permuting the indices) by the so-called multilinear trick (see [C1] and [D] ). Here · p,q denotes the Lorentz space norm on R 2 .
The left-hand side of (9) may be rewritten as
Tf j (t, x) dt dx dy
= ∞ −∞ R 2 f 1 (s, z) n+1 j =2
Tf j s − S(y − z, z), y − z ds dz dy
= R 2 f 1 (s, z) ∞ −∞ n+1 j =2
Tf j s − S(y, z), y dy ds dz.
So (9) is a consequence of
where C is independent of (s, z) ∈ R 2 .
But (10) 
Tf s − S(y, z), y g(y) dy ≤ C f n,1 g n/(n−1) , (11)
where g is a nonnegative function on R. The left-hand side of this inequality is equal to
Let us now make the change of variables
with s, z fixed. We claim that R 2 minus the vertical line x = z may be decomposed into certain subsets U 1 , . . . , U N , with 1 ≤ N ≤ n−1, such that φ is one-to-one on each U j . To see this, assume that φ(y, x) = φ(y , x ). Then we have x = x , and S(y, x)− S(y, z) = S(y , x) −S(y , z) . Note that the partial derivative (∂/∂y) (S(y, x) −S(y, z) ) is a polynomial in y of degree m, for some 0 ≤ m ≤ n − 2 (see (14)). If m > 0, then this partial derivative changes sign at most m times, as y varies over R. Therefore, there exist intervals I 1 , . . . , I N , for some 1 ≤ N ≤ m + 1, such that S(y, x) − S(y, z) is a strictly monotone function of y on each I j = I j (x) . Hence, if we assume further that y, y ∈ I j for some j , then it follows that y = y , and so (x, y) = (x , y ). As x varies over R \ {z}, the interval I j = I j (x) sweeps over a set U j . That is, we define U j = {(x, y) : y ∈ I j (x), x ∈ R, x = z}. Then φ must be one-to-one on U j . On the other hand, if m = 0, then (∂/∂y) (S(y, x 
Since a 1,n−1 = 0, this is a polynomial in x of degree n−1. Let x = x 1 , . . . , x (1 ≤ ≤ n − 1) be the real roots of this polynomial. If x = x 1 , . . . , x , then (∂/∂y) (S(y, x ) − S(y, z)) = 0, and so S(y, x)−S(y, z) is a strictly monotone function of y. Therefore, in this case, φ is one-to-one on R 2 minus the vertical lines x = x 1 , . . . , x . This proves the claim.
Thus we have
where G(ξ, η) = g(y)/|J |, and J is the Jacobian of φ.
A calculation shows that
Fix y, z. Then J may be regarded as a polynomial of degree n−1 in x, with the leading coefficient a 1,n−1 . Let us write a for a 1,n−1 . By applying Lemma 3 to F (x) = J /a, and k = n − 1, we obtain intervals I 1 , . . . , I N , with N ≤ N(n − 1), and functions w 1 , . . . , w N such that
on each I j .
To finish the proof of the inequality (11), we first estimate I by using (13) and the Hölder inequality for Lorentz spaces. We have
It remains to show that
which is equivalent to
The left-hand side of (17) is equal to the integral
Reversing the change of variables made above by (12) shows that this is bounded by
It follows from (15), (16), and Remark 4 that in the inner integral we can replace |J | by C|aw j | and make the substitution w = w j (x) = w j (x, y, z) on each I j = I j (y, z).
So we obtain
. This implies (17), hence (11), with C = C n |a| −1/n , where C n is some constant depending only on n. (In the homogeneous case, we may first establish this estimate assuming |a| = 1, and then we can obtain the correct operator norm in (4) by a scaling argument.) The proof of (4) is complete.
Finally, as an application of Theorem 1, in Corollary 5 we establish global convolution properties of the measure dµ = dy on the curve (P (y) , y) in the plane, where P (y) is an arbitrary polynomial of degree n ≥ 2 with real coefficients. This corresponds to the translation-invariant case S(x, y) = P (y − x) in (3), and it may also be regarded as a generalization of the result for the case S(x, y) = c(x − y) n .
According to this result, a necessary condition for the global convolution estimate from L p to L q is that
where m is the (finite) type of the curve. That is, the upper bound for the number 1/p −1/q, which may be called the degree of smoothing, is determined by the highest vanishing order of the curvature, while the lower bound is determined by the degree of the polynomial. Of course, we also have the usual necessary condition that ( 
Proof. If ν = 0, we can show that T is bounded at D = (2/3, 1/3) by using the standard proof based on complex interpolation along with the fact that |P (y)| is bounded away from zero. (In fact, this may by shown by considering the analytic family S z f (t,x) = (z + 1)
Since T is a constant multiple of S −1 , the required estimate follows from the estimates (i) S z f 2 ≤ C z f 2 for Re z = −3/2 and (ii) S z f ∞ ≤ C z f 1 for Re z = 0. The estimate (i) is a consequence of Plancherel's theorem and van der Corput's lemma, while (ii) follows from a change of variables.)
Next assume that ν > 0. Let ε > 0 be a sufficiently small number. For each A j , define
We decompose T as the sum of operators T 1 , . . . , T ν , and
By translation, we may assume A j = 0. We can show that T j is bounded at B j = (2/(m j +3), 1/(m j +3)) by using a variant of the proof of Theorem 1. We give only a brief sketch. We may assume the domain of integration of T j is 0 < y < ε. Since we are dealing with a translation-invariant operator here, it suffices to prove (10) with (s, z) = (0, 0). Then the counterpart of φ in (12) may be given the form φ(x, y) = (P (y) − P (x),y − x), and its Jacobian is given by
Since |P (t)| ≈ |t| m j for small t, we have |J | ≈ |x m j +1 − y m j +1 | for small x, y > 0, and so an application of Lemma 3 enables us to finish the proof. This shows that T j is bounded at B j and, hence, also in the closed convex hull of B j , B j , O = (0, 0), and O = (1, 1). The proof that T 0 is bounded at D = (2/3, 1/3) is the same as that for the case ν = 0, since |P (y)| is bounded away from zero on the domain of integration of T 0 . Now Theorem 1 implies that T is bounded at A; hence so is T 0 . Thus, T 0 is bounded in the closed convex hull of A, A , and D. Therefore, we may conclude that T is bounded in nm , since it is the intersection of the type sets of T j for 0 ≤ j ≤ ν.
To prove the necessary condition (1/p, 1/q) ∈ nm for the boundedness of T , we adapt the standard argument. Suppose that T is bounded from L p (R 2 ) to L q (R 2 ). Remark 6. Note that if P (y) has degree 3, then m = n = 3 in Corollary 5; hence it follows that the associated operator T is bounded precisely on the closed segment [A, A ], where A = (1/2, 1/4), A = (3/4, 1/2).
