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ABSTRACT:  
Time series prediction is an open problem and many researchers are trying to find new predictive methods 
and improvements for the existing ones. Lately methods based on neural networks are used extensively for time series 
prediction. Also, support vector machines have solved some of the problems faced by neural networks and they began 
to be widely used for time series prediction. The main drawback of those two methods is that they are global models 
and in the case of a chaotic time series it is unlikely to find such model. In this paper it is presented a comparison 
between three predictive from computational intelligence field one based on neural networks one based on support 
vector machine and another based on chaos theory. We show that the model based on chaos theory is an alternative to 
the other two methods. 
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1. Introduction 
 
The time series represents consecutive measurements performed at constant time intervals. Time series may 
result from monitoring any phenomenon or activity in the real world. Some of the most studied time series are coming 
from  economics,  finance  and  management.  Economic  data  are  collected  from  different  sources  and  may  include 
measurements of the economic activities of an organization or summation of data at different levels of aggregation. 
Increased  accuracy  of  predictions  can  save  substantial  amounts  of  money  for  a  company  and  is  a  major 
motivation for using the methods of forecasting and systematic investigation for new models and techniques to improve 
their current results [2]. 
Time  series  analysis  has  become  essential  in  the  global  economy  to  support  international  assessments, 
diagnoses  and  comparisons  to  predict  changes  in  time  or  for  the  extrapolation  of  future  conditions  from  current 
conditions. 
Time series analyses include a wide range of exploratory methods and hypothesis testing procedures aimed at 
two goals: 
• to identify the nature of the phenomenon represented by the sequence of observations; 
• to predict future time series values. 
These objectives require identifying characteristics of time series and a formal description of a suitable model. 
Time series analysis tries to match the observed structures from data with models. There can be different models on 
different time intervals. 
  There are two basic approaches to analyzing and forecasting time series [1]: 
• causal models (cause-effect) for prediction using one or more time series (assumed to be independent of each 
other) that influence the behavior of the original series (dependent one); 
• self-projection modeling using only the time series generated by the activity to be predicted. 
Causal approach to time series analysis focuses on the study of causal models. By this we mean the effect of 
variables over time series and, therefore, we need at least two time series. 
Self-projection approach for prediction of one dimensional time series tries to predict the following values of 
the  time  series  using  only  the  previous  values  of  the  time  series.  A  natural  extension  of  this  approach  for 
multidimensional  time  series  modeling  can  be  done  by  simultaneously  modeling  the  one-dimensional  time  series 
resulted from components projection of multidimensional series. The purpose of self- projection model is to evaluate 
the effects of sequential events. 
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This approach is generally less expensive in terms of calculations, requires much less data and provides useful 
results for the short and medium term predictions. 
 
2. Predicting exchange rate USD/EUR using Neural Networks  
 
  In the case of models based on neural networks we have to set a large number of parameters such as: network 
type, number of hidden neurons, number of delays, etc. 
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Fig. 2.1. Determining the number of hidden neurons. 
 
  A good architecture is that for which the mean squared errors for training and testing sets have approximately 
equal values. In Fig. 2.1. it is noted that there are several values of the number of neurons for which the mean squared 
errors of the training and testing sets are very close. 
  If neural networks have similar performances the one with a simpler structure is preferred. Given this we 
chose 15 for the value of neurons number. 
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Fig. 2.2. Determining the number of time delays. 
 
  A good value for the number of time delay is 21. 
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  We train a neural network with 15 hidden neurons that uses 21 known values to determine the prediction for 
the next value. The construction of the model is made with the help of Matlab toolbox Neural Network Time Series 
Tool (ntstool). 
 
 
Fig. 2.3. Choosing the type of Neural Network. 
 
  The  greater  the  number  of  hidden  neurons,  the  more  the  memorizing  power  of  artificial  neural  network 
increase  however,  the  power  of  generalization  decreases.  Therefore  between  two  neural  models  with  similar 
performance with a lower number of hidden neurons is preferred. 
  The  neuronal  model  learns  the  examples  from  the  training  set  the  one  modifies  the  weights  of  neural 
connections so that the examples from the training set presents errors lower than a specified threshold. After all the 
training examples errors return under the specified threshold pass to the validation set and check if the errors returned 
by the examples in this set are also lower than the specified threshold. If examples from the validation set do not return 
errors lower than the specified threshold the training process is resumed. A pass through all the training examples is 
called epoch. The training process is restarted until all examples of the validation set meet the conditions required for 
the size of errors or until a certain number of epochs is exceeded. 
  We retrained the neural network until we obtained close values for the mean squared errors for the three sets of 
training, of validation and of testing. These values, visible in Fig. 2.3., were approximately 
5 10 32 , 6
   for the training 
set, 
5 10 83 , 6
   for the validation set and 
5 10 29 , 6
   for the testing set. 
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a)  b) 
Fig. 2.4. Prediction with a single step using only known values obtained with a neural model: a) outputs and targets, b) 
errors. 
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Fig. 2.5. Results for iterative prediction that uses the predicted values: a) outputs and targets, b) errors. 
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Fig. 2.6. a) The first 20 errors for iterative prediction that uses the predicted values.   b) Evolution of mean squared 
error of prediction for 100 steps. 
 
  The  mean  squared  error  in  the  case  of  predictions  for  100  steps,  starting  from  position  3665,  was 
4 10 5398 , 2
   and for 20 steps was 
4 10 3258 , 2
  . From the graphic representation Fig. 2.6. b) it is observed that the 
mean squared error present a considerable increase from step 16 to step 28. Information about the growth of mean 
squared error is also present in Fig. 2.6. a) where it can be seen that from the value 16 the prediction error leaves the 
range [-0,02, 0,02]. 
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c)  d) 
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e)  f) 
Fig.2.7. Neural networks tend to linear models. Cases a) and b) are corresponding to a neural model with 21 hidden 
neurons and 27 delays, cases c) and d) are corresponding to a neural model with 70 hidden neurons and 27 delays and 
cases e) and f) are corresponding to a neural model with 200 hidden neurons and 27 delays. 
 
3. Predicting exchange rate USD/EUR using Support Vector Machines 
 
  An important parameter to be determined for models based on support vector machine is the number of delays. 
To determine the appropriate number of delays we have divided the set of examples into two parts one for training and 
one for testing and calculated mean squared errors for different values of the number of delays. We set the number of 
delays to the value for which the mean squared errors for the two sets are approximately equal. 
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Fig. 3.1. Mean squared errors for training and testing sets according to the number of delays. 
 
  It is observed that the mean squared error for the training set decreases with increasing number of delays while 
the mean square error for test set has an upward trend. We chose to use 44 delays, as this is the first value for which the 
mean squared error of the training set is lower than the mean squared error of the testing set. 
 
0 10 20 30 40 50 60 70 80 90 100
1.27
1.28
1.29
1.3
1.31
1.32
1.33
1.34
1.35
1.36
pasul de predictie
v
a
l
o
a
r
e
a
 
e
u
r
o
 
i
n
 
U
S
D
 
 
Valorile observate
Valorile prezise
0 10 20 30 40 50 60 70 80 90 100
-0.1
-0.08
-0.06
-0.04
-0.02
0
0.02
0.04
0.06
0.08
0.1
pasul de predictie
e
r
o
a
r
e
a
 
a)  b) 
Fig. 3.2. Prediction with a single step using only known values obtained with aSVM model. 
 
  For  the  training  set,  the  mean  squared  error  was 
5 10 0488 , 2
    while  for  next  100  prediction  the mean 
squared error was 
5 10 1545 , 6
  . 
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Fig.3.3. The results obtained in the case of iterative prediction that uses the predicted values. 
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Fig. 3.4. The resulted errors in the case of iterative prediction that uses the predicted values, 20 steps.  
 
  The mean squared error in the case of predictions that start from position 3665, was 
4 10 4955 , 2
   in the case 
of predictions for 100 steps and 
4 10 8492 , 1
   in the case of predictions for 20 steps. 
 
4. Prediction of exchange rate USD / EUR using Chaos Theory 
   
To  predict  the  exchange  rate  USD  /  EUR  we  adapted  the  method  of  nearest  trajectories  resulting  in  the 
following algorithm. 
Step 1. Phase space is constructed using the embedding dimension  10  d  and delay time,  24   . 
Step 2. Determine the closest points from current point 
  t t t t t t t t t t
d
t x x x x x x x x x x x , , , , , , , , , 24 48 72 96 120 144 168 192 216           . 
Step 3. Determine which of the paths containing the closest points are indeed neighboring trajectory path that originates 
current point. 
Step 4. If we determine neighboring trajectory prediction using the following points on these trajectories. 
Step 5. If there are no neighboring trajectories to determine prediction use some of the closest points, considering 
projections as average prediction time trajectories of these points. 
  Construction of phase space is done using  10  d  for the embedding dimension and  24    for the time delay 
values identified above. 
  Thus,  from  the  initial  time  series    3764 2 1 ,..., , x x x   the  vectors 
  t t t t t t t t t t
d
t x x x x x x x x x x x , , , , , , , , , 24 48 72 96 120 144 168 192 216           ,  3710 ,..., 71  t  are obtained. We determine the 
distance from the current point 
d
t x  to the k nearest points 
d
s x
1 , 
d
s x
2 ,…,
d
sk x  , respectively 
t
s d
1 , 
t
s d
2 ,…,
t
sk d . 
  Determine which of trajectories that these points originate on have the same dynamic as the trajectory that 
contains  the  current  point  that  means  those  trajectories  for  which  points 
d
t x 1    and 
d
t x 2    are  close  from 
d
s x 1 1 , 
d
s x 1 2  ,…,
d
sk x 1  , respectively 
d
s x 2 1 , 
d
s x 2 2  ,…,
d
sk x 2  . 
  We consider the following values from each trajectory using their vicinity and build predictions in phase 
space.  
  The process is repeated p times, where p is the number of predictions that we want to perform. 
  In the case of single step prediction, we know all the previous values of 
d
t x  and we want to perform a single 
prediction  1 ˆ  t x . At each step for prediction only known values are used. 
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a)  b) 
Fig. 4.1. The results obtained with the single-step predictions. 
 
  The figure shown above presents the predictions (Fig. 4.1. a)) and errors (Fig. 4.1. b)) for the case of repeated 
predictions with a single step. The Mean squared error obtained in this case was 
4 10 1713 , 1
  .  
 
In the case of iterative prediction we know all the previous values of 
d
t x , we predict the next value 
d
t x 1 ˆ   then 
we use as a current point 
d
t x 1 ˆ   and the process is repeated. The predictions obtained are used to predict the following 
values. 
  Mean squared error for prediction with 100 steps was. 
  Graphical representations of the prediction and prediction errors are shown in the following figure (Fig. 4.2.). 
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Fig. 4.2. Predictions and prediction errors for iterative prediction.  
 
 
5. Comparisons between the results obtained with the three predictive models 
 
  The prediction horizon indicated by the Largest Lyapunov Exponent of about 26 steps was confirmed by 
simulations. Thus, for all three models built in most simulations after the first 20 steps the prediction errors showed 
absolute values higher than 0.02. 
  We performed iterative predictions on 20 steps with the three models ranging from 3542 to 3741 the starting 
position and calculated the mean squared error of prediction after each step. 
  Each model presented both situations in which the results were satisfactory and situations when predictions 
were weaker. 
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a) Predictions  b) Errors 
Fig.5.1. The neuronal model, unfavorable case, predictions starting at position 3720: a) Predictions; b) Errors = Targets 
- Outputs. 
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a) Predictions  b) Errors 
Fig.5.2. The neuronal model, favorable case, predictions starting at position 3732: a) Predictions; b) Errors = Targets - 
Outputs. 
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a) Predictions  b) Errors 
Fig.5.3. The SVM model, unfavorable case, predictions starting at position 3727: a) Predictions; b) Errors = Targets - 
Outputs. 
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a) Predictions  b) Errors 
Fig.5.4. The SVM model, favorable case, predictions starting at position 3656: a) Predictions; b) Errors = Targets - 
Outputs. 
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a) Predictions  b) Errors 
Fig. 5.5. The model based on chaos theory, unfavorable case, predictions starting at position 3582: a) Predictions; b) 
Errors = Targets - Outputs. 
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a) Predictions  b) Errors 
Fig.5.6. The model based on chaos theory, favorable case, predictions starting at position 3582: a) Predictions; b) 
Errors = Targets - Outputs. 
 
In the figures above two situations were presented for each model, one in which the model returned good 
predictions and the other when the returned errors were high. 
 
Tab. 5.1. The mean squared errors returned by the three models in the case of iterative predictions with 6 steps and 
starting positions ranging from 3546 to 3741. 
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The 
model 
 
Position 
SVM_6  NN_6  CH_6  CH - SVM - NN  CH-SVM  CH-NN  SVM-NN 
3542  6.13E-05  9.50E-05  3.86E-05  1  0  0  1  1  1 
3543  3.48E-05  7.48E-05  6.59E-05  0  1  0  0  1  1 
3544  3.56E-05  9.98E-05  9.33E-05  0  1  0  0  1  1 
3545  8.14E-05  2.75E-04  1.62E-04  0  1  0  0  1  1 
3546  2.06E-04  5.14E-04  2.45E-04  0  1  0  0  1  1 
3547  1.31E-04  5.60E-04  3.06E-04  0  1  0  0  1  1 
3548  4.11E-05  1.63E-04  2.08E-04  0  1  0  0  0  1 
3549  1.72E-05  6.57E-05  1.66E-04  0  1  0  0  0  1 
3550  7.22E-05  1.09E-04  1.22E-04  0  1  0  0  0  1 
3551  2.88E-05  1.39E-05  5.00E-05  0  0  1  0  0  0 
3552  7.44E-06  9.86E-06  8.12E-06  0  1  0  0  1  1 
…  …  …  …  …  …  …  …  …  … 
3731  3.59E-04  3.59E-05  7.77E-05  0  0  1  1  0  0 
3732  1.33E-04  1.56E-05  7.27E-05  0  0  1  1  0  0 
3733  4.02E-05  1.27E-05  4.82E-05  0  0  1  0  0  0 
3734  1.91E-05  2.37E-05  2.51E-05  0  1  0  0  0  1 
3735  1.83E-05  2.49E-05  2.94E-05  0  1  0  0  0  1 
3736  9.98E-05  4.26E-05  6.65E-05  0  0  1  1  0  0 
3737  9.84E-05  8.89E-05  6.21E-05  1  0  0  1  1  0 
3738  3.37E-05  2.30E-05  7.29E-05  0  0  1  0  0  0 
3739  9.44E-05  2.66E-05  7.13E-05  0  0  1  1  0  0 
3740  8.17E-05  2.71E-05  6.27E-05  0  0  1  1  0  0 
3741  1.21E-04  7.43E-05  3.63E-05  1  0  0  1  1  0 
Total  45  95  60  75  76  116 
 
 
 
Tab. 5.2. The mean squared errors returned by the three models in the case of iterative predictions with 12 steps and 
starting positions ranging from 3546 to 3741. 
The 
model 
 
Position 
SVM_12  NN_12  CH_12  CH - SVM - NN  CH-SVM  CH-NN  SVM-NN 
3542  3.00E-04  5.15E-04  1.81E-04  1  0  0  1  1  1 
3543  1.08E-04  3.09E-04  1.71E-04  0  1  0  0  1  1 
3544  5.38E-05  3.15E-04  2.02E-04  0  1  0  0  1  1 
3545  2.99E-04  5.80E-04  2.50E-04  1  0  0  1  1  1 
3546  4.96E-04  8.11E-04  3.36E-04  1  0  0  1  1  1 
3547  2.46E-04  7.09E-04  3.34E-04  0  1  0  0  1  1 
3548  6.25E-05  1.85E-04  1.88E-04  0  1  0  0  0  1 
3549  1.49E-05  4.79E-05  1.23E-04  0  1  0  0  0  1 
3550  5.66E-05  7.45E-05  7.22E-05  0  1  0  0  1  1 
3551  3.39E-05  4.08E-05  2.96E-05  1  0  0  1  1  1 
…  …  …  …  …  …  …  …  …  … 
3732  3.38E-04  1.55E-05  1.34E-04  0  0  1  1  0  0 
3733  5.69E-05  1.94E-05  8.12E-05  0  0  1  0  0  0 
3734  5.43E-05  2.65E-05  4.41E-05  0  0  1  1  0  0 
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The 
model 
 
Position 
SVM_12  NN_12  CH_12  CH - SVM - NN  CH-SVM  CH-NN  SVM-NN 
3735  3.95E-05  2.45E-05  3.52E-05  0  0  1  1  0  0 
3736  1.26E-04  2.65E-05  5.15E-05  0  0  1  1  0  0 
3737  1.85E-04  7.28E-05  5.86E-05  1  0  0  1  1  0 
3738  1.05E-04  2.43E-05  7.27E-05  0  0  1  1  0  0 
3739  8.00E-05  2.21E-05  7.34E-05  0  0  1  1  0  0 
3740  1.00E-04  1.85E-05  5.48E-05  0  0  1  1  0  0 
3741  1.00E-04  4.43E-05  2.27E-05  1  0  0  1  1  0 
Total  53  86  61  87  74  109 
 
  The above tables present the mean squared errors corresponding to iterative predictions with 6 and 12 steps 
when the starting positions ranges from 3546 to 3741. 
  The  first  column  contain  the  starting  positions  for  predictions,  the  next  three  columns  contain  the  mean 
squared errors values returned by the three models: Chaos Theory (CH), Support Vector Machines (SVM) and Neural 
Networks (NN). The other columns contain 0 and 1 corresponding to the model that returned the smallest mean squared 
error, one specifying the model with the lowest mean squared error. If the two models are compared, 1 indicates that 
the first model performed better and 0 specifies that the second model returned a smaller mean squared error. 
 
6. Conclusions  
 
Tab.6.1. The number of cases in which the considered models have returned mean squared errors lower than the other 
models relative to the number of prediction steps performed. 
Number of 
prediction steps 
Cases SVM model 
superior 
Cases NN model 
superior 
Cases CH model 
superior 
1  74  73  53 
2  94  65  41 
3  100  62  38 
4  104  51  45 
5  105  55  40 
6  95  60  45 
7  95  60  45 
8  88  66  46 
9  89  64  47 
10  87  63  50 
11  89  61  50 
12  86  61  53 
13  85  66  49 
14  87  63  50 
15  84  66  50 
16  86  61  53 
17  87  63  50 
18  83  67  50 
19  84  63  53 
20  86  60  54 
 
  From the above table it can be seen that the SVM model achieved better results than the other two models in 
more cases. However, we cannot say that the SVM model is superior in every situation. Also, from Tab. 5.1. and Tab. 
5.2. we can observe that in many cases the three models showed very close mean squared error which reduces the 
significance of the "best result" attributed to one of the models. 
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  We conclude that none of the models is superior to the others in any situation. This last observation leads us to 
the idea of combining the models to achieve better results which will be a direction for further research 
  Thus, the model based on chaos theory is a real alternative to models based on neural networks and support 
vector machines which are widely used for predictions at the moment. 
  Moreover, under the conditions of chaotic behavior, increasing the number of available observations will lead 
to an improvement in the results offered by the model based on chaos theory. 
  Predictive models use the information available in data in different ways which leads to the idea of creating 
composite models which to try to benefit from the strengths of each method. 
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