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Feature selection can be de¯ned as the problem of ¯nding the optimal subset of features
that meet some criterion, but in general it is an ill-posed problem. In practice, the only
way to compare feature selection algorithms has been through generalization error. For this
reason it is extremely rare to see optimality discussed in the context of feature selection.
The ¯rst ones to make optimality claims in the literature were Koller and Sahami [2]. They
propose a Markov blanket criterion for eliminating features, an approach that is not unlike
learning a graph structure by ¯nding conditional independencies in the data.
A Markov blanket is de¯ned as set of features M such that M ½ X and Xi = 2 M is a
Markov blanket for feature Xi if (Xi ? X ¡ M ¡ fXigj M) [5]. This is equivalent to saying
that the Markov blanket M subsumes all of the information contained in feature Xi not just
with respect to the labels Y but with respect to all other features. In this way the Markov
blanket can detect both irrelevant and redundant features.
Koller and Sahami contend that the Markov blanket criterion is the optimal solution to
the feature selection problem because it only removes features that are unnecessary, and
conversely it removes all unnecessary features. The ¯rst part of the optimality claim is
extremely persuasive. There should be no reason to keep a feature if there is another set
of features that subsume all of the information it contains. The converse, however, is less
convincing.
To illustrate where this type of feature selection criterion should succeed, consider the
arti¯cial problem where you have n binary features and the label is the XOR of the ¯rst two
features, which are independent of each other. The remaining features are either correlated
with the label or are noise. A Markov Blanket algorithm should be able to remove not just
the noise features but the correlated features as well. Because the ¯rst two features are all we
need to determine the label precisely, additional features can only decrease the performance
of the classi¯er. In this case the result is optimal in just about every sense.
Unfortunately, in the real world this notion of optimality is not enough. The data is lim-
ited and noisy, features are often too plentiful, and rarely is there a deterministic relationship
between a feature subset and the labels. In the absence of a clear-cut situation, the trade-o®
between model complexity and good classi¯cation is one that I believe can only be resolved
by looking at the generalization error. The idea that there is some objective way to eliminate
features independently of both generalization and an induction algorithm is appealing, but
it contradicts all of the intuition I have developed while working with feature selection. In
this paper I attempt to compare feature selection via Markov blankets to Boosting. I then
1Algorithm 1 LPBoost Algorithm [1] (adapted from [8])
1. Input: S = h(x1;y1);:::;(xN;yN)i.
2. Initialize: d1
n = 1=N for all n = 1:::N
3. Do for t = 1;:::,
(a) Calculate the edge °i for each feature: °i = d
t ¢ ui;
(b) Select feature with maximum edge.
(c) Set dt+1 to any distribution d for which uq ¢ d · °¤
t, for 1 · q · t.
(d) If the maximum selected edge ¸ the maximum unselected edge w.r.t the new distri-
bution then T = t and break
4. Output: f®(x) =
PT
t=1 ®txt.
demonstrate an example in which the Markov blanket criterion for feature selection breaks
down.
1 Comparison of Approximation Algorithm with Boost-
ing
Suppose that for each feature we wanted to determine whether it had a Markov blanket
that made it conditionally independent from the labels and if so, which features were in this
Markov blanket. An exact algorithm would be computationally expensive. Assume that
there are m features and that the maximum size of the Markov blanket for each feature Xi
is m ¡ 1 features. This would require us to maintain conditional probability tables that are
exponential in m and the time complexity would be similar. It is therefore important for
any algorithm attempting to approximate a Markov blanket to limit the size of the Markov
blanket. Similarly, any Markov blanket approximation algorithm must have some way to
test for the Markov blanket property.
Algorithm 2, originally proposed by Koller and Sahami, lets the user specify the size of
the Markov blanket as an input and measures whether the set of features Mi is a Markov
blanket of Xi using expected relative-entropy
±G(XijMi) =
X
Mi;Xi
P(Mi = m;Xi = x) ¢ ¢(P(Y jMi = m;Xi = x);P(Y jMi = m));
where ¢(A;B) =
P
i Ai ln
Ai
Bi is the relative entropy between distributions A and B.
Although Algorithm 2 was the ¯rst Markov blanket approximation algorithm to be pro-
posed, it was by no means the last [6]. These approximation algorithms di®er primarily in
trade-o®s between the scalability of the algorithm and the precision with with this relative
entropy is computed. These algorithms also su®er from similar °aws. First, they all lack a
2Algorithm 2 Markov Blanket Approximation Algorithm [2]
1. Input: S = h(x1;y1);:::;(xN;yN)i, number of features to removes n, size of Markov
blanket k.
2. Initialize: Set of selected features F = f1;2;:::;mg.
3. Compute correlation factors ½ij =
Cov(Xi;Xj)
¾(Xi)¾(Xj).
4. Do for t = 1;:::;n
(a) for each feature Xi ¯nd approximate Markov blanket Mi by choosing the k features
in F most correlated with Xi.
(b) for each feature Xi and Markov blanket Mi, calculate
±G(XijMi) =
X
Mi;Xi
P(Mi = m;Xi = x)¢¢(P(Y jMi = m;Xi = x);P(Y jMi = m)):
(c) j = argmini ±G(XijMi).
(d) F = F ¡ fXjg.
5. Output: F. Optionally, you can remove all features and output the order in which they
were removed.
stopping criterion. This means that they can't tell you how many features you should keep
in the end. They can only rank features in the order with which they should be discarded.
Second, the only thing these algorithms return is a set of features: they don't induce a
model. This makes it di±cult to make a direct comparison between the features selected by
a Markov blanket approximation algorithm and any algorithm that simultaneously induces a
model and performs feature selection, like boosting. This is unfortunate, because I believed
it would be interesting to compare the two algorithms.
In an attempt to compare the feature selection prowess of Markov blankets with boosting,
I tried something fairly naive. There are many variants of boosting, and as a comparator
I decided to use LPBoost, described by Algorithm 1, because it is simple, e®ective, and
computationally e±cient. I gave LPBoost access only to features selected by Algorithm 2
and forced it to select every feature it was given. As a control experiment, I gave LPBoost
access to all of the original features and let it run as it normally does.
Regrettably, there is one further complication. As I mentioned earlier, the Markov blanket
approximation algorithm tells us only the order in which the features should be eliminated.
How many features should be selected remains an open question. In an initial attempt to
avoid picking an arbitrary number of features, I looked at the value of min±G(XijMi) at
each iteration. In an ideal world (one where approximation algorithm picks the best Markov
blanket for each feature), this value should increase monotonically with iteration. A sharp
increase in ±G would indicate a good stopping point for the algorithm.
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Figure 1: Expected cross-entropy as features are removed. We would expect it to increase monotonically,
but that doesn't happen.
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Figure 2: A comparison between feature selection with a Markov Blanket approximation algorithm to LP-
Boost.
5The real world is, alas, far more complicated. In Figure 1, I plotted the value of
min±G(XijMi) for every iteration. Not only is ±G nonmonotonic, it is nonmonotonic in
an interesting way. Algorithm 2 ¯nds an approximate Markov blanket Mi for feature Xi
by taking the k features most correlated with Xi that have not yet been eliminated. In
this ¯gure k = 3, but the behavior is similar for k as high as 10. When a feature in Mi is
eliminated, it is replaced by the most correlated remaining feature. Those precipitous drops
in the value of min±G are examples where Markov blanket improved when a feature with a
higher correlation with Xi was replaced by a feature with a weaker correlation. This is a
slight digression from my original point, but it is interesting because it demonstrates that
correlation is not a foolproof way to approximate Markov blankets.
My second attempt to avoid picking an arbitrary number of features was to simply
try feature sets of di®erent sizes to see what worked. Because the features were already
an ordered set, and because I'm using 100 features, this amounted to 100 relatively fast
experiments. The largest jump in performance was at 81 features. This is only slightly less
arbitrary than a random choice, and this is one of the many reasons I consider this particular
part of the project to be uninformative. I also decided to try 31 features because LPBoost
selects 31 features on this data, so maybe this would lead to a more direct feature selection
comparison.
The data that I used for these experiments is a small sample of the Berkeley image
segmentation data. This is a commonly used dataset that has become popular because it is
di±cult and because it comes with all of the machinery for benchmarking [3, 4]. I used a
training set of 1000 instances and a test set of 10;000 instances and balanced them to give
each class was given equal weight. Although this is very high-dimensional data, I simply
choose 100 features at random.
I report results for two experiments. In the ¯rst, I take the 31 best features selected by
the Markov blanket algorithm and train a classi¯er by forcing LPBoost to select all of these
features. Figure 2(a) compares this result to LPBoost run with all 100 original features.
The Markov blanket/LPBoost hybrid does not perform as well as LPBoost. Observe that in
this experiment, the induction algorithm is held constant while the features that are avail-
able di®er. The di®erence between the two outcomes means that the 31 features chosen by
LPBoost include features that were not among the top 31 features chosen by the Markov
blanket algorithm. Moreover, the fact that LPBoost outperforms the Markov blanket algo-
rithm could naively be taken to mean that it picks better features than the Markov blanket
algorithm. The second experiment is the same as the ¯rst except that it used the 81 best
features found by the Markov blanket algorithm. The results are shown in Figure 2(b).
The main reason I ¯nd these experiments unsatisfying that LPBoost selects features that
optimize the performance of the LPBoost classi¯er. By forcing it to choose a feature if and
only if the Markov blanket algorithm selected it, I have merely introduced inductive bias
and said very little about the relative merits of the features selected by each algorithm.
The worst part is that this problem has no obvious remedy. If I were to take a completely
di®erent induction algorithm and compare its performance on features selected by LPBoost
and by the Markov blanket algorithm, I've just introduced yet another source of inductive
bias.
62 Counter-Example
Because the direct comparison between the Markov blanket approximation algorithm and
boosting was so unenlightening, I decided to consider a hypothetical algorithm that removes
a feature if and only if it has a Markov blanket that makes it conditionally independent of
both Y and every other feature not in the Markov blanket. No such algorithm exists, so
as an alternative, I simply designed problems where the Markov blankets were known. My
goal was to ¯nd an example where feature selection using the Markov blanket approach was
suboptimal. The Markov networks for the two simple examples I tried are shown in Figure 3.
Knowing the set of selected features is not su±cient to evaluate a Markov blanket algo-
rithm. We also need an induction algorithm and a way to measure error. I used Fisher's
linear discriminant as an induction algorithm because of its relative simplicity. It doesn't
do anything elaborate that would interfere with the interpretability of my results. Fisher's
discriminant maximizes the distance between the means of the two classes while minimizing
the within-class variance. To measure the error of the algorithm, I used the discrete loss:
a constant penalty for a misclassi¯cation and no penalty for a correct classi¯cation. For
these experiments I generated a training set of 1000 instances and a test set of 10;000 in-
stances. To report results for a subset of features, I trained a Fisher discriminant on that
subset of features and then measured the in-sample and out-of-sample error. I repeated these
experiments 1000 times each, and reported the averaged errors.
Example (a) shows a Markov network where each feature Xi is correlated with its neigh-
bors, Xi+1 and Xi¡1, and is independent of all other features and the labels given its neigh-
bors. To generate the data for this example, I drew the labels Y = f¡1;1g from a Binomial
distribution such that P(Yi = 1) = P(Yi = ¡1) = 0:5. Feature X1 was drawn from a
Binomial distribution as well such that P(X1 = Y ) = 0:9. Each subsequent feature was
generated in a similar way: P(Xi+1 = Xi) = 0:9. I deliberately kept the correlation be-
tween subsequent features high to slow the attenuation of information about Y along the
network. In this example, the hypothetical Markov Blanket algorithm would remove every
feature except X1. To prove that the Markov blanket algorithm is sub-optimal, we must
show that it is bene¯cial to keep more than feature X1. Although Figure 4(a) indicates a
small improvement of in-sample performance when we keep more features, this improvement
is deceptive. Feature selection algorithms must be judged by generalization error, and as
Figure 4(b) shows, keeping more features does not result in improved generalization. In ret-
rospect, this result was intuitively obvious. No other feature contains any information about
Y that is not contained in X1. This experiment reinforced the idea that when a Markov
Blanket algorithm removes a feature, it does so for very good reason.
Example (b) is a Markov network where every feature Xi is correlated with Y but Xi ? Xj
for all i 6= j. To generate the data for this example, I drew the labels Y = f¡1;1g from
a Binomial distribution such that P(Yi == 1) = P(Yi == ¡1) = 0:5. Each feature Xi
was drawn from a Binomial distribution where P(X1 == Y ) = 0:51. I deliberately kept this
correlation low to make sure that it was useful to include many features in the model. In this
way I generated 50 features. For this example, the hypothetical Markov Blanket algorithm
would not remove any features. To prove that the Markov blanket algorithm is sub-optimal,
we must show that it is bene¯cial to keep fewer than 50 features. In the case of in¯nite
7(a) (b)
Figure 3: Two simple examples
data we would probably need all 50 features, but with in¯nite data we don't have a feature
selection problem. In the case of ¯nite data, we would expect to do very well with fewer
than 50 features. This intuition is con¯rmed by the experiment. The in-sample performance
shown in Figure 4(c) shows that the discrete error decreases exponentially with the number
of features. The same is true for the generalization error, shown in Figure 4(d).
3 Conclusion
If a feature is shown to have a Markov blanket that makes it conditionally independent of
not just the labels but all of the other features, then that feature should indisputably be
discarded. However, an algorithm that removes a feature if an only if it has such a Markov
blanket is not guaranteed to remove enough features in the case of ¯nite data. The main
contribution of this project was to ¯nd an example where this is the case.
The problem is that in the real world, an algorithm that removes a feature if and only if it
has a Markov Blanket is intractable and it is therefore not enough to only consider an exact
algorithm. Most Markov Blanket approximation algorithms take a similar approach: they try
to remove features based on some variant of a relative entropy metric. These approximation
algorithms di®er primarily in trade-o®s between the scalability of the algorithm and the
precision with with this relative entropy is computed. These algorithms also su®er from
similar °aws. First, they all lack a stopping criterion. This means that they can't tell you
how many features you should keep in the end: they can only rank features in the order
with which they should be discarded. Second, the only thing these algorithms return is
a set of features. They don't induce a model. This makes it di±cult to make a direct
comparison between the features selected by a Markov blanket approximation algorithm
and any algorithm that simultaneously induces a model and performs feature selection, like
Boosting.
The third main °aw with these approximation algorithms is the tenuous link between
expected mutual entropy and Markov Blankets. I believe that the Markov blanket interpreta-
tion of the entropy maximization/minimization algorithms is tortured and unnecessary. The
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(a) Ex 1: In-sample
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(b) Ex 1: Generalization
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(c) Ex 2: In-sample
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(d) Ex 2: Generalization
Figure 4: Results for Examples
9expected relative entropy algorithm has some theoretical value that is independent of the
Markov blanket interpretation. An algorithm that is strikingly similar to the Koller and Sa-
hami algorithm was proposed by Warmuth [7], for which iteration bounds and NP-hardness
were proved. Previous analysis of these types of algorithms hinges largely on Markov blan-
kets, but this tells us very little about the entropy algorithms, which are interesting on their
own.
References
[1] Adam J. Grove and Dale Schuurmans. Boosting in the limit: maximizing the mar-
gin of learned ensembles. In AAAI '98/IAAI '98: Proceedings of the ¯fteenth na-
tional/tenth conference on Arti¯cial intelligence/Innovative applications of arti¯cial in-
telligence, pages 692{699, Menlo Park, CA, USA, 1998. American Association for Arti¯-
cial Intelligence.
[2] Daphne Koller and M. Sahami. Towards optimal feature selection. In International
Conference on Machine Learning, pages 284{292, 1996.
[3] David R. Martin, Charless C. Fowlkes, and Jitendra Malik. Learning to detect natural
image boundaries using brightness and texture. In NIPS, Vancourver, 2002.
[4] David R. Martin, Charless C. Fowlkes, and Jitendra Malik. Learning to detect natural
image boundaries using local brightness, color, and texture cues. IEEE Transactions on
Pattern Analysis and Machine Intelligence, 26(1):530{549, 2004.
[5] Judea Pearl. Probabilistic Reasoning in Intelligent Systems. Morgan Kau®man, 1988.
[6] Ioannis Tsamardinos and Constantin F. Aliferis. Towards principled feature selection:
Relevancy, ¯lters, and wrappers. In Arti¯cial Intelligence and Statistics, 2003.
[7] Manfred Warmuth. Greedy entropy optimization. unpublished.
[8] Manfred Warmuth, Jun Liao, and Gunnar Ratsch. Totally corrective boosting algorithms
that maximize the margin, 2006. Submitted to ICML06.
10