Model predictive control (MPC) with its lower request to the mathematical model, excellent control performance, and convenience online calculation has developed into a very important subdiscipline with rich theory foundation and practical application. However, unmeasurable disturbance is widespread in industrial processes, which is difficult to deal with directly at present. In most of the implemented MPC strategies, the method of incorporating a constant output disturbance into the process model is introduced to solve this problem, but it fails to achieve offset-free control once the unmeasured disturbances access the process. Based on the Kalman filter theory, the problem is solved by using a more general disturbance model which is superior to the constant output disturbance model. This paper presents the necessary conditions for offset-free model predictive control based on the model. By applying disturbance model, the unmeasurable disturbance vectors are augmented as the states of control system, and the Kalman filer is used to estimate unmeasurable disturbance and its effect on the output. Then, the dynamic matrix control (DMC) algorithm is improved by utilizing the feed-forward compensation control strategy with the disturbance estimated.
Introduction
Model predictive control (MPC) is a control algorithm developed in the process of industrial production, for it can deal with physical constraints and linear multivariable systems flexibly in an online optimal way [1] , due to the adoption of multistep prediction, receding optimization, and feedback correction control strategy. Therefore, it has good robustness and low requirements on the accuracy of the model and can deal with time-varying time delay characteristics of the industrial process; the input constraints on the output characteristics, especially, make it widely recognized in the industry and widely used in the field of petroleum and chemical process control. In the coal process industry, coals are various in batches and quality, and their exothermic characteristics are completely different. Since the exothermic characteristic is unmeasurable, it can be regarded as unmeasurable disturbance vector. The production process of coal for methanol is the following: the coal is gasified firstly, and it is handled in the transformation of the process gas and process gas purification; then the process gas is synthesized and the methanol distillation is carried out finally. In this process, if the quality of coal is good (high purity), control parameter (methanol) is stable; that is, the setting value is equal to the actual value; the operation fluctuation is very small and the control effect is good. But if the coal is in bad quality, the actual cannot reach the setting value in the production process and the system will produce fluctuations. Obviously, the unmeasurable disturbance widely exists in the process of industrial production. In order to overcome the disturbance and realize the offsetfree control in industrial processes, the observer is used to measure the unmeasurable disturbance vectors.
Although MPC has many advantages compared to PID control, a weakness still exists: when the control system is influenced by unmeasurable disturbance or modeling errors, and the closed-loop system cannot achieve the expected control performance. In fact, the dynamic matrix control (DMC) has certain limitation. Firstly, the feedback correction is obtained by assuming that there exists a constant output disturbance. Although this method can be done without static error control and is easy to achieve, there is the lack of the advanced estimation for the dynamic characteristics of unmeasurable disturbance, so the effect of disturbance cannot be eased. Secondly, achieving the offset-free control in 2 Journal of Control Science and Engineering DMC needs an enough accurate system model even though DMC has the characteristics of multistep prediction and receding optimization. Therefore, the modified DMC makes a great difference in industrial production. The authors in [2] design an online identification unmeasurable disturbance DMC controller; this DMC has improved the antijamming performance. Reference [3] discusses the statistical features of process noise and measured noise in unknown circumstances. With the closed-loop monitoring data and output disturbance model, using the Kalman filter online estimates the unmeasurable disturbance to realize the offset-free control in MPC. In [4] , a kind of online tuning of feedback corrective coefficient of the MPC algorithm is proposed corresponding to the unmeasurable disturbance. On the other hand, the authors in [5] present a new algorithm for design of MPC with guaranteed stability and constraint satisfaction for linear constrained systems. More recently, the design and implementation of a robust multivariable MPC on a quadruple tanks system is addressed in [6] ; the objective of this paper to realize offset-free control of the process in the presence of constraints and model mismatch; model mismatch is compensated by augmented state disturbances.
In addition to all the methods mentioned above, aiming at the shortcomings of the existing DMC algorithms, we introduce a better performance than the constant output disturbance model which is a more general disturbance model, and an online estimation unmeasurable disturbance Kalman filter is designed. Meanwhile, the offset-free sufficient conditions of modified DMC are shown based on the disturbance model. A simulation example for the continuous stirred tank reactor (CSTR) in industrial production illustrates the effectiveness of the improved approach.
Disturbance Modeling Method of Offset-Free Predictive Control
The approach to eliminate the steady-state error is achieved by assuming that the plant is influenced by the step disturbance of constant value and augmenting disturbance into the process model. It is usually assumed that the disturbance is constant, which is estimated based on measurable variables; then the influence of the controlled variable is eliminated through changing the steady-state object of the controller. Although this approach avoids the limitation of the saturation factors, it is required to design interference model and estimate the disturbance [1] .
Modeling of Unmeasurable Disturbance.
If the unmeasurable disturbance or modeling error exists in the control system, the closed-loop can never realize offset-free control. It is necessary to find a method to eliminate the steady-state error under the circumstance of unmeasured disturbance, which is the key to achieve the offset-free control. Consider the linear time-invariant discrete system:
where is the sampling time, ( ) ∈ is the state vector, ( ) ∈ is the observation signal of the state, and ( ) ∈ is the input, respectively. It is assumed that ( , ) are controllable and ( , ) are measurable:
where ( ) ∈ is constant and is the number of augmented disturbance states and determines the impact of disturbance on the output.
In this framework, the input disturbance can be conveniently described, that is, = , and the input disturbance model can be established.
The performance of the closed-loop control system directly depends on the accuracy of the disturbance model characterizing the actual system. Therefore, in order to improve the control performance, a disturbance model, which is matched with the entering process, is adopted so as to maximize the accuracy of the disturbance model. The model is shown as follows:
]
By omitting sampling time temporarily, denoting
one can obtain the disturbance model:
The state disturbance and output disturbance exist in the model simultaneously. If = , it includes input disturbance and output disturbance. Thus, the disturbance model shown in formula (5) can maximize the accuracy of the actual disturbance system.
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Realization Conditions of Offset-Free Predictive Control.
From the augmented system state estimator in (5), the following steady-state estimation can be obtained:
where ∞ is the steady-state value calculated by the controller input and ∞ is measurable steady-state process output. Due to the fact that the augmented system is measurable and + = , is a nonsingular matrix. From (5) and (6), full rank means that
With regard to the steady-state control input and state target vector , the following equation holds:
Equation (8) minus (9) satisfieŝ
It can be seen that the controller in steady-state is unconstrained; therefore, the control input can be calculated by the method of infinite horizon controller:
The nominal stability of the feedback gain implies that the matrix − is stable; thus, the only solution iŝ∞ − . When the state target vector is and the estimated value of the steady-state output disturbance iŝ∞, the reachable output objective is
where is a reachable steady-state output objective. Consider
It indicates ∞ = and the realization of offset-free control.
The following method will be used to judge whether the augmented matrices ( , ) are measurable and the Hantus theorem is the theoretical basis of the method.
Hantus theorem points out the sufficient and necessary condition of measurable augmented system in [7] as follows:
It only needs to check = eig( ), ≥ 1, for all ∈ , and it is the only situation of the matrix nonsingular, for all ≥ 1, ∈ . By substituting the augmented system matrix into the Hantus condition equation, if and only if
the augmented system ( , ) is measurable, where = { : = eig( ), | | ≥ 1} is unstable eigenvalue in matrix . The upper block with the dimensional ( + + ) × ( + + ) of the matrix is nonsingular when ∈ {1, } is satisfied; that is, it only needs to consider these values. Based on the above equation, the measurable conditions of augmented systems ( , ) can be further obtained:
Multivariable Constrained Offset-Free DMC Algorithm
DMC is a kind of MPC algorithm based on the step response coefficient model; this paper will present detailed design methods and steps of constrained multivariable DMC algorithm to achieve offset-free control; the improved algorithm not only realizes the offset-free control, but also has the strong ability of disturbance suppression. From the theory of the DMC algorithm, the estimated ( ) is introduced into prediction and correction link of offset-free DMC algorithm to achieve the feed-forward compensation. According to superposition theorem, the derivation process of multivariable constrained offset-free DMC algorithm is given by the following [8, 9] .
Step 1. Supposing that only the th input is affected by the unmeasurable disturbance, the feed-forward compensation control strategy is introduced for the th input based on the estimation. In this way, the input of the th input predictive correction link becomes
where , ( ) and , ( ) are manipulated variable and input produced by unmeasurable disturbance, respectively; the sum of them constitutes the th input. If other inputs do not change and consider the th input, one can obtain the following based on (16):
Then the following equation is established:
,0 ( + | − 1) = ,0 ( + | − 1)
in which ,0 ( + | − 1) and ,0 ( + | − 1) are output predictive value of manipulated variable and produced by unmeasurable disturbance under the assumption that the control inputs are invariant at current and future time.
Using the feed-forward compensation control strategy with (18), there is 
It is rewritten in the form of vector; there exists
Step 2. If all of the inputs are likely to be affected by the unmeasurable disturbance, then adopting the feed-forward compensation control strategy and considering the th output [10] , the equation is given by using superposition theorem:
,0 ( + | − 1)
The vector form is 
The following can be obtained:
Thus, all the inputs are compensated in the way of feedforward and all the outputs are considered; each̃, 0 ( | − 1) in 0 ( | − 1) is composed of̃, 0 ( | − 1) and̃, 0 ( | − 1) which are output predictive value of manipulated variable and produced by unmeasurable disturbance under the assumption that the control inputs are invariant at current and future time.
Step 3. Consider the th input, and it can be corrected based on the predictive error.
Firstly, let = 0, and the output predictive value of th output at time predicted at time − 1 is
The vector form of (27) is written as
where
and we can get
When the system is influenced by the unmeasurable disturbance, the actual system can be seen as ( ) = , ( ) + , ( ), where , ( ) and , ( ) are generated by manipulated variable and unmeasured disturbances, respectively. Through comparing ,0 ( | − 1) with the actual output ( ), the prediction error is given by
With correction, it becomes as follows:
Similar to (30), let
Then one can obtaiñ
wherẽ, 0 ( | ) is composed of̃, 0 ( | ) and̃, 0 ( | ), which are generated from manipulated variable; it is assumed that the output prediction value of the control inputs is invariant at current and future time.
Step 4. Consider all of the outputs: Journal of Control Science and Engineering in which
The real-time control increments are
In the control law of (25), ,0 ( | ) is produced by unmeasurable disturbance. Thus, the control law considers the effect of the unmeasured disturbance, and this effect in the output is deducted from expectation value in the optimization horizon which constitutes a new expectation value. In order to overcome the disturbance, receding horizon optimization problem with controllable input is introduced.
The above algorithm is based on the uncontrollable input disturbance, and the feed-forward structure of output disturbance can be designed [11] as follows.
Consider that the th input is not affected by the unmeasurable disturbance ( ); there exists
where ( ) is the output without disturbance, which is generated by manipulated variable. If it is influenced by the disturbance ( ), the disturbance output ( ) contains ( ) and ( ). Owing to the unmeasurable disturbance ( ), (38) is not used to calculate ( ), but it can be measured in output directly. Then, using Kalman filter to estimate the value of unmeasurable disturbancê( ) and deductinĝ ( ) from ( ):
If̂( ) = ( ) is satisfied, there is ( ) = ( ), it eliminates the unmeasurable disturbance effects ( ) on the output completely. Certainly, if̂( ) ̸ = ( ) is satisfied, the output witĥ( ) is still superior than the output without disturbance, and the effect of unmeasurable output disturbance is eliminated based on the correction link of the algorithm.
In this way, the perdition error ( ) considers the unmeasurable disturbance. The influence of unmeasurable output disturbance is deducted from the perdition error ( ) in the correction link; it constitutes the new prediction value, which can overcome the disturbance.
Therefore, the design of constrained multivariable offsetfree controller is completed. Not only does the above method has good expansibility and is easily applied to control system, but also it significantly improves the performance of the algorithm [12] . In addition, by applying the linear design method to design the predictive controller, the online calculation of the controller is greatly reduced, which meets the real-time control requirement.
Simulation
CSTR is widely used in the process of polymer production equipment, and it is the most extensive chemical reactor used in industrial production process.
The dynamic CSTR system can be described as follows:
The operating points are 0 = 0 = (0.2, 1.33) and 0 = (−0.215, 4.51). By discretizing the model with sampling period 0.01 s, the corresponding discrete-time model can be rewritten as 
According to the designed offset-free controller, the parameter values are the length of model = 30; optimization horizon = 12; control horizon = 8; error weighting (43) Figure 1 shows that, in the constrained case, filter can also estimate the unmeasured disturbance size. Figure 2 shows that, after being affected by interference, constrained and unconstrained algorithms are like complete deviations from the expected control objectives, but the interference of outputs 1 and 2 has smaller impact than unconstrained.
It can be seen that the control increments and inputs in Figures 1 and 2 satisfy constraint conditions, the inputs 1 and 2 are more smooth and the shocks are smaller, and the performance is more obvious when the system is in rising time and affected by the unmeasured disturbances. Figure 1 shows that the Kalman filter can also be able to estimate the value of unmeasurable disturbance with constraint conditions. As shown in Figure 2 , both of the constrained algorithm and unconstrained algorithm deviate from the expected control objectives when they are affected by the disturbances; however the unconstrained algorithm has less effects for outputs 1 and 2 . Figures 3 and 4 show that the constrained algorithm has stronger ability of disturbance suppression; it guarantees that the system obtains expected control objective at the effect of disturbances. The physical constrains exist in all control systems, and the unconstrained algorithm is unable to be achieved in the actual system. Therefore, the constrained algorithm has greater practical application value.
Conclusion
The difference between the algorithm and the algorithm in constrained condition is that the calculation method of the control increment; the former is obtained by solving the QP problem, and the latter is obtained by solving extreme conditions. Certainly, the computation burden of unconstrained algorithm is lighter than the constrained algorithm. But, in order to obtain the maximum economic benefits with the constrained condition, the constrained algorithm has greater application value. The DMC algorithm has stronger ability of interference suppression; it can guarantee that the system realizes offset-free control in the presence of unmeasurable disturbance. In addition, the predictive controller is designed in the linear method, which reduces the computation burden and guarantees the system performance.
