In 1974 Kolmogorov proposed a non-probabilistic 
Introduction
As perhaps the last mathematical innovation of an extraordinary scientific career, Kolmogorov [15, 14] proposed to found statistical theory on finite combinatorial principles independent of probabilistic assumptions. The relation between the individual data and its explanation (model) is expressed by Kolmogorov's structure function. This function, its variations and its relation to model selection, have obtained some notoriety but have not before been comprehensively analyzed and understood [18, 2, 22, 5, 12, 19, 23, 9, 11, 8, 3] . It has always been questioned why Kolmogorov chose to focus on the the mysterious function Ü below, rather than on the more evident ¬Ü variant below. Our main result, with the beauty of truth, justifies Kolmogorov's intuition. One easily stated consequence is: For all data, minimizing a two-part code consisting of one part model description and one part data-to-model code (essentially the celebrated MDL code [17]), subject to a given model-complexity constraint, as well as minimizing the one-part code consisting of just the data-to-model code (essentially the maximum likelihood estimator), in every case (and not only with high probability) selects a model that is a "best explanation" (within Ç´ÐÓ Ü µ accuracy) of the data within the given model-complexity constraint. This notion of "best explanation" ("best fit") is understood in the sense that the data is "most typical" for the selected model in a rigorous mathematical sense that is discussed below: the lack of typicality of Ü for the model Ë is measured by the randomness deficiency (3) . A practical consequence is as follows: we can approximate within Ç´ÐÓ Ü µ accuracy the best fitting model. This means the existence of a nonhalting algorithm that given any Ü « outputs a finite sequence Ô½ Ô ¾ Ô ¿ Ô of pairwise different computer programs each of length at most « · ÐÓ Ü such that the last program Ô prints a model Ë which is best in the following sense. There is no program Ô of length at most « that prints a model Ë such that the randomness deficiency of Ü for Ë is ÐÓ Ü less than that of Ü for Ë ( is a constant). Note that we are not able to find Ô given Ü «, since the algorithm is non-halting and thus we do not know which program will be output last. In Kolmogorov's initial proposal, as in this work, models are finite sets of finite binary strings, and the data is one of the strings (all discrete data can be binary encoded). The restriction to finite set models is just a matter of convenience: the main results generalize to the case where the models are arbitrary computable probability density functions, [18] , and to the model class consisting of arbitrary total recursive functions, [21] , see below.
In probabilistic statistics the goodness of a selection process is measured in terms of expectations over probabilistic ensembles. For current applications, average relations are often irrelevant, since the part of the support of the probability density function that will ever be observed has about zero measure. This may be the case in, for example, complex video and sound analysis. There arises the problem that for individual cases the selection performance may be bad although the performance is good on average, or vice versa. There is also the problem of what probability means, whether it is subjective, objective, or exists at all. Kolmogorov's proposal strives for the firmer and less contentious ground of finite combinatorics and effective computation.
Kolmogorov Complexity and Prefix Codes: Informally, the Kolmogorov complexity, or algorithmic entropy, Ã´Üµ of a string Ü is the length (number of bits) of a shortest binary program (string) to compute Ü on a fixed reference universal computer (such as a particular universal Turing machine). Intuitively, Ã´Üµ represents the minimal amount of information required to generate Ü by any effective process, [13] . [12] . The functions Ã´¡µ and Ã´¡ ¡µ, though defined in terms of a particular machine model, are machine-independent up to an additive constant and acquire an asymptotically universal and absolute character through Church's thesis, from the ability of universal machines to simulate one another and execute any effective process.
To express the next property, needed later, we introduce some notation: Let Ã´Ü Ýµ denote the Kolmogorov complexity of a string Ü Ý , encoding the pair´Ü Ýµ using some fixed one-to-one correspondence between pairs of strings and strings; let furthermore Ü £ stand for Ü Ã´Üµ , the encoding of the pair´Ü Ã´Üµµ. The celebrated symmetry of information property is:
Use of additive constants: It is customary in this area to use "additive constant " or equivalently "additive Ç´½µ term" to mean a constant, accounting for the length of a fixed binary program, independent from every variable or parameter in the expression in which it occurs. Kolmogorov structure functions: We will prove that there is a close relation between functions describing three, a priori seemingly unrelated, aspects of modeling individual data. We first need a definition. Denote the complexity of the finite set Ë by Ã´Ëµ-the length (number of bits) in the shortest binary program Ô from which the reference universal prefix machine Í computes a listing of the elements of Ë and then halts. [5, 9] .
The length of the minimal two-part code for Ü consisting of the model cost Ã´Ëµ and the length of the index of Ü in Ë, the complexity of Ë upper bounded by «, is given by the MDL function: itself. Let us look at an example. To transmit a picture of "rain" through a channel with limited capacity «, one can transmit the indication that this is a picture of the rain and the particular drops may be chosen by the receiver at random. In this interpretation, ¬Ü´«µ indicates how "random" or "typical" Ü is with respect to the best model at complexity level «-and hence how "indistinguishable" from the original Ü the randomly reconstructed Ü ¼ can be expected to be.
Background and Related Work:
A.N. Kolmogorov [14, 15] proposed the combinatorial non-probabilistic approach to an individual data-to-model relation, two-part codes separating the structure or meaningful information of a string from meaningless accidental features. There is no written version, apart from a few lines [14] which we reproduce in Example 5, so we have to rely on oral history of witnesses [8, 3, 11] , and, says T. Cover [3] : "I remember taking many long hours trying to understand the motivation of Kolmogorov's approach." According to Peter Gács, Kolmogorov's re-wording, I gave it in less elegant but equivalent terms-Ç´Ô ÐÓ µ where p is the number of "jumps".) I do not remember Kolmogorov defining ¬Ü´ µ or suggesting anything like your result. I never published anything on the topic because I do not believe strings Ü with significant Á´Ü Haltingµ could exist in the world." Related work on so-called "non-stochastic objects" (where Ü´«µ · « drops to Ã´Üµ only for large «) is [18, 22, 19, 20, 21] . In 1987, [22, 23] , V.V. V'yugin established that the randomness deficiency function ¬Ü´«µ can assume all possible shapes, (within the obvious constraints) but only for « Ó´ Ü µ. In the survey [4] of Kolmogorov's work in information theory, the authors preferred to mention ¬Ü´«µ, because it by definition optimizes "best fit," rather than Ü´«µ of which the usefulness and meaningfulness was mysterious. But Kolmogorov had a seldom erring intuition: we will show that his original proposal Ü in the proper sense incorporates all desirable properties of ¬Ü´«µ, and in fact is superior. In [2, 5, 4] a notion of "algorithmic sufficient statistics", derived from Kolmogorov's structure function, is suggested as the algorithmic approach to the probabilistic notion of sufficient statistic [6, 5] that is central in classical statistics. The paper [9] investigates the algorithmic notion in detail and formally establishes such a relation. The algorithmic (minimal) sufficient statistic is related in [20, 10] to the "minimum description length" principle [17, 1, 25] in statistics and inductive reasoning. Moreover, [9] observed that ¬Ü´«µ Ü´«µ ·« Ã´Üµ ·Ç´½µ, establishing a one-sided relation between (4) and (5), and the question was raised whether the converse holds.
This Work: The most fundamental result in this paper is the equality (8) ¬Ü´«µ Ü´«µ · « Ã´Üµ Ü´«µ Ã´Üµ which holds within logarithmic additive terms in argument and value. Additionally, every set Ë that witnesses the value Ü´«µ (or Ü´«µ), also witnesses the value ¬Ü´«µ (but not vice versa). It is easy to see that Ü´«µ and Ü´«µ are upper semi-computable (Definition 2); but we show that ¬Ü´«µ is neither upper nor lower semi-computable. A priori there is no reason to suppose that a set that witnesses Ü´«µ (or Ü´«µ) also witnesses ¬Ü´«µ, for every «. But the fact that they do, vindicates Kolmogorov's original proposal and establishes Ü's pre-eminence over ¬Ü. The result can be taken as a foundation and justification of common statistical principles in model selection such as maximum likelihood or MDL ( [17, 1] and our Examples 3 and 4). The possible (coarse) shapes of the functions Ü Ü and ¬Ü are examined in Section 2. Roughly stated: The structure functions Ü Ü and ¬Ü can assume all possible shapes over their full domain of definition (up to additive logarithmic precision in both argument and value). This improves and extends V'yugin's result [22, 23] above; it also improves the independent related result of L.A. Levin [11] above; and, applied to "snooping curves" extends a recent result of V'yugin, [24] , in Example 2. Computability properties are examined in Section 3, incidentally proving a to our knowledge first natural example, ¬Ü, of a function that is not semi-computable but computable with an oracle for the halting problem. Because of page limitations we omit most proofs and various results concerning realization, fine shape, and details about sufficient statistic(s). The full paper is available from http://xxx.lanl.gov/abs/cs.CC/0204037 .
Coarse Structure
Let ¬Ü´«µ be defined as in (4) and Ü´«µ be defined as in (5) . Both functions are 0 (¬Ü´«µ may be Ç´½µ) for all « Ã´Üµ· ¼ where ¼ is a constant. We represent the coarse shape of these functions for different Ü by functions characteristic of that shape.
Informally, represents means that the graph of is contained in a strip of logarithmic (in the length Ò of Ü) width centered on the graph of , Figure 1 . For formal statements we rely on the notion in Definition 1. Informally, we obtain the following results (Ü is of length Ò and complexity Ã´Üµ ):
Every non-increasing function ¬ represents ¬Ü for some Ü, and for every Ü the function ¬Ü is represented by some ¬,
Every function , with non-increasing ´«µ · «, represents Ü for some Ü, and for every Ü the function Ü is represented by some as above, provided ´ µ ¼ , ´¼µ Ò (and by the non-increasing property ´¼µ ). Ü´«µ · « represents ¬Ü´«µ · , and conversely, for every
Ü.
For every Ü and «, every minimal size set Ë ¿ Ü of complexity at most « ¼ « · Ç´ÐÓ Òµ, has randomness deficiency AE´Ü Ëµ ¬Ü´«µ · Ç´ÐÓ Òµ. To provide precise statements we need a definition. Figure 1) . Thus the point ¾ of discontinuity of gives an interval of size ¾AE of large ambiguity of . Loosely speaking the graph of can be any line contained in the strip of radius ¾AE whose middle line is the graph of . , we remove all the elements of from (but not from Ë); we call a step at which this happens a -step. Every time Ë becomes empty at a -step, we replace the contents of Ë by the set of the ¾ ´ µ first strings in lexicographical order of (the current contents of) . Possibly, the last replacement of Ë is incomplete because there are less than ¾ ´ µ elements left in . It is easy to see that Ü ¾ Ë Ò just after the final replacement, and stays there forever after, even though some programs in the dovetailing process may still be running and elements from may still be eliminated. CLAIM 2. The contents of the set Ë is replaced at most ¾ ·½ times.
PROOF. There are two types of replacements that will be treated separately. Step 1: Update Í Í .
Step 2: Update Ý ¾ Í Ò : Ý is covered by at least Ø ¾ Ã´ ¼ Üµ AE different generated 's , where AE Ç´ÐÓ Ñµ will be defined later.
Step The minimum is taken over all prediction strategies È of complexity at most «. A prediction strategy È is a mapping from the set of strings of length less than Ü into the set of rational numbers in the segment ¼ ½ . The value È´Ü½ Ü µ is regarded as our belief (or probability) that Ü ·½ ½ after we have ob- Given Ü, the data to explain, and «, the maximum allowed complexity of explanation, we search for programs Ô of length at most « that print a finite set Ë ¿ Ü. Such pairs´Ô Ëµ are possible explanations. Since the programs use unknown computation time, we can never be certain that we have found all possible explanations. Nonetheless, there is some (unknown) moment at which this will be the case, since the number of possible explanations is finite.
The best explanation is defined to be the´Ô Ëµ for which AE´Ü Ëµ is minimal. But since the function AE´Ü Ëµ is not computable, we cannot find the best explanation through using AE´Ü Ëµ directly. To overcome this problem we use the indirect method of MDL: thé Ô Ëµ for which Ô · ÐÓ Ë is currently minimum is said to be the currently best hypothesis. Initially, the currently best hypothesis changes from time to time due to the appearance of a better hypothesis. Since no hypothesis is declared best twice, from some moment onwards the explanation´ Ô Ëµ which is declared best does not change anymore. That Ë witnesses Ü´«µ. By Theorem 2 we have AE´Ü Ëµ ¬Ü´« Ç´ÐÓ Òµµ ·Ç´ÐÓ Òµ. That is, Ë is only Ç´ÐÓ Òµ worse than the best hypothesis of complexity at most « Ç´ÐÓ Òµ. If « is chosen so that ¬Ü makes no jump on the interval´« Ç´ÐÓ Òµ « µ then Ë is only a little worse than the best hypothesis of complexity at most «.
EXAMPLE 4. Foundations of Maximum Likelihood:
The algorithm based on ML principle is similar to the algorithm of the previous example. The only difference is that the currently best´Ô Ëµ is the one for which ÐÓ Ë is minimal. In this case the limit hypothesis Ë will witness Ü´«µ and we obtain the same corollary:
AE´Ü Ëµ ¬Ü´« Ç´ÐÓ Òµµ · Ç´ÐÓ Òµ. EXAMPLE 5. "Positive" and "Negative" Individual Randomness: In [9] the existence of strings was established for which essentially the singleton set consisting of the string itself is a minimal sufficient statistic. While a sufficient statistic of an object yields a two-part code that is as short as the shortest code, restricting the complexity of the allowed statistic may yield two-part codes that are considerably longer than the best one-part code (so the statistic is insufficient). This is what happens for the non-stochastic objects. In fact, for every object there is a complexity bound below which this happens-but if that bound is small (logarithmic) we call the object "stochastic" since it has a simple satisfactory explanation (sufficient statistic). Thus, Kolmogorov in [14] (full text given below) makes the important distinction of an object being random in the "negative" sense by having this bound high (they have high complexity and are not typical elements of a lowcomplexity model), and an object being random in the "positive, probabilistic" sense by both having this bound small and itself having complexity considerably exceeding this bound (like a string Ü of length Ò with Ã´Üµ Ò, being typical for the set ¼ ½ Ò while this set has complexity Ã´Òµ · Ç´½µ Ç´ÐÓ Òµ). . Lacking such definition, the element is "random" in a negative sense. But it is positively "probabilistically random" only when function¨having taken the value¨¼ at a relatively small ¼ ,
then changes approximately as¨´ µ 1 ´ ¼ µ."
Computability Questions
How difficult is it to compute the functions Ü Ü ¬ Ü, and the minimal sufficient statistic? To express the properties appropriately we require the notion of functions that are not computable, but can be approximated monotonically by a computable function.
DEFINITION 2. A function

AE Ê is upper semi-computable
if there is a Turing machine Ì computing a total function such that ´Ü Ø · ½ µ ´Ü Øµ and Ð ÑØ ½ ´Ü Øµ ´Üµ. This means that can be computably approximated from above. If is upper semi-computable, then is lower semi-computable. A function is called semi-computable if it is either upper semicomputable or lower semi-computable. If is both upper semicomputable and lower semi-computable, then we call computable (or recursive if the domain is integer).
Semi-computability gives no speed-of-convergence guaranties: even though the limit value is monotonically approximated we know at no stage in the process how close we are to the limit value. The function ¬Ü´«µ is not upper-or lower semi-computable, but we can compute it given an oracle for the halting problem.
There is no algorithm that given Ü and Ã´Üµ finds a minimal sufficient statistic for Ü. The next question is: Is the function Ü´«µ, as the function of two arguments, computable? Of course not, because if this were the case, then we could find, given every large , a string of complexity at least . Indeed, we know that there is a string Ü for which Ü´ µ . Applying the algorithm to all strings in the lexicographical order find first such Ü. Obviously Ã´Üµ Ç´½µ. But it is known that we cannot prove that Ã´Üµ for sufficiently large , [12] .
Assume now that we are given also Ã´Üµ. The above argument does not work any more but the statement remains true: Ü´«µ is not computable even if the algorithm is given Ã´Üµ.
Assume first that the algorithm is required to output the correct answer given any approximation to Ã´Üµ. We show that no algorithm can find that is close to Ü´«µ for some ¼ « Ã´Üµ. 
Randomness Deficiency Function:
The function ¬Ü´«µ is computable from Ü « given an oracle for the halting problem: run all programs of length « dovetailed fashion and find all finite sets Ë containing Ü that are produced. With respect to all these sets determine the conditional complexity Ã´Ü Ëµ and hence the randomness deficiency AE´Ü Ëµ. Taking the minimum we find ¬Ü´«µ.
All these things are possible using information from the halting problem to determine whether a given program will terminate or not. It is also the case that the function ¬Ü´«µ is upper semicomputable from Ü « Ã´Üµ up to a logarithmic error: this follows from the semi-computability of Ü´«µ and Theorem 2. More subtle is that ¬Ü is not semi-computable, not even within a large margin of error: The major result of this work is that a finite set that witnesses Ü´«µ or Ü´«µ (minimizes the log-cardinality or £´Ëµ of a set containing Ü of complexity at most «) simultaneously witnesses ¬Ü´«µ (minimizes the randomness deficiency of Ü with respect to a set containing it of complexity at most «). We have also addressed the non-computability of Ü Ü and ¬Ü.
A Validity for Extended Models
Following Kolmogorov we analyzed a canonical setting where the models are finite sets. As Kolmogorov himself pointed out, this is no real restriction: the finite sets model class is equivalent, up to a logarithmic additive term, to the model class of probability density functions, as studied in [18, 9] . The analysis is valid, up to logarithmic additive terms, also for the model class of total recursive functions, as studied in [21] . hold for finite set models extend, up to a logarithmic additive term, to computable probability density function models and to total recursive function models. Since the results in this paper hold only up to additive logarithmic term anyway, this means that all of them equivalently hold for the model class of computable probability density functions, as well as for the model class of total recursive functions.
