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Abstract
Research in point cloud analysis with deep neural networks has made rapid progress
in recent years. The pioneering work PointNet offered a direct analysis of point
clouds. However, due to its architecture PointNet is not able to capture local struc-
tures. To overcome this drawback, the same authors have developed PointNet++
by applying PointNet to local areas. The local areas are defined by center points
and their neighbors. In PointNet++ and its further developments the center points
are determined with a Farthest Point Sampling (FPS) algorithm. This has the
disadvantage that the center points in general do not have meaningful local areas.
In this paper, we introduce the neural Local-Area-Learning Network (LocAL-Net)
which places emphasis on the selection and characterization of the local areas. Our
approach learns critical points that we use as center points. In order to strengthen
the recognition of local structures, the points are given additional metric properties
depending on the local areas. Finally, we derive and combine two global feature
vectors, one from the whole point cloud and one from all local areas. Exper-
iments on the datasets ModelNet10/40 and ShapeNet show that LocAL-Net is
competitive for part segmentation. For classification LocAL-Net outperforms the
state-of-the-arts.
1 INTRODUCTION
The analysis of 3D point clouds has gained a growing importance due to its application in autonomous
driving and scene understanding. However, the use of Deep Learning methods based on point clouds
is very challenging because point clouds are sparse and unordered. Since the neural network must
be independent of the input order of the points, common architectures like CNNs that require a
structured input cannot be applied directly to point clouds. Some approaches transform the point
cloud into a structured data format like a voxel grid [4, 24] so that 3D-CNNs [6] can be used. This
procedure unnecessarily increases the complexity and the memory usage and usually distorts the
shape of the objects.
PointNet solves the problems by applying a shared multi layer perceptron (MLP) to each point
individually and by aggregating the resulting information through a symmetric function across all
points. However, PointNet ignores local structures, which is why further developments look at
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neighborhoods of points and do not process them individually. DGCNN [23] constructs a local graph
for each point and its neighbors and learns edge features that describe the relationship between them.
PointNet++ [2] defines local areas by center points and their neighbors. It learns on different scales
of these local areas and produces via an abstraction layer a point set with fewer elements than the
input point set. This procedure is applied multiple times to get a hierarchical learning procedure.
Point2Sequence [15] uses a RNN-based model with an attention mechanism to capture the correlation
of different scales in local regions. By now, all these approaches consider local structures that are not
necessarily geometrically meaningful. For example, PointNet++ and Point2Sequence determine the
local areas by using a deterministic Farthest Point Sampling (FPS) algorithm to find center points and
by computing k-nearest-neighbors (k-NN) around them. Thus the local areas are evenly distributed
and the neural network has to deal with partly insignificant or redundant geometric information which
can make the capturing of important features difficult.
We adress this problem by proposing the neural network LocAL-Net which contains the following
three main ideas, consider also Figure 1:
(1) The Critical-Point-Learning (CPL) sub-network learns to find m critical points with a
characteristic neighborhood and uses them as center points. It generates a first global feature
vector g1 by considering the whole point cloud.
(2) The Feature-Extraction (FE) sub-network enriches the m center points in their respective
local neighborhoods with low-level features, which enables a better grasping of the underly-
ing geometry in the local areas. It generates a second global feature vector g2 from all local
areas.
(3) The combination of the two global feature vectors g1 and g2 from different scale considera-
tions enables LocAL-Net to recognize the correlation of the local areas.
Since the learned points from the Critical-Point-Learning (CPL) part (1) are used as center points,
LocAL-Net can capture important features of the object without being hindered by insignificant
information. In the Feature-Extraction (FE) part (2), we first determine for each center point a neigh-
bourhood by computing k-NN. Then, in Metric-Feature-Computation (MFC), each of the k points is
enriched by permutation-invariant low-level features that depend on its respective neighborhood. We
use metric properties which enable LocAL-Net to capture well the underlying geometry of the local
areas. The resulting low-level feature vector of each point is converted into a high-level feature vector.
For each local area the k informations are then aggregated into an area feature vector by a symmetric
function. We apply this procedure again to the area feature vectors and obtain the second global
feature vector g2. In the overall LocAL-Net (3) we finally concatenate the two global feature vectors
g1 and g2, which were obtained from different scales of the input point cloud. Experimental results
show that LocAL-Net learns to find center points that are characteristic for the given point cloud.
Experiments on the datasets ModelNet10/40 and ShapeNet show that LocAL-Net is competitive for
part segmentation. For classification LocAL-Net outperforms the state-of-the-arts.
2 Related Work
Deep learning approaches for 3D object analysis can be divided into three main classes.
Volumetric methods approximate the input data with voxels so that extensions of conventional
CNNs to 3D data can be used [4, 24, 6, 10]. The main disadvantage of these approaches is the time
effort for the conversion and the representation quality. Some approaches [16, 12, 7] propose special
methods to solve the sparsity problem of a volumetric representation. For example, OctNet [7] divides
the space hierarchically, depending on the input, by using a set of unbalanced octrees where each
leaf node stores a bundled feature representation. This makes it possible to concentrate memory
allocation and calculation on the relevant dense regions. However, to overcome the problem with the
representation quality, a high resolution of the voxel grid is required. This leads to large memory
consumption and a high running time for large point clouds.
Multiview-based methods follow the idea of rendering 3D CAD data into 2D images from different
views to take advantage of the power of traditional CNNs [8, 11]. Thanks to the rapid development of
2D CNNs for images in recent years, such methods have achieved dominant results in classification
and retrieval tasks for 3D CAD data. However, it is a nontrivial problem to extend the results from
surface objects to discrete point clouds.
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Figure 1: LocAL-Net architecture. The network first determines in CPL center points from the
input point cloud and generates a global feature vector g1. In FE local areas are generated and used
to generate area features and a second global feature vector g2. The concatenation g of g1 and g2 in
LocAL-Net can be used to generate an output score for classification. The segmentation network is
an extension of the classification network with slight modifications.
Deep Learning directly on point clouds was first discussed by PointNet [3]. The authors describe
the irregular format and permutation invariance problem of point clouds and present a neural network
that directly acts on point clouds. The main idea to solve the permutation invariance problem is to
transform a point cloud {p1, . . . , pn} ⊂ Rd by applying a shared MLP h to all points and aggregating
the information with a symmetric function g:
f(p1, . . . , pn) = g(h(p1), . . . , h(pn)).
The same authors have developed PointNet++ [2] by applying PointNet to local areas. The results
have shown that the properties of local areas improve deep learning on 3D point clouds. The local
areas are defined by center points and their neighbors. In PointNet++ and its further developments
[9, 15, 22] the center points are determined with a Farthest Point Sampling (FPS) algorithm. This
has the disadvantage that the center points are not necessarily important points with a meaningful
neighborhood. DGCNN [23] constructs a local graph for each point of the point cloud by connecting
the point to its neighbors. It learns edge features to capture local details. This basic procedure is
called EdgeConv. By stacking EdgeConv layers, the network can learn global shape properties.
However, there is the same problem as with PointNet++: Treating all points and therefore all areas
equally makes the capturing of important features difficult.
3 Our Approach
In this section we want to give an overview of the setup and the architecture of our neural network
LocAL-Net. After that, we will discuss the components in detail.
3.1 Setup
The input point cloud P ⊂ R3 is an unordered point set that is defined as
P := {pi = (xi, yi, zi) | i = 1, . . . , n},
where xi, yi, zi are the coordinates of pi. It is conceivable that additional features may be given for
each point such as color, normal or manually calculated characteristics. Therefore, we generalize this
definition as follows:
P (l) :=
{
P , l = 0
{(xi, yi, zi, φi1 , . . . , φil) | i = 1, . . . , n} , else
for l ∈ N and P (l) ⊂ R3+l.
In this paper we are dealing with two types of tasks: classification and part segmentation. For the
classification task we want to classify the whole point cloud P . Let c1, . . . , cm be the different classes.
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The neural network F should convert the input point cloud P to a probability distribution
F (P ) = (Pr(c1|P ), . . . , P r(cm|P )) .
In the part segmentation task, we need to classify each point pi ∈ P into sub-classes c˜1, . . . , c˜s of the
objects. The output of F (P ) contains for each point pi ∈ P a probability distribution
F (P ) =
 Prp1(c˜1|P ) · · · Prp1(c˜s|P )... ...
Prpn(c˜1|P ) · · · Prpn(c˜s|P )
 . (1)
3.2 Architecture
Figure 1 shows the architecture of our model. The input of LocAL-Net is a point cloud
P = {p1, . . . , pn}. The CPL part extracts m critical points, some of which can occur several
times, and a first global feature vector g1 from P . We use the critical points as center points. In FE
we define a local area for each center point with its k-NN points in P . Based on these local areas, FE
generates in a local to global manner the second global feature vector g2. Finally, in LocAL-Net g1
and g2 are concatenated to obtain a multi scale global feature vector g,which can be used for shape
classification and, with slight modifications, for part segmentation.
3.3 Critical Point Learning (CPL)
Figure 2: Comparison of center points created with
FPS and CPL. While FPS creates a uniformly dis-
tributed subset (left column) of the input point cloud
(middle column), CPL selects center points with a
meaningful neighborhood (right column).
For the given point cloud P , every point
pi ∈ P is mapped with a shared MLP into
an m-dimensional feature vector. The first
m-dimensional global feature vector g1 is
created by applying max pooling over all
these n feature vectors. The authors of Point-
Net noted that by applying max pooling over
the feature vectors of the points, the network
allows important points to participate prefer-
entially in the global feature vector g1. For
each entry of g1 we determine the index of
the point that is responsible for the entry.
Every index defines a critical point. Con-
sequently, there can be at most m pairwise
different critical points. We use these critical
points P ′ = {p′1, . . . , p′m} ⊂ P as center
points. An advantage of CPL over FPS for
computing the center points is the fact that
the required calculations are matrix opera-
tions that are highly efficient on the GPU.
FPS is an iterative algorithm that does not
allow parallel computation. Even more important we can see in Fig. 2 that LocAL-Net learns critical
points with geometrically meaningful neighborhoods. The middle column of Figure 2 shows three
input point clouds. On the left one can see the center points computed with FPS and on the right
the center points learned by CPL. The point set obtained by FPS is evenly distributed and therefore
every area, important or not, is considered. The point set learned by LocAL-Net, on the other hand,
emphasizes characteristic areas. For the aircraft, points on the wing tips, turbines and the fuselage are
selected. Points on areas like the flat surfaces of the wings are not chosen. This can also be observed
with the chair and the table. Points in flat areas are rarely picked. CPL preferably selects points on
the contour of the seat and the table top. Also extremity points on the legs of the chair and the table
are learned. The conclusion is that
i) including the definition of the center points into the learning process and
ii) restricting the number of center points to a small fraction of the number of input points
gives LocAL-Net the ability to learn a few but meaningful center points. Our new CPL computation
can also be used to replace the FPS in other neural networks that rely on center points.
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3.4 Feature Extraction (FE)
For each center point p′i ∈ P ′ we compute its local area N(p′i) ⊂ P by determining its k-NN. Similar
to PointNet++ the points pj in a local area N(p′i) are translated into a relative coordinate system of
its corresponding center point p′i by pj = pj − p′i. In the Metric-Feature-Computation (MFC) part
we calculate for each point pj = (xj , yj , zj) ∈ N(p′i) the following metric properties:
φj1 := ‖pj‖2, φj2 := max
pk∈N(p′i)
‖pj − pk‖2, φj3 := max
pl,pm∈N(p′i)
‖pl − pm‖2.
Fig. 3.4 illustrates the metric features for 2D points in the Euclidean plane. The values φj1 and φj2
help LocAL-Net to find out where the location of pj in N(p′i) is. φj3 has a constant value for all
points in N(p′i). It could be used by LocAL-Net as an information about the shape of N(p
′
i). Since
we always consider k-NN for a constant k, a small value of φj3 indicates a circle like area on the
surface wheres a large value implies a narrow and oblong area. The properties are added to pj which
leads to a low-level feature vector
p˜j := (xj , yj , zj , φj1 , φj2 , φj3) ∈ P (3).
Figure 3: Illustration of the metric features for two
different point sets in the 2D Euclidean space.
The low-level feature vectors are trans-
formed into high-level feature vectors by us-
ing a shared MLP. We then extract an area
feature vector for each area N(p′i) through a
symmetric function. To aggregate the infor-
mations of the areas we apply this procedure
again and obtain a second global feature vec-
tor g2 for the entire input point cloud.
3.5 LocAL-Net
Finally, in the overall LocAL-Net we con-
catenate the two global feature vectors g1
and g2 which leads to a multiscale global
feature vector g. Both vectors, g1 and g2 are crucial. Only through g1 the parameters in CPL are
learned in the training procedure by the backpropagation algorithm. The parameters themselves
determine the critical points. Without g1, the critical points would be randomly selected. g2 contains
features obtained from a local to global manner, which are important for analyzing point clouds as
PointNet++ has shown. Without g2, we would have a simple PointNet (Vanilla) architecture.
4 Experiments
In this section, we evaluate LocAL-Net on the shape classification and part segmentation tasks. In the
shape classification task we also perform various tests on ModelNet40 with different hyperparameters
and study the effect of the CPL and FE part. For each test scenario we change one parameter and
carry out five runs and take the best result. All experiments are performed on an NVIDIA GeForce
RTX 2080 Ti GPU and implemented using PyTorch. Our code and models will soon be publicly
available.
4.1 3D Shape Classification
For the 3D Shape Classification task we evaluate LocAL-Net on the ModelNet10 and the ModelNet40
benchmarks [24]. The ModelNet10 dataset contains 4,899 meshed CAD models from 10 different
categories. Similar to [15] we split the dataset into 3,991 samples for training and 908 samples for
testing. The ModelNet40 dataset contains 12,311 meshed CAD models from 40 different categories.
Similar to [3, 2] we split the dataset into 9,843 samples for training and 2,468 samples for testing.
We uniformly sample 1,024 points on the mesh of each CAD model and normalize them into a unit
sphere. During training we augment these input point clouds with anisotropic scaling in the range
[0.66, 1.4] and translation in the range [−0.2, 0.2] as in [12, 22]. Furthermore we add a Gaussian
noise with 0 mean and 0.01 standard deviation as in [3, 2]. All layers of our model, except the last
one, are followed by ReLU and batch normalization with 0.1 momentum. For the two layers before
score prediction we use dropout with 0.5 ratio. The Adam optimizer [14] with batch size 16 and
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Table 1: Results of the shape classification on ModelNet10 and ModelNet40.
Method Input #points ModelNet10Acc (%)
ModelNet40
Acc (%)
Pointwise-CNN [1] xyz 1024 86.1
PointNet [3] xyz 1024 - 89.2
Kd-Net [12] xyz 1024 93.3 90.6
PointNet++[2] xyz 1024 - 90.7
KC-Net [20] xyz 1024 94.4 91.0
Pointweb [9] xyz 1024 - 92.3
PointCNN [17] xyz 1024 - 92.5
Point2Seq [15] xyz 1024 95.3 92.6
3DCapsule [5] xyz 1024 94.7 92.7
DGCNN [23] xyz 1024 - 92.9
RS-CNN [22] xyz 1024 - 92.9
RS-CNN (voting) [22] xyz 1024 - 93.6
Ours xyz 1024 95.8 93.3
Ours (voting) xyz 1024 96.3 93.7
PointNet++[2] xyz, nor 5000 - 91.9
SpiderCNN [19] xyz, nor 5000 - 92.4
SO-Net [13] xyz, nor 5000 95.7 93.4
initial learning rate 0.001 is used to optimize the cross entropy loss function during training. The
learning rate decays every 23 epochs with a rate of 0.7. Similar to [22] we do a voting with 10
anisotropic scaled point clouds in the test.
The results are shown in Table 1. LocAL-Net achieves the best results of all point cloud based
methods on both datasets. On the ModelNet10 dataset our model reduces the error rate of SO-Net
by 14.0% although we only use 1,024 points with xyz coordinates. Compared to the networks that
equally only uses 1,024 points with only xyz coordinates, LocAL-Net reduces the error of the current
best result from Point2Seq by 21.3%. On the ModelNet40 dataset LocAL-Net archives a highest
accuracy of 93.7% with voting and 93.3% without voting which reduces the error by 1.6% and 5.6%
of the current best results archived by RS-CNN with and without voting. To evaluate the stability
of LocAL-Net we trained 20 runs on ModelNet40. Then we computed the mean test accuracy with
voting and got a value of 93.3%. The training of 200 epochs on ModelNet40 took about 4 hours.
4.2 CPL tests
Determine center points. In the first test we replace the complete CPL sub-network by the classical
FPS to determine the center points. The results are shown in Table 2. The acceptance rate drops
from 93.7% to 93.2%. This comparison reinforces our hypothesis that significant local areas support
learning and generalization in a neural network. In this first test also the global feature vector g1 (as
part of CPL) is removed. In a second test we investigate the effect of g1. We use FPS to determine the
center points but keep g1 for classification. This increases the test accuracy to 93.5%. This second
result suggests that LocAL-Net is able to consider global properties to effectively analyze the input
point cloud.
Table 2: The results of FPS and CPL on ModelNet40
Method FPS without g1 FPS with g1 CPL
Acc (%) 93.2 93.5 93.7
Number of critical points. In the next test shown in Table 3 we change the parameter m from 192
to 320 with a step size of 32. The comparison shows that the instance accuracy increases fast from
m = 192 to the optimum m = 256. We conclude that a certain number of center points is necessary
to cover the point clouds well enough. Once this threshold is reached, the accuracy decreases again.
To study the effect of the varying number of pairwise different center points we also compute the
mean, maximum and minimum number of pairwise different center points m′ over all objects in an
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epoch. We see that m′ is always significantly smaller than m. We conclude that LocAL-Net selects
important regions individually for each input point cloud.
Table 3: The results of different numbers m of center points on ModelNet40
#center points m 192 224 256 288 320
#mean m′ 125 142 157 173 188
#max m′ 155 177 202 219 236
#min m′ 78 86 97 109 122
Acc (%) 92.7 93.2 93.7 93.5 93.4
4.3 Parameter tests
Number of neighbor points. The local areas are defined by the center points and their neighbors. If
the number of neighbors k is too small, a local area does not contain enough information to describe
an important region. However, if k is too big the important informations get blurred with unnecessary
points. The test results, shown in Table 4, confirm this assumption. LocAL-Net extracts information
from local areas most effectively for k = 128 on ModelNet40.
Table 4: The results of different numbers k of neighbor points on ModelNet40
#neighbor points k 64 96 128 160 192
Acc (%) 92.8 93.1 93.7 93.1 93.0
Metric features. In this test we discuss the effects of the metric features on the test accuracy. We set
up test scenarios for all combinations of the three features. The results are summarized in Table 5. It
is interesting to note that the individual metric characteristics do not have a large influence on the test
result. Only the combination of all three characteristics provides a significant improvement.
Table 5: The results of different combinations of the metric features on ModelNet40
φj1 φj2 φj3 Acc (%)
A 93.1
B X 93.2
C X 93.1
D X 93.1
E X X 93.2
F X X 93.2
G X X 93.3
H X X X 93.7
Voting. Finally, we use a voting strategy by averaging the output scores of 10 randomly anisotropic
scaled point clouds in the range [0.66, 1.4] for each object as proposed in [22]. This test shows the
potential of LocAL-Net, which thereby achieves a test accuracy of 93.7%. But even without the
voting strategy LocAL-Net achieves an accuracy of 93.3% which is the highest result compared to
methods equally using only 1,024 points with xyz coordinates (see Table 1).
4.4 3D Shape part segmentation
For the 3D Shape part segmentation we evaluate LocAL-Net on the ShapeNet dataset [18]. The
dataset contains 16,881 shapes from 16 categories, labeled in a total of 50 parts. The objects are
labeled in 2-5 parts. Similar to [3, 2] we split the dataset in 14,034 samples for training and 2,847
samples for testing and sample 2,048 points on the mesh of each CAD model. As seen in equation
(1) the part segmentation task is formulated as a per-point classification task. The augmentation is the
same as for the shape classification task, with the change that the anisotropic scaling is in the range
[0.5, 2.0]. Similar to PointNet++ we propagate features from center points to the original points by
interpolating. We use inverse distance weighted average based on the k-NN.
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Table 6: Results of the shape part segmentation on ShapeNet.
method input instancemIoU aero bag cap car chair
ear
phone guitar knife lamp laptop
motor
bike mug pistol rocket
skate
board table
Kd-Net [12] 4k 82.3 80.1 74.6 74.3 70.3 88.6 73.5 90.2 87.2 81.0 94.9 57.4 86.7 78.1 51.8 69.9 80.3
PointNet [3] 2k 83.7 83.4 78.7 82.5 74.9 89.6 73.0 91.5 85.9 80.8 95.3 65.2 93.0 81.2 57.9 72.8 80.6
3DmFV [21] 2k 84.3 82.0 84.3 86.0 76.9 89.9 73.9 90.8 85.7 82.6 95.2 66.0 94.0 82.6 51.5 73.5 81.8
KCNet [20] 2k 84.7 82.8 81.5 86.4 77.6 90.3 76.8 91.0 87.2 84.5 95.5 69.2 94.4 81.6 60.1 75.2 81.3
DGCNN [23] 2k 85.2 84.0 83.4 86.7 77.8 90.6 74.7 91.2 87.5 82.8 95.7 66.3 94.9 81.1 63.5 74.5 82.6
Point2Seq [15] 2k 85.2 82.6 81.8 87.5 77.3 90.8 77.1 91.1 86.9 83.9 95.7 70.8 94.6 79.3 58.1 75.2 82.8
PointCNN [17] 2k 86.1 84.1 86.5 86.0 80.8 90.6 79.7 92.3 88.4 85.3 96.1 77.2 95.3 84.2 64.2 80.0 83.0
RS-CNN [22] 2k 86.2 83.5 84.8 88.8 79.6 91.2 81.1 91.6 88.4 86.0 96.0 73.7 94.1 83.4 60.5 77.7 83.6
Ours 2k 86.2 84.1 88.8 86.7 78.8 91.2 83.3 91.9 88.6 84.9 95.7 72.5 94.8 83.6 60.0 77.1 84.0
SO-Net [13] 1k, nor 84.6 81.9 83.5 84.8 78.1 90.8 72.2 90.1 83.6 82.3 95.2 69.3 94.2 80.0 51.6 72.1 82.6
PointNet++ [2] 2k, nor 85.1 82.4 79.0 87.7 77.3 90.8 71.8 91.0 85.9 83.7 95.3 71.6 94.1 81.3 58.7 76.4 82.6
SpiderCNN [19] 2k, nor 85.3 83.5 81.0 87.2 77.5 90.7 76.8 91.1 87.3 83.3 95.8 70.2 93.5 82.7 59.7 75.8 82.8
Let pj ∈ P \P ′ and {p′1, . . . , p′i, . . . , p′k} ⊂ P ′ the k-NN of pj in P ′. With wi(pj) = (‖p′i−pj‖22)−1
the feature vector f of pj is calculated by
f(pj) =
∑k
i=1 wi(pj)f˜(p
′
i)∑k
i=1 wi(pj)
,
where f˜(p′i) is the corresponding high-level feature vector of the center point p
′
i. For the evaluation
we use Intersection-over-Union (IoU) as metric. For each part of an object, the number of correctly
classified points is divided by the union of the predicted points with the target points to obtain the
part IoU. To obtain the IoU for an input point cloud the average of all part IoUs is calculated. Finally,
the mean IoU (mIoU) is calculated by averaging the IoUs of all input point clouds. Similar to [22]
we do a voting with 10 anisotropic scaled point clouds in the test.
We increase the size of the high-level features to 256 and decreas the size of the global feature g2
to 512. The metric features, calculated in MFC did not improve the result of the part segmentation
test accuracy. Therefore we omit the MFC part to increase the performance. Furthermore, we use
one interpolation layer to propagate the high-level feature vectors of the center points p′i ∈ P ′ to the
original points pj ∈ P \ P ′. Since the interpolation is based on k-NN it make sense to use equally
distributed center points. Therefor, we use FPS for the segmentation task and increase the number of
center points to m = 512. We still compute g1. Similar to PointNet and PointNet++ we concatenate
the one-hot vector indicating the class of the input point cloud and additionally the global feature
vector g and the point-features resulting from the CPL part to the output of the last feature layer.
The results of our segmentation are shown in Table 6. LocAL-Net is competitive for the task of part
segmentation. Moreover, it could reproduce or even improve the best test accuracy in 6 out of 16
categories. The main advantages of LocAL-Net for the segmentation task are the point-features and
g1 from the CPL part.
5 Conclusion
In this paper we have proposed LocAL-Net, an architecture for which focuses on learning critical
points with a meaningful local neighborhood. Our experiments show that LocAL-Net rarely picks
points in flat areas but learns points on the contour and extremity points. Even more, the number of
selected neighborhoods depends on the underlying geometry. With this idea LocAL-Net is able to
focus on important local areas. We enrich each local area by metric properties which improve learning.
In the critical point extraction process the whole point cloud is considered, which additionally
provides global features that we use for the classification and segmentation part. Experiments show
that these ideas help LocAL-Net to learn locERROR: System command execution is disabled (see
Preferences)l and global patterns. Due to this combination LocAL-Net is competitive for the task of
part segmentation. For classification LocAL-Net outperforms the state-of-the-arts.
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