One important issue for action characterization consists of properly capturing temporally related information. In this work, recurrence matrices are explored as a way to represent action sequences. A recurrence matrix (RM) encodes all pair-wise comparisons of the frame-level descriptors. By its nature, a recurrence matrix can be regarded as a temporally holistic action representation, but it can hardly be used directly and some descriptor is therefore required to compactly summarize its contents. Two simple RM-level descriptors computed from a given recurrence matrix are proposed. A general procedure to combine a set of RM-level descriptors is presented. This procedure relies on a combination of early and late fusion strategies. Recognition performances indicate the proposed descriptors are competitive provided that enough training examples are available. One important finding is the significant impact on performance of both, which feature subsets are selected, and how they are combined, an issue which is generally overlooked.
INTRODUCTION
Human action recognition has been receiving remarkable research effort for about two decades (Aggarwal and Ryoo, 2011) due to both the difficulty of the problem and its wide range of applications such as visual surveillance, human-machine interaction, or team sports analysis, to name but a few.
One of the relevant issues for action representation is to properly capture the temporal information. Some solutions involve accumulating local histograms along time (Lucena et al., 2012) , extract a short-time series of a few still snapshots of representative poses (Brendel and Todorovic, 2010) , or decompose actions into sequences of "actoms" (key atomic action units), and weight visual features by their temporal distance to these actoms (Gaidon et al., 2011a) . There is some recent interest in enriching the popular bag-of-words representation with temporal information (Matikainen et al., 2010) . Considering multiple temporal scales (Niebles et al., 2010) can be effective for modelling human activity which may include simpler and shorter actions.
In this work, feature vectors describing the action at frame level at two different time steps in the image sequence are compared, thus producing a 2D recurrence matrix (RM) of pair-wise distances which captures all the frame-to-frame similarities, and it can therefore be viewed as a time-holistic representation providing a rich characterization of the temporal structure and evolution of the action. However, this information implicitly contained in the recurrence matrices have to be summarized in the form of an appropriate RM descriptor, which is finally used for learning and recognizing actions.
This or similar representations were used in (Cutler and Davis, 2000) to analyse periodic motion and distinguish running bipeds (humans) from quadrupeds (dogs), and in (BenAbdelkader et al., 2004) for gait-based biometrics. A related approach, a delay-embedding technique, was developed in (Ali et al., 2007) for action recognition from trajectories of body landmarks. An auto-correlation kernel for time series has been recently proposed for action recognition (Gaidon et al., 2011b) . The most related work is (Junejo et al., 2011) , where temporal self-similarity matrices are explored as an appropriate view-invariant action representation. Our focus is not on view invariance, but in exploring alternative representations both to build the recurrence (or self-similarity) matrices, and to derive the RM descriptor. Additionally, a general procedure to combine RM-level descriptors using a combination of early and late fusion strategies is investigated.
METHODOLOGY
The proposed system consists of a frame descriptor (Section 2.1) that describes every frame of a given input action sequence, a recurrence matrix (RM) (Section 2.2) that compares all frame descriptors pairwise, and an RM descriptor (Section 2.3) that summarizes the RM to characterize the action category. One or several RM descriptors are finally used to represent any action sequence. Learning action categories and recognizing new (unseen) action instances rely on these RM descriptors. To be more precise, the RM descriptors corresponding to a single action sequence are combined using both early and late fusion (Section 2.4).
Frame Descriptor
The Tran-Sorokin descriptor (Tran and Sorokin, 2008 ) is used in this work to characterize the actions at individual frames within an action sequence. This is descriptor includes both motion and shape visual cues (Table 1) into the "single-frame descriptor" (SFD) comprising 216 features. The SFD of three 5-frame time windows, each corresponding to current frames ([t − 2,t + 2]), past frames ([t − 7,t − 3]), and future frames ([t + 3,t + 7]), are separately concatenated and PCA-projected to reduce the overall dimensionality. These parts (CFW, PFW and FFW) provide temporally contextual information which enrich the representation at a single frame.
Recurrence Matrix
Let f t be a frame descriptor at a discrete time t ∈ {1, . . . , T }, for a video sequence of T frames. Then, the recurrence matrix R is computed from pairwise distances of the frame descriptors, R(i, j) = d(f i , f j ), i, j ∈ {1, . . . , T }. A binary version of this matrix can be obtained by thresholding distances:
, where H is the Heaviside step function: H(x) = 1 if x > 0 and H(x) = 0 otherwise.
The proposed recurrence matrix representation is inspired by the idea of recurrence plots (Marwan et al., 2007) . Recurrence plots allow to visually analyse or automatically quantify the properties or behaviour of dynamical systems. Although these plots may be computed using concepts of phase space and time delay methods, in this work we just used the concepts of state and state-to-state comparison. We consider the action sequence as the dynamical system, and the state at a given time is the snapshot of the action at that time. Such an state is represented with a chosen frame descriptor.
For the distance function d, the Euclidean distance normalized by the length of the frame descriptor was chosen. This normalization aims at removing the effect of the length of different frame descriptors.
Describing a Recurrence Matrix
Given a recurrence matrix, a description of it is required as the final representation of the underlying action. We have explored two different RM descriptors: the histogram of line lengths (HoL) and the projections along anti-diagonals (PaD).
Histogram of Line Lengths (HoL). Some measures proposed for the recurrence quantification analysis (RQA) are based on the diagonal lines of a binary recurrence matrix. A diagonal of length l in our recurrence matrix means that the action is similar during l frames, according to the frame descriptor, distance function, and threshold used. Instead of using individual measures derived from these diagonals, such as entropy or determinism (Marwan et al., 2007) , we propose to use an histogram of the diagonal lengths for a set of lengths L = {l 1 , l 2 , . . . , l n }, which is expected to provide a richer representation than a few individual measures. To further enrich the descriptor, the histogram of vertical lines lengths is also considered. Both histograms are separately normalized. To find the lengths of the vertical and diagonal lines, the CRP Toolbox 1 (Marwan et al., 2007) is used. In the experiments reported below, we used
Therefore, the histogram of (diagonal and vertical) line lengths (HoL) has some useful properties for our problem. It provides a global quantification of action dynamics, and it is not sensitive to the starting point of the action. Being an histogram, it is also robust to whether the action has cycles or repetitions and, to some extent, to the speed of the performance of the action as well.
Before thresholding, we smooth the RM with a Gaussian filter (σ = 5) on 5 × 5 local windows. This choice was somehow arbitrary and subject to further experimentation. Since an appropriate threshold is not easy to choose, we obtain several binary recurrence matrices with different thresholds. In the experiments reported here, we experimented with three thresholds expressed as the 30%, 40% and 50% quantiles of the contents of the binary RM. Further work is needed to explore the effect of these thresholds or whether a single threshold suffices and can be learned. Projections along anti-Diagonals (PaD). Areas in the RM which are close to the main diagonal represent the temporally local information, which can be captured and summarized by projecting the information in the RM along the lines orthogonal to the main diagonal. We refer to these lines as the antidiagonals. Each projection is computed by a weighed sum of the anti-diagonals, where the weight decays away from the main diagonal. The resulting projection is then normalized and resized to a fixed size w (we set w = 40) so that sequences of different lengths have feature vectors of the same size. Unlike HoL, the Projections Along anti-Diagonals (PaD) better captures the temporally local information, and it is sensitive to the starting point and the number of cycles of the action. Another difference is that HoL requires the RM to be binarized to be able to compute the lengths of the diagonal lines, whereas PaD can be computed both with unthresholded and binary RMs. Here, we use unthresholded RMs.
In both, HoL and PaD descriptors, for the SH and OF parts of the descriptor, the features are split according to the 2 × 2 grid considered in the bounding box in (Tran and Sorokin, 2008) . Then, independent recurrence matrices and descriptors are computed for each of the 4 cells in the grid, as well as for the global feature set. As a result, five RM descriptors sets result from any of the SH or OF parts.
Feature Combination
One procedure to build the final RM-based action descriptor could consider the full 286-feature TranSorokin descriptor as the frame descriptor, then build the RM, and finally describe the RM by using HoL or PaD. However, we explore a more general procedure where arbitrary parts of the Tran-Sorokin descriptor can be used and combined flexibly, so that the different roles played by motion, shape and temporally contextual cues can be studied. Additionally, having several RMs, each computed from separate pieces of visual information, can be more discriminative than having a single RM of the complete information taken as a whole (Serra-Toro and Traver, 2011).
The notation we follow to represent how the final features Φ are computed is Φ = { F 1 , . . . , F N }, where F i = {f i1 . . . f in i }, denotes a set of frame descriptors f i j , and F represents the concatenation of the RM descriptors resulting from the recurrence matrices obtained from each of the frame descriptors in F. Finally, the set of N concatenations of RM descriptors are used in separate classifiers and a max-score fusion scheme is adopted. Let us have a look at a couple of clarifying examples using parts of the TranSorokin descriptor (Table 1) as frame descriptors: (1) { sh , of } means that two sets of RM descriptors are built, one using the shape features and another one using the motion features; (2) { sh , pfw, ffw } involves also two sets of RM descriptors, but the second one is, in turn, a concatenation of the RM descriptors resulting from separately considering the PFW and FFW parts. Please note that pfw, ffw represents the concatenation of two RM descriptors, not one RM descriptor computed from the concatenation of the two frame descriptors, pfw and ffw.
Notice this representation is fairly general and combines early fusion (by concatenating RM descriptors -operator ) with late fusion (by combining the RM descriptors at the decision level -operator {}). In some contexts, this kind of combining early and late fusion is shown to be advantageous over using only early or late fusion separately (Lan et al., 2012) .
Individual features of the final feature vector are normalized through standardization (i.e. normalized features have zero mean and unit variance).
Some Remarks. Due to its exploratory nature, this work does not aim at comparing the proposed approach with that of (Junejo et al., 2011) . However, a rough comparison is provided in one part of the ex- perimental section to assess the potential of the proposed descriptors and combination of features. To better contextualize this comparisoin, the main differences in both works follow. Junejo et al. (Junejo et al., 2011) mainly address the computation of the self-similarity matrix from point trajectories, but also consider image-based representations. We focus on an image-based representation. To that end, they use the HOG descriptor (Dalal and Triggs, 2005) , which is a generic descriptor that captures shape/appearance information, and was originally proposed for pedestrian detection, whereas the Tran-Sorokin frame descriptor that we use, is a richer descriptor, and specifically proposed for action recognition. Indeed, for this reason, Junejo et al. also explore the optic flow information to complement the appearance cues in HOG.
For describing the self-similarity matrix (SSM), Junejo et al. use histograms of gradient orientations over log-polar grids centred on the main diagonal of unthresholded SSMs. Then, an orderless bag-ofwords (BoW) representation of the resulting descriptor is used and each action sequence is finally represented as one histogram. In contrast, we use simpler descriptors, of both global (HoL) and semi-local (PaD) nature, and do not use any BoW representation.
RESULTS
We used the Weizmann (Gorelick et al., 2007) , UIUC1 (Tran and Sorokin, 2008) , and IX-MAS (Weinland et al., 2006) datasets of human actions. The Tran-Sorokin descriptor computed for these datasets is publicly available (Tran-Sorokin, 2008) . Some relevant features of these datasets are given in Table 2 . For classification, the Nearest Neighbour (NN) and a linear Support Vector Machines (SVM) are used. For evaluation, the leaving-one-out (LOO) and leaving-one-actor-out (LOAO) protocols are used.
When using the multi-view dataset IXMAX, some other protocols (described in an experiment below) are employed.
First, we evaluate the performance of three different parts of Tran-Sorokin descriptor as a frame descriptor, and the two proposed RM descriptors.
Results on LOO on the three datasets (Table 3) suggests that HoL is a better descriptor in the Weizmann dataset, while PaD is generally better in UIUC1 and IXMAS datasets. Regarding the discriminative power of motion and shape cues, there is not a clear winner, although shape tends to offer better results than motion. An interesting observation is the role of the FFW part of the frame descriptor which, despite its low dimensionality (just 10 features), gives comparable or better results than shape and motion cues, which are about 7 and 14 times larger, respectively. This can be explained by the way the FFW is computed which integrates shape and motion features over a short-time window. Finally, the poor results on the Weizmann dataset can be due to the limited amount of training sequences available (9 examples per action) and that these sequences are also shorter than those in the other datasets.
Next, we compare different feature combinations. Results (Table 4 ) clearly indicates that combining features of different nature (e.g. optic flow and silhouette) tends to outperform the use of these features separately. This can be seen by comparing the LOO columns in Table 4 with the corresponding lines in Table 3 that use parts of the Tran-Sorokin descriptor separately. In addition, which features are used and how they are combined can make a significant difference. Notice, for instance, that Φ 3 , Φ 4 and Φ 5 are three different ways of combining sh, of and ffw features, which result in different performances. While combination Φ 3 gives the best results in most cases (notice the column-wise best results, which are boldfaced), the optimum way of combining the features is data-dependent. This calls for an automatic procedure that efficiently chooses a feature combination which optimizes computational and recognition criteria. While it is commonly known the complementarity of different visual features for action recognition, not much work has been done on finding optimal ways of fusing information, and simple (weighted) concatenation is often performed (Schindler and van Gool, 2008) .
Finally, the influence of the camera point of view and the classifier (NN and SVM) is analysed. To that end, we use the IXMAS dataset which has five different views (0-4) of the same action, and try some different choices as the sets of views available for training and testing. When the sets of training and test views have some common view, the examples of the shared views are randomly split into training an test sets in an 80%-20% ratio, and the average accuracy over 10 runs is computed. A linear SVM (Chang and Lin, 2011 ) is used and the regularization factor C is chosen from the set {10 e : e ∈ {−3, −2, . . . , 4}}. To select the value of C, a validation procedure is followed using a 80%-20% split of the training set.
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To speed up the experiments, if a common C was observed to be consistently selected during some preliminary validation procedure, this value for C was fixed so that repetitive search is avoided. Results (Table 5) show that that performance is generally better with SVM than with NN. This is particularly true when training and testing with sequences taken with the same camera (view). This seemingly counter-intuitive result can be due to the higher sensitiveness of the NN classifier to limited number of training examples. (When using the same view for training and testing, fewer examples are available for training). Besides the benefit of having more training examples, the fact of having higher performance when training and testing on disjoint sets of views suggests that the proposed RM descriptor exhibit some view invariance. It is worth noticing how the use of Φ 4 significantly outperforms Φ 3 , most notably for the NN classifier. This indicates the positive effect of fusing the scores of classifiers based on different sets of features. Please, note that no late fusion is involved in Φ 3 , since it consists of a single set of concatenated RM descriptors.
As a rough comparison with state-of-the-art similar approaches, results from (Junejo et al., 2011) are also provided in Table 5 when they use a combination of HOG and optic flow. While their results are usually better when using the same view for training and testing, our proposal performs similarly or better in other view combinations. Although the comparison is not performed under exactly the same conditions 2 , the figures suggest that our proposal for RM descriptors and feature combinations is competitive, even with simpler descriptors and classifiers (e.g. they use a non-linear SVM with a χ 2 kernel).
CONCLUSIONS
A temporally holistic action representation based on recurrence matrices has been explored. Two recurrence matrix descriptors, and a general way of feature generation which combines early and late fusion strategies, have been proposed. The experiments reveal that the proposed descriptors offer competitive results despite being simpler than an existing one in the context of recurrence matrices. However, the performance depends on having enough training examples and/or using advanced classifiers. Further work Table 5 : Accuracy (%) with classifiers NN and SVM (C = 10 4 ), RM descriptor PaD, and feature combination Φ 3 and Φ 4 (see Table 4 ) on different sets of views (IXMAS dataset) for training and testing. is required to understand why the proposed system (descriptors, fusion strategy, or classifier) is somehow behind the state-of-the-art results, so that it can be made more discriminative, yet as simple as possible. Combining features of different nature (such as shape, motion, and time-contextual information) generally improves the performance over individual subsets of these features. However, it is observed that which frame descriptors are chosen and how they are combined may significantly affect the performance in a data-dependent way. Consequently, devising an efficient procedure to select both, a proper subset of the descriptor parts, and a suitable fusion strategy, is among the most interesting research possibilities.
