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Nitrogen-vacancy centers in diamond show great potential as magnetic1,2, electric3 and thermal
sensors4 which are naturally packaged in a bio-compatible material. In particular, NV-based mag-
netometers combine small sensor volumes with high sensitivities under ambient conditions. The
practical operation of such sensors, however, requires advanced quantum control techniques that
are robust with respect to experimental and material imperfections, control errors, and noise. Here,
we present a novel approach that uses Floquet theory to efficiently generate smooth and simple
quantum control pulses with tailored robustness properties. We verify their performance by apply-
ing them to a single NV center and by characterising the resulting quantum gate using quantum
process tomography. We show how the sensitivity of NV-ensemble magnetometry schemes can be
improved by up to two orders of magnitude by compensating for inhomogeneities in both the control
field and the spin transition frequency. Our approach is ideally suited for a wide variety of quan-
tum technologies requiring high-fidelity, robust control under tight bandwidth requirements, such
as spin-ensemble based memories involving high-Q cavities5,6.
PACS numbers: 61.72.jn, 07.55.Ge, 76.30.Mi, 81.05.ug
NV-based sensing schemes rely on the optical detec-
tion of magnetic resonance to read out magnetic, elec-
tric or temperature-induced Larmor frequency shifts of
the electron spin associated with the defect. Most com-
monly, rectangular microwave pulses are used to drive
simple spin-echo or Ramsey-type sequences. In more
recent experiments, composite pulses have been shown
to improve single-NV magnetic sensitivity7 by dynam-
ically decoupling the spin from the dephasing environ-
ment. Over the last years, great effort has been in-
vested in optimizing measurement parameters and read-
out methods8–10 and in improving materials for both
single-NV11,12 and ensemble-based approaches13,14 in
bulk and nanodiamonds15.
For sensing architectures based on NV ensembles, high
defect densities are in principle desirable in order to in-
crease the fluorescence yield, but they come at the ex-
pense of increased inhomogeneous broadening due to ir-
radiation damage in the host crystal, as well as of a
decreased optical readout contrast16. In scenarios in-
volving wide-field magnetic imaging using ensembles of
NVs17,18 a number of additional complications arise: In-
homogeneities in the control field amplitude as well as
detunings due to inherent or extrinsic inhomogeneous
broadening (which can reach several MHz in high-density
samples) reduce the control fidelity. These complications
become particularly severe for randomly oriented NVs
in nanodiamonds. Simple rectangular pulses are there-
fore no longer sufficient to perform high-fidelity quantum
control (such as pi or pi2 pulses on the NV spins) and to
accurately map induced spinor phase shifts to popula-
tion differences. In bulk crystals, the dominating source
of control field inhomogeneities are the varying distances
of the spins from the current densities (in wires or an-
tennas) that excite the control field. For example, when
applying microwaves using a straight wire of rectangular
cross section (100 × 20 µm) placed on top of a diamond
sample containing shallow NVs, we measure a control
field amplitude decrease of one third within a distance of
60 µm from the wire (see Methods).
Here, we demonstrate an efficient and robust quantum
control approach that is able to greatly improve operator
fidelities (and hence sensitivities) in such challenging sce-
narios and with limited resources (such as bandwidth and
power). The effectiveness of (quantum-) optimal control
algorithms19 such as Krotov20, GRAPE21 and CRAB22
for pulse shaping has been demonstrated in a number
of fields, ranging from NMR21 to ultracold atoms23. Re-
cently, similar techniques were shown to improve fidelities
of strongly driven single-NV spin flips24 and entangling
gates in NV-nuclear spin quantum registers25. The ad-
vantage of our method of choice26 is that it permits to
easily construct spectrally narrow pulses within a well-
defined frequency window. In practice, we parametrize
the control pulse in terms of a small set (typically, 8 to
10) of time-periodic functions, and perform variational
analysis in Floquet space to optimize these parameters
to meet robustness and fidelity requirements under con-
traints.
For magnetometry with high-density, inhomogeneously
broadened NV ensembles, we optimize for robustness
with respect to control amplitude variations of±25 % and
detunings (inhomogeneous linewidth) as high as ±4 MHz.
We constrain the control amplitudes occurring in the
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2FIG. 1. Qubit evolution during a smooth optimal control pulse. a In-phase (red line) and quadrature (orange line)
control amplitude components of a smooth control pulse implementing a robust state transfer from |0〉 to |1〉. The pulse consists
of 10 harmonics (1, 2, . . . , 10 MHz), and uses a maximum control amplitude (Rabi frequency) of 9.5 MHz. It is optimized to
be robust with respect to a ±25 % variation in control amplitude and a Gaussian distribution of detunings of FWHM 8 MHz.
b Simulated (solid line) and measured (dots) evolution of the qubit population in |1〉 during playback of the pulse shown in
(a). The simulation shows coherent evolution in the rotating wave approximation. c-f Snapshots of simulated Bloch vector
evolutions at time offsets 0, 150, 300 and 500 ns during playback of the pulse (indicated by arrows) for three different control
amplitude scalings (red: 90 %, grey: 100 %, orange: 110 %) and eleven different qubit detunings (equally spaced in a ±7 MHz
range; not labelled) for each of the scalings.
pulse to the maximum Rabi frequency achievable us-
ing our equipment, i.e. 10 MHz to 20 MHz. A typi-
cal resulting control pulse is shown in Fig. 1(a) (solid
line): Consisting of only ten frequency components with
constant in-phase and quadrature amplitude coefficients,
this pulse is designed to implement a state transfer from
state |0〉 to |1〉 with a theoretical infidelity not larger
than one percent within the robustness windows speci-
fied above. As illustrated in Fig. 1(c), all spins in this
parameter range are rephased in the target state at the
end of the pulse. We note that our technique allows for
incorporating a variety of other design goals, such as min-
imal pulse duration26. More details on our theoretical
approach can be found in the Supplementary Informa-
tion.
In order to verify its properties, we now apply the pulse
shown in Fig. 1(a) to an effective qubit consisting of the
|mS = 0〉 and |mS = −1〉 states of a single NV by modu-
lating the two control amplitude components onto a res-
onant carrier microwave. Since the hyperfine structure
caused by the 14N nuclear spin associated with the NV
would have complicated the dynamics, we polarize the
nuclear spin by optical pumping in a static magnetic field
of ≈ 0.50 mT aligned with the NV symmetry axis27. We
interrupt the pulse at a series of time offsets and optically
read out the resulting spin projection of the NV, resulting
in the data shown in Fig. 1(b). We find very good agree-
ment with the expected behaviour as simulated using a
simple two-level Hamiltonian28.
Using the same polarization and readout scheme, we
now proceed to experimentally verify that the pulse is
indeed robust with respect to the detuning range (in-
homogeneous broadening) and variations of the control
amplitude that were required in the design procedure.
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FIG. 2. State transfer fidelity of rectangular and optimal pulses compared. a Measured state transfer fidelity for a
rectangular pulse using the same maximum control amplitude as the optimal pulse. b Simulated and c measured state transfer
fidelity for a range of detunings and control amplitude scalings for the optimal pulse shown in Fig. 1(a). White lines are contour
lines at fidelity 0.9. The range of detunings shown here corresponds to ≈ ±110 % of the maximum resonant Rabi frequency
used in the pulses (9.5 MHz). Since optical spin readout is limited by photon shot noise, exceedingly long integration times
would be required to directly observe the very high theoretical fidelities in the experiment. The shape of the fidelity landscape
however gets reproduced clearly in the data.
To do so, we apply the full pulses and scan the carrier
frequency over a range of ±10 MHz across resonance and
vary the control amplitude by ±50 % with respect to the
central value for which the pulse was designed. The result
is shown in Fig. 2 in comparison to the theoretical fidelity
landscape, which is in excellent agreement with the data,
only limited by the photon shot noise inherent to the op-
tical spin readout. For comparison, we performed simula-
tion and experiment with a rectangular pulse of the same
maximum control amplitude. It is apparent that our op-
timal control approach is able to meet the demanding
robustness requirements relevant for NV-ensemble-based
sensing and results in pulses with greatly increased fideli-
ties over a much wider range of detunings (as much as
±80 % of the resonant Rabi frequency) and control am-
plitudes (up to ±40 % of the correct value). Our optimal
pulses also outperform basic composite pulses29 such as
the pi2 y−pix− pi2 y and other variable rotation sequences28.
In the experiments discussed so far, we prepared our
qubit in a well-defined initial state (|mS = 0〉) before
applying the control pulses, so the pulses we examined
merely transferred the system from one specific initial
state to one final state. However, in interferometric sens-
ing schemes (based on Ramsey or spin echo sequences) as
well as in general quantum information processing tasks,
it is imperative that the pulses implement a specific time
evolution, i.e. propagator, and not just a transfer from
one specific state to another (which could be achieved
using many different propagators). Experimentally, this
property can be proven by performing quantum process
tomography30: Each member of a complete set of Hilbert
space basis states is prepared, the operation under test
applied to each, and the result characterized by state
tomography28. When performing this experiment with a
pix pulse on resonance and with ideal control amplitude,
we obtain a process matrix that agrees with the ideal re-
sult at a fidelity of 99 % (see Fig. 3). Remarkably, when
repeating the tomography with the same pulse scaled to
87.5 % of the ideal amplitude, the fidelity decreases only
slightly to a value of 92 %. When using the ideal con-
trol amplitude, but a detuning of 8 MHz, we measure a
fidelity of 93 % (Simulated values: 92 % for both cases.
Simulated values for rectangular pulses of same maxi-
mum Rabi frequency: 85 % and 84 %, respectively).
Having shown the robustness and fidelity of our smooth
control pulses using a single NV center, we are now in
a position to apply them to the system that they were
designed for – an ensemble of inhomogeneously broad-
ened NVs – and perform magnetic sensing. We use a
layer of NVs (thickness 8 nm), which was formed 12 nm
below the surface of a CVD diamond of high chemical
purity by nitrogen ion implantation. The NV ensemble
has a linewidth of 960 kHz (FWHM). We perform AC
magnetometry by repeatedly initializing the NV spins
in the |mS = 0〉 state by non-resonant optical pumping,
driving a spin echo sequence with fixed free precession
time τ and reading out the spin projection via opti-
cally detected magnetic resonance, akin to the protocol
used in earlier work2. To characterize our magnetome-
ter, we deliberately apply an AC magnetic field of pe-
riod 2τ in phase with the spin echo sequence and scan
its amplitude B. This causes a modulation of the spin
echo amplitude which serves as the magnetometric sig-
nal S(B) ∝ cos gµBB, where g ≈ 2 is the NV electron
g-factor, and µB is the Bohr magneton. From the slope
δS/δB of the signal and the noise level we extract the
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FIG. 3. Robustness of single qubit gate implemented by smooth optimal control pulse characterized by quantum
process tomography. Process tomography of a pix smooth optimal control pulse for a correct (100 %) control amplitude and
no detuning, b for correct control amplitude and 8 MHz detuning, c for 87.5 % of the correct control amplitude and no detuning.
Maximum resonant Rabi frequency used in the pulse: 20 MHz. See Supplementary Information for measurement scheme and
analysis details.
sensitivity, which we plot in Fig. 4. For comparison, we
performed the experiment with simple, rectangular con-
trol pulses, as well as with optimal pulses. In order to
emulate conditions typical for wide-field sensing geome-
tries, we scan the detuning of our ensemble as well as
the control amplitude across a range of values. While
for the optimal pulses the sensitivity remains constant
across the recorded parameter range, for the rectangular
pulses it drops off by one to two orders of magnitude as
the detuning becomes larger (i.e. for NVs further away
from a bias wire in wide-field magnetometry, or for broad
ensembles). Similarly, but less pronounced, we observe a
larger drop in sensitivity at large control amplitude mis-
matches for the rectangular pulses than for the optimal
pulses. All sensitivity values are corrected for count rate
limitations of our setup28.
The absolute magnetic sensitivity achievable with an
NV ensemble is inversely proportional to the square
root31 of its dephasing time T2 and depends on a num-
ber of material parameters16. In our experiments, we
have T2 = 2.2 µs, which can be greatly extended using
advanced growth techniques17.
To summarize, we have demonstrated how the mag-
netic sensitivity of NV-ensemble magnetometry can be
improved by up to two orders of magnitude. Our strat-
egy builds on greatly reducing control errors due to inho-
mogeneous broadening and control amplitude variations
using smooth, robust optimal control pulses. The abso-
lute sensitivity achieved in our experiments is limited by
the density of NVs, their dephasing time and the read-
out contrast, all of which can be further improved by
optimizing implantation and material parameters. Using
quantum process tomography, we have shown that our
smooth control pulses are able to perform quantum gates
at high fidelity even under significant deviations (25 %)
in control amplitude and large detunings (40 % of Rabi
frequency), while meeting tight bandwidth requirements.
Thus, the versatility and robustness of our smooth quan-
tum optimal control technique enable a broad range of
applications across material systems.
METHODS
NV center as a qubit and magnetometer
The negatively charged nitrogen vacancy center in dia-
mond (NV) is a point defect consisting of a nitrogen atom
on a carbon lattice site and an adjacent vacancy. Its op-
tical ground state is a spin triplet, with the mS = 0 and
mS = ±1 states split by D = 2.87 GHz in zero external
magnetic field. The spin projection can be initialized
and read out optically due to a spin-selective shelving
mechanism: The mS = ±1 states fluoresce up to 30 %
less due to an increased branching ratio for an intersys-
tem crossing process from the optical excited state (spin
triplet) to a metastable intermediate singlet state via a
phonon-mediated process. From the singlet state, the
system preferrably decays into the mS = 0 sublevel of the
ground state. Hence, simple off-resonant optical excita-
tion results in a spin-projection dependent fluorescence
rate (into a broad window from ≈ 637 nm to 800 nm) as
well as spin polarization.
In the most likely case of a center involving a 14N
nucleus (nuclear spin I = 1), the electron spin reso-
nance transitions are hyperfine-split by ±2.3 MHz. In
our single-NV experiments (Figs. 1–3), we prepare our
qubit level |0〉 = |mS = 0,mI = −1〉 by off-resonant op-
tical pumping in a magnetic field of ≈ 50 mT aligned
with the NV symmetry axis. In addition to electron
spin polarization, this leads to nuclear spin polarization
due to spin flips in the vicinity of an excited state level
anticrossing27. The level |1〉 = |mS = −1,mI = −1〉 is
used as the qubit excited state. For the magnetometry
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FIG. 4. Improved magnetometric sensitivity under conditions akin to wide-field sensing. a Measured ensemble-
based sensitivity of a spin-echo AC magnetometry scheme using rectangular pulses (left panel) and smooth optimal pulses (right
panel) for a range of detunings and control amplitude scalings. Note the logarithmic color scale. White pixels indicate data
points that were discarded due to experimental instabilities. The smooth pulse sequence consisted of a |0〉 → (|0〉+ |1〉) /√2
state transfer pulse, followed by a phase collection time τ = 1.2µs, a piy pulse, collection time τ , and a final pi2 y pulse. See
Supplementary Information for pulse design parameters. Right vertical axis indicates approximate distances from the antenna
wire (100× 20µm) generating the control fields (data obtained from a linear fit to measurements of relative Rabi frequency vs.
distance from wire) b Data from (a) integrated along the vertical axis and c horizontal axis.
experiments, the nuclear spins were not polarized, and
the static magnetic bias field was ≈ 3 mT. Any addi-
tional external magnetic fields change the Zeeman shift
by ∆ω ≈ 2pi × 28 MHz mT−1, which can be read out us-
ing the spin-echo based pulse sequence described in the
main text.
Experimental setup and sample description
All experiments were carried out in a home-built
room temperature confocal microscope: Light from an
intensity-stabilized 532 nm diode pumped solid state
laser is chopped using a fast acousto-optical modulator
with ns rise time, passed through a single-mode optical
fibre, reflected off a dichroic mirror and focussed onto the
piezo-stage mounted sample using an oil immersion ob-
jective (Olympus PLAPON NA=1.4). Fluorescence from
the sample is collected by the same objective, passed
through the dichroic mirror (passband > 650 nm), fo-
cussed onto a confocal pinhole to block out-of-focus light
and imaged onto two single photon counting modules
(Perkin Elmer) through a non-polarizing beam splitter.
An additional filter (passband > 750 nm) is placed into
the beam path after the confocal pinhole during the mag-
netometry experiments in order to increase the readout
contrast28.
Microwaves from two independent sources (Anritsu
and TTI) are used to drive electron spin resonance tran-
sitions. The smooth control pulses are downloaded into
a home-built FPGA-based arbitrary waveform genera-
tor (200 MS/s, 14 bit, 2 ch) and amplitude-modulated
onto the carrier microwaves using an IQ mixer (Marki
IQ LMP-1545). A pulse generator card (Spincore Pulse-
blaster) is used to trigger and time the pulse sequences.
Microwaves are amplified to up to 30 dBm (Minicircuits
6ZHL-16W-43+) and delivered to the sample via a copla-
nar waveguide sample holder and a 100µm gold wire
placed across the sample. To calibrate the decrease in
control amplitude with distance from the gold wire (right
vertical scale in Fig. 4(a)), we perform Rabi frequency
measurements at a series of distances from the wire while
keeping the exciting microwave power constant. The re-
sulting dependence is captured well by a linear fit.
Static magnetic fields of several mT are applied using
a set of three coils mounted at right angles symmetrically
around the focal spot and aligned to the defect symme-
try axis (crystallographic 〈111〉 direction). Larger static
fields are applied by mounting a permanent magnet next
to the sample. Small AC magnetic fields for magnetome-
ter calibration are applied using a small coil placed next
to the sample, which is driven by a commercial arbitrary
waveform generator (Agilent). For the single-NV exper-
iments, naturally occurring defects in isotopically pure
CVD diamonds (Element-6 quantum grade) were used.
For ensemble-based work, a CVD diamond of natural iso-
tope composition (Element-6 electronic grade) was im-
planted with nitrogen ions and subsequently annealed to
form a ±4 nm layer 12 nm below the surface of the sam-
ple.
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Appendix A: Smooth optimal control theory
As recently introduced26,32, smooth optimal control
searches for control amplitudes ajk such that a certain
target functional F becomes maximal. Here, the am-
plitudes ajk are the Fourier components in the control
Hamiltonian
Hc(t) =
∑
k
N∑
j=1
ajk sin(jΩt)hk (A1)
with fundamental frequency Ω and operators hk. Con-
trol is exerted on a time-independent system Hamiltonian
H0. A common way to find the right amplitudes is to use
gradient-based methods. For this purpose, one has to cal-
culate the derivatives ∂U∂ajk of the time evolution operator
U . As the Hamiltonian of the problem is periodic in time,
Floquet’s theorem can be used and U can be computed
in frequency space26,33. The derivatives can be evaluated
using perturbation theory in Floquet space, as a deriva-
tive is nothing else but the response to an infinitely small
perturbation26.
In the present work, the case of an NV center controlled
by a microwave pulse can be modelled by the Hamilto-
nian
H =
ω0
2
σz + 2α(r) cos(ω0t)(f1(t)σx + f2(t)σy). (A2)
Using the rotating-wave approximation and comparing
with Eq. (A1) yields:
H0 =
ω0
2
σz h1 = ασx h2 = ασy. (A3)
As we target the implementation of pulses that work for
ensembles of NV centers with different detunings ω0 and
relative control amplitudes α, the target functionals will
always be averaged over these quantities. More explicitly,
we used the following target functionals:
Ffid = |〈ψf |U(tf )|ψi〉|2, (A4)
where an initial state |ψi〉 is to be transferred to a fi-
nal state |ψf 〉 at a moment tf in time, and the operator
measures
Fop = 1
2
Re Tr
(
U(tf )U
†
f
)
, (A5)
where a unitary gate Uf is to be implemented at t = tf .
In addition, a penalty functional
Fp = −p
∑
j,k
a2jk (A6)
with a parameter p > 0 can be used in order to limit the
power of the pulse. In practice, we started our algorithm
with a high value of p and then reduced it in each itera-
tion step by a small amount ∆p. If, however, the maximal
amplitude of the pulse exceeded a certain threshold Amax,
we again increased p by ∆p. This method also helps to
avoid local maxima, as compared to the unbounded con-
trol.
In the following, the reader will find the Fourier com-
ponents (in MHz) of the pulses we used:
7pulse a1,1 a1,2 a1,3 a1,4 a1,5 a1,6 a1,7 a1,8 a1,9 a1,10
pi -1.177 1.646 -0.549 -1.668 -0.627 0.151 1.680 -0.024 0.858 1.311
(pi/2)y 1.248 -0.573 -4.553 -0.530 -8.790 0.677 -1.413 0.736 -4.158 2.075
pix 6.498 -0.916 -5.901 0.169 2.727 0.929 -6.137 -0.009 -10.532 -3.960
pulse a2,1 a2,2 a2,3 a2,4 a2,5 a2,6 a2,7 a2,8 a2,9 a2,10
pi -0.150 -0.355 0.253 1.165 0.069 0.470 -0.649 -0.814 0.643 -0.657
(pi/2)y 6.454 -0.904 -6.097 -0.376 4.378 -2.946 -7.539 -1.205 -10.375 1.931
pix 0.572 0.483 -3.400 -0.147 -9.616 -0.126 -0.361 -1.531 -0.649 1.035
as well as the other parameters of the pulse (pulse du-
ration T , bandwidth νmax and maximal Rabi frequency
Amax):
pulse T/ns νmax/MHz Amax/MHz
pi 500 10 9.49
(pi/2)y 250 20 18.8
pix 250 20 19.4
Appendix B: Quantum process tomography and
process fidelity
1. Quantum process tomography
In order to analyse the performance of the smooth con-
trol pulses as quantum maps (as opposed to just giving
their effect on a single input state), we perform quantum
process tomography (QPT) and calculate the experimen-
tal process fidelity. We implement the QPT scheme given
in Ref. 34, which is summarized and applied to our case
in the following:
We aim at characterising the effect of a process E on an
arbitrary input quantum state ρ, E (ρ). We write E (ρ)
in the χ-matrix representation:
E (ρ) =
d2∑
m,n=1
χmnAmρA
†
n, (B1)
where the operators Ai form a complete basis set of
operators, and d is the dimension of our state space.
The matrix χ is positive Hermitian by construction and
fully characterizes the process E . The trace preserva-
tion constraint on E results in the completeness relation∑d2
m,n=1 χm,nA
†
nAm = 1.
For a two-level system (d = 2), the matrix χ has 4 ×
4 elements of which four follow from the completeness
relation, and twelve have to be measured. By choosing
Ai = {I, σx, (−iσy), σz} (where I is the identity and σ
are the Pauli spin operators), the task reduces to a rather
simple procedure, as given in Ref. 35:
• The qubit is consecutively prepared in each of the
four initial states |Ψi〉 = {|0〉, |1〉, |+〉 = 1√2 (|0〉 +
|1〉), |−〉 = 1√
2
(|0〉 + i |1〉) }. NV centers can be
easily prepared in |0〉 by off-resonant optical ex-
citation, the other states are reached from |0〉 by
applying (rectangular) pi and pi2 pulses.
• For each initial state, the process E (i.e., the smooth
optimal control pulse) is applied.
• To determine the resulting states E (|Ψi〉 〈Ψi|) by
quantum state tomography, we measure the expec-
tation values of the three spin projections σx, σy,
σz. Only the projection onto |0〉 (i.e., σz) can be
read out via fluorescence readout, so in order to
obtain the other projections, the qubit has to be
rotated accordingly before fluorescence readout us-
ing (rectangular) pi and pi2 pulses. The readout of
each projection for each of the basis states is inte-
grated over 10 million shots.
• From the measured density matrices, we calculate
the four matrices
ρ′1 = E (|0〉 〈0|) (B2)
ρ′4 = E (|1〉 〈1|) (B3)
ρ′2 = E (|+〉 〈+|) (B4)
− iE (|−〉 〈−|)− (1− i)(ρ′1 + ρ′4)/2 (B5)
ρ′3 = E (|+〉 〈+|) (B6)
+ iE (|−〉 〈−|)− (1 + i)(ρ′1 + ρ′4)/2 (B7)
• Finally, the process matrix χ is calculated from the
ρ′i:
χ =
1
2
[
I σx
σx −I
] [
ρ′1 ρ
′
2
ρ′3 ρ
′
4
] [
I σx
σx −I
]
. (B8)
This is the matrix plotted for three cases in Fig. 3.
For the three cases shown in Fig. 3, the numerical values of the measured χ matrices are as follows:
(a) for correct (100 %) control amplitude and no detuning
8χ =
 (0.001 + 0.000i) (0.001 + 0.089i) (−0.011− 0.005i) (0.002− 0.010i)(0.001− 0.089i) (0.991 + 0.000i) (−0.002− 0.003i) (−0.022 + 0.005i)(−0.011 + 0.005i) (−0.002 + 0.003i) (−0.012 + 0.000i) (0.001− 0.002i)
(0.002 + 0.010i) (−0.022− 0.005i) (0.001 + 0.002i) (0.020 + 0.000i)

(b) for correct control amplitude and 8 MHz detuning
χ =
 (0.005 + 0.000i) (−0.050 + 0.009i) (0.014 + 0.040i) (−0.034 + 0.013i)(−0.050− 0.009i) (0.928 + 0.000i) (0.034− 0.083i) (0.237− 0.040i)(0.014− 0.040i) (0.034 + 0.083i) (0.017 + 0.000i) (−0.050 + 0.024i)
(−0.034− 0.013i) (0.237 + 0.040i) (−0.050− 0.024i) (0.050 + 0.000i)

(c) for 87.5 % of the correct control amplitude and no detuning
χ =
 (0.104 + 0.000i) (−0.006 + 0.268i) (0.017 + 0.012i) (−0.000 + 0.004i)(−0.006 +−0.268i) (0.924 + 0.000i) (0.000 +−0.015i) (−0.020 +−0.012i)(0.017 +−0.012i) (0.000 + 0.015i) (0.005 + 0.000i) (−0.006 + 0.010i)
(−0.000 +−0.004i) (−0.020 + 0.012i) (−0.006 +−0.010i) (−0.033 + 0.000i)

Quantum process fidelity
In order to quantify the fidelity of the experimentally
realized processes in comparison to the ideally desired
ones, we use the fidelity measure discussed in Ref. 36 and
used in Ref. 34: We start by expressing the experimental
process matrix χ as a so-called process density matrix
according to the Jamiolkowsk-formalism:
ρE = [I ⊗ E ] (|Φ〉 〈Φ|) , (B9)
where |Φ〉 〈Φ| is a projector onto a maximally entan-
gled state in the Hilbert space of two qubits |Φ〉 =∑
j |j〉 |j〉 /
√
d. The set of states {|j〉} is an orthonor-
mal basis set of the one-qubit space. For d = 2, this can
be rewritten as
ρE =
1
2
∑
ij
|i〉 〈j| ⊗ E (|i〉 〈j|) . (B10)
For the ideal case of a perfect pix pulse we obtain
ρideal =
1
2
0 0 0 00 1 1 00 1 1 0
0 0 0 0
 = |ψ〉 〈ψ| , (B11)
i.e. the density matrix of the pure state |ψ〉 =
(0, 1, 1, 0)/
√
2.
For our choice of basis operators Ai, the experimental
process matrix χ is equal to the Choi matrix, which is
proportional to the experimental process density matrix
ρE ; hence we get
ρE =
1
d
χ =
1
d
d−1∑
i,j=0
E (|i〉 〈j|)⊗ |i〉 〈j| . (B12)
Now we can evaluate the fidelity
F (ρideal, ρE) = tr
(√√
ρidealρE
√
ρideal
)2
(B13)
which for a pure ρideal = |ψ〉 〈ψ| simplifies to
F (|ψ〉 , ρE) = 〈ψ| ρE |ψ〉 . (B14)
This is the quantity quoted for three different realiza-
tions of a smooth optimal control pix-pulse in Fig. 3.
Physicality of estimated process
Effects such as noise and finite sampling of the expec-
tation values can lead to one or more eigenvalues of the
process matrix χ to be negative, i.e. to the inference
of an unphysical process from the data34. To estimate
the unphysicality of the inferred process, we first find a
physically valid process matrix χ˜ which is as close as pos-
sible to the measured process matrix χ, but has real and
positive eigenvalues only.
We define a d2 × d2 complex, lower triangular matrix
T (t) with d4 real parameters t(i):
T (t) =
 t1 0 0 0t5 + it6 t2 0 0t11 + it12 t7 + it8 t3 0
t15 + it16 t13 + it14 t9 + it10 t4
 , (B15)
which can be used to form a completely positive matrix
χ˜:
χ˜ = T †(t)T (t) (B16)
9D ||X||Fro
0 MHz detuning, 100% control amplitude 0.021 0.025
8 MHz detuning, 100% control amplitude 0.027 0.032
0 MHz detuning, 87.5% control amplitude 0.021 0.024
TABLE I. Estimates of the unphysicality of the measured
process matrix χ for the three different processes shown in
Fig. 3.
We numerically find the optimal χ˜ by minimizing its
deviation ∆ from the measured χ:
∆ (t(i)) =
d2∑
mn
|χ˜mn(t)− χmn|2 , (B17)
under the constraint of trace preservation
d2∑
mn
χ˜mn(t)A
†
nAm = 1. (B18)
Following Ref. 34, we calculate a number of measures
of the difference between χ and χ˜ to get an estimate
of the unphysicality of χ. Possible measures are the
Frobenius norm ||X||Fro =
√
tr [X∗X] of the difference
matrix X = χ − χ˜ and the trace-distance D (χ, χ˜) =
1
2 tr
[√
(χ− χ˜)†(χ− χ˜)
]
, all of which are given in Table I
for the three realizations of a smooth optimal control pix
pulse for which process tomography was done:
Note however, that these distance measures depend on
the choice of the QPT basis operators Ai and therefore
are not comparable with results obtained using different
basis operators. The values of the unphysicality norms
for our data (Table I) are smaller than the ones obtained
in Ref. 34. Their relatively small values (2 to 3 % of
the norm of the χ matrices) are an indication that our
QPT experiments result in good reconstructions of the
quantum process.
Appendix C: State transfer fidelity: Comparison to
composite pulses
A great number of composite pulses (i.e., sequences of
rectangular pulses) have been developed for nuclear mag-
netic resonance experiments, including many that are ro-
bust with respect to control amplitude deviations and
detunings. While it is beyond the scope of this work
to provide an in-depth comparison of these pulses to our
smooth optimal control pulses, we examine one particular
example: Ref. 29 discusses the sequence
(
pi
2
)
y
−pix−
(
pi
2
)
y
,
which effectively results in a pix spin flip while offer-
ing good robustness properties (better results can be
achieved with sequences of more than three pulses). In
Fig. C, we plot the simulated |0〉 to |1〉 transfer infidelity
(i.e., one minus the expectation value of P (1) after the
pulse) of this sequence in comparison to a hard pix-pulse
and a smooth optimal control pulse, on linear and log-
arithmic scales. The three control pulses are scaled to
the same maximum control amplitude (Rabi frequency
10 MHz). Consequently, the simple hard pulse is short-
est (50 ns), followed by the composite sequence (100 ns),
and the smooth optimal pulse (500 ns).
Both on the linear and even more so on the logarithmic
colour scale, the better performance of the smooth opti-
mal control pulse is evident: The area of low infidelities
encompasses much larger ranges of detunings and control
amplitude inhomogeneities. Especially where very good
(< 1 % and< 0.1 %) infidelities are required, smooth con-
trol pulses offer a clear advantage. Note that the smooth
optimal control pulse shown here was designed for good
fidelity over a large range of parameters for magnetome-
try purposes. Using the same control amplitude, modu-
lation bandwidth and time budget, a considerably higher
fidelity within a smaller window can be achieved.
Appendix D: Evaluation of magnetometric
sensitivity
Following the protocols used and discussed in Refs. 2,
3, and 31, we measure the projection of an external AC
magnetic field B onto the NV symmetry axis by reading
out the modulation of the spin echo amplitude caused
by the field. We synchronise the free precession inter-
vals of the spin echo sequence to the half-periods of the
external field. Due to the Zeeman effect, the energies
of the |ms| = 1 spin sub-levels get shifted into oppo-
site directions relative to the ms = 0 component during
the first and second free precession periods, respectively.
The resulting phase difference ∆φ between the ms = 0
and |ms| = 1 components of the precessing superposition
state is converted to a difference in σz population by the
final pi2 pulse of the sequence. We read out the σz popu-
lation by exciting the center at 532 nm and recording the
fluorescence intensity I, resulting in the magnetometric
signal S:
S = I = CNtot cos ∆φ. (D1)
For simplicity, we assume B to be a square wave of
amplitude B0. The change in magnetometry signal dS
due to a change of magnetic field amplitude δB is the
measured modulation ∆I in fluorescence photon counts:
dS =
∣∣∣∣ ∂S∂B
∣∣∣∣ δB = ∆I (D2)
= |2NtotCτµBg sin (2τµBgB0)| · δB (D3)
≈ 2NtotCτµBg · δB. (D4)
Here, C is the fluorescence readout contrast, Ntot is the
number of photons collected, τ the free precession time,
µB the Bohr magneton and g ≈ 2 the NV center g-
factor. Note that the readout contrast C decreases as
τ approaches the dephasing time T2: Typically, C ∼
10
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FIG. 5. Comparison of simulated |0〉 to |1〉 transfer infidelity (i.e., one minus the expectation value of P(1) after the pulse)
for (a) a hard pix-pulse, (b) the composite hard pulse sequence
(
pi
2
)
y
− pix −
(
pi
2
)
y
, and (c) a smooth optimal control pulse
implementing the same operation. Upper row: linear, lower row: logarithmic colour scale. Lower values of the infidelity
correspond to better performance. Contour lines as labelled in the plots. For (a) and (b) in the lower row, the 0.99 contour
line collapses to less than one pixel and is therefore not shown.
exp [−(τ/T2)n], with n ≈ 0.5 . . . 2 (cf. Ref. 37). Since
we are interested in finding the largest change in signal,
and hence the best sensitivity, we evaluate the change
in signal at its steepest slope, and hence we set the sine
equal to one in the last simplification.
We define the smallest detectable magnetic field δBmin
as the signal that is just as large as the noise, i.e. at
a signal to noise ratio SNR = 1. The noise is limited
by the photon shot noise,
√
Ntot. The total number of
photons collected in a magnetometry measurement de-
pends on the peak counts per second (Ncps) generated
by the detection optics and electronics, the total integra-
tion time T , and the ratio of per-shot signal acquisition
time tacq (200 ns in our case) to the total duration of one
shot (which consists of preparation and free precession
phases):
Ntot = Ncps
tacq
2τ + tpreparation
T (D5)
Hence, the minimum detectable magnetic field is in-
versely proportional to the square root of the total pho-
ton number, which rises linearly with the total integra-
tion time T :
δBmin =
1
NtotCτµBg
√
Ntot
(D6)
Multiplying out the root of the integration time yields
the sensitivity in units of T/
√
Hz.
To measure the sensitivity, we scan the amplitude of an
applied magnetic field and record the sinusoidal modula-
tion of the fluorescence intensity. We fit the oscillation,
determine the steepest slope, and compare it to the noise
on the oscillation (taken as the standard deviation of the
fit residuals). The sensitivity is the change in signal that
is just as large as the noise.
The photon count rate and the readout contrast – and
hence the sensitivity – depend on the excitation laser
power and the choice of colour filters placed in the flu-
orescence path, as well as the chemical structure of the
host material, which has to be carefully optimized. The
excitation power clearly affects the fluorescence rate, but
also the dynamic equilibrium between the negative (NV-)
and neutral (NV0) charge states of the center. Only
NV- fluorescence contributes to the magnetometric sig-
nal, while NV0 is insensitive to magnetic fields and con-
11
tributes to the background. The fluorescence spectra of
the two charge states largely overlap, so careful choice of
the fluorescence filter passband is required to find an op-
timal trade-off between signal strength and contrast. We
found that a 750 nm long pass filter maximizes the sensi-
tivity. In our experimental realization, it was necessary
to use rather low excitation power (50 µW) due to the
limited dynamic range of our detectors. This lowers the
number of fluorescence photons emitted and hence the
sensitivity. Since this limitation would be easy to over-
come by using more suitable detectors, we correct for its
effect during data analysis.
As illustrated in Fig. 4, the sensitivity drops signifi-
cantly when the control pulses are detuned from reso-
nance for a conventional, hard pulse (for example, due
to a spatial or temporal inhomogeneity of a bias field).
This is due to the fact that a detuning leads to control
errors and imperfect pi and pi2 rotations in the spin echo
sequence. Consequently, the position of steepest slope
of the signal gets shifted. In a practical measurement
scenario, this effect however would be unknown and con-
tribute to a loss in sensitivity. To realistically quantify
the sensitivity, we therefore have to evaluate the slope
at the position of steepest slope for the undetuned case.
Similarly, a temporal or spatial change or inhomogene-
ity in control amplitude (over the integration time of the
measurement, or measurement area) worsens sensitivity,
unless alleviated by robust control methods. We note
that the symmetric nature of the spin echo sequence al-
ready results in some degree of robustness with respect to
these control errors, even when using rectangular pulses
(likely more so than the Ramsey sequences typically used
in DC magnetometry).
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