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Abstract
In 2002, Chartrand et al. proved that for any integer k ≥ 3, any tree with locating chromatic
number k will have maximum degree at most (k − 1)2k−2. Unfortunately this result turns out to
be false. In this paper, we correct this result. We prove that for any integer k ≥ 3, the maximum
degree of a graph with locating-chromatic number k is at most 4 · 3k−3. We also prove that the
maximum degree of a graph with partition dimension k is 3k−1 − 1. These two upper bounds are
tight not only for graphs in general but also for trees. We also prove that both of this upper bound
are achieved by olive tree On, namely a tree obtained by a special subdivision of a star. Further-
more, we show that pd(On) = ⌊log3 n⌋+ 2 and χL(On) =
⌈
log
3
(
n
4
)⌉
+ 3.
Keywords : partition dimension, locating-chromatic number, maximum degree, olive, tree,
graph.
1 Introduction
Let G = (V,E) be a simple, undirected, and connected graph. For two vertices u and v, the distance
dG(u, v) between from vertex u and vertex v is the length of a shortest u− v path. For any u ∈ V and
S ⊆ V , the distance from vertex u to S is defined by dG(u, S) = min{dG(u, v) : v ∈ S}. If G is clear we
simply use d(u, v) and d(u, S) instead.
A set of vertices S resolves two vertices u and v if d(u, S) 6= d(v, S). A partition Π = {S1, S2, · · · , Sk}
of the vertex-set V is called a resolving partition if for every two vertices, there exists a partition class
Si ∈ Π that resolves them. Note that to show Π is a resolving set, it suffices to verify that vertices
in the same partition is resolved. The partition dimension of G, denoted by pd(G), is the minimum
number of partitions in a resolving set of G. The representation of a vertex v with respect to Π is given
by r(v|Π) = (d(v, S1), d(v, S2), · · · , d(v, Sk)).
For an integer k ≥ 1, a map c : V → {1, 2, · · · , k} is a k-coloring if c(u) 6= c(v) for every adjacent
vertices u and v. The chromatic number of G, denoted by χ(G), is the smallest integer k such that G
has a k-coloring. Let Πc = C1 ∪ C2 ∪ · · · ∪ Ck be the partition induced by the coloring c in G, where
Ci = {v ∈ V |c(v) = i}. The coloring c is called a locating k-coloring (or simply a locating-coloring) if
Πc forms a resolving partition of G. The locating-chromatic number of G, denoted by χL(G), is the
smallest integer k such that G has a locating k-coloring. The color code of a vertex v with respect to c
is given by rc(v) = r(v|Πc).
Chartrand et al. [2] introduced the notion of the locating-chromatic number of a graph. They
derived some bounds of the locating-chromatic number of a graph in terms of its order and diameter.
The locating-chromatic numbers of some well-known graphs are also obtained, such as for paths, cycles,
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double stars, and complete multipartite graphs. The existence of a tree of order n ≥ 5 having locating-
chromatic number k for any k ∈ {3, 4, ..., n − 2, n} is also shown. However, in general, finding the
locating-chromatic number (as well as the partition dimension) of a tree in general is still not completely
solved.
In [6], Furuya and Matsumoto have proposed an algorithm to estimate an upper bound for the
locating-chromatic number of any tree. This bound depends on the number of leaves and the number
of local end-branches in a tree. However the bound is still far from the exact values in general. Re-
cently, Assiyatun et al. [1] proposed an improved algorithm for calculating the upper bound for the
locating-chromatic number of any tree. The bound obtained is much better than the one of Furuya and
Matsumoto.
The correlation between the maximum degree of a graph with its metric dimension is used to
characterize infinite graphs with finite metric dimension [3]. The maximum degree of a graph having
certain partition dimension (locating chromatic number) is also needed to characterize infinite graphs
with finite dimensions.
A spider Sn(a1, a2, · · · , an) for n ≥ 2, is the graph obtained from a star Sn+1 on n+1 vertices by
subdividing the ith edge of Sn+1, ai−1 times, for all i = 1, 2, · · · , n. An olive tree On, is Sn(1, 2, · · · , n).
Formally, define the vertex-set and edge-set of the olive tree as V (On) = {a0,0}∪{ai,j : 0 < j ≤ i+1 ≤ n}
and E(On) = {a0,0ai,1 : 0 ≤ i ≤ n − 1} ∪ {ai,jai,j+1 : 1 ≤ j ≤ i + 1 ≤ n− 1}. For example, the olive
tree O5 is given in Figure 1.
a0,0
a0,1
a1,1
a2,1
a3,1
a4,1
a1,2
a2,2
a3,2
a4,2
a2,3
a3,3
a4,3
a3,4
a4,4 a4,5
Figure 1: Graph O5.
The vertex a0,0 in the olive tree is called the hub. The k
th level is the set {ai,k : k− 1 ≤ i ≤ n− 1}
and we refer by the kth end-path the subgraph induced by the set {ak,i : 1 ≤ i ≤ k + 1}.
In this paper, we shall prove that for any integer k ≥ 3, the maximum degree of any graph with
locating-chromatic number k is at most 4·3k−3. We also prove that the maximum degree of a graph with
partition dimension k is 3k−1− 1. These two upper bounds are tight not only for graphs in general but
also for trees. We also prove that both of this upper bound are achieved by olive tree On. Furthermore,
we show that pd(On) = ⌊log3 n⌋ + 2 and χL(On) =
⌈
log3
(
n
4
)⌉
+ 3. These values is also obtained by
some spiders.
2 Maximum degree
In this section, we study the maximum degree of any graph with certain partition dimension and locating
chromatic number. In particular, we show that any graph with locating-chromatic number k ≥ 3 must
have the maximum degree at most 4 · 3k−3. We also show that any graph with partition dimension
k ≥ 3 must have the maximum degree at most 3k−1 − 1.
Theorem 2.1. If G is a graph with χL(G) = k ≥ 3, then ∆(G) ≤ 4 · 3
k−3.
Proof. Let G be a graph with χL(G) = k ≥ 3. Let c : V (G)→ {1, 2, · · · , k} be a locating-coloring of G
and Πc = C1∪C2∪· · ·∪Ck be the partition induced by the coloring c in G, where Ci = {v ∈ V |c(v) = i}.
Consider the color code of any vertex v, i.e., rc(v) = (a1, a2, · · · , ak). Without loss of generality,
by permuting the colors, we may assume that c(v) = 1, and so a1 = 0, and 0 < a2 ≤ · · · ≤ ak. Let u be
a neighbor of v, and rc(u) = (b1, b2, · · · , bk). Then, |ai − bi| ≤ 1 for all i by the triangle inequality, and
so bi ∈ {ai − 1, ai, ai + 1} for all i.
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Now we prove that d(v) ≤ 4·3k−3 for any vertex v. To the contrary suppose that d(v) ≥ 4·3k−3+1.
First, group all the neighbors of v depending to the distances to colors 4, 5, · · · , k − 1, k. All neighbors
of v with the same distances to colors 4, 5, · · · , k − 1, k will be in the same group. This means that
their color codes of all members in a group will have the same ordinates in positions 4, 5, · · · , k − 1, k.
Since the distance of any neighbor of v to Ci is either ai − 1, ai, or, ai + 1, then there will be at most
3k−3 groups. Since v has d(v) ≥ 4 ·3k−3+1 neighbors, by the pigeon hole principle there exists a group
containing at least 5 vertices, say u1, u2, u3, u4, u5. The color codes of all the members of such a group
will be (1, ∗, ∗, x4, x5, · · · , xk), for some fixed nonnegative integers x4, x5, · · · , xk.
If there exists a vertex u in U = {u1, u2, · · · , u5} with c(u) ≥ 4 then c(ui) = c(u) for all i ∈
{1, 2, · · · , 5}. Therefore, 0 = a1 < a2 ≤ a3 ≤ · · · ≤ ac(u) = 1, and so a2 = a3 = 1. This implies
that for every u ∈ U , d(u, cj) is 1 or 2, for j = 2, 3. Since there are 5 vertices in U with 4 possible
representations, there will be two distinct vertices with the same color code, a contradiction.
Now, the only possibility is that the color of each vertex u ∈ U is either 2 or 3; It cannot be color 1
because u is adjacent to v and c(v) = 1. If all vertices in U have the same color, say c(u) = x for every
u ∈ U with x = 2 or x = 3, and let y ∈ {2, 3}− {x} (the other color). Then, we have that d(u,C1) = 1,
d(u,Cx) = 0, and d(u,Cy) ∈ {ay − 1, ay, ay + 1}. This means that there are 5 vertices in U with 3
possible representations, therefore there will be two vertices with the same color code, a contradiction.
So, U must contain vertices of colors 2 and 3 only, and so a2 = a3 = 1. Let u ∈ U . If c(u) = 2 then
d(u,C1) = 1, d(u,C2) = 0, and d(u,C3) ∈ {1, 2}; and if c(u) = 3 then d(u,C1) = 1, d(u,C2) ∈ {1, 2},
and d(u,C3) = 0. Again, we have 4 possible representation for at least 5 vertices, therefore there will
be two vertices with the same color codes, a contradiction.
Therefore, deg(v) ≤ 4 · 3k−3 for any vertex v. Thus, ∆(G) ≤ 4 · 3k−3.
In [2], Chartrand et al gave the following result.
Theorem 2.2. (Chartrand et.al., Theorem 4.3 in [2]) Let k ≥ 3. If T is a tree for which ∆(T ) >
(k − 1)2k−2, then χL(T ) > k.
In other form, we have that if T is a tree with locating-chromatic number χL(T ) = k (≥ 3) then
∆(T ) ≤ (k − 1)2k−2. This result is true only for k = 3 and k = 4. For k ≥ 5, Theorem 2.1 corrects
the upper bound of the maximum degree of such a tree T , namely ∆(T ) ≤ 4 · 3k−3. Figure 2 gives a
locating-coloring with k = 5 colors for a tree with ∆(T ) = 36.
1
2
1
3
1
2
3
3
2
2
1
3
1
2
3
3
2
2
1
3
1
2
3
3
2
2
1
3
1
2
3
3
2
2
1
3
1
2
3
3
2
2
1
3
1
2
3
3
2
2
1
3
1
2
3
3
2
2
1
3
1
2
3
3
2
2
1
3
1
2
3
3
2
2
1
2
1
3
1
3
1
2
3
2
3
3
2
3
2
4
1
2
1
4
1
3
1
4
3
2
3
4
2
3
2
2
4
2
1
3
4
3
1
2
4
2
3
3
4
3
2
2
1
5
1
3
1
5
1
2
3
5
3
3
2
5
2
4
1
5
1
4
1
5
1
4
3
5
3
4
2
5
2
2
4
5
1
3
4
5
1
2
4
5
3
3
4
5
2
2
1
2
5
3
1
3
5
2
3
2
5
3
2
3
5
4
1
2
5
4
1
3
5
4
3
2
5
4
2
3
5
2
4
2
5
3
4
3
5
2
4
2
5
3
4
3
5
Figure 2: A tree T with ∆(T ) = 36 and χL(T ) = 5.
Theorem 2.3. If G is a graph with pd(G) = k ≥ 3, then ∆(G) ≤ 3k−1 − 1.
Proof. Let G be a graph with pd(G) = k ≥ 3. Let Π = {S1, · · · , Sk} be a resolving partition of G
and r(v|Π) = (a1, a2, · · · , ak) be the representation of a vertex v. Without loss of generality, we may
assume v ∈ S1 and 0 = a1 < a2 ≤ · · · ≤ ak. Let s be the largest integer satisfying 1 = a2 = a3 = · · · =
as < as+1 ≤ · · · ≤ ak.
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We will count the number of possible representations for all neighbors of v. Let u be a neighbor
of v. If u ∈ S1, then r(u|Π) = (0, p2, p3, · · · , ps, ps+1, · · · , pk) with pj ∈ {1, 2} for j = 2, 3, · · · , s
and pj ∈ {aj − 1, aj, aj + 1} for j = s + 1, · · · , k but r(u|Π) 6= r(v|Π); and so the number of pos-
sible representations is at most 2s−13k−s − 1. If u ∈ St, for some t ∈ {2, 3, · · · , s}, then r(u|Π) =
(1, p2, · · · , pt−1, 0, pt+1, · · · , ps, ps+1, · · · , pk) with pj ∈ {1, 2} for j = 2, · · · , t − 1, t + 1, · · · , s and
pj ∈ {aj − 1, aj, aj + 1} for j = s + 1, · · · , k, so the number of possible representations is at most
(s− 1)2s−23k−s.
A simple induction on s can be used to prove (s + 1)2s−2 ≤ 3s−1 for s ≥ 1. The total possible
representations of u is
2s−13k−s + (s− 1)2s−23k−s − 1 = (s+ 1)2s−23k−s − 1 ≤ 3k−1 − 1
Therefore deg(v) ≤ 3k−1 − 1. Since we take an arbitrary vertex v, we have ∆(G) ≤ 3k−1 − 1.
3 Tight upper bounds and Olive trees
In this section, we will show that the upper bounds of the maximum degree in Theorems 2.1 and 2.3
are tight not only for general graph, but also for trees. Both of the bounds are achieved by olive trees.
Theorem 3.1. For every positive integer n ≥ 2, pd(On) = ⌊log3 n⌋+ 2.
Proof. If n = 2, On is a path, the result follows. Now, let n ≥ 3 be an integer. We have that
pd(On) = ⌊log3 n⌋+ 2 is equivalent to
pd(On) = k ⇐⇒ 3
k−2 ≤ n ≤ 3k−1 − 1. (1)
By Theorem 2.3, pd(On) ≥ ⌊log3 n⌋+2. Now we give an algorithm to make a partition Π = {S1, · · · , Sk}
of V (On) with k = ⌊log3 n⌋+ 2.
1. Write all the numbers 0, 1 · · · , n−1 as (k−1)-digit numbers in base 3, allowing the first digit to be
zero, this is always possible by (1). For example if n = 26, then k = 4 and write (19)10 = (201)3
and (8)10 = (022)3.
2. Define n distinct integer-sequencesAl = {a
l
1, a
l
2, a
l
3, · · · }, 0 ≤ l ≤ n−1, with the following algoritm.
• Initially, define each Al as the sequence of all 1s for each l = 0, 1 · · ·n − 1, i.e., Al =
{1, 1, 1, 1, 1, 1, 1, 1, · · ·} for each l.
• Write (l)10 = (lklk−1 · · · l3l2)3 as a (k − 1)-digit number in base 3.
• For t = 2, · · · , k, if lt 6= 0 then change the value of a
l
s with t for every s ≥ 2t− 4 + lt.
For example if n = 26, then k = 4 and the sequences Al for l = 0, 14, 19 and 24 are as follows:
A0 = A(000)3 = {1, 1, 1, 1, 1, 1, 1, · · ·} A14 = A(112)3 = {1, 2, 3, 3, 4, 4, 4, · · ·}
A19 = A(201)3 = {2, 2, 2, 2, 2, 4, 4, · · ·} A24 = A(220)3 = {1, 1, 1, 3, 3, 4, 4, · · ·}
3. Assign ai,j ∈ Sai
j
. Also assign a0,0 ∈ Sk if n = 3
k−2 and a0,0 ∈ S1 otherwise.
Now we prove that the representations of all vertices are different. Note that the sequence Al has
the following properties: (a) Al is an increasing sequence, (b) Al is different for every l, (c) a
l
1 ∈ {1, 2}
for every l, (d) If Al contains a term with value t (lt 6= 0), then the first term with value t is a
l
2t−3 (if
lt = 1) or a
l
2t−2 (if lt = 2), and (e) If n > 3
k−2, then for every t ∈ {2, · · · , k} there exists an l such that
al2t−3 = t.
(A) First, consider if 3k−2 + 1 ≤ n ≤ 3k−1 − 1. The representation of the hub is r(a0,0|Π) =
(0, 1, 3, 5, · · · , 2k − 3) by the above properties (d) and (e). Suppose there is another vertex with the
same representation, say r(ai,j) = r(a0,0) with (i, j) 6= (0, 0). We will prove that Ai contains every
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value t, 1 ≤ t ≤ k. Suppose otherwise, Ai does not contains any term of value t for some t, then the
shortest path from ai,j to a vertex in St contains the hub vertex, which means d(ai,j , St) > d(a0,0, St).
Now, for every t, 2 ≤ t ≤ k, let aist be the first term in Ai which is equal to t. From the property
(d), we have st ≤ 2t− 2 and since st − j = d(ai,j , ai,st) = d(ai,j , St) = d(v, St) = 2t− 2, then j = 0 and
st = 2t− 2 which means that i = (222 · · · 2)3. That implies that i = 3
k−1 − 1 ≥ n > i, a contradiction.
Before we prove the representations of all vertices are different, note that if the ith end-path
contains a vertex in St then the nearest vertex in St from a vertex ai,j is always a vertex in this end-
path. If the ith end-path does not contain a vertex in St then d(ai,j , St) = 2t+ j − 3 by the properties
(d) and (e).
Now we prove that r(ai,j |Π) 6= r(al,m|Π) for (i, j) 6= (l,m).
Case I: j = m. Since i 6= l then Ai 6= Al and a
i
s 6= a
l
s for some s. If s < j = m, Sz with
z = min{ais, a
l
s} is going to distinguish r(ai,j |Π) and r(al,m|Π) because Ai and Al are monotone. If
s > j = m, Sz with z is the largest between the value of a
i
s and a
l
s is going to distinguish r(ai,j |Π) and
r(al,m|Π) because Ai and Al is monotone.
Case II: j 6= m. For a contradiction, suppose r(ai,j |Π) = r(al,m|Π). Without loss of generality,
assume j < m. First note that i 6= 0, because if i = 0 then l 6= 1 which means that there exists a term
in Al which is not 1 (say a
l
s = t > 1). This means that d(a0,1, St) = 2t− 2 > 2t− 3 ≥ d(al,m, St) by the
properties (d) and (e). Next we prove m = j + 1.
If ai,j ∈ S1 then al,m ∈ S1. We know that 1 ≤ j < m, so m ≥ 2. This means that the second term
of Al is 1 and Al does not contain a term with value 2, so d(al,m, S2) = m + 1. In any case whether
Ai contains a term 2 or not, we obtain d(ai,j , S2) ≤ j + 1, which means that d(al,m, S2) > d(ai,j , S2).
Therefore ai,j /∈ S1.
Let ais = t be the first term in Ai which is not 1. Note that d(ai,j , S1) = d(ai,j , ai,s−1) = j− s+1,
then d(al,m, S1) = j − s + 1 which means that a
l
m−j+s−1 = 1. Now m − j + s − 1 ≥ s, therefore
als = a
l
m−j+s−1 = 1. Since r(ai,j |Π) = r(al,m|Π) and j > m, then Al also contains a term which equals
to t. Since ais = t is the first term in Ai which is equal to t, by the property (d), the only possible
way is for the first term of Al which equal to t must be a
l
s+1 and m− j + s− 1 = s which means that
m = j + 1.
Now we prove that Ai and Al both contain all the numbers t, 2 ≤ t ≤ k. Suppose otherwise, there
exists some t ∈ {2, 3, · · · , k} not in either Ai or Al or both. If t is not contained in both of them, then
d(al,m, St) = 2t + m − 3 > 2t + j − 3 = d(ai,j , St) because m > j. If t is not contained in Ai but
contained in Aj then d(al,m, St) = |m− (2t− 3)| = max{m, 2t− 3}−min{m, 2t− 3} ≤ m+2t− 3− 1 =
j + 2t − 3 = d(ai,j , St) because m = j + 1 and t ≥ 2. If t is not contained in Al but contained in Ai
then d(al,m, St) = m+ 2t− 3 > j ≥ d(ai,j , St) because m > j and t ≥ 2.
Since m = j + 1, r(ai,j |Π) = r(al,m|Π), and both Ai and Al contain all t, 1 ≤ t ≤ k, and also
the properties (d) and (e), the first term in Ai which equal to t ≥ 2 must be a
i
2t−3 and first term in
Al which equal to t ≥ 2 must be a
l
2t−2. This implies that i = (111 · · ·1)3 and l = (222 · · · 2)3 and
l = 3k−1 − 1 ≥ n > l, a contradiction. Therefore, the representations of all vertices are different.
(B) Now consider if n = 3k−2. For every integer i ∈ [0, 3k−2), the representation of i as a (k − 1)-
digit number in base 3 will always have the first digit to be zero. This means that k is not contained in
any sequence Al and Sk = {v}. If r(ai,j |Π) = r(al,m|Π) then their distances to Sk must be the same,
which means they are at the same level. A similar argument as in Case 2.1 can be used to show that
r(ai,j |Π) 6= r(al,m|Π).
To conclude, we have constructed a resolving partition of On with k = ⌊log3 n⌋+ 2 colors, and so
pd(On) = ⌊log3 n⌋+ 2.
Theorem 3.1 can be expressed in the following way:
Theorem 3.2. For k ≥ 2, pd(On) = k if and only if 3
k−2 ≤ n ≤ 3k−1 − 1.
Note that for k = 3 and 4 Theorem 3.2 corrects the results stated in [5] and [7]. The corrected
results are (1) pd(On) = 3 if and only if 3 ≤ n ≤ 8 and (2) pd(On) = 4 if and only if 9 ≤ n ≤ 26. The
following figure shows a resolving partition of olive O8.
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1
Figure 2: A resolving partition of O8.
Next, we shall study the locating-chromatic number of olive tree On. We will determine the exact
value of its locating-chromatic number. The tightness of the upper bound of the maximum degree in
Theorem 2.1 is achieved by the olive tree.
Theorem 3.3. For n ≥ 2, χL(On) =
⌈
log3
(
n
4
)⌉
+ 3.
Proof. Let On be an olive tree, for n ≥ 2. Since ∆(On) is n then by Theorem 2.1 we have χL(On) ≥⌈
log3
(
n
4
)⌉
+ 3.
Now, we will construct a locating-coloring on On with k =
⌈
log3
(
n
4
)⌉
+ 3 colors. Consider the
following coloring algorithm.
1. For i = 0, 1, 2, · · · , n− 1 write i = 4l+ r with r ∈ {0, 1, 2, 3} and r, l ∈ Z.
2. Write the number l in the expression of i = 4l + r as a (k − 3)-digit number in base 3, allowing
the first digit to be zero. For example if n = 108, then k = 6; write i = 79 = 4 × 19 + 3
with (19)10 = (201)3 and i = 34 = 4 × 8 + 2 with (8)10 = (022)3, so 79 = 4 × (201)3 + 3 and
34 = 4× (022)3 + 2.
3. For two distinct integers x and y, define an (x, y)-alternating sequence, i.e., the sequence x, y, x, y, · · · ,
x, y.
4. For i = 0, 1, 2, · · · , n−1, define an integer sequence Ai = {a
i
1, a
i
2, · · · } with the following algorithm.
(a) Write i = 4l + r = 4× (lklk−1 · · · l5l4)3 + r; as in step 1.
(b) Initially, define Ai for each i as an (x, y)-alternating sequence with (x, y) = (2, 1) if r = 0,
(x, y) = (3, 1) if r = 1, (x, y) = (2, 3) if r = 2, and (x, y) = (3, 2) if r = 3.
(c) For t = 4, 5, · · · , k, if lt 6= 0 then change the value of a
i
2t+lt−6
with t.
5. Let c(a0,0) = 1 and c(ai,j) = a
i
j for 0 < j ≤ i+ 1 ≤ n.
For example, if n = 108, then k = 6 and the sequences Ai for i = 0, 56, 79, 99 are as follows.
A4×(000)3+0 = {2, 1, 2, 1, 2, 1, 2, 1, 2, 1, 2, · · ·} A4×(112)3+0 = {2, 1, 2, 4, 5, 1, 6, 1, 2, 1, 2, · · ·}
A4×(201)3+3 = {3, 2, 4, 2, 3, 2, 3, 6, 3, 2, 3, · · ·} A4×(220)3+3 = {3, 2, 3, 2, 3, 5, 3, 6, 3, 2, 3, · · ·}
This is because of the facts below:
0 = 4× (000)3 + 0 56 = 4× (112)3 + 0
79 = 4× (201)3 + 3 99 = 4× (220)3 + 3.
Now, we will prove that the color codes of all vertices are different. Note that vertex a0,0 is the only
vertex whose color 1 and has neighbors with colors 2 and 3, so its color code is different from the color
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codes of the other vertices. Let ai,j and ap,q be two different vertices and write i = 4×(ikik−1 · · · i5i4)+r1
and p = 4 × (pkpk−1 · · · p5p4) + r2 as in 4(a). Let (w, x) and (y, z) be the alternating coloring for Ai
and Ap in Step 4(b). Consider the following cases.
Case I: j 6= q. In this case, ai,j and ap,q are in different level. Without loss of generality, let j > q.
If {w, x} = {y, z}, then the color s ∈ {1, 2, 3} − {w, x} is not used in Ai and Ap. Since j 6= q, then
d(ai,j , cs) 6= d(ap,q, cs). If {w, x} 6= {y, z}, then there is a color used in Ai but not used in Ap and vice
versa. Let s ∈ {y, z} − {w, x}; s is the color used in Ap but not in Ai. Note that either ap,1 or ap,2 is
colored by s, so d(ap,q, cs) < q < j < d(ai,j , cs).
Case II: j = q. Since ai,j and ap,q are in the same level, they must be in different end-paths;
i 6= p. If there is a t (4 ≤ t ≤ k) with it 6= pt, then the position of vertex with color t is different in
Ai and Ap, so d(ai,j , ct) 6= d(ap,q, ct). If it = pt for all t, then r1 6= r2, which means that Ai and Ap
have different alternating colorings. If w 6= y then these two colors will distinguish rc(ai,j) and rc(ap,q)
because they are in the same level; A similar argument can be applied if x 6= z.
Thus, we have constructed a locating-coloring of On with k =
⌈
log3
(
n
4
)⌉
+ 3 colors. Therefore,
χL(On) =
⌈
log3
(
n
4
)⌉
+ 3.
By using the same partition in Theorem 3.1 and the same coloring in Theorem 3.3, we get the
following two corollaries.
Corollary 3.1. Let n ≥ 2 and G = Sn(a1, a2, · · · , an) be a spider with a1 ≤ a2 ≤ · · · ≤ an. If
a3k+1 ≥ 2k + 1 and a2·3k+1 ≥ 2k+ 2 for all non negatif integers k ≤ log3 n, then pd(G) = ⌊log3 n⌋+ 2.
Corollary 3.2. Let n ≥ 2 and G = Sn(a1, a2, · · · , an) be a spider with a1 ≤ a2 ≤ · · · ≤ an. If
a3 ≥ 2, a4·3k+1 ≥ 2k + 3 and a8·3k+1 ≥ 2k + 4 for all non negative integers k ≤ log3
(
n
4
)
, then
χL(G) =
⌈
log3
(
n
4
)⌉
+ 3.
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