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Resumen
IP multicast es una mecanismo eficiente para distribuir contenido como vı´deo a mu-
chos usuarios, pero hoy en dı´a los proveedores de Internet filtran este tipo de tra´fico,
principalmente debido a problemas de seguridad y tarificacio´n. Para superar este tipo de
filtrados, surgio´ la idea de implementar IP multicast en los propios equipos de usuario,
pero a nivel de aplicacio´n. Este tipo de aplicaciones, denominadas en ingle´s Application
Level Multicast (ALM), tienen algunas desventajas, principalmente debido al comporta-
miento dina´mico de los usuarios que se unen y abandonan los a´rboles de distribucio´n.
Para minimizar el impacto de este comportamiento, en este proyecto se propone reali-
zar un mantenimiento distribuido de ALM que se pueda utilizar para servicios de televisio´n
sobre el protocolo IP (IPTV), en el que algunos nodos del a´rbol sera´n los encargados del
mantenimiento del mismo. Adema´s, todos los nodos tendra´n configurado un padre adop-
tivo que se asignara´ dina´micamente, y que sera´ al que se tengan que conectar en caso
de pe´rdida de conexio´n con su actual padre. Esto acelerara´ el proceso de reconexio´n de
los nodos y minimizara´ los riesgos de pe´rdidas en la distribucio´n del contenido para IPTV.
Los resultados de este proyecto muestran que se puede conseguir una ra´pida reconstruc-
cio´n del a´rbol a la vez que la carga de trabajo para el mantenimiento y administracio´n del
mismo por parte del equipo central es baja, ya que se distribuye entre todos los nodos
que componen el sistema.
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Capı´tulo 1
Introduccio´n
En este primer capı´tulo se explica cua´les son las razones que motivaron la realizacio´n
de este proyecto y los objetivos que se quieren alcanzar con las ideas planteadas en
e´l. Para ello, se explica brevemente la problema´tica y las caracterı´sticas de los a´rboles
multicast a nivel de aplicacio´n (en ingle´s Application Level Multicast o ALM) y su utilizacio´n
para la distribucio´n de canal de televisio´n sobre IP (IPTV).
1.1. Motivacio´n y objetivos
Hoy en dı´a, para transmitir vı´deo en tiempo real utilizando el protocolo IP, el me´todo
ma´s eficaz es utilizar IP multicast debido a que la informacio´n so´lo se replica en aque-
llos puntos (routers) donde haga falta, al contrario que en unicast, donde la propia fuente
debe replicar el contenido tantas veces como receptores tenga. Sin embargo, el uso de
IP multicast en entornos multi-proveedor esta´ restringido debido a la dificultad de tarificar
este tipo de tra´fico, ya que un paquete en origen puede replicarse varias veces en la red,
antes de llegar a sus posibles destinos.
Esto, unido a problemas de seguridad y escalabilidad, han hecho que IP multicast no
sea utilizado masivamente en Internet para transmitir vı´deo, por ejemplo. Sin embargo, se
puede utilizar una te´cnica en donde se crean a´rboles de distribucio´n a nivel de aplicacio´n
en vez de hacerlo a nivel de red como lo hace IP multicast. A este tipo de te´cnicas se les
llama Multicast a Nivel de Aplicacio´n o Application Layer Multicast (ALM) en ingle´s.
En los a´rboles ALM, los diferentes receptores del contenido pueden actuar a su vez
como emisores para otros equipos si disponen de los recursos necesarios, creando ası´ un
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a´rbol de distribucio´n, cuya raı´z sera´ el equipo generador de los contenidos (un Media Ser-
ver, por ejemplo). El a´rbol tendra´ tambie´n nodos hoja que recibira´n el contenido pero no
transmitira´n dicho contenido a otros nodos y, quiza´s, nodos interiores que recibira´n el
contenido de otros nodos que a su vez transmitira´n el contenido a uno o varios nodos
receptores. Se dice que si un nodo Ni envı´a datos a otro N j, el primero es padre del se-
gundo (y, lo´gicamente, el segundo sera´ hijo del primero).
El principal problema al usar cualquier te´cnica de ALM reside en el comportamiento
dina´mico de los usuarios. Si un nodo padre de uno o varios nodos, decide cambiar de
canal (o salir del sistema) el sistema debera´ reconstruir el a´rbol recolocando a los hijos
que deja hue´rfanos. Esto puede provocar un corte en la reproduccio´n del vı´deo en los
hijos que han quedado hue´rfanos, dependiendo del tiempo que se necesite para realizar
la reconstruccio´n del a´rbol. Por lo tanto, el tiempo de reconstruccio´n es un para´metro que
se debe intentar minimizar.
El tiempo de reconstruccio´n depende de varios factores y de la te´cnica utilizada para
realizar la reconstruccio´n. En las salidas ordenadas, los nodos envı´an un mensaje a un
nodo central que se encarga a su vez de reconstruir el a´rbol si fuese necesario. El nodo
central conoce la estructura completa del a´rbol y los recursos disponibles de cada uno de
los nodos, por lo que puede decidir co´mo recolocar a los nodos hue´rfanos, balanceando
la estructura del a´rbol resultante. Una vez aplicado el algoritmo de reconstruccio´n, el nodo
central envı´a la informacio´n a cada uno de los nodos hue´rfanos para asignarles nuevos
padres.
Uno de los mayores inconvenientes de este mecanismo es que un nodo central debe
tener la informacio´n completa de todos los a´rboles de distribucio´n para que el algorit-
mo proporcione un resultado o´ptimo en cuanto a la distribucio´n de carga de los nodos.
Adema´s, el tiempo de reconstruccio´n del a´rbol depende del tiempo de ejecucio´n de dicho
algoritmo y del tiempo de transmisio´n y propagacio´n hasta recibir la informacio´n con el
nuevo padre al que se deben conectar.
Como se puede ver, la construccio´n de este tipo de arquitecturas no esta´ exenta de
problemas a pesar de las ventajas que conlleva. En este proyecto se quiere llevar este
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sistema un paso ma´s adelante utilizando un mecanismo novedoso basado en la adminis-
tracio´n del a´rbol por niveles. La idea es descentralizar la administracio´n, cediendo parte
del control del a´rbol a algunos nodos que lo componen (un elemento de control en cada
nivel), y conseguir ası´ que se reconfigure ma´s ra´pidamente. Esto sera´ posible gracias a
que cada elemento encargado de controlar el a´rbol tendra´ menos carga de trabajo en
cuanto a tra´fico e informacio´n de configuracio´n a almacenar. Adema´s, a cada nodo se le
asignara´ dina´micamente un padre adoptivo que le permitira´ reconectarse ma´s ra´pidamen-
te en caso de fallo de su padre actual. Esta te´cnica mejorara´ la eficiencia del sistema y la
experiencia del usuario, ya que para la retransmisio´n de vı´deo en directo es muy impor-
tante que los nodos este´n recibiendo el flujo de datos continuamente.
Por tanto, los objetivos sera´n:
Disen˜ar la arquitectura del a´rbol bajo las premisas mencionadas anteriormente (ad-
ministracio´n distribuida por niveles y reconexio´n ra´pida gracias a la existencia de
padre adoptivo).
Disen˜ar un protocolo para la comunicacio´n entre los nodos que permita dicho fun-
cionamiento.
Comprobar la estabilidad del a´rbol.
Demostrar que el sistema se comporta de la manera esperada, siendo apto para la
utilidad que se le quiere dar, que sera´ la de transmisio´n de vı´deo en directo (IPTV).
Otro objetivo de este proyecto es que sirva para seguir investigando en las posibilida-
des de este tipo de tecnologı´a, si es que se considera viable. Es importante resaltar que
este proyecto lleva una carga de disen˜o muy alta, siendo en su mayorı´a ideas originales
planteadas y desarrolladas entre tutor y alumno, por lo que es de entender que el abanico
de posibilidades que ofrece o que puede llegar a ofrecer es muy amplio, dando lugar a
multitud de ana´lisis posteriores, pero muchos de ellos probablemente no abordados en
este documento, y que servira´n para futuras lı´neas de investigacio´n a raı´z de los resulta-
dos obtenidos.
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En el siguiente apartado se ahondara´ en el concepto de ALM y las caracterı´sticas de
disen˜o ma´s importantes.
1.2. ALM
El concepto de ALM consiste simplemente en la implementacio´n de la funcionalidad
que realizan las redes multicast IP, pero a nivel de aplicacio´n en vez de a nivel de red. En
una red multicast IP, los nodos que la implementan se encargan de organizar a´rboles de
distribucio´n que evitan que se produzcan mu´ltiples copias de los paquetes para un mismo
enlace y para un mismo conjunto de destinatarios. En el caso de los ALM, los nodos simu-
lan la red multicast enviando los paquetes de manera unicast, pero creando estructuras
parecidas a las de una red multicast. Esto quiere decir que los nodos forman una topo-
logı´a lo´gica multicast, pero la transmisio´n a nivel fı´sico entre ellos se realiza por unicast.
En la Fig. 1.1 se puede ver la diferencia en la construccio´n de ambas arquitecturas.
Figura 1.1: (a) Escenario IP multicast (b) Multicast a Nivel de Aplicacio´n
Mientras que en (a) la fuente (S) envı´a un u´nico paquete, en el ALM (b) tiene que
enviar dos, uno para cada uno de los siguientes destinatarios.
A nivel de red, este tipo de construcciones tiene la ventaja de que son capaces de
atravesar Internet, ya que en muchos casos los paquetes multicast se filtran en los
routers y no llegan a su destino. Pero en cambio, suelen ser menos eficientes en
cuanto a la posible generacio´n de a´rboles, que da como resultado que se produz-
can varias copias del mismo paquete para un mismo enlace. Adema´s, suelen sufrir
mayores retardos que con multicast por este motivo.
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A nivel de aplicacio´n, la administracio´n y actualizacio´n del algoritmo es ma´s fa´cil
y se puede adaptar a cualquier aplicacio´n. Adema´s, en un ALM, los participantes
de la red son los que se encargan del mantenimiento de la red y el envı´o de la
informacio´n, abstrayendo de esa tarea a cualquier otro nodo intermedio y a los
routers que haya en la red.
A cambio de todo esto, los nodos que componen una arquitectura ALM deben ser ma´s
complejos en cuanto a implementacio´n, ya que necesitan manejar ma´s informacio´n y no
so´lo limitarse a recibir contenido, como suele pasar en multicast. Otro problema que tienen
es que, como a priori no conocen la topologı´a de la red en la que se mueven, son menos
eficientes en cuanto a tiempo de latencia de los paquetes comparado con multicast, ya
que dara´n ma´s saltos.
1.2.1. Decisiones de disen˜o de ALM
Existen diferentes para´metros que hay que tener en cuenta a la hora de disen˜ar un
protocolo ALM, y e´stos estara´n principalmente relacionados con la utilidad que se le va a
dar y las caracterı´sticas de la red en la que funciona. A continuacio´n se describen algunos
de estos para´metros.
Utilidad de la Aplicacio´n. Es muy importante definir para que´ se va a usar la apli-
cacio´n, ya que esto determinara´ el nu´mero y tipo de usuarios que debera´ soportar el
sistema, ası´ como la manera de enviar los datos y co´mo se van a optimizar. Existen
diferentes tipos de utilidades principales:
• Audio/vı´deo streaming: normalmente implica a una u´nica fuente y a un nu´me-
ro relativamente grande de usuarios receptores. De este tipo suelen ser las
retransmisiones de vı´deo en directo. Los para´metros ma´s importantes a con-
siderar deberı´an ser el ancho de banda y la latencia.
• Audio/vı´deo conferencia: suele implicar a un nu´mero bajo o medio de usua-
rios que intercambian vı´deo y/o audio entre sı´. En este caso suele haber varias
fuentes emisoras y varias receptoras y los para´metros ma´s importantes a con-
siderar son los mismos que los del caso anterior.
• Servicios Multicast gene´ricos: son los que se usan para cualquier tipo de
aplicacio´n. Suelen utilizar me´tricas especı´ficas.
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• Difusio´n de datos y transferencia de ficheros: en este caso lo ma´s impor-
tante es el ancho de banda y la fiabilidad en la transmisio´n.
Dependiendo de todas estas aplicaciones y de los para´metros a considerar, sera´ ma´s
conveniente utilizar un tipo de ALM u otro.
Despliegue de la red. Un factor determinante a la hora de disen˜ar un protocolo para
ALM es el nivel al que se va a desplegar. Puede ser a nivel de infraestructura o a
nivel de extremo o de usuario final.
• En el caso del nivel de infraestructura, tambie´n conocido como basado en
proxy, se necesitan servidores/proxys dedicados que organizan la capa de red
para proporcionar un servicio multicast transparente al usuario final. Este tipo
de despliegue reduce la complejidad de la aplicacio´n a desarrollar, ya que se
basan en multicast, pero son menos adaptables y menos optimizables para
aplicaciones especı´ficas (dependen de las utilidades de multicast).
• En el caso de los protocolos ALM a nivel de extremo, se asume un comporta-
miento como servicio unicast y son los propios usuarios del sistema los que
proporcionan la funcionalidad multicast. Tienen la ventaja de ser ma´s flexibles
y adaptables, pero no escalan tan bien en cuanto a ancho de banda y otras
prestaciones.
En la Fig. 1.2 se puede ver la diferencia entre ambos tipos de despliegue. En (a)
todo el tra´fico pasa por los proxies que se encargan de distribuir el contenido uti-
lizando multicast, mientras que en (b) son los nodos lo que envı´a directamente la
informacio´n.
Mantenimiento del grupo. Hay varias labores de mantenimiento de los ALM que
hay que tener en cuenta a la hora de elegir uno u otro. Es importante determinar
co´mo se van a unir los usuarios a la sesio´n o co´mo la van a abandonar. Adema´s, es
importante decidir si la gestio´n del servicio se va a hacer de manera centralizada o
distribuı´da. En el primer caso existira´ algu´n elemento que tendra´ una visio´n global
de la red y se encargara´ de administrarla en su mayor parte. En el caso de la
gestio´n distribuida, existira´n varios gestores dependiendo de la arquitectura usada.
En el siguiente capı´tulo se vera´n las diferentes maneras de asociarse los nodos
entre sı´.
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Figura 1.2: (a) Despliegue de ALM basado en proxy (b) Despliegue de ALM extremo a extremo
Mecanismo de encaminamiento. Define co´mo se van a conectar los participantes
entre sı´. Una vez que se han decidido en el disen˜o los para´metros anteriores, es ho-
ra de decidir la construccio´n del a´rbol mediante un mecanismo de encaminamiento.
E´ste mecanismo dependera´ de algu´n para´metro que se quiera minimizar o maximi-
zar, como por ejemplo el retardo entre determinados nodos o la cantidad de tra´fico
de control generado. Los mecanismos ma´s usados normalmente son:
• Camino ma´s corto. Este me´todo proporciona un camino a trave´s de la red
que minimice el nu´mero de saltos de los paquetes y consecuentemente, el
retardo que se produce. Es relativamente complejo de usar, ya que requiere
informacio´n del estado de la red.
• Estructura en forma de cluster. Los nodos se agrupan en funcio´n de algu´n
para´metro y se forma una estructura jera´rquica con ellos, en la que los nodos
guardan informacio´n de so´lo unos pocos nodos de los que dependen. De esta
manera se reduce la carga de control.
• Estructura P2P. Los nodos se encaminan unos a trave´s de otros indepen-
dientemente de la red sobre la que discurren, ya que forman una estructura
independiente. La informacio´n se va pasando de unos nodos a otros a trave´s
de nodos intermedios que forman el a´rbol. Es el me´todo ma´s usado para la
creacio´n de estructuras ALM.
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Una vez vistas las caracterı´sticas ma´s importantes de los ALM, se puede pasar a ver
el resto de documentacio´n incluida.
La estructura del proyecto estara´ organizada de la siguiente manera. En primer lugar,
en el capı´tulo 2 se hara´ un repaso del estado del arte, analizando los principales me´to-
dos para distribuir vı´deo por la red. En el mismo capı´tulo se vera´n algunos ejemplos ya
implementados. A continuacio´n, en el capı´tulo 3 se detallara´ el disen˜o del sistema ALM
propuesto. Posteriormente, en el capı´tulo 4 se describira´ la implementacio´n utilizada para
validar el disen˜o y por u´ltimo se mostrara´n los resultados obtenidos. Finalmente, se ha
realizado una planificacio´n del trabajo realizado ası´ como el correspondiente presupuesto
(anexo A).
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Capı´tulo 2
Estado del arte
En este capı´tulo se hace un repaso a los me´todos de distribucio´n de vı´deo centra´ndose
en las soluciones ALM, sus variantes y algunos ejemplos ya implementados.
2.1. Visio´n general
Para transmitir vı´deo a trave´s de la red tradicionalmente se ha usado una arquitectu-
ra cliente-servidor, en la que cada usuario se conecta a un servidor que es la fuente del
vı´deo. Una modificacio´n sobre esta arquitectura es la denominada CDN (Content Delivery
Network ) en la que la fuente de vı´deo se distribuye por un conjunto de servidores situados
estrate´gicamente en la red. De esta manera, el cliente se conecta al servidor de conte-
nido ma´s cercano que tenga, distribuyendo la carga del servidor central. El problema de
las arquitecturas cliente-servidor para la distribucio´n de vı´deo es la escalabilidad, ya que
conforme el nu´mero de usuarios aumenta, se necesitan ma´s servidores para balancear
la carga. Pero desde hace relativamente poco tiempo se han empezado a utilizar redes
P2P para solucionar los problemas que presentan las arquitecturas tradicionales para la
distribucio´n de vı´deo. En este tipo de redes, los usuarios actu´an como clientes y como
servidores.
Existen dos tipos de servicios de vı´deo para los que se pueden utilizar estas redes. El
primero es el de vı´deo bajo demanda, en el que el usuario elige reproducir un contenido
para visualizarlo cuando quiera. Un ejemplo de este tipo de servicios serı´a youtube1. El
segundo, que es el que nos ocupa en este documento, es el de vı´deo en directo. En este
tipo de servicio, todos los usuarios desean recibir un vı´deo de una fuente determinada
1http://www.youtube.com
9
CAPI´TULO 2. ESTADO DEL ARTE
que esta´ retransmitiendo en directo. Es decir, los usuarios esta´n sincronizados en la re-
produccio´n.
Para la opcio´n de reproducir vı´deo en directo, existen actualmente dos soluciones ba-
sadas en arquitecturas P2P: las estructuras basadas en a´rbol (tree-based) y las basadas
en malla (mesh-based).
2.1.1. Estructuras basadas en a´rbol
Como se ha dicho anteriormente, las distribuciones basadas en a´rbol pretenden emu-
lar los a´rboles multicast ideados para la distribucio´n de vı´deo y audio. Pero dado que el
soporte de IP multicast se encuentra muy restringido por parte de los proveedores, se ha
intentado emular el comportamiento de e´stas mediante la utilizacio´n de los ALM.
Podemos diferenciar dos tipos de estructuras basadas en a´rbol. Las redes de un so´lo
a´rbol y las redes de mu´ltiples a´rboles.
En las redes de un so´lo a´rbol existe una fuente de vı´deo que envı´a al resto de
usuarios ([CRSZ02, BBK02]). Pero a diferencia de la arquitectura cliente-servidor,
los usuarios estara´n organizados en forma de a´rbol de manera que cada usuario
recibe el vı´deo de un u´nico nodo padre y es capaz de reenviarlo a uno o ma´s nodos
hijo, dependiendo de los recursos que tenga disponibles. En este tipo de arquitec-
tura reduce la carga que tenı´a el servidor, ya que el resto de usuarios que forman
la red tambie´n actu´an como retransmisores del vı´deo. Existen principalmente tres
aspectos que hay que tener en cuenta a la hora de disen˜ar un sistema de este tipo.
• El primero es que cada nivel an˜ade un retardo a la retransmisio´n del vı´deo.
Por lo tanto un criterio de disen˜o es mantener el nu´mero de niveles de un
a´rbol bajo un cierto lı´mite que dependera´ del nu´mero de nodos. Para ello cada
usuario debe intentar atender al mayor nu´mero de hijos posible. Pero esto
en la realidad esta´ claramente limitado por el ancho de banda de subida que
tiene cada usuario, que hace que no se pueda retransmitir nada ma´s que a un
nu´mero limitado de hijos, que en general es muy pequen˜o.
• Segundo, tampoco es recomendable conectar muchos nodos hijos a un no-
do con gran nu´mero de recursos, ya que en caso de abandono del padre, se
tendra´ que reconectar un elevado nu´mero de nodos, lo que podrı´a suponer
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una reestructuracio´n compleja del a´rbol. En la Fig. 2.1 se muestra un ejem-
plo de reestructuracio´n frente al abandono de un nodo. Cuanto mayor es el
nu´mero de nodos a cargo del nodo que abandona, ma´s complicada se vuelve
la reconfiguracio´n.
• El u´ltimo aspecto importante se refiere al mantenimiento del a´rbol. Los usua-
rios pueden entrar y salir del a´rbol en cualquier momento, y cuando lo aban-
donan, sus hijos dejan de recibir vı´deo. Para que no se produzcan cortes en
la reproduccio´n, el a´rbol tiene que reconstruirse lo antes posible.
Figura 2.1: (a) Impacto de un abandono (b) Reconfiguracio´n del a´rbol posterior
En las arquitecturas existentes hasta ahora la construccio´n y mantenimiento del
a´rbol se realizan de forma centralizada. Es decir, existe un servidor central que con-
trola la posicio´n en la que ha de ubicarse un nuevo usuario y tambie´n controla la
reconfiguracio´n del a´rbol en caso de detectar abandonos, ya sea de manera or-
denada, por avisos que se produzcan, o desordenada, mediante un soft-state. En
cualquier caso, para a´rboles relativamente grandes, este tipo de sistemas presen-
tan claramente un cuello de botella que puede repercutir en el rendimiento general
del a´rbol, ya que el servidor central tendrı´a que atender a demasiadas peticiones
en funcio´n del dinamismo de la red que administra. Con lo cual, es posible que el
a´rbol no se pueda reconfigurar suficientemente ra´pido cuando haya abandonos.
En las redes de mu´ltiples a´rboles ([CDK+03, KRAV03, NA03]) se intenta aprove-
char los recursos de los nodos que esta´n en el extremo final de cada rama del a´rbol
(nodos hoja), ya que son nodos que so´lo consumen recursos, pero no se utilizan
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para enviar vı´deo a nadie ma´s. Una red basada en mu´ltiples a´rboles pretende so-
lucionar este problema creando varios flujos diferentes del mismo vı´deo y haciendo
que cada uno se transmita por un a´rbol diferente. De esta manera, cada nodo pue-
de tener un rol diferente en cada uno de los suba´rboles, pudiendo ser nodos hoja
en un a´rbol e interiores en otros, cediendo ası´ por lo menos parte de su ancho de
banda de subida. En la Fig. 2.2 se puede ver un ejemplo en el que se envı´an dos
flujos y se crea un a´rbol por cada flujo. En cada a´rbol, los nodos estara´n ubicados
en diferentes posiciones de manera que en un a´rbol sean nodos internos y en el
otro nodos hoja.
Figura 2.2: Estructura basada en basada en mu´ltiples a´rboles con dos flujos
2.1.2. Estructuras basadas en malla
Por u´ltimo, queda por repasar las estructuras basadas en malla. En las estructuras
en a´rbol vistas hasta ahora, cada nodo so´lo tiene un padre del que se descarga el vı´deo
(o un flujo determinado). En caso de abandono de un nodo, los nodos hijos dejan de
recibir informacio´n hasta que se conectan a otro padre. El mantenimiento del a´rbol supone
un reto en el caso de que se produzcan muchos abandonos, ya que por cada uno ha
de reconfigurarse dina´micamente reasignando nuevos padres. Actualmente, hay muchos
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sistemas P2P para distribucio´n de vı´deo basados en malla. En este tipo sistemas, se
establecen relaciones de asociacio´n entre varios nodos a la vez. Estos nodos sera´n los
vecinos, y un nodo podra´ subir o bajar contenido de sus vecinos segu´n lo necesite. Si un
vecino abandona el sistema, un nodo puede seguir recibiendo informacio´n del resto de
sus vecinos, de manera que no se pierda la conexio´n nunca. Esto hace a los sistemas
basados en malla muy robustos frente a abandonos.
Existen muchas maneras diferentes para la construccio´n y mantenimiento de este tipo
de topologı´as, pero ba´sicamente todas consisten en la implementacio´n de un servidor
central que suministra una lista de nodos con los que establecer asociacio´n de vecindad,
y al cua´l se conecta siempre un nodo que quiere conectase al sistema. El nuevo nodo
intentara´ establecer conexio´n con los nodos de esa lista y a partir de ahı´ empezara´ a
recibir informacio´n en funcio´n de la negociacio´n y de los recursos de cada uno.
El principal problema que tienen es que al recibir los datos de varios sitios a la vez,
los nodos debera´n ordenar y seleccionar el contenido que les llega para conseguir una
correcta reproduccio´n, algo muy importante en el caso de transmisio´n de vı´deo.
2.2. Ejemplos de ALM
En esta seccio´n se analizara´n algunos me´todos ya implementados para distribuir vı´deo
en la red utilizando te´cnicas de ALM. Primero se vera´ un ejemplo de estructura basada
en un so´lo a´rbol, denominado ESM. En segundo lugar se analizara´ un sistema basado en
mu´ltiples a´rboles como es SplitStream.
2.2.1. ESM
ESM (End System Multicast) [CRSZ02] es un sistema que emplea una estructura ba-
sada en a´rbol y cuyo protocolo es distribuido, autoorganizado, y tiene en cuenta el rendi-
miento. Los a´rboles se construyen desde la raı´z, que es la distribuidora del contenido. El
a´rbol esta´ optimizado principalmente para gestionar el ancho de banda de los nodos, y en
segundo lugar el retardo. Se pueden destacar cuatro caracterı´sticas de este sistema.
1. Mantenimiento del grupo: Cada nodo del ESM almacena informacio´n de un pe-
quen˜o subconjunto de usuarios, como por ejemplo la ruta que tiene que seguir para
alcanzarlo. Para unirse al a´rbol, los nodos tienen que conectarse con la fuente, la
cua´l les proporcionara´ una lista aleatoria de usuarios. De esa lista, cada nodo ele-
gira´ un nodo que sera´ su padre dentro del a´rbol. Para aprender informacio´n de los
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usuarios, los nodos se van pasando perio´dicamente subconjuntos de sus tablas con
informacio´n de la u´ltima actualizacio´n que han recibido de cada miembro. Si algu´n
usuario no se ha actualizado pasado un tiempo, se elimina de la lista
2. Asociacio´n dina´mica: Cuando un nodo abandona el sistema, continu´a mandan-
do datos por un corto perı´odo de tiempo, mientras sus hijos buscan nuevo padre
segu´n el algoritmo que se describira´ ma´s abajo. Esto minimiza los cortes en la red.
Los usuarios mandan paquetes de control perio´dicamente a sus hijos para indicar
presencia.
3. Adaptacio´n en funcio´n del rendimiento: Cada nodo mantiene un control de la
tasa de datos que esta´ recibiendo en cada momento. Si el rendimiento disminuye
significativamente, se selecciona un nuevo padre. El tiempo de deteccio´n para que
se produzca esta circunstancia esta´ establecido por defecto en 5 segundos, pero
depende mucho de la congestio´n que haya en la red (control de congestio´n TCP)
y se puede adaptar dina´micamente. Hay que tener en cuenta que aunque puede
que no este´ recibiendo la tasa adecuada, es posible que tampoco tenga mejores
alternativas entre sus posibles padres, y entonces el cambio de padre no serı´a muy
fructı´fero en esas circunstancias.
4. Seleccio´n de padre: Cuando un nodo A se quiere unir al a´rbol o se tiene que re-
conectar, elige un conjunto aleatorio de nodos de los que tiene conocimiento y que
no hayan sido probados hasta ese momento, y los prueba. Cada nodo B le respon-
dera´ con informacio´n de su ancho de banda, su retardo, si esta´ saturado o no, y le
dira´ si es hijo de A. Esta prueba le sirve al nodo tambie´n para saber el RTT entre
cada nodo. Despue´s de haber esperado 1 segundo para recibir las respuestas de
todos los nodos consultados, A escoge de entre los que no son sus hijos al que
tenga mejores condiciones, primero evaluando el ancho de banda en funcio´n de los
recursos que ya tenga, y si esto no esta´ disponible, segu´n el retardo.
Como se ha podido ver, este sistema ESM es relativamente lento en cuanto a tiempos
de reconexio´n, ya que por su naturaleza basada en TCP y las temporizaciones que lleva,
necesitarı´a bufferes de almacenamiento relativamente grandes. El algoritmo intenta com-
pensar esto buscando siempre la mejor alternativa para un nodo y manteniendo durante
un tiempo el envı´o de flujo mientras se desconecta. Pero en el caso de que se produzcan
salidas desordenadas, al sistema le serı´a ma´s difı´cil recuperarse y no dispondrı´a de esas
ventajas.
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2.2.2. SplitStream
SplitStream es un sistema en el que el contenido de vı´deo a distribuir se divide en k
sub-flujos, y cada sub-flujo se envı´a en su propio a´rbol multicast. Los usuarios se unen
a ta´ntos a´rboles como sub-flujos quieran recibir. La intencio´n es construir un conjunto
de a´rboles en los que un nodo participante sea nodo interno en un a´rbol y nodo hoja
en el resto. La ventaja de este sistema es que es bastante robusto frente a fallos en
los nodos y abandonos inesperados, ya que al comportarse el nodo como interno en un
so´lo a´rbol, so´lo se perderı´a uno de los sub-flujos si ese nodo abandona, y afectarı´a a
los hijos que dicho nodo tuviese en el a´rbol donde es nodo interior. El objetivo principal
del disen˜o es construir un conjunto de a´rboles que distribuyan la carga del flujo total en
funcio´n del ancho de banda de los nodos participantes, y adema´s, se pretende que esto
se haga de manera descentralizada, escalable y autoorganizable. SplitStream se basa
en crear varios a´rboles de distribucio´n. Cada a´rbol se crea con un sistema P2P llamado
Scribe ([CDKR02]), que a su vez esta´ basado en Pastry ([RD01]), y que crea una capa
de superposicio´n que permite localizar nodos que en este caso se utiliza para construir y
mantener los a´rboles. En la Fig. 2.3 se ve un ejemplo de funcionamiento de SplitStream.
Figura 2.3: Funcionamiento ba´sico de SplitStream con dos sub-flujos que generan dos a´rboles
multicast ([CDK+03])
El objetivo de utilizar la capa de superposicio´n es el de generar un conjunto de a´rboles
disjuntos en los que cada nodo sea nodo interior en tan so´lo uno de los suba´rboles, y en el
resto sea nodo hoja. Esto se consigue mediante la utilizacio´n de identificadores de nodos
que se generan a partir de claves distintas y que permiten que el conjunto de nodos salga
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diferente en cada a´rbol dependiendo de las claves elegidas para cada uno.
En este tipo de sistema, la utilizacio´n de varios a´rboles mejora notablemente el apro-
vechamiento del ancho de banda de salida de los nodos, pero la manera de buscar nodos
con los que conectarse o reconectarse a la red es bastante compleja y requiere tiempos
que quiza´s sean demasiado largos. Au´n ası´, eso puede no ser un problema, ya que al
estar conectados a varios a´rboles, los a´rboles tienen cierta garantı´a de seguir recibiendo
informacio´n en caso de abandonos en alguno de los a´rboles.
2.3. Ejemplo de Mesh-based
Los sistemas basados en malla son arquitecturas en las que los usuarios intercambian
la informacio´n del vı´deo (o cualquier otro contenido) entre ellos, formando topologı´as lo´gi-
cas independientes de la red en la que este´n, y adema´s con la caracterı´stica de que cada
nodo puede tener ma´s de una fuente de la que recibir el vı´deo, segu´n sus necesidades,
y enviar a diferentes nodos, dependiendo de sus recursos. A continuacio´n se va a ver un
ejemplo de un sistema de este tipo, como es CoolStream ([LQK+08],[XLKZ07],[ZLL05]).
2.3.1. Coolstream
CoolStream es un sistema que se basa en la seleccio´n aleatoria de nodos para aso-
ciarse entre ellos y establecer ası´ un intercambio del flujo del vı´deo. Adema´s, va montado
sobre un estructura P2P centralizada en un nodo bootstrap. CoolStream tiene tres mo´du-
los ba´sicos de gestio´n.
El primero se encarga de la gestio´n de los miembros, y mantiene una visio´n de la
red sobre la que se implementa.
El segundo se encarga de la gestio´n de usuarios, y es el que establece las conexio-
nes TCP entre los nodos y actualiza la disponibilidad de los bufferes.
Y el tercero se encarga de la gestio´n de los flujos, que es el que decide cua´les y de
do´nde extraer los bufferes para el flujo de vı´deo.
Para su distribucio´n y funcionamiento, el flujo de vı´deo se divide en varios bloques y a
cada uno se le asigna un nu´mero de secuencia que representa el orden de reproduccio´n
(Fig. 2.4). Una de las ventajas de la comparticio´n de informacio´n mediante P2P es la
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posibilidad de recibir la informacio´n de varios sitios a la vez, requiriendo a cada fuente
un trozo diferente. En Coolstream cada nodo se puede suscribir a un conjunto de nodos
que son los que le envı´an la informacio´n. Cabe recalcar que en el caso del vı´deo este
procedimiento no es trivial, ya que esta´ sometido a o´rdenes temporales y a la obtencio´n
de determinadas partes.
Figura 2.4: Ejemplo de descomposicio´n de flujos en Coolstream ([XLKZ07])
En el sistema Coolstream se habla de una relacio´n de compan˜erismo entre nodos, en
vez de una relacio´n padre-hijo, porque aquı´ los nodos establecen una conexio´n TCP en la
que pueden pasarse los datos que necesiten en las dos direcciones.
Con el fin de poder reproducir correctamente el vı´deo, Coolstream introduce el con-
cepto de buffer map, que sirve para representar la disponibilidad de los u´ltimos bloques de
diferentes sub-flujos que se quieran reproducir. Esta informacio´n se debe intercambiar en-
tre los nodos perio´dicamente para determinar a que´ sub-flujos suscribirse. Por esa razo´n,
la gestio´n de miembros es muy importante para la construccio´n y mantenimiento de la
red. Adema´s, cada nodo tiene un identificador u´nico y mantiene una cache´ de miembros
activos en el sistema. De esta manera, un nodo utiliza la informacio´n de dicha tabla para
establecer una conexio´n TCP con otro nodo. Los elementos que forman el sistema se
basan en una u´nica fuente origen, un nodo bootstrap en el que se registran los nodos, y
el resto de nodos miembro que son los que intercambian la informacio´n de la fuente entre
ellos.
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El proceso de unio´n es bastante sencillo. Cuando un nodo quiere unirse a la red,
consulta al bootstrap para que le proporcione un conjunto aleatorio de nodos activos. De
esta lista, el nodo selecciona un pequen˜o conjunto de nodos con los que asociarse es-
tableciendo una conexio´n TCP con ellos. Una vez establecida la asociacio´n, los nodos
empiezan a intercambiar informacio´n de sus tablas de miembros. Estas tablas se reconfi-
guran dina´micamente en funcio´n de las conexiones y desconexiones y de los recursos de
cada miembro. Adema´s, cada nodo se podra´ reasociar con otros nodos diferentes depen-
diendo de sus necesidades.
Figura 2.5: Funcionamiento de una red basada en CoolStream
El envı´o de contenidos se realiza utilizando un esquema push-pull, en el que una vez
establecida la asociacio´n entre dos usuarios, se intercambian los bloques disponibles de
sus buffer maps para ver que´ bloques necesita cada nodo. En principio el que realiza la
peticio´n le dira´ al que la recibe que le envı´e ciertos bloques disponibles a partir de uno
dado, formando una especie de ventana, y el nodo lo empezara´ a hacer de manera au-
toma´tica segu´n las indicaciones del primero. En la Fig. 2.5 se puede ver un ejemplo del
intercambio de los buffer maps a trave´s de los usuarios que forman la red.
Los sistemas basados en malla son arquitecturas bastante robustas en cuanto a la
posibilidad de estar recibiendo vı´deo, ya que cada nodo se asegura siempre de tener a un
conjunto suficiente de usuarios que le este´n proporcionando sus buffer maps y ası´ siempre
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tener datos que mostrar. Pero por otro lado, son estructuras relativamente complejas que
requieren un tratamiento complejo de los bufferes de recepcio´n, y que adema´s no deja
de estar sujeta a discontinuidades en la reproduccio´n, debido a la seleccio´n aleatoria
de compan˜eros con los que asociarse, que puede crear incertidumbre sobre los datos a
recibir.
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Capı´tulo 3
Descripcio´n de la Propuesta
En este capı´tulo se tratara´n los detalles ma´s importantes de la arquitectura disen˜ada y
el funcionamiento del protocolo desarrollado. En primer lugar se comentara´n los objetivos
ma´s importantes del disen˜o. Lo siguiente sera´ describir algunos conceptos ba´sicos sobre
la funcionalidad de los elementos que integran el a´rbol. A continuacio´n se explicara´n con
detalle los mecanismos que determinan el comportamiento del sistema y finalmente se
repasara´n los mensajes necesarios para el funcionamiento del protocolo.
3.1. Caracterı´sticas del disen˜o
Como se dijo en la introduccio´n, con este disen˜o se quieren llevar los sistemas ALM un
paso mas alla´, utilizando un sistema distribuido que adema´s mejore las prestaciones en
cuanto a tiempo de reconexio´n y tiempo de reestructuracio´n del a´rbol frente a abandonos.
Asimismo, se pretende que la arquitectura sea lo ma´s sencilla posible.
A continuacio´n se describira´ la solucio´n planteada para distribuir la carga de cons-
truccio´n y reconstruccio´n de los a´rboles multicast a nivel de aplicacio´n que se utilizara´n
para la transmisio´n de vı´deo IPTV. Se busca una arquitectura distribuida, descentralizada
y uniforme:
Distribuida: Tal y como se ha disen˜ado la red, en forma de a´rbol, los miembros
que la forman tienen una visibilidad fronteriza organizada en niveles.
Descentralizada: El control se establece entre un conjunto de nodos que forman
el a´rbol, en lugar de un u´nico nodo que tenga toda la informacio´n del sistema. En
este caso, cada elemento de control so´lo tendra´ informacio´n de lo que ocurre en su
nivel y en el nivel inmediatamente inferior. Los cambios en una zona de control no
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afectan a cambios en otras zonas, distribuyendo por lo tanto la informacio´n por los
niveles del a´rbol.
Uniforme: Es una arquitectura uniforme ya que cualquier elemento que la compone
es susceptible de asumir el rol de ser elemento de control. No existen nodos dedica-
dos que realicen una funcio´n especı´fica, sino que cualquier nodo puede ser padre,
hijo o intervenir en el mantenimiento. La u´nica excepcio´n sera´ el nodo Bootstrap
server.
Una consecuencia de este tipo de arquitectura es una reduccio´n considerable del
nu´mero de mensajes en el nodo central y un mejor aprovechamiento del ancho de banda
de la red para la distribucio´n de los contenidos, ya que en otro tipo de arquitecturas total-
mente centralizadas hay que mantener comunicacio´n con todos los nodos que forman la
estructura para informar de cambios. Sin embargo, en este caso, al tratarse la informacio´n
de control por niveles, los mensajes que hay que enviar cuando se produce un cambio
so´lo se transmiten entre niveles adyacentes. Adema´s, al producirse los mensajes so´lo en
el entorno de su nivel, la recopilacio´n de informacio´n es ma´s sencilla y ra´pida, y la canti-
dad de informacio´n que hay que recopilar y almacenar en las tablas de cada nodo tambie´n
es mucho menor que en otras arquitecturas P2P.
El otro aspecto novedoso de este sistema es la inclusio´n en cada nodo de la figura
del padre adoptivo que sera´ al que se conectara´ el nodo en caso de desconexio´n de su
padre actual. Esto permitira´ que las reconexiones sean ma´s ra´pidas, ya que los nodos
no tendra´n que ejecutar ningu´n algoritmo de bu´squeda de padre cuando pierden el suyo.
Este algoritmo se ejecuta previamente por el nodo que controla el nivel, que es el que
tiene toda la informacio´n y puede decidir mejor co´mo se realiza la reconexio´n.
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3.2. Elementos de la red
Con el fin de introducir algunos conceptos y definiciones que son necesarias para
desarrollar la propuesta, en esta seccio´n se va a describir la funcionalidad de algunos
elementos importantes de la arquitectura propuesta y que se representan en la Fig. 3.1.
Nodo. Un Nodo es un equipo de usuario que quiere conectarse a un canal para
visualizarlo, y para ello tiene que entrar a formar parte del a´rbol de distribucio´n de
ese canal. Cualquier Nodo, cuando se conecta a un a´rbol, recibira´ el vı´deo de un
u´nico Nodo, que sera´ su padre, y es susceptible de retransmitir ese vı´deo a otros
nodos, que sera´n sus hijos, cuyo nu´mero dependera´ de los recursos que tenga
disponibles. Adema´s, el Nodo so´lo enviara´ y recibira´ vı´deo relacionado con ese
canal. Es decir, que mientras esta´ en un a´rbol, so´lo utilizara´ contenido manejado
por ese a´rbol.
Cada Nodo tienen un identificador u´nico que lo identifica unı´vocamente dentro de
la red. Un dato importante que deben tener todos los nodos es quie´n va a ser su
siguiente padre o padre adoptivo, y esta informacio´n se la comunica siempre el Big-
Parent de su nivel superior. Ası´, cuando se pierda la comunicacio´n de un Nodo con
su padre actual (que es el que le esta´ enviando el vı´deo), el Nodo podra´ reconec-
tarse directamente a otro padre1.
En la Tabla 3.1 se muestra la informacio´n que contiene un Nodo de este tipo.
Padre Siguiente Padre Big-Parent Big-Parent Nivel Superior Hijo 1 ... Hijo n
ID
Tabla 3.1: Informacio´n contenida en un Nodo
El ID en realidad estara´ formado por un conjunto de datos (aparte del propio identi-
ficador), como son la IP, el puerto, y el tipo de Nodo al que se referencia.
Big-Parent. Dentro de cada nivel i existe un u´nico nodo denominado Big-Parent
que contiene almacenada informacio´n sobre el resto de los nodos de ese nivel i,
ası´ como de sus recursos. El Big-Parent constituye el punto de entrada para un
Nodo que se quiera conectar a un nodo del nivel i, ya que es el Big-Parent el que le
1En caso de error de conexio´n, se intentara´ una conexio´n nueva al a´rbol.
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asignara´ un padre de entre los nodos de su nivel. Tambie´n se encarga de asignar
el padre adoptivo a todos los nodos del nivel inferior y de decidir cua´l va a ser el
Big-Parent de entre ellos. El Big-Parent es un Nodo normal del a´rbol que recibe y
envı´a vı´deo como cualquier otro nodo, so´lo que adema´s tiene un papel organizativo
dentro de la estructura. Cualquier nodo es candidato a ser Big-Parent cuando entra
al a´rbol y adema´s, cuando un Nodo pasa a ser Big-Parent, no abandona ese rol
hasta que abandona el canal. Si abandonase el canal, serı´a necesario nombrar a
otro Nodo para la administracio´n del nivel.
Adema´s de toda la informacio´n que contiene un Nodo normal, el Big-Parent de-
be tener conocimiento del Big-Parent del nivel inferior e incorporar una tabla ma´s
(Tabla 3.2) con los Nodos que forman su nivel
Nodos del Nivel Lista de Hijos (Recursos Usados) ...
ID 1
...
ID N
Tabla 3.2: Informacio´n contenida en un Big-Parent
Generador. Es el nodo fuente y emisor del vı´deo. Este nodo no puede desaparecer,
ya que constituye el origen del vı´deo y es la raı´z del a´rbol para ese canal. A efectos
de administracio´n del canal, el comportamiento de este nodo es igual que el de un
Big-Parent.
Bootstrap. Es el nodo en el que esta´n registrados los canales. Cada canal cuenta
con un conjunto de nodos Big-Parents, con los que iniciar la comunicacio´n y que se
guardan en el Bootstrap de forma dina´mica. Cualquier nodo que quiera conectarse
a un canal debe comunicarse antes con el Bootstrap. La manera en que el Bootstrap
indica a un nodo con quie´n debe conectarse se explicara´ ma´s adelante.
En la Tabla 3.3 se muestra la informacio´n que contiene un nodo Bootstrap.
En este caso, el Bootstrap, en la meta-informacio´n contenida en el ID, tambie´n
sabra´ el estado en el que se encuentra el Big-Parent. El motivo de esto se vera´ tam-
bie´n ma´s adelante.
Ahora que se sabe de que´ elementos consta la red, se puede pasar a detallar co´mo
es la arquitectura.
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Canal Lista de Big-Parents (ID+Estado) ...
1 BPs canal 1
...
M BPs canal M
Tabla 3.3: Informacio´n contenida en un Bootstrap
2(G)
3(BP) 4(NI) 5(NI) 6(NI)
10(NH) 11(NH) 7(BP) 12(NH) 8(NI)
13(BP)
9(NI)
14(NH)
BS Nivel 1
Nivel 2
Nivel 3
Nivel 4
G
BS
BP
NI
NH
- Generador
- Bootstrap Server
- Big-Parent
- Nodo Interior
- Nodo Hoja
Figura 3.1: Tipos de Nodos
3.3. Estructura de los a´rboles
La estructura de la red (Fig. 3.1) esta´ formada por un nodo Generador que es el origen
del vı´deo y raı´z del a´rbol, y el resto de nodos se organizan por niveles. Cada Nodo puede
tener un so´lo padre y cero, uno o varios hijos, dependiendo de las circunstancias y de
los recursos disponibles en dicho Nodo. La dimensio´n vertical del a´rbol esta´ organizada
en niveles, entendiendo que el nivel 2 estara´ formado por los nodos que tienen como
padre directamente al nodo Generador (Nivel 1), y el siguiente nivel sera´ el formado por
los nodos que tengan como padres a los nodos del nivel anterior y ası´ sucesivamente.
Cada nivel tendra´ su propio nodo Big-Parent, que se se encargara´ de administrar los
recursos de los nodos de su nivel y tambie´n de asignar siguiente padre y Big-Parent entre
los nodos del nivel inferior. A nivel de nomenclatura, el nodo Generador sera´ el nivel 1, y
los siguientes niveles sera´n 2, 3, 4, etc. a medida que vayan apareciendo en el a´rbol. Se
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dira´ que el nivel superior a un nodo que esta´ en el nivel i sera´ el nivel de su padre (i−1),
y el nivel inferior el de sus hijos (i+1).
3.3.1. Creacio´n de un A´rbol
Inicialmente, el a´rbol so´lo cuenta con el Nodo Generador, que es la fuente emisora del
vı´deo para ese canal. Cuando un Nodo quiere conectarse a un canal, debe preguntar al
Bootstrap server, el cual respondera´ con la direccio´n IP y puerto de un Big-Parent de ese
a´rbol (al principio, como so´lo esta´ el Generador, ese sera´ el que le asigne el Bootstrap). El
siguiente paso es ponerse en contacto con el Big-Parent que le asignara´ un nodo padre
o redigira´ la peticio´n a otro Big-Parent. La manera de elegir esto se tratara´ ma´s adelante,
en el apartado 3.5.1. Una vez que el Nodo se ha conectado en el nivel i, el Big-Parent del
nivel superior (i− 1) puede convertir al nuevo Nodo en Big-Parent de su nivel (i), si e´ste
es el primer nodo de dicho nivel.
3.4. Mensajes
Para el correcto funcionamiento del sistema, se ha disen˜ado especı´ficamente un pro-
tocolo de comunicaciones entre Nodos que se encarga de administrar el a´rbol multicast.
En esta seccio´n se describen los tipos de mensajes que intervienen en el protocolo. Se
distinguen tres tipos de mensajes, que son los mensajes de conexio´n, los mensajes de
abandono, y los mensajes de actualizacio´n.
3.4.1. Mensajes de conexio´n
Estos mensajes son los encargados de establecer la conexio´n de un posible usuario
con el a´rbol de distribucio´n.
Join Request
Lo envı´a un Nodo que quiere conectarse al a´rbol. Contiene informacio´n de la iden-
tidad de ese nodo, mediante el ID, que consta del identificador u´nico, la IP y el
puerto. El mensaje es utilizado para obtener informacio´n de conexio´n al Bootstrap,
a un Big-Parent (o al Generador) o a un Nodo normal. Si el mensaje va dirigido al
Bootstrap, adema´s se le indicara´ el canal al que quiere conectarse. En la Fig. 3.2
se representa el origen y los posibles destinatarios de este mensaje.
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join request
BS
BPNI
NN
join request
join request
Figura 3.2: Mensaje Join Request
Join Reconnect
Es parecido al anterior, pero en este caso la conexio´n es directa al destino del
mensaje. Lo envı´a un Nodo a su padre adoptivo cuando ha perdido la conexio´n con
su padre actual. En el mensaje se indica quie´n era el padre del nodo hasta ese
momento, y de que´ tipo era. En la Fig. 3.3 se puede ver un ejemplo en el que tras
el abandono de su padre, el hijo se reconecta.
BP
N
join reconnect
NIX
Figura 3.3: Mensaje Join Reconnect
Join Reply
Es el mensaje de respuesta tanto a un Join Request como a un Join Reconnect y
en este mensaje se indica a que´ Big-Parent preguntar (en el caso de que lo envı´e
el Bootstrap) o a que´ Nodo conectarse (en el caso de que lo envı´e el Big-Parent).
En la Fig. 3.4 se muestra los posibles orı´genes y destinatario del mensaje.
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join reply
BS
BPNI
NN
join reply
join reply
Figura 3.4: Mensaje Join Reply
3.4.2. Mensajes de abandono
Leave
Para abandonar un canal, un Nodo so´lo necesita enviar un mensaje de tipo leave
a sus hijos y a su padre, con lo que quedara´ totalmente liberado del canal. En este
mensaje so´lo se incluye la informacio´n del ID del Nodo. En la Fig. 3.5 se muestra la
desconexio´n de un nodo y los mensajes leave que genera.
BPNI
N
leave
NI
X
N
leave
leave
Figura 3.5: Mensaje Leave
3.4.3. Mensajes de actualizacio´n
Este tipo de mensajes es el ma´s abundante en el sistema, ya que cuando se produce
una conexio´n o un abandono, es necesario actualizar la informacio´n que contienen algu-
nos nodos para reconfigurar el a´rbol. Hay cuatro tipos de mensajes de actualizacio´n, que
veremos a continuacio´n.
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Updates de nivel
Son mensajes de actualizacio´n que se envı´an entre nodos que esta´n en el mismo nivel.
El mensaje se envı´a siempre desde un Nodo normal hacia el Big-Parent de su nivel. En
todos estos mensajes, el Nodo siempre enviara´ la tabla con todos los recursos ocupados
que tenga hasta ese momento, ası´ como su estado y el tiempo que lleven conectados. En
la Tabla 3.4 se representa esquematizadamente la informacio´n que llevan los mensajes
de actualizacio´n de este tipo.
Nodo Lista de Hijos ...
ID ID + estado + tiempo
Tabla 3.4: Informacio´n contenida en un mensaje Update de nivel
Update Join
Lo envı´a un Nodo al Big-Parent de su nivel cuando se ha conectado un Nodo a e´l
y sirve para informar al Big-Parent que tiene un recurso menos disponible. En la
Fig. 3.6 se puede ver un update de este tipo.
BPNI
NN
join request
update join
Figura 3.6: Mensaje Update Join
Update Leave
Igual que el anterior, pero para indicar que ha abandonado un hijo y tiene por tanto
un recurso ma´s disponible. En la Fig. 3.7 se muestra un ejemplo de envı´o de este
mensaje.
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BPNI
NN
leave
update leave
X
Figura 3.7: Mensaje Update Leave
Update Resources
Lo envı´a un nodo al Big-Parent de su nivel para informarle sobre los recursos que
tiene disponibles y utilizados. Se produce despue´s de una conexio´n o tras una ac-
tualizacio´n del Big-Parent. En la Fig. 3.8 se muestra un ejemplo en el que se envı´a
este mensaje, tras una conexio´n de un nuevo Nodo al a´rbol.
NI
NN
join request
BP
join reply
update resources
Figura 3.8: Mensaje Update Resources
Update Reconnect
Lo envı´a un nodo al Big-Parent de su nivel para indicarle que se ha reconectado
a e´l un Nodo del nivel inferior. El objetivo es indicarle al Big-Parent que el nodo
ha cambiado de padre, y que han cambiado los recursos del nodo que envı´a el
mensaje, y asignar al nuevo hijo un nuevo padre adoptivo. En la Fig. 3.9 se ve un
ejemplo donde se utiliza este mensaje.
Updates hacia el nivel inferior
Son mensajes de actualizacio´n que se envı´an desde el Big-Parent de un nivel a los
Nodos del nivel inferior. Sirven para reconfigurar la informacio´n que tengan los Nodos de
ese nivel.
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BPNI
N
join reconnect
update reconnect
Figura 3.9: Mensaje Update Reconnect
Update New BP
Lo envı´a el Big-Parent de un nivel a todos los nodos del nivel inferior (sean sus hijos
o no), para comunicarles cua´l va a ser el Big-Parent en ese nivel. En la Fig. 3.10
se ve un ejemplo en el que un Bip-Parent, tras enterarse que se ha quedado sin
Big-Parent el nivel inferior, envı´a este mensaje a todos los nodos del nivel inferior
con el identificador del nuevo Big-Parent (Nodo 15 en el ejemplo).
BP NI
N
NI
5 10
BPNN X
update New BP
(nuevo BP: 15)
update New BP
(nuevo BP: 15)
update New BP
(nuevo BP: 15)
8
15 17 20 11
leave
update leave
Figura 3.10: Mensaje Update New BP
Update New PA
Lo envı´a el Big-Parent de un nivel a un nodo del nivel inferior cuando e´ste no tenga
bien configurado su padre adoptivo, o su Big-Parent. Esto lo sabra´ gracias al conte-
nido de las tablas que le lleguen con los mensajes de actualizacio´n. En la Fig. 3.11
se ve un ejemplo en el que un Nodo recibe este mensaje tras una reconexio´n, ya
que ha perdido a su padre adoptivo (ahora es su padre actual) y necesita uno nuevo.
Update Leavel (Leave+Level)
Lo envı´a el Big-Parent de un nivel al Big-Parent del nivel inferior para indicarle que
hay un nodo menos en su nivel. En la Fig. 3.12 hay un ejemplo en el que se envı´a
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BPNI
N
join reconnect
update reconnect
update New PA
(nuevo padre adoptivo: 5)
padre adoptivo (?)
NI
5 7 10
Figura 3.11: Mensaje Update New PA
este mensaje.
BP NI
N
NI
5 10
BPNN X
leave
update leavel (17)
8
15 17 20 11
update leave
Figura 3.12: Mensaje Update Leavel
Updates hacia el nivel superior
Son mensajes que mandan los nodos de un nivel para actualizar informacio´n al Big-
Parent del nivel superior.
Update ImBP
Lo envı´a el Big-Parent de un nivel i al Big-Parent del nivel superior i− 1 para indi-
carle que e´l es el Big-Parent en su nivel. Se envı´a cuando el Big-Parent del nivel i
se da cuenta de que ha cambiado el Big-Parent del nivel superior, para actualizarlo.
Update IneedBP
Lo envı´a el Nodo que ha reconectado a un Nodo cuyo padre anterior era el Big-
Parent del nivel, es decir, el Big-Parent del nivel i ha abandonado el canal, y uno o
varios de sus hijos se han conectado al Nodo que envı´a el mensaje al Big-Parent
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de nivel superior i− 1. Va dirigido al Big-Parent del nivel superior, por si este no
tuviera constancia de ello. Se envı´a transcurrido un tiempo que se considera razo-
nable como para que esa informacio´n ya estuviera actualizada. En la Fig. 3.13 se
reproducen las condiciones en las que se darı´a.
BP NI
N
5
10
BPX
8
20 11
join reconnect
leave
update IneedBP
N
Figura 3.13: Mensaje Update IneedBP
Updates hacia el bootstrap
Estos mensajes los envı´an los Big-Parents para actualizar la informacio´n de estado del
Bootstrap. En todos estos mensajes, la informacio´n que contendra´ sera´ su ID, incluyendo
su estado actual.
Update Add BP
Cuando un nodo se convierte en Big-Parent porque es el primer nodo en su nivel,
envı´a este mensaje al Bootstrap para que lo an˜ada en su tabla de Big-Parents
Update Remove BP
Lo envı´a un Big-Parent cuando abandona el canal y no tiene ma´s nodos ni en su
nivel i ni en el siguiente i+1. El Bootstrap, cuando lo recibe, borra ese Big-Parent
de la tabla para no asignarlo ma´s a los Nodos nuevos que se quieran conectar al
a´rbol.
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Update Leaving BP
Lo envı´a un Big-Parent cuando abandona el canal para indicar al Bootstrap que de
momento no hay Big-Parent en ese nivel. El Bootstrap marca el estado de ese nivel
para no asignarlo temporalmente.
Update Replace BP
Lo envı´a un Nodo cuando sabe que se ha convertido en Big-Parent y avisa al Boots-
trap para reemplazar al Big-Parent que hubiera en ese mismo nivel.
Update Few Nodes
Lo envı´a un Big-Parent cuando se da cuenta de que tiene pocos Nodos en su nivel,
para que el Bootstrap le de prioridad en la asignacio´n de nuevos Nodos al a´rbol.
Esto es necesario para mantener un nu´mero adecuado y razonable de nodos en un
nivel, en cuanto a disponibilidad de recursos se refiere.
3.4.4. Complejidad del protocolo
Como se ha podido ver, el conjunto de mensajes que conforman el protocolo es relati-
vamente pequen˜o, estando claramente identificadas las labores que realiza cada mensa-
je, ası´ como orı´genes y destinatarios de los mismos. Cabe destacar tambie´n su sencillez,
limita´ndose a enviar informacio´n almacenada en tablas y algu´n otro campo de identifica-
cio´n. Por lo tanto, la codificacio´n de los mensajes sera´ fa´cil de implementar.
Adema´s, una vez definida la estructura, se puede ver que ofrece muchas posibilidades
en cuanto a escalabilidad, pudie´ndose ir an˜adiendo opciones nuevas en los mensajes que
ya existen y que ayuden a la reconfiguracio´n del a´rbol. Pero todo esto no funcionarı´a sin
que los nodos tuvieran la capacidad de abstraer la informacio´n contenida en los mensajes
y actuar en consecuencia, dependiendo de las circunstancias. De todo eso se hablara´ en
la seccio´n siguiente.
3.5. Mecanismos
En esta seccio´n se explicara´ el funcionamiento de los mecanismos que permiten a los
nodos interaccionar dentro del a´rbol. En realidad, los mecanismos de adicio´n y eliminacio´n
de Nodos son bastante complejos y dependen mucho de la casuı´stica de la situacio´n. Por
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ejemplo, no es lo mismo que se vaya un Big-Parent que se vaya un Nodo normal, y como
hay que tratar a todos los usuarios del canal por igual para que puedan ver el vı´deo sin
cortes, es necesario contemplar todos los casos posibles. Para poder abarcar todos ellos
se ha provisto de un conjunto de mecanismos de comunicacio´n entre nodos que intenta
minimizar todo lo posible cualquier problema que pueda surgir en el a´rbol.
3.5.1. Mecanismo de conexio´n
Para conectarse a un canal, el nuevo Nodo envı´a al Bootstrap server un mensaje con
el identificador del canal al cual quiere conectarse (mensaje 1 en Fig. 3.14). El Bootstrap
tiene que seleccionar un Big-Parent del a´rbol de ese canal y comunica´rselo al nuevo Nodo
(mensaje 2). Cuando el nuevo Nodo recibe la respuesta del Bootstrap, envı´a un mensaje
de join request (mensaje 3) al Big-Parent asignado, para indicarle que quiere conectarse.
El Big-Parent solicitado puede hacer tres cosas: asignarle un nodo de su mismo nivel (si
es que hay recursos) decirle al nodo que se conecte a e´l mismo si tiene recursos o reen-
viar la peticio´n a otro Big-Parent de otro nivel.
Nuevo Nodo BS
i
BP
1
i
Nodo Padre
2
3
4
5
6
AAPA
7
i+1
BP
8
Figura 3.14: Mecanismo de Conexio´n a un Nodo normal
Si el Big-Parent ha decidido que se conecte a e´l mismo, le an˜ade a su lista de hijos y
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de nodos del nivel inferior. Si no es ası´, la seleccio´n del padre se hace escogiendo el nodo
de su propio nivel que menos recursos ocupados tenga, es decir, el que menos nodos
hijos tenga. En el caso en el que el Big-Parent detecte que no hay recursos disponibles
en su nivel, devolvera´ al nodo el identificador de otro Big-Parent2. En el caso de tener
recursos en su nivel, en el mensaje join reply que le devuelve al Nodo, el Big-Parent le
especifica cua´l va a ser su siguiente padre, su nivel i y tambie´n el Big-Parent del nivel i.
Cuando el Nodo recibe la respuesta del Big-Parent (mensaje 4), si su padre va a ser
el propio Big-Parent (nivel i− 1), el nodo se considera conectado y manda un mensaje
al Big-Parent de su nivel i para informarle de su existencia y de sus recursos. Con esta
informacio´n, el Big-Parent de nivel i an˜adira´ al nuevo Nodo a su tabla de nodos en el nivel i.
En el caso de que la conexio´n se haga con un nodo normal, el Nodo padre que recibe
este mensaje (5) de join acepta la conexio´n del nuevo Nodo hijo y lo an˜ade a su lista de
hijos. Adema´s, el nodo padre envı´a un mensaje (7) al Big-Parent de su nivel para decirle
que tiene un hijo ma´s (un recurso menos), por lo que el Big-Parent lo an˜ade en su tabla
de nodos del nivel inferior (i+ 1). Finalmente, el nuevo nodo envı´a un mensaje (8) al
Big-Parent de su nivel para que lo an˜ada a su tabla.
3.5.2. Mecanismo de eliminacio´n de Nodos de un A´rbol
Un Nodo se elimina del a´rbol cuando el usuario abandona el canal o el sistema (men-
sajes 1 a 5 de la Fig. 3.15). Antes de abandonar el a´rbol, el Nodo avisa a su padre para que
no le siga enviando vı´deo (mensaje 1) y a sus hijos para que se reconecten a otro padre
(mensaje 2) y, si el nodo que abandona es Big-Parent, avisa al Bootstrap para que marque
el nivel y no asignarle temporalmente nodos. En todo este proceso, tanto el padre como
los hijos mandan mensajes y utilizan mecanismos para hacer saber a sus Big-Parents el
abandono del nodo. Estos mecanismos se vera´n a continuacio´n.
El nodo padre del que abandona el canal envı´a un mensaje (mensaje 3 de la Fig. 3.15)
al Big-Parent de su nivel para comunicarle que tiene un recurso ma´s. A su vez, este Big-
2Una solucio´n similar serı´a que el Bootstrap server le devuelva al nodo una lista de Big-Parents, por
lo que el propio nodo podrı´a elegir otro Big-Parent en caso de que el anterior no devuelva un nodo al que
conectarse.
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Parent avisa (mensaje 4) al Big-Parent del nivel i que un nodo de su nivel ha abandonado
el canal3 por lo que e´ste ejecuta el algoritmo de asignacio´n de padres adoptivos (AAPA),
ya que pudo haber asignado como padre adoptivo al nodo que ha abandonado el canal.
Si fuese ası´, asignarı´a nuevos padres adoptivos a los nodos correspondientes (mensaje
5).
En resumen, el padre debera´ avisar al Big-Parent de su nivel que tiene un recurso
disponible ma´s, y los hijos deben reconectarse lo antes posibles a su siguiente padre, que
ha sido asignado previamente.
3.5.3. Mecanismo de reconexio´n
Al recibir un mensaje leave de su Nodo padre, los hijos hue´rfanos de dicho nodo de-
bera´n reconectarse enviando un mensaje (mensaje 6 de la Fig. 3.15) reconnect al nodo
que cada uno de ellos tiene asignado como padre adoptivo. En el mensaje de reconnect
un nodo pide reconectarse indicando adema´s a que´ nodo estaban conectados, que sera´ el
nodo que ha abandonado el canal.
El nodo que recibe el reconnect an˜ade a su nuevo hijo a la tabla e informa (mensaje
8) al Big-Parent de su nivel que un nodo de su nivel se ha ido (el que le ha dicho su nuevo
hijo) y tambie´n los datos de su nuevo hijo. Con esta informacio´n, el Big-Parent de nivel i
ejecutara´ el algoritmo de asignacio´n de padres adoptivos y enviara´ dicha informacio´n a
los nodos correspondientes (mensaje 9).
3.5.4. Mecanismo de eleccio´n de Big-Parent
El Big-Parent de un nivel i lo elige el Big-Parent del nivel superior i−1. El Big-Parent
tiene una tabla en la que, aparte de aparecer el identificador de cada nodo, el tiempo
que llevan conectados y el padre actual y padre adoptivo que tienen asignados, tambie´n
aparece el Big-Parent que conoce cada nodo y por supuesto si un nodo es Big-Parent.
Para elegir un nuevo Big-Parent en el nivel i+ 1, el Big-Parent de nivel i busca de entre
los nodos de nivel inferior aque´l que lleve ma´s tiempo conectado, ya que ese Nodo es el
que tiene ma´s probabilidad de seguir en el canal ([SGG+02]), disminuyendo, en media,
3Con esto se puede reaccionar ante salidas desordenadas de los nodos.
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Figura 3.15: Abandono de Nodos normales y reconexio´n
el nu´mero de mensajes necesarios para la eleccio´n y posterior notificacio´n de los Big-
Parents.
Con esa informacio´n, el Big-Parent de nivel i envı´a un mensaje a todos los nodos del
nivel inferior indica´ndoles cua´l ha sido el Nodo elegido para ser Big-Parent del nivel i+1.
Cuando cada nodo del nivel inferior reciba el mensaje debera´n enviar un mensaje al nuevo
Big-Parent con sus tablas de hijos, para que e´ste conozca toda la informacio´n de su nivel
y del nivel inferior, incluido el Big-Parent del siguiente nivel. El nuevo Big-Parent tambie´n
debe enviar un mensaje al Bootstrap para sustituir al que ya habı´a en su nivel e indicarle
que ya puede aceptar peticiones de conexio´n.
3.5.5. Mecanismo de asignacio´n de Padre Adoptivo
Los padres adoptivos de cada nodo de un nivel i los elige el Big-Parent del nivel i−1.
La eleccio´n se hace de manera aleatoria de entre todos los nodos que tenga el Big-Parent
en su nivel, incluı´do e´l mismo. Esto se hace ası´ porque a priori no es fa´cil determinar
cua´l es el mejor nodo que servira´ de padre adoptivo. El padre adoptivo se asigna en el
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momento de la conexio´n, en las reconexiones y cuando se produce un abandono de un
nodo y hace falta actualizar esa informacio´n en los nodos que tuvieran asignado como
padre adoptivo al nodo que se acaba de ir.
3.5.6. Mecanismo de asignacio´n de Big-Parent en el Bootstrap
Cuando un Nodo se conecta al Bootstrap para obtener un punto de conexio´n al a´rbol
de un canal, el Bootstrap busca un Big-Parent de forma pseudo-aleatoria de entre los
niveles que este´n disponibles (que sera´n todos aquellos cuyo Big-Parent no se haya ido
del canal y el nivel se este´ reconfigurando todavı´a), y se lo asignara´ al nuevo Nodo. Se
dice que el algoritmo de bu´squeda de Big-Parent es pseudo-aleatorio porque se tiene en
cuenta cua´ntos nodos se han conectado desde el u´ltimo Big-Parent asignado, no utilizan-
do este u´ltimo hasta que el nu´mero de nodos nuevos haya sobrepasado un cierto lı´mite.
Este mecanismo permite controlar la altura de los a´rboles, ya que se elimina la posibilidad
de que nodos consecutivos que entren al canal se aniden formando una rama, sin ma´s
nodos en sus niveles correspondientes.
3.5.7. Mecanismo de abandono de canal y reestructuracio´n del a´rbol
Cuando un Nodo abandona el canal, lo u´nico que tiene que hacer es enviar un men-
saje leave a su padre y a cada uno de sus hijos. Adema´s, si el nodo es Big-Parent, envı´a
un mensaje al Bootstrap, para que e´ste sepa que provisionalmente no hay Big-Parent en
el nivel y no asigne nodos ahı´ hasta que se haya reestructurado. A partir de ese momento,
el nodo es libre de abandonar ese canal.
El problema puede surgir, evidentemente, en los nodos que se quedan. Los hijos, al
recibir el mensaje leave, se reconectan a su padre adoptivo siguiendo el mecanismo de
reconexio´n descrito anteriormente.
Cuando el padre recibe el leave, envı´a un mensaje al Big-Parent de su nivel indica´ndo-
le el nodo que se ha ido. El Big-Parent, de esta manera sabe que el nodo tiene un hijo
menos, y adema´s si el que se ha ido fuera Big-Parent, tendrı´a que buscar un nuevo Big-
Parent y enviar mensajes segu´n el mecanismo de eleccio´n de Big-Parent visto anterior-
mente. Si el que se ha ido no es Big-Parent, envı´a un mensaje al Big-Parent del nivel
inferior para que e´ste actualice la tabla de nodos en su nivel.
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3.5.8. Mecanismo de resolucio´n de eventos concurrentes
El problema que plantea disen˜ar un protocolo como este es, para el caso que nos
interesa, saber manejar correctamente los estados del sistema dependiendo de los men-
sajes que reciba cada entidad. En este caso, los nodos pueden recibir muchos tipos de
mensajes dependiendo del rol que representen o que puedan llegar a desarrollar, y tienen
que estar preparados para almacenar la informacio´n que se les envı´e de manera correc-
ta y coherente. Dicho de otra manera, cada nodo tiene que saber en que´ estado esta´ y
co´mo tiene que reaccionar ante todas las situaciones posibles, dependiendo de los men-
sajes que reciba. Es muy importante mantener las tablas lo ma´s actualizadas posibles y
detectar desconexiones tanto de nodos hijos como del nodo padre, para actuar conse-
cuentemente y no perder informacio´n que pueda dar lugar a saltos en la reproduccio´n del
vı´deo, o a una mala administracio´n del nivel, en el caso de los Big-Parent.
En cuanto al mecanismo de resolucio´n de eventos concurrentes que se plantea en
esta seccio´n, se refiere a la manera de actuar de un nodo cuando esta´ en la situacio´n
de recibir diferentes tipos de mensajes con la misma o diferente informacio´n, pero que le
hacen actuar de una manera concreta. Este mecanismo se utiliza principalmente para la
generacio´n de Big-Parents y para las desconexiones.
Vimos en la seccio´n de mensajes que un Big-Parent puede enterarse de que tiene
un nodo menos en su nivel tanto a trave´s del padre del nodo que se va como a
trave´s de los hijos que tuviera. Pero es difı´cil predecir de que´ forma se enterara´ an-
tes, ya que depende del estado de la red y de co´mo este´n interconectados entre
sı´ los nodos que le hagan llegar esa informacio´n. Por tanto, un Big-Parent debe
estar preparado para recibirla y procesarla de manera correcta, obviando redun-
dancias (necesarias, por otra parte, por fiabilidad), pero manteniendo coherente la
informacio´n de los nodos de su nivel y la de los nodos del nivel inferior. De esta
manera, cuando un Big-Parent detecta desconexiones de nodos en su nivel, actu´a
de manera ordenada para recomponer la informacio´n y, por ejemplo, reasignar un
nuevo padre a los nodos que tuvieran como padre adoptivo al nodo que se ha ido,
y al mismo tiempo, so´lo realizar esta accio´n una vez, independientemente de las
fuentes por donde reciba la informacio´n.
En la Fig. 3.16 se puede ver el problema de la concurrencia en el abandono de un
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Figura 3.16: Concurrencia de mensajes en desconexio´n
nodo y los mensajes que produce.
En el caso de la asignacio´n de un nuevo Big-Parent, un nodo se convierte en Big-
Parent cuando recibe un mensaje update new bp en el que se le dice que va a serlo.
Tambie´n es posible que un nodo del mismo nivel reciba antes la informacio´n de
quie´n es el nuevo Big-Parent, y le envı´e un update resources antes de que el nuevo
Big-Parent reciba la notificacio´n. Au´n ası´, el nodo debe ir reteniendo y organizando
esta informacio´n para empezar a asumir su nuevo rol y finalmente convertirse en
Big-Parent.
En la Fig. 3.17 se observan los mensajes que podrı´a producir el abandono de un
Big-Parent, y la situacio´n (llegada de mensajes) a la que se enfrentarı´a el nodo que
va a ser el nuevo Big-Parent del nivel (en tonalidad ma´s oscura que el resto)
Por estos motivos se ha prestado especial atencio´n al tratamiento de los estados de un
Big-Parent, para mantener la coherencia en el a´rbol y hacer que la arquitectura sea esta-
ble, siendo capaz de reestructurarse lo ma´s ra´pido posible frente a la salida de nodos de la
red, tanto si se producen de manera ordenada como desordenada. Todas estas eventua-
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Figura 3.17: Concurrencia de mensajes en la asignacio´n de un nuevo Big-Parent
lidades que pueden parecer lo´gicas y triviales en su explicacio´n, en realidad son bastante
complejas de administrar y detectar, siendo altamente dependientes de la naturaleza del
protocolo, y por ello se ha puesto especial cuidado a la hora de disen˜arlo.
3.5.9. Mecanismo de temporizaciones
Para el disen˜o de este protocolo se ha tenido en cuenta la posibilidad de que existan
eventos retardados, puesto que por la propia naturaleza de la red se producen esperas
debido a los tiempos de tra´nsito de los paquetes y a los diferentes retardos de transmisio´n
que puedan existir. Por tanto, parece lo´gico esperar en determinadas situaciones hasta
que se produzca un evento para realizar alguna accio´n. Por supuesto, estas esperas no
son activas, por lo que se puede seguir el flujo normal del programa.
Se han incorporado temporizaciones o mecanismos de espera en las conexiones, en
los abandonos/reconexiones y para la generacio´n de Big-Parents.
En el caso de las conexiones, los nodos esperan un tiempo para ponerse en con-
tacto con los Big-Parents o padres y poder conectarse. Si pasado ese tiempo no lo
han conseguido, vuelven a iniciar los mecanismos de conexio´n donde corresponda.
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En el caso de los abandonos, los nodos envı´an el mensaje de reconexio´n (segu´n
el mecanismo de reconexio´n visto anteriormente) y esperan un tiempo a que se
produzca. Si no lo consiguen vuelven a repetir el mecanismo de conexio´n.
Cuando un nodo es nombrado Big-Parent, debe esperar un tiempo para recibir la
informacio´n de los nodos de su nivel y recomponer las tablas con los recursos dispo-
nibles. Ese tiempo depende de cua´nto tarde en recibir todos los mensajes, y como
a priori no sabe cua´ntos nodos hay en su nivel, debe esperar un tiempo razonable
para considerarse estable y empezar a actuar correctamente como Big-Parent. Esto
no quiere decir que no pueda estar realizando las tareas propias de un Big-Parent,
sino que durante ese tiempo no informara´ al Bootstrap de que se ha convertido en
Big-Parent y no pondra´ en pra´ctica el mecanismo de eleccio´n de Big-Parent (del
siguiente nivel), esperando encontrarlo en los mensajes update resources de los
nodos de su nivel.
3.6. Resumen
En este capı´tulo se han detallado las caracterı´sticas ma´s importantes del sistema, los
mensajes y el protocolo. Se ha realizado un disen˜o completo de la arquitectura, cuidando
todos los detalles posibles para poder llevar a cabo una implementacio´n completa de la
misma. Adema´s, se ha puesto especial cuidado en la descripcio´n de los aspectos ma´s
importantes del protocolo y de los mecanismos que permiten a los nodos comunicarse
entre sı´. Y tambie´n se ha intentado poner e´nfasis en las caracterı´sticas que mejorara´n el
sistema y que servira´n para cumplir los objetivos propuestos. En el siguiente capı´tulo se
vera´n los resultados obtenidos de haber realizado una implementacio´n de este disen˜o.
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Capı´tulo 4
Validacio´n
4.1. Simulador
Para comprobar el correcto funcionamiento de la arquitectura disen˜ada, se ha di-
sen˜ado a su vez un simulador basado en eventos que permita simular una red con los
mensajes pertinentes. Ambas cosas se han implementado con Java 1.
4.1.1. Caracterı´sticas
A continuacio´n se detallara´n las caracterı´sticas y ventajas de este tipo de simulador.
Orientado a Eventos: al ser un modelo orientado a eventos, el tiempo en el que
se generan mensajes y se procesan no es “tiempo real”, sino que el tiempo avan-
za hasta que se produce un cambio de estado en alguno de los elementos que
componen la red. A este cambio se le denomina evento. La ventaja de este tipo de
simulaciones es que permiten reducir notablemente el tiempo en el que se obtienen
resultados. Se puede simular el transcurso del envı´o de mensajes de un dı´a entero
en unos pocos minutos.
No hace falta distribuir los nodos en una red real: otra ventaja importante de realizar
una simulacio´n es que la red tambie´n se simula. Todos los nodos pueden estar eje-
cuta´ndose en el mismo ordenador, y ası´ es ma´s fa´cil controlar los estados y eventos
de cada uno de los nodos que componen la red. Adema´s, resulta muchı´simo ma´s
econo´mico ya que se necesitan menos recursos para estudiar su comportamiento.
La informacio´n se recopila ma´s fa´cilmente: al estar todos los nodos en el mismo
ordenador, los resultados que produzca cada uno de ellos quedara´n almacenados
1http://java.sun.com
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en el mismo sitio, permitiendo ver ra´pidamente la situacio´n de la simulacio´n en un
momento dado. Podemos decir que es un entorno ma´s controlado, en el que se
simplifica bastante la deteccio´n de errores.
Parece que realizar una simulacio´n tiene ventajas notables frente a hacer una emula-
cio´n en un entorno de red real. Pero tambie´n presenta algunas dificultades, que son las
que ha habido que solucionar a la hora de disen˜arlo correctamente.
Por un lado esta´ el problema de la conciencia del tiempo: cada nodo que se en-
cuentra en la red virtual debe conocer el tiempo en el que entra, el tiempo que tarda
en salir o el tiempo que tiene que pasar hasta que hay que realizar alguna accio´n.
A su vez, debe enviar mensajes a otros nodos que tardara´n un tiempo en enviarse
y recibir de cualquier nodo sin importar el orden de recepcio´n, como en una red
real. Debe haber algu´n elemento que sea capaz de proporcionar esa conciencia del
tiempo a todos los nodos. y que para todos sea la misma en el momento en el que
se realiza alguna accio´n.
Por otro lado existe el problema de la concurrencia de eventos en el tiempo: hemos
dicho que cada nodo puede generar y recibir mensajes en cualquier instante de
tiempo, para parecerse lo ma´s posible a un entorno real. Eso quiere decir que puede
haber coincidencia en los instantes de tiempo en el que se vaya a producir alguna
accio´n. Y esa situacio´n debe estar contemplada y controlada en la medida de lo
posible.
Comunicacio´n entre nodos: En una red real, los nodos se envı´an mensajes entre
sı´ a trave´s de una pila de comunicaciones que es transparente para ellos, al realizar
esa funcio´n el sistema operativo. Pero au´n ası´, los nodos tienen que construir los
mensajes y enviarlos. Y el sistema operativo debe ser capaz de localizar los desti-
natarios e intentar que los mensajes les lleguen. El simulador debe proporcionar un
mecanismo parecido que abstraiga de esos problemas a los nodos.
Monitorizacio´n y recopilacio´n: Hemos visto que el hecho de simular una red tiene
como ventaja tener ma´s facilidad de recopilar informacio´n debido a la concentracio´n
de todos los participantes en el mismo ordenador. Eso es totalmente cierto, pero
hay que saber aprovechar esa posibilidad para sacar partido a la informacio´n que
se recopila. Para ello hay que disen˜ar un mecanismo de control de la simulacio´n
que no so´lo nos permita obtener fa´cilmente los datos de salida, sino que adema´s
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permita detectar fa´cilmente los fallos que se produzcan a trave´s de un sistema de
trazas o algo parecido.
Con todas estas caracterı´sticas y condiciones vamos a ver co´mo se ha realizado la
implementacio´n.
4.1.2. Implementacion
En primer lugar, surge la necesidad de tener un eje temporal. Una estructura donde
se puedan ir an˜adiendo los eventos segu´n vayan surgiendo y que se respete el orden
temporal de los mismos. Adema´s, es necesario que si varios eventos ocurren en el mismo
instante de tiempo, e´stos no se solapen y se procesen todos. Lo´gicamente el procesado
de los mismos se hara´ de manera secuencial. Pero digamos que podrı´a equivaler a una
cola de eventos. Adema´s, estos no tiene por que´ ir destinados al mismo nodo.
Tambie´n hay que plantearse el problema de la granularidad del tiempo. Mientras que
los tiempos de estancia en el canal van a tener una granularidad de segundos, los tiempos
de envı´o de mensajes o de esperas de los nodos tienen que ser del orden de milisegun-
dos, si se quiere simular una red realista. Por lo tanto, se ha elegido un eje de tiempos de
precisio´n de milisegundos. No hay problema en la duracio´n de la simulacio´n puesto que
un dato de tipo long puede abarcar varios an˜os contados en milisegundos, probablemente
ma´s que el nu´mero de eventos que pudiera almacenar la memoria del sistema.
La estructura de datos utilizada es una tabla hash en la que en cada entrada se alma-
cenan vectores de eventos. Y cada entrada es un objeto Long que representa el tiempo
en el que se produce el evento. Es decir, que si en el milisegundo 3576 hay un evento
programado, se extraera´ de la tabla hash el vector de eventos ubicado en la posicio´n re-
gistrada por la key 3576, y los eventos que haya en dicho vector se procesara´n de manera
secuencial por orden de adhesio´n. El vector de eventos se ha estructurado en lo que se
denomina un Piscina de Eventos (PoolEvents).
La tabla hash se recorrera´ de manera secuencial desde el principio de la simulacio´n
hasta el momento decidido como final. Es decir, que si se ha decidido que la duracio´n de la
simulacio´n va a ser de un millo´n de milisegundos, habra´ un contador que se recorra todos
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esos milisegundos y en cada uno hara´ una bu´squeda en la tabla hash por si en la key co-
rrespondiente a ese milisegundo existe un Evento o conjunto de eventos para procesarlos.
Pero, ¿que´ es un evento?. Un evento esta´ formado por un nodo origen, un nodo des-
tino y un tipo, el cua´l representa el tipo de mensaje que se procesa en el evento. La
manera de enviar un evento es enviar un clon del nodo origen a la referencia del no-
do destino, indicando el tipo del evento o mensaje. Cuando se procesa, el nodo destino
realiza las acciones necesarias dependiendo del tipo de mensaje y utilizando los datos
suministrados por la copia del nodo origen. Es importante que sea una copia y no el nodo
original, porque su estado puede variar dina´micamente, dependiendo del momento en el
que se produce el evento, y la informacio´n recopilada por el nodo destino podrı´a no ser la
correcta. Asimismo, es importante que el nodo destino sea la referencia del objeto original,
puesto que es cada nodo propiamente el que tiene que procesar la informacio´n. Adema´s,
esa es la manera que tiene cada nodo de conocer a los dema´s nodos. Cada nodo tie-
ne una variable que se representa a sı´ misma, y que perdura en las clonaciones. Tener
esa referencia es el equivalente al me´todo de localizacio´n en una pila de comunicaciones
esta´ndar.
La manera de an˜adir eventos al simulador es mediante el manejador de eventos
(EventHandler). Este elemento se encarga de introducir en la tabla hash el PoolEvents
que produce un nodo. Adema´s, a trave´s de e´l se asignan los tiempos de envı´o entre men-
sajes. Un nodo puede producir un conjunto de mensajes (eventos) destinados a diferentes
nodos destino. Estos se guardan en un PoolEvents origen del que se van extrayendo para
distribuirlos por los PoolEvents que correspondan a los tiempos de envı´o de cada mensa-
je. En la Fig. 4.1 se puede ver ma´s claramente co´mo funciona.
Los nodos generan un PoolEvents que contiene un conjunto de eventos que son ana-
lizados independientemente para introducirlos en el eje de tiempo segu´n corresponda.
Esto dependera´ del origen y destino del evento, y representara´ el tiempo de transmisio´n
del paquete entre ambos. A la hora de procesarse, se coge el PoolEvents de cada instante
de tiempo y ejecuta cada evento.
Para realizar la monitorizacio´n, cada Nodo tiene acceso a un objeto Monitor, que es el
que se encarga de registrar los eventos, y en cualquier momento puede acceder a e´l para
guardar la informacio´n que quiera. Se distinguen dos tipos de eventos a monitorizar.
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Figura 4.1: Funcionamiento del manejo de eventos
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Eventos de Nodo: son los que se producen dentro de un nodo. Es decir, un nodo es
capaz de monitorizar su estado en cualquier momento, escribiendo sus variables a
trave´s del objeto Monitor. Un ejemplo de evento de nodo a monitorizar serı´a cuando
se produce una desconexio´n. En ese caso, el nodo puede dejar constancia de su
estado (tiempo que llevaba conectado, canal en el que estaba, hijos que tenı´a...) y
es interesante recopilar esa informacio´n para hacer ana´lisis posteriores.
Eventos de A´rbol: son eventos en los que se recopila informacio´n de todos los
nodos del a´rbol a la vez, para conocer por ejemplo la forma que tiene, nu´mero de
nodos por nivel, o conocer cualquier para´metro global comu´n a todos los nodos, tal
como el estado o el tipo. La manera de conseguir la informacio´n en estos eventos
es mediante bu´squeda recursiva dentro del a´rbol. Hay que recordar que al ser una
simulacio´n, el a´rbol que se generarı´a fı´sicamente como la conexio´n de cada una de
los usuarios, en este caso es una estructura de datos en forma de a´rbol normal y
corriente.
Por u´ltimo, en la Fig. 4.2 se muestra un diagrama simplificado de las clases utilizadas
para desarrollar el proyecto. Se puede ver que casi todo gira en torno a la clase Nodo,
que constituye el nu´cleo del sistema, ya que es el que lleva la mayor parte de la lo´gica
implementada, tanto a nivel de mecanismos, como de protocolos y estados.
4.2. Resultados Obtenidos
Como se dijo en la seccio´n anterior, para realizar la validacio´n de la arquitectura di-
sen˜ada se ha implementado un simulador basado en eventos que es capaz de simular una
red con los mensajes que se envı´an entre los nodos y permite estudiar el comportamiento
de e´stos frente a cambios que se produzcan en el a´rbol, en especial las conexiones y re-
conexiones que se produzcan, y que son las que van a centrar las mediciones realizadas.
Gracias a la implementacio´n de este simulador se podra´n obtener datos de a´rboles de
un taman˜o considerable y que se podra´n procesar ma´s fa´cilmente. Por ello, al simulador
se le ha dotado de un sistema de monitorizacio´n que permite obtener un gran nu´mero de
datos del estado del a´rbol o de los nodos.
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Figura 4.2: Estructura de clases
Para que este simulador sea va´lido, debe reproducir lo ma´s fielmente posible las con-
diciones de una red real y el comportamiento de los usuarios para los que se ha disen˜ado
la arquitectura.
Para conseguir las condiciones de una red real, los mensajes que envı´en los nodos
deben estar sujetos a retardos parecidos a los que se encontrarı´an en Internet. Es
decir, que para cada par de nodos deberı´a existir un retardo diferente que estara´ en
funcio´n de la localizacio´n de cada nodo en la red. Nuestra solucio´n esta´ pensada
para ser ejecutada en Internet, pero para intentar reproducir las condiciones com-
pletas se necesitarı´a una simulacio´n muy compleja. Por lo tanto se ha optado por
hacer una aproximacio´n basada en datos empı´ricos obtenidos a trave´s del proyecto
PingER2, el cual realiza estadı´sticas de retardos entre diferentes puntos de Internet,
y que permite elegir varios para´metros para sacar las medidas. En concreto, noso-
tros nos hemos basado en la tabla resumen del RTT medio para nodos localizados
en Europa, y para un taman˜o de paquete de 100 bytes. Hemos decidido utilizar
datos de un so´lo continente porque la probabilidad de que los usuarios que este´n
2http://www-iepm.slac.stanford.edu/pinger/
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viendo una retransmisio´n en directo sean de una zona concreta es bastante alta. En
base a estos datos se ha generado una variable aleatoria normal con media 19,8ms
y desviacio´n tı´pica de 16ms para cada enlace entre cada par de nodos. La eleccio´n
del tipo de variable aleatoria se ha hecho por aproximacio´n a partir de histograma
realizado con los datos extraı´dos del mes de Marzo de 2010 del citado proyecto.
Otro dato de entrada importante es el tiempo de estancia de cada usuario en un
canal cualquiera. Este dato lo hemos extraı´do de [CRC+08] en donde se obtuvie-
ron diferentes para´metros de un servicio desplegado de IPTV. Aunque el sistema
analizado en dicho artı´culo esta´ basado en una infraestructura dedicada para IPTV
desplegada utilizando multicast IP, nosotros tomamos el valor de tiempo de estancia
en el canal como referencia, ya que nuestro objetivo es brindar la misma experien-
cia a los usuarios del sistema P2P propuesto que la que perciben los usuarios de un
sistema dedicado. Ya que la informacio´n proporcionada en [CRC+08] es agregada
entre todos los canales ofertados, hemos decidido simplificar el ana´lisis y aplicar la
misma distribucio´n de tiempo de estancia a todos los canales simulados. Por este
mismo motivo, todos los canales y usuarios tendra´n el mismo comportamiento, por
lo que los usuarios tendra´n un tiempo de estancia en el canal siguiendo la misma
distribucio´n y, una vez abandonen su canal actual, elegira´n con la misma probabili-
dad (siguiendo una distribucio´n uniforme) otro canal.
Con todos estos datos que intentan aproximar una red con condiciones reales, se ha
creado una simulacio´n en la que existe un Bootstrap server en el que esta´n registrados 4
canales, y que cuenta con un nu´mero total de 400 usuarios en el sistema. Aunque existen
otras condiciones y variables importantes como son el nu´mero de recursos (ancho de
banda disponible en uplink) y taman˜o de buffers en cada equipo, en estas simulaciones
se supone que esto no es problema, asumiendo un nu´mero infinito de recursos.
4.2.1. Estructura de los a´rboles
Una parte importante de la validacio´n es comprobar que los a´rboles de distribucio´n
se crean y reconstruyen de manera adecuada. Para ello hemos obtenido los para´metros
tı´picos de un a´rbol de distribucio´n para comprobar la morfologı´a media resultante. En la
Fig. 4.3 se representan los valores medios y desviacio´n tı´pica del porcentaje de nodos por
cada uno de los niveles. Un resultado interesante es que, au´n teniendo nu´mero ilimitado
de recursos en cada nodo, los nodos padre no tienen muchos nodos hijos conectados ya
52
4.2. RESULTADOS OBTENIDOS
que la relacio´n entre nodos de cada nivel no es muy grande. Adema´s, aunque el nu´mero
de nodos por nivel no es constante, sı´ se puede observar que se distribuye entre los
diferentes niveles. Lo´gicamente, por el orden de conexio´n, el porcentaje de nodos de los
niveles inferiores comienza a decrecer a partir de un cierto punto.
1 3 5 7 9 11 13 15 17
0
2
4
6
8
10
12
14
16
18
20
Niveles
No
do
s p
or
 N
ive
l (
%
)
Figura 4.3: Porcentaje de nodos por nivel
Otro para´metro interesante es el del nu´mero de nodos hoja en el a´rbol. Tras realizar
varias simulaciones, hemos obtenido que el nu´mero medio de nodos hoja es de 33,5% del
total de nodos y una desviacio´n tı´pica de 1,75. Adema´s, hemos estimado que el nu´mero
medio de niveles es de 13,1 con una desviacio´n tı´pica de 1,25. Estos valores nos demues-
tran que el a´rbol se encuentra acotado tanto en altura como en el nu´mero de nodos hijo
de cada nodo.
4.2.2. Tiempos de conexio´n y reconexio´n
Uno de los valores ma´s importantes, y motivo por el cual hemos realizado esta pro-
puesta, es el tiempo que necesita un nodo para reconectarse una vez detecta que su
padre actual se ha desconectado. Para estimar dicho valor, se han realizado 30 ejecucio-
nes diferentes de 1 dı´a de duracio´n cada una de ellas, obteniendo los resultados que se
muestran en la Fig. 4.4. En esa figura se puede ver la funcio´n de distribucio´n (Cumulative
Distribution Function o CDF en ingle´s) para los tiempos de conexio´n (tiempo necesario pa-
ra que un nodo se conecte o cambie a otro canal) y de reconexio´n (tiempo necesario para
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que un nodo hijo se reconecte a otro nodo padre). De estos resultados, se desprenden
las siguientes conclusiones:
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Figura 4.4: CDF de los tiempos de conexio´n y reconexio´n
Para el tiempo de conexio´n, el valor ma´ximo obtenido es de 234ms y el mı´nimo de
35ms. El valor medio obtenido entre todas las realizaciones es de 115ms con una
desviacio´n tı´pica de 38,5ms.
Para el tiempo de reconexio´n, el valor ma´ximo obtenido es de 107ms y el mı´nimo de
10ms. El valor medio de todas las reconexiones es 48ms con una desviacio´n tı´pica
de 17,3ms
Lo ma´s importante es que el tiempo medio de reconexio´n de un nodo es muy pequen˜o,
e incluso el valor ma´ximo es aceptable para que un nodo no pierda muchos paquetes
durante esta fase de reconexio´n. Lo´gicamente, el tiempo de reconexio´n sera´ ma´s pequen˜o
que el de conexio´n por la utilizacio´n de padres adoptivos.
Analizando detalladamente los resultados, se ha podido comprobar que tan so´lo el
0,45% de las reconexiones de los nodos no se realizaba correctamente con sus padres
adoptivos, sino que debı´an contactar con el Bootstrap server.
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4.2.3. Carga de los Big-Parent
Otra de los valores ma´s importantes, y que hace muy interesante la propuesta, era
distribuir la carga de los nodos que se encargan de administrar el sistema. De esta mane-
ra, cada Big-Parent o el Bootstrap server recibira´n o enviara´n una cantidad de mensajes
significativamente menor que el que recibirı´a o enviarı´a un nodo dedicado en un sistema
centralizado. Para comprobar que esto es ası´, se ha medido el nu´mero medio de mensa-
jes que envı´an y reciben los nodos Big-Parent por minuto, y adema´s, para cada nivel. Los
resultados de esas mediciones se muestran en las Fig. 4.5 y Fig. 4.6.
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Figura 4.5: Nu´mero medio de mensajes de control recibidos en un Big-Parent por minuto y por
nivel, con intervalos de confianza del 95%
Se puede ver que la carga media es bastante uniforme en los niveles medios del a´rbol,
siendo adema´s bastante baja. Este resultado valida nuestro objetivo de distribuir la carga
de administracio´n, ya que se ha conseguido que se reparta el nu´mero y procesamientos
de mensajes de administracio´n del a´rbol lo mejor posible. Tambie´n se ve que el nu´mero
medio de mensajes que envı´an es aproximadamente el doble de los que reciben. Esto
es lo´gico, puesto que la funcio´n que tienen que realizar los Big-Parent es la de adminis-
trar en funcio´n de los datos que reciban. Si comparamos estos datos con los de la carga
del Bootstrap, que resultaron ser de 75 mensajes recibidos y 56 mensajes enviados, en
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Figura 4.6: Nu´mero medio de mensajes de control enviados por un Big-Parent por minuto y por
nivel, con intervalos de confianza del 95%
media, vemos que aunque el Bootstrap sigue siendo el que ma´s mensajes procesa en pro-
porcio´n a los Big-Parent de cada nivel, si se sumasen los mensajes de todos los niveles,
la carga del Bootstrap serı´a del 32% del total de mensajes de control para los mensajes
recibidos y del 18% para los enviados.
4.2.4. Estabilidad de los Big-Parent
Por u´ltimo, otro dato muy interesante obtenido es el que se refiere a la estabilidad de
los Big-Parent. Es decir, a la probabilidad de que haya que cambiar de Big-Parent en un
nivel. Cuantos menos cambios haya que hacer, ma´s estable sera´ el a´rbol, ya que no se
tendra´ que reconfigurar tantas veces. Por ese motivo, es muy importante elegir correcta-
mente el Big-Parent de un nivel. Como se describio´ en 3.5.4, la manera de asignar un
Big-Parent en un nivel es elegir aquel nodo que llevase ma´s tiempo conectado. Este tipo
de eleccio´n ha demostrado ser bastante estable, como se puede observar en la Fig. 4.7,
en la que se muestra el nu´mero de desconexiones de Big-Parent cada minuto durante los
30 primeros minutos de la simulacio´n.
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Figura 4.7: Evolucio´n del nu´mero de abandonos de Big-Parents
Para entender esta figura hay que explicar el contexto en el que se produce, que
es el que interesa hacer notar. Se ha realizado una simulacio´n en la que los valores
iniciales corresponden a abandonos producidos por nodos que no han sido elegidos por
el sistema, sino que han sido fruto de la creacio´n del a´rbol (se genera un nivel ma´s en
el a´rbol que necesita un Big-Parent, y el primer nodo que exista al crear ese nivel se
convierte en Big-Parent). A medida que pasa el tiempo, segu´n se van desconectando esos
Big-Parents, se van sustituyendo por otros elegidos por el sistema y que hacen que poco a
poco vaya disminuyendo el nu´mero de abandonos que se producen de Big-Parents, hasta
estabilizarse en un valor bastante razonable.
4.3. Conclusiones del capı´tulo
En este capı´tulo se han realizado una serie de medidas para obtener resultados que
validen la propuesta planteada. Para ello, se ha disen˜ado un entorno de simulacio´n com-
pleto en el que poder ver la evolucio´n del ALM y que permita obtener el mayor nu´mero
de datos posibles. Este entorno es flexible, en cuanto a que se puede adaptar a las con-
diciones de la red, escalable, ya que se puede ir ampliando la informacio´n a recabar con
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e´l fa´cilmente, y va´lido, en el sentido de que sirve para analizar los datos que se han con-
siderado necesarios para comprobar el funcionamiento del sistema. Adema´s, para que
este entorno simulado sea lo ma´s fiel posible a uno real, se han utilizado aproximaciones
empı´ricas basadas en datos reales de Internet y en el comportamiento de los usuarios.
Con todo esto se ha podido ver que las medidas realizadas cumplen ampliamente con
las expectativas, ya que se ha conseguido un sistema que minimiza las pe´rdidas de datos
por reconexio´n y que sirve para descongestionar el tra´fico que se producirı´a en un sistema
centralizado. Adema´s, mediante el ana´lisis de ciertos para´metros y su tratamiento se ha
conseguido optimizar el a´rbol para mejorar su estabilidad en cuanto a nivel de control se
refiere.
Por todo esto, consideramos que la propuesta realizada queda validada para los obje-
tivos que se habı´an planteado.
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Conclusiones y Trabajo Futuro
5.1. Conclusiones
A lo largo de este proyecto se ha explicado co´mo serı´a el funcionamiento y manteni-
miento de un ALM distribuido que sirva para transmitir vı´deo en directo, en concreto para
servicios de IPTV. El modelo planteado es sencillo y escalable. Adema´s, esta´ orientado
a minimizar el tiempo de reconexio´n de los nodos y a distribuir la carga de control de los
nodos en lugar de que lo haga uno so´lo de manera centralizada. En esos dos aspectos
fundamentales, la solucio´n propuesta es suficientemente va´lida, sobre todo a raı´z de las
pruebas realizadas.
Tambie´n se ha podido comprobar la estabilidad de los a´rboles que se crean, haciendo
que los Big-Parent cambien con la menor frecuencia posible en cada nivel y que puedan
detectar abandonos lo ma´s ra´pidamente posible para reestructurar el a´rbol adecuadamen-
te. Esto se consigue gracias a los mecanismos que hacen que se pueda informar tanto
por parte del padre del nodo que se va como de los hijos, y tambie´n que mejore la rapidez
debido al ajuste dina´mico de las temporizaciones en funcio´n de los RTTs.
Adema´s el protocolo disen˜ado para la administracio´n es muy escalable, permitiendo
an˜adir ma´s informacio´n fa´cilmente en los mensajes que permitan la reconfiguracio´n, y
tambie´n mediante la adicio´n de nuevas funcionalidades.
Al ser un modelo distribuido, se ha generado una relativa independencia entre los ni-
veles del a´rbol, haciendo que el tra´fico de control se reparta de la forma ma´s equitativa
posible entre los niveles, para mantener ası´ despejados los recursos del Bootstrap y del
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resto de nodos en general.
A nivel de reproduccio´n de vı´deo, es interesante destacar que al ser un ALM basado
en un u´nico a´rbol, la complejidad en la gestio´n de bufferes disminuye considerablemente,
al recibir vı´deo de una u´nica fuente. Y que gracias a la gestio´n eficaz que se realiza de las
ramas del a´rbol en cuanto a reconexiones, parece no suponer un problema o una desven-
taja frente a sistemas con mu´ltiples fuentes y gestio´n ma´s compleja.
Por u´ltimo, se ha realizado una implementacio´n tanto del sistema como de un simu-
lador que lo valide, haciendo ma´s fa´ciles los ana´lisis posteriores y con posibilidades de
seguir investigando sobre ello.
5.2. Trabajo Futuro
Aunque en este trabajo se han realizado las bases del sistema que servira´n para fu-
turas lı´neas de investigacio´n, y se puede considerar bastante completo de por sı´, quedan
en el tintero algunos aspectos que serı´a interesante tratar. Principalmente habrı´a que de-
finir la gestio´n de recursos en los nodos, ahora considerados ilimitados, y circunstancias
especiales como posibles cambios de nivel o tratamiento de bufferes. Tambie´n serı´a in-
teresante centrarse en controlar las salidas desordenadas. La mayorı´a de estos aspectos
ya se han tenido en cuenta para simplificar las labores de trabajo futuras. Adema´s, cree-
mos que es muy interesante seguir investigando en ello debido al gran auge que estos
sistemas esta´n teniendo entre los usuarios finales.
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Ape´ndice A
Presupuesto
En este capı´tulo se hara´ un desglose de las fases de desarrollo del proyecto ası´ como
de los costes asociados a la propuesta.
A.1. Tareas
A lo largo del desarrollo de este proyecto se han realizado diferentes tareas hasta
poderlo llevar a cabo. Estas tareas quedan reflejadas en la Fig. A.1.
Figura A.1: Diagrama de Gantt con las fases del proyecto
Ba´sicamente, han sido tareas de bu´squeda y recopilacio´n de informacio´n, disen˜o, im-
plementacio´n y documentacio´n. El bloque ma´s importante lo constituye el disen˜o y la
implementacio´n.
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A.2. Costes
Como se ha podido ver en la Fig. A.1, la duracio´n aproximada del proyecto ha sido de
tres meses y medio, y en ese tiempo ha sido necesario cubrir una serie de costes que se
detallan a continuacio´n.
A.2.1. Personal
Para la realizacio´n del proyecto se ha necesitado cubrir las tareas que realizarı´an los
especialistas que se detallan en la Tabla A.1, junto con el precio de la mano de obra por
hora. El jefe de proyecto serı´a el tutor del mismo.
Tabla A.1: Retribuciones salariales de cada especialista (por hora)
Personal
Cargo Coste (por hora)
Analista 35,00 C
Arquitecto 40,00 C
Disen˜ador 40,00 C
Gestio´n de calidad y pruebas 35,00 C
Jefe de proyecto 45,00 C
Programador 25,00 C
Si se aplican estos costes al nu´mero de horas dedicado por cada especialista en
funcio´n de las fases de disen˜o y las tareas encomendadas, el resultado se puede ver en
la Tabla A.2
A.2.2. Material
En este apartado se detalle el coste de los materiales empleados durante la realizacio´n
del proyecto. Estos costes se pueden dividir en hardware, software y material fungible.
Hardware
El u´nico elemento de hardware usado fue un Macbook de 13 pulgadas de aluminio
valorado en 1250 C que sufrio´ un desgaste equivalente a 138,89 C, y que fue sobre
el que se realizaron todas las pruebas.
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Tabla A.2: Costes de personal
Actividades y recursos
Actividad Personal Totales
Jefe de proyecto Analista Arquitecto Disen˜ador Pruebas Programador
Ana´lisis del problema 100 30 50 100 0 150 430
Recopilacio´n de informacio´n sobre el problema 15 15
Bu´squeda de alternativas 15 15
A´rbol ALM 10 0 50 100 0 150 310
Disen˜o del a´rbol ALM 50 100 150
Implementacio´n del a´rbol ALM 150 150
Simulacio´n 10 0 75 75 0 100 260
Disen˜o del simulador 50 50
Implementacio´n del simulador 50 50
Implementacio´n del a´rbol ALM en el simulador 25 25 100 150
Pruebas del prototipo 10 50 50 110
Validacio´n de la solucio´n 15 50 65
Documentacio´n 15 30 70 115
Horas totales 160 30 205 345 100 450 1290
Coste 7.200,00 C 1.050,00 C 8.200,00 C 13.800,00 C 3.500,00 C 11.250,00 C 45.000,00 C
Software
Se refiere a las licencias de software utilizadas. En la Tabla A.3 se puede ver deta-
llado el software utilizado.
Tabla A.3: Costes del software
Software
Concepto Licencias Coste/licencia Coste
MacOS X Leopard 1 129,00 C 129,00 C
GraphViz 1 0,00 C 0,00 C
Matlab (Licencia universidad) 1 0,00 C 0,00 C
Microsoft Office 2007 1 155,00 C 155,00 C
Latex 1 0,00 C 0,00 C
Eclipse IDE 1 0,00 C 0,00 C
Total 284,00 C
Material Fungible
Por u´ltimo, en la Tabla A.4 se describen los materiales utilizados durante la realiza-
cio´n del proyecto.
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Tabla A.4: Costes del material Fungible
Material fungible
Concepto Cantidad Coste unitario Total
Memorias USB 1 37,00 C 37,00 C
Discos vı´rgenes (CD / DVD) 2 0,44 C 0,88 C
Disco duro porta´til 320 GB 1 97,90 C 97,90 C
Material de oficina 1 25,00 C 25,00 C
Total 160,78 C
A.2.3. Transporte
Durante la realizacio´n del proyecto se utilizo´ como medio de transporte un vehı´culo
privado con un coste de 700 C, durante los casi cuatro meses que duro´. El consumo me-
dio mensual fue de unos 120 C. El sobrecoste an˜adido se debe a que hubo que cambiar
neuma´ticos en ese perı´odo.
A.2.4. Costes indirectos
En esta Tabla A.5 se resumen el resto de costes derivados del uso de instalaciones
durante los tres meses y medio que duro´ el proyecto.
Tabla A.5: Costes indirectos
Costes indirectos
Concepto Coste
Alquiler de local 960,00 C
Luz, agua 240,00 C
Servicio de limpieza 240,00 C
Tele´fono fijo y red de comunicaciones 280,00 C
Cobertura por bajas *1 1.160,00 C
Seguro a todo riesgo *2 160,00 C
Total 3.040,00 C
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(*1) En la cobertura por bajas se aplica en caso de tener que contratar personal para
cubrir bajas por enfermedad o incapacidad.
(*2) El seguro a todo riesgo incluye cobertura de personal y bienes materiales.
A.2.5. Resumen
Teniendo en cuenta todos los costes relatados anteriormente, el coste total necesario
para realizar el proyecto serı´a de 49,323,67 C, tal y como se muestra en la Tabla A.6
Tabla A.6: Resumen de costes
Resumen de costes
Concepto Cantidad
Mano de obra 45.000,00 C
Equipos 138,89 C
Software 284,00 C
Fungible 160,78 C
Transporte 700,00 C
Costes indirectos 3.040,00 C
Total 49.323,67 C
Esta cantidad no tiene en cuenta ni el ana´lisis del riesgo ni los impuestos
A.2.6. Totales
Finalmente, en la Tabla A.7 queda desglosado el balance final de coste del proyecto.
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Tabla A.7: Presupuesto total
Presupuesto del PFC
Concepto Cantidad
Coste total 49.323,67 C
Riesgo (20%) 9.864,73 C
Beneficio (20%) 9.864,73 C
Total sin I.V.A. 69.053,14 C
I.V.A. (16%) 11.048,50 C
Total 80.101,64 C
Teniendo en cuenta los costes desglosados en los apartados anteriores, el presupues-
to total de este proyecto asciende a la cantidad de OCHENTA MIL CIENTO UNO
CON SESENTA Y CUATRO euros.
Legane´s, a 14 de mayo de 2010
El ingeniero proyectista
Fdo. David Dı´ez Herna´ndez
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