A B S T R A C T Maps of 12 hr sea-level pressure (SLP) from the former National Meteotrological Center (NMC) and 24 hr SLP maps from the European Centre for Medium-range Weather Forecasts (ECMWF) 40 yr re-analysis (ERA40) were used to identify extratropical cyclones in the North Atlantic region. A calculus-based cyclone identification (CCI) method is introduced and evaluated, where a multiple regression against a truncated series of sinusoids was used to obtain a Fourier approximation of the north-south and east-west SLP profiles, providing a basis for analytical expressions of the derivatives. Local SLP minima were found from the zero-crossing points of the first-order derivatives for the SLP gradients where the second-order derivatives were greater than zero.
Introduction
Cyclones are important synoptic systems that have a significant impact on weather and society. On the synoptic scales, cyclones and anticyclones account for most of the atmospheric variability in mid-latitudes (Trenberth, 1991) . The study of cyclones is not only of practical importance since they are a source of severe weather including heavy rain and strong winds, but also of theoretical importance since they are an important agent for transport of energy, momentum and water vapour in the climate system, thereby playing an important part in the meanwave flow interaction (Peixoto and Oort, 1992) . One aspect that complicates the understanding of the cyclones, is the difference between tropical and mid-latitude systems. In the Tropics, convective instabilities are more important whereas in mid-latitudes the cyclones are driven rather by baroclinic instabilities. In both cases, conversion from latent heat is a primary energy feeding mechanism. The focus of this paper will be on the mid-latitude cyclones.
Manual identification and investigations of cyclones in midlatitudes started when synoptic weather maps were systematically prepared in the 1850s. Studies on cyclones began fairly early (e.g. Mohn, 1870) . However, it took some time for a comprehensive and systematic analysis to be realized, which took place in the mid-twentieth century (e.g. Petterssen, 1950) . With the development and extensive application of the digital sea-level pressure (SLP) data, automatic tracking algorithms became a necessity (e.g. Leonard et al., 1999) . These algorithms have recently been developed to facilitate an objective and consistent description of cyclone climatology (Murray and Simmonds, 1991; Jones and Simmonds, 1993; Blender et al., 1997; Grigoriev et al., 2000) .
The identification of cyclones depends on the algorithms and input data used, and different algorithms may give different results. In addition, data quality, time and space resolution of the input data have an impact on the results of cyclone tracking (Blender and Schubert, 2000) . Although re-analysis can be regarded as the best representation of the global atmosphere, use of different re-analysis products can still lead to different results. For example, Hanson et al. (2004) show that although the statistics of the cyclone tracks based on European Centre for Medium-range Weather Forecasts (ECMWF) and National Center for Environmental Prediction (NCEP) re-analysis are similar, there can be some differences in temporal evolution of the identified individual cyclones.
Many recent works show that cyclone properties vary on a variety of timescales (Alpert et al., 1990; Agee, 1991; Gulev et al., 2001; Sepp et al., 2004; Zhang et al., 2004) . The detection of trends in cyclone statistics is complicated by pronounced interannual and decadal variations (Walsh, 2004) . While some studies have not found significant trends in the mid-latitude storminess (Hall et al., 1994; Carnell and Senior, 1998; Schubert, 1998; Key and Chan, 1999; Ulbrich and Christoph, 1999; Graham and Diaz, 2001) , others suggest that there may have been long-term trends in some regions (Geng and Sugi, 2001; Gulev et al., 2001; Fyfe, 2003; Zhang et al., 2004) . It is worth keeping in mind that different extratropical regions may experience different trends in the storm numbers and intensities if the storm track is displaced. Geng and Sugi (2001) noted that an increase in the cyclone density over the North Atlantic (45 • -80 • N, 60
• W-0 • E) and the cyclogenesis may be associated with the large-scale baroclinicity.
Since the meridional temperature profile sets the thermal wind, the large-scale baroclinicity is influenced by the large-scale temperature structures. Sugi (2001, 2003) inferred from model-based studies of mid-latitudinal storms, a relationship between the level of mid-latitude cyclone activity and the condition for baroclinic instabilities, and Geng and Sugi (2003) suggested that an enhanced greenhouse effect may lead to a reduction of the number of weak and medium-strength extratropical cyclones and an increase in strong cyclones. Fyfe (2003) noted a small increase in the number of deep cyclones, as well as a decrease in the number of cyclones over the sub-Antarctic Ocean (40 • -
60
• S) and a weak increase over the Antartic Ocean (60 • -
90
• S) during the period 1960-1999. Gulev et al. (2001) found an increase in the number of cyclones in the Arctic and over the western Pacific as well as a decrease over the Gulf Stream and subpolar Pacific. Zhang et al. (2004) found an increase of the number and intensity of cyclones moving into the Arctic from the mid-latitudes, and suggested that there has been a shift in the storm tracks into the Arctic. Alexander et al. (2004) used a climate model (CCM3.6) to study cyclones, and found that the North Atlantic storm track activity is enhanced by an ice-cover retreat in the Greenland-Iceland-Norwegian (GIN) Seas. Thus, a trend in the mid-latitude storm statistics may be consistent with changes in the sea-ice extent (Meier et al., 2005) . One caveat is that climate models (AOGCMs) tend to have low spatial resolution which may affect their ability to adequately represent the cyclone frequencies as well as individual storm characteristics (Jung et al., 2006) . According to Walsh (2004) , there is a large number of cyclone detection schemes relying on combinations of threshold values used for detecting cyclone-like vortices in general circulation models (GCMs), but there appears to be no genuinely objective means for setting these threshold values. Alternatively, storm activity is expressed in terms of short-term variance for a given location over time, the so-called Eulerian approach (Hoskins and Hodges, 2005) . For instance, Geng and Sugi (2003) used smoothed 2-7 d 500 mb vertical velocity variance as an indicator of the storm activity, and Sorteberg et al. (2005) identified storm tracks by searching for positive 850 hPa vorticity anomalies, in order to study track densities and mean intensity.
It is important to keep in mind the distinction between estimating the trajectories of the systems (storm tracks diagnostics) and identifying the storm centres (also referred to as 'feature points'). Whereas a sophisticated 'feature tracking' scheme may be used for analysing storm tracks (e.g. Hodges, 1999; Hodges, 2002, 2005) , the identification of actual storm centres may be more primitive. Zhang et al. (2004) used a conventional-type cyclone identification method consisting in identifying cyclones by comparing grid point values with its eight surrounding values, but they set an additional criterion that the minimum difference between the centre value and the surrounding points after smoothing ('SLP gradient') must be greater than a threshold value (0.15 hPa). Hoskins and Hodges (2002) compared 2-6 d bandpass type approaches to a feature tracking approach (Hodges, 1995) , and concluded that tracking diagnostics give some details not readily available from Eulerian studies.
The calculus-based cyclone identification (CCI) method used in this study is more complicated than many of the earlier methods (Gulev et al., 2001; Zolina and Gulev, 2002; Geng and Sugi, 2003) , but is also more computationally demanding (it can nevertheless be done on a modern PC or workstation). In some respect, the CCI method is comparable with more elaborate cyclone analyses, such as involving B-splines (Hodges, 1994 (Hodges, , 1995 or the Laplacian of pressure surface (Simmonds and Murray, 1999; Simmonds and Keay, 2000) . The B-splines ('B' for 'basis') involves a recursive fitting of piecewise polynomials rather than a least-squares multiple regression fit to an analytical solution provided by a truncated Fourier series. The CCI approach used here works in a similar fashion as the B-splines (Hodges, 1995) in terms of fitting smooth functions and interpolation, but offers the advantage of providing explicit analytical solutions for the gradients estimated through a regression analysis. Here, harmonics are used instead of polynomials for providing a smooth interpolation. The method employed by Hodges (1994 Hodges ( , 1995 provided either an interpolating surface or a least-squares approximation, depending on the parameters used. The CCI method provides Tellus (2006) both a least-squares approximation of the SLP surface employing ordinary least-squares regression (other types of regression can in principle be used), and these approximate surfaces are then utilized for spatial interpolation (this can be seen in Figs 1 and 2). Hodges (1994) used an ad hoc method for identifying centroids of feature points, and Hodges (1995) later improved the feature-point identification by applying a combination of interpolation/smoothing and local maximization to compute offgrid local maxima or minima. Hodges (1994 Hodges ( , 1995 focused mainly on tracking whereas the analysis presented here focus on the feature identification and the evaluation of the cyclone feature statistics. The CCI also differs from the B-splines approach by defining the local minima as the zero-crossing points of the derivatives. The CCI approach also bears some similarities to the work of Simmonds and Keay (2000) and Simmonds and Murray (1999) , who used local maxima of the Laplacian of pressure to identify cyclones. Their method involved a spatial smoothing and employed an iterative approximation to fit the centre of the ellipsoid that best fit the pressure surface defined by a bi-cubic spline function. The CCI method is arguably more mathematically rigorous as it seeks solutions consistent with the form e ikx that is common to many differential equations, and it provides an analytical solution to the pressure gradients based on a truncated Fourier series, for which the values for the coefficients are estimated using a linear multiple regression. Furthermore, the Simmonds and Keay (2000) and Simmonds and Murray (1999) analyses were applied to the southern hemisphere whereas present analysis focus on the Nordic region. In theory, spherical harmonics-Legendre functions-could be employed, however, it would involve complicated and computationally demanding calculations (Hodges, 1995) . A simple cylindrical projection is used here, as it is considered adequate for mid-latitude storms as long as the Polar region is excluded (Hodges, 1994) . For a more general analysis, a spherical coordinate system for the data (Hodges, 1995) is superior, however, a polar stereographic Tellus (2006) projection (Simmonds and Murray, 1999; Simmonds and Keay, 2000) can also be used for the high latitudes. Hodges (2002, 2005) used least squares fit to spherical harmonical functions to remove the background field, but not for detecting local minima (maxima). Since we were interested in SLP gradients (gradient winds) and we could not think of a good reason why we should remove the background Fig. 3 . Sensitivity of the derived storm characteristics to choice of dataset (a-c), resolution used for interpolation (d-f), number of harmonics (g), and method for estimating maximum speed (h-i). The date (YYYMMDD) is given in panels c and f for the cyclones with a central pressure below 950 hPa. The four different methods for estimating maximum geostrophic wind speeds was taking the maximum values estimated (i) within a radius of 5 degrees, (ii) at the points of inflexion (see Fig. 1 ), and the gradient winds estimated (iii) within a radius of 5 degrees and (iv) at the points of inflexion. The SLP were taken at 12:00 UTC for both NMC and ERA40.
field before applying our method, the CCI analysis was applied to the total SLP here.
The main purpose of this paper is to introduce a new cyclone identification method, but we also wanted to provide regional storm statistics and search for trends over the Nordic countrieshence the focus on this region. The outline of this paper is as follows: A description of the data used followed by a detailed Tellus (2006) presentation of the CCI method. The 'Data and Method' section is followed by a 'Results' section presenting the evaluation of the CCI-method, and 'Discussion' concludes our analysis.
Data and Method

Data
The data used to derive the cyclone statistics was taken from the (24 hr) ECMWF 40 yr re-analysis (ERA40) (Simmons and Gibson, 2000; Simmons et al., 2004; Uppala et al., 2005) SLP (taken at 12:00 UTC) and the gridded ds195.5 SLP data set of 12 hr (taken at 00:00 and 12:00 UTC) SLP from the National Meteorological Center (NMC), now National Center for Environmental Prediction (NCEP). It is not certain that the SLP is the most appropriate parameter for identifying cyclones in general (Hoskins and Hodges, 2002) , however, it is nevertheless arguably one of the parameters with the most complete observational records as well as among the most constrained parameters in the re-analysis products (in regions with high quality observations) since observed surface pressure is used in the assimilation whereas vorticity is a model-derived quantity. Furthermore, the SLP is measured directly and provides a convenient basis for validation in terms of the location of low-pressure systems. Another advantage with SLP is that gridded synoptic data reconstruction can extend further back in time than derived fields like vorticity, since SLP fields can be derived from empirical (historical) surface pressure alone. One important difference between the NMC and ERA40 data is that the former is derived through a number of different statistical analyses as well as using a forecast model (T126L18) whereas the latter is produced by one single state-of-the-art atmospheric GCM (T159L60 including the stratosphere) that has assimilated a wider range of past observations (the number of observations has changed over time). The spatial resolution of both the NMC and the ERA40 data used here is 2.5
• × 2.5
• (the original ERA40 data is produced with a higher spatial resolution). A conversion to the Unidata's netCDF format (Rew et al., 1996) and subsequent evaluation of the NMC data set was carried out documented by Benestad (1998) . For empirical downscaling, the R-package clim.pact (Benestad, 2004) was used, together with SLP reanalysis from the NCEP (Kalnay et al., 1996) .
Method for cyclone identification
Instead of comparing each grid-point value directly with its nearest neighbours to identify low-pressure systems, the CCI method involves multiple least-squares regression to a truncated series of sinusoids in order to estimate the values of the coefficients in a Fourier approximation. It is also possible to compute gradients from Fast Fourier Transformed (FFT) profiles, although not done here. Local minima are found along north-south and eastwest profiles of SLP by solving for the first and second order Tellus (2006) derivatives and searching for zero crossing for the former and positive values for the latter. The calculation of derivatives is a modification of the method used by Benestad and Hanssen-Bauer (2003) to compute the slope associated with the Fennoscandian topography and the technique for differentiation of power series (polynomials) used in Benestad (2003) . A mathematical description and an evaluation of the cyclone identification method is given below. Let the SLP P be a 2-D field: P(x, y) or P(θ, φ) in terms of spherical polar coordinates where θ is the longitude and φ the latitude. Local pressure minima can then be found using ∂ P/∂ x = ∂ P/∂ y = 0 and ∂ 2 P/∂ x 2 > 0 and ∂ 2 P/∂ y 2 > 0. Let p(θ ) represent a profile of P(θ, φ) along the zonal direction and p(φ) be a profile along the meridional. A Fourier approximation can be obtained for p(θ ) and p(φ): (1) where the number of harmonics fitted were N θ = N φ = 25. The index variables are given as θ = θ 1 , θ 2 , . . . θ n (step size δθ = θ 2 − θ 1 over interval: θ = θ n − θ 1 ) along the longitudes and φ = φ 1 , φ 2 , . . . φ m (step size δφ = φ 2 − φ 1 over interval: φ = φ m − φ 1 ) for the latitudes. The spatial scales are controlled by θ and ω θ (i) = 2πi/( θ ) along the longitude and φ and ω φ (i) = 2πi/( φ) along the latitude. The coefficients a θ (i), b θ (i), a φ (i), and b φ (i) are estimated here through a multiple linear regression scheme, although an FFT can also be employed. The constant terms p 0 represent an arbitrary constant that may vary from profile to profile, and the regression-based estimates of the coefficients will henceforth be denoted asâ θ (i),b θ (i),â φ (i), andb φ (i) respectively. Using the best-fit Fourier approximation, the derivatives can easily be solved by following analytical 
The second derivative was estimated by repeating the differentiation described in equations 2. Since the coordinates were expressed in spherical polar coordinates (Gill, 1982, p. 94) , the zonal (x) and meridional (y) gradients were solved according to dp(x) dx = 1 a cos(φ) dp (θ) dθ , dp(y) dy = 1 a dp(φ) dφ ,
where a(=6.378 × 10 6 m) is the mean radius of the Earth. The ERA40 data is available at the model resolution of 1
but a truncated version was used here because a lower resolution requires less memory and speeds up the computations (by reducing the number of input-output operations). Prior to the fitting of harmonics, however, the gridded SLP data of both NMC and ERA40 had been interpolated onto a finer (1
higher resolution in some of the evaluation exercises) grid employing a bilinear interpolation scheme (The function interp in the R-package akima) implying smaller values for δθ and δφ, thus providing a higher fidelity for the cyclones location. It is in principle also possible to use the original resolution of the SLP to obtain the Fourier coefficients in equation 1, and then change δθ and δφ to obtain a higher resolution. The truncation of the spatial resolution of the ERA40 re-analysis may affect the number of shallow cyclones (Jung et al., 2006) , but the subsequent expansion in terms of spatial resolution (for both NMC and ERA40) may partially compensate for this. The resulting higher Tellus (2006) resolution nevertheless provides higher precision in the location of the storm centres. When the maps are constructed from gridded data, there is a risk of undercount due to storms skipping grid boxes when the temporal resolution is low (Zolina and Gulev, 2002) . In the present analysis, the maps were sampled into 30 × 30 bins, corresponding to 8 degrees or ∼230 km at 75
• N (the critical speed above which this skipping effect becomes significant is Fig. 1 ), and the precision of the cyclone location can be increased by choosing small values for δθ and δφ. Figure 1 provides a test of how well the Fourier truncation (thick black dashed) relates to the data (thick grey; ERA40) and demonstrates how well a minimum is located at the zero crossing for the first derivative (marked with a filled circle). The dotted line in Fig. 1 marks the points of inflexion (points where ∂ 2p /∂ x 2 = 0 or ∂ 2p /∂ y 2 = 0) and the grey region marks the range between the two closest points of inflexion on either side of the storm centre. The radius (r) of the storm was taken as the minimum distance between storm centre location and points of inflexion, estimated along the north-south and the east-west profiles respectively. The SLP gradients were used to compute the geostrophic wind speed associated with the storms, taking the wind speed to be
assuming ρ = 1.293, and f (φ) = 0.000147 sin (πφ/180). Four different methods were tried for estimating the maximum wind speed near the storm: (i) taking the maximum value for v g (φ) within 5 degree radius, (ii) taking the maximum of the geostrophic wind speed estimated at the four points of inflexion, (iii) computing the gradient wind (Fleagle and Businger, 1980, p. 161) within 5 degree radius and (iv) at the inflexion points. The gradient wind was estimated according to the expression
In this study, the CCI-method was restricted to counting 10 simultaneous cyclones in the region 80
• W-40
although many more simultaneous storms systems may in principle be accounted for. Figure 2 shows the location of local minima in relation to a contour plot of SLP for a random day. The statistics presented in the subsequent discussion excludes weak cyclones (local minimum pressure greater than 1000 hPa) unless otherwise stated. No filtering was applied here, and SLP minima identified in the present analysis may include stationary features as well as cyclones (moving low-pressure systems). A test carried out by Hoskins and Hodges (2002) suggested that the planetary-scale background does not interfere significantly with variability of synoptic timescales, however, in some cases it may nevertheless be desirable to apply a filter to the data prior to the CCI. The CCI method can also be used to identify high-pressure systems (blocking) if criteria ∂ 2 p/∂ x 2 < 0 and ∂ 2 p/∂ y 2 < 0 are used, or to identify local maxima/minima in other data fields.
The analysis was done in the R environment (Ellner, 2001; Gentleman and Ihaka, 2000) which is freely available from the Comprehensive R Archive Network (CRAN) Internet site 1 . The CCI method and the database are freely available in the contributed R-package cyclones (open source code).
Results
Sensitivity studies and quality control
It is important to assess the robustness of the storm characteristics with respect to the different choices made in the CCI method. Figures 3(a) -(i) shows comparisons between different storm characteristics derived making different choices. The panels a-c show the scatter plots of longitudes, latitudes and storm centre pressures for the strongest cyclone at any given time obtained from the two different data sets (NMC ds195.5 and ERA40, both taken at 12 UTC). When many weaker subsidiary cyclones are included (not shown), the agreement is not as good. There are some differences in the storm characteristics, especially with respect to the storm centre pressure. A linear regression was used to quantify the similarities between the quantities plotted along the abscissa (x-axis) and ordinate (y-axis), using the standard R 2 -statistics to indicate the similarity. The R 2 -values of 88%, 74%, and 50% for longitudes, latitudes and pressure respectively, suggested a rough agreement on the location of the cyclones derived from the different data sources, and lesser agreement on the central pressure of the individual storms. The ERA40 data yields more storms with extremely low central pressure (e.g. below 960 hPa) than the NMC data. The lowest storm centre pressure obtained from the ERA40 data was 920 hPa for 8 February 1959, which is an outlier. The location and intensity of this cyclone can be seen in Fig. 4a , showing it is a 'real feature' in the data set, but it was not seen in the NMC data with such an extreme value (there is a corresponding cyclone, but much shallower ∼952-953 hPa), and Fig. 4b indicates that this event was unique. No reports could be found of such an extreme event, nor was this particular incident discussed in O'Connor (1959) , so it cannot be ruled out that this exceptionally low value is a result of an error in the ERA40 data set. On the other hand, there is no obvious erroneous observations and the cyclone development is consistent with the physical conditions. Similar sensitivity analysis as in panels (a)-(c) was applied to results obtained from the ERA40 SLP results, using different resolutions for interpolation rather than different data sources (panels d-f). This set of sensitivity tests involved using 0.5 and 1 degree step sizes for δθ and δφ, which determine the spatial resolution of θ and φ in equation 1. The scatter plots in panels (d)-(f) indicate that the results are not very sensitive to the choice of resolution in the interpolation, as the R 2 -values obtained for the longitudes, latitudes and storm centre pressure were 99%, 100% and 100% respectively. Figure 3g shows how different choices of N φ and N θ affect the solutions for the central storm pressure. Here results using N φ = N θ = 25 were compared with N φ = N θ = 10, and the agreement is generally good. Similarly for longitudes and latitudes (not shown), the number of harmonics above 10 does not alter the results significantly.
Figure 3(h) shows a comparison between the maximum wind speed obtained through the four different methods described above and from the ERA40 data. The range of values are 0-35 m s −1 (0-125 km hr −1 ) for the points of inflexion methods (ii and iv) and 0-80 m s −1 (0-290 km hr −1 ) for the winds taken within a 5 degree radius (methods i and iii). The gradient wind formula yielded higher values than merely using the geostrophic wind equation. The range of wind speeds derived using methods (i) and (iii) is unrealistic, and the agreement between using the points of inflexion and 5 degree radius is poor for the maximum wind estimates (R 2 ≈ 1%). Hence, there is a significant difference between the two types of methodologies.
The relationship between the central storm pressure and the maximum wind was explored for both methods (i) and (iii) and methods (ii) and (iv) (Fig. 3i) . The R 2 -statistics suggest that methods (ii) and (iv) (R 2 = 17-18%) give a stronger relationship to the central pressure than do methods (i) and (iii) (R 2 = 5-6%). Since an association between the depth of the low pressure system and the maximum wind is presumed, and the range of wind speed obtained from methods (ii) and (iv) is more realistic, the point-of-inflexion method is considered superior (and is the approach used in the cyclones package). (Jarraud et al., 1989, fig. 4) . Figure 5 presents a map of cyclone density (mean count/month for the whole year) for the period 1955-1994 derived from both NMC (contours left) and NMC-ERA40 difference (right), and well-known regions of high storm-activity can be seen in both results. Similar maxima near Iceland and Newfoundland can be seen in the cyclone track density analysis by Sorteberg Tellus (2006) Figure 1) . The general storm count from the NMC and ERA40 re-analysis were consistent in the storm track region south of Greenland and west of Iceland, but the NMC analysis yielded higher storm frequencies over Fennoscandia. The map in Fig. 5a also suggests a high number of cyclone counts over northern Finland, the Kola peninsula and the bordering Barents Sea, and both results from NMC and ERA40 contain a particularly high count over the Norwegian Barents Sea border.
Tellus (2006) Zhang et al. (2004) found a high cyclone count in the same vicinity during winter, but they found also similar 'hotspots' south of Svalbard, and southeast of Greenland (their Fig. 2a) . The analysis by Gulev et al. (2001) suggests substantial cyclone activity over the Barents Sea whereas the cyclone density by Sorteberg et al. (2005) indicates a local maximum over the Baltics, but none of these match the high counts suggested by the present analysis. One explanation for this high number may be that the cyclones move more slowly in this region or veer off as the storms hit land, enhancing the monthly count. Another difference may be that the present analysis does not distinguish between stationary features and moving cyclones for high-latitude regions where the meridional lines converge. It is clear from a comparison with a similar map for deeper cyclones (Fig. 5b ) that the high count over the Barents Sea region is mostly due to weaker cyclones.
The cyclone counts can be further evaluated through a compilation of a time-series for the number of low pressure systems falling within the region 5
• E-35
shown in Fig. 5 , henceforth denoted as the 'Nordic region'), and using this time-series as the predictand in a downscaling analysis Tellus (2006) together with predictors consisting of monthly NCEP SLP fields.
Here we use a rectangular longitude-latitude region, although Sepp et al. (2004) and references therein recommend using a circular region for more accurate estimates. Figure 6 shows results from such an analysis performed for the January month. The high variance (R 2 = 78%) obtained for the regression of the globalscale SLP onto the time-series of the cyclone counts in the Nordic region (based on the NMC data) indicates a strong statistical relationship between these two variables. The ERA40 results gave a similar figure (not shown) . The analysis also shows that the reconstructed (downscaled, black dashed) time-series follows the 'observed' (grey) counts closely (Fig. 6a) . The weightings of the SLP in Fig. 6b point to negative values over the Nordic region consistent with a high count of low pressure systems in the same area.
The seasonal dependency of the cyclone count is shown in Fig. 7 for different thresholds and regions. The more intense cyclones (b) over the Nordic countries are more frequent in winter, in accordance with expectations, and weak (panel c) low-pressure systems do not have a well-defined seasonality. Figure 7d shows the seasonal dependency of cyclone counts over Iceland (40
• N), which indicates a longer lasting ('flatter') stormy season than over 5
• N. The seasonal variation is slightly more pronounced in the NMC results (thick black) than in the ERA40 estimates (thin dark grey). The NMC results indicates a higher cyclone activity over the Nordic region than ERA40, but over Iceland (Fig. 7d ) the NMC and ERA40 yield similar cyclone counts. The seasonal variations in Figs 7(a)-(d) contrast with the Arctic storm statistics, as Zhang et al. (2004) found the cyclone trajectory count in the Arctic to be higher in summer as well as the cyclone duration being longer during summer. However, this analysis precludes the Arctic, and here cyclone counts are assessed rather than cyclone trajectory counts. 
Historic long-term trend
Several studies have revealed results that caution against using re-analyses in studying trends (Hines et al., 2000; Harnik and Chang, 2003; Bengtsson et al., 2004; Smits and Können, 2005) , as Harnik and Chang (2003) suggested that the NCEP-NCAR reanalysis indicate a stronger intensification of the north Atlantic storm track than radiosondes, Bengtsson et al. (2004) observed that changes in the number of global observations affect the estimates of atmospheric humidity and kinetic energy, and Smits and Können (2005) found different trends in storminess in either the NCEP and the ERA40 re-analysis when comparing with wind data from Dutch meteorological stations. It is nevertheless useful to carry out trend analysis using re-analyses, but it is important to keep these caveats in mind. Furthermore, applying a filter to isolate the high-frequency synoptic variability from the slowly changing background field may also affect the trend analysis. The cyclone statistics derived from the (raw) NMC data (black) over the Nordic countries, region 5
• N, indicate a positive linear trend with time in cyclones deeper than 1000 hPa (Fig. 8a) , suggesting an increase of 1.6 cyclones/decade for the entire year with an estimated p-value= 0.00236 (grey region in Fig. 5 ). However, a corresponding trend for January is not statistically significant according to Fig. 8a Table 2 gives a summary of cyclone count trends in different regions and for different threshold pressure, and it is important to take all the estimates into account when estimating the field significance of the long-term change in the storm behaviour for the entire Atlantic basin. It is also important to keep in mind that field significance tests may fail to capture real local changes such as a shift in the storm track position. The trends here were computed for monthly values, so that seasonal variations make a contribution to the total variance and makes the significance estimates more conservative than if the annual cycle was removed (i.e. the p-value is 0.002 for the annual storm count in the Nordic region). The table reveals important differences between the two data sets, and the cyclone count for the entire North Atlantic (80
• N-50
• N) favours the notion of an increase in the intense storm frequency only in the NMC data. The trends found here nevertheless were in general agreement with the results of Sepp et al. (2004) , who used the method of Gulev et al. (2001) applied to the 6 hr NCEP/NCAR re-analysis data over the Nordic countries.
Discussion and Conclusions
A new method for identifying cyclones, CCI, was proposed, and an evaluation of results derived using this approach suggests that it skilfully identifies the past storm characteristics. The CCI also returns estimates for maximum wind speed, storm radius, Tellus (2006) and SLP gradients. Thus, the advantages of the CCI method over more traditional ones are: (i) yields estimates of gradients, gradient winds, and geostrophic winds; (ii) provides a higher precision of cyclone location; (iii) returns an objective estimate of physical size and (iv) is less sensitive to small-scale noise. It is shown that the annual variation and the long-term trends in regional storminess can be sensitive to the choice of data set, and hence, the present findings are consistent with different temporal evolution of cyclones reported by Hanson et al. (2004) . There may be timevarying biases in the re-analysis products, and re-analysis trends should therefore not be taken at face value without independent verification (Hines et al., 2000) . Here, spatially interpolated monthly mean SLP from ERA40 was compared with corresponding measurement from the Nordklim data set (Tuomenvirta et al., 2001) for Jan Mayen, Oslo, Stykkisholmur, Svalbard airport, Tromsø, Vardø, Ship 'M', Hammerodde lighthouse, Sodankylä, Helsinki, and Torshavn respectively (not shown), demonstrating a close agreement between the re-analysis and station observations. No discrepancies in trend were seen. It is not possible to apply a similar test for the vorticity, as we have no similar empirical measurements. It is important to stress that caution should be taken when interpreting the cyclone trends found in re-analysis products, as Smits and Können (2005) found a 10% decrease in storminess over the Netherlands over the 1962-2002 period in the Dutch meteorological stations that were inconsistent with the increase in long-term storminess derived from NCEP-NCAR and ECMWF re-analyses (in terms of wind products). It should also be noted that they derived storminess statistics in the re-analyses from geostrophic winds using a so-called triangle method applied to adjacent grid boxes and that present results suggest geostrophic winds do not have a good correspondence with the storms' central pressure. The negative trends found here, albeit for a larger region, are more consistent with their trends based on the meteorological stations than their results based on the re-analyses. We found one exceptionally deep cyclone in the ERA40 data, which could be an indication that the ERA40 contains serious errors in terms of storm centre pressure, but this question has yet not been resolved. The wind estimates were also found to be sensitive to the choice of method, whereas the location and depth of the storms are not very sensitive to CCI set-up.
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