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Zielstellung
Die Diplomarbeit ist Bestandteil einer Toolentwicklung bei SNI Augsburg, mit dem auf der
Basis von X–Windows die graphische Erfassung von Finite State Machines (FSM) fu¨r ASIC–
Designs durchgefu¨hrt werden soll. Die FSM wird dabei als Graph erfaßt und als ASCII–Datei
gespeichert.
Aufgabe der Diplomarbeit ist es,
einen Codegenerator fu¨r die beiden Hardwarebeschreibungssprachen Verilog und VHDL zu
entwickeln und zu implementieren.
1. Dazu ist es no¨tig, die erfaßte FSM bezu¨glich gewisser Eigenschaften (Reachability, Red-
undancy, Gray–Codierbarkeit . . . ) zu analysieren.
2. Die syntaktische Korrektheit der erfaßten FSM muß sichergestellt werden.
3. Desweiteren muß analysiert werden, ob alle gezeichneten Kanten des Graphen auch
logisch existieren.
4. Verschiedene State–Codierungen wie z.B.
”
one hot“, Gray–Code und automatische
(d.h. der Synthese u¨berlassene) State–Codierung mu¨ssen unterstu¨tzt werden.
5. Der Code muß so generiert werden, daß er u¨ber die gegenwa¨rtig eingesetzten Synthe-
setools effiziente Ergebnisse liefert, und er muß mit den bei SNI Augsburg verfu¨gbaren
Simulatoren simuliert werden ko¨nnen.
6. Um weitere Analysen anschließen zu ko¨nnen, mu¨ssen alle Ausga¨nge der FSM bezu¨glich
ihrer Abha¨ngigkeiten von Zusta¨nden und Einga¨ngen analysiert werden.
Die an der Fakulta¨t fu¨r Informatik der TU Chemnitz–Zwickau durchgefu¨hrten Arbeiten zu
Erweiterten Sequence Charts sind auszuwerten.
Die Implementierung muß in ANSI C erfolgen.
Die Verteidigung der Arbeit erfolgt an der TU Chemnitz–Zwickau.
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Kurzreferat
In der vorliegenden Diplomarbeit wird die Entwicklung eines Verilog/VHDL–Codegenerators
fu¨r graphisch erfaßte Finite State Machines dargelegt. Die Grundlage fu¨r die Umsetzung
in eine Hardwarebeschreibungssprache bildet eine definierte Zwischensprache. Die erzeugten
Verilog– und VHDL–Beschreibungen lassen sich simulieren und synthetisieren.
Fu¨r die Simulation und die Synthese von Finite State Machines ist eine Kodierung der
Zusta¨nde notwendig. Fu¨r vorwiegend synchrone Systeme ist eine hazardfreie Kodierung
wu¨nschenswert. Gray–Code wird hinsichtlich seiner Tauglichkeit fu¨r die hazardfreie Kodie-
rung von Finite State Machines untersucht. Als Resultat dieser Analysen wird eine Methode
fu¨r eine hazardfreie Kodierung entwickelt und dieser Algorithmus vorgestellt. Außerdem wird
die Implementierung der
”
one hot“–Kodierung beschrieben. Bei der Codegenerierung werden
zusa¨tzlich nutzerdefinierte und automatische Kodierung unterstu¨tzt.
Konventionen
In dieser Diplomarbeit gelten folgende Konventionen:
In Fettschrift werden Aufrufnamen von Programmen und Werkzeugen wie flex und Be-
zeichner in den entwickelten Programmen hervorgehoben.
In Kursivschrift werden Platzhalter sowie Signalnamen und Zustandsbezeichner in Beispielen
gekennzeichnet.
In Schreibmaschinenschriftwerden Anweisungen, Schlu¨sselwo¨rter und vordefinierte Funk-
tionen in C, VHDL sowie Verilog HDL hervorgehoben.
GROSSBUCHSTABEN kennzeichnen die Namen der Symbole im State Machine Editor.
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Kapitel 1
Einleitung
Integrierte Schaltungen haben in den letzten Jahren enorm an Komplexita¨t gewonnen. Die
Entwicklung solcher digitaler Systeme ist im kommerziellen Bereich ohne Unterstu¨tzung durch
CAD–Tools nicht mehr mo¨glich. Der Zeitaufwand wa¨re beim manuellen Entwurf unvertretbar
hoch. Deshalb werden eine Vielzahl von Werkzeugen von verschiedenen Firmen angeboten, die
die ASIC1–Entwicklung unterstu¨tzen. Diese Werkzeuge sind entweder allgemein verwendbar
(beispielsweise ein Synthesetool) oder auf eine bestimmte Anwendung zugeschnitten (bei-
spielsweise ein Codegenerator).
Ein (digitales) System hat zwei wesentliche Merkmale. Diese sind sein Verhalten und seine
Struktur. Ein System ist deutlich von seiner Umgebung durch die Systemgrenzen hervorge-
hoben und besitzt eine Menge von Ein– und Ausga¨ngen. Das Verhalten eines Systems ist
die Abbildung der Eingangswerte auf die Ausgangswerte. Die Struktur dagegen beschreibt
Elemente des Systems und die Beziehungen dieser Elemente untereinander.
Beim Entwurf von integrierten Schaltungen werden drei Sichten auf das zu entwerfende Sy-
stem unterschieden. Diese Sichten sind im Y–Diagramm (siehe Abbildung 1.1), welches 1983
von Gajski und Kuhn [GK83] entwickelt wurde, dargestellt. Das Y–Diagramm ist aus drei
Achsen aufgebaut, die die drei Sichten Verhalten, Struktur und Geometrie bzw. Layout re-
pra¨sentieren.
Dem Diagramm ist zu entnehmen, daß die Funktion der Schaltung in der Verhaltensdoma¨ne,
die Aufteilung in Teilkomponenten jedoch in der Strukturdoma¨ne beschrieben wird. Die Geo-
metrie zeigt die physikalische Realisierung der Schaltung und die Platzierung der physikali-
schen Bauelemente.
Neben den Sichten existieren Entwurfsebenen im Y–Diagramm. Die Systemebene charakteri-
siert einen hohen Abstraktionsgrad, wa¨hrend die Implementierung eines komplett spezifizier-
ten Systems auf der Schaltkreisebene angeordnet ist und den niedrigsten Abstraktionsgrad
darstellt. Im Rahmen des ASIC–Entwurfes erfolgt ein sukzessiver Wechsel der Abstraktions-
ebenen von außen nach innen. Der U¨bergang von einer ho¨heren auf eine niedere Abstrakti-
onsebene wird als Verfeinerung bezeichnet.
Beim Top–Down–Entwurf werden diese Verfeinerungsschritte der Reihe nach durchlaufen.
Der Vorteil des Top–Down–Entwurfes ist die Mo¨glichkeit, das Verhalten eines Systems auf
1ASICs sind anwendungsspezifische integrierte Schaltkreise.
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Abbildung 1.1: Y–Diagramm nach [Gaj88]
einem sehr hohen Abstraktionsgrad zu spezifizieren. Dadurch ko¨nnen komplexe Funktionen
u¨berschaubar beschrieben werden. Beim Bottom–Up–Entwurf werden einzelne Gatter, spa¨ter
Module zu immer gro¨ßeren Schaltungen zusammengefu¨gt. Der ASIC–Entwurf ist meist eine
Kombination aus Top–Down– und Bottom–Up–Entwurf.
U¨bersicht u¨ber Abstraktionsebenen aus Sicht des Einsatzes von Hardwarebe-
schreibungssprachen (HDL):
Die oberste Entwurfsebene ist die Systemebene. Auf ihr werden weitgehend unabha¨ngige Mo-
dule beschrieben, zum Beispiel Prozessoren, Speicher usw. Diese Angaben sind normalerweise
informal und unabha¨ngig von einer spa¨teren Implementierung.
Auf algorithmischer Ebene werden Module als nebenla¨ufige Algorithmen beschrieben, die das
Systemverhalten ausmachen. Typische Sprachelemente fu¨r die Verhaltensbeschreibung sind
Funktionen, Prozeduren und Prozesse. Sequentielle Beschreibungen sind hier asynchron, da
Werte nicht in (taktgesteuerten) Speicherelementen, sondern in Objekten der HDL gespei-
chert werden.
Die Register–Transfer–Ebene, die sich anschließt, zeichnet sich durch eine hardwarenahe Sicht
aus. Die Struktur wird durch Elemente wie Multiplexer, Addierer und Register beschrieben.
Werte werden in taktgesteuerten Speicherelementen gehalten, durch die eine zeitliche Reihen-
folge der auszufu¨hrenden Operationen spezifiziert ist. Zu beachten ist, daß die Gatterlaufzei-
ten hier noch nicht bekannt sind [Sel94].
Auf der Logikebene wird das Verhalten eines Systems durch Boolesche Gleichungen beschrie-
ben, die um Angaben zum zeitlichen Verhalten erga¨nzt sind. Die Struktur wird mit Hilfe von
Grundgattern und Leitungen zwischen ihnen beschrieben. Diese Darstellung hat die Form
einer Gatternetzliste und die beno¨tigten Grundgatter stehen in Bibliotheken zur Verfu¨gung.
Die Schaltkreisebene ist nicht mehr mit Mitteln einer HDL beschreibbar. Sie stellt die Schnitt-
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stelle zur industriellen Fertigung des Systems dar. Die Struktur ist als Netzliste bestehend
aus Transistoren und Leitungsverbindungen beschrieben.
Der U¨bergang von der Verhaltens– zur Strukturbeschreibung wird als Synthese bezeichnet.
Die High–Level–Synthese erfolgt ausgehend von einer algorithmischen Beschreibung und er-
zeugt eine strukturale Beschreibung auf Register–Transfer–Ebene (Bsp. Yorktown Silicon
Compiler, CALLAS). Bei der Logiksynthese wird eine funktionale Beschreibung, die auch
Teile einer strukturalen Beschreibung enthalten kann, auf Register–Transfer–Ebene in eine
strukturelle Beschreibung auf Gatterebene (Netzliste) transformiert und optimiert (Bsp. De-
sign Compiler von Synopsys). Die klassischen Synthesearten dagegen u¨bersetzen eine Verhal-
tensbeschreibung in eine strukturelle Beschreibung auf gleichem Abstraktionsniveau.
Die in dieser Arbeit vorgestellten Programme sind Komponenten eines ASIC–Entwurfswerk-
zeuges. Mit diesem Werkzeug, dem State Machine Editor (SME), lassen sich Finite State
Machines (FSM) auf der Grundlage von Zustandsdiagrammen graphisch spezifizieren. Durch
die vorliegende Arbeit wurde der State Machine Editor um die Codegeneratoren fu¨r VHDL
und Verilog HDL sowie um die Funktionen zur Zustandskodierung erweitert.
Der Entwurf von FSMs erfolgt in mehreren Schritten. Zuerst wird die FSM mit graphischen
Mitteln beschrieben. Daran anschließend werden die Zusta¨nde der FSM kodiert. Die dann
in einer durch den SME erzeugten Zwischensprache vorliegende FSM kann mittels Codege-
nerator oder Compiler in eine Hardwarebeschreibungssprache transformiert werden. Diese
Beschreibung ist simulier– und synthetisierbar.
Die vorliegende Arbeit umfaßt die Schritte Zustandskodierung, Ausgabe der eventuell in der
FSM enthaltenen Syntaxfehler und Codegenerierung fu¨r die Zielsprachen VHDL und Verilog
HDL.
Bei der Zustandskodierung werden
”
one hot“–Kodierung und hazardfreie bina¨re Kodierung
unterstu¨tzt; der SME la¨ßt weiterhin nutzerdefinierte Zustandskodierung sowie automatische
Kodierung, d.h. dem Synthesetool u¨berlassene Zustandskodierung, zu.
Die in der FSM enthaltenen Syntaxfehler, zum Beispiel nicht verbundene Ausga¨nge, werden in
geeigneter Form ausgegeben. Es wird anschließend anhand der aufgetretenen Fehler und/oder
Warnungen entschieden, ob eine Codegenerierung mo¨glich ist. Das Hauptaugenmerk wurde
auf die Generierung von Verilog HDL–Code gelegt. Der Codegenerator setzt die FSM, die
auf Register–Transfer–Niveau beschrieben wurde, in eine Verhaltensbeschreibung um.
Das folgende Kapitel (Kapitel 2) beschreibt zuna¨chst die Grundlagen von Finite State Ma-
chines (FSMs), ihre Klassifizierung in Moore– und Mealy–Automaten sowie die Unterteilung
in asynchrone, vorwiegend synchrone und synchrone FSMs. Die logischen Bestandteile Next
State Logic und Output Logic werden erla¨utert, und es wird eine Einleitung in das Problem
der Zustandskodierung von FSMs gegeben.
In Kapitel 3 folgen detaillierte Ausfu¨hrungen zur Zustandskodierung. Es werden die Ko-
dierungsarten
”
one hot“–, Gray– und Bina¨rkodierung vorgestellt. Die beiden letzteren Ko-
dierungen werden anhand von Beispielen verdeutlicht. Es werden Untersuchungen zur Gray–
Kodierbarkeit von FSMs dargelegt. Die vorgestellten Kodierungsarten werden anschließend
miteinander verglichen. Dabei wird auch die Frage beantwortet, warum es verschiedene Ko-
dierungsarten gibt und ob es eine
”
beste“ gibt.
Das Kapitel 4 stellt verschiedene Mo¨glichkeiten der Beschreibung einer FSM vor. Es wird
eine kurze Einfu¨hrung in die Hardwarebeschreibungssprachen VHDL und Verilog HDL gege-
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ben. Um die Arbeiten zu Erweiterten Sequence Charts (ESC) bewerten zu ko¨nnen, werden
zuna¨chst verschiedene graphische Beschreibungsmittel vorgestellt und anschließend mitein-
ander und hinsichtlich ihrer Tauglichkeit fu¨r den Entwurf von FSMs untersucht. Fu¨r den
Vergleich wurden SDL, das Tool Statemate sowie Zustandsdiagramme nach [Com90] her-
angezogen. ESC sind aus SDL hervorgegangen, Statemate ist ein kommerzielles Tool und
Zustandsdiagramme werden traditionell verwendet.
Es schließt sich das Kapitel 5 an, welches den Entwurf von ASICs einschließlich der FSMs
im Diplomumfeld vorstellt. Dazu wird eine kurze Einfu¨hrung in das Tool DataFlow gegeben.
Das Werkzeug SME (State Machine Editor) zur Beschreibung von ASIC–Steuerpfaden wird
beschrieben. Die durch den SME unterstu¨tzten Mo¨glichkeiten der Beschreibung von FSMs
werden detailliert erla¨utert, da diese die Grundlage fu¨r die Codegeneratoren fu¨r Verilog HDL
und VHDL darstellen. Es wird auf Fehlermo¨glichkeiten, wie fehlerhafte Zustandswechsel und
Hazards, eingegangen und wie sie vermieden werden ko¨nnen.
Eine Mo¨glichkeit der Vermeidung von Hazards ist eine geeignete Zustandskodierung. Es wird
eine hazardfreie Kodierung mit minimaler Anzahl Zustandsbits entwickelt. Die Herangehens-
weise sowie der Algorithmus werden in Kapitel 6 erla¨utert. Außerdem wird die Implemen-
tierung der
”
one hot“–Kodierung beschrieben.
Die Codegeneratoren fu¨r VHDL und Verilog HDL werden in Kapitel 7 erla¨utert. Es werden
Anforderungen an die Codegeneratoren, der Aufbau sowie die Implementierung der Codege-
neratoren beschrieben.
Daran anschließend wird in Kapitel 8 die Umsetzung einer FSM, ausgehend von der Zwi-
schensprache, nach VHDL und Verilog HDL detailliert beschrieben. Dabei wird auf die Ge-
meinsamkeiten beim Aufbau der Verhaltensbeschreibung und auf die differenzierte Umset-
zung der einzelnen Symbole aus dem SME fu¨r jede Sprache eingegangen. Es schließt sich ein
Abschnitt u¨ber Mo¨glichkeiten der Optimierung des Verilog HDL bzw. des VHDL–Codes an.
An einem Beispiel wird die Effektivita¨t der Optimierung demonstriert.
Die Zwischensprache, die die Grundlage fu¨r die U¨bersetzung der FSMs nach VHDL und
Verilog HDL bildet, wird imAnhang A beschrieben. Es werden alle mit der Zwischensprache
in Zusammenhang stehenden Begriffe erla¨utert und Operatoren vorgestellt. Die Grammatik
der Zwischensprache wird in Syntaxdiagrammen dargestellt.
Im Anhang B wird eine kurze Einfu¨hrung in die Symbolik des SME gegeben.
Der Anhang C entha¨lt verschiedene Beispiele sowie deren Umsetzung nach VHDL und
Verilog HDL.
Kapitel 2
Finite State Machines
Schaltkreise ko¨nnen kombinatorisch oder sequentiell arbeiten. Kombinatorische Schaltkreise
arbeiten zeitunabha¨ngig, d.h. die Ausgaben ha¨ngen nur von den aktuellen Eingangswerten
ab. Sequentielle Schaltungen dagegen haben Ausga¨nge, die von den aktuellen Eingangswerten
und von den vorangegangenen Eingangswerten abha¨ngen. Jede Sequenz vorangegangener
Eingangswerte entspricht einem bestimmten Zustand, in dem sich der Schaltkreis befindet.
Da die Anzahl der Zusta¨nde in der Praxis endlich ist, werden solche Schaltkreise als endliche
Automaten bzw. als Finite State Machines (FSM) bezeichnet.
2.1 Was ist eine Finite State Machine?
Def. 2.1 Eine Finite State Machine wird als ein 6–Tupel (I,O, S, δ, λ, S0) definiert.
Dabei ist I das Eingabealphabet, O das Ausgabealphabet, S ist die (end-
liche, nichtleere) Menge von Zusta¨nden, δ : S × I → S ist die Funktion zur
Berechnung des na¨chsten Zustandes, λ : S×I → O ist die Ausgabefunktion
und S0 ⊆ S ist die Menge der Start– bzw. Resetzusta¨nde [RS95].
Das Verhalten einer FSM wird durch Zustandswechsel beschrieben. Zu einem gegebenen
Zeitpunkt t befindet sich die FSM in einem Zustand Si. Wenn ein bestimmtes Ereignis
1
eintritt (bei synchronen FSMs die steigende oder fallende Taktflanke), dann geht die FSM in
den na¨chsten Zustand Si+1 u¨ber. Wa¨hrend des Zustandsu¨berganges ko¨nnen Ausgangssignale
erzeugt werden.
Der aktuelle Zustand einer FSM wird durch die Werte 0 bzw. 1 von Speicherelementen dar-
gestellt. Somit ko¨nnen n Speicherelemente 2n mo¨gliche Zusta¨nde darstellen. Jedem Zustand
der FSM ist ein eindeutiges Muster2 zugeordnet [Syn94a]. Als Speicherelemente ko¨nnen bei-
spielsweise Flipflops verwendet werden. Bei n Zusta¨nden werden mindestens log2 n Flipflops
fu¨r die Speicherung der Zusta¨nde einer FSM beno¨tigt. Der gespeicherte Wert wird als Zu-
standsvektor bezeichnet. Ein Zustandsvektor der La¨nge m hat also 2m mo¨gliche Muster.
1Ein Ereignis ist die A¨nderung eines Signalwertes.
2Der Inhalt aller Speicherelemente wird als Muster bezeichnet.
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Abbildung 2.1: Architektur einer Finite State Machine
2.2 Klassifizierung von Finite State Machines
Eine Finite State Machine kann wie folgt charakterisiert werden (nach [Syn94a]):
• Sie hat eine endliche Anzahl sequentieller Elemente.
• Die sequentiellen Elemente werden durch einen gemeinsamen Takt synchronisiert.
• Eingangswerte der Flipflops sind eine Funktion ihrer Ausgangswerte.
• Bei Moore–Automaten sind die Ausga¨nge der FSM eine Funktion der Ausga¨nge der
sequentiellen Elemente (YMoore = f(S)).
• Bei Mealy–Automaten sind die Ausga¨nge der FSM eine Funktion der Ausga¨nge der
sequentiellen Elemente und der Eingangssignale (YMealy = f(X,S)).
Die Architektur einer Finite State Machine ist in Bild 2.1 dargestellt.
Die Next State Logic und die Output Logic bestehen aus Kombinatorik. Die Flipflops spei-
chern den aktuellen Zustand der FSM. Eingangssignale und gegenwa¨rtiger Zustand der FSM
bestimmen den na¨chsten Zustand des Automaten. Die Ausgangssignale werden abha¨ngig vom
gegenwa¨rtigen Zustand der FSM (bei Moore–Automaten) bzw. abha¨ngig vom gegenwa¨rtigen
Zustand der FSM und von den Eingangssignalen (bei Mealy–Automaten) erzeugt.
Moore– und Mealy–Automaten ko¨nnen synchron oder asynchron arbeiten. Bei synchronen
FSMs findet ein Zustandswechsel bei jeder aktiven (steigender oder fallender) Taktflanke
statt. Bei asynchronen FSMs dagegen wird der Zustandswechsel durch Ereignisse an Ein-
gangssignalen ausgelo¨st.
Ein– und Ausgangssignale einer FSM ko¨nnen ebenso synchron oder asynchron sein. Synchrone
Signale ko¨nnen ihren Wert nur synchron zur aktiven Taktflanke a¨ndern. Signale, die zu jeder
beliebigen Zeit ihren Wert a¨ndern ko¨nnen, sind asynchrone Signale.
Finite State Machines ko¨nnen nach Comer [Com90] in drei Kategorien eingestuft werden:
asynchrone Systeme: Die Zustandswechsel werden durch Ereignisse von Eingangssignalen
gesteuert.
vorwiegend synchrone Systeme: Die Zustandswechsel sind taktgesteuert, aber ein oder
mehrere Eingangssignale arbeiten asynchron.
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synchrone Systeme: Die Zustandswechsel und alle Eingangssignale sind taktgesteuert.
Vorwiegend synchrone Systeme werden am ha¨ufigsten verwendet. Synchrone Systeme sind am
leichtesten zu entwerfen, wogegen asynchrone Systeme am schwierigsten zu entwerfen sind.
2.3 Zustandskodierung
Bevor eine FSM in eine Hardwarebeschreibungssprache, wie VHDL oder Verilog HDL, u¨ber-
setzt werden kann (zum Zwecke der Simulation der FSM und spa¨terer Synthese), muß eine
geeignete Kodierungsart ausgewa¨hlt werden. Die Kodierungsart entscheidet unter anderem
daru¨ber, ob viel oder wenig Fla¨che fu¨r die FSM auf dem Chip beno¨tigt wird, und ob die
FSM langsam oder schnell wird. Die Entscheidung ist aber nicht allein davon abha¨ngig, ob
die Chipfla¨che oder die Verzo¨gerungszeiten minimiert werden sollen, sondern auch davon,
wieviele Zusta¨nde die FSM hat. Ein Vergleich der Kodierungsarten hinsichtlich dieser Anfor-
derungen wird in Abschnitt 3.4 diskutiert.
Viele Tools und Techniken sind bereits entwickelt worden, um eine
”
optimale“ Zustandskodie-
rung zu finden. Meistens wird eine minimale Anzahl von Zustandsbits (bei Verwendung von
Flipflops als Zustandsspeicher) oder eine two–level Logik, wie PLA, verwendet. Two–level
Implementierungen realisieren eine Funktion als eine logische Summe von Produkttermen.
Da die PLA–Gro¨ße in etwa proportional zur Anzahl der Produktterme ist, werden fu¨r two–
level Implementierungen hauptsa¨chlich PLAs verwendet. Neuere Forschungen beziehen sich
auf eine multi–level Logik. Als multi–level Implementierungen werden Standardzellen oder
Gate–Arrays verwendet.
Die Zustandskodierung ist der Prozeß der Auswahl eines der 2n mo¨glichen n–Bit Codes
fu¨r jeden der m Zusta¨nde der FSM, so daß jeder Zustand mit einem eindeutigen Muster
assoziiert wird. Diese Muster werden in das Zustandsdiagramm eingetragen. Wenn die Zu-
standskodierung abgeschlossen ist, entspricht die abstrakte symbolische FSM einer definierten
spezifischen Struktur, in welcher die Funktionen λ und δ (vgl. Definition 2.1) fixiert sind.
Fu¨r die Generierung der Muster gibt es verschiedene Mo¨glichkeiten. Die wichtigsten Kodie-
rungsarten —
”
one hot“, Bina¨rcode und Gray Code — werden in Kapitel 3 beschrieben.
2.4 Logikbestandteile
Dieser Abschnitt bescha¨ftigt sich mit den Logikbestandteilen Next State Logic und Out-
put Logic einer FSM. Die Ausfu¨hrungen u¨ber diese Logikbestandteile beziehen sich nur auf
synchrone sowie vorwiegend synchrone Finite State Machines.
2.4.1 Next State Logic
Die Next State Logic berechnet den Zustandsvektor, der den na¨chsten Zustand der FSM be-
stimmt. Die Zustandskodierung hat entscheidenden Einfluß auf die Komplexita¨t dieser Logik.
Fehlerhafte Zustandswechsel ko¨nnen die Folge bei bestimmten Kodierungsarten sein. Wie feh-
lerhafte Zustandswechsel im SME vermieden bzw. behandelt werden, wird in Abschnitt 5.3
erla¨utert.
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Die Next State Logic besteht nur aus kombinatorischer Logik. Sie wird durch Eingangssignale
und Ausga¨nge des Zustandsspeichers3 gesteuert. Anhand dieser Signale produziert die Next
State Logic eine Menge Eingangsvariablen fu¨r den Zustandsspeicher, die fu¨r den richtigen
Zustandswechsel bei der na¨chsten aktiven Taktflanke zusta¨ndig sind.
Die folgenden Betrachtungen gehen gema¨ß der Zielstellung der Arbeit (speziell fu¨r die Funk-
tionen zur Zustandskodierung) davon aus, daß Flipflops als Zustandsspeicher verwendet wer-
den.
Die Next State Logic erzeugt kombinatorische Logikfunktionen und kann daher aus Gattern,
Multiplexern, Dekodern, PLA’s oder ROM’s bestehen. Hier soll nur auf die Verwendung von
Gattern eingegangen und kurz die Verwendung von Multiplexern diskutiert werden.
Traditionell wird die Next State Logic mittels Gatter realisiert. Der Aufwand in der Zustands-
kodierung ist ho¨her als bei Verwendung von Multiplexern, aber die Kosten fu¨r die Bausteine
(Schaltkreise) sind geringer.
Durch Auswahl einer geeigneten Kodierungsart, abha¨ngig von der Gro¨ße der FSM, ko¨nnen
Chipgro¨ße und/oder Verzo¨gerungszeiten minimiert werden. In Kapitel 3 werden verschiedene
Kodierungsarten vorgestellt.
Der Vorteil in Verwendung von Multiplexern liegt darin, daß die Entwurfszeit fu¨r die Zu-
standskodierung kleiner wird. Es gibt keine Restriktionen, welche Zusta¨nde wie kodiert wer-
den mu¨ssen, um die Next State Logic zu minimieren. Nachteilig ist der Mehrbedarf an Fla¨che
auf dem Chip, da Multiplexer gegenu¨ber elementaren Gattern redundante Logik enthalten.
Der logische Aufbau eines direkt adressierten Multiplexer–Systems ist dem traditionellen
System sehr a¨hnlich. Die Next State Logic besteht hierbei aus einer Menge von Multiplexern
und evtl. einzelnen Gattern. Die Ausgaben der Flipflops sind hier mit den Selekteinga¨ngen
der Multiplexer verbunden. Jeder Zustand adressiert eine andere Menge von Multiplexerein-
ga¨ngen.
Pro Flipflop wird ein Multiplexer beno¨tigt, und jeder Multiplexer muß n Selekteinga¨nge
haben, wobei n der Anzahl der Flipflops entspricht. Ein direkt adressiertes Multiplexer–
System erfordert demnach n Multiplexer der Gro¨ße 2n : 1, um die Next State Logic zu
beschreiben.
2.4.2 Output Logic
Die Output Logic berechnet aus dem Zustandsvektor und gegebenfalls den Eingangssignalen
die Ausgangssignale einer FSM. Dabei ko¨nnen statische oder dynamische Hazards auftreten.
Hazards sind ungewollte kurzzeitige falsche Pegel an Signalen. Die Zustandskodierung spielt
auch hier eine wichtige Rolle. Wie mo¨gliche Hazards im SME vermieden werden, wird in
Abschnitt 5.5 beschrieben.
Es gibt verschiedene Mo¨glichkeiten, den Ausgangssignalen Werte zuzuweisen. Ausgangssigna-
le ko¨nnen bedingt oder unbedingt sein sowie sofort oder erst nach der na¨chsten Taktflanke
gesetzt werden.
3Der Zustandsspeicher besteht im einfachsten Fall aus Flipflops. Er kann aber auch durch Register oder
RAM–Zellen realisiert werden.
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Abbildung 2.2: Ausschnitt aus einem Zustandsdiagramm
Ein unbedingtes Ausgangssignal [Com90] ist ein Ausgangssignal, das nur vom Zustand des
Systems abha¨ngig ist. Wenn ein bestimmter Zustand erreicht wird, wird dieses Ausgangssignal
u¨ber ein UND–Gatter bzw. einen IC–Dekoder gesetzt. Dieses Ausgangssignal kann bis zu einer
halben Taktperiode verzo¨gert werden, aber seine Existenz ist nur eine Funktion des Zustandes
der FSM. Beispielsweise ist das Signal Z in Abbildung 2.2 ein unbedingtes Signal. Unbedingte
Signale spiegeln das Verhalten eines Moore–Automaten wider.
Ein bedingtes Signal ha¨ngt nicht nur vom Zustand des Systems ab, sondern erfordert auch
das Zutreffen bestimmter Eingangsbedingungen bevor das Ausgangssignal generiert wird.
Beispielsweise wird das Signal W nur dann gesetzt, wenn die FSM im Zustand c und das
Eingangssignal X aktiv ist (vgl. Abbildung 2.2). Bedingte Signale entsprechen dem Verhalten
eines Mealy–Automaten.
Kapitel 3
Kodierungsarten
Ein entscheidender Schritt fu¨r die Synthese von FSMs ist die Kodierung der internen
Zusta¨nde, welche anfangs nur durch symbolische Namen bezeichnet sind. Diese Zustands-
kodierung hat einen großen Einfluß auf Gro¨ße und Geschwindigkeit der Schaltung.
3.1
”
One Hot“–Kodierung
Die ersten Vero¨ffentlichungen u¨ber
”
one hot“–Automaten sind von Huffman [Huf54a],
[Huf54b] erschienen. Er analysierte asynchrone Automaten, die mit elektromechanischen Re-
lais implementiert wurden und fu¨hrte eine
”
one–relay–per–row“ Realisierung seiner Zustand-
stabellen vor.
Bei der
”
one hot“–Kodierung (oft auch als
”
1 aus n“–Kodierung bezeichnet) ist die La¨nge des
Zustandsvektors gleich der Anzahl der Zusta¨nde der FSM. Jedem Zustand ist eine eindeutige
Bitposition zugeordnet. Fu¨r jeden gegebenen Zustand ist nur ein Bit des Zustandsvektors 1,
alle anderen Bits sind 0.
Die
”
one hot“–Kodierung hat mehrere Vorteile [Com90], [Syn96]:
•
”
one hot“–FSMs sind schnell. Die Schaltzeiten sind unabha¨ngig von der Anzahl der
Zusta¨nde. Sie ha¨ngen nur von der Anzahl der U¨berga¨nge in einen bestimmten Zustand
ab.
• Die kombinatorische Logik der FSM ist klein, da sich nur genau 2 Bits pro Zustands-
wechsel a¨ndern.
• Es gibt keine optimale Zustandskodierung. Die
”
one hot“–Kodierung ist fu¨r alle FSMs
gleichermaßen optimal. Das bedeutet auch, daß die FSM gea¨ndert werden kann, ohne
daß eine vorher optimale Zustandskodierung jetzt nicht mehr gegeben ist, weil Zusta¨nde
dazugekommen sind oder Zusta¨nde gea¨ndert wurden.
• In einer
”
one hot“–FSM ko¨nnen zwei oder mehr Zusta¨nde gleichzeitig aktiv sein. Diese
Mo¨glichkeit wird allerdings im SME nicht unterstu¨tzt.
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Die
”
one hot“–FSM assoziiert jeden Zustand mit einem spezifischen Flipflop. In einem se-
quentiellen System, welches eine Reihe von einzelnen Zusta¨nden durchla¨uft, wird nur jeweils
ein Flipflop angesprochen. Wenn jedoch zwei Zusta¨nde gleichzeitig aktiv sein sollen, ko¨nnen
auch zwei Flipflops angesprochen werden. Die Ausgaben, die durch beide Zusta¨nde erzeugt
werden, ko¨nnen genutzt werden, um zwei Operationen gleichzeitig zu kontrollieren bzw. zu
steuern. Dies erlaubt beispielsweise die Implementation der join und fork Operationen in
digitalen Kontrollern.
Der Nachteil ist, daß mehr Platz fu¨r die Flipflops beno¨tigt wird, da die Anzahl der Flipflops
ho¨her als bei anderen Kodierungsarten ist. Gleichzeitig werden aber weniger Gatter fu¨r die
Logik (NSL) beno¨tigt, die den na¨chsten Zustandsvektor berechnet.
3.2 Bina¨re Kodierung
Die Zusta¨nde der FSM werden fu¨r die bina¨re Kodierung nach der Reihenfolge ihres Aktiv-
werdens bina¨r durchnumeriert. Bei n Zusta¨nden der FSM werden dafu¨r 2m ≥ n Flipflops
beno¨tigt, wobei das kleinste m, m ≥ 1, gesucht ist, das diese Gleichung erfu¨llt. Dabei ist m
die Anzahl der beno¨tigten Flipflops fu¨r die bina¨re Kodierung. Wenn die FSM beispielsweise
10 Zusta¨nde hat, werden fu¨r die Zustandskodierung 4 Flipflops gebraucht.
Dabei sind laut Comer [Com90] folgende Prinzipien anzuwenden, um die Anzahl der Gatter
fu¨r die Next State Logic und die Output Logic zu minimieren:
Prinzip 1: Zusta¨nde, die den gleichen Nachfolgezustand fu¨r eine gegebene Eingangsbedin-
gung haben, sollten sich in der Kodierung nur um 1 Bit unterscheiden.
Prinzip 2: Zusta¨nde, die Nachfolgezusta¨nde eines einzelnen Zustandes sind, sollten sich in
der Kodierung nur um 1 Bit unterscheiden.
Prinzip 3: Solche Zusta¨nde, die die gleichen Ausgaben produzieren, sollten sich in der Ko-
dierung nur um 1 Bit unterscheiden.
Die ersten beiden Prinzipien dienen der Minimierung der Next State Logic (NSL) unter der
Voraussetzung, daß Gatter fu¨r die Realisierung der NSL verwendet werden. Das 3. Prinzip
dient der Minimierung der Output Logic.
In Bild 3.1 gibt es drei Zusta¨nde: a, b und c. Unabha¨ngig vom Eingangssignal X haben
Zusta¨nde b und c als Nachfolgezustand den Zustand a. Deshalb sollten sich diese beiden
Zustandskodierungen (fu¨r Zusta¨nde b und c) nach Prinzip 1 nur in einem Bit unterscheiden.
Nach Prinzip 2 sollten sie sich auch nur in einem Bit unterscheiden, da sie Nachfolgezusta¨nde
von a sind.
Es ist nicht immer mo¨glich, alle Zusta¨nde nach diesen Prinzipien zu kodieren. In [Fle80]
wird gezeigt, daß das Prinzip 1 wichtiger als das Prinzip 2 fu¨r die Minimierung der Next
State Logic ist. Deshalb wird dem Prinzip 1 eine ho¨here Priorita¨t in der Logikminimierung
zugeordnet.
Wenn alle Zusta¨nde nach Prinzip 1 kodiert worden sind, dann wird das Prinzip 2 so weit wie
mo¨glich auf die restlichen Zusta¨nde angewendet. Zustandskodierungen, die nach Prinzip 1
geta¨tigt wurden, werden dabei nicht ru¨ckga¨ngig gemacht.
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Abbildung 3.1: Beispiel eines Zustandsdiagramms
Wenn die Zustandskodierung bereits so gewa¨hlt wurde, daß die Next State Logic minimal
wird, kann unter Umsta¨nden die Output Logic nicht minimal werden. Das heißt, Zustands-
kodierungen, die Prinzip 3 gerecht werden, mo¨gen nicht mehr mo¨glich sein. Allgemein gilt,
daß die Einsparungen bei Minimierung der Next State Logic gro¨ßer sind, als die bei der
Minimierung der Output Logic.
In [Gre86] wird als weitere Methode zur Minimierung der Logik das Konzept des Ham-
mingabstandes genannt. Dazu werden die Anzahl der Bita¨nderungen geza¨hlt, die bei allen
mo¨glichen Zustandswechseln auftreten. Bei Zustandsa¨nderungen von einem zum na¨chsten Zu-
stand a¨ndern sich 1,2,...,k Bitpositionen im Zustandsvektor. Alle mo¨glichen Zustandswechsel
werden aufgelistet und die Anzahl der jeweiligen Bita¨nderungen aufsummiert. Diese Zahl ist
der Hammingabstand. Green geht dabei von der Annahme aus, daß die Next State Logic
einfacher ist, wenn der Hammingabstand minimal ist. Ein minimaler Hammingabstand ist
auch wu¨nschenswert, wenn asynchrone Eingangssignale verwendet werden.
Wenn der Hammingabstand minimal ist, d.h. die Anzahl der Bita¨nderungen bei jeder mo¨gli-
chen Zustandsa¨nderung gleich 1 ist, spricht man von Gray–Code.
3.3 Gray–Kodierung
Der Gray–Code wurde nach Frank Gray, Physiker an den Bell Telephone Laboratories, be-
nannt, der die Verwendung dieses Codes fu¨r Drehimpulsgeber 1953 patentieren ließ [Gra53].
Damit konnten schwerwiegende Fehler bei der U¨bertragung von Signalen mittels Pulscode–
Modulation vermieden werden.
Gray–Code ist eine Mo¨glichkeit der Darstellung von Zahlen in ihrer Ordnung. Dabei werden
die Zahlen so sortiert, daß sich zwei benachbarte Zahlen nur an einer Stelle unterscheiden,
und die absolute Differenz an dieser Stelle 1 ist. Dieser Code existiert fu¨r jedes Zahlensystem
(dezimal, bina¨r, hexadezimal,. . . ) und fu¨r jede Basis gibt es viele verschiedene Wege, um
diesen Code zu konstruieren. Deshalb ist die Anzahl der Gray–Codes unendlich.
Da Computer auf der Grundlage des Bina¨rsystems (High/Low bzw. Strom fließt/fließt nicht)
arbeiten, wird hier nur auf den Gray–Code bezogen auf die Basis 2 eingegangen.
Jede Zahl von 0 . . . 2N − 1 kann als bina¨rer String der La¨nge N dargestellt werden. Fu¨r
N = 3 ist die bina¨re Darstellung der Zahlen von 0. . . 7 {000, 001, 011. . . 111}, wa¨hrend
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Abbildung 3.2: Dreidimensionaler Wu¨rfel zur Erzeugung von Gray–Code fu¨r N = 3
eine der mo¨glichen Gray–Kodierungen {000, 001, 011, 010, 110, 111, 101, 100} ist (siehe
Abbildung 3.2). Die Zahlen an den Ecken des Wu¨rfels sind so angeordnet, daß sich Zahlen
an Ecken, die direkt miteinander verbunden sind, nur um 1 Bit unterscheiden. Gray–Code
entsteht, wenn alle Ecken des Wu¨rfels genau einmal besucht werden. Ein solcher Weg ist in
Abb. 3.2 fett gedruckt dargestellt.
Gray–Codes fu¨r N = 4 ko¨nnen mit einem Hyperwu¨rfel im 4–dimensionalen Raum, fu¨r N = 5
im 5–dimensionalen Raum usw. dargestellt werden.
Um Gray–Code algorithmisch erzeugen zu ko¨nnen, muß er zwei Voraussetzungen erfu¨l-
len [Gar72]:
1. Die Regeln fu¨r seine Erzeugung sollten auf die gesamte Menge der Zahlen im gegebenen
Zahlensystem anwendbar sein.
2. Er sollte einfache Umwandlungsregeln fu¨r eine beliebige Zahl in ihr Graya¨quivalent und
umgekehrt haben.
Der einfachste Gray–Code mit beiden Eigenschaften ist der
”
reflected Gray code“ bzw. der
”
binary–reflected Gray code“, wenn es sich um einen Gray–Code im Bina¨rsystem handelt.
Dieser Gray–Code wird auch als der Gray–Code bezeichnet. Um eine beliebige Zahl in ihr
Graya¨quivalent zu konvertieren, betrachtet man alle Ziffern dieser Zahl der Reihe nach, rechts
beginnend.Wenn das Bit links zum betrachteten Bit gerade (0) ist, bleibt das Bit unvera¨ndert.
Wenn das Bit zur Linken dagegen ungerade (1) ist, wird das Bit negiert. Das linkeste Bit hat
zu seiner Linken immer eine 0 und bleibt deswegen stets unvera¨ndert [Gar72]. Die Bina¨rzahl
01101 kann auf diese Art und Weise in den Gray–Code 01011 umgewandelt werden.
Der so erzeugte Gray–Code ist zyklisch, da jedes erste und letzte n–Tupel sich ebenfalls nur
um 1 Bit unterscheiden. Eine mathematische Definition der Erzeugung von binary–reflected
Gray–Code kann in [JH91] nachgelesen werden. Die Anzahl der beno¨tigten Flipflops fu¨r die
Gray–Kodierung entspricht der Anzahl fu¨r die bina¨re Kodierung. Das heißt, es ist das kleinste
m, m ≥ 1, gesucht, welches die Bedingung 2m ≥ n erfu¨llt. Dabei sind n die Anzahl der
Zusta¨nde der FSM und m die Anzahl der beno¨tigten Flipflops.
Gray–Code unterscheidet sich von Bina¨rcode dahingehend, daß sich bei jedem Zustands-
wechsel nur genau ein Bit des Zustandsvektors a¨ndert. Die Prinzipien der Bina¨rkodierung
(vgl. Abschnitt 3.2) beruhen auf den Eigenschaften des Gray–Codes. Deshalb wird die Logik
der FSM (Next State Logic und Output Logic) bei vollsta¨ndig Gray–kodierten FSMs mini-
mal. Da die Logik klein ist, sind auch die Verzo¨gerungszeiten, die durch die Gatterlaufzeiten
entstehen, gering. Das heißt, die FSM wird schnell.
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Abbildung 3.3: Ausschnitte aus FSMs, die nicht Gray–kodierbar sind. (a) Zyklus; (b) Ver-
zweigung; (c) Zustandsu¨bergang.
Aufgrund der Eigenschaft des Gray–Codes pro Zustandswechsel nur ein Bit im Zustands-
vektor zu a¨ndern, sind nicht alle FSMs Gray–kodierbar. Es ko¨nnen entweder nur Teile der
FSM Gray–kodiert werden, oder die gesamte FSM ist nicht Gray–kodierbar. Bevor eine FSM
kodiert werden soll, muß sie auf Eigenschaften untersucht werden, die auf eine Nicht–Gray–
Kodierbarkeit hinweisen (siehe Abbildung 3.3a–c). Diese Eigenschaften sind:
• Eine FSM, die einen Zyklus entha¨lt, der aus einer ungeraden Anzahl von Zusta¨nden
besteht, ist nicht Gray–kodierbar.
• Eine FSM, die aus einem Zustand heraus in mehr als m Nachfolgezusta¨nde verzweigt,
wobei m die Anzahl der Flipflops ist, ist nicht Gray–kodierbar.
• Eine FSM, die in einem Zustand mehr als einen Nachfolgezustand hat und diese Nach-
folgezusta¨nde Zustandsu¨berga¨nge ineinander haben, ist nicht Gray–kodierbar.
FSMs, die nicht vollsta¨ndig Gray–kodierbar sind, ko¨nnen entweder vollsta¨ndig mittels einer
anderen Kodierungsart kodiert werden oder teilweise Gray–kodiert und teilweise bina¨r kodiert
werden.
3.4 Vergleich der Kodierungsarten
Die Zustandskodierung kann verschiedene Ziele verfolgen.
• Minimierung der Chipfla¨che
• Minimierung der Verzo¨gerungszeiten
• Minimierung des Stromverbrauches
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Diese Ziele stehen zwar in engem Zusammenhang, es ist aber oft nicht mo¨glich, alle drei Ziele
optimal zu verwirklichen.
An der ETH Zu¨rich wurden Forschungen zu Abha¨ngigkeiten von Chipgro¨ße und Verzo¨ge-
rungszeit von der Gro¨ße synthetisierter FSMs und der verwendeten Kodierungsarten im
Rahmen einer Dissertation [ZK] geta¨tigt. Die untersuchten Kodierungsarten waren u.a.
”
one
hot“–,
”
adjacent“– (eine Art von Gray Code, wobei benachbarte Zusta¨nde so weit wie mo¨glich
Gray–kodiert werden) und automatische Kodierung (Zusta¨nde werden in der Reihenfolge ih-
rer Spezifikation numeriert).
Die
”
one hot“–Kodierung eignet sich am besten fu¨r große FSMs, wenn Chipgro¨ße und Verzo¨ge-
rungszeit minimiert werden sollen und fu¨r kleine FSMs, wenn nur die Verzo¨gerungszeit mi-
nimiert werden soll. Große FSMs sind solche FSMs, die zwischen 30 und 50 Zusta¨nde haben.
Gray–Code erzeugt minimale Chipgro¨ße bei kleinen und mittelgroßen FSMs. Gray–Code mit
einer flexiblen Breite des Zustandsvektors1 wu¨rde in den meisten Fa¨llen zu optimalen Ergeb-
nissen fu¨hren. Dieser Ansatz wird von der vorhandenen Software aber nicht unterstu¨tzt. Die
automatische Kodierung fu¨hrt weder zu minimaler Chipgro¨ße, noch zu minimaler Verzo¨ge-
rungszeit, unabha¨ngig davon, wie groß die FSM ist.
In [CSY95] wurde untersucht, welche Art der Kodierung gu¨nstig ist, wenn der Stromver-
brauch gesenkt werden soll. DS. Chen et al. sind davon ausgegangen, daß die Schaltaktivita¨t
der kombinatorischen Logik (Next State Logic und Output Logic) reduziert wird, wenn sich
weniger Bits pro Zustandswechsel a¨ndern. Solche Zustandswechsel, die am ha¨ufigsten auftre-
ten, haben dabei einen gro¨ßeren Einfluß auf den Stromverbrauch und sollten Gray–kodiert
werden. Wenn die gesamte FSM Gray–kodierbar ist, ist auch der Stromverbrauch minimal,
da die Logik klein ist und sich pro Zustandswechsel nur ein Bit des Zustandsvektors a¨ndert.
In [Ols95] wird eine bina¨re Kodierung fu¨r die Zusta¨nde benutzt, um eine optimale Zustands-
kodierung zu erreichen. Es werden zwei verschiedene Kostenfunktionen verwendet. Die literal-
basierte Kostenfunktion zusammen mit der Funktion zur Minimierung der Schaltaktivita¨ten
(erreicht durch Gray–Code oder minimal mo¨glichen Hammingabstand) liefert minimale Chip-
gro¨ße und geringen Stromverbrauch. Die literalbasierte Kostenfunktion wird verwendet, um
die Anzahl der Literale in den Gleichungen, die genutzt werden, um die FSM zu synthetisieren,
zu minimieren. Zustandskodierungen mit weniger Literalen fu¨hren zu weniger Gattern und
damit geringerer Chipgro¨ße. Die synthesebasierte Kostenfunktion erlaubt die Minimierung
der Chipgro¨ße, des Stromverbrauches oder der Verzo¨gerungszeit. Der in [Ols95] entwickelte
genetische Suchalgorithmus erzeugt mit der synthesebasierten Kostenfunktion die bestmo¨gli-
che Zustandskodierung fu¨r eine gegebene Kostenfunktion und einem gegebenen Synthesetool.
1Normalerweise hat der Zustandsvektor m = log
2
n Bits (n ist die Anzahl der Zusta¨nde) fu¨r alle Kodie-
rungsarten, ausgenommen die
”
one hot“–Kodierung, wo n Bits gebraucht werden. Der Zustandsvektor ko¨nnte
eine La¨nge zwischen m und n annehmen. Oft kann die Next State Logic und die Output Logic vereinfacht
werden, wenn zusa¨tzliche Bits fu¨r die Kodierung der Zusta¨nde zur Verfu¨gung stehen und damit eine flexiblere
Zustandskodierung erlauben.
Kapitel 4
Beschreibungsmittel fu¨r FSMs
FSMs ko¨nnen auf unterschiedlichste Weise beschrieben werden. Hier sollen nur einige der
vorhandenen Mo¨glichkeiten aufgezeigt werden.
FSMs realisieren den Steuerpfad eines ASIC. Sie realisieren einen in Hardware implemen-
tierten Algorithmus. Ihre Beschreibung erfolgt also u¨ber eine Hardwarebeschreibungssprache
(HDL). Graphische Beschreibungssprachen sind fu¨r die Beschreibung einer FSM ebensogut
zu verwenden, da die Funktion der FSM aufgrund unterschiedlicher Graphiken leicht zu er-
kennen ist. Dieser U¨berblick ist bei einer Beschreibung in einer HDL nicht gegeben. Besonders
beim Entwurf großer FSMs geht die U¨bersichtlichkeit schnell verloren.
Im allgemeinen wird eine graphische Beschreibungssprache verwendet, die mittels eines Com-
pilers in eine HDL u¨bersetzt wird.
4.1 Hardwarebeschreibungssprachen
Die Beschreibung von Hardware mittels einer HDL hat mehrere Vorteile gegenu¨ber dem
manuellen Entwurf. Zum einen kann die Beschreibung simuliert und Entwurfsfehler ko¨nnen
erkannt werden, zum anderen kann eine Verhaltensbeschreibung mit Hilfe eines Synthese-
tools in eine Netzliste transformiert werden. Das ist besonders bei komplexen Schaltungen
vorteilhaft.
VHDL und Verilog HDL sind die weltweit am ha¨ufigsten verwendeten Sprachen. In Europa
wird hauptsa¨chlich VHDL verwendet, wa¨hrend Verilog HDL in den USA verbreitet ist. Der
geforderte Codegenerator soll beide Hardwarebeschreibungssprachen unterstu¨tzen.
4.1.1 Verilog HDL
Verilog HDL wurde urspru¨nglich von Phil Moorby, Cadence Design Systems in Kalifornien,
etwa 1983 entwickelt. Im Mai 1990 wurde die Organisation Open Verilog International (OVI)
gegru¨ndet, die seitdem fu¨r die Standardisierung und Weiterentwicklung von Verilog HDL
zusta¨ndig ist.
Mit Verilog HDL lassen sich logische Schaltungen auf verschiedenen Abstraktionsebenen be-
schreiben. Diese Beschreibungen lassen sich mit geeigneter Software simulieren und synthe-
tisieren.
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In Verilog HDL wird ein digitales System durch eine Menge von Modulen beschrieben. Jedes
Modul besitzt eine Schnittstelle, durch die Verbindungen mit anderen Modulen gebildet wer-
den ko¨nnen. Dadurch kann ein komplexes System durch eine geeignete, meist hierarchische,
Anordnung von einfacheren Systemen bzw. Systemteilen gebildet werden. Jedes System kann
auf zwei unterschiedliche Arten beschrieben werden. Diese Arten sind:
Verhaltensbeschreibung: Die funktionalen bzw. algorithmischen Aspekte eines Designs
werden in Verilog–Prozessen (always–Blo¨cken) beschrieben.
Strukturbeschreibung: Die Verbindung einzelner Komponenten zu einem Gesamtsystem
wird beschrieben.
Anhand eines einfachen Beispiels (1–Bit Addierer mit U¨bertrag) soll der Aufbau einer Ver-
haltensbeschreibung verdeutlicht werden. Hierbei sind A und B die Summanden, CIN der
U¨bertrag (carry in), SUM ist die Summe und COUT ist der neue U¨bertrag (carry out).
’timescale 1ns/10ps
module adder (A, B, CIN, SUM, COUT);
input A, B, CIN;
output SUM, COUT;
reg SUM, COUT;
integer N;
parameter [3:0] sum_vec = 4’b1010;
parameter [3:0] carry_vec = 4’b1100;
always @ (A or B or CIN)
begin
N = 0;
if (A) N = N+1;
if (B) N = N+1;
if (CIN) N = N+1;
SUM <= #1 sum_vec[N];
COUT <= #2 carry_vec[N];
end;
endmodule
Dem Ausgangssignal SUM wird das entsprechende Bit (abha¨ngig vom Wert der Variablen
N aus der Konstanten sum vec zugewiesen. Ebenso wird mit dem Ausgangssignal COUT
verfahren.
Bezeichner, die als Register (Schlu¨sselwort reg) deklariert sind, sind Signale, denen Werte
zugewiesen werden ko¨nnen und auf deren Werte zugegriffen werden kann. wire repra¨sentieren
die physikalischen Dra¨hte auf einem Schaltkreis. Einem als wire deklarierten Signal ko¨nnen
Werte nur außerhalb eines begin...end Blockes zugewiesen werden. Diese Werte ko¨nnen nur
innerhalb eines solchen Blockes gelesen werden.
Fu¨r die Verhaltensbeschreibung eines Systems stehen Anweisungen wie if, case und task zur
Verfu¨gung. Alle Anweisungen, die in einem Prozeß (always–Block) zusammengefaßt sind,
werden sequentiell ausgefu¨hrt, sobald ein Ereignis an den Signalen in der Sensitivita¨tsliste
auftritt. Mehrere Prozesse laufen quasi parallel ab.
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In Verilog HDL gibt es zwei verschiedene Zuweisungsoperatoren. Der
”
=“–Operator blockiert
den Ablauf des Prozesses fu¨r die Zeit der Zuweisung. Im Sinne der Simulation vergeht aber
keine Zeit. Der
”
<=“–Operator ist der nicht blockierende Zuweisungsoperator.
Der Delay–Operator # gibt die Verzo¨gerungszeit an, mit der die Zuweisung ausgefu¨hrt werden
soll. Da in Verilog HDL alle Zeiten ohne Einheit angegeben werden, gibt es das Schlu¨sselwort
timescale, welches die Verbindung zwischen einheitenloser Zahl und Zeiteinheit festlegt. Im
obigen Beispiel wurde festgelegt, daß die Zeitangabe in der Einheit Nanosekunde erfolgen
soll. Jede Berechnung mit Zeitwerten soll dabei mit einer Auflo¨sung von 10 Pikosekunden
berechnet werden. Diese Angabe gilt nur fu¨r die Compilierung und Simulation, nicht fu¨r die
Synthese.
Aus der Verhaltensbeschreibung kann mit Hilfe eines Synthesetools eine Netzliste generiert
werden.
4.1.2 VHDL
VHDL wurde urspru¨nglich im Rahmen des VHSIC–Programmes des US–Verteidigungsmini-
steriums entwickelt und 1987 als IEEE–1076–Standard festgelegt. Dieser Standard ist u¨ber-
arbeitet worden und im neuen Standard IEEE–1076–1993 festgehalten.
VHDL eignet sich sowohl fu¨r die Systemspezifikation und Dokumentation als auch fu¨r die
Beschreibung eines Systems oder einer Schaltung auf verschiedenen Abstraktionsebenen. Mit
geeigneter Software ko¨nnen in VHDL beschriebene Schaltungen simuliert und synthetisiert
werden.
Die Beschreibung eines VHDL–Modells besteht aus einer Entity (der Schnittstelle), minde-
stens einer Architecture (dem Ko¨rper) und einem Konfigurationsteil. Die Schnittstelle be-
schreibt die Verbindung mit der Umwelt, also Ein– und Ausga¨nge sowie Konstanten, Un-
terprogramme und sonstige Vereinbarungen, die auch fu¨r alle dieser Entity zugeordneten
Architectures gelten. Eine Architecture entha¨lt die Beschreibung des Inhalts eines Systems,
wobei drei Arten der Beschreibung auf unterschiedlichem Abstraktionsniveau mo¨glich sind.
Diese drei Arten sind:
Verhaltensbeschreibung: Die funktionalen bzw. algorithmischen Aspekte eines Designs
werden in sequentiellen VHDL–Prozessen beschrieben.
Datenflußbeschreibung: Die Sicht des Datenflusses eines Designs von Inputs zu Outputs
wird mit nebenla¨ufigen Anweisungen, die Datentransformationen ausfu¨hren, beschrie-
ben.
Strukturbeschreibung: Die Komponenten eines Designs sind miteinander verbunden. Sie
werden durch Komponenteninstanziierungen beschrieben.
Im Konfigurationsteil wird festgelegt, welche Architecture einer bestimmten Entity zugeord-
net ist.
Anhand eines einfachen Beispiels (1–Bit Addierer mit U¨bertrag) soll der Aufbau einer Entity
und einer Architecture fu¨r eine Verhaltensbeschreibung verdeutlicht werden (vergleiche auch
Beispiel auf Seite 17). Die Entity des Addierers ist folgendermaßen aufgebaut:
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entity adder is
port (A, B, CIN : in bit;
SUM, COUT : out bit);
end adder;
Die Verhaltensbeschreibung hat die gro¨ßte Bedeutung beim Entwurf von FSMs. Das Abstrak-
tionsniveau ist ho¨her als bei Datenfluß– oder Strukturbeschreibungen. Die Transformation
einer Verhaltensbeschreibung in eine Netzliste geschieht mit Hilfe eines Synthesetools.
Fu¨r die Verhaltensbeschreibung stehen, a¨hnlich wie in einer Programmiersprache, Anwei-
sungen zur Verfu¨gung. Diese Anweisungen werden nebenla¨ufig ausgefu¨hrt. Anweisungen, die
sequentiell ausgefu¨hrt werden sollen, mu¨ssen zu einem Unterprogramm (Funktion oder Proze-
dur) oder einem Prozeß zusammengefaßt werden. Mehrere Prozesse innerhalb einer Architec-
ture werden nebenla¨ufig abgearbeitet. Der Inhalt von Prozessen und Unterprogrammen wird
mit sequentiellen Anweisungen, wie if - elsif - end if, case, return usw. beschrieben. Damit
lassen sich Algorithmen darstellen.
Jeder Prozeß besitzt eine Sensitivita¨tsliste. Immer dann, wenn ein oder mehrere der in dieser
Liste aufgefu¨hrten Signale ihren Wert a¨ndern, wird der Prozeß aufgerufen, bis zum Ende
abgearbeitet und geht wieder in Wartestellung. Erst bei der na¨chsten A¨nderung eines der
angegebenen Signale wird der Prozeß erneut abgearbeitet.
architecture behaviour of adder is
begin
process (A, B, CIN)
variable N : integer := 0;
constant sum_vector : bit_vector(0 to 3) := "0101";
constant carry_vector : bit_vector(0 to 3) := "0011";
begin
if A = ’1’ then N := N+1 endif;
if B = ’1’ then N := N+1 endif;
if CIN = ’1’ then N := N+1 endif;
SUM <= sum_vector(N) after 20 ns;
COUT <= carry_vector(N) after 30 ns;
end process;
end behaviour;
Je nach dem, welchen Wert N hat, wird aus dem sum vector ein Wert ausgewa¨hlt und dem
Ausgang SUM zugewiesen. Ebenso wird dem Ausgang COUT ein Wert aus dem carry vector
zugewiesen. Fu¨r die Zuweisung der aktuellen Werte an SUM und COUT ist eine Verzo¨gerungs-
zeit von 10 bzw. 20 ns angegeben. Die Zeitangabe ist nur fu¨r die Simulation von Bedeutung.
Sie wird nicht synthetisiert.
4.2 Graphische Beschreibungssprachen
Fu¨r den Entwurf von Software existieren graphische Beschreibungssprachen (zum Beispiel
SDL, Statemate) schon seit langer Zeit. Sie beschreiben den zeitlichen Ablauf von Prozessen,
die dann in eine Programmiersprache, wie zum Beispiel C, u¨bersetzt werden. Dadurch lassen
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sich Fehler beim Programmieren vermeiden und die Entwurfszeiten verku¨rzen sich durch die
Automatisierung von Entwurfsschritten.
Dieser Ansatz wird seit einigen Jahren auch fu¨r den Entwurf von Hardware bevorzugt. Mit
den in den na¨chsten Abschnitten vorgestellten Beschreibungsmitteln lassen sich Hard– und
Software gleichermaßen beschreiben. Eine Ausnahme bilden nur die Zustandsdiagramme. Mit
ihnen la¨ßt sich nur Hardware beschreiben.
Mit den Beschreibungssprachen ESC und SDL sowie dem Tool Statemate lassen sich erweiter-
te endliche Automaten (EFSM) beschreiben, die zustandsorientiert sind. Eine EFSM besitzt
nach Gorisson [Gor90] folgende Eigenschaften:
• jede Kombination von aktuellem Zustand und Eingangssignal erzeugt ein Ausgangssi-
gnal und fu¨hrt eindeutig zu einem neuen Zustand (determiniert)
• kann Informationen speichern (besitzt lokalen Speicher)
• gespeicherte Informationen und Ein– bzw. Ausgangssignale ko¨nnen mit Hilfe von Tasks
manipuliert werden oder fu¨r das Treffen von Entscheidungen zwischen verschiedenen
Alternativen der Fortsetzung eines Prozesses benutzt werden
• Kommunikation zwischen EFSMs wird durch Signale dargestellt, die parametrisiert
werden ko¨nnen (es wird dann von Nachrichten gesprochen)
• Nachrichtenu¨bertragung erfolgt asynchron
• als Signalpuffer werden FIFO–Speicher verwendet.
Die Beschreibungssprachen, die Hard– und Software gleichermaßen beschreiben, ko¨nnen
als Basis fu¨r das Hardware/Software–CoDesign genutzt werden. Von der abstrakten Be-
schreibung eines Systems kann das heterogene System halbautomatisch erzeugt werden. Der
Hardware–Teil kann nach VHDL und der Software–Teil nach C u¨bersetzt werden. Mit geeig-
neten Tools kann dann aus der VHDL–Beschreibung eine Schaltung erzeugt werden, die aus
Gattern und Bauelementen besteht, die einer vorhandenen Bibliothek entnommen sind.
Ein wichtiger Punkt ist die Kommunikation zwischen Hard– und Software. Die abstrakte
Kommunikation (in den Diagrammen als Nachrichten dargestellt) muß auf ein Niveau trans-
formiert werden, welches von der Hardware–Sicht auf Signalen beruht und von der Software–
Sicht auf speziellen Treibern [MGKR93].
Der Entwurf heterogener Systeme wird vorrangig fu¨r Echtzeitsysteme, wie zum Beispiel Te-
lekommunikation und Flugu¨berwachung verwendet.
Die graphischen Beschreibungssprachen ESC und SDL sowie StateCharts aus Statemate wer-
den im folgenden kurz erla¨utert. Daran anschließend werden Zustandsdiagramme nach Co-
mer [Com90] erla¨utert und die Zustandsdiagramme mit den vorher beschriebenen graphischen
Beschreibungssprachen verglichen.
4.2.1 Erweiterte Sequence Charts
Erweiterte Sequence Charts (ESC) sind eine graphische Beschreibungssprache, die aus Mes-
sage Sequence Charts entstanden und fu¨r die Beschreibung von Hard– und Software geeignet
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Abbildung 4.1: Prinzipieller Aufbau eines Prozeßdiagrammes in ESC
sind. Message Sequence Charts sind eine Weiterentwicklung der Prozeßdiagramme von SDL,
die in der CCITT–Empfehlung Z.120 standardisiert wurden [CCI92]. Die ESC wurden an der
Technischen Universita¨t Chemnitz–Zwickau entwickelt [KKM93], [KKM95].
ESC besteht aus drei Teilen:
Funktionsbaum: ist eine graphische Darstellung der zu realisierenden Funktionen eines Sy-
stems. Die einzelnen Funktionen ko¨nnen schrittweise verfeinert werden. Die Bla¨tter des
Funktionsbaumes bezeichnen dann die Basisfunktionen, die entworfen werden mu¨ssen
und das System ergeben.
Datenfluß–Blockdiagramme: zeigen die Kommunikation der im Funktionsbaum spezifi-
zierten Funktionen auf. Die Kommunikationsmo¨glichkeiten (als Datenflu¨sse realisiert)
beschreiben die statischen Schnittstellen der Funktionen und ko¨nnen spa¨ter noch ver-
feinert werden.
Prozeßdiagramme: stellen alle vorhandenen Datenabha¨ngigkeiten der Funktionen, die das
Systemverhalten ergeben, und der Datenflu¨sse zwischen ihnen dar. Die Funktionen wer-
den als nebenla¨ufige Prozesse abgebildet, wa¨hrend die Datenflu¨sse als Nachrichten zwi-
schen diesen Prozessen dargestellt werden (siehe Abbildung 4.1).
Das Verhalten eines Systems kann mit ESC beschrieben werden, ohne daß von vornherein
klar sein muß, welche Teile spa¨ter als Software und welche als Hardware realisiert werden.
Die Beschreibung ist implementationsunabha¨ngig. ESC la¨ßt sich sowohl nach C als auch nach
VHDL u¨bersetzen. Ein ESC–nach–VHDL Compiler [Fri95] ist an der Technischen Universita¨t
Chemnitz–Zwickau realisiert worden.
ESC beschreibt nebenla¨ufige Prozesse, die jeder fu¨r sich eine EFSM darstellen. Diese Pro-
zesse kommunizieren miteinander u¨ber Nachrichten. Nachrichten sind hierbei eine abstrakte
Schnittstelle zwischen den Prozessen. Sie dienen der
• Synchronisation der Prozesse (auch wenn die Prozesse selbst asynchron arbeiten) und
der
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• U¨bertragung beliebig komplexer Daten.
Eine Nachricht kann eine Flanke sein, aber auch eine Zahl, Adresse, Operation oder ein
Befehl. Nachrichten lo¨sen Transitionen aus.
Eine Transition ist der U¨bergang von einem Zustand in seinen Nachfolgezustand. Transitionen
werden durch empfangene Nachrichten angestoßen. Durch den Empfang verschiedener Nach-
richten in einem Zustand ko¨nnen verschiedene Transitionen angestoßen werden. Wa¨hrend
einer Transition ko¨nnen Entscheidungen (Decisions) getroffen, Tasks ausgefu¨hrt und Nach-
richten (Outputs) an einen oder mehrere andere Prozesse gesendet werden.
Diese Outputs ko¨nnen ein einfaches Signal sein oder Daten enthalten, die u¨bertragen wer-
den sollen. Die Daten werden der Nachricht als Parameter mitgegeben, die im Empfa¨nger
ausgewertet werden. Die Angabe des Empfa¨ngers im Diagramm ist erforderlich, sobald eine
Nachricht an mehr als einen Prozeß gesendet wird. Zu einem Zeitpunkt kann grundsa¨tzlich
nur eine Nachricht gesendet werden, da es sonst in der graphischen Darstellung zu U¨ber-
schneidungen kommt [Fri95].
Decisions sind ein Mittel zur Darstellung von Verzweigungen innerhalb eines Zustandes. In
Abha¨ngigkeit vom Wert der empfangenen Nachricht wird in verschiedene Richtungen ver-
zweigt. Das Decision–Symbol kann auch einen Zweig
”
others“ enthalten, wenn nicht alle
mo¨glichen Alternativen aufgefu¨hrt wurden.
Tasks entsprechen Anweisungen sowie Funktionen bzw. Prozeduren in C oder VHDL. Sie
werden abgearbeitet, sobald eine empfangene Nachricht eine Transition auslo¨st, die eine Task
entha¨lt.
Die Kommunikation der Prozesse untereinander erfolgt asynchron. Das bedeutet, daß der
sendende Prozeß nicht verzo¨gert wird, bis der Empfa¨nger die Nachricht verarbeitet. Der
Empfa¨nger verwaltet deswegen eine Warteschlange fu¨r eintreffende Nachrichten. Er schaut
immer dann in der Warteschlange nach, ob eine bestimmte Nachricht da ist, wenn er in einem
Zustand an der Stelle ist, wo er eine Nachricht verarbeiten kann. Der Empfa¨ngerprozeß sendet
dann eine Anfrage an seine Warteschlange, ob die beno¨tigte Nachricht vorhanden ist. Wenn
ja, wird sie dem Prozeß u¨bergeben. Die Nachricht wird aber erst dann aus der Warteschlange
gelo¨scht, wenn der Prozeß ein Acknowledge sendet, d.h. er akzeptiert diese Nachricht und
kann mit der Abarbeitung fortfahren [Fri95].
Ein Prozeß ist aktiv, wenn er empfangene Nachrichten akzeptiert und im gegenwa¨rtigen Zu-
stand verarbeiten kann. Er wird als inaktiv bezeichnet, wenn die fu¨r die Transition beno¨tigte
Nachricht noch nicht empfangen wurde. Ein Zustandswechsel ist dann nicht mo¨glich.
Da eine Transition nur erfolgen kann, wenn die hierfu¨r beno¨tigte Nachricht in der Warte-
schlange vorhanden ist, kann es zu einer Verzo¨gerung bis hin zum Deadlock kommen, wenn
die Nachricht gerade nicht in der Warteschlange ist oder von keinem Prozeß zu dieser War-
teschlange gesendet wird. Ein Deadlock ist ein passives Warten eines Prozesses auf eine Be-
dingung, die ihm die weitere Abarbeitung ermo¨glicht.
Eine besondere Art von Nachrichten sind Interrupts. Sie ko¨nnen, wie jede andere Nachricht,
direkt nach dem U¨bergang in einen neuen Zustand auftreten. Interrupts erfordern aber eine
gesonderte Behandlung. Im allgemeinen wird der normale Ablauf des Prozesses unterbro-
chen und eine spezielle Behandlungsroutine abgearbeitet. Nach deren Beendigung wird die
Abarbeitung des Prozesses an der Stelle, wo er unterbrochen wurde, fortgesetzt. Interrupts
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haben eine ho¨here Priorita¨t als normale Nachrichten. Unterschiedliche Interrupts ko¨nnen un-
terschiedliche Priorita¨ten haben. Wenn ein Zustand mehrere Interrupts bedienen kann, wird
nur der mit der ho¨chsten Priorita¨t bearbeitet. Die Abarbeitung eines Prozesses kann nicht an
beliebiger Stelle durch Interrupts unterbrochen werden. Dies ist nur nach dem U¨bergang in
einen neuen Zustand mo¨glich, da nur dann die Verarbeitung einer Nachricht zugelassen ist.
Ein Reset ist eine gesonderte Form von Interrupts, der nur von der Umgebung an einen oder
an alle Prozesse gesendet werden kann. Er kann in jedem Zustand des Prozesses auftreten.
Mit ESC ist ein hierarchischer Entwurf des Systems mo¨glich. Die oberste Hierarchiestufe ist
die Systemebene, auf der die Strukturen des Systems beschrieben werden. Die unterste Stufe
ist die Instanzebene, auf der das Verhalten des Systems beschrieben wird. Es ist mo¨glich, meh-
rere Instanzen zu einem Modul zusammenzufassen. Ebenso ko¨nnen Prozesse weiter verfeinert
werden. Die Zusta¨nde innerhalb eines Prozesses ko¨nnen nicht mehr verfeinert werden.
4.2.2 SDL
Die Spezifikations– und Beschreibungssprache SDL ist aus einer Menge graphischer Spra-
chen hervorgegangen, die verschiedene Telekommunikationsunternehmen fu¨r ihre Nutzung
entwickelt haben. SDL wurde 1976 in der CCITT–Empfehlung Z.100 erstmals standardisiert.
Dieser Standard wurde nochmals u¨berarbeitet und in den Empfehlungen Z.100–Z.104 fest-
gehalten [CCI89]. Er definiert zwei verschiedene Darstellungen von SDL, die jedoch dasselbe
semantische Modell repra¨sentieren und ineinander u¨berfu¨hrbar sind:
SDL–PR ist die textuelle Beschreibung
SDL–GR ist die dazugeho¨rige graphische Darstellung.
SDL war urspru¨nglich als abstraktes implementationsunabha¨ngiges Beschreibungsmittel fu¨r
die Entwicklung von Telekommunikationssystemen, die aus Soft– und Hardware bestehen,
gedacht. Jedoch wurde SDL vorrangig fu¨r die Entwicklung von Software verwendet. Erst in
den letzten Jahren wurde SDL versta¨rkt fu¨r den Entwurf von Hardware verwendet.
Da die Erweiterten Sequence Charts aus SDL hervorgegangen sind, gibt es viele Gemeinsam-
keiten in den beiden Beschreibungssprachen.
Ein in SDL beschriebenes System ist ein System aus einer Menge von nebenla¨ufigen Prozessen
(auf der Grundlage von EFSMs), die untereinander u¨ber Nachrichten kommunizieren. Die
Kommunikation erfolgt asynchron. Deshalb hat jeder Prozeß eine Warteschlange, in welcher
ankommende Nachrichten gespeichert werden.
Zur Beschreibung eines Systems stehen Block– und Prozeßdiagramme zur Verfu¨gung. Block-
diagramme beschreiben die statische strukturelle Dekomposition eines Systems in Blo¨cke.
Jeder Block kann wiederum in einzelne Blo¨cke unterteilt werden oder in eine Menge von
Prozessen. Dadurch ergibt sich eine Hierarchie, die einen Top–Down–Entwurf ermo¨glicht.
Die unterste Hierarchiestufe, die Prozesse, werden mittels Prozeßdiagrammen beschrieben.
Das Blockdiagramm zeigt auch die Kommunikationskana¨le, u¨ber die die Prozesse Nachrich-
ten austauschen. Kana¨le ko¨nnen genauso wie Blo¨cke verfeinert werden. Auf der untersten
Ebene werden Kana¨le als SDL–Prozesse dargestellt. Prozeßdiagramme beschreiben das dy-
namische Verhalten des Systems. Abbildung 4.2 zeigt den prinzipiellen Aufbau eines solchen
Diagrammes.
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Abbildung 4.2: Prinzipieller Aufbau eines Prozeßdiagrammes in SDL
Jeder Prozeß besitzt einen Startzustand, an den sich Initialisierungen anschließen ko¨nnen.
Danach geht der Prozeß in den na¨chsten Zustand u¨ber. Eine Transition kann nur ausgefu¨hrt
werden, wenn eine akzeptierbare Nachricht in der Warteschlange gefunden wird, ein CONTI-
NUOUS SIGNAL spezifiziert ist oder ein Interruptsignal empfangen wird. Nachrichten, die
dieser Zustand nicht akzeptieren kann, werden aus der Warteschlange gelo¨scht. Ausgenommen
sind nur solche Nachrichten, die mit einem SAVE–Symbol verbunden sind. Sie werden fu¨r
die Dauer dieser Transition gespeichert. Es wird solange fortgefahren, bis eine akzeptierbare
Nachricht gefunden wird.
Wenn sich keine akzeptierbare Nachricht in der Warteschlange befindet, oder die Warte-
schlange leer ist, kann die Transition u¨ber ein CONTINUOUS SIGNAL angestoßen werden.
Dies ist ein Boolescher Ausdruck, der interne oder externe Daten beinhaltet. Pro Zustand
kann es mehrere solche Signale geben. Dann hat jedes Signal eine eindeutige Priorita¨t, nach
der die Bedingungen ausgewertet werden.
Einer Eingabe kann eine ENABLING CONDITION folgen. Wenn das Signal akzeptierbar
ist, und der Boolesche Ausdruck wahr ist, dann wird die Transition angestoßen. Wenn aber
der Boolesche Ausdruck falsch ist, obwohl die Nachricht akzeptierbar ist, wird das Signal in
der Warteschlange gespeichert (gleiches Verhalten wie SAVE).
Transitionen ko¨nnen außer von Nachrichten und CONTINUOUS SIGNALen auch von Inter-
rupts ausgelo¨st werden. Interrupts sind spezielle Nachrichten, die eine spezielle Behandlung
erfordern.
Wa¨hrend einer Transition sind mehrere Aktionen mo¨glich. Diese Aktionen ko¨nnen Tasks,
Outputs, Decisions und Prozeduren sein.
Tasks sind lokale Operationen, die meist Wertzuweisungen sind. Sie werden abgearbeitet,
sobald eine Transition ausgelo¨st wird, die eine Task entha¨lt.
Outputs bezeichnen Nachrichten, die an andere Prozesse gesendet werden. Falls mehrere
Prozesse diese Nachricht empfangen sollen, muß der Empfa¨nger explizit angegeben werden.
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Dies kann entweder durch die Angabe der Identifikation des Empfa¨ngerprozesses oder durch
den Namen des Kanals, den die Nachricht verwenden soll, geschehen.
In SDL gibt es zwei Arten von Verzweigungen. Eine IF–Entscheidung erlaubt die Auswertung
des enthaltenen Ausdruckes nach wahr und falsch. Dagegen ist die CASE–Anweisung eine
Auswahl unter mehreren Alternativen, die untersucht, ob ein Ausdruck dem Wert einer dieser
Alternativen entspricht; ist dies der Fall, so wird entsprechend verzweigt.
Prozeduren werden u¨ber Prozeßdiagramme beschrieben. Sie ko¨nnen innerhalb einer Transi-
tion zusammen mit Parametern aufgerufen werden. Das Ende einer Prozedur wird durch ein
RETURN gekennzeichnet. Falls innerhalb der Prozedur ein Zustandswechsel auftritt, dann
ist dieser Zustand der aktuelle Zustand im rufenden Prozeß nach Beendigung der Proze-
dur [Fri95].
Jeder Prozeß besitzt einen eigenen Timer. Der Timer stellt wiederum einen Prozeß dar.
Innerhalb der Laufzeit des Timers muß entweder eine Nachricht eintreffen, und der Timer
wird zuru¨ckgesetzt oder nach Ablauf des Timers wird ein Time–out fu¨r diese Nachricht an
die Warteschlange gesendet [Lut92].
Alle Daten eines Systems mu¨ssen in SDL lokal zu den einzelnen Prozessen deklariert wer-
den. Es gibt keine Mo¨glichkeit der globalen Datenspeicherung. Prozesse ko¨nnen aber ihre
Daten fu¨r andere Prozesse sichtbar machen, d.h. ein Prozeß kann auf einen anderen Prozeß
zugreifen und dort Variablen lesen. Dies ist durch zwei Mechanismen mo¨glich [MGKR93].
Wenn in einer Datendefinition REVEAL spezifiziert ist, dann sind diese Daten fu¨r andere
Prozesse lesbar. Der Leseprozeß muß dann die Daten als gelesen (VIEW) deklarieren. Der
EXPORT/IMPORT–Mechanismus erlaubt den Datentransfer (Kopie der Daten) zwischen
Prozessen ohne eine Nachricht zu senden.
Eine neue Instanz eines bereits existierenden Prozeßtyps kann mittels CREATE erzeugt wer-
den. Von einem Typ ko¨nnen so viele Instanzen erzeugt werden, wie bei der Definition dieses
Typs festgelegt wurde. Mit STOP wird eine Prozeßinstanz wieder beendet. Die dynamische
Prozeßerzeugung ist nur fu¨r Software–Umsetzungen brauchbar. Fu¨r die Beschreibung von
Hardware ist die Mo¨glichkeit des dynamischen Anlegens von Prozessen ungeeignet.
4.2.3 Statemate
Statemate ist ein kommerzielles Tool fu¨r den Entwurf reaktiver Echtzeitsysteme. Es wurde von
i–Logix Inc., Burlington, Massachusettes entwickelt. Reaktive Echtzeitsysteme sind Systeme,
bei denen die Reihenfolge und die Zeit eine dominierende Rolle spielen.
In Statemate werden die drei Sichten auf das zu entwerfende System folgendermaßen be-
schrieben:
funktionale Sicht: mittels ActivityCharts
Verhaltenssicht: mittels StateCharts
Struktursicht: mittels ModulCharts
Alle drei Sichten ko¨nnen hierarchisch strukturiert werden. Zusa¨tzlich zu diesen graphischen
Beschreibungsmitteln bietet Statemate eine formulargestu¨tzte Sprache zur Spezifikation der
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Beziehungen zwischen den drei Sichten und der Struktur von Datenflu¨ssen. Außerdem ko¨nnen
nichtgraphische Elemente, wie Speicher, Datenelemente und Kanalstrukturen vereinbart wer-
den.
ActivityCharts beschreiben mo¨gliche Daten– und Steuerflu¨sse sowie die Aktivita¨ten des Sy-
stems. Eine Aktivita¨t wandelt Eingangsdaten nach einem bestimmten Algorithmus in Aus-
gangsdaten um [Har87]. Der Informationsfluß zwischen den Aktivita¨ten wird ebenfalls in den
ActivityCharts beschrieben. Wird das System aus Sicht des Datenflusses betrachtet [Mon92],
unterscheidet man:
• Quellaktivita¨ten:
”
produzieren“ Informationen
• Zielaktivita¨ten:
”
verbrauchen“ Informationen
• Mischform:
”
produziert“ und
”
verbraucht“ Informationen
• Datenspeicher: ist eine passive Aktivita¨t, die Daten weder
”
produziert“ noch
”
ver-
braucht“, sondern sie fu¨r eine spa¨tere Nutzung speichert.
StateCharts werden benutzt, um die Steuerung der aus einer u¨bergeordneten Aktivita¨t ab-
geleiteten Teilaktivita¨ten auf der Grundlage von Zustandsgraphen zu beschreiben. Hierbei
werden die Systemzusta¨nde und Zustandsu¨berga¨nge anhand von Ereignissen bzw. Bedingun-
gen dargestellt. Zusta¨nde ko¨nnen hierarchisch dargestellt werden, wobei zwischen folgenden
Arten unterschieden wird:
• UND–Zusta¨nde (alle Unterzusta¨nde sind gleichzeitig aktiv)
• ODER–Zusta¨nde (genau ein Unterzustand ist aktiv)
• Basiszusta¨nde (haben keine Unterzusta¨nde mehr).
UND–Zusta¨nde stellen eine nebenla¨ufige Dekomposition, ODER–Zusta¨nde eine sequentielle
Dekomposition eines Zustandes dar. Jeder Zustand kann verfeinert werden, indem er durch
einen erweiterten endlichen Automaten (EFSM) ersetzt wird. Daraus ergibt sich eine Hier-
archie von Zusta¨nden.
Transitionen werden durch Ereignisse ausgelo¨st.
Wenn sich das System in einem Basiszustand befindet, so sind gleichzeitig alle u¨bergeordneten
Zusta¨nde aktiv. Die Basiszusta¨nde enthalten Prozeduren und Tasks. Prozeduren blockieren
das System bis zum Ende ihrer Abarbeitung, wa¨hrend die Tasks parallel abgearbeitet werden.
Die Aktivita¨ten sind bereits in VHDL beschrieben [Fri95].
Abbildung 4.3 verdeutlicht den prinzipiellen Aufbau einer StateChart Zustandshierarchie.
Das Ergebnis der Modellierung der Activity– und StateCharts ist vorerst ein konzeptuelles
Modell [Kah92]. Dieses Modell spezifiziert:
• die vom System auszufu¨hrenden Funktionen (Aktivita¨ten)
• die Beziehungen zwischen den Funktionen und zur Umgebung sowie
• die Randbedingungen (zum Beispiel Reaktionszeiten).
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Abbildung 4.3: Prinzipieller Aufbau eines StateCharts in Statemate
Fu¨r den Entwurf eines realen Systems mit Statemate ist es zusa¨tzlich notwendig, die Struktur
des Systems mit Hilfe von ModulCharts zu beschreiben. Sie stellen den Zusammenhang zwi-
schen dem konzeptuellen Modell und den Komponenten der Struktur dar. Komponenten sind
Module, die Hardware– oder Software–Einheiten repra¨sentieren. Diese Module sind unterein-
ander und mit ihrer Umwelt durch Kana¨le verbunden, die die physikalischen Verbindungen
darstellen. Die Grundlage fu¨r die Modulverbindungen stellen die Datenflu¨sse dar.
4.2.4 Zustandsdiagramme
Zustandsdiagramme sind nicht nur bei der Analyse eines Systems nu¨tzlich, sondern vor allem
beim Entwurf von Controllern aus einer Menge von Spezifikationen. Ein Zustandsdiagramm
kann aus vielen Zusta¨nden bestehen, die wiederum mehrere Ein– bzw. Ausgangsvariablen
haben. Durch die graphische Darstellung der FSM ko¨nnen Abla¨ufe besser u¨berschaut werden.
Es ist mo¨glich, bei gegebenem Startzustand und einer Menge Eingangssignale das Verhalten
der FSM und die generierten Ausgangssignale zu verfolgen. Die zeitliche Abfolge ergibt sich
aus der Reihenfolge, in der die einzelnen Zusta¨nde erreicht werden.
Zustandsdiagramme beschreiben Prozesse auf Grundlage von einfachen endlichen Automaten
(FSMs). Sie beschreiben das Verhalten eines Systems hardwarena¨her als die bereits vorge-
stellten graphischen Beschreibungsmittel. Die Konsequenz daraus ist, daß die verwendeten
Signale direkt den physikalisch existierenden Signalen entsprechen. Es kann also nicht vor-
kommen, daß ein Signal keinen Wert hat bzw. daß auf das Vorhandensein eines Signales
gewartet werden muß. Jedoch kann auf das Eintreten eines bestimmten Wertes eines Signales
gewartet werden. Hier muß der Entwerfer sicherstellen, daß dieses Signal von der Umgebung
erzeugt wird, damit es zu keinem Lifelock kommt. Ein Lifelock ist das aktive Warten auf das
Eintreffen einer Bedingung, beispielsweise in einer Schleife, um die Abarbeitung fortsetzen zu
ko¨nnen.
Nur durch Simulation kann sichergestellt werden, daß die fu¨r die FSM erforderlichen Ein-
gangssignale von der Umgebung zur Verfu¨gung gestellt werden. Eine Simulation kann zwar
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Abbildung 4.4: Grundsymbole in Zustandsdiagrammen
die korrekte Arbeitsweise einer Schaltung nicht 100%-ig sicherstellen, aber die Simulation ist
hinreichend, um Fehler wie Lifelocks zu finden.
Jedes Zustandsdiagramm beschreibt genau eine FSM bzw. genau einen Prozeß. Mehrere Pro-
zesse ko¨nnen nur u¨ber mehrere Diagramme beschrieben werden. Das Kommunikationsver-
halten von Prozessen ist nicht eindeutig sichtbar. Die gesendeten und empfangenen Daten
werden zwar im Zustandsdiagramm dargestellt, nicht aber die Verbindung zwischen Sender
und Empfa¨nger. Als Daten ist jede Art von Information denkbar, die sich mit einem skalaren
Signal oder einem Bus darstellen lassen.
Die Prozesse ko¨nnen synchron, asynchron oder vorwiegend synchron arbeiten. Bei synchro-
nem und vorwiegend synchronem Verhalten wird bei jeder aktiven Taktflanke ein Zustands-
wechsel vorgenommen. Bei asynchronem Verhalten werden die Zustandswechsel von den Ein-
gangssignalen gesteuert.
Die Kommunikation der Prozesse mit der Umwelt erfolgt u¨ber Signale. Die Umwelt sendet
Signale (Eingangssignale fu¨r eine FSM), anhand derer der Ablauf der FSM/des Prozesses
gesteuert werden kann. Ein besonderes Signal ist das Resetsignal. Wenn das Resetsignal
aktiv ist, geht die FSM in den Startzustand und beginnt dort wieder mit der Abarbeitung der
Zusta¨nde. Die von der FSM generierten Signale (Ausgangssignale der FSM) stellen wiederum
fu¨r die Umwelt Steuersignale dar.
Die Kommunikation der Prozesse untereinander erfolgt ebenfalls u¨ber Signale. In einem Zu-
stand ko¨nnen der Wert von Eingangssignalen getestet (Verzweigung anhand des Wertes)
und Ausgangssignale generiert werden. Die Ausgangssignale ko¨nnen entweder in Abha¨ngig-
keit eines oder mehrerer Eingangssignale generiert werden (Mealy–Verhalten) oder nur durch
Aktivsein eines bestimmten Zustandes (Moore–Verhalten).
Das Testen von Eingangssignalen und das Generieren von Ausgangssignalen kann grundsa¨tz-
lich an jeder beliebigen Stelle innerhalb eines Zustandes erfolgen.
In jedem Zustand ko¨nnen beliebig viele Ausgangssignale generiert und Eingangssignale gete-
stet werden. Anhand des Wertes eines Eingangssignales ko¨nnen verschiedene weitere Aktionen
ausgefu¨hrt werden. Die abgehenden Kanten der Verzweigung entsprechen den Wahrheitswer-
ten true und false. Verzweigungen nach mehr als zwei Richtungen, wie es ein Case–Symbol
darstellt, sind in dieser einfachen Art von Zustandsdiagrammen nicht mo¨glich. Es ist jedoch
denkbar, ein solches Symbol einzufu¨hren.
Abbildung 4.4 zeigt die drei Grundsymbole, die in Zustandsdiagrammen verwendet werden
(nach [Com90]). Diese Symbole sind ausreichend, um alle Steuerabla¨ufe zu beschreiben.
Das runde Symbol entha¨lt den Namen des Zustandes mit der Zustandskodierung neben
dem Symbol. Die Pfeile deuten Zugang und Abzweig an. Ein Zustandssymbol kann meh-
rere Zuga¨nge, aber nur einen Abzweig haben. Eine Eingangsvariable wird durch ein auf der
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Spitze stehendes Quadrat, welches den Namen der Variablen entha¨lt, repra¨sentiert. Dieses
Symbol hat nur einen Zugang, aber zwei Abzweigungen, die durch den Wert der Variablen
bestimmt werden. Wenn ein Ausgangssignal generiert werden soll, wird ein rechteckiges Sym-
bol verwendet, welches den Namen des Signales entha¨lt. Außerdem entha¨lt das Rechteck
eine Kennung, wann das entsprechende Signal generiert werden soll. Es kann entweder sofort
(Kennung C) oder erst mit der na¨chsten Taktflanke (Kennung N) generiert werden. Signale
mit der Kennung N sind synchrone Ausgangssignale, da sie taktsynchron generiert werden.
Im Gegensatz dazu sind Signale mit der Kennung C asynchrone Ausgangssignale. Sie werden
sofort, d.h. unabha¨ngig vom Taktsignal, generiert.
Zur vereinfachten Darstellung, wann das Ausgangssignal generiert wird, wurde hier statt der
von Comer [Com90] angegebenen Schreibweise, die in Abbildung 4.4 dargestellte Schreibweise
gewa¨hlt. Diese Schreibweise wird auch in den Symbolen des SME verwendet. Auf den SME
sowie die darin verwendeten Symbole wird in Kapitel 5 na¨her eingegangen.
Zustandsdiagramme ko¨nnen nicht hierarchisch entworfen werden, da es keine Symbole fu¨r
Prozeduren oder Funktionen gibt, die spa¨ter verfeinert werden ko¨nnten. Es ist auch nicht
mo¨glich, einen einzelnen Zustand durch eine detailliertere FSM zu ersetzen, also zu verfeinern,
wie es bei StateCharts der Fall ist.
4.2.5 Vergleich und Bewertung der graphischen Beschreibungssprachen
Die oben vorgestellten Beschreibungsmittel fu¨r Finite State Machines — ESC, SDL, unter-
schiedliche Charts in Statemate sowie Zustandsdiagramme — werden in diesem Abschnitt
auf ihre Eignung hinsichtlich des Hardware–Entwurfes untersucht.
Die Herangehensweise an die Beschreibung von FSMs und die jeweiligen theoretischen Grund-
lagen sind abha¨ngig von den verwendeten Beschreibungsmitteln und daher unterschiedlich.
Ein Nachteil der graphischen Beschreibungssprachen SDL, Statemate und ESC fu¨r den
Hardware–Entwurf ist, daß die beschriebenen Prozesse auf erweiterten endlichen Automa-
ten (EFSM) basieren, d.h. die Kommunikation u¨ber Warteschlangen erfolgt. Das bedeutet,
daß jeder Prozeß eine Warteschlange verwalten muß. Fu¨r den Entwurf von Hardware hat das
zwei entscheidende Nachteile:
1. das Abfragen (Pollen) der Warteschlange ist mit Zeitaufwand verbunden
2. Nachrichten in der Warteschlange ko¨nnen bereits
”
veraltet“ sein, d.h. der Inhalt der
Nachrichten ist nicht mehr aktuell.
Obwohl es in ESC und SDL auch Nachrichten fu¨r Interrupts gibt, die eine ho¨here Priorita¨t
haben als andere Nachrichten, so stellen Interrupts doch eine Unterbrechung der normalen
Abarbeitung des Prozesses dar. Interruptnachrichten werden beispielsweise gesendet, wenn
ein Ausnahmefall vorliegt, der dringend behandelt werden muß. Priorisierte Nachrichten sind
ein Konzept, daß die oben beschriebenen Nachteile ausschalten oder wenigstens vermindern
soll. Wenn aber alle Nachrichten mit hoher Priorita¨t gesendet werden, fu¨hrt das zum ur-
spru¨nglichen Problem zuru¨ck.
EFSMs ko¨nnen also nicht auf den aktuellen Wert eines bestimmten Signales reagieren, sondern
nur auf den Wert, den dieses Signal vor einer bestimmten Zeit besessen hat (abgesehen
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von Interrupts und priorisierten Nachrichten, falls diese aktuell genug verwertet werden).
Dagegen reagieren mit Zustandsdiagrammen beschriebene Prozesse auf die aktuellen Werte
von Signalen.
Die Zustandsu¨berga¨nge bei ESC, SDL und StateCharts in Statemate sind abha¨ngig vom
Vorhandensein bestimmter Nachrichten. Erst dann wird eine Transition angestoßen. Das ent-
spricht einem asynchronen Verhalten, da Zustandswechsel nicht von einem Taktsignal, son-
dern von Eingangssignalen (Nachrichten) gesteuert werden. Die Dauer der einzelnen Transi-
tionen ist unterschiedlich, abha¨ngig davon, wieviele Aktionen durchgefu¨hrt werden. Mit Zu-
standsdiagrammen ko¨nnen auch synchrone und vorwiegend synchrone Systeme beschrieben
werden. Bei diesen Systemen ist die Dauer einer Transition durch die Taktperiode festgelegt.
Die auszufu¨hrenden Aktionen (Verzweigungen, Generieren von Ausgangssignalen) mu¨ssen
wa¨hrend eines Taktzyklus abgeschlossen sein. Gegebenenfalls muß der Taktzyklus an die
Dauer des la¨ngsten Zustandsu¨berganges angepaßt werden. Sofern alle Aktionen ausgefu¨hrt
wurden und noch keine aktive Taktflanke vorliegt, verharrt die FSM im gegenwa¨rtigen Zu-
stand.
Die Beschreibung der Tasks und Bedingungen bei ESC, SDL und StateCharts erfolgt bereits
in VHDL oder C. Das erfordert vom Entwickler Kenntnisse in dieser Sprache. Nachteilig ist
die fru¨he Bindung an eine bestimmte Hardwarebeschreibungssprache, wenn außer VHDL1
auch andere Sprachen (beispielsweise Verilog HDL) genutzt werden sollen. Angenommen,
zwei ASIC–Entwicklerfirmen arbeiten zusammen, wobei eine Firma Verilog HDL und die an-
dere VHDL verwendet. Dann mu¨ßten die einen oder anderen FSMs neu beschrieben werden,
wenn das Design zusammengetragen wird, um eine abschließende Simulation durchzufu¨hren.
Zustandsdiagramme dagegen sind sprachenunabha¨ngig. Es gibt keine Prozeduren oder Funk-
tionen, die vom Entwickler in einer HDL beschrieben werden mu¨ßten. Damit ist es leichter,
ein Design in eine VHDL– oder Verilog HDL–Umgebung einzubinden, ohne Teile des Zu-
standsdiagramms neu beschreiben zu mu¨ssen.
Der Vorteil von Statemate sind die integrierten Tools, welche die verschiedenen Charts auf
Syntax u¨berpru¨fen, das entworfene System auf Deadlocks und Erreichbarkeit aller Zusta¨nde
(False–Path Analyse) testen, die Charts simulieren sowie automatisch C–, VHDL– oder Ada–
Code erzeugen ko¨nnen [Kah92]. Aber die Handhabung von Statemate ist sehr umsta¨ndlich,
da erst mit der Modellierung aller Charts (ModulCharts, ActivityCharts und StateCharts)
sowie der formulargestu¨tzten Sprache das System spezifiziert ist [Fri95].
SDL ist wesentlich leichter zu handhaben, da nur Block– und Prozeßdiagramme existieren.
Die Blockdiagramme beschreiben die Gliederung des Systems in Funktionen. Sie sind fu¨r die
Umsetzung nach C oder VHDL nicht notwendig, weil die einzelnen Funktionen, im Prozeßdia-
gramm als Prozesse dargestellt, auch aus diesem ersichtlich sind. Die textuelle Beschreibung
ist a¨quivalent zur graphischen Beschreibung und deshalb nicht Voraussetzung zur vollsta¨ndi-
gen Beschreibung eines Systems. SDL ist aufgrund der vorhandenen Sprachelemente besser
zur Beschreibung von Software geeignet. Obwohl auch Hardware mit SDL beschrieben wer-
den kann, sollten solche Konstrukte wie CREATE nicht verwendet werden. Das Erzeugen
mehrerer Prozeßinstanzen von einem Prozeß ist nur sehr platzintensiv in Hardware abbild-
bar [Ber95]. SDL erlaubt auch Zustandswechsel innerhalb einer Prozedur. Dieses Verhalten
kann zwar in Hardware abgebildet werden, entspricht aber nicht dem klassischen Verhal-
1VHDL wird standardma¨ßig in den graphischen Beschreibungssprachen ESC, SDL und Statemate un-
terstu¨tzt
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ten einer Prozedur. Normalerweise wird an die rufende Stelle zuru¨ckgekehrt und dort die
Abarbeitung fortgesetzt. Fu¨r SDL gibt es kaum Werkzeuge, die den Entwurf unterstu¨tzen.
Diese Nachteile von SDL existieren in ESC nicht mehr: es ko¨nnen weder mehrere Instan-
zen eines Prozesses erzeugt werden, noch ko¨nnen Zustandswechsel innerhalb einer Prozedur
auftreten. ESC ist u¨bersichtlich und einfach zu verwenden, da der Sprachumfang gering ge-
halten wurde. Genauso wie in SDL ist in ESC nur ein Diagramm (Prozeßdiagramm) no¨tig,
um das zu entwerfende System vollsta¨ndig zu beschreiben. Wie in SDL dienen die Datenfluß–
Blockdiagramme und die Funktionsba¨ume nur der Spezifikation der Aufgabe des Systems,
nicht aber der Beschreibung des Verhaltens des Systems. Um eine Verhaltensbeschreibung in
einer HDL erzeugen zu ko¨nnen, sind deshalb in beiden Sprachen nur die Prozeßdiagramme
notwendig.
ESC ist von den drei graphischen Beschreibungssprachen SDL, ESC und dem Tool State-
mate am besten zum Entwerfen von Hardware geeignet. Allerdings ko¨nnen mit ESC nur
asynchrone Systeme, wie zum Beispiel eine Waschmaschinensteuerung oder Steuerung eines
elektronischen Vergasers, entworfen werden. Fu¨r den synchronen Entwurf sind von den hier
vorgestellten Beschreibungsmitteln nur Zustandsdiagramme geeignet.
Zustandsdiagramme beschreiben das System auf einem niedrigeren Abstraktionsniveau als
beispielsweise Erweiterte Sequence Charts. ESC, SDL und Charts in Statemate beschrei-
ben FSMs auf algorithmischer Ebene, wa¨hrend Zustandsdiagramme die FSMs auf Register–
Transfer–Ebene (siehe Y–Diagramm auf Seite 2) beschreiben. Darin liegt auch begru¨ndet,
warum Zustandsdiagramme keine erweiterten FSMs beschreiben ko¨nnen.
Die Anforderungen an die graphische Beschreibung von FSMs sind:
• Entwurf von synchronen und vorwiegend synchronen Systemen
• sprachenunabha¨ngige Beschreibung
• fu¨r den Entwickler/Designer einer FSM leicht benutzbar
ASIC–Entwickler sind meist Elektrotechniker und keine Informatiker. Sie sind gewohnt in
Strukturen und Signalen, nicht in Algorithmen und Versenden von Nachrichten zu denken.
Das Hauptaugenmerk bei der Auswahl eines geeigneten Beschreibungsmittels fu¨r FSMs soll-
te deshalb darauf liegen, daß dem Entwickler ein Werkzeug zur Verfu¨gung gestellt wird,
mit welchem er ohne zusa¨tzlichen Lernaufwand FSMs entwerfen kann. Ebenso ist es fu¨r
den Entwickler vorteilhaft, wenn er Tasks und Bedingungen nicht selbst in einer Hardwa-
rebeschreibungssprache formulieren muß. Das wu¨rde Kenntnisse der Sprache erfordern und
beinhaltet ein Fehlerrisiko, wenn dem Entwickler die Syntax und Feinheiten der Sprache
nicht ausreichend vertraut sind. Dies begru¨ndet, daß im vorliegenden Fall die Verwendung
von Zustandsdiagrammen den Bedingungen des Entwurfes am besten entspricht.
Kapitel 5
Entwurf von FSMs mit dem SME
in DataFlow
5.1 Das DataFlow–Tool
”
DataFlow“ [Dat94] ist ein kommerzielles Tool fu¨r den Entwurf von ASICs.
In DataFlow ko¨nnen Strukturen und Datenflu¨sse zwischen diesen Strukturen beschrieben
werden. Diese Strukturen sind Instanzen, die wiederum aus Strukturen oder aus Bibliotheks-
elementen bestehen. Solche Bibliothekselemente sind u.a. verschiedene Flipflops, AND–, OR–
Gatter, Za¨hler und Multiplexer. Alle Bibliothekselemente sind in Verilog HDL und VHDL
beschrieben. Fu¨r die Simulation und anschließende Synthese kann eine der beiden Sprachen
gewa¨hlt werden.
Zur einfacheren Beschreibung einer gro¨ßeren kombinatorischen Logik dient der Function Ta-
ble Editor. Dieser Editor dient zum Bearbeiten einer Wahrheitstabelle, der Function Table,
in der die Ein– und Ausgangssignale beschrieben werden. Bestimmte Kombinationen von
Eingangssignalen erzeugen bestimmte Werte an den Ausga¨ngen. Die Function Table stellt
ebenfalls eine Instanz in DataFlow dar. Das Verhalten der kombinatorischen Logik wird mit-
tels Codegenerator in eine Verhaltensbeschreibung in VHDL oder Verilog HDL umgesetzt.
Bei der Synthese wird mittels des Design Compilers1 aus dieser Verhaltensbeschreibung ein
Netzplan bestehend aus einfachen Gattern erzeugt. Die Codegeneratoren fu¨r die Umsetzung
von Function Tables in VHDL und Verilog HDL wurden im Rahmen eines Praktikums ent-
wickelt. Dies war no¨tig, da die alten Codegeneratoren in nawk geschrieben waren und diese
Quellcodes zu awk nicht kompatibel sind. Notwendige Skripte um das nawk–Programm her-
um, zum Beispiel sort, mußten fu¨r jedes Betriebssystem (hauptsa¨chlich HP–UX, Solaris und
SunOS) angepaßt werden. Die neuen Codegeneratoren, die in ANSI C geschrieben sind, sind
portabel und beno¨tigen nur einen Bruchteil der Zeit der nawk–Codegeneratoren.
Der im weiteren erla¨uterte State Machine Editor beschreibt das Verhalten des Steuerflus-
ses eines ASICs. Das ist ein vo¨llig anderer Ansatz als in DataFlow. Da aber ein ASIC aus
Steuer– und Datenpfad besteht, mu¨ssen beide Beschreibungen vor der Synthese zusammen-
gefaßt werden. Dies geschieht durch Einbindung der Finite State Machines in DataFlow. In
1Der Design Compiler bildet eine Verhaltensbeschreibung auf eine Strukturbeschreibung ab. Als Strukturen
werden ausschließlich Bibliothekselemente der Herstellerfirma des ASICs verwendet.
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DataFlow wird eine FSM dann als eine Instanz aufgefaßt, um alle Komponenten des ASICs
gleich behandeln zu ko¨nnen.
Jede Instanz in einer DataFlow–Zeichnung wird mit Hilfe eines Codegenerators in eine Kom-
ponentenbeschreibung umgewandelt. Ausgenommen sind nur Bibliothekselemente, da diese
bereits in VHDL bzw. Verilog HDL beschrieben sind. In VHDL entspricht das einer entity.
Die Beschreibung dieser entity kann entweder eine Verhaltensbeschreibung (fu¨r FSMs) oder
eine Strukturbeschreibung (fu¨r Strukturen aus Strukturen oder Bibliothekselementen) sein.
Eine Umsetzung in Verilog HDL erfolgt analog.
Der hierarchische Entwurf wird in DataFlow unterstu¨tzt. Es bleibt dem Entwickler u¨berlassen,
ob er einen Top–Down oder Bottom–Up Zugang wa¨hlt. DataFlow bietet die Mo¨glichkeit der
Modulbildung. Es ko¨nnen entweder die Module verfeinert (Top–Down Entwurf) oder einzelne
Module zu einem neuen Modul zusammengefaßt werden (Bottom–Up Entwurf).
5.2 Der SME
Der State Machine Editor [SME96] ist ein eigensta¨ndiges kommerzielles Tool, das in DataFlow
eingebunden werden kann, um den Steuerpfad eines ASICs zu beschreiben. Mit Hilfe des
State Machine Editors kann das Verhalten des Steuerpfades eines ASICs graphisch dargestellt
werden. Er stellt außerdem Funktionen zur Verfu¨gung, mit deren Hilfe zum Beispiel die
logische Erreichbarkeit aller Zusta¨nde einer FSM getestet werden kann, oder die Zusta¨nde
einer FSM kodiert werden ko¨nnen. Die Codegeneratoren sind externe Programme, die u¨ber
ein Menu¨ im SME aufgerufen werden ko¨nnen.
Mit dem graphischen Editor SME werden synchrone und vorwiegend synchrone FSMs auf
Register–Transfer Niveau entworfen. Der Entwurf asynchroner FSMs wird dagegen nicht un-
terstu¨tzt.
Eine FSM besteht aus Zusta¨nden und U¨berga¨ngen zwischen diesen Zusta¨nden. Die Darstel-
lung beruht auf Zustandsdiagrammen, die den Zustandsdiagrammen von Comer (vgl. Ab-
schnitt 4.2.4 auf Seite 27) entsprechen, aber wesentlich erweitert wurden. Die Syntax der
Symbolik im SME findet sich im Anhang B. Die graphische Beschreibung der FSMs wird
vom SME in eine Zwischensprache transformiert. Diese Zwischensprache besteht aus einem
sprachlichen und einem graphischen Teil. Im graphischen Teil sind die Koordinaten aller
Symbole und die Verbindungen der Symbole untereinander gespeichert. Im sprachlichen Teil
sind alle Signale und die Inhalte aller Symbole beschrieben. Der Codegenerator transformiert
die FSMs ausgehend von dieser implementationsunabha¨ngigen Zwischensprache in eine im-
plementationsabha¨ngige Beschreibung (VHDL– bzw. Verilog HDL–Code).
Ebenso wie es alte Codegeneratoren fu¨r die Function Tables in DataFlow gab, existierten
auch Codegeneratoren, um FSMs in eine Hardwarebeschreibungssprache umzusetzen. Die
Entwicklung neuer Codegeneratoren basiert nicht allein auf der Tatsache, daß die nawk–
Programme die gleichen Nachteile aufweisen, wie die fu¨r Function Tables. Der Grund ist
vielmehr, daß das vorhandene FSM–Kit2 nicht mehr den Anforderungen genu¨gt und deshalb
der neue SME entwickelt werden mußte. Wesentliche Vorteile des SME gegenu¨ber dem FSM–
Kit sind:
2Das FSM–Kit ist der Vorga¨nger des SME. Mit diesem Tool sind bisher FSMs entworfen worden.
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• es ko¨nnen miteinander kommunizierende FSMs entworfen werden
• es gibt die Mo¨glichkeit der Mehrfachverzweigung (Case)
• arithmetische Operationen mit Signalen sind mo¨glich
• logische, bitweise und relationale Operationen sind mo¨glich (im FSM–Kit wurden nur
logische Operatoren unterstu¨tzt)
• es gibt Konstanten, Aliase, Variablen und lokale Signale
• es ko¨nnen Busse3 als Ein– und Ausgangssignale sowie lokale Signale und Variablen
verwendet werden (Im FSM–Kit wurden nur skalare Signale unterstu¨tzt. Es gab weder
lokale Signale noch Variablen.)
Daraus ergab sich die Notwendigkeit, vo¨llig neue Codegeneratoren fu¨r VHDL und Verilog
HDL zu implementieren.
DataFlow und damit der SME unterscheiden low–aktive und high–aktive Signale. Diese Ei-
genschaft wird als Assertionlevel bezeichnet. Low–aktive Signale sind dann aktiv, wenn sie
den Wert 0 haben. Entsprechend sind high–aktive Signale aktiv, wenn sie den Wert 1 haben.
Die folgenden fu¨nf Signalarten werden unterstu¨tzt:
• Inputs,
• Outputs
• Variablen
• StateOutputs und
• Locals.
Die Signalarten Input und Output sind globale Signale, d.h. sie sind Ein–bzw. Ausgangssigna-
le fu¨r die gesamte FSM. Locals dagegen sind lokale Signale, die der Verbindung zweier oder
mehrerer FSMs untereinander dienen. Sie sind Ausgangssignal einer FSM und Eingang einer
oder mehrerer anderer FSMs. U¨ber lokale Signale kann eine FSM eine andere FSM steuern.
Locals ko¨nnen aber auch einen Port haben, d.h. sich nach außen wie ein Output verhalten.
Outputs und Locals ko¨nnen synchron oder asynchron sein. Synchrone Signale werden mit der
na¨chsten aktiven Taktflanke gesetzt. Asynchrone Signale dagegen werden generiert, sobald
die Bedingungen fu¨r seine Generierung erfu¨llt sind. Die Wertzuweisung erfolgt also nicht erst
bei der na¨chsten aktiven Taktflanke.
Variablen sind stets synchron. Sie haben die Eigenschaft, ihren Wert zu behalten. Der Wert
von Variablen wird, ebenso wie der von Signalen, in Registern gehalten. Variablen ko¨nnen
gelesen und beschrieben werden. Die Wertzuweisung an Variablen erfolgt genauso wie die
Wertzuweisung an Signale. Variablenzuweisungen werden im Ausgabesymbol mit der Ken-
nung V symbolisiert.
3Busse sind Vektoren von Signalen.
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Grundsa¨tzlich kann jedem Output, Local oder jeder Variablen statt einer Konstanten ein Aus-
druck (Expression) zugewiesen werden. Eine Expression ist eine Verknu¨pfung von Signalen,
Variablen oder Expressions. Fu¨r diese Verknu¨pfung stehen logische, bitweise und relationale
Operatoren (vgl. Anhang A) zur Verfu¨gung.
Expressions ko¨nnen in Bedingungen, in einer Zuweisung oder als Reset verwendet werden.
Den synchronen und asynchronen Signalen4 ko¨nnen unterschiedliche Verzo¨gerungszeiten zu-
gewiesen werden. Diese Verzo¨gerungszeiten dienen bei der Simulation als Anhaltspunkt,
wann ein bestimmtes Signal fu¨r weitere Berechnungen zur Verfu¨gung steht. Die tatsa¨chlichen
Verzo¨gerungszeiten ko¨nnen erst bestimmt werden, wenn die Schaltung (der ASIC) synthe-
tisiert ist, d.h. aus Gattern aufgebaut ist, und die Anzahl der Gatter sowie die La¨nge der
Leitungsbahnen zwischen ihnen bekannt ist.
Zusa¨tzlich zu den Signalen und Variablen kann es StateOutputs geben. StateOutputs sind
Signale, die den Zustandsvektor bzw. einzelne Bits des Zustandsvektors darstellen. Ihre Ver-
wendung ist nur in Zusammenhang mit nutzerdefinierter Zustandskodierung sinnvoll.
In einer FSM ko¨nnen Moore– und Mealy–Automaten vereint werden. Signale ko¨nnen sowohl
abha¨ngig als auch unabha¨ngig von Eingangssignalen generiert werden.
Die Art der Zustandskodierung kann im SME u¨ber ein Menu¨ gewa¨hlt werden. Zur Auswahl
stehen
”
one hot“–Kodierung, hazardfreie Kodierung, nutzerdefinierte Kodierung sowie auto-
matische Kodierung. Die automatische Kodierung wird vom Synthesetool vorgenommen und
entspricht keiner speziellen Kodierungsart. Hierbei werden die Zusta¨nde in der Reihenfolge ih-
rer Definition (Beschreibung) durchnumeriert. Bei Auswahl der nutzerdefinierten Kodierung
kann der Nutzer festlegen, wie welcher Zustand kodiert werden soll. Dies kann beispielswei-
se no¨tig sein, wenn die FSM Gray–kodiert werden soll, aber nur ein Teil der FSM wirklich
Gray–kodierbar ist. Die restlichen Zusta¨nde mu¨ssen dann auf eine andere Weise kodiert wer-
den. Jede Kodierungsart hat ihre Vor– und Nachteile. Deswegen wird auch nicht nur eine
Kodierungsart angeboten.
Im SME ist kein hierarchischer Entwurf mo¨glich. Es ist zwar mo¨glich zwei oder mehrere
miteinander u¨ber Signale in Verbindung stehende FSMs zu entwerfen, aber diese lassen sich
nicht zu einem Modul bzw. zu einer FSM zusammenfassen. Eine Verfeinerung von einer FSM
ist auch nicht mo¨glich.
5.3 Fehlerhafte Zustandswechsel
Fehlerhafte Zustandswechsel ko¨nnen bei synchronen Systemen nicht auftreten, da der Zu-
standswechsel sowie die A¨nderung von Signalen taktsynchron erfolgen. Bei vorwiegend syn-
chronen Systemen ko¨nnen dagegen fehlerhafte Zustandswechsel auftreten. Wenn beispielswei-
se ein asynchroner Eingang kurz vor der na¨chsten Taktflanke seinen Pegel a¨ndert, kann ein
Muster eines Zustandes erzeugt werden, das nicht im Zustandsdiagramm vorkommt.
Dies kann geschehen, wenn ein Zustandswechsel in Abha¨ngigkeit eines Eingangssignales vor-
genommen wird (siehe Abbildung 5.1). Angenommen X a¨ndert seinen Wert von 0 auf 1 kurz
vor der na¨chsten aktiven Taktflanke. Die Next State Logic hatte bereits das gu¨ltige Muster 01
4Wenn nicht anders beschrieben, werden synchrone Signale und Variablen zu dem Begriff Signal
zusammengefaßt.
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Abbildung 5.1: Fehlerhafte Zustandswechsel
generiert. Jetzt muß die Next State Logic das Muster 10 erzeugen, damit die FSM in den
richtigen Folgezustand b wechselt. Da beide Flipflops aufgrund von unterschiedlichen Gat-
terlaufzeiten nicht gleichzeitig schalten, wird ein Zwischenmuster 00 oder 11 erzeugt, je nach
dem, welcher Flipflop schneller schaltet. Wenn genau in diesem Moment die aktive Taktflanke
den Zustandswechsel bestimmt, befindet sich die FSM entweder in einem Zustand, der nicht
im Zustandsdiagramm angegeben ist (Muster 11) oder im Zustand a, der offensichtlich ebenso
fehlerhaft ist.
Die Wahrscheinlichkeit [Com90] des Auftreten solcher fehlerhaften Zusta¨nde ist 1:1000. Wenn
aber so ein Problem auftritt, kann es zu ernsthaften Fehlerzusta¨nden des Systems fu¨hren.
5.4 Behandlung fehlerhafter Zustandswechsel
Es gibt verschiedene Methoden, um fehlerhafte Zustandswechsel zu vermeiden bzw. zu be-
handeln.
Bei manuellem Entwurf der FSM ko¨nnen zusa¨tzliche Gatter oder Flipflops verwendet werden,
die asynchrone Eingangssignale verzo¨gern. Dazu ko¨nnen entweder zwei in Reihe geschalte-
te Inverter verwendet werden oder ein D–Flipflop synchronisiert diese Eingangssignale. Die
Taktflanke, die das D–Flipflop schaltet, ist entgegengesetzt zu der Taktflanke, die die Flip-
flops fu¨r die Zustandsa¨nderung schaltet. Ausgehend von einer Beschreibung der FSMs mit
graphischen Mitteln und automatischer Codeerzeugung mit anschließender Logiksynthese,
hat der Entwickler einer FSM keinen Einfluß auf die Verwendung von zusa¨tzlichen Gattern
oder Flipflops.
Eine Mo¨glichkeit, bereits durch die graphische Darstellung der FSM fehlerhafte Zusta¨nde zu
vermeiden, ist die
”
go–no go“ Konfiguration. Diese Konfiguration findet Anwendung, wenn
der Wechsel von einem gegebenen Zustand in nur einen Nachfolgezustand durch ein asyn-
chrones Signal kontrolliert wird (siehe Bild 5.2). Die Zustandskodierungen fu¨r die Zusta¨nde a
und b du¨rfen sich nur in einem Bit unterscheiden. Wenn sich der Pegel von X rechtzeitig vor
der na¨chsten aktiven Taktflanke a¨ndert, dann a¨ndert die FSM ihren Zustand von a nach b.
Wenn sich der Pegel von X zu spa¨t a¨ndert, bleibt die FSM in Zustand a. Die na¨chste aktive
Taktflanke wird zu einem Zustandswechsel zu b fu¨hren, vorausgesetzt, X beha¨lt seinen Pegel
mindestens eine Taktperiode lang.
Die
”
go–no go“ Konfiguration ist die zuverla¨ssigste Methode in vorwiegend synchronem De-
sign. Obwohl die Modifikationen im Zustandsdiagramm in zusa¨tzlichen Zusta¨nden resultieren
KAPITEL 5. ENTWURF VON FSMS MIT DEM SME IN DATAFLOW 37
Abbildung 5.2: Die
”
go–no go“ Konfiguration
kann, ist die ho¨here Sicherheit des Systems diesen Aufwand wert. Diese Methode kann aber
nur bei nutzerdefinierter (manueller) Zustandskodierung angewendet werden. Ansonsten kann
die Bedingung, daß die Zustandskodierungen fu¨r die Zusta¨nde a und b sich nur in einem Bit
unterscheiden du¨rfen, nicht erfu¨llt werden.
Fehlerhafte Zustandswechsel ko¨nnen auch vermieden werden, indem die Zusta¨nde der FSM
nach einer bestimmten Regel kodiert werden. Solche Zusta¨nde, die Nachfolgezusta¨nde eines
Zustandes sind, der ein asynchrones Signal als Eingangssignal hat, sollten sich in ihrer Kodie-
rung nur um 1 Bit unterscheiden. Deshalb du¨rfen nur maximal zwei Zusta¨nde einem Zustand
folgen, der den Wert eines asynchronen Eingangssignales abfragt. Drei und mehr Zusta¨nde
ko¨nnen sich in ihrer Kodierung nicht paarweise nur in einem Bit unterscheiden.
Im SME werden fehlerhafte Zustandswechsel nicht vermieden, sondern behandelt. Fu¨r die
Behandlung fehlerhafter Zustandswechsel gibt es den UNUSED–Zustand. Wenn ein Muster
berechnet wurde, das keinem Zustand im Zustandsdiagramm entspricht, wird automatisch in
den Zustand UNUSED verzweigt. Voraussetzung fu¨r dieses Verhalten ist, daß der Entwickler
einer FSM das UNUSED–Symbol fu¨r diese FSM in der Graphik plaziert hat. Von dem Zu-
stand UNUSED aus, kann in definierter Weise fortgefahren werden (zum Beispiel die FSM in
einen definierten Startzustand bringen). Dieses Verhalten ist in der synthetisierten Schaltung
wiederfindbar. Alle Muster, die nicht fu¨r die Kodierung der Zusta¨nde beno¨tigt werden, wer-
den dem Zustand UNUSED zugeordnet. Auf diese Weise werden stets alle mo¨glichen Muster
verwendet. Es kann also kein Muster erzeugt werden, daß keinem Zustand entspricht.
Die Verwendung des UNUSED–Symbols in Verbindung mit verschiedenen Zustandskodie-
rungsarten hat unterschiedliche Auswirkungen auf die Gro¨ße und Schnelligkeit der syntheti-
sierten Schaltung.
Die
”
one hot“–Kodierung erzeugt normalerweise eine schnelle FSM. Aber in Zusammenhang
mit der Verwendung des UNUSED–Zustandes wird diese FSM langsam, da es 2n −n Muster
gibt, die dem UNUSED–Zustand zugeordnet werden mu¨ssen, wobei n die Anzahl der gu¨ltigen
Zusta¨nde der FSM ist. Die Next State Logic wird dadurch sehr groß.
Bei anderen Kodierungsarten, wie zum Beispiel Gray–Code oder bina¨rer Kodierung, ist der
Unterschied zwischen Verwendung und Nichtverwendung des UNUSED–Zustandes nicht so
groß. Die Anzahl der Muster, die dem UNUSED–Zustand zugeordnet werden, ist wesentlich
geringer als bei der
”
one hot“–Kodierung. Dafu¨r ist bei diesen Kodierungsarten die Wahr-
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scheinlichkeit gro¨ßer, daß trotz fehlerhaftem Zustandswechsel ein vorhandener Zustand an-
gesprungen wird. Dies ist nicht immer von Vorteil. Wenn der fehlerhafte Zustandswechsel
beispielsweise zu einem WAIT–Zustand fu¨hrt, in dem auf einen bestimmten Wert eines Si-
gnales gewartet wird, kann die Weiterarbeit der FSM nicht garantiert werden.
5.5 Hazards
Hazards sind ungewollte, kurzzeitige A¨nderungen des Pegels an Signalen, die durch ein und
dieselbe Signala¨nderung auf zwei oder mehr Wegen mit unterschiedlicher Laufzeit zu einem
Bauelement gelangen, in dem die jetzt ungleichzeitigen Signalflanken wieder verknu¨pft wer-
den. Hazards werden in statische und dynamische Hazards unterteilt. Statische Hazards sind
Pegela¨nderungen von 0 u¨ber 1 auf 0 oder von 1 u¨ber 0 auf 1. Dynamische Hazards dagegen
sind Pegela¨nderungen von 0 auf 1 oder von 1 auf 0, wobei der neue Pegel nicht sofort stabil
ist, sondern ein– oder mehrmals zwischen 0 und 1 wechselt.
Ein Hazard kann zum Beispiel auftreten, wenn zwei Flipflops ein UND–Gatter treiben, um ein
unbedingtes Signal zu generieren. Das Problem dabei ist, daß die Flipflops unterschiedliche
Schaltzeiten haben. Wenn ein Zustandswechsel von 01 auf 10 geta¨tigt werden soll, dann kann
ein Hazard entstehen, wenn der erste Flipflop schneller von 0 auf 1 schaltet, als der zweite
Flipflop von 1 auf 0. Am Ausgang des UND–Gatters entsteht kurzzeitig der Wert 1. Wenn
aber der zweite Flipflop schneller als der erste Flipflop schaltet, entsteht kein Hazard.
5.6 Behandlung von Hazards
Hazards mu¨ssen nur dann vermieden werden, wenn solche Signale, die hazardgefa¨hrdet sind,
asynchron weiterverarbeitet werden. Wenn sie dagegen synchron weiterverarbeitet werden,
hat ein eventueller Hazard keinen Einfluß auf die nachfolgende Logik.
In synchronen und vorwiegend synchronen FSMs ko¨nnen Hazards, die durch asynchrone
unbedingte Ausgangssignale entstehen ko¨nnen, durch richtige Zustandskodierung vermieden
werden. Alle Zusta¨nde einer FSM mu¨ssen so kodiert werden, daß bei keinem mo¨glichen Zu-
standswechsel ein Zwischenmuster auftritt, das einem Zustand entspricht, welcher ein asyn-
chrones Ausgangssignal erzeugt.
Comer [Com90] verweist darauf, daß weder die Next State Logic noch die Output Logic
minimal werden, wenn die Zusta¨nde nach der Regel zur Vermeidung von Hazards kodiert
werden.
Bei Verwendung von Gray–Code ko¨nnen keine Hazards entstehen, da bei einem Zustands-
wechsel grundsa¨tzlich nur ein Flipflop schaltet.
Hazards, die infolge asynchroner bedingter Ausgangssignale entstehen, ko¨nnen vermieden
werden, indem die aktive Taktflanke verzo¨gert wird, so daß die Zustandsflipflops mit doppelt
invertiertem Takt, die Gatter mit invertiertem Takt arbeiten. Damit wird erreicht, daß die
Zustandswechsel erst dann stattfinden, wenn die Signale an den Gattern stabil sind.
Eine andere Methode zur Vermeidung von Hazards ist die Verwendung von Registern. Pro
Ausgangssignal wird ein Flipflop beno¨tigt. Die Werte fu¨r die Ausgangssignale liegen an den
Einga¨ngen der Flipflops an und werden eine halbe Taktperiode spa¨ter u¨bernommen. Die
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Werte an den Einga¨ngen der Flipflops sollten nun stabil sein. Die Ausga¨nge der Flipflops
entsprechen den Ausgangssignalen.
Die beiden zuletzt beschriebenen Methoden sind nur bei manuellem Entwurf der FSMs an-
wendbar. Beim automatisierten Entwurf hat der Entwickler einer FSM keinen direkten Einfluß
auf die entstehende Schaltung. Deshalb muß eine der beiden zuerst beschriebenen Methoden
(synchrone Weiterverarbeitung asynchroner Ausgangssignale oder hazardfreie Zustandsko-
dierung) angewendet werden.
Kapitel 6
Implementierung der
Zustandskodierungen
Wie bereits in den vorangegangenen Kapiteln erwa¨hnt, hat die Art der Zustandskodierung
einen ganz entscheidenden Einfluß auf die synthetisierte Schaltung. Der Designer einer FSM
kann selbst durch Auswahl einer geeigneten Kodierungsart auf das Ergebnis der Synthese
Einfluß nehmen. Ziel ist es, mehrere Kodierungsarten anzubieten. Zum einen soll es eine
Kodierungsart geben, die eine schnelle FSM erzeugt, zum anderen sollen hazardfreie FSMs
erzeugt werden. Der Designer soll aber auch die Mo¨glichkeit haben, alle oder nur einen Teil
der Zusta¨nde einer FSM selbst zu kodieren.
Fu¨r die verschiedenen Zustandskodierungsarten wurde ein eigensta¨ndiges Programm ent-
wickelt. Fu¨r die Zustandskodierung bestand die Forderung, daß der Entwickler die FSM
nicht erst abspeichern muß, bevor er die Zustandskodierung veranlaßt. Die Speicherung der
Graphik soll erst no¨tig sein, wenn die FSM fertig entworfen und die Zusta¨nde kodiert sind.
Daraus ergab sich die Frage, woher das Programm die Daten fu¨r die Zustandskodierung be-
kommen ko¨nnte. Hierfu¨r gab es zwei prinzipielle Mo¨glichkeiten. Die Daten ko¨nnten aus einer
Datei ausgelesen werden, die vom SME geschrieben wird, wenn der Menu¨punkt Zustandsko-
dierung ausgewa¨hlt wird. Der Nachteil davon ist, daß Dateizugriffe im allgemeinen langsam
sind, und zusa¨tzliche Dateien angelegt werden mu¨ssen, um die Kommunikation zwischen
dem SME und dem Programm zur Zustandskodierung zu gewa¨hrleisten. Das Ergebnis der
Zustandskodierung mu¨ßte wieder in eine Datei geschrieben werden. Die zweite Variante setzt
eine enge Bindung des Programmes an den SME voraus. Das Programm wu¨rde direkt mit
den aktuellen Daten arbeiten, darauf zugreifen und darauf schreiben.
Im Rahmen dieser Arbeit wurde die zweite Variante gewa¨hlt. Die Zustandskodierung ist in
der Programmiersprache K&R–C realisiert worden.
6.1 Hazardfreie Kodierung
Voru¨berlegungen
Eine hazardfreie Kodierung schien zuerst nur u¨ber Gray–Code erreichbar. Nach intensiver Un-
tersuchung des Gray–Code, kristallisierte sich heraus, daß Gray–Code in den meisten Fa¨llen
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nicht anwendbar ist. Es gibt kaum eine FSM, die vollsta¨ndig Gray–kodierbar ist.
Die Merkmale, an denen erkannt werden kann, ob eine FSM Gray–kodierbar ist, wurden
bereits im Abschnitt 3.3 beschrieben. In der Literatur wird hauptsa¨chlich auf die theoreti-
schen Hintergru¨nde eingegangen. Das liegt wohl daran, daß Gray–Code zwar sehr nu¨tzliche
Eigenschaften besitzt, um die Next State Logic zu minimieren und die FSM hazardfrei zu
kodieren; aber fu¨r die meisten FSMs ist er nicht verwendbar. Die beschriebenen Merkmale
konnten durch Analyse von vielen verschiedenen FSMs herausgearbeitet werden.
Da Gray–Code fu¨r die hazardfreie Kodierung von FSMs nicht zu verwenden ist, wurde auf
die bina¨re Kodierung zuru¨ckgegriffen.
Ausgangspunkt der U¨berlegungen war, daß Hazards nur bei asynchronen Ausgangssignalen
auftreten ko¨nnen. Synchronen Signalen wird der neue Wert erst mit der na¨chsten aktiven
Taktflanke zugewiesen. In der Schaltung dru¨ckt sich dieses Verhalten durch D–Flipflops aus,
an deren Einga¨ngen bereits der neue Wert anliegt. Der Wert wird jedoch erst mit der aktiven
Taktflanke u¨bernommen und erscheint nach gewisser Zeit am Ausgang.
Ein Hazard kann demnach entstehen, wenn bei einem Zustandswechsel die Zustandsflipflops
unterschiedlich schnell schalten und ein Muster erzeugen, welches einem Zustand entspricht,
in dem ein asynchrones Ausgangssignal generiert wird. Solche Zusta¨nde werden im folgenden
hazardgefa¨hrdete Zusta¨nde genannt. Eine hazardfreie Kodierung mu¨ßte also solche Zustands-
kodierungen vermeiden, bei denen Zwischenmuster auftreten. Zwischenmuster treten aber bei
jeder Kodierungsart außer bei Gray–Code auf. Da nur solche Zusta¨nde Hazards produzieren,
die asynchrone Ausgangssignale generieren, du¨rfen nur Muster dieser Zusta¨nde nicht als Zwi-
schenmuster vorkommen.
Alle Zustandsu¨berga¨nge mu¨ssen also auf ihre mo¨glichen Zwischenmuster hin untersucht wer-
den. Wenn eines der Zwischenmuster als Kodierung eines Zustandes verwendet wurde, dann
muß gepru¨ft werden, ob dieser Zustand ein asynchrones Ausgangssignal generiert. Wenn dies
nicht der Fall ist, kann kein Hazard enstehen. Im anderen Fall kann ein Hazard entstehen,
und die Kodierung der Zusta¨nde muß gea¨ndert werden. Es ist nicht no¨tig, alle Zusta¨nde neu
zu kodieren, da nicht sichergestellt ist, daß die neue Kodierung besser im Sinne der Hazard-
freiheit ist. Da nur drei Zusta¨nde1 unmittelbar beteiligt sind, reicht es aus, zu u¨berlegen,
welchem Zustand eine neue Kodierung zugeordnet werden soll. Wenn dem Ausgangszustand
oder dem Zwischenzustand eine neue Kodierung zugeordnet wird, ko¨nnen dadurch andere
Zustandsu¨berga¨nge betroffen werden. Das heißt, bei der A¨nderung der Kodierung eines der
beiden Zusta¨nde entstehen wieder neue Zwischenmuster, die noch nicht untersucht worden
sind und eventuell Hazards verursachen. Fu¨r den Zwischenzustand ist diese Aussage offen-
sichtlich wahr. Sie gilt aber auch fu¨r den Ausgangszustand, da ein Zustand nicht nur einen
sondern beliebig viele Nachfolgezusta¨nde haben kann und außerdem jeder Ausgangszustand
seinerseits Folgezustand eines anderen ist. Wenn die Zustandsu¨berga¨nge zwischen dem Aus-
gangszustand und n Folgezusta¨nden bereits untersucht worden und hazardfrei sind, ergibt es
keinen Sinn, die Kodierung fu¨r den Ausgangszustand zu a¨ndern. Der einzige mo¨gliche und
sinnvolle Zustand fu¨r den die Kodierung gea¨ndert werden kann, ist der Folgezustand.
Wie soll verfahren werden, wenn die FSM mit minimaler Breite des Zustandsvektors nicht
hazardfrei kodierbar ist? Untersuchungen haben gezeigt, daß es einige FSMs gibt, die auf die
oben beschriebene Art undWeise nicht hazardfrei zu kodieren sind. Dies trifft zum Beispiel auf
1Ausgangszustand, Folgezustand und Zwischenzustand
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solche FSMs zu, die in vielen Zusta¨nden asynchrone Ausgangssignale generieren. Wenn eine
FSM in (fast) allen Zusta¨nden asynchrone Ausgangssignale erzeugt, dann ist die Verwendung
der
”
one hot“–Kodierung sinnvoller. Es muß aber auch einen Weg geben, um mehr FSMs
hazardfrei zu kodieren, ohne die
”
one hot“–Kodierung zu verwenden.
Eine praktikable Methode ist die Verbreiterung des Zustandsvektors. Um von vornherein
eventuelle Hazards auszuschließen, wurde u¨berlegt, welche Zustandsu¨berga¨nge es gibt, und
ob das zusa¨tzliche Bit nicht verwendet werden ko¨nnte, um einige mo¨gliche Hazards von vorn-
herein auszuschließen. Die Menge aller Zusta¨nde la¨ßt sich in zwei Untermengen aufteilen:
hazardgefa¨hrdete Zusta¨nde und alle anderen Zusta¨nde. Zustandsu¨berga¨nge kann es innerhalb
sowie auch zwischen den beiden Mengen geben. Zustandsu¨berga¨nge, bei denen asynchrone
Ausgangssignale eine Rolle spielen, sind immer hazardgefa¨hrdet. Aber Zustandswechsel zwi-
schen zwei Zusta¨nden, die keine asynchronen Ausgangssignale generieren, ko¨nnten durch das
zusa¨tzliche Bit so kodiert werden, daß sie sich grundsa¨tzlich von den anderen Zusta¨nden
unterscheiden.
Alle Zusta¨nde, die asynchrone Ausgangssignale erzeugen, bekommen eine zusa¨tzliches 1 als
ho¨chstwertiges Bit, alle anderen Zusta¨nde eine 0.
Algorithmus
Alle Zusta¨nde, die kodiert werden sollen, sind in einer Liste enthalten. Einen Zeiger auf diese
Liste bekommt die Funktion zur hazardfreien Kodierung als Parameter u¨bergeben. Fu¨r jeden
Zustand sind weitere Informationen wichtig, die in einer Struktur beschrieben werden.
typedef struct zustand_s {
rlist_p nextStatesP;
string code;
int cond;
int encoded;
} zustand_t;
Jeder zu kodierende Zustand wird mittels dieser Struktur vollsta¨ndig beschrieben. Die Ko-
dierung des Zustandes wird in code gespeichert. string ist ein Synonym fu¨r char *. In
der Komponente cond wird gemerkt, ob in diesem Zustand ein Conditional, also ein asyn-
chrones Ausgangssignal generiert wird. Das Flag encoded besagt, ob dieser Zustand bereits
kodiert wurde. Der Zeiger nextStatesP weist auf eine Liste aller Nachfolgezusta¨nde dieses
Zustandes. Der Datentyp rlist p wird von einem externen File zur Verfu¨gung gestellt.
Die minimale Breite des Zustandsvektors wird aus der Anzahl der zu kodierenden Zusta¨nde
berechnet.
Zuerst wird die FSM mittels einer Heuristik kodiert. Laut [Sel94] existiert kein Algorith-
mus zum Finden einer optimalen Zustandskodierung hinsichtlich Minimierung von Fla¨che
und Laufzeit. Wenn eine FSM 12 Zusta¨nde hat, dann gibt es 8.7 × 1011 Mo¨glichkeiten der
Zustandskodierung. Das Problem der Zustandskodierung ist NP–vollsta¨ndig. Die Heuristik
wird verwendet, um eine mo¨glichst gute Anfangskodierung der FSM zu erhalten.
Untersuchungen von verschiedenen FSMs haben gezeigt, daß viele dieser FSMs aus langen
Ketten von Zusta¨nden ohne Verzweigungen bestehen. Diese Ketten sollten mo¨glichst Gray–
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Abbildung 6.1: Algorithmus zur hazardfreien Zustandskodierung
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kodiert werden, d.h. bei einem Zustandswechsel zwischen diesen Zusta¨nden a¨ndert sich nur
ein Bit im Zustandsvektor. Damit kann an so einer Stelle kein Hazard entstehen.
Es wird mit dem ersten Zustand der FSM angefangen und der jeweils folgende Zustand
erha¨lt als Kodierung den Gray–Nachfolger. Wenn ein Zustand mehr als einen Nachfolgezu-
stand hat, dann wird mit einem der Folgezusta¨nde fortgefahren. Die na¨chste freie Kodierung
wird sinnvollerweise als Integer gespeichert, da sich eine Integerzahl im Gegensatz zu einer
Zeichenkette leicht inkrementieren la¨ßt (na¨chste zu verwendende Kodierung). Um mo¨glichst
viele Zustandsu¨berga¨nge Gray zu kodieren, muß diese Integerzahl zuerst in eine Bina¨rzahl
umgewandelt werden. Diese Bina¨rzahl kann dann in ihr Graya¨quivalent umgewandelt werden.
Es wird solange mit der Kodierung fortgefahren, bis entweder dieser Zustand bereits kodiert
ist (durch Ru¨ckfu¨hrungen/Schleifen in der Graphik mo¨glich) oder er keinen Folgezustand
hat (weil die FSM noch nicht fertig entwickelt ist). Dann wird der na¨chste Zustand in der
FSM gesucht, der noch nicht kodiert ist. Von diesem Zustand aus wird wie oben beschrieben
fortgefahren.
Wenn alle Zusta¨nde der FSM kodiert sind, muß diese Kodierung auf mo¨gliche Hazards unter-
sucht werden. Es werden alle Nachfolger eines Zustandes u¨berpru¨ft, ob bei einem Zustands-
wechsel dieses Zustandes in einen seiner Nachfolger ein Zwischenmuster entsteht, welches
einer Kodierung eines hazardgefa¨hrdeten Zustandes entspricht.
Die Berechnung des Zwischenmusters ist auf verschiedene Weise mo¨glich.
1. Alle mo¨glichen Kodierungen werden gespeichert und die Kodierungen, die fu¨r einen be-
stimmten Zustandswechsel keine Zwischenmuster sind, werden gestrichen. U¨brig bleiben
alle Zwischenmuster.
2. Die mo¨glichen Kodierungen werden nicht sta¨ndig gespeichert, sondern fu¨r jeden Test
neu erzeugt. Die Zwischenmuster werden wie unter 1.) ermittelt.
3. Es werden nur die verwendeten Kodierungen betrachtet und untersucht, ob sie Zwi-
schenmuster eines Zustandsu¨berganges sind. Kodierungen, die nicht verwendet wurden,
werden auch nicht betrachtet.
Bei der ersten Methode werden beispielsweise bei 17 Zusta¨nden der FSM 32 Muster a` 5 Bit
beno¨tigt. Die Zwischenmuster bei einem U¨bergang von Zustand i nach Zustand i + 1 wer-
den ermittelt, indem aus der Menge aller Kodierungen diejenigen Kodierungen sukzessive
gestrichen werden, die keine Zwischenmuster sind. Angenommen die Zustandskodierungen
der Zusta¨nde i und i+1 a¨ndern sich in Bit1 und Bit3 nicht, beispielsweise 10111 und 01101.
Dann sind alle Bitmuster mo¨gliche Zwischenmuster, die ebenso an erster und dritter Stelle
eine 1 haben. Der Nachteil dieser Vorgehensweise ist, daß eine Unmenge von Kodierungen ge-
speichert und durchsucht werden muß. Mo¨gliche Zwischenmuster sind vielleicht gar nicht als
Kodierung verwendet worden oder die entsprechenden Zusta¨nde sind nicht hazardgefa¨hrdet.
Zusa¨tzlich zu den oben aufgefu¨hrten Nachteilen ist die zweite Methode zu zeitaufwendig. Da
Bina¨rzahlen in C nicht unterstu¨tzt werden, mu¨ssen sie durch Umwandlung aus Integerzahlen
erzeugt werden.
Die dritte Methode ist die praktikabelste und wurde deshalb implementiert. Dazu werden
alle Zustandsu¨berga¨nge paarweise betrachtet. Von diesen Kodierungen wird eine Maske mit-
tels XOR gebildet. Diese Maske beschreibt, welche Bits sich beim Zustandsu¨bergang a¨ndern
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(Maske ist an der Stelle 1) und welche Bits gleich bleiben (Maske ist an der Stelle 0). Aus den
Kodierungen 10111 und 01101 ergibt sich die Maske 11010. Das heißt, das erste und dritte
Bit bleiben unvera¨ndert.
Um unter den verwendeten Kodierungen mo¨gliche Zwischenmuster zu finden, muß diese Mas-
ke mit einer Testmaske verglichen werden. Ein direkter Vergleich dieser Maske mit einer drit-
ten Kodierung fu¨hrt zu keinem Ergebnis. Deswegen muß ein Testmuster ermittelt werden.
Das Testmuster ist ein XOR von der Kodierung des Ausgangszustandes mit einem dritten Zu-
stand, dem Probezustand. Die Maske und das Testmuster mu¨ssen nun miteinander verglichen
werden. Allerdings braucht dieser Test nur dann ausgefu¨hrt werden, wenn der Probezustand
hazardgefa¨hrdet ist.
Die Kodierung des Probezustandes ist genau dann ein Zwischenmuster, wenn das Testmuster
an allen Stellen eine 0 hat, wo auch die Maske eine 0 hat. Sobald das Testmuster an einer
Stelle eine 1 hat, wo die Maske eine 0 hat, scheidet die Kodierung des Probezustandes als
Zwischenmuster aus. Der U¨bergang vom Ausgangszustand zum Folgezustand ist hazardfrei,
wenn die Kodierungen aller Probezusta¨nde keine Zwischenmuster darstellen.
In einem Flag wird fu¨r jeden Zustand gespeichert, ob die Kodierung gut oder schlecht ist.
Dafu¨r wird die Komponente encoded der Datenstruktur verwendet. Da jetzt alle Zusta¨nde
kodiert sind, wird die vorherige Information aus diesem Flag nicht mehr beno¨tigt.
Die Kodierung eines Zustandes muß gea¨ndert werden, wenn sie Hazards erzeugen kann. Es
stellt sich die Frage, ob die Kodierung nach der Umkodierung eines solchen Zustandes insge-
samt besser oder schlechter wird. Wenn mehr Kodierungen schlecht sind, ist es sinnvoll, die
Umkodierung wieder ru¨ckga¨ngig zu machen und diese Kodierung an einem anderen Zustand,
dessen Kodierung Hazards produzieren kann, auszuprobieren.
Es wird solange fortgefahren, bis entweder alle Zustandsu¨berga¨nge hazardfrei sind, oder alle
Kodierungen
”
verbraucht“ sind. Die Gefahr einer Endlosschleife wu¨rde bestehen, wenn sich
das Programm zusa¨tzlich merken wu¨rde, welche Kodierungen nicht verwendet wurden und
mit diesen Kodierungen immer wieder versucht, die FSM hazardfrei zu bekommen.
Beispielsweise hat eine FSM 6 Zusta¨nde. Der Zustandsvektor ist demnach 3 Bit breit, und
es gibt 8 verschiedene Muster. Die FSM sei nicht hazardfrei. Die Kodierungen 0. . . 5 seien
bereits von der ersten Kodierung verbraucht worden. Als na¨chstes wird Kodierung 6 versucht
und gespeichert, daß Kodierung 3 nicht mehr verwendet wird. Die FSM ist immernoch nicht
hazardfrei. Es wird also Kodierung 7 versucht und gemerkt, daß die Kodierungen 6 und 3
nicht verwendet werden. Aber auch mit dieser Kodierung ist die FSM nicht hazardfrei. Wenn
jetzt wieder die Kodierung 3 usw. versucht wird, kommt es zu einer Endlosschleife.
Der Ausweg ist, die Kodierungen grundsa¨tzlich aufsteigend zu vergeben. Eine einmal ver-
worfene Kodierung wird nicht mehr verwendet. Deshalb wird auch gepru¨ft, ob bei einer
Umkodierung ein besseres Ergebnis erzielt wird, damit nicht alle noch freien Kodierungen
zu schnell verbraucht werden. Mo¨glicherweise ist es besser, die Umkodierung ru¨ckga¨ngig zu
machen, wenn sie keine insgesamt bessere Kodierung erzeugt. Auf keinen Fall wird dadurch
ein schlechteres Ergebnis erzielt. Erst wenn die gerade verwendete Kodierung bei keinem der
schlechten Zustandskodierungen eine Verbesserung bringt, wird die na¨chste freie Kodierung
verwendet. Damit sollen die vorhandenen freien Kodierungen besser ausgenutzt werden.
Wenn alle mo¨glichen Kodierungen
”
verbraucht“ sind, und die FSM nicht hazardfrei ist, dann
wird der Zustandsvektor einmalig um 1 Bit verbreitert und zwar so, daß Zusta¨nde, die ein
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asynchrones Ausgangssignal erzeugen mit 1 beginnen, alle anderen Zusta¨nde mit 0. Das hat
den Vorteil, daß Zustandsu¨berga¨nge zwischen Zusta¨nden, die kein asynchrones Ausgangssi-
gnal erzeugen, auch keinen Hazard mehr provozieren ko¨nnen, da die Kodierung an der ersten
Stelle per Definition unterschiedlich ist.
Es mu¨ssen jetzt nur noch solche Zusta¨nde untersucht werden, die asynchrone Ausgangssignale
generieren. Das Verfahren zur Ermittlung der Zwischenmuster ist das gleiche wie oben be-
schrieben. Die Umkodierung der Zusta¨nde mit schlechter Kodierung wird solange fortgesetzt,
bis entweder die FSM hazardfrei ist, oder alle Kodierungen
”
verbraucht“ sind.
Wenn die FSM mit dieser Methode (unterschiedliche Startbits in der Kodierung fu¨r hazard-
gefa¨hrdete und andere Zusta¨nde) nicht hazardfrei kodierbar ist, dann wird die FSM vo¨llig
neu kodiert. Diese Kodierung erfolgt zwar wie bei der ersten Kodierung, aber die Breite des
Zustandsvektors ist ein Bit breiter als die minimale Breite. Anschließend wird versucht, diese
Kodierung der Zusta¨nde hazardfrei zu bekommen. Diese Methode eignet sich fu¨r FSMs, bei
denen alle Zusta¨nde hazardgefa¨hrdet sind.
Falls die FSM immernoch nicht hazardfrei kodiert werden kann, endet das Programm mit ei-
ner Fehlermeldung. Der Grund dafu¨r ist, daß die
”
one hot“–Kodierung hazardfrei2 ist. Wenn
der Zustandsvektor fu¨r die hazardfreie bina¨re Kodierung immer weiter verbreitert werden
wu¨rde, wu¨rde die Breite des Zustandsvektors letztendlich die gleiche Breite wie bei einer
”
one hot“–Kodierung haben. Wenn eine
”
one hot“–Kodierung nicht gewu¨nscht wird, muß
der Designer der FSM selbst eine Kodierung entwerfen oder einen Teil der FSM spezifizieren,
die hazardfrei kodiert werden soll. Es ko¨nnten dabei zum Beispiel solche Zusta¨nde ausge-
lassen werden, die zwar asynchrone Ausgangssignale generieren, diese Signale aber synchron
weiterverarbeitet werden.
Umfangreiche Tests haben ergeben, daß 80. . . 90% aller bisher entworfenen FSMs hazardfrei
kodiert werden ko¨nnen.
6.2
”
One Hot“–Kodierung
Die Breite des Zustandsvektors bei der
”
one hot“–Kodierung entspricht der Anzahl der
Zusta¨nde der FSM. Jedem Zustand kann auf diese Weise ein Bit im Zustandsvektor zugeord-
net werden. Bei der Zustandskodierung werden dem Zustandsvektor alles Nullen zugewiesen,
außer dem Bit, welches diesem Zustand zugeordnet ist. Diesem Bit im Zustandsvektor wird
eine 1 zugewiesen. Nachdem alle Zusta¨nde auf diese Weise eine Kodierung erhalten haben,
ist die
”
one hot“–Kodierung abgeschlossen.
2Da bei jedem Zustandswechsel zwei Flipflops schalten, ko¨nnen Zwischenmuster entstehen. Diese Zwi-
schenmuster werden, falls vorhanden, dem UNUSED–Zustand zugeordnet. Dem UNUSED–Symbol darf laut
Konventionen aber nur ein STATE–Symbol folgen. Wenn auch eine Zuweisung an asynchrone Signale erlaubt
wa¨re, wu¨rde hier ein Hazard entstehen.
Kapitel 7
Der Codegenerator
7.1 Aufbau des Codegenerators
Fu¨r die Umsetzung der graphischen Beschreibung von Finite State Machines war ein Code-
generator zu entwickeln, der die Symbole aus den Zustandsdiagrammen, ausgehend von einer
definierten Zwischensprache1, in VHDL– bzw. Verilog HDL–Code u¨bertra¨gt.
Der Codegenerator muß aufgrund seiner Einbindung in den State Machine Editor den im
folgenden erla¨uterten Anforderungen genu¨gen.
Portabilita¨t: Das Ziel ist, daß ASIC–Entwickler verschiedener Firmen DataFlow und den
SME verwenden ko¨nnen. Der Codegenerator muß daher auf verschiedenen Architektu-
ren (hauptsa¨chlich HP–UX und Solaris) laufen. Außerdem muß er aus Sicht der An-
wendung, d.h. hinsichtlich der zu verwendenden Datentypen fu¨r Signale, Variablen und
Konstanten, einer mo¨glichen Initialisierung der Eingangssignale sowie der zu verwen-
denden VHDL–Bibliotheken, portabel sein.
Ru¨ckkehrwerte: Der Ru¨ckkehrwert kennzeichnet die Umsta¨nde, unter denen das Pro-
gramm die Steuerung an die aufrufende Umgebung zuru¨ckgibt. Es gelten folgende Werte
als vereinbart:
0 kein Fehler aufgetreten
1 nur Warnungen aufgetreten
2 nur Fehler aufgetreten
3 Fehler und Warnungen aufgetreten
4 interner Fehler aufgetreten
5 nicht behebbarer Fehler aufgetreten
6 Abbruch mit
”
core dump“
verbale Fehlerausschriften: Alle Meldungen des Programmes mu¨ssen auf stdout erfol-
gen, weil nur diese Ausgaben von einer Pipe aufgenommen und in graphischer Form
auf dem Bildschirm dargeboten werden.
1Das Format der Zwischensprache ist in Anhang A beschrieben. Im Text verwendete Symbolbezeichner (in
Großbuchstaben) sind ebenfalls dort beschrieben.
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Abbildung 7.1: Transformationsprozeß einer graphisch erfaßten FSM in VHDL– oder Verilog
HDL–Code
Arbeitsverzeichnis: Die zu erzeugenden Verilog– und VHDL–Files mu¨ssen in das gleiche
Verzeichnis abgelegt werden, aus dem das SME–File gelesen wurde.
Unter einem Compiler versteht man ein Tool, welches ausgehend von einer algorithmischen
Beschreibung eines Problems in einer ho¨heren Sprache diesen Algorithmus in eine niedere
Sprache transformiert und vorher in einem Syntaxcheck u¨berpru¨ft, ob die Regeln der Gram-
matik der verwendeten Sprache eingehalten wurden. Der Verilog/VHDL–Codegenerator pru¨ft
die Syntax der Zustandsdiagramme nicht. Diese Pru¨fung erfolgt bereits bei der Umsetzung
der Graphik in die Zwischensprache. Die Zwischensprache entha¨lt deshalb einen Abschnitt,
in dem alle aufgetretenen Fehler aufgelistet sind. Da der Codegenerator den Syntaxcheck
nur auswertet, ist in diesem Zusammenhang von einem Codegenerator und nicht von einem
Compiler die Rede.
Die Transformation der graphisch erfaßten FSMs in VHDL– bzw. Verilog HDL–Code erfolgt
gema¨ß Abbildung 7.1 in zwei Schritten. Der erste Schritt, die Transformation der Beschrei-
bung in die Zwischensprache, wird vom SME ausgefu¨hrt. Ausgehend von der Zwischensprache
erzeugt der Codegenerator simulierbaren und synthetisierbaren VHDL– oder Verilog HDL–
Code.
Ein Vorteil der Zwischensprache ist, daß dieses Format nicht nur vom SME, sondern auch von
anderen graphischen Tools zur Spezifizierung von FSMs erzeugt werden ko¨nnte (verschiedene
Front–End Tools). Der Codegenerator ko¨nnte somit flexibel eingesetzt werden. Ein weite-
rer Vorteil ist, daß verschiedenste Programme auf diese Zwischensprache aufbauen ko¨nnen
(verschiedene Back–End Tools).
Der Codegenerator wurde mit dem ANSI–Standard der Programmiersprache C und dem
Werkzeug flex2 erstellt.
Das entwickelte Programm heißt sme2hdl. Beim Aufruf des Programmes ohne Optionen
bzw. mit falschen Optionen wird eine Meldung ausgeschrieben, wie das Programm aufgerufen
werden muß. Normalerweise wird sme2hdl innerhalb einer graphischen Oberfla¨che, dem
2fast lexical analyser
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DataFlow–Tool oder dem SME, u¨ber ein Menu¨ aufgerufen. Der Programmname und die
Optionen sind fu¨r den Entwickler nicht sichtbar.
Die Auswahl der Sprache erfolgt u¨ber eine Option beim Aufruf des Codegenerators. Die
Option -e erzeugt Verilog HDL–Code, die Option -h VHDL–Code. Zur Unterscheidung der
beiden Sprachen wurde der zweite Buchstabe gewa¨hlt. Als Argument wird der Name der
SME–Datei, in der Form <file name>3.sme, angegeben. Die Ausgaben werden in eine Datei
<file name>.v bzw. <file name>.vhd geschrieben.
U¨ber die Option -i kann beim Aufruf des Codegenerators angegeben werden, mit welchem
Wert (Beispiel 0 oder X) die Eingangssignale initialisiert werden sollen. Eine Initialisierung
ist nur fu¨r VHDL vorgesehen. Der Initialwert muß als Literal angegeben werden und wird
automatisch an die Breite des jeweiligen Eingangssignales angeglichen.
Abbildung 7.2: Ein– und Ausgabedateien des a) VHDL–Codegenerators, b) Verilog–Code-
generators
Die Auswahl des Datentyps und der einzubindenden Bibliotheken fu¨r VHDL erfolgt bereits
im SME durch den FSM–Entwickler. Verilog HDL unterstu¨tzt ausschließlich eine 4–wertige
Logik4, wobei jeder Wert 4 Treibersta¨rken5 haben kann. Der Datentyp braucht deshalb fu¨r
Verilog nicht angegeben werden. Fu¨r Verilog HDL existieren keine Bibliotheken, die in den
Code eingebunden werden mu¨ssen.
Wenn zum Zeitpunkt der U¨bersetzung des Programmes die Option –DDEBUG angegeben
wurde, wird zusa¨tzlich ein log–File /tmp/sme2hdl.log erzeugt, welches die Arbeitsweise des
Hauptscanners6 protokolliert. Es werden außerdem verschiedene Testausgaben auf stderr
geschrieben. Diese Option ist speziell fu¨r die Entwicklung der Codegeneratoren gedacht und
sollte bei normaler Verwendung des Codegenerators nicht benutzt werden.
Die U¨bersetzung des Programmes wird durch ein Makefile verwaltet. Durch Aufruf von
make oder make sme2hdl
werden alle beno¨tigten Teilprogramme u¨bersetzt und anschließend gelinkt. Der Aufruf
make DEBUG=–DDEBUG oder make DEBUG=–DDEBUG sme2hdl
u¨bersetzt alle Teilprogramme sowie das Hauptprogramm mit der Option –DDEBUG und
erzeugt das ausfu¨hrbare Programm sme2hdl durch Linken aller Objektfiles. Der Aufruf von
sme2hdl erfolgt wie oben beschrieben.
3file name entha¨lt den vollsta¨ndigen oder relativen Pfad der Datei zum Codegenerator.
4In Verilog HDL gibt es die vier Werte 0, 1, X und Z.
5Die mo¨glichen Treibersta¨rken fu¨r die vier Werte in Verilog HDL sind supply, strong, pull und weak.
6Der Hauptscanner liest die Datei <file name>.sme. Seine Funktionsweise wird im weiteren erla¨utert.
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Die Unterteilung des Programmes in mehrere Teilprogramme fu¨hrt zu mehr U¨bersichtlichkeit.
Die Teilprogramme sind im einzelnen:
sme2hdl.c entha¨lt die Funktion main, eine Testroutine sowie Funktionen zur Signalbehand-
lung
verilog gen.c entha¨lt Funktionen zur Erzeugung des Verilog HDL–Codes
vhdl gen.c entha¨lt Funktionen zur Erzeugung des VHDL–Codes
bibo.c entha¨lt allgemeine Funktionen
flex funktionen.c entha¨lt Funktionen zur Speicherung aller relevanten Daten aus der SME–
Datei in Strukturen und Variablen
hauptscanner.fl entha¨lt Regeln zum Parsen der SME–Datei und ruft die entsprechenden
Funktionen aus flex funktionen.c auf
lex.hauptscanner.c wird durch flex aus hauptscanner.fl erzeugt.
logic ausdruck.fl entha¨lt Regeln zum Parsen der Ausdru¨cke, um VHDL–Syntax zu erzeu-
gen
lex.logic ausdruck.c wird aus logic ausdruck.fl von flex generiert.
typen.h entha¨lt #define–Anweisungen und Deklarationen von Typen, die allgemein beno¨-
tigt werden
common.h entha¨lt globale Variablen und Zeiger auf Vektoren von Strukturen, die in
flex funktionen.c mit Werten belegt werden und auf die in allen anderen .c–Files
zugegriffen werden muß.
Das Zusammenspiel der einzelnen Teilprogramme soll anhand der folgenden Graphik ver-
deutlicht werden:
Abbildung 7.3: Struktur des Codegenerators
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Die Datei typen.h wird in alle Teilprogramme mittels #include eingebunden. Die Datei
common.h wird in alle Teilprogramme außer flex funktionen.c (da die in common.h als
extern deklarierten Variablen und Zeiger hier definiert werden) eingebunden. Die Dateien mit
der Endung .h sind die Headerdateien, die die o¨ffentlichen Deklarationen fu¨r die zugeho¨rigen
.c–Dateien enthalten. Die Private–Headerfiles (mit der Endung P.h) enthalten alle lokalen,
nicht o¨ffentlichen Deklarationen fu¨r die zugeho¨rigen .c–Dateien.
7.2 Implementierung des Codegenerators
Strukturen und Variablen
Es wurden Strukturen fu¨r Eingangssignale, Ausgangssignale, lokale Signale, Variablen, Aliase,
Ausdru¨cke und die FSMs definiert. Spa¨ter ist noch eine Struktur fu¨r aufgetretene Syntax-
fehler in einer FSM–Zeichnung dazugekommen. Diese Struktur entha¨lt Komponenten fu¨r die
Fehlernummer (Warnung oder Fehler), die Art des Fehlers und wo der Fehler aufgetreten ist.
Die Strukturen fu¨r Ausgangssignale, lokale Signale und Variablen sind sehr a¨hnlich. Sie ent-
halten Komponenten fu¨r den Namen, die Breite des Signales/der Variablen, den Assertionlevel
(high oder low), das Synchronverhalten (next oder conditional) und den Defaultwert. Varia-
blen und lokale Signale enthalten zusa¨tzlich ein Flag zur Kennzeichnung, ob sie einen Port
nach außen, d.h. zur FSM–Umgebung haben.
Im Verlauf der Entwicklung des Codegenerators sind noch verschiedene A¨nderungen bezu¨glich
der Interpretation des Defaultwertes gemacht worden. Anfa¨nglich konnte im Zustandsdia-
gramm der Defaultwert eines Signales angegeben werden. Der Defaultwert ist der Wert, den
das Signal annehmen soll, wenn es nicht aktiv ist. Der Grund lag darin, daß auch ein Bussignal
einen Defaultwert braucht. Es stellt sich die Frage, ob dieser Defaultwert 0 fu¨r alle Bits des
Signales und der aktive Wert des Busses dann fu¨r alle Bits 1 ist. Der Entwickler einer FSM
sollte den Defaultwert selbst bestimmen ko¨nnen. Spa¨ter wurde diese Idee so umgea¨ndert, daß
der Defaultwert aller Signale inaktiv ist. Fu¨r Bussignale gilt, daß alle Bits inaktiv sind. Der
inaktive Wert entspricht 0, wenn das Signal high–aktiv ist, und 1, wenn das Signal low–aktiv
ist.
Ein Alias ist eine Konkatenation von ein oder mehreren Signalnamen. Die Struktur entha¨lt
demnach nur zwei Komponenten: die Konkatenation und den neuen Namen (den Alias).
Die Beschreibung aller Symbole einer FSM und die Mo¨glichkeit, daß beliebig viele FSMs in
einer Zeichnung (abgespeichert in einer SME–Datei) beschrieben werden ko¨nnen, machte die
Definition einer geeigneten Struktur, ggf. mehrerer Strukturen schwierig. Der erste Ansatz
bestand in der Definition einer Struktur fu¨r eine FSM, die aus dem Namen der FSM und
einer Liste aller Symbolidentifikationen besteht. In einer zweiten Struktur sollten zu jeder
Symbolidentifikation der Symboltyp (QUERY–Symbol, SET–Symbol,. . . ) und eine Detailbe-
schreibung zu diesem Symbol stehen. Diese Definition ist zwar prinzipiell verwendbar, da die
Zuordnung eines Symbols zu einer FSM mo¨glich ist, aber es ist sehr aufwendig, ein bestimm-
tes Symbol (beispielsweise das RESET–Symbol) einer bestimmten FSM zu finden. Es wurde
also eine Struktur fu¨r eine FSM definiert, die den Namen dieser FSM, die Anzahl der in dieser
FSM enthaltenen Symbole, einer Liste aller Symbole sowie die Beschreibung des Taktsignales
entha¨lt. Außerdem war es notwendig, eine Liste der sensitiven Signale jeder FSM sowie die
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Kodierungsart und die Breite des Zustandsvektors zu speichern. Die endgu¨ltige Struktur fu¨r
eine FSM hat folgendes Aussehen:
typedef struct fsm {
char fsm_name[MAX_NAME];
int no_of_symbols;
s_symbole *symbolbeschreibung;
int no_of_stateouts;
s_stateout *stateouts;
char takt[MAX_NAME];
int flanke;
char **sens_list;
int kodierungsart;
int state_dim;
} s_fsm;
StateOutputs sind Ausgaben (von Teilen) des Zustandsvektors der FSM. Sie werden in einer
Struktur s stateout beschrieben, die den Namen, die Breite, den Assertionlevel und die Mas-
ke entha¨lt. Die Maske beschreibt, aus welchen Bits des Zustandsvektors sich der StateOutput
zusammensetzt. StateOutputs geho¨ren immer zu einer bestimmten FSM und werden deshalb
in dieser Struktur gespeichert.
Die Symbolbeschreibung untergliedert sich in einen allgemeinen Teil, der aus Typ des Sym-
bols und Symbolidentifikation besteht, und einen speziellen Teil, der fu¨r jeden Symboltyp
verschieden ist:
typedef struct symbole {
int typ;
unsigned long id;
union {
s_reset_detail reset;
s_set_detail set;
s_query_detail query;
s_unused_detail unused;
s_case_detail Case;
s_state_detail state;
} detail;
} s_symbole;
Die Symbolidentifikation id ist ein Zeiger auf das Speicherabbild dieses Symbols. Der Daten-
typ unsigned long ist groß genug, um jede adressierbare Position aufzunehmen. Der Typ
des Symbols wird als Integer gespeichert. Das hat den Vorteil der Verwendung von #define–
Anweisungen fu¨r jeden Symboltyp. Das erho¨ht im Code die Lesbarkeit von Anweisungen
wie
switch (ptr -> symbolbeschreibung.typ) {
case RESET_SYMBOL : ...
case SET_SYMBOL : ...
...
}
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In den #define–Anweisungen kann nicht SET, QUERY usw. als Symboltyp definiert wer-
den, da diese Bezeichner bereits als Makronamen in C definiert sind. Deshalb wurden die
Bezeichner SET SYMBOL, QUERY SYMBOL usw. gewa¨hlt.
Die Detailbeschreibungen fu¨r die einzelnen Symbole sind alle nach dem gleichen Schema
entstanden. Alle fu¨r einen Symboltyp notwendigen Informationen werden in dieser Detail-
beschreibung gespeichert. Als einfaches Beispiel soll die Beschreibung des RESET–Symbols
dienen:
typedef struct reset_detail {
char expr[MAX_EXPR];
int syn;
unsigned long nachfolgesymbol;
} s_reset_detail;
Die Komponente expr beschreibt den Ausdruck, der als Reset definiert ist. syn ist ein Flag,
welches angibt, ob der Reset synchron oder asynchron ist. Die Komponente nachfolgesym-
bol entha¨lt die id des in der Zeichnung folgenden Symbols. Diese id kann in der Struktur
s symbole gefunden werden.
In der Detailbeschreibung fu¨r Zusta¨nde gibt es eine Komponente code, die die Zustands-
kodierung entha¨lt. Diese Komponente muß vom Typ char * sein, da Bina¨rzahlen nicht als
Integer gespeichert werden ko¨nnen, und die Zustandskodierung beliebig breit sein kann.
Scannen der SME–Datei
Bevor der Codegenerator VHDL– oder Verilog HDL–Code erzeugen kann, mu¨ssen alle dafu¨r
beno¨tigten Informationen aus der SME–Datei ausgelesen werden. Die Informationen sind in
der Zwischensprache abgelegt. Zum Parsen der SME–Datei wurde urspru¨nglich das Werkzeug
lex verwendet.
lex (lexical analyser) ist eine Art von Compiler, der lex–Programme in ein C–Programm
umsetzt. lex–Programme mu¨ssen in einer dem lex versta¨ndlichen Sprache geschrieben sein.
Diese Programme sind dabei eine Tabelle von regula¨ren Ausdru¨cken und zugeho¨rigen C–
Programmteilen. Diese Tabelle wird von lex in ein C–Programm u¨bersetzt, welches einen
Eingabestring von stdin oder aus einem File liest und diesen in Strings zerlegt, welche durch
die im lex–Programm vorgegebenen regula¨ren Ausdru¨cken abgedeckt sind. Zu jedem einzel-
nen String wird dann der zum entsprechenden regula¨ren Ausdruck geho¨rige C–Programmteil
ausgefu¨hrt. Dieser C–Programmteil besteht aus Funktionsaufrufen, die in dem Teilprogramm
flex funktionen.c definiert sind.
Schnell wurden die Grenzen von lex erreicht, wo eine Weiterarbeit nur noch u¨ber zusa¨tzliche
Optionen fu¨r lex mo¨glich war. Diese Optionen definieren in dem von lex erzeugten Pro-
gramm gro¨ßere maximale Zahlen, um Fehlermeldungen wie “too many start conditions, try
-Xs option” oder “too many transitions, try %a” zu vermeiden bzw. hinauszuzo¨gern, bis die
u¨ber die Optionen definierten Grenzen wieder erreicht sind.
Im weiteren Verlauf der Entwicklung des Codegenerators wurde das Werkzeug flex verwen-
det. flex benutzt die gleichen Programme wie lex. Daher war der Wechsel zwischen diesen
Werkzeugen unkompliziert. flex hat mehrere Vorteile gegenu¨ber lex. Es ist schneller und
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verha¨lt sich gleich auf unterschiedlichen Plattformen. lex hat dem gegenu¨ber unterschiedli-
che Optionen fu¨r Sun und HP. Die Angabe der Optionen wa¨re aber aufgrund der Gro¨ße des
lex–Files no¨tig. Da der Codegenerator auf Sun und HP laufen soll, war es auch aus dieser
Sicht sinnvoller, flex zu verwenden.
Die Syntax und Semantik der Zustandsdiagramme wird bereits im SME auf ihre Richtigkeit
u¨berpru¨ft. Die Verwendung von yacc7 ist also nicht notwendig.
Um alle beno¨tigten Daten aus der SME–Datei in die definierten Strukturen zu speichern,
gibt es verschiedene Funktionen in flex funktionen.c. Die Funktionen zur Speicherung von
Signalen und Variablen sind sehr einfach. Fu¨r jeden Signaltyp (Eingangs–, Ausgangssignal, lo-
kales Signal) und fu¨r Variablen gibt es eigene Funktionen. Wenn ein neuer Bezeichner gelesen
wird, wird der zugeho¨rige Za¨hler inkrementiert und es werden Name, Breite, Assertionlevel
und ggf. andere Eigenschaften gespeichert. Die Funktionen fu¨r die Symbole sind umfangrei-
cher. Da die Symboltypen bereits in typen.h definiert sind, ko¨nnen bestimmte Funktionen
fu¨r alle oder zumindest einen Teil aller Symboltypen zusammengefaßt werden. So gibt es zum
Beispiel eine Funktion speichere folgesymbol, die in Abha¨ngigkeit eines Parameters (der
den Symboltyp angibt) die Symbolidentifikation des Nachfolgesymbols in die Komponente
nachfolgesymbol der entsprechenden union speichert.
Expressions
Expressions sind Boolesche Ausdru¨cke, die bitweise, logische und relationale Operatoren ent-
halten ko¨nnen. In der Zwischensprache gibt es zwei Arten von Expressions: fu¨r den FSM–
Entwickler sichtbare und unsichtbare Expressions.
Sichtbare Expressions sind vom FSM–Entwickler erzeugt worden. Sie werden fu¨r Bedingungen
(QUERY–Symbol, RESET–Symbol) oder Berechnung von Ausgangswerten (SET–Symbol)
verwendet.
Sogenannte unsichtbare Expressions werden vom SME erzeugt. Sie werden in der Zwischen-
sprache an jeder Stelle verwendet, wo eine sichtbare Expression oder ein konstanter Wert
stehen kann. Diese zusa¨tzlich eingefu¨gte Hierarchie muß bei der Codegenerierung wieder ent-
fernt werden. Der Grund besteht hauptsa¨chlich darin, daß der Entwickler im automatisch
generierten Code seine festgelegten Bezeichner und Werte wiederfinden mo¨chte und nicht
willku¨rlich festgelegte Bezeichner.
Alle Expressions liegen in der Zwischensprache in vollsta¨ndig geklammerter Form vor. Die
verwendeten Operatoren entsprechen den C–Operatoren. Die Angabe der Basis von Zahlen-
werten erfolgt als Pra¨fix der Zahlen. Es werden Dezimal–, Bina¨r– und Hexadezimalzahlen
unterstu¨tzt.
Ru¨ckkehrwerte
Der Codegenerator sme2hdl gibt verschiedene Ru¨ckkehrwerte an die Umgebung (im allge-
meinen das rufende Programm) zuru¨ck, der Aufschluß u¨ber die Art der Programmbeendigung
gibt. Die mo¨glichen Werte sind in typen.h definiert.
7
yacc erzeugt einen in C formulierten Parser aus einer kontextfreien Grammatik, der Eingaben erkennen
kann, die der vorgeschriebenen Grammatik genu¨gen.
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Es gibt Ru¨ckkehrwerte fu¨r normale Beendigung (0), Warnungen (1), Fehler (2), Fehler und
Warnungen (3). Es wird immer der ho¨chstmo¨gliche Ru¨ckkehrwert angegeben. Fehler und
Warnungen entstehen im wesentlichen, wenn Syntaxfehler in einer FSM aufgetreten sind.
Wenn nicht genu¨gend freier Speicher zur Verfu¨gung steht, wird das Programm mit dem
Ru¨ckkehrwert 4 abgebrochen.
Einen besonderen Ru¨ckkehrwert (5) gibt der Codegenerator zuru¨ck, wenn eine Ausnahme-
bedingung wa¨hrend der Ausfu¨hrung des Programmes, wie zum Beispiel ein Interruptsignal,
auftritt.
Verhalten bei Syntaxfehlern
Syntaxfehler, die in einer FSM–Zeichnung (kann aus ein oder mehreren FSMs bestehen) noch
enthalten sind, sind in der SME–Datei aufgelistet. Diese Fehler werden vor der Codegenerie-
rung formatiert auf stdout ausgegeben. Die aufgetretenen Fehler sind bereits in der SME–
Datei nach Schwere des Fehlers eingeordnet. Fehler vom Schweregrad 1 oder 2 sind Fehler,
die eine Codeerzeugung nicht mo¨glich machen. Der Codegenerator bricht nach Ausgabe aller
Fehler mit einem entsprechenden Ru¨ckkehrwert ab. Fehler vom Schweregrad 3 entsprechen
Warnungen. Eine Codegenerierung ist trotzdem mo¨glich. Die Warnungen werden genauso wie
die Fehler formatiert auf stdout ausgeschrieben.
Portabilita¨t
Das Programm sme2hdl wurde unter verschiedenen Betriebssystemen getestet. Darunter
waren HP–UX, SunOS, Solaris und AIX in jeweils verschiedenen Versionen. Dabei gab es
anfa¨nglich zwei Probleme. Diese Probleme traten allerdings nur unter SunOS auf.
Die verwendeten Funktionen sind zwar alle in ANSI C definiert, aber nicht alle Funktionen
sind auch in den Include–Files bzw. Bibliotheken (/usr/include bzw. /usr/lib) vorhanden.
Die Funktion strtoul wird unter SunOS nicht angeboten. Auf allen anderen genannten
Plattformen ist diese Funktion vorhanden. Wenn der Codegenerator unter SunOS installiert
werden soll, muß bei der U¨bersetzung die Funktion strtoul zusa¨tzlich eingebunden werden.
Die Funktion realloc verha¨lt sich unter SunOS anders als unter den anderen Betriebssyste-
men. realloc zeigt verschiedenes Verhalten, wenn dieser Funktion ein NULL–Zeiger u¨bergeben
wird. Das Verhalten sollte so sein, daß bei U¨bergabe eines NULL–Zeigers die Funktion malloc,
ansonsten realloc aufgerufen wird. Unter SunOS erzeugt diese Verwendung einen Speicher-
fehler. Um diesem unterschiedlichen Verhalten abzuhelfen, wurde die Funktion realloc neu
implementiert.
Kapitel 8
Arbeitsweise des Codegenerators
8.1 Gemeinsamkeiten bei der Erzeugung von Verilog– und
VHDL–Code
Die Umsetzung einer FSM ist fu¨r Verilog HDL analog der fu¨r VHDL. Fu¨r die Beschreibung
einer FSM wird eine Verhaltensbeschreibung gewa¨hlt. Diese Beschreibung kann mit Hilfe
eines Design Compilers in eine Netzliste, bestehend aus Gattern und Flipflops, transformiert
werden.
Eine FSM wird mittels zweier Prozesse beschrieben, einem kombinatorischen und einem syn-
chronen Prozeß. Signale und Variablen du¨rfen aber nur in einem Prozeß beschrieben werden,
da diese Signale oder Variablen sonst mehrere Treiber ha¨tten, was nicht der Graphik ent-
spra¨che. Im kombinatorischen Prozeß werden demzufolge nur die asynchronen Signale und
Variablen beschrieben, die synchronen dagegen im synchronen Prozeß.
Der kombinatorische Prozeß beschreibt das Verhalten eines jeden Zustandes einer FSM. Er
besteht aus einer case–Anweisung u¨ber alle Zusta¨nde dieser FSM. Die Anweisungen, die
in einer Alternative ausgefu¨hrt werden, richten sich nach den Symbolen und der logischen
Abfolge der Symbole im Zustandsdiagramm. Der aktuelle Zustand wird in einer Variablen
state gehalten. Innerhalb einer Alternative wird der Variablen next state der neue Zustand
zugewiesen.
Der Defaultzweig der case–Anweisung beschreibt das Verhalten von Zusta¨nden der FSM,
die nicht durch eine der Alternativen abgedeckt sind. Der Defaultzweig kann zu Beginn der
Simulation erreicht werden, wenn die Variable state noch nicht initialisiert ist oder spa¨ter
bei fehlerhaftem Zustandswechsel.
Nach einem fehlerhaften Zustandswechsel kann mit der Abarbeitung der FSM nur dann fort-
gefahren werden, wenn dieses Verhalten durch ein UNUSED–Symbol fu¨r diese FSM spezifi-
ziert wurde. In allen anderen Fa¨llen (kein UNUSED–Symbol, Erreichen des Defaultzweiges
nach Start der Simulation) kann der Defaultzweig nur durch ein Ru¨cksetzen der FSM auf den
Startzustand verlassen werden.
Fu¨r jedes Signal und jede Variable wird ein tempora¨rer Bezeichner vereinbart. Die tempora¨ren
Bezeichner sind no¨tig, um den Assertionlevel der Signale zu kompensieren. Wie schon im Ka-
pitel 5 beschrieben, haben alle Signale und Variablen einen Assertionlevel. Da der Simulator
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aber nicht zwischen high– und low–aktiven Signalen1 unterscheidet, muß der Codegenerator
entweder alle Signale in high–aktive Signale umwandeln oder an jeder Stelle, wo einem low–
aktiven Signal ein Wert zugewiesen wird, diesen bitweise negieren. Der Aufwand, bei jeder
Wertzuweisung zu pru¨fen, ob es sich um ein low–aktives Signal handelt, um dann den Wert zu
negieren, ist wesentlich ho¨her, als wenn diese Umwandlung einmal fu¨r den Bezeichner gemacht
wird. Den tempora¨ren Bezeichnern wird bei high–aktivem Signal dieser Name zugewiesen,
bei low–aktivem Signal wird vorher ein bitweises NOT ausgefu¨hrt. Die Wertzuweisung an
asynchrone Signale erfolgt am Ende des kombinatorischen Prozesses.
Der kombinatorische Prozeß wird immer dann angestoßen, wenn sich ein Eingangssignal (in
der Sensitivita¨tsliste spezifiziert) a¨ndert. Zu Beginn des kombinatorischen Prozesses werden
alle tempora¨ren Ausgangssignale auf ihren Defaultwert gesetzt. Alle tempora¨ren Variablen
werden auf ihren zuletzt gu¨ltigen Wert gesetzt, den sie wa¨hrend der letzten Taktperiode
hatten. Dieser Mechanismus ist wichtig fu¨r die Simulation, damit nur solche Signale und
Variablen am Ende des Prozesses u¨bernommen werden, die tatsa¨chlich gesetzt worden sind.
Der synchrone Prozeß beschreibt das Synchronverhalten der FSM. Er wird immer dann auf-
gerufen, wenn die aktive Taktflanke vorliegt oder bei einem asynchronen Reset die Reset-
bedingung wahr wird. Wenn ein asynchroner Reset vorliegt, werden alle Ausgangssignale
(synchrone und asynchrone) sowie alle Variablen (mit und ohne Port) auf ihren Defaultwert
zuru¨ckgesetzt. Es ko¨nnen aber auch Anweisungen folgen, die wiederum Werte fu¨r Ausgangs-
signale generieren. Der na¨chste Zustand ist der dem RESET–Pfad folgende Zustand. Wenn
kein Reset, sondern die aktive Taktflanke vorliegt, werden die berechneten Werte, die den
tempora¨ren Signalen und Variablen im kombinatorischen Prozeß zugewiesen wurden, den
synchronen Ausgangssignalen zugewiesen. Der neue Zustand (der bereits im kombinatori-
schen Prozeß bestimmt wurde) wird eingenommen, d.h. die Variable next state wird an die
Variable state zugewiesen.
Mehrere miteinander kommunizierende FSMs werden in einem File beschrieben. Der Port
besteht aus allen Eingangs– und Ausgangssignalen sowie lokalen Signalen und Variablen mit
Port. Wenn mehrere miteinander kommunizierende FSMs entworfen wurden, so gibt es zum
Beispiel fu¨r jede FSM die Variablen state und next state. Um solche Variablen eineindeutig
einer FSM zuordnen zu ko¨nnen, bekommen sie einen Pra¨fix, der aus dem Namen der FSM
besteht. Solange nur einzelne FSMs entworfen werden, wird dieser Pra¨fix nicht beru¨cksichtigt.
Bevor eine der Funktionen verilog gen oder vhdl gen vom Hauptprogramm aufgerufen
wird, wird eine Funktion index trans ausgefu¨hrt. Diese Funktion hat die Aufgabe, die Sym-
bolidentifikation, die in der Komponente nachfolgesymbol gespeichert ist, in den Index
der Liste2 umzuwandeln, der diesem Symbol entspricht. Der Grund hierfu¨r ist, daß fu¨r die
Beschreibung der einzelnen Zusta¨nde immer das Nachfolgesymbol gesucht werden muß. Es
wu¨rde zeitlich zu lange dauern, wenn jedesmal die gesamte Liste durchsucht werden mu¨ßte,
bis das entsprechende Symbol gefunden wurde. Wenn beispielsweise die Symbolidentifikation
des nachfolgesymboles 1029874457 ist, dann muß die gesamte Liste der Reihe nach nach
einem Symbol mit dieser Identifikation durchsucht werden. Dieses Symbol ko¨nnte an 95. Stel-
le in der Liste aller Symbole stehen. Um einen direkten Zugriff auf das Nachfolgesymbol zu
bekommen, wandelt index trans die Nummer 1029874457 in den Index der Liste, also 95,
um, was einen direkten Zugriff ermo¨glicht.
1Im weiteren werden synchrone Signale und Variablen zu dem Begriff Signal zusammengefaßt, es sei denn,
es wird getrennt darauf verwiesen.
2Als Liste wird hier ein Feld von Strukturen bezeichnet.
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8.2 Generierung von Verilog HDL–Code
Aufbau des Verilog HDL–Codes
Der Aufbau des Verilog HDL–Codes soll anhand von Pseudocode dargestellt werden. Die
spitzen Klammern <. . .> enthalten einen Kommentar, was an dieser Stelle im Code zu
finden ist. Fu¨r jede FSM gibt es nur ein Resetsignal. Dieses ist entweder synchron oder
asynchron. Demzufolge erscheint die Anweisungsfolge fu¨r den Reset auch nur in einem der
beiden Prozesse. Fu¨r den Fall, daß der Reset synchron ist, erfolgt die Beschreibung im ersten
Prozeß (comb process), andernfalls im zweiten Prozeß (sync process). Die Sensitivita¨tsliste
des synchronen Prozesses entha¨lt den Namen und die aktive Flanke des Resetsignales nur
dann, wenn es asynchron ist.
module <modulname> ( <Liste aller Portsignale> );
<Deklaration der Portsignale>
<Definition von Verzoegerungszeiten>
<Deklaration der Zustaende und deren Kodierung>
<Deklaration der Zustandsvariablen>
<Deklaration von temporaeren Variablen>
<Kompensierung des Assertionlevels>
<Deklaration von nutzerdefinierten Expressions>
<Deklaration von nutzerdefinierten Konstanten>
<Deklaration von nutzerdefinierten Aliasen>
<Compilerdirektive fuer Reset>
always @ ( <Sensitivitaetsliste> )
begin : comb_process
<Setzen aller Ausgangssignale auf ihren Defaultwert>
<Setzen aller Variablen auf ihren zuletzt gueltigen Wert>
if ( <synchroner Reset> )
begin
<Anweisungen, die im Resetfall ausgefuehrt werden>
end
else
begin
<Case ueber alle Zustaende. Beschreibung der Symbole>
end
<Zuweisung an alle asynchronen Ausgangssignale>
<Zuweisung des Zustandsvektors an temporaere Variable>
end
always @ ( <aktive Taktflanke und aktive Flanke des Resets> )
begin : sync_process
if ( <asynchroner Reset> )
begin
<Anweisungen, die im Resetfall ausgefuehrt werden>
end
else
begin
<Zuweisung an alle synchronen Ausgangssignale>
<Zuweisung an alle Variablen>
<Zuweisung des naechsten Zustandes an Zustandsvariable>
end
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end
<Zuweisung an StateOutputs>
endmodule
Wie die einzelnen Pseudoanweisungen im Codegenerator umgesetzt wurden, wird in den
folgenden Abschnitten beschrieben.
Compilerdirektiven
Fu¨r den Design Compiler mu¨ssen verschiedene Direktiven in den Verilog HDL–Code eingefu¨gt
werden.
Die //synopsys state vector Direktive kennzeichnet eine Variable als Zustandsvektor
einer FSM. Beispielsweise ist in der Direktive //synopsys state vector state die Va-
riable state als Zustandsvektor angegeben. Diese Direktive zusammen mit der Direktive
//synopsys enum enum name erlaubt es, den Zustandsvektor und die Kodierung einer FSM
zu definieren.
Eine weitere Direktive besagt, welches Signal bzw. welche Expression der Reset ist. Außerdem
gibt diese Direktive an, ob es sich um einen synchronen oder asynchronen Reset handelt. Oh-
ne diese Compilerdirektive wa¨re der Design Compiler nicht imstande, den Reset zu erkennen
und richtig umzusetzen. Die Direktive fu¨r einen asynchronen Reset, wobei das Eingangssignal
in 10 als Resetsignal dient, lautet //synopsys async set reset "in 10". Diese Compilerdi-
rektive muß im module angegeben werden.
Weitere Compilerdirektiven beziehen sich auf bestimmte Anweisungen. Sie stehen stets direkt
hinter der Anweisung. So kann zum Beispiel die case–Anweisung mit zwei Direktiven versehen
werden.
case ( state ) //synopsys parallel_case full_case
Die Direktive //synopsys full case besagt, daß die case–Anweisung vollsta¨ndig ausko-
diert wurde bzw. ein Defaultzweig vorhanden ist. Ohne diese Direktive wu¨rde ein Latch
fu¨r die Defaultlogik synthetisiert werden. Die zweite Direktive fu¨r case–Anweisungen,
//synopsys parallel case darf nur dann vergeben werden, wenn stets nur genau eine Al-
ternative wahr werden kann.
Die Direktiven //synopsys translate off und //synopsys translate on sagen dem
Compiler, daß die U¨bersetzung des Verilog HDL–Codes an dieser Stelle suspendiert und
an spa¨terer Stelle wieder aufgenommen werden soll. Diese beiden Direktiven sind notwen-
dig, wenn Anweisungen beschrieben werden, die fu¨r die Simulation wichtig sind, die aber der
Verilog–Compiler nicht akzeptiert (siehe auch Abschnitt
”
Umsetzung des UNUSED–Symbols“
auf Seite 63).
Die ‘timescale Compilerdirektive spezifiziert die Zeiteinheit fu¨r Verzo¨gerungen und deren
Pra¨zision. Diese Direktive wird am Anfang des Verilog HDL–Codes eingefu¨gt.
‘timescale 1 ns / 1 ns
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Umwandlung von Expressions
Zu Beginn werden mu¨ssen alle Expressions in einen Verilog–versta¨ndlichen Stil gewandelt. Die
in der Zwischensprache verwendeten Operatoren entsprechen den in Verilog HDL definierten
Operatoren. Sie bedu¨rfen keiner Umwandlung. Umgewandelt werden muß der Pra¨fix vor
Zahlenwerten, der die Basis dieser Zahl bestimmt. In der Zwischensprache wird beispielsweise
eine bina¨re Zahl als b’001 dargestellt, wa¨hrend die Darstellung in Verilog HDL ’b001 ist. Fu¨r
konstante Werte ist die Basis und der Zahlenwert separat in der Struktur fu¨r Expressions
gespeichert. In diesem Fall ist keine Umwandlung erforderlich, da bei der Codegenerierung
die richtige Schreibweise sichergestellt ist. Wenn allerdings in einem komplexen Ausdruck eine
konstante Zahl enthalten ist, muß diese in die richtige Schreibweise konvertiert werden. Diese
Umwandlung wird von der Funktion make verilog ausgefu¨hrt.
Deklaration von Signalen, Variablen und Bezeichnern
Nachdem die Expressions umgewandelt worden sind, kann mit der eigentlichen Codegenerie-
rung begonnen werden. Das File, in welches die Ausgabe geschrieben werden soll, im allge-
meinen <file name>.v, wird zum Schreiben ero¨ffnet und erst am Ende der Codegenerierung
wieder geschlossen. Ein zwischenzeitliches Schließen und Wiederero¨ffnen der Datei ist nicht
notwendig, da der erzeugte Code linear ohne Unterbrechung in diese Datei gespeichert wird.
Im Modulport werden alle Ein– und Ausgangssignale sowie lokale Signale und Variablen mit
Port deklariert. Anschließend werden alle beno¨tigten Bezeichner (lokale Signale und Varia-
blen ohne Port, sichtbare Expressions, Aliase und tempora¨re Signale, Zeiten fu¨r synchrone
und asynchrone Signale, Kodierung fu¨r alle Zustandsvariablen) deklariert. Variablen werden
genauso wie Signale vereinbart.
Alle Zuweisungen an Ausgangssignale oder Variablen erfolgen zuerst an tempora¨re Signale
und Variablen. Damit wird der Assertionlevel der Signale und Variablen kompensiert.
/* declare module ports */
input in_10_H;
output [2:0] out_1_L;
/* declare temporary variables */
/* compensation of assertion level for inputs and outputs */
wire in_10 = in_10_H;
wire in_1 = ~in_1_L;
reg [2:0] out_1;
reg out_10;
reg [3:0] var_1;
wire stateout_1_L = ~stateout_1; /* pattern 10 */
wire [2:0] out_1_L = ~out_1;
wire out_10_H = out_10;
wire [3:0] var_1_H;
assign #sync_delay var_1_H = var_1;
Wie aus dem Beispiel ersichtlich ist, werden bei der Kompensierung des Assertionlevels Ein-
gangssignale und Ausgangssignale (einschließlich Variablen) unterschiedlich behandelt. Den
tempora¨ren Bezeichnern fu¨r die Eingangssignale wird der Wert bzw. der bitweise negierte
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Wert des Eingangssignales zugewiesen. Bei Ausgangssignalen dagegen muß erst der tempora¨re
Bezeichner deklariert werden. Dann wird der Wert dieses Bezeichners bzw. der negierte Wert
dem Ausgangssignal zugewiesen. Da diese Anweisungen alle nebenla¨ufig ausgefu¨hrt werden3,
haben die tempora¨ren Bezeichner fu¨r Eingangssignale und die Ausgangssignale sowie Varia-
blen stets den richtigen Wert in Bezug auf ihren Assertionlevel. Die Zeitangabe bei Variablen
ist hier wichtig, da im kombinatorischen Prozeß sofort bekannt sein muß, wenn sich der Wert
einer Variablen im synchronen Prozeß gea¨ndert hat. Eine Verzo¨gerungszeit kann deshalb im
synchronen Prozeß nicht angegeben werden. Alle anderen Ausgangssignale werden im syn-
chronen Prozeß verzo¨gert.
Die sichtbaren Expressions unterteilen sich in Konstanten und Ausdru¨cke. Konstanten wer-
den mit dem Schlu¨sselwort parameter deklariert. Ausdru¨cke werden ebenso wie Signale und
Variablen als wire deklariert. Mittels einer assign–Anweisung werden die Ausdru¨cke mit
Werten belegt. Die assign–Anweisungen werden zwar nebenla¨ufig ausgefu¨hrt, aber die ver-
wendeten Bezeichner auf der rechten Seite mu¨ssen bereits deklariert sein.
/* declare constants */
parameter [1:0] const_4 = 2’b00;
/* declare expressions */
wire expr_3;
wire expr_2;
wire expr_1;
assign expr_3 = ((expr_1)&&(expr_2));
assign expr_2 = ((expr_1)&((~(in_2))));
assign expr_1 = ((in_1)|(in_10));
Die unsichtbaren Expressions werden nicht deklariert, da sie im Code nicht auftauchen sollten.
Sie sind vom SME automatisch erzeugt worden und dem FSM–Entwickler nicht bekannt.
Wenn einem Ausgangssignal eine unsichtbare Expression zugewiesen werden soll, dann sucht
der Codegenerator in der Menge aller Expressions diese unsichtbare Expression und weist die
zugeho¨rige sichtbare Expression oder Konstante dem Ausgangssignal zu.
Ein Alias kombiniert ein oder mehrere Signale, Variablen oder Expressions zu einem gro¨ßeren
Vektor. Die Konkatenation wird durch geschweifte Klammern ausgedru¨ckt.
wire [1:0] in_alias = { in_11 , in_10 };
Deklaration von Zustandsvariablen und ihrer Kodierung
Im kombinatorischen und synchronen Prozeß wird nur mit den symbolischen Namen der
Zusta¨nde gearbeitet. Diese symbolischen Namen mu¨ssen genauso wie andere Bezeichner de-
klariert werden. Bei automatischer Kodierung werden den Zustandsbezeichnern Dezimalzah-
len in aufsteigender Ordnung zugewiesen. Die Zustandsbezeichner werden als Konstanten
vereinbart, da sich die Kodierung wa¨hrend der Laufzeit nicht vera¨ndert.
3In Verilog HDL werden Prozesse und die Anweisungen im Deklarationsteil nebenla¨ufig ausgefu¨hrt. So-
bald sich der Wert eines Bezeichners a¨ndert, wird auch die entsprechende Anweisung im Deklarationsteil neu
ausgefu¨hrt.
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/* declare the symbolic names for states in fsm_1 */
/* (automatic encoding) */
parameter [1:0] //synopsys enum state_info
S3 = 2’d1,
S2 = 2’d2,
S1 = 2’d3,
S0 = 2’d4;
Bei allen anderen Kodierungsarten (unterstu¨tzt werden
”
one hot“, nutzerdefinierte Kodierung
sowie hazardfreie Kodierung) werden gleichzeitig mit der Deklaration jedem Zustandsbezeich-
ner die jeweils dazugeho¨rige Kodierung zugewiesen. Die Zustandsbezeichner werden ebenfalls
als Konstanten vereinbart.
/* declare the symbolic names for states in fsm_1 */
/* (user defined encoding) */
parameter [3:0] //synopsys enum state_info
S3 = 4’b0000,
S2 = 4’b0001,
S1 = 4’b0010,
S0 = 4’b0011;
Fu¨r die Simulation des Verilog HDL–Codes ist die Angabe der Kodierung wichtig, wenn
StateOutputs verwendet werden. Fu¨r die Synthese ist die Angabe der Kodierung erforderlich,
da anhand der vergebenen Kodierung das Synthesetool einen Netzplan erzeugt.
Es werden außerdem zwei Variablen beno¨tigt, die den aktuellen Zustand und den Nachfolge-
zustand aufnehmen.
reg [3:0] /* synopsys enum state_info */ state;
reg [3:0] /* synopsys enum state_info */ next_state;
//synopsys state_vector state
Die Variable state bezeichnet den aktuellen Zustand. Der Variablen next state wird der
symbolische Name des als na¨chstes aktiv werdenden Zustandes zugewiesen.
Umsetzung des STATE–Symbols
Die STATE–Symbole kennzeichnen, welche Aktionen innerhalb eines Zustandes, also zwischen
zwei STATE–Symbolen, ausgefu¨hrt werden mu¨ssen. Je nach dem, in welchem Zustand sich
die FSM zu einem gegebenen Zeitpunkt befindet, werden gewisse Aktionen durchgefu¨hrt.
Deswegen wird die gesamte FSM in einer case–Anweisung beschrieben, deren Alternativen die
einzelnen Zusta¨nde darstellen. Diese case–Anweisung bildet den Kern des kombinatorischen
Prozesses.
case ( state ) //synopsys parallel_case full_case
S0:
begin
...
next_state = S1;
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end
S1:
begin
...
next_state = S0;
end
default:
begin
...
end
endcase;
S0, S1,. . . bezeichnen die symbolischen Namen der Zusta¨nde. Die Zustandskodierung ist be-
reits vor der Beschreibung dieses Prozesses an die symbolischen Namen zugewiesen worden.
Der Variablen next state wird der symbolische Name des Nachfolgezustandes zugewiesen.
Erst im synchronen Prozeß wird die Variable state aktualisiert. Dies geschieht genau dann,
wenn die aktive Taktflanke vorliegt.
Der Defaultzweig der case–Anweisung beschreibt, was passiert, wenn keiner der beschriebe-
nen Zusta¨nde aktiv ist. Diese Anweisungen sind davon abha¨ngig, ob das UNUSED–Symbol
fu¨r die Beschreibung der FSM verwendet wurde.
Umsetzung des UNUSED–Symbols
Das UNUSED–Symbol spiegelt sich in der Beschreibung der oben beschriebenen case–
Anweisung wider. Im Defaultzweig wird beschrieben, welche Aktionen ausgefu¨hrt werden
sollen, wenn die FSM diesen Zustand erreicht. Dabei wird unterschieden, ob dieser Zustand
aufgrund des Starts der Simulation oder aufgrund eines fehlerhaften Zustandswechsels er-
reicht wurde.
case ( state )
S0:
...
default:
begin
//synopsys translate_off
if ( ^state !== 1’bX )
begin
//synopsys translate_on
next_state = S0;
//synopsys translate_off
end
else
begin
next_state = 4’bXXXX;
REFRESHDEMAND_next = 1’bX;
REFRESHREQUEST_next = 1’bX;
end
//synopsys translate_on
end
endcase
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Wenn das UNUSED–Symbol verwendet wurde, und ein fehlerhafter Zustandswechsel vorliegt
(Vergleich, ob die Variable state nicht identisch mit X4 ist), dann wird in den dem UNUSED
folgenden Zustand u¨bergegangen. Ansonsten bleibt der aktuelle Zustand undefiniert, und alle
synchronen Ausgangssignale werden auf X gesetzt.
Umsetzung des SET–Symbols
Das SET–Symbol wird in eine Zuweisung umgesetzt. Auf der linken Seite der Zuweisung
ko¨nnen Ausgangssignale, lokale Signale, Variablen oder Aliase stehen. Der Wert, der zuge-
wiesen werden soll, steht auf der rechten Seite. Die Zuweisungen erfolgen im kombinatorischen
Prozeß stets an tempora¨re Variablen mit der Endung next.
REFRESHDEMAND_next = ((PEND_REF)==(’d15));
REFRESHREQUEST_next = ’b1;
{ RAS_next , CAS_next , WE_next } = READ_COMMAND;
Fu¨r diese Zuweisungen wird der
”
=“–Operator verwendet. Dieser Operator blockiert den
Prozeß fu¨r die Dauer der Zuweisung. Dabei vergeht aber keine Zeit im Sinne der Simulation.
Die blockierende Zuweisung muß verwendet werden, da sonst alle Zuweisungen in diesem
Prozeß gleichzeitig ablaufen und Zuweisungen u¨ber eine Zwischenstufe verloren gehen wu¨rden.
Am Ende des kombinatorischen Prozesses werden den asynchronen Ausgangssignalen (Ken-
nung C im SET–Symbol) die neuen Werte zugewiesen. Diese Zuweisung erfolgt mit einer
nutzerdefinierten Verzo¨gerungszeit.
WRONG_SETTINGS <= #async_delay WRONG_SETTINGS_next;
RAS <= #async_delay RAS_next;
Fu¨r diese Art der Zuweisung muß der nichtblockierende Operator
”
<=“ verwendet werden,
da sich sonst die Verzo¨gerungszeiten von Zuweisung zu Zuweisung addieren wu¨rden.
Die Zuweisung an synchrone Signale (Kennung N oder V im SET–Symbol) erfolgt erst
nach der na¨chsten aktiven Taktflanke und wird deshalb im synchronen Prozeß beschrie-
ben. Die Syntax der Zuweisung ist wie bei asynchronen Signalen, wobei die Verzo¨gerungszeit
#sync delay ist.
Die Zuweisung an die StateOutputs erfolgt außerhalb der Prozesse. Die StateOutputs be-
kommen bestimmte Bits des Zustandsvektors zugewiesen. Diese Bits sind in einer Maske
bzw. als Muster (Pattern) in der Graphik angegeben. Die StateOutputs werden in keinem
SET–Symbol beschrieben, da sie fu¨r jeden Zustand gelten. Sie werden aber in diesem Ab-
schnitt beschrieben, da es sich um a¨hnliche Zuweisungen handelt, wie an die anderen Signal-
arten.
assign stateout_2 = { tmp_state[2] , tmp_state[0] };
assign stateout_1 = { tmp_state[1] };
4In Verilog HDL hat der Wert X zwei Bedeutungen. Er steht zum einen fu¨r
”
uninitialisiert“, d.h. dieser
Variablen bzw. diesem Signal ist wa¨hrend der Simulation noch nie ein Wert zugewiesen worden. Zum anderen
steht dieser Wert fu¨r
”
don’t care“, d.h. der Wert dieser Variablen bzw. dieses Signales ist unwichtig (bei-
spielsweise bei der Abfrage eines 8 Bit breiten Busses in einer if–Anweisung, wobei nur die ersten 4 Bit von
Interesse sind).
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Das Schlu¨sselwort assign steht vor den Anweisungen, da diese Anweisungen außerhalb der
Prozesse stattfinden. Dem Signal stateout 2 werden zum Beispiel die Bits 0 und 2 des
Vektors tmp state zugewiesen.
Aus dem Signal next state ko¨nnen keine einzelnen Bits an ein anderes Signal zugewiesen
werden, da es als Zustandsvektor deklariert ist. Aus diesem Grund wird das Zwischensignal
tmp state verwendet.
tmp_state <= #sync_delay next_state;
Im kombinatorischen Prozeß wird also der Variablen tmp state der Wert der Variablen
nexT STATE mit einer gewissen Verzo¨gerungszeit zugewiesen.
Umsetzung des QUERY–Symbols
Das QUERY–Symbol wird in eine if–else Anweisung umgesetzt. Dazu wird die in der Kom-
ponente expr gespeicherte Expression ausgeschrieben. Die Anweisungsfolge, die im true–Fall
ausgefu¨hrt wird, wird in begin...end eingeschlossen, ebenso die Anweisungsfolge, die im
false–Fall ausgefu¨hrt wird.
if ( ((in_10)==(const_2)) )
begin
out_10_next = ((expr_1)&(expr_2));
next_state = S3;
end
else
begin
var_1_next = idle;
next_state = S3;
end
Geschachtelte Bedingungen werden nach dem gleichen Schema umgesetzt. Innerhalb eines
Blockes ko¨nnen beliebige Anweisungen stehen, also auch weitere Bedingungen.
Umsetzung des CASE–Symbols
Das CASE–Symbol wird in eine casex–Anweisung umgesetzt. Diese Anweisung erlaubt die
Verwendung von
”
x“ (
”
don’t care“) in den Alternativen.
casex ( in_alias ) //synopsys full_case
3’bxx1:
next_state = S1;
3’b1xx:
next_state = S2;
default:
next_state = S0;
endcase
Es werden nur die Bits der Expression verglichen, die nicht
”
x“ sind. Auf diese Weise ko¨nnen
CASE–Symbole und damit case–Anweisungen sehr kurz und u¨bersichtlich gehalten werden.
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Umsetzung des RESET–Symbols
Das RESET–Symbol wird abha¨ngig davon, ob der Reset synchron oder asynchron ist, unter-
schiedlich beschrieben.
Ein synchroner Reset wird im kombinatorischen Prozeß beschrieben. Wenn die Resetbedin-
gung gu¨ltig ist, werden die dem Reset folgenden Anweisungen ausgefu¨hrt. Diese Anweisungen
ergeben sich aus der Graphik. Es werden grundsa¨tzlich alle Variablen auf ihren Defaultwert
zuru¨ckgesetzt. Alle anderen Signale sind bereits zu Beginn des kombinatorischen Prozesses auf
ihren Defaultwert zurckgesetzt worden. Außerdem werden alle Symbole zwischen RESET–
Symbol und Folgezustand beschrieben. Wenn der Reset nicht gu¨ltig ist, werden die dem
aktuellen Zustand der FSM entsprechenden Answeisungen ausgefu¨hrt.
if ( LOC_RESET )
begin
REFRESHREQUEST_next = 1’b0;
RF_CNT_next = 16’b0000000000000000;
end
else
begin
case ( state ) //synopsys parallel_case full_case
S1:
...
endcase
end
Ein asynchroner Reset wird im synchronen Prozeß beschrieben.
always @ ( posedge LOC_CLK or posedge LOC_RESET )
Im Prozeß wird unterschieden, welches Ereignis den Prozeß angestoßen hat. Wenn der Reset
aktiv ist, werden die zugeho¨rigen Anweisungen ausgefu¨hrt, andernfalls werden die Anweisun-
gen ausgefu¨hrt, die bei Vorliegen der aktiven Taktflanke no¨tig sind.
if ( LOC_RESET )
begin
REFRESHREQUEST <= #sync_delay 1’b0;
RF_CNT <= #sync_delay 16’b0000000000000000;
end
else
...
end
Die Zuweisungen im synchronen Prozeß erfolgen direkt an die Ausgangssignale bzw. Varia-
blen, nicht an tempora¨re Signale und Variablen. Deshalb erfolgen diese Zuweisungen mit einer
Verzo¨gerungszeit.
Der Reset hat in beiden Prozessen die ho¨chste Priorita¨t. Nur, wenn der Reset nicht aktiv ist,
werden die anderen Anweisungen ausgefu¨hrt.
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Umsetzung des Verhaltens bei aktiver Taktflanke
Wenn die aktive Taktflanke vorliegt, werden alle synchronen Signale und Variablen zuge-
wiesen. Den Ausgangssignalen werden die neuen Werte mit einer gewissen Verzo¨gerungszeit
zugewiesen. Die Variablen erhalten die neuen Werte sofort. Diese Zuweisungen werden nicht
blockierend ausgefu¨hrt.
if ( LOC_CLK )
begin
REFRESHDEMAND <= #sync_delay REFRESHDEMAND_next;
REFRESHREQUEST <= REFRESHREQUEST_next;
RF_CNT <= RF_CNT_next;
state = next_state;
end
Die letzte Zuweisung in diesem Block ist die Zuweisung des neuen Zustandes an die Zustands-
variable. Diese Zuweisung muß blockierend erfolgen, damit erst alle Zuweisungen in diesem
Block abgearbeitet werden, bevor der andere (kombinatorische) Prozeß startet.
8.3 Generierung von VHDL–Code
Aufbau des VHDL–Codes
Der Aufbau des zu erzeugenden VHDL–Codes soll zuna¨chst anhand von Pseudocode verdeut-
licht werden. Die spitzen Klammern <. . .> enthalten als Kommentar, was an jener Stelle im
VHDL–Code zu finden ist. Eine FSM wird mittels zweier Prozesse beschrieben. Je nach dem,
ob der Reset synchron oder asynchron ist, wird der Reset im ersten Prozeß (process comb)
oder im zweiten Prozeß (process sync) beschrieben. Nur bei asynchronem Reset entha¨lt die
Sensitivita¨tsliste des synchronen Prozesses den Namen des Resets.
<Einbindung aller benoetigten Bibliotheken>
<Einbindung der Package sme_package>
entity <entityname> is
port ( <Liste aller Portsignale> );
end <entityname>;
architecture behaviour of <entityname> is
<Deklaration der Zustaende und deren Kodierung>
<Deklaration der Zustandsvariablen>
<Deklaration temporaerer Variablen>
<Deklaration von nutzerdefinierten Expressions>
<Deklaration von nutzerdefinierten Konstanten>
<Deklaration von nutzerdefinierten Aliasen>
<Compilerdirektive fuer den Reset>
begin
<Kompensierung des Assertionlevels>
<Definition der nutzerdefinierten Expressions>
<Definition der nutzerdefinierten Aliase>
comb:
process ( <Sensitivitaetsliste> )
KAPITEL 8. ARBEITSWEISE DES CODEGENERATORS 68
begin
<Setzen aller Ausgangssignale auf ihren Defaultwert>
<Setzen aller Variablen auf ihren zuletzt gueltigen Wert>
if ( <synchroner Reset> = ’1’ ) then
<Anweisungen, die im Resetfall ausgefuehrt werden>
else
<Case ueber alle Zustaende, Beschreibung der Symbole>
end if;
<Zuweisung an alle asynchronen Ausgangssignale>
end process comb;
sync:
process ( <Taktsignal, Reset> )
begin
if ( <asynchroner Reset> = ’1’ )
<Anweisungen, die im Resetfall ausgefuehrt werden>
elsif ( <Taktsignal>’event and <Taktsignal>=’1’ )
<Zuweisung an alle Variablen>
<Zuweisung an alle synchronen Ausgangssignale>
<Zuweisung des naechsten Zustandes an Zustandsvariable>
end if;
end process sync;
<Zuweisung an StateOutputs>
end behaviour;
Die folgenden Abschnitte beschreiben, wie die einzelnen Pseudoanweisungen in VHDL um-
gesetzt wurden.
Datentypen
Der VHDL–Codegenerator unterstu¨tzt die Datentypen BIT, STD LOGIC und STD ULOGIC. Der
Datentyp kann in einem Menu¨ im SME ausgewa¨hlt werden. Da fu¨r jeden Datentyp unter-
schiedliche Funktionen fu¨r die Realisierung der Vergleichsoperatoren zur Verfu¨gung stehen,
wird intern nur mit dem Datentyp BIT gearbeitet. Nur so ist der hohe Anspruch an Flexibilita¨t
und Anwenderfreundlichkeit in den Zustandsdiagrammen realisierbar.
Die Beschreibung des Steuerablaufes in einem Zustandsdiagramm beschra¨nkt sich auf die
Werte 0 und 1. Daher kann die Umwandlung aller Signale und Variablen vom Typ STD LOGIC
bzw. STD ULOGIC nach BIT ohne Informationsverlust geschehen.
Der Datentyp BIT besteht nur aus den Werten 0 und 1. Die Verwendung von
”
−“ (
”
don’t
care“) in den Zustandsdiagrammen ist trotzdem mo¨glich. Ein
”
don’t care“ kann nur in ei-
nem CASE–Symbol auftreten. Wie
”
don’t care“ in diesem Fall behandelt wird, ist in dem
Abschnitt u¨ber die Umsetzung dieses Symbols zu finden.
Das Package sme package
Einige notwendige arithmetische Funktionen und Vergleichsfunktionen, wie zum Beispiel Ver-
gleich von einem Bitvektor mit einer Integerzahl, sind nicht fu¨r den Datentyp BIT definiert.
Notwendige Wandelungen in einen anderen Datentyp, fu¨r den diese Funktionen definiert sind
(Beispiel std logic), sind zu aufwendig und verringern die Lesbarkeit des VHDL–Codes.
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Aus diesen Gru¨nden wurden alle zusa¨tzlich beno¨tigten Funktionen beschrieben und in einer
Package sme package.vhd zusammengefaßt.
Fu¨r die logischen Operatoren and und or wurde eine Funktion OR REDUCE beno¨tigt, die
einen Bitvektor auf ein 1 Bit breites Ergebnis vom Datentyp BIT reduziert. Diese Funktion
wurde ebenfalls im Package sme package.vhd beschrieben.
Teilweise notwendige Umwandelungen von BIT nach BOOLEAN und umgekehrt (fu¨r die Um-
setzung des QUERY– und SET–Symbols) wurden zuerst u¨ber die VHDL–Attribute ’pos
und ’val gelo¨st. Diese Attribute werden allerdings nicht von dem verwendeten Synthese-
tool unterstu¨tzt und wurden daher als Funktionen definiert. Diese Funktionen sollten sich im
Aufrufnamen nicht sehr von den Attributen, die dem Datentyp Bit oder Boolean folgen, un-
terscheiden. Deshalb wurden die Namen Bit pos, Bit val usw. gewa¨hlt. Die Definition dieser
Funktionen ist ebenfalls im genannten Package zu finden.
Da intern nur mit dem Datentyp BIT gearbeitet wird, mu¨ssen alle Eingangssignale nach
Bit umgewandelt werden, falls sie vom Datentyp STD LOGIC oder STD ULOGIC sind. Ebenso
mu¨ssen alle Ausgangssignale, Variablen mit Port und StateOutputs von BIT in den entspre-
chenden Datentyp umgewandelt werden. Der gewu¨nschte Datentyp kann u¨ber ein Menu¨ im
SME eingegeben werden. Die fu¨r die Umwandlung erforderlichen Funktionen, bis auf die
Funktion zur Umwandlung von BIT nach STD LOGIC, werden in Packages zur Verfu¨gung ge-
stellt. Die fehlende Funktion wurde im Package sme package.vhd formuliert.
Compilerdirektiven
Fu¨r den Design Compiler muß nur eine Direktive (in VHDL u¨ber Attribute gelo¨st) in den
VHDL–Code eingefu¨gt werden.
Die Resetbedingung und die Art des Resets wird mit einem Attribut gekennzeichnet. Dieses
Attribut muß in der Entity angegeben werden. Die Direktive fu¨r einen asynchronen Reset
lautet zum Beispiel attribute async set reset of LOC RESET : signal is ‘‘true’’;,
wobei LOC RESET das Resetsignal ist.
Umwandlung von Expressions
Vor der eigentlichen Codegenerierung mu¨ssen alle Expressions in VHDL–versta¨ndlichen Stil
transformiert werden. Urspru¨nglich gab es keinen speziellen Abschnitt in der Zwischensprache
fu¨r VHDL–Expressions. Die Expressions lagen nur in C–Syntax mit C–Operatoren vor. Diese
unterscheiden sich aber stark von den VHDL–Operatoren. Es war nicht mo¨glich, die in der
Zwischensprache vorliegenden Expressions in VHDL umzuwandeln, da die bei der Eingabe
der Expressions noch vorliegende Information (u¨ber die Breite der einzelnen Signale) nicht
mehr vorhanden war. Fu¨r die logischen Operatoren beispielsweise gibt es zwar Funktions-
aufrufe fu¨r Busse nicht aber fu¨r skalare Signale, was im SME ebenfalls zugelassen ist. Diese
Funktionsaufrufe sind ausschließlich fu¨r den Datentyp STD LOGIC VECTOR definiert, nicht fu¨r
BIT VECTOR.
Ein zweites Problem stellten Bedingungen in VHDL dar. Das Ergebnis in einer Bedingung
muß vom Typ BOOLEAN sein. Der SME unterscheidet nicht zwischen Boolean und Bit, was
zur Folge hat, daß jede Expression wahr ist, wenn das Ergebnis ungleich 0 ist und nur dann
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falsch ist, wenn es identisch 0 ist. Alle Expressions, die in einem QUERY–Symbol vorkommen,
mu¨ssen daher in BOOLEAN umgewandelt werden. Aus der Zwischensprache ist aber nicht klar
ersichtlich, welche Expressions fu¨r welche Symbole verwendet werden.
Aus diesen Gru¨nden ist ein zusa¨tzlicher Abschnitt in der Zwischensprache eingefu¨hrt worden,
der die Expressions in VHDL–Syntax entha¨lt.
Die Funktion make vhdl ersetzt die Attribute ’pos und ’val durch gleichwertige Funkti-
onsaufrufe.
Deklaration von Signalen, Variablen und Bezeichnern
Nachdem die Expressions fu¨r VHDL vorbereitet worden sind, kann mit der eigentlichen
Codegenerierung begonnen werden. Die Ausgabe des VHDL–Codes erfolgt in eine Datei
<file name>.vhd. Diese Datei wird zu Beginn der Codegenerierung zum Schreiben ero¨ffnet
und erst am Ende wieder geschlossen. Der VHDL–Code wird linear in diese Datei geschrieben.
Ein mehrmaliges O¨ffnen und Schließen der Datei ist nicht no¨tig.
Im Deklarationsteil der Architecture werden alle lokalen Signale, Variablen, sichtbare Ex-
pressions, Aliase sowie tempora¨ren Bezeichner (fu¨r Ein– und Ausgangssignale, lokale Signale,
Variablen, StateOutputs und die Kodierung fu¨r alle Zusta¨nde) deklariert. Variablen werden
als VHDL–Signale beschrieben. Der Unterschied zwischen Variablen und Signalen liegt nur
darin, daß Variablen ihren Wert behalten und nicht wie Signale nach der na¨chsten aktiven
Taktflanke auf ihren Initialwert zuru¨ckgesetzt werden.
Die Beschreibung des Verhaltens bezieht sich stets auf die logischen Werte der Signale und
Variablen, nicht auf die physischen Werte. Deshalb werden tempora¨re Bezeichner eingefu¨hrt,
die die logischen Werte alle Signale und Variablen verko¨rpern.
-- declare temporary variables
SIGNAL out_1, out_1_next : BIT_VECTOR(2 downto 0);
SIGNAL out_13, out_13_next : BIT;
SIGNAL in_2 : BIT;
SIGNAL var_1, var_1_next : BIT_VECTOR(4 downto 0);
SIGNAL stateout_3 : BIT_VECTOR(1 downto 0); -- pattern 11
SIGNAL stateout_1 : BIT; -- pattern 10
Die eigentliche Kompensierung des Assertionlevels erfolgt erst im Hauptteil der Architecture.
Dabei werden Ein– und Ausgangssignale (einschließlich Variablen) unterschiedlich behandelt.
Das folgende Beispiel zeigt, wie die Umwandlung vom Datentyp BIT nach STD LOGIC fu¨r
Ausgangssignale bzw. von STD LOGIC nach BIT fu¨r Eingangssignale erfolgt.
--assertion level compensation
out_1_L <= not To_StdLogicVector(out_1);
out_13_H <= To_X01(out_13);
in_2 <= STD_LOGICtoBIT(in_2_H);
var_3_H <= To_StdLogicVector(var_3) after 2 ns;
Die Umwandlung erfolgt nur fu¨r Portsignale und Variablen mit Port. Lokale Signale und
lokale Variablen sind immer high–aktiv. Die Angabe der Verzo¨gerungszeit bei Variablen ist
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wichtig, da sie nicht im synchronen Prozeß, wie bei Ausgangssignalen, angegeben werden
kann. Im kombinatorischen Prozeß muß sofort bekannt sein, ob sich der Wert einer Variablen
im synchronen Prozeß gea¨ndert hat.
Die Umwandlung von BIT nach STD LOGIC oder STD ULOGIC erfolgt nur, wenn die Portsignale
von diesem Typ sind.
Die sichtbaren Expressions unterteilen sich in Konstanten und Expressions. Sie werden ge-
trennt vereinbart.
-- declare constants
CONSTANT const_2 : BIT := ’1’;
-- declare expressions
SIGNAL expr_1 : BIT;
SIGNAL expr_4 : BIT;
Expressions werden genauso wie Signale als SIGNAL deklariert. Expressions sind Ausdru¨cke
aus Eingangssignalen, lokalen Signalen oder Variablen. Sie werden anstelle von Signalen ver-
wendet und erhalten deswegen den gleichen Datentyp. Konstanten werden zweckma¨ßig als
CONSTANT deklariert. Die Definition der Expressions erfolgt im Hauptteil der Architecture wie
folgt:
-- assignment of expressions
expr_2 <= (expr_1 and (not in_2));
expr_4 <= (not Boolean_val(in_11));
Unsichtbare Expressions werden aus dem gleichen Grund wie im Verilog–Codegenerator nicht
deklariert. Sie sind dem Entwickler einer FSM nicht bekannt und sollten deshalb nicht im
erzeugten Code auftauchen.
Ein Alias kombiniert ein oder mehrere Signale, Variablen oder Expressions zu einem gro¨ßeren
Vektor. Die Zuweisung erfolgt ebenfalls erst im Hauptteil der Architecture.
-- alias definitions
SIGNAL in_alias : BIT_VECTOR(1 downto 0);
-- assignment of aliase
in_alias <= in_11 & in_10;
Deklaration von Zustandsvariablen und ihrer Kodierung
Im kombinatorischen und synchronen Prozeß wird nur mit den symbolischen Namen der
Zusta¨nde gearbeitet. Diese symbolischen Namen mu¨ssen genauso wie andere Bezeichner de-
klariert werden. Die Angabe der Kodierung ist fu¨r die Simulation wichtig, falls StateOutputs
erzeugt werden. Fu¨r die Synthese ist die Angabe der Kodierung ebenfalls notwendig, da das
Synthesetool sonst keinen Netzplan erzeugen ko¨nnte.
Fu¨r die automatische Kodierung wird ein Aufza¨hltyp generiert, der alle symbolischen Zu-
standsnamen sowie, falls vorhanden, den Namen des UNUSED–Zustandes entha¨lt.
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-- declare the symbolic names for states in fsm_1
-- (automatic encoding)
type state_t is ( unused,
S0, -- CACHE_RESET
S1, -- CACHE_IDLE
S2, -- CACHE_IDLE
S3 -- CACHE_full
);
Falls der UNUSED–Zustand verwendet wird, wird dieser zuerst aufgeza¨hlt, da zu Beginn der
Simulation stets der erste Zustand aus der Aufza¨hlung eingenommen wird.
Fu¨r alle anderen Kodierungsarten (
”
one hot“–Kodierung, hazardfreie Kodierung, nutzerdefi-
nierte Kodierung) wird jedem symbolischen Zustandsnamen die zugeho¨rige Kodierung zuge-
wiesen. Die Zustandsbezeichner werden als Konstanten vereinbart.
-- declare the code words for states in REFRESH_CONTROL
-- (user defined encoding)
CONSTANT S1 : BIT_VECTOR(1 downto 0) := "11"; -- demand
CONSTANT S0 : BIT_VECTOR(1 downto 0) := "01"; -- normal
Zusa¨tzlich zu den symbolischen Zustandsnamen werden zwei Variablen beno¨tigt, die den
aktuellen und den Nachfolgezustand aufnehmen.
SIGNAL next_state, state : BIT_VECTOR(1 downto 0);
Die Variable state bezeichnet den aktuellen, next state den als na¨chstes aktiv werdenden
Zustand.
Umsetzung des STATE–Symbols
Ein STATE–Symbol kennzeichnet den Beginn eines neuen Zustandes. Alle Aktionen bis zum
na¨chsten STATE–Symbol mu¨ssen innerhalb einer Taktperiode ausgefu¨hrt werden. In jedem
Zustand, in dem sich die FSM befinden kann, werden gewisse Aktionen ausgefu¨hrt. Die
Zusta¨nde einer FSM werden in einer case–Anweisung im kombinatorischen Prozeß beschrie-
ben.
case state is
when S1 =>
...
next_state <= S0;
when S0 =>
...
next_state <= S0;
...
when others =>
...
end case;
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S0, S1,. . . bezeichnen die symbolischen Namen der Zusta¨nde. Die Kodierung dieser Zusta¨nde
ist bereits in der Entity beschrieben worden.
Der Variablen next state wird der symbolische Name des Nachfolgezustandes zugewiesen.
Erst im synchronen Prozeß wird die Variable state aktualisiert.
Der Defaultzweig der case–Anweisung beschreibt die Aktionen, die ausgefu¨hrt werden sollen,
wenn sich die FSM in keinem der zuvor beschriebenen Zusta¨nde befindet. Diese Anweisun-
gen sind davon abha¨ngig, ob das UNUSED–Symbol fu¨r diese FSM verwendet wurde. Wenn
kein UNUSED–Symbol plaziert wurde, wird der Variablen next state der Wert von state
zugewiesen, d.h. die FSM verharrt solange im gleichen Zustand, bis die Resetbedingung wahr
wird und der Startzustand eingenommen wird.
Umsetzung des UNUSED–Symbols
Das UNUSED–Symbol spiegelt sich in der oben beschriebenen case–Anweisung wider. Im
Defaultzweig werden die Aktionen beschrieben, die ausgefu¨hrt werden sollen, wenn sich die
FSM im UNUSED–Zustand befindet. Es wird dabei nicht unterschieden, ob dieser Zustand
aufgrund eines fehlerhaften Zustandswechsels oder aufgrund des Starts der Simulation erreicht
wurde.
case state is
...
when others =>
next_state <= S0;
end case;
Umsetzung des SET–Symbols
In einem SET–Symbol ko¨nnen einfache Zuweisungen und bedingte Zuweisungen beschrieben
werden. Die Zuweisungen erfolgen im kombinatorischen Prozeß stets an tempora¨re Variablen
mit der Endung next, im synchronen Prozeß direkt an die Signale und Variablen.
Einfache Zuweisungen werden in VHDL in eine Zuweisung umgesetzt.
RF_CNT_next <= (RF_CNT - 1);
REFRESHREQUEST_next <= ’1’;
Bei bedingten Zuweisungen muß das Ergebnis der rechten Seite der Zuweisung vom Typ
BIT bzw. BIT VECTOR sein. Dann kann eine bedingte Zuweisung wie eine einfache Zuweisung
umgesetzt werden.
REFRESHREQUEST_next <= (Bit_val(Boolean_pos((PEND_REF = 0))) and LOC_RESET);
PAGE_BUSY_next <= Bit_val(Boolean_pos((SDRAM_RAM = ’0’)));
Am Ende des kombinatorischen Prozesses werden allen asynchronen Ausgangssignalen die
neuen Werte zugewiesen. Diese Zuweisung erfolgt mit einer nutzerdefinierten Verzo¨gerungs-
zeit.
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-- assign conditional outputs
SET_READ_HIT_FLAG <= SET_READ_HIT_FLAG_next after 1 ns;
CLR_READ_HIT_FLAG <= CLR_READ_HIT_FLAG_next after 1 ns;
Die Zuweisung an die synchronen Ausgangssignale und die Variablen erfolgt erst bei der
na¨chsten aktiven Taktflanke.
-- active clock edge synchronisation
CONT_BURST <= CONT_BURST_next after 1 ns;
LOC_RDY <= LOC_RDY_next after 1 ns;
Die Zuweisung an die StateOutputs erfolgt innerhalb der Architecture, aber außerhalb der
Prozesse. Diese Zuweisungen erfolgen, sobald sich der Wert der Variablen state gea¨ndert hat.
stateout_1 <= state(1) after 2 ns;
stateout_3(1) <= state(1) after 2 ns;
stateout_3(0) <= state(0) after 2 ns;
In VHDL ist es nicht mo¨glich, eine Konkatenation einzelner Bits des Zustandsvektors an
einen StateOutput zuzuweisen. Daher muß jedem Bit des StateOutputs das entsprechende
Bit aus dem Zustandsvektor zugewiesen werden.
Umsetzung des QUERY–Symbols
Das QUERY–Symbol wird in eine if-then-else Anweisung umgesetzt. Die in der Kompo-
nente expr der Struktur query detail gespeicherte Expression wird ausgeschrieben.
if ( Boolean_val(Bit_pos(CLR_REFRESHHITFLAG)) ) then
StoreLocBusAddres_next <= ’1’;
SnoopRequest_next <= ’1’;
next_state <= S1;
else
next_state <= S0;
end if;
Im then–Zweig werden alle nachfolgenden Symbole bis zum na¨chsten STATE–Symbol be-
schrieben, ebenso im else–Fall. Geschachtelte Bedingungen werden nach dem gleichen Prin-
zip beschrieben.
Umsetzung des CASE–Symbols
In einem CASE–Symbol kann ein Signal oder eine Variable auf verschiedene Werte abgefragt
werden. Dazu du¨rfen 0, 1 und − (
”
don’t care“) verwendet werden. Wenn ein CASE–Symbol
”
don’t care“ entha¨lt, darf es nicht in eine case–Anweisung umgesetzt werden, da der De-
sign Compiler diese Anweisung falsch interpretieren wu¨rde. Der Design Compiler betrachtet
jeden Vergleich mit
”
don’t care“ als falsch. Das entspricht aber nicht dem gewu¨nschten Ver-
halten. Deshalb wird ein CASE–Symbol, welches
”
don’t care“ entha¨lt, grundsa¨tzlich in eine
if-then-elsif–Anweisung umgesetzt.
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if ( (PRECHARGE_MODE(1) ) = ’1’ ) then
PAGE_BUSY_next <= ’1’;
next_state <= S25;
elsif ( (PRECHARGE_MODE(1 downto 0) ) = B"00" ) then
WORDBUSY_next <= Bit_val(Boolean_pos((BURST_LENGTH < 2)));
next_state <= S22;
else
WORDBUSY_next <= ’1’;
next_state <= S24;
end if;
Es werden nur die Bits fu¨r den Vergleich herangezogen, die nicht
”
don’t care“ sind.
In den einzelnen Zweigen der if-then-elsif–Anweisung werden alle Aktionen bis zum
na¨chsten STATE–Symbol beschrieben. Der else–Zweig beschreibt die Restzeile (
”
others“)
des CASE–Symbols. Wenn keine Restzeile vorhanden ist, wird der letzte elsif–Zweig als
else ausgeschrieben und kein weiterer Vergleich vorgenommen.
Ein CASE–Symbol ohne
”
don’t care“ wird in eine case–Anweisung umgesetzt. Sie wird vom
Synthesetool besser verarbeitet als eine gleichwertige if-then-elsif–Anweisung.
case PRECHARGE_MODE is
when B"00" =>
PAGE_BUSY_next <= ’1’;
next_state <= S1;
when B"01" =>
WORDBUSY_next <= ’1’;
next_state <= S2;
when others =>
next_state <= S4;
end case;
Der Inhalt der einzelnen Alternativen entspricht dem der if-then-elsif–Anweisung.
Wenn keine Restzeile vorhanden ist, wird der when others–Zweig weggelassen.
Umsetzung des RESET–Symbols
Im Resetfall werden alle Ausgangssignale, Variablen und lokale Signale auf ihren Defaultwert
gesetzt. Danach werden alle Symbole/Aktionen bis zum na¨chsten STATE–Symbol beschrie-
ben. In welchem Prozeß der Reset beschrieben wird, ha¨ngt davon ab, ob er synchron oder
asynchron ist.
Ein asynchroner Reset wird im synchronen Prozeß beschrieben.
process ( LOC_CLK, LOC_RESET )
Im Prozeß wird unterschieden, welches Ereignis den Prozeß ausgelo¨st hat. Der Reset hat
dabei eine ho¨here Priorita¨t als das Taktsignal.
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if (LOC_RESET = ’1’) then
REFRESHREQUEST <= ’0’ after 1 ns;
PEND_REF <= B"0000" after 1 ns;
RF_CNT <= B"0000000000000000" after 1 ns;
-- async reset combinational part
state <= S0;
elsif ( LOC_CLK’event and LOC_CLK = ’1’ ) then
...
end if;
Die Zuweisungen im synchronen Prozeß erfolgen stets an die Signale und Variablen selbst,
nicht an tempora¨re Signale und Variablen. Deswegen wird hier eine Verzo¨gerungszeit ange-
geben.
Ein synchroner Reset wird im kombinatorischen Prozeß beschrieben. Wenn der Reset aktiv
ist, wird der Resetpfad abgearbeitet, ansonsten die case–Anweisung, die die Zusta¨nde der
FSM beschreibt.
-- reset signal path
if ( loc_res = ’1’ ) then
var_1_next <= read;
var_2_next <= B"000000";
if ( Boolean_val(expr_2) ) then
next_state <= S1;
else
next_state <= S0;
end if;
else
-- state case
case state is
...
end case;
Im synchronen Prozeß werden die tempora¨ren Signale und Variablen an die eigentlichen
Signale und Variablen zugewiesen. Damit werden bei der na¨chsten aktiven Taktflanke alle
synchronen Signale und die Variablen zuru¨ckgesetzt. Die Ru¨cksetzung der asynchronen Si-
gnale erfolgt bereits am Ende des kombinatorischen Prozesses. Die Verzo¨gerungszeit wird erst
bei der endgu¨ltigen Zuweisung angegeben.
8.4 Optimierung des Codes
Die Notwendigkeit der Optimierung des Codes ergab sich aus der Tatsache, daß eine erzeugte
Verilog HDL–Beschreibung einer relativ kleinen FSM u¨ber 5 MB (etwa 65000 Zeilen) groß
geworden war. Fu¨r die Optimierung des Codes gab es zwei prima¨re Gru¨nde: die nachfolgenden
Tools, wie Simulator und Synthesetool, wu¨rden zuviel Zeit beanspruchen bzw. aufgrund der
Gro¨ße der Datei u¨berhaupt nicht funktionieren und der Codegenerator beno¨tigt zuviel Zeit.
Nach eingehender Untersuchung des Codes ist aufgefallen, daß im Code eine case–Anweisung
mehrfach dupliziert wird, obwohl das entsprechende CASE–Symbol nur einmal in der Zeich-
nung plaziert wurde. Der Grund hierfu¨r ist, daß eine Vielzahl von Bedingungen getestet
werden, bevor das Case erreicht wird (vgl. Beispiel in Anhang C.1).
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Daraus ergaben sich zwei Mo¨glichkeiten der Codeoptimierung. Zum einen ko¨nnen zwei Be-
dingungen zu einer neuen Bedingung zusammengefaßt werden, wobei eine Bedingung direk-
ter Nachfolger der anderen Bedingung ist und dieselbe Folge von Anweisungen in beiden
Bedingungen ausgefu¨hrt wird. So ko¨nnen zum Beispiel diese zwei Bedingungen (in Verilog
HDL–Schreibweise dargestellt)
if (LINE_HIT == 7)
begin
if (SEL_LINE4READ == 7)
begin
casex ( LINE_VALID ) //synopsys full_case
...
endcase
end
else
begin
SEL_LINE4WRITE = 7;
...
end
end
else
begin
casex ( LINE_VALID ) //synopsys full_case
...
endcase
end
zu einer einzigen Bedingung zusammengefaßt werden (Verilog HDL–Syntax):
if ( (LINE_HIT == 7) && (!(SEL_LINE4READ == 7)) )
begin
SEL_LINE4WRITE = 7;
...
end
else
begin
casex ( LINE_VALID ) //synopsys full_case
...
endcase
end
Die Liste aller Symbole (Komponente symbolbeschreibung in der Struktur s fsm) wird um
diese neue Bedingung erweitert. Alle anderen Angaben werden von den beiden urspru¨nglichen
Bedingungen (QUERY–Symbolen) u¨bernommen. Diesen beiden Symbolen wird dann der Typ
DELETED zugewiesen, so daß sie bei der Codegenerierung nicht mehr betrachtet werden.
Bedingungen mit den oben beschriebenen Eigenschaften ko¨nnen in VHDL ebenfalls zusam-
mengefaßt werden. Da das Ergebnis jedes einzelnen Vergleiches vom Typ BOOLEAN sein muß,
ko¨nnen auch bitweise Operatoren benutzt werden. Die bitweisen Operatoren and, or und not
sind auch u¨ber Boolesche Operanden definiert. Das Verhalten von logischen und bitweisen
Operatoren bei 1 Bit breiten Operanden ist identisch.
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if ( (LINE_HIT = B"111") and not (SEL_LINE4READ = B"111") ) then
SEL_LINE4WRITE = B"111";
...
else
case LINE_VALID is
...
end case;
end if;
Die zweite Mo¨glichkeit der Codeoptimierung besteht darin, jedes CASE–Symbol als eine
Task in Verilog HDL zu beschreiben. An der Stelle im Code, wo die entsprechende case–
Anweisung ausgefu¨hrt werden soll, wird dann nur noch die zugeho¨rige Task aufgerufen. Fu¨r
den Fall, daß die case–Anweisung nur ein einziges Mal im Code aufgefu¨hrt wird, ergibt
sich ein Mehraufwand von 5 Zeilen. Sobald diese case–Anweisung jedoch zweimal oder o¨fter
beno¨tigt wird, ergibt sich eine Einsparung an Code.
task task_for_case1074662272;
begin
casex ( LINE_VALID ) //synopsys full_case
<Beschreibung des CASE-Symbols>
endcase
end
endtask
Die Beschreibung des CASE–Symbols entha¨lt alle Aktionen bis zum nachfolgenden STATE–
Symbol.
Um beim Aufruf einer Task die richtige Task zuordnen zu ko¨nnen, wurde als Bezeichner der
Task die id des CASE–Symbols gewa¨hlt.
Die Optimierung der case– bzw. if-then-elsif–Anweisung im VHDL–Code erfolgt analog
zu der im Verilog HDL–Code. In VHDL wird jede case– und jede if-then-elsif–Anweisung
als eine Prozedur beschrieben. Alle in der Entity deklarierten Signale und Variablen sind in
dieser Prozedur bekannt und ko¨nnen auch vera¨ndert werden, so daß der neue Wert außerhalb
der Prozedur bekannt ist.
Bei geschachtelten CASE–Symbolen wird hierarchisch bei der Abarbeitung einer Prozedur fu¨r
ein CASE–Symbol nur die Prozedur fu¨r das entsprechende innere CASE–Symbol aufgerufen.
procedure task_for_case1074826512(dummy: in integer) is
begin
case PRECHARGE_MODE is
<Beschreibung des CASE--Symbols>
end case;
end;
Falls die Prozedur nur ein einziges Mal im Code aufgerufen wird, ergibt sich ein Mehraufwand
von 5 Zeilen.
Das verwendete Synthesetool erwartet bei jeder Prozedur einen formalen Parameter. Deshalb
wurde der dummy–Parameter eingefu¨hrt. Er wird innerhalb der Prozedur nicht verwendet.
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Bei dem oben genannten Beispiel ergab sich fu¨r Verilog HDL nach Einfu¨hrung einer Task
fu¨r jedes CASE–Symbol eine Einsparung von 4 MB Code. Nach dem Zusammenfassen von
einzelnen Bedingungen war der erzeugte Verilog HDL–Code nur noch 11 KB (das entspricht
317 Zeilen) groß.
Die Optimierung des VHDL–Codes ergab ebenfalls eine enorme Einsparung. Der optimierte
VHDL–Code ist nur noch 9 KB (246 Zeilen) groß gegenu¨ber 5 MB vor der Optimierung.
Die semantische Gleichheit des optimierten Verilog HDL–Codes und VHDL–Codes wurde
mittels Simulation nachgewiesen. Die Synthese liefert ebenfalls die gleichen Ergebnisse.
8.5 Ergebnisse
Der Verilog– sowie der VHDL–Codegenerator sind umfassend getestet worden. Fu¨r die Tests
standen zahlreiche Finite State Machines, die mit dem SME spezifiziert worden sind, zur
Verfu¨gung. Dabei handelte es sich hauptsa¨chlich um Controller.
Alle erzeugten Verhaltensbeschreibungen sind simuliert worden. Das Ergebnis der Simulation
stimmt mit dem spezifizierten Verhalten u¨berein.
Eine repra¨sentative Untermenge aller simulierten FSMs ist synthetisiert worden. Die Ergeb-
nisse der Synthese entsprachen den Erwartungen. Die Vergleichssimulation der Verhaltens-
beschreibungen mit den Netzlisten hat ergeben, daß die synthetisierte Schaltung das gleiche
Verhalten wie die VHDL– bzw. Verilog HDL–Beschreibung hat.
Die Angabe von Verzo¨gerungszeiten ist zwar nicht synthetisierbar, aber diese Angaben wer-
den nur fu¨r die Simulation beno¨tigt. Die realen Verzo¨gerungszeiten ergeben sich aus den
Gatterlaufzeiten und der La¨nge der Leitungsbahnen.
Die Synthese der optimierten Codes liefert die gleiche Netzliste wie die Synthese der nicht
optimierten Beschreibung (sofern das Synthesetool die Datenmenge einer nicht optimierten
Beschreibung noch verarbeiten kann).
Ausfu¨hrliche Beispiele sind im Anhang C.1 zu finden.
Kapitel 9
Zusammenfassung und Ausblick
Die Hauptpunkte dieser Arbeit waren die Zustandskodierung und die Codegeneratoren fu¨r
Verilog HDL und VHDL.
Es wurden verschiedene Kodierungsarten untersucht. Besonderes Augenmerk galt dem Gray–
Code und der Gray–Kodierbarkeit von Finite State Machines, da Gray–Code eine hazardfreie
Kodierung von FSMs ermo¨glicht.
Ein Algorithmus fu¨r hazardfreie Kodierung von FSMs wurde entwickelt und implementiert.
Die
”
one hot“–Kodierung wurde ebenfalls realisiert.
Die Unterstu¨tzung des Entwicklers einer FSM bei der hazardfreien Kodierung ist sehr wichtig,
da die Anzahl der Zusta¨nde einer zu kodierenden FSM meist sehr hoch ist. Eine manuelle
hazardfreie Kodierung und Optimierung der Kodierung ist bei dieser Komplexita¨t nicht mehr
mo¨glich. Um aber dem Entwickler trotzdem Freiheiten bei der Kodierung zu lassen, ihn
nicht abha¨ngig von dem Kodierungsalgorithmus zu machen, wurde zum einen die Mo¨glichkeit
vorgesehen, nur einen Teil der FSM hazardfrei zu kodieren und zum anderen wurde auch
nutzerdefinierte Kodierung zugelassen.
Die syntaktische Korrektheit der erfaßten FSMs wird vom State Machine Editor sichergestellt.
Der Codegenerator nimmt die Umsetzung in eine Hardwarebeschreibungssprache nur bei
syntaktisch korrekten FSMs vor.
Der entwickelte Codegenerator wurde an zahlreichen Real–World–FSMs getestet. Die erzeug-
ten Beschreibungen wurden simuliert und synthetisiert. Damit konnte nachgewiesen werden,
daß die Umsetzung der Graphik in Verilog HDL und VHDL syntaktisch und semantisch
korrekt ist.
Finite State Machines, die einmal mit dem State Machine Editor entworfen worden sind,
ko¨nnen nach Verilog HDL und nach VHDL u¨bersetzt werden, ohne daß eine A¨nderung an
der Graphik notwendig ist.
Die Mo¨glichkeit, mehrere miteinander kommunizierende FSMs zu entwerfen, wird derzeit
vom SME noch nicht unterstu¨tzt. Der Codegenerator ist zwar so konzipiert, daß solche FSMs
beschrieben werden ko¨nnen, diese Eigenschaft konnte aber nicht getestet werden.
Die neuen Codegeneratoren haben mehrere Vorteile gegenu¨ber der Vorga¨ngerlo¨sung. Es ko¨n-
nen nicht nur skalare Signale verarbeitet werden, die Menge der unterstu¨tzten Operatoren
ist wesentlich erweitert worden, es ist ein neues Symbol (CASE–Symbol) zur Menge der
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mo¨glichen Symbole hinzugekommen und es ko¨nnen miteinander kommunizierende FSMs be-
schrieben werden.
Zur Analyse von Finite State Machines hinsichtlich Redundanz1 und Erreichbarkeit2 wur-
den nur theoretische Betrachtungen durchgefu¨hrt. Aufgrund der Komplexita¨t der mit dem
SME spezifizierbaren FSMs (Signale beliebiger Breite, Variablen sowie logische, bitweise und
arithmetische Operatoren) sind diese Probleme nicht mit herko¨mmlichen bzw. existierenden
Algorithmen (zum Beispiel vollsta¨ndige Simulation) zu lo¨sen. Fu¨r einen Test, ob alle Pfade er-
reichbar sind, wa¨re es notwendig, die Variablen aus der Betrachtung herauszulo¨sen, d.h. davon
auszugehen, daß sie alle mo¨glichen Werte annehmen ko¨nnen. Dies ist eine Vereinfachung, die
nicht in jedem Fall angenommen werden darf. Wenn beispielsweise eine Variable mit 0 initiali-
siert und stets 2 dazu addiert wurde, ist eine Abfrage, ob die Variable den Wert 2, 4, 6 . . . hat,
durchaus gerechtfertigt. Wenn diese Variable aber mit 1 (oder einer beliebig anderen ungera-
den Zahl) initialisiert wurde, wu¨rde diese Abfrage stets mit nein beantwortet werden mu¨ssen.
Mit der obigen Annahme sind solche Fehler nicht erkennbar.
Eine mo¨gliche und wichtige Erweiterung des Codegenerators ist eine Funktion, die alle CASE–
Symbole auf vollsta¨ndige Auskodierung testet. Dabei kann herausgefunden werden, ob die
Restzeile (
”
others“) verwendet werden muß bzw. ob die Verwendung gerechtfertigt ist.
Der erreichte Stand der Arbeit erlaubt es, Finite State Machines fu¨r den kommerziellen
Bereich zu entwickeln. Die mo¨glichen Erweiterungen sind ein weiterer Schritt in Richtung
automatischer Entwurf. Sie unterstu¨tzen den Entwickler beim Entwurf, indem sie eventuelle
Fehler aufzeigen.
1Zwei Zusta¨nde sind redundant, wenn sie gleiches Ein– und Ausgangsverhalten haben.
2Nicht alle graphisch dargestellten Pfade existieren auch logisch. Beispielsweise kann die Abfrage a||b nicht
mehr mit nein beantwortet werden, wenn die vorherige Abfrage a&&b mit ja beantwortet wurde. Das kann zu
einzelnen nicht erreichbaren Pfaden oder zu nicht erreichbaren Zusta¨nden fu¨hren.
Anhang A
Spezifikation der Zwischensprache
Diese Spezifikation soll die ASCII–Datei, welche die Schnittstelle zwischen dem State Machine
Editor und den Codegeneratoren darstellt, beschreiben. Diese ASCII–Datei beinhaltet die
Zwischensprache, aus der mit Hilfe des Codegenerators VHDL– oder Verilog HDL–Code
erzeugt wird.
Zuerst werden Begriffe, die im SME verwendet werden, erla¨utert. Anschließend wird das
Format des Teiles der ASCII–Datei vorgestellt, der zur Codegenerierung von Bedeutung ist.
Die ASCII–Datei hat außerdem noch einen Graphikteil, der speziell fu¨r den graphischen
Editor wichtige Daten, wie zum Beispiel die Koordinaten der einzelnen Symbole, entha¨lt.
Diese Spezifikation ist in Zusammenarbeit mit den Programmierern des SME entstanden.
A.1 Begriffe
Input: ist ein Signal, welches Eingangssignal fu¨r eine FSM ist.
Output: ist ein Signal, welches Ausgangssignal fu¨r eine FSM ist.
Local: ist ein lokales Signal, welches Ausgangssignal einer FSM und Eingangssignal einer
zweiten FSM ist. Solange es nur einzelne FSMs gibt (nicht mehrere FSMs pro Zeichnung
im SME), gibt es diese Signalart nicht.
Variable: ist ein Signal, welches beschrieben werden kann und ihren Wert la¨nger als eine
Taktperiode beha¨lt.
StateOutput: ist ein Signal, welches den Zustandsvektor oder einzelne Bits desselben re-
pra¨sentiert.
Expression: ist ein regula¨rer Ausdruck, der ausgewertet werden kann. Konstanten sind auch
Expressions.
Alias: ist eine Konkatenation von Signalen. Im einfachsten Fall bekommt ein Signal oder
Teilbus einen neuen Bezeichner.
Bezeichner: sind alle in C zugelassenen Bezeichner. Sie werden fu¨r Signalnamen, Variablen,
Expressions und Aliase verwendet.
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A.2 Signale
Signale ko¨nnen sein:
• Inputs
• Outputs
• Locals
• Variablen
• StateOutputs
StateOutputs sind Ausgangssignale der FSM, die ihren Wert mit jedem neuen Zustand der
FSM a¨ndern. Der zugewiesene Wert entspricht einzelnen Bits des Zustandsvektors. Die Maske
fu¨r die StateOutputs kann im SME u¨ber ein Menu¨ festgelegt werden. StateOutputs werden
in der Graphik nicht explizit dargestellt.
Inputs und Outputs haben immer einen Port. Locals und Variablen ko¨nnen einen Port haben.
Outputs und Locals ko¨nnen vom Typ Next oder Conditional sein. Variablen sind immer vom
Typ Next. Damit gibt es acht Mo¨glichkeiten von Signalen und ihrem Verhalten:
Signalart Synchronverhalten
Output
Next
Local
Conditional
Local mit Port
Variable mit Port Next
StateOutput Conditional
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A.3 Operatoren
Die zugelassenen Operatoren entsprechen einer Untermenge der C–Operatoren, deren Prio-
rita¨ten und Syntax (vgl. [KR90]). Es wird zwischen logischen und bitweisen Operatoren un-
terschieden. Die logischen Operatoren liefern ein 1 Bit breites Ergebnis. Außerdem gibt es
zusa¨tzliche Operatoren, wie z.B. Klammern und Bereichsangaben.
! NOT
&& AND
|| OR
> GRO¨SSER
>= GRO¨SSER GLEICH
< KLEINER
<= KLEINER GLEICH
== IDENTISCH
! = UNGLEICH
Tabelle A.1: Logische Operatoren in der Zwischensprache
˜ NOT
& AND
| OR
+ PLUS
− MINUS
Tabelle A.2: Bitweise Operatoren in der Zwischensprache
(, ) KLAMMERN
[1.Zahl : 2.Zahl] BEREICH/TEILBUS
= ZUWEISUNG
Tabelle A.3: Weitere Operatoren in der Zwischensprache
Die Darstellung der Basis von Zahlen erfolgt mit dem Pra¨fix b’ fu¨r Bina¨rzahlen, d’ fu¨r Dezi-
malzahlen und h’ fu¨r Hexadezimalzahlen.
Ausdru¨cke mu¨ssen zur Ausgabe in VHDL oder Verilog HDL in Infix vorliegen. Deswegen
ist die U¨bergabe in dieser Form sinnvoll. Die teilweise notwendige Wandlung nach Postfix
zum Reachability Check ist unkompliziert, wogegen eine komplette Umwandelung von Postfix
nach Infix sehr aufwendig wa¨re.
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A.4 Symbole
Es gibt die folgenden Symbole:
RESET: Das Resetsignal kann ein skalares Signal oder eine Expression sein. Die Expression
muß ein 1 Bit breites Ergebnis liefern. Das RESET–Symbol kommt pro FSM nur einmal
vor.
SET: Ausgangssignale, die im SET–Symbol beschrieben sind, ko¨nnen auf einen Wert gesetzt
werden, der entweder direkt oder mittels einer Expression angegeben ist.
STATE: Das STATE–Symbol besteht aus einer Zustandsnummer, die vom SME vergeben
wird, der Zustandskodierung, die entweder vom Nutzer vorgegeben oder von einer Ko-
dierungsfunktion ermittelt wird und aus einem Kommentar, welche Aufgabe dieser Zu-
stand hat.
QUERY: Das QUERY–Symbol entha¨lt eine Expression, die ausgewertet wird. Das Ergebnis
ist entweder true oder false.
CASE: Das Signal, das im CASE–Symbol abgefragt wird, kann mehr als zwei Werte an-
nehmen. In Abha¨ngigkeit vom Wert des Signales wird zu unterschiedlichen Nachfol-
gesymbolen verzweigt. Eine others–Zeile ist notwendig, wenn nicht alle Mo¨glichkeiten
abgefragt werden. Ansonsten kann die others–Zeile entfallen.
UNUSED: In das UNUSED–Symbol kann nur bei fehlerhaftem Zustandswechsel verzweigt
werden, d.h. wenn ein Zustandsvektor berechnet wurde, der keinem Zustand entspricht.
Dieses Symbol kann nur einmal pro FSM vorkommen.
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A.5 Format der ASCII–Datei
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Anhang B
Syntax und Semantik des State
Machine Editors
Beim Entwurf von Finite State Machines mit dem SME stehen die im folgenden beschriebenen
Symbole zur Verfu¨gung.
Abbildung B.1: STATE–Symbol und UNUSED–Symbol im SME
Das Symbol zur Darstellung eines Zustandes (STATE–Symbol) entha¨lt eine symbolische Zu-
standsnummer (S0), optional einen Kommentar (idle) zur Funktion des Zustandes und, eben-
so optional, eine nutzervergebene oder funktional ermittelte Zustandskodierung (0011). Das
UNUSED–Symbol ist eine Abwandlung des STATE–Symbols. Es vereint alle nicht benutzten
Zustandskodierungen in einem Symbol. Das Nachfolgesymbol des UNUSED–Symbols muß
ein STATE–Symbol sein.
Abbildung B.2: SET–Symbol im SME
Zur Darstellung eines oder mehrerer Ausgangssignale, Variablen oder lokaler Signale wird
das SET–Symbol verwendet. Der Wert, den das Signal/die Variable bekommen soll, wird
direkt im Symbol angegeben. Eine Ausnahme bilden nur skalare Signale. Sie werden stets auf
ihren aktiven Wert gesetzt. Einem Signal/einer Variablen kann auch in Abha¨ngigkeit einer
Bedingung ein Wert zugewiesen werden. Diese bedingte Zuweisung kann ebenfalls mit dem
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SET–Symbol beschrieben werden. Die Kennung (N, C, V, A) gibt an, wann das Signal gesetzt
werden soll:
N (Next): Der Wert wird bei der na¨chsten aktiven Taktflanke an das Signal zugewiesen.
C (Conditional): Der Wert wird sofort an das Signal zugewiesen.
V (Variable): Einer Variablen wird grundsa¨tzlich erst bei der na¨chsten aktiven Taktflanke
der neue Wert zugewiesen.
A (Alias): Einem Alias kann ein Wert zugewiesen werden, wenn er aus Ausgangssignalen
und/oder Variablen zusammengesetzt ist. Der Zeitpunkt der Zuweisung richtet sich
nach der Art der einzelnen Signale. Variablen und synchronen Signalen wird der Wert
erst zur na¨chsten aktiven Taktflanke zugewiesen, asynchronen Signalen sofort.
Abbildung B.3: QUERY–Symbol im SME
Eine Bedingung wird in einem QUERY–Symbol auf true oder false gepru¨ft. Die Bedingung
kann ein beliebiger Ausdruck aus Eingangssignalen, Variablen und Operatoren sein. Ein Aus-
druck ist eine logische oder bitweise Verknu¨pfung zweier Ausdru¨cke oder ein Signal. Das
Resultat einer logischen Verknu¨pfung ist ein 1 Bit breites Ergebnis, wa¨hrend die bitweise
Verknu¨pfung ein Ergebnis liefert, das genauso breit ist, wie die beiden Operanden. Linker
und rechter Operand eines bitweisen Operators mu¨ssen gleich breit sein. Aufgrund des Er-
gebnisses des Ausdruckes wird in eine der beiden Richtungen verzweigt.
Abbildung B.4: CASE–Symbol im SME
Die Mehrfachverzweigung ermo¨glicht es, ein Signal nicht nur auf einen bestimmten Wert zu
testen, sondern in Abha¨ngigkeit eines bestimmten Wertes eine von mehreren verschiedenen
Aktionen auszufu¨hren. Wenn nicht alle mo¨glichen Bitkombinationen des Signales getestet
werden, muß es eine Restzeile (
”
others“) geben. Somit kann es nicht vorkommen, daß ein
Bitmuster vorliegt, fu¨r das es keine Verzweigungsmo¨glichkeit gibt. Eine FSM ist nur dann
syntaktisch korrekt, wenn entweder alle Mo¨glichkeiten auskodiert wurden oder eine Restzeile
vorhanden ist.
ANHANG B. SYNTAX UND SEMANTIK DES STATE MACHINE EDITORS 93
Abbildung B.5: RESET–Symbol im SME
Das Reset–Symbol kann nur einmal pro FSM vorkommen. Der Reset kann ein skalares Signal
oder ein Ausdruck sein, der ein 1 Bit breites Ergebnis liefert. Der Resetpfad wird genau dann
abgearbeitet, wenn die Resetbedingung wahr ist. Dem RESET–Symbol kann jedes beliebige
Symbol folgen. Der Reset kann synchron oder asynchron sein. Bei synchronem Reset wird die
Resetbedingung nur getestet, wenn die aktive Taktflanke vorlag, wa¨hrend ein asynchroner
Reset unabha¨ngig vom Taktsignal getestet wird. Wenn die Resetbedingung wahr ist, werden
alle Ausgangssignale und lokalen Signale auf ihren inaktiven Wert gesetzt, alle Variablen auf
ihren Defaultwert.
Eine FSM besteht aus einer Menge von Symbolen, Ein– und Ausgangssignalen. Pro FSM muß
genau ein RESET–Symbol verwendet werden. Die Verwendung des UNUSED–Zustandes ist
optional. Sie ha¨ngt vom Design der FSM, von der Art der Zustandskodierung und von der
geforderten Gro¨ße und Taktfrequenz der synthetisierten Schaltung ab. Alle anderen Symbole
ko¨nnen in beliebiger Anzahl und Reihenfolge plaziert werden. Zu beachten ist, daß bei der
Abfrage einer Variablen innerhalb des gleichen Zustandes (Dauer einer Taktperiode), in dem
diese modifiziert wurde, der alte und nicht der neue Wert als Ergebnis geliefert wird. Schleifen
mu¨ssen grundsa¨tzlich u¨ber ein STATE–Symbol gehen, d.h. eine Schleife kann aus beliebig
vielen Symbolen/Aktionen bestehen, wovon mindestens ein Symbol ein STATE–Symbol sein
muß.
Die U¨berpru¨fung der Syntax erfolgt bereits zur Laufzeit durch den SME.
Anhang C
Beispiele
C.1 Beispiel fu¨r Optimierung eines Memory–Cache–Control-
lers mit automatischer Zustandskodierung
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zum wegschmeissen
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C.1.1 Verilog HDL–Code
/****************************************************/
/* Verilog Description of mem_cache_ctl1 */
/* generated by sme2hdl at Wed Aug 28 16:15:53 1996 */
/* (c) SNI AG, BU PC, SC SB, LBE4 */
/****************************************************/
‘timescale 1ns / 1ns
module mem_cache_ctl1 ( EN_WR_LINESEL_H, DO_WRITEBACK_H, LOC_RESET_H,
SEL_LINE4READ_H, CACHE_FULL_H, ONE_LINEFREE_H,
LINE_VALID_H, LINE_HIT_H, SEL_LINE4WRITE_H,
LOC_CLK_H );
/* declare module ports */
input EN_WR_LINESEL_H;
input DO_WRITEBACK_H;
input LOC_RESET_H;
input [2:0] SEL_LINE4READ_H;
input CACHE_FULL_H;
input ONE_LINEFREE_H;
input [7:0] LINE_VALID_H;
input [7:0] LINE_HIT_H;
output [2:0] SEL_LINE4WRITE_H;
input LOC_CLK_H; /* clock signal for FSM mem_cache_ctl1 */
/* define delays */
parameter async_delay = 1;
parameter sync_delay = 1;
/* declare the symbolic names for states in mem_cache_ctl1 */
/* (automatic encoding) */
parameter [0:0] //synopsys enum state_info
S1 = 1’d1, /* CACHE_IDLE */
S0 = 1’d2; /* CACHE_RESET */
reg [0:0] /* synopsys enum state_info */ state;
reg [0:0] /* synopsys enum state_info */ _next_state;
//synopsys state_vector state
/* declare temporary variables */
reg [2:0] SEL_LINE4WRITE, _SEL_LINE4WRITE_next;
/* compensation of assertion level for inputs and outputs */
wire EN_WR_LINESEL = EN_WR_LINESEL_H;
wire DO_WRITEBACK = DO_WRITEBACK_H;
wire LOC_RESET = LOC_RESET_H;
wire [2:0] SEL_LINE4READ = SEL_LINE4READ_H;
wire CACHE_FULL = CACHE_FULL_H;
wire ONE_LINEFREE = ONE_LINEFREE_H;
wire [7:0] LINE_VALID = LINE_VALID_H;
wire [7:0] LINE_HIT = LINE_HIT_H;
wire LOC_CLK = LOC_CLK_H;
wire [2:0] SEL_LINE4WRITE_H;
assign #sync_delay SEL_LINE4WRITE_H = SEL_LINE4WRITE;
/* declare expressions */
/* no expressions */
/* declare constants */
/* no constants */
//synopsys sync_set_reset "LOC_RESET"
task task_for_case1075203648;
begin
casex ( LINE_VALID ) //synopsys full_case
8’b0xxxxxxx:
begin
_SEL_LINE4WRITE_next = 3’d7;
_next_state = S1;
end
8’bx0xxxxxx:
begin
_SEL_LINE4WRITE_next = 3’d6;
_next_state = S1;
end
8’bxx0xxxxx:
begin
_SEL_LINE4WRITE_next = 3’d5;
_next_state = S1;
end
8’bxxx0xxxx:
begin
_SEL_LINE4WRITE_next = 3’d4;
_next_state = S1;
end
8’bxxxx0xxx:
begin
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_SEL_LINE4WRITE_next = 2’d3;
_next_state = S1;
end
8’bxxxxx0xx:
begin
_SEL_LINE4WRITE_next = 2’d2;
_next_state = S1;
end
8’bxxxxxx0x:
begin
_SEL_LINE4WRITE_next = 1’d1;
_next_state = S1;
end
8’bxxxxxxx0:
begin
_SEL_LINE4WRITE_next = 1’d0;
_next_state = S1;
end
default:
begin
_next_state = S1;
end
endcase
end
endtask
/*****************************************/
/* combinational part for mem_cache_ctl1 */
/*****************************************/
always @ ( state )
begin : comb
/* set all output signals to default */
/* set all variables to their last valid value */
_SEL_LINE4WRITE_next = SEL_LINE4WRITE;
/* reset signal path */
if ( LOC_RESET )
begin
_SEL_LINE4WRITE_next = 3’b000;
_next_state = S0;
end
else
begin
/* state case */
case ( state ) //synopsys parallel_case full_case
S1:
begin
if ( EN_WR_LINESEL )
begin
if ( ((LINE_HIT[0]) && !((DO_WRITEBACK)&(((SEL_LINE4READ)==(’h0))))) )
begin
_SEL_LINE4WRITE_next = 1’d0;
_next_state = S1;
end
else
begin
if ( ((LINE_HIT[1]) && !((DO_WRITEBACK)&(((SEL_LINE4READ)==(’h1))))) )
begin
_SEL_LINE4WRITE_next = 1’d1;
_next_state = S1;
end
else
begin
if ( ((LINE_HIT[2]) && !((DO_WRITEBACK)&(((SEL_LINE4READ)==(’h2))))) )
begin
_SEL_LINE4WRITE_next = 2’d2;
_next_state = S1;
end
else
begin
if ( ((LINE_HIT[3]) && !((DO_WRITEBACK)&(((SEL_LINE4READ)==(’h3))))) )
begin
_SEL_LINE4WRITE_next = 2’d3;
_next_state = S1;
end
else
begin
if ( ((LINE_HIT[4]) && !((DO_WRITEBACK)&(((SEL_LINE4READ)==(’h4))))) )
begin
_SEL_LINE4WRITE_next = 3’d4;
_next_state = S1;
end
else
begin
if ( ((LINE_HIT[5]) && !((DO_WRITEBACK)&(((SEL_LINE4READ)==(’h5))))) )
begin
_SEL_LINE4WRITE_next = 3’d5;
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_next_state = S1;
end
else
begin
if ( ((LINE_HIT[6]) && !((DO_WRITEBACK)&(((SEL_LINE4READ)==(’h6))))) )
begin
_SEL_LINE4WRITE_next = 3’d6;
_next_state = S1;
end
else
begin
if ( ((LINE_HIT[7]) && !((DO_WRITEBACK)&(((SEL_LINE4READ)==(’h7))))) )
begin
_SEL_LINE4WRITE_next = 3’d7;
_next_state = S1;
end
else
begin
task_for_case1075203648;
end
end
end
end
end
end
end
end
end
else
begin
_next_state = S1;
end
end
S0:
begin
if ( EN_WR_LINESEL )
begin
if ( ((LINE_HIT[0]) && !((DO_WRITEBACK)&(((SEL_LINE4READ)==(’h0))))) )
begin
_SEL_LINE4WRITE_next = 1’d0;
_next_state = S1;
end
else
begin
if ( ((LINE_HIT[1]) && !((DO_WRITEBACK)&(((SEL_LINE4READ)==(’h1))))) )
begin
_SEL_LINE4WRITE_next = 1’d1;
_next_state = S1;
end
else
begin
if ( ((LINE_HIT[2]) && !((DO_WRITEBACK)&(((SEL_LINE4READ)==(’h2))))) )
begin
_SEL_LINE4WRITE_next = 2’d2;
_next_state = S1;
end
else
begin
if ( ((LINE_HIT[3]) && !((DO_WRITEBACK)&(((SEL_LINE4READ)==(’h3))))) )
begin
_SEL_LINE4WRITE_next = 2’d3;
_next_state = S1;
end
else
begin
if ( ((LINE_HIT[4]) && !((DO_WRITEBACK)&(((SEL_LINE4READ)==(’h4))))) )
begin
_SEL_LINE4WRITE_next = 3’d4;
_next_state = S1;
end
else
begin
if ( ((LINE_HIT[5]) && !((DO_WRITEBACK)&(((SEL_LINE4READ)==(’h5))))) )
begin
_SEL_LINE4WRITE_next = 3’d5;
_next_state = S1;
end
else
begin
if ( ((LINE_HIT[6]) && !((DO_WRITEBACK)&(((SEL_LINE4READ)==(’h6))))) )
begin
_SEL_LINE4WRITE_next = 3’d6;
_next_state = S1;
end
else
begin
if ( ((LINE_HIT[7]) && !((DO_WRITEBACK)&(((SEL_LINE4READ)==(’h7))))) )
begin
_SEL_LINE4WRITE_next = 3’d7;
_next_state = S1;
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end
else
begin
task_for_case1075203648;
end
end
end
end
end
end
end
end
end
else
begin
_next_state = S1;
end
end
default:
begin
//synopsys translate_off
//synopsys translate_on
_next_state = 1’bX;
//synopsys translate_off
//synopsys translate_on
end
endcase
end
end /* comb_process for mem_cache_ctl1 */
/***************************************/
/* synchronous part for mem_cache_ctl1 */
/***************************************/
always @ ( posedge LOC_CLK )
begin: sync
/* active clock edge synchronisation */
SEL_LINE4WRITE = _SEL_LINE4WRITE_next;
state = _next_state;
end /* sync_process for mem_cache_ctl1 */
/****************************/
/* state output assignments */
/****************************/
endmodule
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C.1.2 VHDL–Code
--VHDL Description of mem_cache_ctl1.sme
--generated by sme2hdl at Wed Aug 28 16:30:33 1996
library IEEE;
library SYNOPSYS;
library WORK;
use IEEE.std_logic_1164.all;
use IEEE.std_logic_misc.all;
use SYNOPSYS.ATTRIBUTES.all;
use WORK.sme_package.all;
entity mem_cache_ctl1 is
port( EN_WR_LINESEL_H,
DO_WRITEBACK_H,
LOC_RESET_H,
CACHE_FULL_H,
ONE_LINEFREE_H : in STD_ULOGIC;
SEL_LINE4READ_H : in STD_ULOGIC_VECTOR(2 downto 0);
LINE_VALID_H : in STD_ULOGIC_VECTOR(7 downto 0);
LINE_HIT_H : in STD_ULOGIC_VECTOR(7 downto 0);
LOC_CLK_H : in STD_ULOGIC; -- clock signal for FSM mem_cache_ctl1
SEL_LINE4WRITE_H : out STD_ULOGIC_VECTOR(2 downto 0)
);
end mem_cache_ctl1;
architecture behaviour of mem_cache_ctl1 is
-- declare the symbolic names for states in mem_cache_ctl1
-- (automatic encoding)
type state_t is (
S1, -- CACHE_IDLE
S0 -- CACHE_RESET
);
SIGNAL next_state, state : state_t;
-- declare temporary variables
SIGNAL EN_WR_LINESEL : BIT;
SIGNAL DO_WRITEBACK : BIT;
SIGNAL LOC_RESET : BIT;
SIGNAL SEL_LINE4READ : BIT_VECTOR(2 downto 0);
SIGNAL CACHE_FULL : BIT;
SIGNAL ONE_LINEFREE : BIT;
SIGNAL LINE_VALID : BIT_VECTOR(7 downto 0);
SIGNAL LINE_HIT : BIT_VECTOR(7 downto 0);
SIGNAL SEL_LINE4WRITE, SEL_LINE4WRITE_next : BIT_VECTOR(2 downto 0);
SIGNAL LOC_CLK : BIT;
-- declare expressions
-- declare constants
attribute sync_set_reset of LOC_RESET : signal is "true";
begin
--assertion level compensation
-- of clock signal(s)
LOC_CLK <= STD_ULOGICtoBIT(LOC_CLK_H);
-- of input signals
EN_WR_LINESEL <= STD_ULOGICtoBIT(EN_WR_LINESEL_H);
DO_WRITEBACK <= STD_ULOGICtoBIT(DO_WRITEBACK_H);
LOC_RESET <= STD_ULOGICtoBIT(LOC_RESET_H);
SEL_LINE4READ <= STD_ULOGIC_VECTORtoBIT_VECTOR(SEL_LINE4READ_H);
CACHE_FULL <= STD_ULOGICtoBIT(CACHE_FULL_H);
ONE_LINEFREE <= STD_ULOGICtoBIT(ONE_LINEFREE_H);
LINE_VALID <= STD_ULOGIC_VECTORtoBIT_VECTOR(LINE_VALID_H);
LINE_HIT <= STD_ULOGIC_VECTORtoBIT_VECTOR(LINE_HIT_H);
-- of state outputs
-- of variables
SEL_LINE4WRITE_H <= To_StdUlogicVector(SEL_LINE4WRITE) after 1 ns;
-- assignment of expressions
-- assignment of aliase
-----------------------------------------------
-- combinational part for FSM mem_cache_ctl1 --
-----------------------------------------------
comb:
process ( state )
procedure task_for_case1075203648(dummy: in integer);
procedure task_for_case1075203648(dummy: in integer) is
begin
if ( (LINE_VALID(7) ) = ’0’ ) then
SEL_LINE4WRITE_next <= "111";
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next_state <= S1;
elsif ( (LINE_VALID(6) ) = ’0’ ) then
SEL_LINE4WRITE_next <= "110";
next_state <= S1;
elsif ( (LINE_VALID(5) ) = ’0’ ) then
SEL_LINE4WRITE_next <= "101";
next_state <= S1;
elsif ( (LINE_VALID(4) ) = ’0’ ) then
SEL_LINE4WRITE_next <= "100";
next_state <= S1;
elsif ( (LINE_VALID(3) ) = ’0’ ) then
SEL_LINE4WRITE_next <= "011";
next_state <= S1;
elsif ( (LINE_VALID(2) ) = ’0’ ) then
SEL_LINE4WRITE_next <= "010";
next_state <= S1;
elsif ( (LINE_VALID(1) ) = ’0’ ) then
SEL_LINE4WRITE_next <= "001";
next_state <= S1;
elsif ( (LINE_VALID(0) ) = ’0’ ) then
SEL_LINE4WRITE_next <= "000";
next_state <= S1;
else
next_state <= S1;
end if;
end;
begin
-- set all output signals to default
-- set all variables to their last valid value
SEL_LINE4WRITE_next <= SEL_LINE4WRITE;
-- reset signal path
if ( Boolean_val(LOC_RESET) ) then
SEL_LINE4WRITE_next <= B"000";
next_state <= S0;
else
-- state case
case state is --synopsys full_case
when S1 =>
if ( Boolean_val(EN_WR_LINESEL) ) then
if ( (Boolean_val((LINE_HIT(0))) and not Boolean_val((DO_WRITEBACK and Boolean_pos((SEL_LINE4READ = X"0"))))) ) then
SEL_LINE4WRITE_next <= "000";
next_state <= S1;
else
if ( (Boolean_val((LINE_HIT(1))) and not Boolean_val((DO_WRITEBACK and Boolean_pos((SEL_LINE4READ = X"1"))))) ) then
SEL_LINE4WRITE_next <= "001";
next_state <= S1;
else
if ( (Boolean_val((LINE_HIT(2))) and not Boolean_val((DO_WRITEBACK and Boolean_pos((SEL_LINE4READ = X"2"))))) ) then
SEL_LINE4WRITE_next <= "010";
next_state <= S1;
else
if ( (Boolean_val((LINE_HIT(3))) and not Boolean_val((DO_WRITEBACK and Boolean_pos((SEL_LINE4READ = X"3"))))) ) then
SEL_LINE4WRITE_next <= "011";
next_state <= S1;
else
if ( (Boolean_val((LINE_HIT(4))) and not Boolean_val((DO_WRITEBACK and Boolean_pos((SEL_LINE4READ = X"4"))))) ) then
SEL_LINE4WRITE_next <= "100";
next_state <= S1;
else
if ( (Boolean_val((LINE_HIT(5))) and not Boolean_val((DO_WRITEBACK and Boolean_pos((SEL_LINE4READ = X"5"))))) ) then
SEL_LINE4WRITE_next <= "101";
next_state <= S1;
else
if ( (Boolean_val((LINE_HIT(6))) and not Boolean_val((DO_WRITEBACK and Boolean_pos((SEL_LINE4READ = X"6"))))) ) then
SEL_LINE4WRITE_next <= "110";
next_state <= S1;
else
if ( (Boolean_val((LINE_HIT(7))) and not Boolean_val((DO_WRITEBACK and Boolean_pos((SEL_LINE4READ = X"7"))))) ) then
SEL_LINE4WRITE_next <= "111";
next_state <= S1;
else
task_for_case1075203648(0);
end if;
end if;
end if;
end if;
end if;
end if;
end if;
end if;
else
next_state <= S1;
end if;
when S0 =>
if ( Boolean_val(EN_WR_LINESEL) ) then
if ( (Boolean_val((LINE_HIT(0))) and not Boolean_val((DO_WRITEBACK and Boolean_pos((SEL_LINE4READ = X"0"))))) ) then
SEL_LINE4WRITE_next <= "000";
next_state <= S1;
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else
if ( (Boolean_val((LINE_HIT(1))) and not Boolean_val((DO_WRITEBACK and Boolean_pos((SEL_LINE4READ = X"1"))))) ) then
SEL_LINE4WRITE_next <= "001";
next_state <= S1;
else
if ( (Boolean_val((LINE_HIT(2))) and not Boolean_val((DO_WRITEBACK and Boolean_pos((SEL_LINE4READ = X"2"))))) ) then
SEL_LINE4WRITE_next <= "010";
next_state <= S1;
else
if ( (Boolean_val((LINE_HIT(3))) and not Boolean_val((DO_WRITEBACK and Boolean_pos((SEL_LINE4READ = X"3"))))) ) then
SEL_LINE4WRITE_next <= "011";
next_state <= S1;
else
if ( (Boolean_val((LINE_HIT(4))) and not Boolean_val((DO_WRITEBACK and Boolean_pos((SEL_LINE4READ = X"4"))))) ) then
SEL_LINE4WRITE_next <= "100";
next_state <= S1;
else
if ( (Boolean_val((LINE_HIT(5))) and not Boolean_val((DO_WRITEBACK and Boolean_pos((SEL_LINE4READ = X"5"))))) ) then
SEL_LINE4WRITE_next <= "101";
next_state <= S1;
else
if ( (Boolean_val((LINE_HIT(6))) and not Boolean_val((DO_WRITEBACK and Boolean_pos((SEL_LINE4READ = X"6"))))) ) then
SEL_LINE4WRITE_next <= "110";
next_state <= S1;
else
if ( (Boolean_val((LINE_HIT(7))) and not Boolean_val((DO_WRITEBACK and Boolean_pos((SEL_LINE4READ = X"7"))))) ) then
SEL_LINE4WRITE_next <= "111";
next_state <= S1;
else
task_for_case1075203648(0);
end if;
end if;
end if;
end if;
end if;
end if;
end if;
end if;
else
next_state <= S1;
end if;
when others =>
next_state <= state;
end case; -- end state case
end if; -- end else (reset signal path)
end process comb;
---------------------------------------------
-- synchronous part for FSM mem_cache_ctl1 --
---------------------------------------------
sync:
process ( LOC_CLK )
begin
if ( LOC_CLK’event and LOC_CLK = ’1’ ) then
-- active clock edge synchronisation
SEL_LINE4WRITE <= SEL_LINE4WRITE_next;
state <= next_state;
SEL_LINE4WRITE <= SEL_LINE4WRITE_next after 1 ns;
end if;
end process sync;
----------------------------
-- state output assignments
----------------------------
end behaviour;
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C.2 Beispiel eines Memory–Refresh–Controllers mit nutzer-
definierter Zustandskodierung
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zum wegschmeissen
ANHANG C. BEISPIELE 105
C.2.1 Verilog HDL–Code
/****************************************************/
/* Verilog Description of mem_refresh_ctl */
/* generated by sme2hdl at Thu Aug 29 15:44:24 1996 */
/* (c) SNI AG, BU PC, SC SB, LBE4 */
/****************************************************/
‘timescale 1ns / 1ns
module mem_refresh_ctl ( LOC_RESET_H, REFRESH_RATE_H, CLR_REFRESHHITFLAG_H,
REFRESHDEMAND_H, REFRESHREQUEST_H, LOC_CLK_H );
/* declare module ports */
input LOC_RESET_H;
input [15:0] REFRESH_RATE_H;
input CLR_REFRESHHITFLAG_H;
output REFRESHDEMAND_H; /* pattern 1 */
output REFRESHREQUEST_H;
input LOC_CLK_H; /* clock signal for FSM REFRESH_CONTROL */
/* define delays */
parameter async_delay = 1;
parameter sync_delay = 1;
/* declare the symbolic names for states in REFRESH_CONTROL */
/* (user defined encoding) */
parameter [0:0] //synopsys enum state_info
S1 = 1’b1, /* demand */
S0 = 1’b0; /* normal */
reg [0:0] _tmp_state;
reg [0:0] /* synopsys enum state_info */ state;
reg [0:0] /* synopsys enum state_info */ _next_state;
//synopsys state_vector state
/* declare temporary variables */
wire REFRESHDEMAND;
reg REFRESHREQUEST, _REFRESHREQUEST_next;
reg [3:0] PEND_REF, _PEND_REF_next;
reg [15:0] RF_CNT, _RF_CNT_next;
/* compensation of assertion level for inputs and outputs */
wire LOC_RESET = LOC_RESET_H;
wire [15:0] REFRESH_RATE = REFRESH_RATE_H;
wire CLR_REFRESHHITFLAG = CLR_REFRESHHITFLAG_H;
wire REFRESHDEMAND_H = REFRESHDEMAND;
wire LOC_CLK = LOC_CLK_H;
wire REFRESHREQUEST_H;
assign #sync_delay REFRESHREQUEST_H = REFRESHREQUEST;
/* declare expressions */
/* no expressions */
/* declare constants */
/* no constants */
//synopsys async_set_reset "LOC_RESET"
/******************************************/
/* combinational part for REFRESH_CONTROL */
/******************************************/
always @ ( state )
begin : comb
/* set all output signals to default */
/* set all variables to their last valid value */
_REFRESHREQUEST_next = REFRESHREQUEST;
_PEND_REF_next = PEND_REF;
_RF_CNT_next = RF_CNT;
/* state case */
case ( state ) //synopsys parallel_case full_case
S1:
begin
if ( CLR_REFRESHHITFLAG )
begin
_PEND_REF_next = ((PEND_REF)-(’b1));
if ( ((PEND_REF)==(’d15)) )
begin
_next_state = S1;
end
else
begin
_next_state = S0;
end
end
else
begin
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if ( ((PEND_REF)==(’d15)) )
begin
_next_state = S1;
end
else
begin
_next_state = S0;
end
end
end
S0:
begin
_RF_CNT_next = ((RF_CNT)+(-’d1));
if ( (CLR_REFRESHHITFLAG && ((PEND_REF)!=(’b0))) )
begin
_PEND_REF_next = ((PEND_REF)+(-’d1));
if ( ((RF_CNT)==(’b0)) )
begin
_PEND_REF_next = ((PEND_REF)+(’d1));
_RF_CNT_next = ((REFRESH_RATE)+(’b1));
_REFRESHREQUEST_next = ((PEND_REF)>(’d0));
if ( ((PEND_REF)==(’d15)) )
begin
_next_state = S1;
end
else
begin
_next_state = S0;
end
end
else
begin
_REFRESHREQUEST_next = ((PEND_REF)>(’d0));
if ( ((PEND_REF)==(’d15)) )
begin
_next_state = S1;
end
else
begin
_next_state = S0;
end
end
end
else
begin
if ( ((RF_CNT)==(’b0)) )
begin
_PEND_REF_next = ((PEND_REF)+(’d1));
_RF_CNT_next = ((REFRESH_RATE)+(’b1));
_REFRESHREQUEST_next = ((PEND_REF)>(’d0));
if ( ((PEND_REF)==(’d15)) )
begin
_next_state = S1;
end
else
begin
_next_state = S0;
end
end
else
begin
_REFRESHREQUEST_next = ((PEND_REF)>(’d0));
if ( ((PEND_REF)==(’d15)) )
begin
_next_state = S1;
end
else
begin
_next_state = S0;
end
end
end
end
default:
begin
//synopsys translate_off
//synopsys translate_on
_next_state = 1’bX;
//synopsys translate_off
//synopsys translate_on
end
endcase
_tmp_state <= #sync_delay _next_state;
end /* comb_process for REFRESH_CONTROL */
/****************************************/
/* synchronous part for REFRESH_CONTROL */
/****************************************/
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always @ ( posedge LOC_CLK or posedge LOC_RESET )
begin: sync
if ( LOC_RESET )
begin
REFRESHREQUEST <= #sync_delay 1’b0;
PEND_REF <= #sync_delay 4’b0000;
RF_CNT <= #sync_delay 16’b0000000000000000;
/* async reset combinational part */
_RF_CNT_next <= REFRESH_RATE;
state = S0;
end
else
begin
/* active clock edge synchronisation */
REFRESHREQUEST = _REFRESHREQUEST_next;
PEND_REF = _PEND_REF_next;
RF_CNT = _RF_CNT_next;
state = _next_state;
end
end /* sync_process for REFRESH_CONTROL */
/****************************/
/* state output assignments */
/****************************/
assign REFRESHDEMAND = { _tmp_state[0] };
endmodule
ANHANG C. BEISPIELE 108
C.2.2 VHDL–Code
--VHDL Description of mem_refresh_ctl.sme
--generated by sme2hdl at Thu Aug 29 15:47:04 1996
library IEEE;
library SYNOPSYS;
library WORK;
use IEEE.std_logic_1164.all;
use IEEE.std_logic_misc.all;
use SYNOPSYS.ATTRIBUTES.all;
use WORK.sme_package.all;
entity mem_refresh_ctl is
port( LOC_RESET_H,
CLR_REFRESHHITFLAG_H : in STD_LOGIC := ’X’;
REFRESH_RATE_H : in STD_LOGIC_VECTOR(15 downto 0) := "XXXXXXXXXXXXXXXX";
LOC_CLK_H : in STD_LOGIC := ’X’; -- clock signal for FSM REFRESH_CONTROL
REFRESHREQUEST_H : out STD_LOGIC;
REFRESHDEMAND_H : out STD_LOGIC
);
end mem_refresh_ctl;
architecture behaviour of mem_refresh_ctl is
-- declare the code words for states in REFRESH_CONTROL
-- (user defined encoding)
CONSTANT S1 : BIT_VECTOR(0 downto 0) := "1"; -- demand
CONSTANT S0 : BIT_VECTOR(0 downto 0) := "0"; -- normal
SIGNAL next_state, state : BIT_VECTOR(0 downto 0);
-- declare temporary variables
SIGNAL REFRESHDEMAND : BIT; -- pattern 1
SIGNAL LOC_RESET : BIT;
SIGNAL REFRESH_RATE : BIT_VECTOR(15 downto 0);
SIGNAL CLR_REFRESHHITFLAG : BIT;
SIGNAL REFRESHREQUEST, REFRESHREQUEST_next : BIT;
SIGNAL PEND_REF, PEND_REF_next : BIT_VECTOR(3 downto 0);
SIGNAL RF_CNT, RF_CNT_next : BIT_VECTOR(15 downto 0);
SIGNAL LOC_CLK : BIT;
-- declare expressions
-- declare constants
attribute async_set_reset of LOC_RESET : signal is "true";
begin
--assertion level compensation
-- of clock signal(s)
LOC_CLK <= STD_LOGICtoBIT(LOC_CLK_H);
-- of input signals
LOC_RESET <= STD_LOGICtoBIT(LOC_RESET_H);
REFRESH_RATE <= STD_LOGIC_VECTORtoBIT_VECTOR(REFRESH_RATE_H);
CLR_REFRESHHITFLAG <= STD_LOGICtoBIT(CLR_REFRESHHITFLAG_H);
-- of state outputs
REFRESHDEMAND_H <= To_X01(REFRESHDEMAND);
-- of variables
REFRESHREQUEST_H <= To_X01(REFRESHREQUEST) after 1 ns;
-- assignment of expressions
-- assignment of aliase
------------------------------------------------
-- combinational part for FSM REFRESH_CONTROL --
------------------------------------------------
comb:
process ( state )
begin
-- set all output signals to default
-- set all variables to their last valid value
REFRESHREQUEST_next <= REFRESHREQUEST;
PEND_REF_next <= PEND_REF;
RF_CNT_next <= RF_CNT;
-- state case
case state is --synopsys full_case
when S1 =>
if ( Boolean_val(CLR_REFRESHHITFLAG) ) then
PEND_REF_next <= (PEND_REF - ’1’);
if ( (PEND_REF = 15) ) then
next_state <= S1;
else
next_state <= S0;
end if;
else
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if ( (PEND_REF = 15) ) then
next_state <= S1;
else
next_state <= S0;
end if;
end if;
when S0 =>
RF_CNT_next <= (RF_CNT + -1);
if ( (Boolean_val(CLR_REFRESHHITFLAG) and (PEND_REF /= ’0’)) ) then
PEND_REF_next <= (PEND_REF + -1);
if ( (RF_CNT = ’0’) ) then
PEND_REF_next <= (PEND_REF + 1);
RF_CNT_next <= (REFRESH_RATE + ’1’);
REFRESHREQUEST_next <= Boolean_pos((PEND_REF > 0));
if ( (PEND_REF = 15) ) then
next_state <= S1;
else
next_state <= S0;
end if;
else
REFRESHREQUEST_next <= Boolean_pos((PEND_REF > 0));
if ( (PEND_REF = 15) ) then
next_state <= S1;
else
next_state <= S0;
end if;
end if;
else
if ( (RF_CNT = ’0’) ) then
PEND_REF_next <= (PEND_REF + 1);
RF_CNT_next <= (REFRESH_RATE + ’1’);
REFRESHREQUEST_next <= Boolean_pos((PEND_REF > 0));
if ( (PEND_REF = 15) ) then
next_state <= S1;
else
next_state <= S0;
end if;
else
REFRESHREQUEST_next <= Boolean_pos((PEND_REF > 0));
if ( (PEND_REF = 15) ) then
next_state <= S1;
else
next_state <= S0;
end if;
end if;
end if;
when others =>
next_state <= state;
end case; -- end state case
end process comb;
----------------------------------------------
-- synchronous part for FSM REFRESH_CONTROL --
----------------------------------------------
sync:
process ( LOC_CLK, LOC_RESET )
begin
if ( LOC_RESET = ’1’) then
REFRESHREQUEST <= ’0’ after 1 ns;
PEND_REF <= B"0000" after 1 ns;
RF_CNT <= B"0000000000000000" after 1 ns;
-- async reset combinational part
RF_CNT <= REFRESH_RATE after 1 ns;
state <= S0;
elsif ( LOC_CLK’event and LOC_CLK = ’1’ ) then
-- active clock edge synchronisation
REFRESHREQUEST <= REFRESHREQUEST_next;
PEND_REF <= PEND_REF_next;
RF_CNT <= RF_CNT_next;
state <= next_state;
REFRESHREQUEST <= REFRESHREQUEST_next after 1 ns;
PEND_REF <= PEND_REF_next after 1 ns;
RF_CNT <= RF_CNT_next after 1 ns;
end if;
end process sync;
----------------------------
-- state output assignments
----------------------------
REFRESHDEMAND <= state(0) after 1 ns;
end behaviour;
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Thesen
• Graphische Entwurfswerkzeuge sind Voraussetzung fu¨r den Entwurf von Schaltkreisen
der heute u¨blichen Komplexita¨t.
• Entwurfwerkzeuge existieren fu¨r unterschiedliche Abstraktionsniveaus bei der Beschrei-
bung eines Systems.
• Bei der Auswahl eines geeigneten Entwurfswerkzeuges mu¨ssen die Rahmenbedingungen
beim Entwurf integrierter Schaltungen beachtet werden.
• Zustandskodierungen beeinflussen die Chipfla¨che, die Verzo¨gerungszeiten und den
Stromverbrauch.
• Eine nutzerdefinierte Zustandskodierung muß mo¨glich sein, um die Optimierung einer
Schaltung zu ermo¨glichen, wenn formale Algorithmen versagen.
• Eine funktionale Unterstu¨tzung bei der hazardfreien Kodierung einer FSM ist notwen-
dig.
• Die Kodierung ist Voraussetzung fu¨r Simulation und Synthese. Sie wird in den gene-
rierten Code eingefu¨gt.
• Der Codegenerator wird in eine bestehende Entwicklungsumgebung eingebunden.
• Die korrekte Umsetzung von FSMs nach Verilog HDL und VHDL wurde anhand von
Simulation und Synthese nachgewiesen.
• Eine Optimierung der Codes hat nur Einfluß auf die Gro¨ße der entstehenden Datei,
nicht aber auf das Ergebnis von Simulation und Synthese.
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