In this paper, we study the complexity of gossip in an asynchronous, message-passing fault-prone distributed system. In short, we show that an adaptive adversary can significantly hamper the spreading of a rumor, while an oblivious adversary cannot. This latter fact implies that there exist message-efficient asynchronous (randomized) consensus protocols, in the context of an oblivious adversary.
O(
1 ε n 1+ε log n(d + δ)). The third algorithm solves a weaker version of the gossip problem in which each process receives at least a majority of the rumors. This algorithm achieves constant O(d + δ) time complexity and message complexity O(n 7/4 log 2 n). As an application of these message-efficient gossip protocols, we present three randomized consensus protocols. Our consensus algorithms derive from combining each of our gossip protocols with the Canetti-Rabin framework, resulting in message-efficient consensus algorithms. The resulting protocols have time and message-complexity asymptotically equal to our gossip protocols. We particularly highlight the third consensus protocol, a result that is interesting in its own right: the first asynchronous randomized consensus algorithm with strictly subquadradic message-complexity, i.e., O(n 7/4 log 2 n).
INTRODUCTION
In the gossip problem, each process starts with an initial value, called a rumor, and attempts to learn all the other rumors. Gossip protocols have long been studied in various distributed computing contexts; see, for example, [11] (database consistency), [25] (failure detection) [4, 14, 17, 22] (group multicast), [21] (group membership), [8, 9] (consensus) and [20] (resource location). Almost all the theoretical research, however, has focused on synchronous systems.
In this paper we study the efficiency of gossip in asynchronous systems, that is, systems in which there are no a priori bounds on message delay and processor speed. Processes can fail by crashing at any time, permanently halting their execution. We show how, in this context, an adaptive adversary can effectively limit the spread of a rumor, whereas against an oblivious adversary gossip can be efficiently achieved.
A simple scheme for gossiping consists of each process periodically sending its rumor-along with any new rumors that it has learned-to another randomly selected process. Such a scheme, sometimes called the epidemic-style paradigm for its similarity with the way diseases are spread, is very robust because of the random pattern of communication. Two natural questions, however, arise with respect to such a protocol: how often should a process transmit its rumor, and when should a process stop? In a synchronous system, both questions are readily answered: each process sends one message per round of communication, and the processes can halt (with high probability) after a sufficient number of rounds. In a seminal paper, Karp et al. [19] show that a single rumor can be disseminated in O(log n) rounds using O(n log log n) messages, with high probability.
With further work, it is in fact possible to achieve a derandomized deterministic synchronous protocol, inspired by the epidemic paradigm (based on expander graphs that approximate random interactions), that needs only O( polylog(n)) rounds of communication and only O(n polylog(n)) messages [9] , even when up to n − 1 processes may crash. (See also [8, 16] .) Perhaps unsurprisingly, globally synchronized gossip periods are key to obtaining such good performance.
While it is common to argue that distributed applications are synchronous most of the time, it is also good practice to devise algorithms that can tolerate asynchronous situations where there is no a priori bound on the communication delay d and the relative process speed δ. In some cases, these bounds may be unknown; in other cases, the only known bound may be very conservative, resulting in inefficient protocols; in yet other cases, there may be pathological situations in which such bounds are violated. (Think of the e-mail that took two days to reach its destination). Clearly, it is appealing to devise asynchronous gossip algorithms that do not make use of any known bound on synchrony.
The simple protocol sketched above can be engineered to work in an asynchronous environment via a simple transformation: the gossip period can be based on a local counter, rather than on bounds d and δ; every fixed number of local steps, each process sends gossip to a randomly selected process. The difficulty remains, however, to determine when to stop gossiping in order to avoid too much communication; the problem arises in part since failed processes can be confused with slow ones. Unlike in the case of a synchronous system, it is not sufficient to simply repeat the gossip step a pre-determined number of times. For example, consider the time at which two processes begin their rth iteration of gossip; because of asynchrony, for large r, it may be that one of the processes begins its rth iteration long after the other has completed that iteration. Thus if we rely on a fixed number of iterations of gossip, data may not be propagated.
The motivation of this paper is to ask whether we can devise an asynchronous gossip algorithm that tolerates 0 < f < n crash failures, yet performs efficiently when some bounds on d and δ indeed hold. More specifically, we are looking for asynchronous gossip algorithms with low partially synchronous complexity [12] . 1 
Contributions

Lower Bound and Cost of Asynchrony.
Our first result demonstrates the inherent cost of asynchrony and crashes. Indirectly, this result indicates that the techniques from the synchronous world developed in [8, 9] (for example), cannot be efficiently brought to an asynchronous environment. Specifically, we show in Theorem 1 (Section 2) that any asynchronous gossip protocol-either deterministic, or against an adaptive adversary-that tolerates f faults has either Ω(n + f 2 ) message complexity or Ω(f (d + δ)) time complexity. Notice that the trivial gossip algorithm in which each process sends its rumor directly to everyone else has Θ(n 2 ) message complexity and time complexity O(d + δ). Thus, any protocol that improves on the trivial solution requires time complexity linear in f , the number of possible faults. This is in contrast to deterministic algorithms for synchronous networks that complete in only O( polylog(n)) rounds using only O(n polylog(n)) messages, despite tolerating f = n − 1 failures [9] .
In many ways, the lower bound is quite surprising, as epidemic-style algorithms appear relatively timing independent. Underlying our lower bound proof lies a strategy for the adversary to fight the spread of a rumor by adaptively choosing how to delay computation and when to fail processes. The strategy forces the processes to keep spreading the rumor for a long period of time, or to inflate the number of times the rumor needs to be spread.
In fact, by manipulating the relative process speeds, the adversary can trick a large number of processes into believing that the remaining processes have failed. These remaining processes are now in a quandary: if they send too many messages, then the message complexity is high; if they send too few messages, then the adversary can isolate a set of processes, resulting in a slow completion time.
We then contrast asynchronous gossip algorithms with synchronous gossip algorithms. As a corollary of our lower bound (Corollary 2), we derive the inherent cost of asynchrony in gossiping. Specifically, we contrast synchronous algorithms that know a priori that d = δ = 1 to algorithms that are asynchronous, i.e., in which d and δ are unknown to the algorithm. We show that in the worst case, if there are f possible failures, then the most efficient asynchronous algorithm is either a factor of f slower or uses a factor of 1 + f 2 /n more messages than the most efficient synchronous algorithm. When f = Θ(n), this implies a factor of Θ(n) loss either in time or message complexity.
Gossip Algorithms.
We proceed to ask whether efficient asynchronous gossip is possible in the context of an oblivious adversary. We present Table 1 . The first algorithm (see Section 3), called ears (Epidemic Asynchronous Rumor Spreading), combines a traditional epidemic-style dissemination scheme with a progress control scheme for collecting additional information; this additional data is necessary to decide when to stop, hence avoiding unnecessary messages. We show that this algorithm achieves O
time complexity, and O(n log 3 n(d+δ)) message complexity, with high probability. Thus, when f is a constant fraction of n, this epidemic-style protocol is competitive with the best synchronous gossip protocols. (Note that the results in [19] refer to disseminating only a single rumor.)
Conducting the performance analysis of such an asynchronous algorithm is not straightforward; it requires examining the information gathering (typically found in synchronous gossip protocols), procedures like shooting (transmitting information from a core to the entire set of processes), and information exchange among pairs of processes. The technical difficulty in the analysis is related to evaluating the cost of these procedures, with respect to the unknown parameters d and δ.
The second algorithm (see Section 4), called sears (Spamming Epidemic Asynchronous Rumor Spreading), diverges from the pure "epidemic" style by sending more messages during each gossip period. The resulting algorithm is an asynchronous constant-time gossip algorithm with subquadratic message complexity. More specifically, we show that for every constant ε < 1, and for f < n/2, algorithm sears has time-complexity O(
. The third algorithm (see Section 5), called tears (Twohop Epidemic Asynchronous Rumor Spreading), solves a weaker variant of gossip, which we call majority gossip, in which each process receives a majority of the rumors (rather than the rumor of each correct process). The resulting protocol achieves constant time (w.r.t. n), and a messagecomplexity with no dependence on d or δ, but is stricly subquadratic. The protocol achieves time complexity O(d + δ) and message complexity O(n 7/4 log 2 n), for f < n/2.
Consensus.
As an application of these message-efficient gossip protocols, we present three randomized asynchronous consensus protocols. Our consensus algorithms derive from combining each of our gossip protocols with the Canetti-Rabin framework (see [6] , or [2, Section 14.3] ). (For consensus f < n/2 is assumed). The resulting protocols have time and messagecomplexity asymptotically equal to our gossip protocols (see Section 6); the results are summarized in Table 2 . (CR-G stands for the Canetti-Rabin algorithm when used with gossip algorithm G.) We particularly highlight the third consensus protocol as it is the first asynchronous randomized consensus algorithm that terminates in constant time (w.r.t. n) and has strictly subquadradic message-complexity. This application also motivates the further study of majority gossip, a weakening of the classic gossip problem.
To contrast our consensus algorithms to existing randomized protocols, we note that the first randomized protocol for consensus in asynchronous message-passing systems was given by Ben-Or [3] ; it tolerates Byzantine failures and has exponential expected time complexity. Many other randomized algorithms have followed, considering consensus under different adversarial assumptions and failure models. See the excellent surveys of Chor and Dwork [10] , Aspnes [1] and the book by Attiya and Welch [2] . To the best of our knowledge, none of the previous randomized consensus algorithms designed for an asynchronous, message-passing network achieves asymptotically subquadratic message-complexity.
More discussion and omitted proofs can be found in the full version of the paper [15] .
Other Related Work.
In the context of asynchronous networks, Verma and Ooi [26] consider an environment that resembles a partially synchronous system, but assumes an a priori probability distribution on the communication delay; moreover, there are no crash failures. The work of Boyd et al. [5] considers gossip protocols (in the context of aggregation) in an "asynchronous" environment where local clocks are modeled as Poisson processes; there are also no crash failures in this case. Our work fundamentally differs from [26] and [5] in that we consider a fully asynchronous environment with crashes. More details on prior work on gossip in fault-prone distributed networks can be found in [24] and [18] . Table 2 : Consensus protocols under an oblivious adversary. For consensus f < n/2 is assumed.
System Model
Processes.
We consider a system consisting of n message-passing, asynchronous, crash-prone processes, each with a unique identifier in a fixed set [n] = {1, 2, . . . , n}. Up to f < n processes may crash. Each process can communicate directly with all other processes; messages are not corrupted or lost in transit. The model introduced here is derived from the classical one in [12] .
Timing.
For the purpose of analysis, we assume that time proceeds in discrete steps. At every time step, some arbitrary subset of the processes are scheduled to take a local step. In each local step: (1) a process receives some subset of the messages sent to it; (2) it performs some computation; and (3) it sends one (or more) message(s) to other process(es).
For a given execution, we define d to be the maximum delivery time of any message, and δ to be the maximum step size: if a non-failed process p sends a message m to process q, and if process q is scheduled for a local step at any time t ′ ≥ t + d, then process q receives message m no later than time t ′ ; during any sequence of δ time steps, each non-crashed process is scheduled at least once. Note that in the asynchronous environment we consider, there might be no such bound d or δ in certain executions. An adversary determines the set of processes scheduled for each time step, and the set of ≤ f processes that crash during each time step. An oblivious adversary determines the schedule and failures in advance, while an adaptive adversary schedules and fails processes dynamically in response to the algorithm's behavior (which may depend on random choices made by the processes during the execution).
Gossip.
In this gossip problem, every process p begins with a rumor rp unknown to the other processes, and maintains a collection of rumors that it has received. A gossip protocol should satisfy the following three requirements: (1) Rumor gathering: eventually, every correct process has added to its collection every rumor that initiated at a correct process; (2) Validity: if a rumor is added to a process's collection, then it is the initial rumor for some process; and (3) Quiescence: eventually, every process stops sending messages forever.
We say that gossip completes when each process has either crashed or both (a) received the rumor of every correct process and also (b) stopped sending messages. Note that it is impossible in an asynchronous system for a process to terminate, since a process can never be certain that it has received every correct rumor. It can, however, stop sending messages after some point.
Complexity Measures. 
THE COST OF ASYNCHRONY
We now show that no randomized gossip protocol can be both time and message efficient against an adaptive adversary. This result also establishes the cost of asynchrony: when there are f = Θ(n) possible failures, any asynchronous gossip algorithm, when compared to an optimal synchronous algorithm, either suffers a slow-down of a factor of Θ(n), or an inflation of message-complexity by a factor of Θ(n).
Underlying the lower bound lies a strategy for the adversary to fight the spreading of a rumor by adaptively choosing how to delay computations and when to fail processes. The main idea is to notice that there are two types of rumor spreading techniques: either processes send many messages in an attempt to rapidly distribute their rumors, or they rely on the cascading of messages in an attempt to send only a few. In the former case, it is easy for the adversary to construct an execution in which the protocol is not message-efficient. In the latter case, the adversary selects two processes that do not communicate directly, and prevent them from communicating by selectively failing processes that may attempt to help them. As a result, these two processes cannot terminate and hence the algorithm is slow. In both cases, we use the eventual quiescence of some of the processes to reduce the number of processes that fail in the constructed execution. Theorem 1. For every gossip algorithm A, there exists d, δ ≥ 1 and an adaptive adversary that causes up to f < n failures such that, in expectation, either:
Proof. Consider some algorithm A. The Ω(n) lower bound for the number of messages is straightforward. Fix f ≤ n/4. (For f > n/4 the adversary follows the strategy described below with f = n/4.) Partition the n processes into two sets: S1, of size n − f /2 and S2, of size f /2. The adversary proceeds as follows: First, it executes set S1 with d = 1 and δ = 1 until every process in S1 completes and ceases to send messages.
Let t be the (global) time at which this completes. Assume for the remainder of the proof that t ≤ f ; otherwise, we can fail the processes in S2, resulting in an execution in which d = δ = 1 and t = Ω(f (d + δ)). Throughout this first part, choose δ = f and schedule only processes in S1.
Next, consider set S2. For each process p ∈ S2, simulate the result of process p receiving any messages from S1, and executing f /2 local steps in isolation, i.e., during which p receives no other messages from any other process. Since the behavior of p is probabilistic, this induces a distribution over the set of messages sent by p. We say that p is promiscuous if, in expectation, p sends at least f /32 messages during the f /2 (isolated) local steps. Let P ⊆ S2 denote the set of promiscuous processes.
There are now two cases to consider depending on number of promiscuous processes in S2. If there are at least f /4 promiscuous processes (|P | ≥ f /4), we construct an execution in which
Case 1: |P | ≥ f /4. Then, after time t, the adversary schedules all of the processes in S2 in each of the following f /2 time steps (δ = 1). The adversary ensures that none of these messages are delivered, i.e., d ≥ f /2 + 1. Thus, the f /4 promiscuous processes send, in expectation, f /32 messages each (and receive no messages), resulting in an expected message complexity
, as desired. Notice that in this case, the adversary does not fail any processes.
Case 2: |P | < f /4. Let S = S2 \ P (the set of nonpromiscuous processes), and let ν = |S|. The adversary proceeds to identify two non-promiscuous processes that have a constant probability of not communicating with each other; all other processes in S2 are failed. (See Figure 1 for an illustration.)
In order to identify two such non-promiscuous processes, for each non-promiscuous p ∈ S, we define the set N (p) to be the set of processes that p sends one or more messages to with probability < 1/4 during f /2 (isolated) local steps. (If p sends more than one message to the same process, then N (p) requires that the the probability to send one message plus the probability to send two messages and so on is less than 1/4). We know, since p is non-promiscuous, that the expected number of messages sent by p is < f /32. Thus, |N (p)| > 7 · f /8: if not, then there exist (at least) f /8 processes that p sends (at least) one message with probability ≥ 1/4, implying that in expectation p sends at least f /32 messages, resulting in a contradiction.
Next, since at most f /8 processes are not in N (p), and since there are at least f /4 non-promiscuous processes (ν = |S2| − |P |, |S2| = f /2, |P | < f /4), we conclude that there are at least ν/2 non-promiscuous processes in N (p). Thus, for each non-promiscuous p ∈ S2, there are at least ν/2 nonpromiscuous processes in S2 that are sent a message by p with probability < 1/4.
We claim, then, that there exist two non-promiscuous processes p, q ∈ S2 such that q ∈ N (p) and p ∈ N (q): Consider the (logical) directed graph on ν non-promiscuous nodes in which there is an edge from p to q if q ∈ N (p). Since each p has ν/2 outgoing edges, there are a total of ν 2 /2 edges in the graph. However, there are only`ν 2´= ν(ν −1)/2 pairs of nodes in the graph, implying that there must exist a pair of nodes with edges in both directions, as required.
The adversary fails all the nodes in S2 except p and q immediately at time t, prior to taking any local steps. The adversary then executes p and q for f /2 local steps, delivering all messages with delay 1, i.e., d = 1. Since p and q have not coordinated via previous messages, they choose to send their messages independently, and thus we have established that with probability at least (1 − 1/4)(1 − 1/4) = 9/16, p does not send a message to q and q does not send a message to p. The adversary fails every other process in S1 to which p and q send a message (notice that processes in S2 have already been failed). Since p and q are not promiscuous, each in expectation sends no more than f /32 messages. By Markov's inequality, we conclude that each, with probability at least 3/4, sends no more than f /8 messages. (Let X be the random variable for the number of messages sent by p. Then, Pr(X ≥ f /8) ≤ f /32 f /8 = 1/4. Hence, Pr(X < f /8) > 3/4.) Thus, since the processes are independent, with probability 9/16, the two processes p and q together send at most f /4 messages, resulting in the total number of failed processes being no more than 3f /4 − 2 < 3f /4 < f : f /4 processes in S1 and f /2 − 2 processes in S2.
Finally, using a union bound, we observe that p and q do not communicate with each other, and do not send more than f /4 combined messages, with probability at least (1 − (7/16 + 7/16)) = 1/8. We also notice that in this case, p and q cannot terminate during the f /2 (isolated)
As a corollary, we consider the worst-case ratio of the cost of asynchronous and synchronous algorithms. For a given asynchronous algorithm A, we define the time and message cost-of-asynchrony (CoA) as follows:
We conclude from Theorem 1 that there is an inherent cost to tolerating asynchrony. In particular, the most efficient asynchronous gossip algorithms are significantly less efficient than the most efficient synchronous gosssip algorithms:
Corollary 2 (Cost of Asynchrony).
For every asynchronous gossip algorithm A, either:
EFFICIENT EPIDEMIC GOSSIP
In this section, we present an epidemic-style asynchronous gossip algorithm, called ears (Epidemic Asynchronous Rumor Spreading), that can tolerate up to f < n failures. We then show in Section 3.2 that in the context of an oblivious adversary, the algorithm is both time and message efficient, achieving O( n n−f log 2 n(d + δ)) time complexity and O(n log 2 n(d + δ)) message complexity.
Algorithm EARS
The algorithm presented in this section is based on the well-known epidemic paradigm, augmented to maintain and propagate additional information about the ongoing progress in distributing the rumors. In each step, a process chooses a target at random and sends it all the information that it has collected. This procedure is devised to achieve three properties: (1) gathering: after some period of time, every rumor originating at a correct process is known to every process in a large core of correct processes; (2) shooting: every so often, every rumor known to the large core is sent to every other process in the system; (3) exchange: every so often, every pair of correct processes in the core exchange information about who has been shot.
£ a set of processes 5 sleep cnt ← 0 £ an integer 6 7 repeat 8 for every message m = V, I received do
Choose q uniformly at random from [n]. 18 Send m = V (p), I(p) to process q.
Update L(p) based on V (p) and I(p). The Epidemic-style gossip algorithm ears, stated for process p; rp denotes the rumor of p. Every time p is scheduled to take a step, it executes one iteration of the main loop.
In more detail, the algorithm proceeds as follows. (Pseudocode is presented in Figure 2 .) Each process p maintains a set V (p) containing all the rumors known to p. Initially V (p) contains only p's initial rumor. Each process also maintains an informed-list I(p) which contains pairs of rumors and processes: when (r, q) ∈ I(p), this implies that p knows that rumor r has been sent to process q by some process.
In each local step, a process sends a message containing V (p) and I(p) to a process q chosen uniformly at random from [n]. Process p then adds all pairs (r, q), for r ∈ V (p), to the informed-list I(p). When a process q receives a message from p, it updates its local sets V (q) and I(q).
Let L(p) be the set of processes that p cannot ascertain (via I(p)) whether they have been sent every rumor in V (p), i.e., L(p) = {q : ∃r ∈ V (p), (r, q) / ∈ I(p)}. When L(p) is empty for process p, i.e., when every rumor known to p has been sent to every process, p enters the shut-down phase during which p ensures that its informed-list I(p) has been disseminated sufficiently. This phase lasts for Θ( n n−f log n) local steps; during the shut-down phase, p continues as before, receiving messages from other processes and sending a shut-down message to a process chosen uniformly at random from [n] . After the shut-down phase completes, p stops sending messages and sleeps.
During the shut-down phase, and afterwards while p is asleep, it may continue to receive and process messages from other processes that are still awake. If p receives a new rumor that has not yet been sent to some process, i.e., if L(p) becomes non-empty, then p aborts the shut-down phase or awakens and resumes the normal epidemic process until L(p) becomes empty again.
Analysis of Algorithm EARS
In this section, we argue that with an oblivious (d, δ)-adversary, the algorithm completes (correctly) by time O( n n−f log 2 n(d + δ)) and sends O(n log 3 n(d + δ)) messages, with high probability.
For the purposes of the analysis we partition the execution into epochs such that in each epoch, only a constant fraction of the processes fail. Since at most f processes crash in an execution, there are at most log n n−f such epochs. We identify the first epoch i of length Θ(2 i log 2 n(d + δ)); a simple counting argument suffices to show that this occurs no later than time Θ( n n−f log 2 n(d + δ)). Let A be the set of processes that are non-faulty in epoch i; by assumption, we have n/2 i+1 < |A| ≤ n/2 i . Each epoch is partitioned into 7 stages, each of length Θ(2 i log 2 n(d + δ)). Each correct process thus takes at least Θ(2 i log n) local steps in each stage.
At a high level, the proof proceeds to show the following sequence of claims, each of which corresponds to a stage: 
(6) Processes in
A collectively notify all the processes in the system that it is time to shut down. (7) Every process sleeps.
The first key lemma shows that in each stage of epoch i, all the processes in i exchange information. This resembles the analysis of typical epidemic-style algorithms, with the additional complication that some processes may be sleeping (believing perhaps incorrectly that the gossip is complete). Proof (sketch). We begin with Part (2). Define sets B k , for 0 ≤ k ≤ log |A|: Let B0 contain processes in A that know the rumors and pairs from process p at the beginning of stage j; let B k+1 contain processes in A \ (B0 ∪ . . . ∪ B k ) that were sent a message from some process q in B k in the first c·2 i log n−1 local steps after q has received information about p's rumors and pairs at the beginning of phase j.
Lemma 3 (Exchange Property
As long as |B k | < |A|/8, the sets B k grow at least exponentially in k with high probability. In the case where |B k | > |A|/8, there are a sufficient number of processes in B k to ensure that every other process in A is sent a message containing information on p's rumors and pairs at the beginning of stage j, with high probability. The same argument holds with respect to Part (1), with the additional complication that if a process involved in the dissemination is asleep, then its data has already been disseminated.
We now argue that every process in A learns every possible rumor by the end of stage 1. This lemma follows by counting the number of messages sent by any correct process in stage 1, ensuring that each rumor is received by some process in A; we then apply Lemma 3. Let V all be the set of rumors that are eventually learned by some correct process. (Since every correct process "learns" its own rumor, it is sufficient to ensure that every correct process learns V all .) Lemma 4 (Gathering Property). At the end of stage 2, for every non-failed p ∈ A, V all ⊆ V (p) w.h.p.
The key remaining claim is that every process sleeps by the end of epoch i and never awakes thereafter. We begin by observing: since every process in A has already learned every rumor in V all by the end of stage 2 (w.h.p.), we can be certain that no process in A learns any new rumors at any later point.
Next, we note that by the end of stage 3, every rumor in V all has been sent to every process in [n] . This follows by counting the number of messages sent by (non-sleeping) processes in A:
Lemma 5 (Shooting Property). For every process q ∈ [n], there exists some process p ∈ A such that at the end of stage 3 in epoch i, q / ∈ L(p) with high probability.
It therefore easy to see that by the end of stage 4, as a result of Lemma 5 and Lemma 3, at least one process in A has entered the shut-down phase. Since information is rapidly exchanged, it then follows that soon thereafter every process in A enters the shut-down phase, followed by every correct process in [n]; it requires some care, however, to ensure that processes do not go to sleep prior to propagating the shutdown information. (The argument is somewhat analogous to Lemma 3, in that we maintain increasing sized sets of nodes that have entered the shut-down phase, but not yet gone to sleep.) We now conclude:
Theorem 6. Algorithm ears completes gossip with time complexity O " n n−f log 2 n(d + δ) " and message complexity O(n log 3 n(d + δ)), with high probability under an oblivious adversary.
Proof (sketch).. By Lemma 4, we know that every rumor in V all has been learned by every process in A, and thus the gossip protocol succeeds (w.h.p.). By Lemmas 5 and 3, it follows that some process in A has entered the shut-down phase by the end of stage 4 with high probability. From this and the rapid information exchange (Lemma 3), it follows that all processes in A have entered the shut-down phase by the end of stage 6, and we have already observed that, no process exits the shut-down phase at this point. Hence by the end of stage 7 every process has gone to sleep with high probability. Epoch i ends no later than time O
, resulting in the desired time complexity with high probability.
We now calculate the number of messages sent. In each epoch k < i there are at most n/2 k non-failed processes. Since epoch i is the first "long" epoch, we know that each process that is alive at the beginning of epoch k sends at most O(2 k log 2 n(d + δ)) messages in epoch k. Thus, in epoch k, non-failed processes send at most O(n log 2 n(d+δ)) messages. The accounting for epoch i is similar, since every process sleeps at the end of stage 7. Since there are at most log n epochs, the result follows.
CONSTANT-TIME GOSSIP
Algorithm ears can be modified to yield a constant-time randomized asynchronous gossip algorithm, which we call sears (Spamming Epidemic Asynchronous Rumor Spreading). The only difference in the algorithm is as follows:
• In each local step, each process sends messages to Θ(n ε log n) processes chosen at random.
• Each process takes only one shut-down step.
Then, we get the following.
Theorem 7. For every constant ε < 1, algorithm sears has time-complexity O(
Notice that for f < n/2 or f /n constant, the above results in a constant-time (w.r.t. n) gossip protocol with subquadratic message-complexity. The correctness follows from the following sequence of facts: Consider some particular rumor r that begins at some correct process p. Within O( n n−f (d + δ)) time, process p has sent its rumor to at least Θ(n ε ) correct processes (with high probability). In every further O( n n−f (d + δ)) time, the number of correct processes that know r grows by a factor of n ε ; after 1/ε steps, a constant faction of the correct nodes know r (with high probability). Within a further O(
time, these correct processes have, collectively, sent r to every process in the system (with high probability). Then, in the same way that rumor r spreads, the fact that "r has been sent to every process" spreads, reaching every correct process within O( n/ε n−f (d+δ)) time, after which there is one iteration of shut-down messages followed by termination (with high probability).
CONSTANT-TIME MAJORITY GOSSIP
The previous gossip protocols ensure that eventually every correct rumor is disseminated. However, for the purpose of various applications, including consensus [6] and do-all [7] , it suffices to require that each correct process receives only a majority of the rumors (rather than receiving the rumor of each correct process). We refer to this weaker version of gossip as majority gossip. By restricting our attention to the problem of majority gossip, we devise a gossip protocol, called tears (Two-hop Epidemic Asynchronous Rumor Spreading), that completes in O(d + δ) time with message complexity O(n 7/4 log 2 n), with high probability. Notice that the message complexity does not depend on d and δ, i.e., it is strictly sub-quadratic. In order to make majority gossip feasible, we need to assume that f < n/2.
Algorithm TEARS
We describe algorithm tears from the point of view of a process p. (Pseudocode is presented in Figure 3 .) We define three additional parameters to simplify the description of the algorithm: a = 4 √ n log n, µ = a 2
, and κ = 8n 1/4 log n. Additionally, each process p selects locally two subsets of processes Π1(p), Π2(p) in such a way that every other process q, where q = p, is included in set Π1(p) (or in set Π2(p), resp.) with probability a/n, independently at random. In the first local step, each process p sends a message, containing its own rumor and a flag raised up, to all processes in Π1(p). We call such messages first-level messages.
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for every process q ∈ Π1(p) do 14 send m = V (p), flag to q 15 flag ←↓ 16 for every message m received do 17 After receiving µ − κ first-level messages, each process p sends a second-level message, that is, a message consisting of all gathered rumors, to all processes in set Π2(p). It does the same after receiving µ + j first-level messages, for every −κ < j < κ, and later after receiving µ + iκ first-level messages, for every positive integer i. Notice that unlike algorithm ears, a process does not send a message in every step; instead, a process sends messages based on how many first-level message have been received.
Analysis of Algorithm TEARS
First observe the following estimates for the number of messages sent by processes in a single step.
Lemma 8. Every process sends either 0 or between a − κ and a + κ point-to-point messages in each step, with probability at least 1 − 2/n 3 .
For each process p, let Sp consist of the local steps of process p before sending its last second-level message; we call it the safe epoch of process p. Note that process p may receive some first-level messages after that time, but it does not re-send these in any second-level message. We say that the rumor of process q is safe in process p if p receives the rumor of q in some first-level message that arrives in its safe period. If a rumor is safe in at least √ n non-faulty processes then we call such rumor well-distributed. The intuition behind a safe rumor is that it will be sent by the host to a random processes as a part of some second-level message, unless the host becomes faulty, and therefore a rumor that is safe in sufficiently many processes will eventually reach every non-faulty process.
We perform the analysis of correctness in three steps, captured by the three following lemmas, each proved to hold with high probability. The first result explores the obliviousness of the adversary. It shows that almost a majority of processes cannot be sufficiently disturbed by an oblivious adversary during the first hop of random rumor spreading.
Lemma 9. There are at least n/2 − n log n well-distributed rumors, with probability at least 1 − 2/n 2 .
The next lemma formalizes the probabilistic intuition that any rumor well-distributed after the first hop is successfully delivered to all non-faulty processes in the second hop.
Lemma 10. Each well-distributed rumor is eventually received by each non-faulty process, with probability at least 1 − 3/n 2 .
It can be shown that there are a large number of rumors that are not well-distributed after the first hop. Moreover, each non-faulty process receives in its second-level messages a number of such rumors that complements the number of well-distributed ones, reaching a majority of all rumors.
Lemma 11. Every non-faulty process receives such a number of non well-distributed rumors that complements the number of well-distributed rumors received to reach a majority of all rumors, with probability at least 1 − 4/n 2 .
Theorem 12. Algorithm tears completes majority gossip with time complexity O(d + δ) and message complexity O(n 7/4 log 2 n), with high probability under an oblivious adversary.
Proof. The correctness is guaranteed by Lemmas 9, 10 and 11 with probability at least 1 −
It remains to prove the complexity bounds. Time complexity. All first-level messages arrive by time d+δ, by time 2d + δ every second-level message is sent, and it arrives by time 2d + 2δ. Hence, the bound O(d + δ) follows. Message complexity. Each non-faulty process sends a + κ ≤ 10 √ n log n first-level messages and thus receives at most 40 √ n log n first-level point-to-point messages with high probability (by Lemma 8, Chernoff bound and the upper bound n/2 on the number of failures). Therefore it sends less than "
second-level point-to-point messages, all with high probability (again by Lemma 8 and a union bound applied to this and the previous events). By applying union bound to all processes, the bound O(n 7/4 log 2 n) follows, also with high probability.
RANDOMIZED CONSENSUS
In this section, we show how we implement messageefficient fault-tolerant consensus, based on the gossip protocols presented in Sections 3-5. Recall that consensus consists of n nodes, each with an initial value vi, trying to choose an output (i.e., decision) satisfying: (1) Agreement: Every value output by a process is the same. (2) Validity: Every value output is some process's initial value. (3) Termination: Every process eventually outputs a value, with high probability. The key contribution of this section is showing how gossip (and majority gossip) can be used in the context of the Rabin-Canetti framework to produce an efficient consensus protocol.
We begin by recalling the Rabin-Canetti framework introduced by [6] , and we follow the simplified presentation of [2, Section 14.3] for crash-prone networks. Throughout the protocol, each process repeats three rounds of voting until a decision is reached: (1) Each process votes on its estimate (originally, its initial value); if one estimate receives all the votes, then that value is decided; if some estimate is voted on by a majority, then that estimate is preferred. (2) In the second election, each process votes on its preferred value; if everyone votes to prefer the same value, then that value is adopted as the estimate; otherwise, a process proceeds to the third round of voting which simulates a shared random coin. (See [2] for more details.)
Voting is implemented by a routine get-core which exchanges information among the processes. It returns a set of votes to each participant satisfying the following: there exists some set S containing at least a majority of the votes such that each call to get-core returns at least the votes in S. As presented in [2] , get-core is implemented by three sequential phases of all-to-all communication in which each process sends all the votes it has received in that round to everyone else, leading to O(n 2 ) message complexity. Efficient (majority) gossip can be used to reduce the message complexity. Specifically, we implement get-core via three sequential instances of asynchronous (majority) gossip, each of which terminates when a process receives ⌊n/2⌋ + 1 rumors. Notice, though, that gossip is initiated here asynchronously; previously, we had assumed that gossip began simultaneously. Assume that as soon as a process receives a gossip message, it begins to gossip itself. If any process begins gossip using algorithm ears then within time O((d + δ) log 2 n), every non-failed process begins to gossip; this follows immediately from the epidemic spread of the initiator's rumor. Similarly, with algorithm sears (resp. tears), every non-failed process begins to gossip within O( 1 ε (d + δ)) time (resp. O(d + δ)). Thus, asynchronous gossip initiation has no asymptotic impact on time or message complexity.
It remains to ensure that each process begins to gossip immediately upon receiving a gossip message. In order to achieve this, each gossip message includes a history of all prior completed calls to gossip and get-core. As soon as a process receives a gossip message, it can use the received history log to "catch up" with the sender of that message, adopting the sender's outcome for each completed gossip and get-core.
From the above we conclude the following theorem:
Theorem 13. For an oblivious adversary and a minority of failures, in expectation,
• Algorithm CR-ears has O`log 2 n(d + δ)´time and O(n log 3 n(d + δ)) message complexity;
• Algorithm CR-sears has, ∀ε < 1, O( 1 ε (d + δ)) time and O(n 1+ε log n(d + δ)) message complexity;
• Algorithm CR-tears has O(d + δ) time and O(n 7/4 log 2 n) message complexity;
CONCLUSIONS
In this paper, we have initiated the study of the complexity of gossip in an asynchronous, message-passing distributed system subject to processes crash failures. Our results demonstrate that gossip is inherently inefficient in the context of an adaptive adversary, but that it is possible to develop efficient, randomized, asynchronous gossip algorithms under an oblivious adversary. Our gossip algorithms can be used to implement efficient asynchronous randomize consensus protocols; one variant terminates in constant time and has strictly subquadratic messsage complexity. This last result is achieved by considering a weaker version of gossip, called majority gossip.
One interesting open question is whether we can achieve even better message complexity for a constant-round consensus protocol; the key is to improve the message complexity of majority gossip. Another interesting question is whether majority gossip is any easier than general gossip; as of yet, there no known lower bounds for majority gossip. Or, does there exist an efficient deterministic asynchronous algorithm for majority gossip problem. We believe that efficient solutions to majority gossip can lead to efficient solutions for other distributed problems, even beyond consensus, such as load balancing and distributed atomic shared memory implementations. Finally, we believe it is interesting to investigate the bit complexity of asynchronous gossip (that is, the total number of bits exchanged in a given computation).
