InAs based quantum-dot (QD) lasers emitting in the 1.3 lm wavelength regime are extensively investigated because of important applications involving data centers and optical communication. To optimize material and device design, it is important to have accurate details on gain and recombination processes, for example, quantitatively precise information regarding inhomogeneity and loss contributions in the fabricated samples. In this letter, we demonstrate an approach based on comparison of the results of a microscopic laser theory with threshold gain versus threshold current dependence obtained from experiment to quantify the degree of inhomogeneous broadening as well as the non-radiative loss rate for InAs dots-in-a-well (DWELL) lasers emitting at 1.3 lm. This method is also applied to the familiar InGaAs/ GaAs quantum-well (QW) laser system emitting at 980 nm as a reference standard and for comparison with the QD lasers. Application of the approach to QW lasers may be found in the literature. 1 To begin, the calculated and measured spontaneous emission spectra are compared to extract the inhomogeneous broadening in as-grown samples. Then, the measured threshold modal gain versus threshold current density curves are fitted using the extracted inhomogeneous broadening value to estimate the carrier loss rate due to nonradiative recombination. The approach requires precise knowledge of the homogeneously broadened (intrinsic) gain and spontaneous emission spectra, without the use of free parameters. This is accomplished by treating dephasing effects from carrier-carrier and carrier-phonon scattering at the level of quantum kinetic equations. 2 The significantly more rigorous treatment distinguishes this approach from the more widely used ones, where scattering effects are described phenomenologically by introducing a free parameter, the dephasing rate. 3 Calculated results for QWs compare very well with the experiment as shown previously 4 and is again verified here. The extension to QDs is more complicated, requiring, for example, a non-perturbative treatment of carrier-longitudinal-optical (LO) phonon scattering based on the polaron picture. 5, 6 This letter presents a first theory/experiment comparison of the approach for QD lasers.
The theoretical part of our approach is based on a firstprinciples calculation of the material gain G material . The concept of material gain is introduced to allow investigation or evaluation of active medium performance independent of the optical resonator of the laser. From semiclassical laser theory, 7 the material gain is given by
where e 0 and c are the permittivity and speed of light in vacuum, l ab is the dipole matrix element, n is the background refractive index, EðxÞ is the laser electric field amplitude, x is its frequency, V is the QW volume, and the summation is over all QD and QW states a and b, connected by dipole matrix element l ab . The polarization from electron-hole pairs in the QDs and QW p ab is obtained from the steady-state solution to following equation:
which belongs to the semiconductor Bloch equations. 8 In Eq. (2), x ab and X ab are the renormalized transition and Rabi frequencies, n e a and n h b are the electron and hole populations, which are obtained assuming Fermi-Dirac distributions for a total carrier density N. The complex correlations, S cÀp ab and S cÀc ab , account for dephasing from carrier-phonon and carriercarrier scattering, respectively. The details for their evaluation are described in the literature. 2 The spontaneous emission spectrum may be obtained from the material gain spectrum by detailed balance where k B is the Boltzmann constant, T is the temperature, and l eh is the electron-hole chemical potential energy separation, which is the energy at crossover from gain to absorption in the gain spectrum. Finally, to account for the effects of inhomogeneous broadening due to sample dimensional or alloy fluctuations, we performed a statistical average over a range of band-gap energy e
where e g is the InAs band-gap energy, and we assume a weighting described by a normal distribution characterized by an inhomogeneous broadening width D inh . F ðx; eÞ is the homogeneous gain or spontaneous emission spectrum, G material ðxÞ or SðxÞ, respectively, where we added the parameter e to indicate that the homogeneously broadened quantities are computed for a precise electronic structure. The input for the calculations are the electronic structure properties, specifically the electron and the hole energy levels, as well as the optical dipole matrix elements. They are computed using a Schr€ odinger/Poisson solver, 10 where the input is the heterostructure and bulk material parameters. For the laser devices used in the experiment, the QD active region consists of five 8 nm In 0.15 Ga 0.85 As QWs separated by 37.5 nm GaAs barriers, where each QW embeds InAs QDs (DWELL structure). Similar QW lasers where the active region consists of three 8 nm In 0.2 Ga 0.8 As QWs were also measured for comparison. In both cases (QD and QW), the entire active region is cladded by 30 nm Al 0.2 Ga 0.8 As layers, which in turn is sandwiched between 1.5 lm thick Al 0.4 Ga 0.6 As layers (see Figure  1 ). The structures used in the photoluminescence measurements consisted of a single DWELL cladded on either side by GaAs (50 nm)/Al 0.4 Ga 0.6 As (50 nm). The material gain G material ðxÞ is calculated for a sheet of InAs QDs embedded in an 8 nm In 0.15 Ga 0.85 As QW layer with QD density N dot .
Modal gain versus current density was determined from pulsed (0.5% duty cycle) light versus current (L-I) measurements on broad-area laser stripes 50 lm wide and various cleaved cavity lengths. A total of 108 and 126 different QD and QW lasers were measured, respectively. The reciprocal differential slope efficiency per cavity length was plotted versus cavity length, from which the waveguide optical loss ða abs Þ and injection efficiency ðgÞ were extracted using a linear fit. 11 Following convention, the injection efficiency refers to the fraction of injected current entering the active region. 11 The threshold modal gain is determined by the round-trip gain equal loss condition
Here, we assume reflectivities of À1 for the QW lasers. There is concern of an systematic error in applying this traditional method of analysis for quantum dot lasers, as this method assumes that the carrier density (and g) is pinned at threshold, which may not always be the case in quantum dot lasers as was discussed in Ref. 12 . More measurements and simulations, beyond the scope of the present investigation, will be necessary to address this issue, e.g., more precise fitting of the spontaneous emission spectrum using arbitrary carrier distributions. A sensitivity analysis will be presented to quantify the uncertainty that this systematic error may induce in our conclusion. Figure 2 (a) shows the homogeneously broadened TE (transverse electric) material gain spectra computed for room temperature and a range of carrier densities. The TM (transverse magnetic) gain is highly attenuated because of compressive strain. The lowest density spectrum indicates only ground-state gain. At higher energies are the excited-state absorption resonances. The QD resonances exhibit carrierdensity dependent energy shifts and broadening that are observed in experiments 13, 14 and discussed in detail elsewhere. 15 These intrinsic features are typically not observed in the present samples because of the smoothing process of inhomogeneous broadening. To illustrate the effects of inhomogeneous broadening, Eq. (4) is used to convert the homogeneously broadened gain spectra to inhomogeneously broadened ones. Figure 2(b) plots the result for a carrier density of N ¼ 4 Â 10 11 cm À2 . With increasing inhomogeneous broadening, the gain spectrum began to resemble that observed in the present experiment. 16 For this study, the most important effect of inhomogeneous broadening is degradation in peak gain.
To obtain a quantitative estimation of inhomogeneous broadening, we looked at the spontaneous-emission spectrum. A 785 nm laser with approximately 26 W/cm 2 incident power density was used. This is sufficient to saturate the ground-state QD luminescence and significantly populate the higher excited states. The dotted curve in each panel of Fig.  3(a) shows the experimental spontaneous-emission spectrum, measured with a normal-incidence room-temperature photoluminescence setup for a single sheet of InAs QDs. The yaxis scaling is from the theory. We did not calibrate the measurement apparatus. In fact, as in the case for QWs, the theory/experiment fitting may be used to calibrate the experiment. The experimental spontaneous-emission spectrum is fitted to the sum of three Lorentzian functions, where the peak positions and amplitudes were adjusted together with a common linewidth. We did not attempt to fit the overall shape partly because we did not include all the InAs QD bound-state transitions in the gain calculation. However, the entire bound-state transitions and the continuum are used to determine the chemical potential.
A spontaneous emission linewidth of 28 meV (which included both homogeneous and inhomogeneous contributions) gave the best fit of the experimental spectrum. To extract the inhomogeneous-broadening linewidth D inh , we used Eqs. (3) and (4) to compute the spontaneous-emission spectra for a range of D inh 0 s (solid curves in Fig. 3(a) ). The same fitting to the sum of three Lorentzian functions is performed and the result is plotted in Fig. 3(b) . According to the dashed lines, the measured spontaneous-emission linewidth of 28 meV translates to an inhomogeneous broadening of D inh ¼ 22meV. Considering the approximate level of the Lorentzian-function fitting, we round off to D inh ¼ 20meV. The computed spontaneous emission spectrum for D inh ¼ 20meV is plotted in the middle panel of Fig. 3(a) . For comparison, we also plotted the calculated spontaneous emission spectra for D inh ¼ 10meV and D inh ¼ 30meV.
The next step is to match the calculated and measured modal gain versus current density curves. Theoretically, the modal gain is obtained by G modal ¼ CG material , where the mode confinement factor 0:09 Շ C Շ 0:115 is estimated from solving Maxwell's equations for laser-field profiles. This confinement factor value is larger than traditional "fill factor" values used for QD lasers because we have defined the QD material gain as distributed over the volume of the embedding QW layer. The material gain used is the peak gain computed for an 8 nm In 0.15 Ga 0.85 As QW layer, containing an InAs wetting layer on which sits a density of N dot ¼ 5 Â 10 10 cm
À2
inhomogeneously broadened InAs QDs. For each carrier density, we write a current density
where
dx SðxÞ is the spontaneous emission contribution to the current density (factor of 2 is from the 2 TE polarizations in the QW plane and no emission in the TM polarization) and g is an overall efficiency defined as the ratio of the current entering the active region to the total current through the contact, which we hereby assume to be equivalent to the injection efficiency. We assume that the nonradiative carrier loss may be represented by linear and cubic terms with A and C being fitting parameters.
A good fit to experimental data is obtained with D inh ¼ 20meV; A ¼ 1:2 Â 10 9 s À1 , and C ¼ 10 À28 cm À1 s À1 . The result is plotted as a solid black curve in Figs. 4(a) and 4(b). We do not associate A and C with physical processes because it is well known that physical processes such as defect, radiative, or Auger losses have complicated dependences on total carrier density. Nevertheless, it is interesting to note that the value obtained for A is within the range we reasonably expect for defect related loss in typical QD samples, and the value of C is consistent with an Auger coefficient for a material with band-gap energy around 0.9 eV. 17 Very helpful for confidence in the extracted parameters is the availability of experimental data over a wide range of threshold gain, from below gain saturation, to where the gain is sufficiently saturated to become basically current independent. In the latter case, the gain is largely dependent on the combination of N dot , C, and D inh , and insensitive to A and g (see Figs. 4 (a) and 4(b) for the cases of D inh and A, respectively). For each sample, we determine N dot by counting the number of QDs inside a 1 lm Â 1 lm area, which can be performed sufficiently accurately to pin down D inh to better than 63 meV. As stated earlier, there is an uncertainty in the confinement factor, resulting in the estimation of 15meV < D inh < 21meV (see Fig. 5(a) ). The curves in Fig. 5 are obtained from calculations where we look for combinations of (D inh , C) and (A, g) that reproduce the solid curve in either Fig. 4(a) or Fig. 4(b) , which best fits the experiment. As to the uncertainty due to non-equilibrium carrier distributions, 12, 18 we address the concern by plotting in Fig. 5(b) the dependence of the extracted A on the value of g assumed in the modeling. The variation 10 9 s À1 < A < 1:4 Â 10 9 s
À1
from a 10% uncertainty in g still provides us with useful information on sample quality. We end by noting that a first-principles gain theory has more uses than the extraction of difficult to measure device parameters. With rigorous treatment of relevant physics and minimization of fitting parameters, a model can provide trustworthy assessments of future performance when extrinsic constraints are mitigated. For example, the D inh ¼ 0 and 10meV curves in Fig. 4(a) indicate the improvement in gain-current characteristics with better sample uniformity. On the other hand, the D inh ¼ 30meV curve shows degradation in performance when uniformity is not as good as our present lasers. Interpreting the results differently, the significant difference between the D inh ¼ 0 and D inh > 0 curves may suggest caution when promoting the advantages of a zero-dimensional system without tempering with the fact that complete elimination of inhomogeneous broadening is impossible.
Equally useful is a comparison of QD versus QW gain performance. A quantitative comparison of InAs QDs with GaInNAs QWs has been previously presented, 19 and here we offer a quantitative experimental comparison with InGaAs QWs. The circles in Fig. 4(a) are from measurements with lasers where gain in each laser is provided by three 8 nm In 0.2 Ga 0.8 As QWs. Comparison of QD and QW data shows that for the QD there is potential for lower threshold current (densities), while at the same time indicates stronger gain saturation compared to QWs. The measured QW gain versus current characteristic is reproduced by theory (grey curve), where we use a similar gain model as described by Eqs. (1) and (2) . All input parameters are the same except for C ¼ 0:054 and A ¼ 6:5 Â 10 8 s À1 . No inhomogeneous broadening is introduced in the QW calculations.
To conclude, we propose and analyze a method for extracting inhomogeneous broadening and nonradiative losses in InAs QD lasers by comparing experimental measurements with microscopic theory without the use of free parameters. Such an approach allows for the quantification of the inhomogeneous broadening and nonradiative loss rates, which may be difficult to decouple otherwise since both result in a degradation of the peak gain. This method may be used to guide material and device design optimizations for QD optoelectronic devices. This work was supported by Sandia LDRD program, funded by the U.S. Department of Energy under Contract DE-AC04-94AL85000, and by SRC under Contract 2014-EP-2576. We thank Larry Coldren for helpful discussions.
