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Abstract Despite the widespread use and numerous suc-
cessful applications of density functional theory, descrip-
tions of hydrocarbon reaction energies remain problematic.
Illustrative examples include large underestimation of
energies associated with alkane bond separation reactions
and poor general description of intramolecular dispersion in
hydrocarbons (e.g., B3LYP, MAD = 14.1 kcal mol-1).
More recent, but not readily availably functionals, along
with efficient posteriori corrections, not only show consid-
erable improvement in the energy description of hydrocar-
bons but also help identify the sources of error in traditional
DFT. Interactions in branched alkanes and compact hydro-
carbons are adequately mimicked by systems compressed
below their typical van der Waals distances. At these
distances, standard DFT exchange functionals are overly
repulsive for non-bonded density overlaps, and significant
improvement is offered by the long-range corrected
exchange functionals (e.g., LC-BLYP0.33, MAD = 5.5
kcal mol-1). For those systems, the neglect of long-range
dispersion is found to be a critical shortcoming, as well as
‘‘overlap dispersion’’, for which non-negligible amounts are
captured by the correlation functional. Accounting for the
missing dispersion interactions is of key importance.
Accordingly, most noteworthy improvements over standard
functionals are obtained by using non-local van der Waals
density functionals (e.g., LC-S-VV09, MAD = 3.6 kcal
mol-1, rPW86-VV09, MAD = 5.8 kcal mol-1), a disper-
sion corrected double hybrid (B2PLYP-D, MAD = 2.5
kcal mol-1), or by the addition of an atom pairwise density-
dependent dispersion correction to a standard functional
(e.g., PBE-dDXDM, MAD = 0.8 kcal mol-1). To a lesser
extent, the reduction of the delocalization error (e.g., MCY3,
MAD = 6.3 kcal mol-1) or careful parameter fitting (e.g.,
M06-2X, MAD = 5.6 kcal mol-1) also lowers the errors.
Keywords Density functional theory  Weak
intramolecular interactions  Hydrocarbon energies
1 Introduction
Kohn–Sham density functional theory (DFT) [1] is a
powerful framework for many aspects of electronic struc-
ture theory and has become the preferred method for
modeling the energy and structural properties of large
molecules. Despite overwhelming popularity, common
semi-local and hybrid density functional approximations
are affected by well-known deficiencies. In addition to the
inability of the most popular exchange–correlation func-
tionals to accurately model long-range (dispersion) inter-
actions in van der Waals complexes [2–11], recent studies
have also noted failures to describe intramolecular energies
in seemingly simple hydrocarbons [12–15].
Alkanes represent the simplest examples of organic
molecules for which the energetic description remains
challenging for density functional approximations. The
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DFT accuracy for alkane energies is generally bench-
marked through computed heats of formation [16–20] or
reaction energies [21–23]. Disturbing failures have, for
instance, been noted for the evaluation of isodesmic bond
separation reactions [21–23] of n-alkanes (Eq. 1; Fig. 1),
which are commonly used to determine the total sum of the
(de)stabilizing interactions within molecules. In the bond
separation equation (BSE) procedure, all bonds between
heavy (non-hydrogen) atoms are split into their simplest (or
parent) molecular fragments preserving the heavy atom
bond types. Reactions are balanced by inclusion of the
necessary number of simple hydrides (methane, ammonia,
water, etc.). The BSE of propane (Eq. 1) has been used to
quantify the 1,3-methyl-methyl stabilizing interaction,
2.83 kcal mol-1, termed protobranching by Schleyer and
coworkers [24]. Most functionals systematically underes-
timate the BSE of propane and larger alkanes (Fig. 1) [13,
25, 26].
m
+ m CH4 m+1 C2H6 ð1Þ
While the physical origin of the branching stabilization
remains uncertain, its roots trace to both Allen’s [27, 28]
and Pitzer’s [29, 30] 1950s studies of alkane stability,
where van der Waals type (London dispersion [31]) inter-
actions were invoked to explain the enhanced stability of
branched over linear species. For this reason, the poor
treatment of non-bonded intramolecular interactions
between 1,3-disposed methyl/methylene groups have been
proposed to explain the failure of conventional density
functionals [26, 32–38].
Numerous related problems have been reported for the
computation of hydrocarbon bond energies [39–44]. Red-
fern et al. [19] noted large per bond B3LYP deviations for
alkane heats of formation, which grew with increasing
alkane size. Grimme’s analysis of the alkane isomerization
reactions showed that many density functionals do not
reproduce the correct ordering for heats of formation,
preferring n-alkanes over their more highly branched (and
more stable) counterparts [12]. Feng et al. [39] first noted
considerable underestimation of C–C bond energies using
B3LYP [45, 46]. Later, Check and Gilbert [47] showed
increasing errors in C–C bond energies as the peripheral
hydrogen atoms were replaced with methyl groups,
resulting in an error of over 20 kcal mol-1 for cleavage of
the central C–C in tetramethylbutane. Note that the
cleavage of these C–C bonds necessarily involves changes
in the number of 1,3-alkyl-alkyl (protobranching) interac-
tions, thus, similar shortcomings are observed for bond
cleavage energies as for alkane BSEs.
Organic systems possessing structural features other
than C–C and C–H single bonds are also susceptible to
DFT failures. Schreiner and coworkers showed that gra-
dient corrected functionals over stabilize cummulene
structures when examining cummulene/acetylene energy
differences in small organic compounds [48]. Different
functionals yielded widely varying energy differences for
sets of hydrocarbon structural isomers (over 40 kcal mol-1
for C12H12) [49]. For the same set of compounds, bond
Fig. 1 Deviations of various
DFT functionals from
experimental (0K)
protobranching stabilization
energies. Negative values
denote underestimation.
Stabilization energies are based
on Eq. 1. CCSD(T) and MP2
refer to CCSD(T)/aug-cc-
pVTZ//MP2/6-311?G(d,p) and
MP2/aug-cc-pVTZ//MP2/6-
311?G(d,p), respectively, and
include MP2/6-311?G(d,p)
zero-point corrections. All other
computations employed the 6-
311?G(d,p) basis set. Copyright
American Chemical Society
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separation reactions give generally smaller errors [50] that
increase with the system size.
Over the past decades, the shortcomings of conventional
semi-local and hybrid density functionals have motivated
developments ‘‘beyond’’ the realm of traditional DFT. These
more sophisticated and/or more accurate formalisms gener-
ally aim at (1) improving the treatment of long-range
dispersive interactions, which, by construction, is missing in
semi-local density functionals and (2) reducing the intrinsic
self-interaction error, [51–53] generalized to ‘‘delocalization
error’’ in many electron systems [54–57]. In this article, we
discuss the current state of density functional approxima-
tions for describing energies associated with weak intra-
molecular interactions present in four test sets featuring
hydrocarbons. Our primary focus is to evaluate the perfor-
mance of the most recent but not widely used DFT methods
and test their ability to overcome known deficiencies. The
latest approximations are often implemented in develop-
mental versions of codes, frequently unavailable to users.
A comprehensive benchmarking of ‘‘modern’’ functionals
on the reactions energies of hydrocarbons will not only
enable straightforward comparisons of their performance,
but also serve to supplement the debate regarding the origin
of the DFT errors [12, 26, 58, 59]. Our classification and
applications of ‘‘modern’’ density functionals distinguish
‘‘pure’’ from atom pairwise dispersion-corrected density
functionals. The ‘‘pure’’ class includes vdW-density func-
tionals (e.g., vdW-DF04 [60] and VV09 [61, 62]), long-range
corrected exchange functionals (e.g., LC-BLYP [26, 63],
LC-PBE [26], LC-xPBE [64, 65], LC-xPBEh [65]), and
functionals designed specifically to minimize the delocal-
ization errors (e.g., MCY3) [66]. For comparisons, this
category also includes the increasingly popular highly
parameterized hybrid Minnesota functional, M06-2X [67].
The second class of methods considers Grimme’s B97-D
[68] and B2PLYP-D [32, 69], along with our recent density-
dependent dispersion correction dDXDM [37], in which an
explicit atom pairwise dispersion correction is added
a posteriori.
2 Computational methods
2.1 Test sets
The performance of a series of recent functionals (described
below) is compared with traditional semi-local and hybrid
functionals for four test sets representative of the intramo-
lecular weak interactions in hydrocarbons (Figs. 2 and 3).
Three of these test sets assess Pople’s isodesmic bond
separation equation reactions [21–23] of alkanes (chains,
rings and cages, see Fig. 2). The geometries and thermal
corrections are taken at the B3LYP/6-311?G** level from
ref [35, 37] except for R14, which has been updated. Ref-
erence values are derived from experimental heats of for-
mation [70]. Whereas the use of these experimental
reference data has been disputed [71], our recent density-
dependent dispersion correction (-dDXDM) [37] was fit to
experimental energy differences, which compared well with
composite approaches (see Figure S1 in the Supporting
Information). For the sake of comparisons, results based on
computed ab initio benchmark values (i.e., CCSD(T)/CBS),
which are best reproduced by B2PLYP-D, are given in the
Supporting Information. Note that the general trends and
analysis discussed in this work, however, remain unaffected
by the choice of reference values (experimental vs.
CCSD(T)/CBS, see Supporting Information). The ‘‘intra-
molecular dispersion interactions in hydrocarbons’’ (IDHC)
[32] set contains two isomerization reactions (n-octane and
n-undecane to the fully branched isomer), two folding
reactions of large hydrocarbon chains (C14H30 and C22H46),
the dimerization of anthracene, and the hydrogenation
reaction of [2.2]paracyclophane to p-xylene (Fig. 3).
Geometries and reference values are taken from ref [32].
Finally, the geometries and CCSD(T*)-F12a/aug-cc-pVTZ
[72, 73] reference values for the methane dimer, used as a
model system, are taken from reference [37] and the inter-
action energy profile completed at the same level using
Molpro2009.1 [74]. SAPT0 computations were performed
with the aug-cc-pVTZ basis set [75] in Molpro2009.1.
2.2 Functionals
The energy data for HF, PBE [76], PBE0 [77, 78], BP86
[79–81], BLYP [79, 82], B3LYP [46, 83], B2LYP, and
their dDXDM [37] corrected versions as well as M06-2X
[67], B2PLYP-D [32, 69], and B97-D [68] are also taken
from ref [37]. Data for SVWN5 [84, 85] are taken from ref
[35].
LC-BLYP [26, 63], LC-PBE [26], LC-xPBE [64, 65],
LC-xPBEh [65], HFLYP, HFPBE, S [84], B88 [79], PBEx
[76], rPW86 [80, 86], VV09 [61, 62], and vdW-DF04 [60]
energies are computed with a developmental version of
Q-Chem 3.2 [87]. HSE06 [88, 89] computations were
performed in Gaussian 09 [90], while CAMB3LYP [91],
rCAMB3LYP [66], LC-BLYP(0.33), MCY2 [92], and
MCY3 [66] were computed with a version of CADPAC 6.5
[93, 94], kindly provided by Aron Cohen. The cc-pVTZ
[75] basis set was used for all test sets, but interaction
energies for the methane dimer were computed with the
aug-cc-pVTZ basis set.
The specificities of the ‘‘modern’’ functionals listed
above are briefly summarized below. M06-2X [67] is a
fitted hybrid meta-GGA functional (about 30 parameters),
designed to describe main group elements and weak
interactions accurately. B97-D [68] is a GGA fitted
Theor Chem Acc (2010) 127:429–442 431
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Fig. 2 Schematic
representation of the 36
saturated hydrocarbons in the
chain (H1–H15), cages
(C1–C5), and rings (R1–R16)
set
Fig. 3 The six reactions of the
IDHC test set
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together with the dispersion correction in order to minimize
the double-counting of DFT correlation and the empirical
dispersion correction. The double hybrid B2PLYP-D [32,
69] contains 27% MBPT2 correlation energy, 53% ‘‘exact’’
exchange, and a posteriori dispersion correction. vdW-
DF04 [60] and VV09 [61, 62] are two fully non-local vdW-
density functionals that are supplemented by an exchange
and a local correlation functional. There is some freedom
in the choice of the exchange component, but functionals
that bind van der Waals complexes are obviously unsuit-
able (revPBE [95] and recently PW86 refits [80, 86] are
popular options). The PW92 [96] parameterization is usu-
ally chosen for the local correlation.
LC-BLYP [26, 63], LC-PBE [26], LC-xPBE [64, 65],
and LC-xPBEh [65] are long-range corrected functionals
(labeled LC or LCR): the long-range is described by
‘‘exact’’ exchange and the short-range by DFT exchange
(Eq. 2). In the range-separation scheme, pioneered by
Savin et al. for the local density approximation [97, 98] and
extended to general functionals by Tsuneda and coworkers
[99], the electron repulsion operator 1r12 is partitioned into
two ranges (long and short) with the most common choice
being an Ewald-style partition based on the error function:
1
r12
¼ erfcðlr12Þ
r12
|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
SR
þ erfðlr12Þ
r12
|ﬄﬄﬄﬄ{zﬄﬄﬄﬄ}
LR
ð2Þ
where the l parameter is selected empirically and controls
the definition of the two ranges (for other forms of Eq. 2
see ref [97, 100–103]). The LC scheme is motivated by the
incorrectly decaying potential of standard DFT functionals
(the xc potential of semi-local functionals decays
exponentially along with the density, while the asymptotic
form of the exact potential is -1/r). Applying the range
separation and introducing HF exchange for the long-range
corrects this error. The ‘long-range’ is considered especially
important in the asymptotic region (i.e., surface) of atoms
and molecules. Given a GGA or hybrid functional, the
corresponding LRC functional is
ELRC
xc
¼ Ec þ ð1  CHFÞESRx;GGA þ CHFESRx;HF þ ELRx;HF ð3Þ
The components labeled ‘‘LR’’ and ‘‘SR’’ are evaluated
using the long- and short-range Coulomb potential,
respectively, while CHF denotes the coefficient of the HF
exchange present in the original functional (Ex,HF). Hybrid
LRC functionals therefore contain some fraction of short-
range HF exchange, but all LRC (CAMB3LYP excluded)
functionals contain full HF exchange in the long-range limit
(Eq. 3). The construction of the short-range exchange
functional (ESRx;GGA) requires an expression for the exchange-
hole not given by conventional semi-local GGAs. The
LC schemes thus mostly vary by the construction of the
short-range functional. An illustrative example is PBE, for
which four short-range parameterizations exist in the liter-
ature ranging from using a pseudo-LDA exchange hole [99]
(LC-PBE), applying the range separation to the enhance-
ment factor (sr-PBE or l-PBE) [104], taking the model
PBE-exchange-hole [105] (LC-xPBE) [106] or using a
more general exchange-hole [64] parameterized to repro-
duce PBE-results (called LC-xPBE as well) [107]. HSE06
[88, 89], which has been motivated mainly for use in solid-
state computations, is a screened hybrid that is the inverse
of a long-range corrected functional; the short-range is
described by ‘‘exact’’ exchange and the long-range by DFT
exchange, this avoids the computationally expensive full-
range exact exchange. CAMB3LYP [91] uses a different
partitioning than Eq. 3, but can be seen as an extension of
LC-BLYP (similar to the B3LYP extension to BLYP) fitted
to atomization energies, ionization potentials, and total
atomic energies, by varying the fraction of global and long-
range exact exchange. rCAMB3LYP [66] is a re-parame-
terization of CAMB3LYP containing about twice the
amount of the long-range correction and aims to improve
the fractional charge behavior of a carbon atom. MCY2 [92]
was constructed to be one-electron self-interaction free and
to give good thermochemistry and reaction barriers, while
MCY3 [66] uses long-range corrected components and has
been, akin to rCAMB3LYP, fitted to improve the fractional
charge behavior. Finally, LC-S-vdW-DF04 and LC-S-
VV09 [61] pair the long-range corrected Slater exchange
with the fully non-local vdW-density functionals with (i.e.,
VV09 [61]) or without (i.e., vdW-DF04 [60]) refitting the
long-range separation parameter.
2.3 Dispersion correction
Very recently we introduced a dispersion correction [37]
that combines Becke and Johnson’s exchange-hole dipole
moment (XDM) formalism [108–114] with an extended
Tang and Toennies damping function [115], in which the
damping parameter depends on atomic (overlap) popula-
tions. As results obtained with the DFT-dDXDM are
presented and analyzed hereafter, the most important
ingredients of the correction are briefly reviewed below.
The general form of dDXDM is the Tang and Toennies
(TT) damping function [115]
Edisp ¼ 
X
Nat
i¼2
X
i1
j¼1
f2nðbRijÞC
ij
2n
R2nij
ð4Þ
where Nat is the number of atoms in the system and b the
TT-damping factor. f2nðbRijÞ are the ‘‘universal damping
functions’’ [115], which are specific to each dispersion
coefficient and that serve to attenuate the correction at
short internuclear distances.
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f2nðxÞ ¼ 1  expðxÞ
X
2n
k¼0
xk
k!
ð5Þ
Dispersion coefficients are computed according to Becke
and Johnson’s XDM formalism [108–114], as efficiently
implemented in Q-Chem by Kong and coworkers [116, 117].
The central quantity is the dipole moment arising from the
reference electron and its exchange-hole (XDM). The XDM
is evaluated using the Becke–Roussel model exchange hole
[118]. The dispersion coefficients are partitioned among the
atoms using the iterative Hirshfeld scheme (Hirshfeld-I)
[119], to properly account for polarization (and overall
charge). A key component of the dDXDM correction is the
damping factor b, which is modeled by
b xð Þ ¼ F xð Þ  bij;asym ð6Þ
F(x) and x are, respectively, the damping function and
argument for bij,asym, that is the TT-damping factor associated
with well-separated atoms i and j. bij,asym is obtained from
bii,asym and bjj,asym according to the recommended
combination rule [120, 121].bii,asym is estimated [122, 123]
by the square root of the atomic ionization energy
ﬃﬃﬃ
Ii
p
taken
from ref [124]. The atom in a molecule character is described
by a cubic root scaling of the ratio between the free atom and
the atomic volume in the molecule [125, 126]. The adjustable
b0 parameter is introduced to scale the strength of correction in
the medium range:
bii;asym ¼ b0 
ﬃﬃﬃﬃﬃ
2Ii
p

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Vi;free
Vi;AIM
3
s
ð7Þ
The form of the bij,asym damping function is chosen as:
F xð Þ ¼ 1  2arctanða0  xÞ
p
ð8Þ
with the fitted a0 parameter adjusting the short-range
behavior of the correction. Finally, the damping argument
x is given by
x ¼ abs qij þ qji 
Zi  Nið Þ  Zj  Nj
 
rij
 
Ni þ Nj
Ni  Nj ð9Þ
where Zi and Ni are the nuclear charge and Hirshfeld
population of atom i Ni ¼
R
wiðrÞqðrÞdr, respectively. The
overlap population [127] qij ¼
R
wiðrÞwjðrÞqðrÞdr is a
covalent bond index, whereas the fractional term in the
parenthesis is an ionic bond index [128].
3 Results and discussions
3.1 General performance
Simple (closed shell molecules) hydrocarbon reactions
such as Pople’s bond separation equations (BSEs) of linear
alkanes (chains), cycloalkanes (rings), or cages (such as
adamantane) show highly characteristic and systematic
DFT errors [13] (see Fig. 4) of the same magnitude as HF
(except for SVWN5). SVWN5 outperforms all the others
common density functionals for alkane reaction energies
(vide infra).
With the exception of SVWN5 (LDA), the contrast
between ‘‘standard’’ (Fig. 4) and ‘‘modern’’ density func-
tionals (Fig. 5) is striking, with the average mean absolute
deviation (MAD) over the four test sets being 40% lower
for the latter (MAD(standard) = 13.3 kcal mol-1, MAD
(modern) = 7.7 kcal mol-1). Two general tendencies
emerge from the comparisons between Figs. 4 and 5: (1)
the inclusion of long-range corrected exchange energy
terms improves the general performance, while the incor-
poration of a fraction of global exchange does not and (2)
the accurate treatment of weak interactions is essential. The
most illustrative examples are the superior performance of
LC-BLYP0.33 (MAD = 5.5 kcal mol-1) and of the
VV09-based functionals, rPW86-VV09 and LC-S-VV09
(MAD of 5.8 and 3.6 kcal mol-1, respectively). On the
other hand, the remarkable performance of the hybrid
meta-GGA, M06-2X (MAD = 5.6 kcal mol-1) highlights
the valuable success of semi-empirical fitting for improv-
ing the performance of conventional DFT.
Inconveniently, the approaches that are best for general
thermochemistry (i.e., atomization energies and barrier
heights) tend to perform worst for the weak intramolecular
interactions discussed herein, and vice versa. For instance,
the inclusion of global HF exchange in conjunction
with the long-range correction (i.e., (r)CAMB3LYP and
LC-xPBEh [65]) increases the MADs for each of our
individual sets when compared to the ‘‘pure’’ long-range
corrected functional (e.g., MAD = 9.9 and 9.0 kcal mol-1
for LC-xPBEh [65] and LC-xPBE [64, 107], respectively).
Fig. 4 Performance for standard functionals: Mean absolute devia-
tions for bond separation energies over hydrocarbon chains, rings and
cages, and for reaction energies of the test set ‘‘intramolecular
dispersion interactions’’ (IDHC) using the cc-pVTZ basis set
434 Theor Chem Acc (2010) 127:429–442
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These results contrast with other thermochemical proper-
ties for which the additional empirical parameter associated
with the fraction of exact exchange improves the functional
performance [65, 91]. Similarly, the LC-BLYP long-range
separation parameter optimized for atomization energies
(0.5), [26, 129] is significantly less accurate (MAD(0.5) =
7.8 kcal mol-1) than LC-BLYP0.33 (MAD(0.33) = 5.5
kcal mol-1) [63], which has been shown to give consid-
erably lower delocalization errors [54, 66], but poor
atomization energies [91]. MCY3 (MAD = 6.3 kcal
mol-1), which has been designed to minimize the delo-
calization error and benefits from the inclusion of long-
range corrected exchange energy terms and from the
same parameterization as rCAMB3LYP [66] also per-
forms very well for our test sets, but less satisfactory
for general thermochemistry [66]. This performance con-
trasts with MCY2 (MAD = 15.6 kcal mol-1, full-range
exact exchange, one-electron self-interaction free), which
has been parameterized against ‘‘general’’ thermochemistry
and gives poor results for weak intramolecular interactions.
Screened hybrid density functionals, which perform similar
to PBE0 for thermochemistry, [130] also do not outperform
the long-range corrected functionals in the present study
cases (e.g., MAD HSE06 = 11.0 kcal/mol). The sets of
hydrocarbon reaction energies tested herein seemingly
benefit from an earlier switching to the long-range inter-
actions in exchange, but at this stage, no simple rationali-
zation is possible as it is not unequivocally clear from
where the improvement arises. In a recent study, Tsuneda
and coworkers claimed that the lack of long-range inter-
actions in exchange functionals is the major cause for the
underestimation of alkane isodesmic reaction energies [26],
but this on-going question [12, 26, 58, 59] will be thor-
oughly discussed in the next section.
A much less debated origin for these DFT errors is the
absence of non-local correlation effects to account for long-
range intramolecular interactions such as dispersion [131].
This dependency is demonstrated by the good performance
of the vdW-density functionals such as revPBE-vdW-DF04
and rPW86-VV09 [62] (MAD = 6.8 and 5.8 kcal mol-1,
respectively). Combining VV09 with a long-range corrected
functional, as suggested in ref [61], further stabilize the
hydrocarbons (MAD = 3.6 kcal mol-1). LC-S-vdW-DF04
performs similarly (MAD = 4.0 kcal mol-1). The rele-
vance of such combinations has also been demonstrated for
rare-gas dimers and other systems [132–137].
An alternate and computationally cheaper solution to the
intramolecular dispersion problem is to add a damped,
atom pairwise energy correction to the standard KS-DFT
energy as originally proposed by Yang et al. and others
[11, 138–140]. Our recently proposed system-dependent
dispersion correction (-dDXDM), based on Becke and
Johnson’s exchange-hole dipole formalism, has shown to
reduce both these ‘‘intramolecular errors’’ as well as the
errors on typical (intermolecular) van der Waals complexes
[37]. Figure 6 illustrates the performance of -dDXDM
along with that of the popular B97-D and B2PLYP-D [32,
68]. Note that Grimme’s latest DFT-D3 correction [141] is
not considered herein, but its performance on isodesmic
reactions for linear alkane chains has been demonstrated in
ref [59]. The success of dDXDM is due to a flexible,
density-dependent, damping function that adapts well to a
given functional (vide infra) together with accurate, den-
sity-dependent dispersion coefficients. To enable compar-
isons with Fig. 5, the best performing ‘‘standard’’ and
‘‘modern’’ functionals (SVWN5, MAD = 3.4 kcal mol-1,
M06-2X, MAD = 5.6 kcal mol-1 and LC-S-VV09,
MAD = 3.6 kcal mol-1) are included in Fig. 6.
The explicitly dispersion corrected functionals outper-
form the best functionals tested in Fig. 5, LC-BLYP0.33
and LC-S-VV09. In particular, PBE-dDXDM and PBE0-
dDXDM (MAD = 0.8 and 0.9 kcal mol-1, respectively)
give the best results with respect to experiment, while
B2PLYP-D is the best for reproducing CCSD(T)/CBS
reference values (MAD = 0.7 kcal mol-1, see Supporting
Information). The dDXDM correction also lowers the
error, which generally increases considerably going
from chains, to rings, to cages. B2LYP-dDXDM (same
Fig. 5 Performance for
‘‘modern’’ functionals: Mean
absolute deviations for bond
separation energies over
hydrocarbon chains, rings and
cages, and for reaction energies
of the test set ‘‘intramolecular
dispersion interactions’’ (IDHC)
using the cc-pVTZ basis set
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functional contributions as in B2PLYP, but without PT2
correlation energy) is not intended for real world applica-
tions, but provides insights into the good performance of
B2PLYP-D. dDXDM alone is able to reproduce the com-
bined role of the PT2 energy and the empirical dispersion
correction for the present test sets.
The main outcome resulting from this preliminary
investigation of the general performance of various func-
tionals is (1) accounting for dispersion interactions is
indispensable, (2) the improved treatment of ‘‘medium-
range correlation’’ decreases the errors significantly (e.g.,
M06-2X), and (3) a long-range corrected exchange
improves performance. Whereas (1) can be efficiently
solved by the use of a dispersion correction that offers an
attractive alternative to the computationally more expen-
sive non-local vdW functionals, the importance of the
exchange is uncertain [12, 26, 58, 59]. In the next section,
we analyze the errors for these simple systems in greater
detail to shed greater light on the origin of the DFT
failures.
3.2 Detailed analysis of the functional performance
Our recent dispersion corrections, which are calibrated on
alkane reaction energies [33, 35], aimed at accounting for
‘‘intramolecular errors’’ efficiently, without altering the
long-range correction. Interestingly, our empirical variants
of the correction [33, 35] show a minimum between 2.3
and 2.6 A˚ for the carbon–carbon interaction, a distance that
corresponds roughly to the 1,3 C–C distance in propane
(2.536 A˚) [142]. This distance range is also similar to the
compressed methane dimer as originally chosen by Yang
and coworkers [55] as a model for probing delocalization
errors [54, 55, 57] in Diels–Alder reaction energies.
Comparisons between the errors in our test sets with those
of the methane dimer interactions at the highly repulsive
distance of 2.4 A˚ and at the equilibrium distance [143] is
instructive, as a correlation would be indicative of a
common source of error.
The correlation of MADs is vastly superior with the
error in the repulsive methane interaction region (Fig. 7b)
than with the error at the equilibrium distance (Fig. 7a).
The poorer correlation between the errors in our test sets
and the methane interaction at the equilibrium distance is
in line with the strongly varying results given by the den-
sity functionals for describing vdW-interactions [144–146].
The treatment of long-range dispersive interactions is
missing, and the various performances strongly depend on
the high-reduced density gradient s / jrqj
q4=3
(low density,
high gradient) behavior of the exchange functional. As
demonstrated hereafter, the situation differs drastically in
the repulsive range, which is somewhat more adapted to
the description of branching in alkanes and compact
hydrocarbons (e.g., anthracene dimer). M06-2X gives
small errors for both the methane interaction energies and
the IDHC test set. The errors are the largest for the BSE of
the alkane cages, which result in a large y-axis intercept for
this series. A reasonable interpretation for the non-zero
intercept is the missing long-range correlation energy
(dispersion) that can, by no means, be recovered by a local
correlation functional (not even by extensive fitting like in
M06-2X) and that increases with system size. Figures 8
and 9 give valuable insights on the improved performance
of PBE0 when compared to its parent ingredients, HF and
PBE, which both overestimate the repulsion of the com-
pressed methane dimer. PBEx is considerably more
repulsive than HF in the highly repulsive region modeled
by the non-bonded compressed methane dimer (Fig. 8)!
Whereas density functionals do not reproduce the repulsive
wall of rare-gas dimers, most studies have focused on the
slightly repulsive region, where exchange-only computa-
tions give various trends from too soft (e.g., PBEx) to too
repulsive (e.g., B88) [86, 144, 146, 147]. One thus argues
that in the highly repulsive range, the improved
Fig. 6 Performance for
dispersion corrected
functionals: Mean absolute
deviations for bond separation
energies over hydrocarbon
chains, rings and cages, and for
reaction energies of the test set
‘‘intramolecular dispersion
interactions’’ (IDHC) using the
cc-pVTZ basis set. SVWN5,
M06-2X, and LC-S-VV09 are
shown for comparison with
Figs. 4 and 5
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performance of PBE0 compared to PBE is due to the
smaller amount of overly repulsive PBE exchange (75%
instead of 100%) in favor of the HF exchange. The
improvement compared to HF is obviously due to the
correlation functional. This interpretation corroborates with
the more accurate interactions given by HF exchange
together with PBE correlation, HFPBE, used here as a
probe in line with Brittain et al. [57]. This reasoning in
terms of over repulsive DFT exchange is, however, only
valid for non-bonded interactions and not for semi-local
DFT exchange treatments of covalent bonds [114]. HF
supplemented with semi-local correlation is, of course, not
recommended for general purposes. The present interpre-
tation of the overly repulsive nature of standard DFT
exchange functionals at compressed distances are also
responsible, potentially, for the ‘‘surprising and somewhat
alarming’’ larger DFT errors recently noticed by Hobza
et al. [148] for non-covalent energy computations of the
compressed S22 geometries when compared to those at
equilibrium (0.9 shift when compared to the equilibrium
distance). At the equilibrium, PBE exchange is, on the
contrary, under repulsive. Thus, the combination of HF
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exchange with classic semi-local DFT correlation worsens
the description of vdW-complexes [9] (e.g., HFPBE error
at the equilibrium is in between HF and PBE). To a lesser
extent, similar trends are observed for the BSE of the
alkane cages and the IDHC test set (i.e., highly branched
and compact system), whereas the alkane chains and rings
(less branching, not as compact) remain weakly affected by
the incorporation of global exchange. The improved per-
formance of the long-range corrected exchange functionals
for all our test sets and the compressed methane dimer
illustrate, somewhat, that the description of non-bonded
interactions in the increasingly repulsive range benefits
more from having full HF exchange at the surface of the
molecule (in the long-range) than from containing some
fraction of HF exchange at all ranges or full HF exchange
at the short-range (e.g., screened hybrid functionals). As
demonstrated by Yang and coworkers, the overly repulsive
nature of the functional at compressed distances decreases
considerably if the delocalization error is reduced (e.g.,
MCY3).
Apart from the exchange functional, correlation and
especially dispersion play a major role in these errors, as
confirmed by the dramatic improvement obtained when
accounting for dispersion interactions [26, 32–37]. We here
distinguish long-range dispersion from ‘‘overlap’’ disper-
sion (that is shorter-range dispersion in the region of
overlapping density partially accounted for by semi-local
functionals), both of which accumulate with system size.
The notion of ‘‘overlap’’ dispersion is in line with a recent
DFT study of the description of water hexamer interactions
that recover a large part of the dispersion energy, domi-
nated by the short-range [150]. It is also closely related to
Grimme’s ‘‘overlap dispersive’’ interactions [151]. We,
however, regard ‘‘overlap’’ dispersion as a particular case
of medium-range correlation ([12, 38]) and not as an
alternate terminology [141]. The importance of dispersion
interactions is directly illustrated by the Hartree–Fock error
for the compressed methane dimer (8.1 kcal mol-1). The
individual contributions to the energy interaction of the
methane dimer are analyzed in Table 1 by symmetry-
adapted perturbation theory (SAPT0) [152]. The difference
between HF and SAPT first-order interaction energies
plus second-order induction (-exchange) is given by dHF
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[153, 154]. The HF error exactly matches the second-order
dispersion energy. However, note that SAPT does not
distinguish between ‘‘long-range’’ and ‘‘overlap’’ (i.e.,
shorter-range) dispersion that are, to a certain extent, cap-
tured by the DFT correlation functionals. At the highly
repulsive distance, the correlation functional accounts for
some ‘‘overlap’’ dispersion (due to overlapping density, see
HFPBE and HFLYP large improvement when compared to
HF in Fig. 9), but there are severe shortcomings (over
repulsive) in the exchange functional. In line with the
compressed methane dimer, the IDHC test set and the
BSEs of branched alkanes (cages [ rings [ chains) follow
the same interpretation regarding the origin of the DFT
errors. The error at the equilibrium distance is, however,
interpreted in terms of the missing dispersion that can be
compensated by an under repulsive DFT exchange (e.g.,
PBE). The good overall performance of SVWN5 for alkane
BSEs is easily explained by error compensation between
the short-range (overly attractive) and the missing long-
range weak interactions. It has also been explained in terms
of the surface energies [155] (LDA inherently favors
compact over extended systems, and thereby correctly
describes alkane branching).
Given that the dDXDM correction efficiently reduces
the MADs of our test sets, it is reasonable to expect a
correlation between the parameters adjusting the correction
for a given functional and the error in the methane dimer
interaction energies for the parent functional as illustrated
by Fig. 10. As discussed in the Computational Details, the
dDXDM correction contains only two fitted parameters: a0,
which controls how fast the correction decays to zero for
short interatomic distances and b0, which determines the
strength of the correction at intermediate interatomic dis-
tances (i.e., in the medium range).
The physical interpretation of the good correlation for b0
in Fig. 10b is straightforward: the higher the b0 value, the
stronger the dispersion correction at intermediate distances.
At long ranges, the damping vanishes exponentially and b0
becomes unimportant. At short ranges, the second damping
function, with the steepness a0, dominates: a0 = 0 turns off
the additional damping and restores the ‘‘conventional’’
Tang and Toennies damping, whereas a0 = ? turns the
entire correction off. Intermediary, the additional damping
responds to b0. A high b0 value means large corrections at
short (even covalent) distances that are prevented by
increasing a0. For a given density overlap, a high a0 value
turns down the TT-dispersion correction more than a low
a0. This behavior justifies the poorer performance of
dDXDM when combined with highly repulsive functionals
such as BLYP (or HF) when compared to softer
Table 1 Interaction energy contributions for the methane dimer at
equilibrium (C…C distance = 3.7 A˚) and a repulsive distance (C…C
distance = 2.4 A˚), computed with SAPT0 using the aug-cc-pVTZ
basis set
Repulsive methane
dimer
Equilibrium
distance
E
ð1Þ
pol
-14.11 -0.14
E
ð1Þ
exch
45.55 0.53
E
ð2Þ
ind
-11.17 -0.06
E
ð2Þ
indexch 9.82 0.06
E
ð2Þ
disp
-13.14 -0.98
E
ð2Þ
dispexch 2.99 0.07
Eel ¼ Eð1Þpol þ Eð1Þexch 31.44 0.39
E
ð2Þ
ind þ Eð2Þindexch -1.35 0.00
E
ð2Þ
disp þ Eð2Þdispexch -10.15 -0.91
Etot 19.94 -0.52
HF (BSSE corrected) 29.21 0.37
dHF -0.88 -0.02
CCSD(T*)-F12a 21.11 -0.53
CCSD(T*)-F12a/aug-cc-pVTZ is given as a reference. All values in
kcal mol-1
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functionals, such as PBE or even B3LYP. The high b0
values required for correcting the medium range increases
a0 as well, thereby diminishing the correction at distances
with considerable density overlap whether the overlap is
bonding or not. dDXDM is, nevertheless, a powerful cor-
rection, as even HF and BLYP are corrected to an extent
that they compete with M06-2X. The fact that dDXDM
benefits from the ‘‘overlap dispersion’’ intrinsic to the DFT
functional advises against combining the correction with
the dispersionless functional of Pernal et al. [156]
4 Conclusions
The benchmarking of ‘‘modern’’ density functionals for
overcoming common DFT errors in hydrocarbon reaction
energies provides valuable insight into the origin of the
errors given by traditional semi-local and hybrid density
functionals. The most illustrative example for these DFT
shortcomings is the large B3LYP energy underestimation
(MAD = 14.1 kcal mol-1) over four test sets of hydro-
carbons featuring weak intramolecular interactions. Our
comprehensive analysis demonstrates that for increasingly
branched alkanes and most compact hydrocarbons, the
‘‘intramolecular errors’’ strongly correlate with the error
for the compressed methane dimer interaction energy.
At these compressed distances, the shortcomings can be
partially attributed to the general overly repulsive nature of
DFT exchange in the treatment of non-bonded density
overlaps. The significant improvement offered by the
long-range corrected exchange functionals stems from the
substitution of the long-range DFT exchange by a less
repulsive ‘‘exact’’ exchange (e.g., LC-BLYP0.33, MAD =
5.5 kcal mol-1). The overly repulsive nature of the DFT
exchange at compressed distances sharply contrasts with
the various trends (e.g., PBEx under repulsive to B88 over
repulsive) characteristic of the near equilibrium region.
Our study also emphasizes the essential role played by
the correlation functional for lowering the error of
these hydrocarbon reactions. At regions of non-bonded
density overlap, the correlation functionals account for
a non-negligible extent of ‘‘overlap dispersion’’ (Fig. 9).
Improving the treatment of long-range dispersive interac-
tions leads to enhanced performances, as illustrated by both
the impressive results of the non-local van der Waals
density functionals (e.g., rPW86-VV09, MAD = 5.8 and
LC-S-VV09, MAD = 3.6 kcal mol-1) and the atom pair-
wise density-dependent corrected PBE (e.g., PBE-dDXDM,
MAD = 0.8 kcal mol-1). The overall repulsive nature of
the functionals for treating these weak intramolecular
interactions also decreases considerably if the delocaliza-
tion error is reduced (e.g., MCY3, MAD = 6.3 kcal
mol-1) or by developing improved and flexible hybrid
meta functional forms coupled with careful parameter fit-
ting (e.g., M06-2X, MAD = 5.6 kcal mol-1).
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