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Abstract
Aluminum was injected into TEXT to study trace, non-recycling impurity transport.
A 92-channel, three array x-ray imaging system was constructed and installed to measure
temporally-resolved density profiles of the three highest charge states. A novel krypton
filter in one array discriminated between the He-like and H-like resonance lines, and a
hard filter responded mostly to the fully stripped charge state.
The impurity confinement time scaled approximately as 7,- ~ eZeff fm;/Zi/Ip
(i denotes the background gas). Aluminum density profiles averaged over a sawtooth
period were measured in several different discharges. Profile changes during sawtooth
crashes were also measured for a few discharges. Sawteeth strongly enhanced the inward
impurity flow immediately following injection, when the density was still peaked near
the plasma edge. Those discharges with the longest sawtooth period obtained the most
peaked aluminum density profiles; thus sawteeth were also important in ameliorating
impurity accumulation on the tokamak axis. The charge state balance of the aluminum
ions obtained from the measured profiles was compared to predictions of coronal equilib-
rium. Somewhat surprisingly the aluminum ions were close to coronal, except in those
discharges with very short sawtooth periods or very large inversion radii. Preliminary
evidence of up-down asymmetric density profiles was also found.
Numerical simulations of aluminum transport were performed. The effect of saw-
tooth oscillations was taken into account with a simple flattening model. The data
disagreed with a constant D anomalous model except in the plasma center; enhanced
outward transport was required. The experiments did not agree with neoclassical sim-
ulations, because the theory had outward convection that was too large.
Thesis Supervisor: Dr. Richard D. Petrasso
Title: Principal Research Scientist, Plasma Fusion Center
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Chapter 1
Introduction
1.1 The Concepts of Fusion and Tokamaks
Severe problems are directly caused by burning fossil fuels to generate useful energy.
Limited fuel supplies and degradation of the environment as a consequence of transport-
ing and burning such fuels are only two examples. The problem of limited resources and
their rapid depletion has motivated attempts to harness renewable resources for energy
production (e.g., solar, wind, hydro-electric), because such resources offer essentially
eternal energy supplies. Fusion energy, while not strictly renewable, may be thought of
as offering a nearly infinite supply of energy because the primary fuel element is deu-
terium (1D 2 ), which constitutes approximately one in every 6500 hydrogen atoms on
earth [1]. There has therefore understandably been great interest in developing practical
economic fusion energy on earth since the late 1930s, when it was realized that fusion
reactions between light elements provide the power source of the sun and stars [2,3].
However progress toward controlled fusion power has been gradual. This is due to
the difficulty in bringing two positively charged nuclei close enough together for the
strong, short range attractive nuclear force to overcome the longer range Coulombic
repulsion. When the nuclei approach each other closely enough, they can undergo
the most favorable nuclear reactions between deuterium and tritium (1T3 ) or between
deuterium and deuterium:
1 D 2 + 1T - 2 He4 (3.6MeV)+ on'(14.7MeV)
1 D 2 + 1 D2 -+ 2H e(0.82 MeV) + on' (2.45 MeV)
1 D2 + 1 D 2 -- T3 (1.01 MeV) + 1 H'(3.02 MeV).
The most extensively pursued means to achieve these reactions in the laboratory has
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been to raise the temperature of a hydrogen gas to the point where the individual
particles have sufficient kinetic energy to overcome the Coulomb potential between the
nuclei. At such extreme temperatures, collisions between electrons and the initially
neutral atoms cause ionization, and the gas becomes an ionized gas called a plasma [4],
sometimes referred to as the fourth state of matter [5].
Confinement of laboratory plasmas using magnetic fields has been compelling his-
torically for two main reasons: first, charged particles exhibit cyclotron (helical orbit)
motion in the presence of a magnetic field, hence the particles are "glued" to the field
lines; and second, confinement of high-temperature plasmas using material boundaries is
impossible because a plasma with a low energy density will rapidly lose all its energy to
the container walls upon contact. For these reasons, magnetic confinement approaches
to controlled fusion have dominated the international effort.' 2
Currently the leading candidate for a fusion reactor scheme utilizing magnetic con-
finement is the tokamak, a Russian acronym for toroidal magnetic geometry [15,16].
The tokamak confines the plasma in a strong toroidal field (BT - 1 - 13 T) generated
by magnetic field coils encircling the plasma in the short (poloidal) direction, as repre-
sented schematically in Fig. 1.1. A smaller poloidal field, required for plasma stability,
is generated by driving a large current (I, ~ 50 kA - 10 MA) through the plasma by
making the plasma column act as the secondary winding of a transformer. The plasma
current also serves to heat the plasma through the action of ohmic (resistive) heating.
The major parameters of a tokamak, determined largely by magnet technology and en-
gineering constraints, are the toroidal field Br, the plasma current Ip, and the aspect
ratio A = Ro/a.
'U. S. Department of Energy funding for magnetic fusion in fiscal year 1989 was $350.7 million; that
for inertial, or laser, fusion was $163.8 million [6].
'Two other approaches to fusion are inertial confinement and so-called "cold fusion." In inertial
confinement, strong lasers are focussed symmetrically on a small pellet containing fuel atoms. . The
subsequent compression and heating is anticipated to give rise to density and temperature regimes
sufficient to cause fusion reactions to occur in a micro-explosion. "Cold fusion," on the other hand,
occurs between hydrogen nuclei in TD or DD molecules. Normally the nuclei in these molecules are
too far apart for any significant fusion to occur. However, the internuclear spacing in the hydrogen
molecule may be reduced by either replacing an electron with a heavier particle (e.g., a muon) [7], or by
electrochemically doping metals with large amounts of hydrogen isotopes [8,9]. Only small fusion rates
were reported by Jones using the latter method [8], and large amounts of heat reported by Fleischmann,
Pons and Hawkins, also using the latter method [9], remain unsubstantiated (e.g., see reference [10]).
Furthermore, evidence of nuclear fusion products presented by Fleischmann, et. al. is severely flawed
[11,12,13], and independent measurements using the same cells indicate no evidence of fusion activity
[14]. Thus cold fusion appears least likely to evolve into a useful source of energy.
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Figure 1.1: This schematic of tokamak geometry illustrates the predominant fields and
currents used for plasma confinement in toroidal geometry. The largest field, the toroidal
field BT, is generated by coils external to the plasma and encircling it in the short
(poloidal) direction. The toroidal plasma current Ip, driven by using the plasma as the
secondary winding in a transformer circuit, itself generates a poloidal magnetic field
Bp. The main geometric parameters in a tokamak with circular cross section are the
major radius Ro and the minor radius a.
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1.2 The Importance of Impurities in Tokamak Plasmas
Understanding the behavior of impurity dynamics is important in thermonuclear fu-
sion research because of the multifaceted effects impurities can have on fusion plasmas.
In fact the JET group considers plasma impurities unequivocally the most important
problem facing fusion research today [17]. Impurity species in high temperature fu-
sion plasmas can play an important role in determining the quality of plasma behavior.
Several effects impurities have on the plasma are discussed in more detail below.
The engineering parameters of tokamaks introduced in section 1.1 and illustrated
in Fig. 1.1 often determine the plasma parameters achievable in a given tokamak. In
the context of fusion research, one of the most important of these parameters is spec-
ified by the Lawson criterion [18] which dictates the product of the plasma density
n and the energy confinement time rE necessary to achieve energetic breakeven at a
given temperature. For example, the minimum ion temperature for breakeven with DT
reactions is 2.5 keV. At this temperature, n7rE must be infinite, and at 10 keV, nrE
must be ~ 1020 m- 3s [181. Such criteria are generally derived by balancing the energy
lost from the plasma by bremsstrahlung radiation against the energy produced in the
plasma by fusion reactions. As will be shown in the next chapter, the power radiated
through bremsstrahhing depends strongly on the charge of the radiating ion (P OC Z2
see Eq 2.3). In fact, energy loss from radiative processes other than bremsstrahlung
(e.g., radiative recombination and line radiation) scale even more strongly with the
ionic charge [19]. This consideration provides the primary motivation for maintaining
as clean a plasma as possible as well as the need to understand the behavior of impurity
species in the plasma.
Another detrimental effect that impurities have on fusion plasmas is the dilution of
fuel (H isotope) ions. This occurs because the total electron density is limited by Ip, a,
BT and RO [20,21], and impurity ions contribute more electrons per atom than hydrogen.
Hence as the impurity density increases, the fuel density must decrease substantially.
Another significant effect impurities have on plasma behavior is on the magnetic
stability. The profile of the current density plays a strong role in magnetohydrodynarnic
modes in high temperature plasmas. The distribution of the plasma current depends on
the induced toroidal electric field and the local plasma conductivity. The conductivity
parallel to the magnetic field in turn scales approximately as T3 2 /Z1 f f[22], so again the
effective charge of the plasma, as determined by the impurity population, can directly
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affect plasma stability properties (Zeff = Ejn,Z /ne). Furthermore, impurity-induced
changes in the plasma resistivity profile can enhance turbulent transport in the plasma
edge [23].
Impurities can also strongly affect plasma transport processes. An impure plasma
will have a much greater energy transport through the ion channel than a pure hydro-
gen/electron plasma [24]. This is largely due to the increased collisionality in a dirty
plasma, because the collision frequency scales as Z2 . Another way impurities may en-
hance plasma thermal transport is that impurity density gradients can act as a free
energy source for microturbulence-driven transport [25].
These few examples of impurity behavior illuminate the need to fully understand im-
purity transport characteristics of high temperature plasmas. The question of impurity
transport is therefore being attacked extensively on both experimental and theoretical
grounds. These two efforts are briefly reviewed in the next two sections.
1.3 Review of Impurity Transport Measurements
A brief review of past impurity transport measurements in tokamaks is offered in this
section. The primary emphasis here is the comparison of experimental findings with
the most well-established theoretical model of impurity particle transport, neoclassical
theory, introduced in the next section. A comparison with neoclassical transport is
important not only as a test of the validity of the theory itself, but also because col-
lisional transport determines an absolute minimum level of energy and particle losses
[26]. A general review of experimental transport results was given in 1983 by Hugill [27].
Many other important physics issues related to impurities were given a comprehensive
treatment in the review of Isler [28]: atomic physics calculations, impurity production,
impurity transport and control. The discussion herein concentrates on four facets of
experimental impurity studies: comparisons between experimental findings and neo-
classical predictions, measured changes in impurity transport due to MHD instabilities,
measurements of the charge state distribution of impurities in tokamaks, and scaling
studies of the global impurity confinement times.
Whether impurities behave neoclassically is a crucial issue, because the theory pre-
dicts, in many situations, that impurities should accumulate in the center of a tokamak
plasma. The prediction of impurity peaking can be easily understood by examining the
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general form of the particle flux,
' = -DVn - nV, (1.1)
where V is the inward "convection" velocity, driven by ion temperature gradients and
background particle gradients. (Both conventions for choosing the sign of V are present
in the literature. In this thesis, inward convection is represented by positive V, and all
experimental results reported in this section have been written to conform to this choice.)
As a simple illustrative example, D is assumed constant with radius, D(r) = Do, and
V is assumed to be linear, V(r) = Vo(r/a). Then in steady state the flux is zero, and
the solution to Eq. 1.1 is simply
n(r) = noe-Vor2 /2Doa (1.2)
Thus as the ratio Vo/2Doa increases the equilibrium profile becomes more peaked.
A consequence of the above argument is that experiments with flat impurity density
profiles or values of Do much larger than the neoclassical prediction (small V/2Doa)
are described as not behaving neoclassically. These experiments are often described
in terms of an anomalous diffusion Dan much greater than the diffusion coefficient
obtained from neoclassical calculations (D,,,). Many experiments have been interpreted
in this manner. For instance in Alcator-A, profiles of OV, OVI, and NV measured
spectroscopically could only be adequately described with a model including diffusion
four times that predicted by neoclassical theory [29]. Oxygen and carbon profiles in TFR
were simulated accurately only with a large diffusion coefficient D = 250vep2(1 +1.6q 2 ),
where ve is the electron collision frequency, pe is the electron gyroradius, and q is the
local magnetic safety factor, q = rBT/ROBp. The same TFR results were also modeled
with a constant diffusion coefficient D = 0.3 m 2 /s; both forms of D were much larger
than D,,, [301. The transport of injected heavy impurities (V, Cr, Ni) in TFR was
also simulated numerically with large anomalous transport coefficients Dan ~' 2 ~ 4
m 2 /s and Vo ~ 4-8 m/s [31]. Similarly, in JT60 injections of Ti were consistent with
small convection and constant Dn ~ 1 m2 /s in both ohmic [32] and neutral beam
heated discharges [33]. (The JT60 experiments were interesting at least for the method
of injection; some .Ti injections were "accidental", and others were achieved by briefly
turning off the divertor coils so that the plasma contacted the TiC-coated limiter and
increased the Ti content of the plasma.) Injection experiments in other tokamaks have
also required transport parameters larger than neoclassical. In Alcator-C injections of
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many impurities were consistent with D, on the order of 0.1 to 0.5 m 2 /s, and small
convection [34]. In TEXT, injections of Sc were modeled with Dan ~1 m 2 /s and Vo ~
5-10 m/s [35]. Results from spectroscopic measurements of intrinsic impurities (mostly
C) in TFTR gave flat density profiles, inconsistent with neoclassical predictions [36].
Important caveats are necessary before concluding that all these results serve to negate
the validity of neoclassical theory: first MHD oscillations, especially sawteeth, were not
explicitly taken into account in many of these experiments; and second most reports
did not explain the method of calculating the neoclassical transport coefficients, in
particular whether impurity-impurity collisions were taken into account or whether the
terms from all collisionality regimes were properly included in the calculations. The
difficulty of accurately calculating neoclassical transport coefficients will be borne out
in the next section.
In contrast with those experiments described above, several experiments have shown
impurity peaking and behavior at least qualitatively consistent with neoclassical theory.
For example in the ATC tokamak, aluminum injection experiments were well described
using a numerical simulation with neoclassical fluxes [37]. Similarly, iron injected into
the low-field tokamak TJ-1 [38] was reported to follow the neoclassical impurity confine-
ment scaling of Rozhanskii [39]. Central accumulation of intrinsic impurities occurred
in Pulsator when the machine was run near the high density limit [40]. In this case
the high central impurity concentration led to disruptions. Impurity accumulation is
also often seen in tokamaks following some perturbation to the plasma. For instance
after injecting frozen hydrogen pellets for fueling Alcator-C, neoclassical-like peaked
carbon and molybdenum density profiles were observed [41,42]. Furthermore, there
was some evidence for a change in the sign of the convective velocity with increasing
plasma radius, also in qualitative agreement with neoclassical theory [43]. A model with
D = 0.03 + 1.875(r/a)2 m 2 /s and V = 10(r/a) - 30(r/a)3 was shown to reproduce the
correct equilibrium carbon profile shape [43]. After multiple pellet injection in ASDEX,
sawtooth oscillations were suppressed and accumulation of high Z impurities occurred
[44]. However, in contrast to predictions of the neoclassical model used by the ASDEX
group, light impurities were reported not to peak. Light impurity peaking was found
more recently in ASDEX during high density improved ohmic confinement discharges
[45]. During neutral beam heating experiments in PBX, a Z-dependent impurity accu-
mulation was seen during both H-mode [46] and L-mode [47] discharges. Z-dependent
peaking is predicted by neoclassical theory because the convective velocity terms and
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the diffusion terms vary differently with increasing Z depending on the collisionality.
In the banana-plateau collisionality regime the diffusion coefficient scales as 1/Z 2 , and
the convective velocity scales approximately as 1/Z. In the collisional regimes (Pfirsch-
Schiiter and classical) the diffusion coefficient is independent of Z, and the convective
velocity terms scale as Z. In both cases the ratio V/2aD increases with Z, which implies
that heavier impurities should have more peaked profiles in cases where V is inward.
In PBX, the ratio of convection to diffusion, Cz = Voa/2Do was approximately 4 for
light impurities and 20 for heavy impurities. H-mode discharges in ASDEX also pro-
duced high Z (Fe) accumulation [48]. With increasing electron density in TEXTOR
the plasma became detached and the confinement time of injected iron increased from
75 to 300 ms [49]. This change in confinement was consistent with the change in the
neoclassically predicted convection due to the change in edge gradients [50]; however
the diffusion necessary to describe the iron transport was anomalous for both normal
and detached discharges, Dan ~ 0.9 m 2 /s. The transport of Ni in DIIID, measured
between edge localized mode oscillations (ELMs), was also consistent with anomalous
diffusion, Dan ~ I m 2 /s, but neoclassical-like convection [51]. In contrast, peaking of
light impurities (C and 0) following hydrogen pellet injection in TEXT was consistent
with nearly neoclassical diffusion, Do ~ 0.15 m 2 /s, but anomalous convection Vo = 6.5
m/s [52].
The examples above show that impurity dynamics in agreement with neoclassical
theory and impurity transport much larger than the theory have both been observed
experimentally, sometimes under similar plasma conditions. Thus the question of what
determines the dominant transport process for impurity particles remains open. Per-
haps a more fundamental issue is if neoclassical transport is not dominant, what is
driving transport of impurities? Theories for turbulent transport of impurity species
are lacking, so for now comparisons of experimental data with neoclassical theory and
phenomenological descriptions of transport larger than predicted by that theory must
suffice.
Another important issue for plasma impurities is the degree to which high Z elements
are ionized. This is particularly important for determining the power radiated from the
plasma, since the power radiated by atomic species I can be expressed as
PRAD = ne ni fZPZ(T) (1-3)
Z
where fZ is the fraction of species I ionized to the charge state +Z, and PZ(T,) is the
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power radiated per ion. ii plasmas where transport effects are negligible, the charge
state distribution should lie determined by coronal equilibrium, so called because it
occurs in the solar corona where the density is low, and the dominant atomic processes
are collisional ionization, radiative recombination and dielectronic recombination. In
steady state the ratio of adjacent charge states is then simply given by (see also section
4.3.3)
nj Rj+1
where Ij is the ionization rate coefficient (j + j + 1), and R3 +1 is the total recom-
bination rate coefficient (j + 1 -- > j). Measurements of the charge state distribution
of various impurities have therefore been made on several tokamaks. In TFR heavy
impurities (Ni and Cr) were found to be in ionization equilibrium within a factor of
two uncertainty in the atomic ionization and recombination rates [53]. In Alcator-C
injected silicon was shown to be in coronal equilibrium; this was attributed to the high
electron density, where typical atomic transition times were much less than transport
times [54]. Later work in TFR showed that metal impurities (Ni, Cr and Fe) were
not in ionization equilibrium, but their data could be adequately simulated if transport
effects were properly accounted for and the quantity 13 /R± 1 was used as an adjustable
parameter. The experimental results could be simulated with Do ~_ 0.2 m 2 /s, Vo = 8
m/s and I/Rj+1 multiplied by 0.75 for the Li-like, Be-like and B-like states [55]. From
these observations, one might conclude that coronal equilibrium is only achieved when
the longest ionization time is shorter than the shortest transport time. Otherwise the
effect of transport must be explicitly accounted for when determining the charge state
distribution.
Another question regarding impurity transport is the effect of MHD oscillations,
including sawteeth. Sawteeth are manifested in tokamak plasmas by periodic peaking
and flattening of temperature and particle density profiles [56,57,58]. These oscillations
have also been shown to be responsible for flattening impurity density profiles exper-
imentally [54,59,60,61,48,62] and theoretically, especially when the inward convection
velocity is large [63]. In ohmic TFR discharges, however, no modification of impurities
with sawteeth was reported, but with neutral beam injection the central nickel density
was strongly modulated by sawteeth [31]. Another form of MHD oscillation seen during
H-mode discharges in diverted tokamaks is the edge localized mode (ELM). These edge
oscillations also ameliorate impurity accumulation [64,51]. In fact during "burst-free"
H-mode discharges in ASDEX strong impurity accumulation causing radiative disrup-
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tions was found. Thus MHII isillations are clearly important in determining overall
impurity transport behavior Indeed these oscillations may be a mechanism contributing
to the deviation of measured impurity transport from neoclassical predictions.
The last issue in this section involves scaling studies of impurity confinement times.
Scaling studies are important because it is often difficult to directly compare the abso-
lute magnitude of measured particle fluxes to those predicted by theory. Comparisons
of scalings provide a simpler means to negate or validate a particular theory and for
discovering differences between machines. The most extensive measurement of impurity
confinement times was performed on Alcator-C [34]. This work resulted in the empirical
formula
rz(ms) = 0.075amiRo 75Zeffj/qaZ,, (1.5)
where a and RO are the minor and major radii in cm, mi is the mass of the background
gas in amu, q is the magnetic safety factor at the limiter radius and Zi is the charge
of the background gas. (The dependences on RO and Zeff are not as concrete as the
other scalings.) In TEXT the scandium confinement time was found to decrease with
increasing magnetic field and increasing plasma current [65]; the BT scaling is in quali-
tative agreement with Marmar (34], but the Ip scaling is just opposite. The scandium
confinement time in TEXT was also found to scale as ~ Zef fmi [66], which is also
qualitatively similar to the Alcator-C results. In the TJ-1 tokamak the confinement
time of injected iron was found to increase with BT [38] in direct contrast with Marmar
[34]. Thus, there is some disagreement as to how impurity confinement times scale with
global plasma parameters in different machines, but this may be indicative of different
plasma regimes where different transport mechanisms dominate. These differences dic-
tate caution in concluding that a result from a given machine allows identification of a
particular theoretical transport model, whether it be neoclassical or turbulent.
This section has reviewed experimental results in four broad areas of impurity be-
havior: comparisons with neoclassical theory, measurements of ion charge state distri-
butions, effects of MHD oscillations on impurity transport, and impurity confinement
time scalings. An extensive review of all observations of impurities in tokamaks was
not intended. However a representative set of experiments illustrative of the various
impurity dynamics observed was presented.
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1.4 Review of Neoclassical Impurity Transport Theory
As discussed in the previous section, impurity transport is often found to be anoma-
lous, or much greater than predicted by neoclassical transport theory. This anomalous
transport is now thought to be driven by microturbulent fluctuations in the plasma
[67]. Nonetheless, neoclassical impurity transport theory is important for at least three
reasons. First, collisional transport represents an irreducible minimum because of the
ubiquity of Coulomb interactions and drift orbits [26]. Second, recent tokamak experi-
ments with improved confinement have shown central impurity accumulation consistent
with neoclassical predictions [41,47,68]. Third, no adequate theory yet exists to relate
turbulent fluctuations to impurity transport, and even if there were such a theory, there
is currently insufficient diagnosis of turbulent fluctuations in the plasma center from
which to calculate impurity fluxes [67]. In this section the neoclassical impurity fluxes
are derived, in outline, for different regimes of collisionality. (For this derivation cgs
units are used.)
The classical theory of plasma transport was worked out in detail by Braginskii [69].
Neoclassical transport theory is the extension of the classical collisional transport theory
into toroidal geometry. The fundamentals of particle and heat transport in neoclassical
theory were reviewed in 1976 by Hinton and Hazeltine [26]. The details of neoclassical
transport including impurity species was fundamentally developed and then reviewed in
1981 by Hirshman and Sigmar [24]. The treatment of this reference is closely followed
here.
The starting point for deriving impurity fluxes is the Vlasov Fokker-Planck equation
for the distribution function, fa, of species a,
___ Of . OfS+ -f + a- =fa Ca+Sa. (1.6)
at ai (91
The acceleration due to the Lorentz force is given by d. (ea/ma)(f + i9 x $/c),
C, is the Coulomb collision operator, and Se, represents any external source or sink of
species a. The first three velocity moments of this equation give the fluid expressions
for conservation of particles, momentum, and energy, respectively:
+ V - (nlai) Se (1.7)
mana =naee L + a X ) P. - V 7r +F.1 (1.8)
dt c
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t (2 nnu. 2 P V [(naMaua 2 pa) Zia I 7r a d + If
(e,,nJ 4 +.1) d. + Q. + SEa. (1.9)
In these equations, the fluid variables have been defined as follows: the particle density
n. f f, dV, the fluid velocity iU a f Vfa d&/na, the particle source S,, f S, dV,
Pa Efma(Ir- 1.122/3)f. dU, the viscosity tensor ra E f m.[(9 - i4)(V - 'U) - V - ii 2
I /3]fad, the friction force Fal = fmaiCa(f)dir, the heat flux f-q0 .)(me.6-
iia12 /2)fa di, the collisional heat transfer Qa f 2m "-iM2 C0 (f0 ) dir, and the energy
source SEa = f(mav 2 2)Sa d. Note that the viscosity tensor E is defined as the
difference between the pressure tensor Pa f Ma[(V - il)(- f1)]f0 dii and the scalar
pressure pa = f ma(|i5- 2i. 2 /3)f. di times the unit matrix I.
The cross-field particle flux is the primary quantity of interest here. This can be ob-
tained by taking the cross product between B and Eq. 1.8, the momentum conservation
equation, and defining the flux f. - noai 1 . Then in steady state
F h nVc +Px X+± (1.10)
B 2 mana Mana
where it is the unit vector in the direction of J, and recall P,=7r, +Pa I
In Eq. 1.10, the neoclassical contribution to transport can already be seen. The
first term is due to the E x B drift. The second term represents the neoclassical part,
driven by anisotropies in the pressure and collisional friction parallel to the magnetic
field. The last term is just the classical flux, driven by collisional friction perpendicular
to the magnetic field (Fi).
An alternate derivation of the neoclassical fluxes more readily demonstrates the
origin of the different collisionality regimes [70,42]. This derivation is performed in flux
surface coordinates (ip, 0, 4,), defined such that IV4I = RBO0 g, IVOI = i4/R, and
$ = Bp + BT = V4 x V4 + V4, where I = RB4 is a flux quantity, I = 1(0). Then,
taking the dot product of R&4 with Eq. 1.8 gives, in steady state
0 = Rnae - . + Rnfle 0  . (i4. x 9) - RaO - Vp, - R0 4 - V- 7 +R64 F 1 . (1.11)
The second term gives the radial flux, since -(ix ) = i ( xa) = x -
((74 x V4') x 4 + IV4 x p) = Bqtl - a,, using the relations defined above. Then
Eq. 1.11 becomes
enaii0 - V4 = -Rnae E - Ri - - R6i, -V- 7r -R FO . (1.12)
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The fricti'n term can he decomposed into a parallel and perpendicular part, fi=
F" /B+ Fjr I'he contavartant flux, r., is then defined to be the flux surface average
of Eq. 112,
e.fra (eenatia V4) (RFV B4 ) (R 41 P), (1.13)
where the < > represent the flux surface average, < G > -f G(1 + ecos O)dO/27r. Thus
the contravariant flux contains in it a factor RB9 (from Vip), and it is the conjugate to
the thermodynamic forces of the form p'/p. In this case ' denotes the derivative with
respect to V; (i.e., p' = op/ao = (1/RBe)&p/&r). The first and second terms in Eq 1.12
vanish upon flux surface averaging in an axisymmetric tokamak, because axisymmetry
implies that < e4 - VG >= 0 for any scalar quantity G. The third term becomes
< R 2 VO - V- >= -'V' < R2 Vq V >, where V' is the differential
volume. The operator - V' reduces to a r) in circular flux geometry, and
< R2 VO. .7,0 >= r40 is the flux of toroidal momentum in the radial direction. This
is the plasma viscosity which can be neglected here. Now the first term on the right
may also be written, using I RBO,
FillRB B 2 B2
=/ F"RB4 ((I- +B
B alR B2 (B2) (B2)
___ B 2  (F.", B)
B 2  (B 2 ) + (B 2 ) (1.14)
and the flux becomes
FEIB (1 B2 ( FSB)
eal'a = -- I 2 1--I -- (Re4 - F ,). (1.15)
B2 (B2) (B2)
The first term represents the neoclassical flux dominant in the regime of high col-
lisionality (the Pfirsch-Schliiter regime). In this regime the collision frequency is much
greater than the transit frequency (the frequency with which an ion completes an ex-
cursion around the entire minor radius), WT = vth/Rq, and Vth /2T/m, so F" will
be able to retain 9-dependencies. In this case the effective step size squared that ap-
pears in the diffusion coefficient (from the familiar random walk argument) is 2q 2 p2,
where q is the safety factor and pi is the ion gyroradius. The diffusion coefficient is
then Di - 2q 2 pviZ. The factor 2q 2 comes from the term (- - 4 ) in a circular
plasma with large aspect ratio (E = A-- < 1). This is called the Pf-rsch-Schliiter factor,
and it represents the neoclassical enhancement over classical diffusion in the collisional
regime. In the long mean free path regime (the banana-plateau regime) F" B loses its
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O dependence, so the first term 4n Eq 1 15 %;anishes. The second term on the right
side of Eq. 1 15 survives only in the banana-plateau regime, and is dominant when the
collision frequency is much less than the transit frequency. This is clear noting that
this term is driven by pressure anisotropies in the flux surface which can be seen by
examining the flux-surface-averaged parallel momentum balance (obtained from the dot
product of 1 with Eq. 1.8) in steady state
S-(B - V - i.) + B(F1 ). (1.16)
Thus, this flux vanishes when the collisionality is high, because collisions tend to remove
pressure anisotropies in a flux surface, < d - V - a>~ 1/vii. The last term in Eq. 1.15
is again the classical part of the flux, driven by the perpendicular friction. It scales as
Dian/&@, with D- iv;j, without the 2q2 factor found in the Pfirsch-Schliiter flux.
Thus the classical and Pfirsch-Schliiter fluxes can be comparable in the tokamak center
where 2q2 ~ 1.5.
The rigorous derivation of r,, and thus J -V. -a, can only be done on the kinetic
level. Using the kinetic results from Ref. [24],
(f- V. 7a) = PaivPa + pa2qpa, (1.17)
the paralle] viscious force is expressed in terms of the poloidal particle and heat flows
u,, and qp, Then the fluid level (Eqs. 1.13 and 1.16) can be used to obtain the particle
fluxes below. Invoking ambipolarity Ejejr, = 0 and neglecting the small electron flux
Fe, the classical fluxes are given by
Zi i = ZT =- ?V )v;ini -- . 18)
p ejT pi 2TI
In this expression subscript i denotes the working ion species; subscript I denotes the
impurity species. The ion gyroradius is pi = vthimic/eeB, and the collision frequency is
obtained from Braginskii's expression [69] (see Eq. B.30 in Appendix B). The banana-
plateau fluxes are given by
- 3((i -VB) 2 ) ( 27rK(I) 2 c 2KT 1e T =-1T1 - B2) \x' ejej (K J- + (K" )-I
p eI IT' e 5T) (eK12  ejKf2 \ T']
p 2T/ pi 2T/ K% K' T
where the quantities K are related to the viscosity coefficients in Eq. 1.17, and are
given in the plateau regime by
KIP =P' % F(i + j + 1), (1.20)j 3ulra
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and WTa is the transit frequency for species a, wTr vtha/Rq, vthM = v/2Ta/ma, and r
is the gamma function, The metric factor (27r/X') I for the flux coordinates (V), 0, 0).
The K ,s have also been calculated in other collisionality regimes [24]. In the Pfirsch-
Schliter regime
KGPs -- (1.21)
where the tis are given in Appendix A. In the banana regime
B ft nama f X2(i+-2) r (B 2 )
3 fc ara a 3((ii -VB) 2 ) (1.22)
The flux surface averages are (B 2 ) ~ B/ /1 - ~ B3, and ((ii -VB) 2) ~B/2R2 , so
that
K ft nama 2R 2 BS O(ii+-)vraa}. (1.23)i; fc raa 3B,(
In this expression ft is the fraction of trapped particles (ft ~ v/'), f= 1 - ft is the
fraction of circulating particles, and v a Eb v4 is the deflection frequency for pitch
angle scattering [24], where the a are given such that the quantities in brackets in
Eq. 1.23 satisfies
va}r = (+ )n1 + (1 + zb)/2
{X1Vlrab = (1 + Xa )-1/2
{X4aLb 2(1 + §X2)
av D b (1 + X2 b)3/2;
and Xab = Vt /tha
The above forms for Kij are strictly valid only when the collisionality is deep into the
applicable regime. It is convenient to have a formula to calculate Kj over all values of
collisionality. For this Hirshman and Sigmar gave a simple rational approximation,
K"~ B
K"a Ka (1.24)K"aB aP(1 + K,/ K! )(1+ K J'/ Ka/S)(
The Pfirsch-Schliter fluxes are given by
2 2 (12 )/(B2 )1 r n' egn' T'(2B)I x [KL-Ziri =(-ZPT=-nj((Ipi_ /B 2 ) x LK fn ejnj/ T ,
(1.25)
where K and H depend on the impurity strength and the collisionality:
K(g, a) = 1 - 0.52 (1.26)0,59 + a + 1.34g-2
27
0 29 + 0 68a
H(g, a) 0 5 t 029+068a (1.27)0,59 +. a + 1.34g-2'
In these last two equations, a is the impurity strength parameter al = ni/mie , and
g is the ratio of the ion self-collision frequency to its transit frequency, g = vii/wti.
All of the above fluxes are for the special case of a single impurity species (subscript
I) diffusing on a working ion species (subscript i). The case of several impurities, which
may be in different collisionality regimes, is much more difficult. It was worked out in
Ref. [24] only for a trace impurity (subscript T) in the Pfirsch-Schlilter regime diffusing
against a main impurity (I) and a working ion (i). In this case the working ion and
main impurity may be in different collisionality regimes than the trace impurity. The
resultant flux is
27rc 2 T 12 (
. x) eT B2 (B2)
LP1 Lip'±+ La + T P'+ LlTPliL2 ]. (1.28)
1ej pi el pi ej Tj Tjej pi eT PT ejTj
The L coefficients for this equation are given in terms of the plasma parameters in
Appendix B. See also Ref. [42].
The neoclassical fluxes given above are written in the contravariant form in flux
surface coordinates (recall rTn = nai! - V7 = nd, - RBO&O; VO= e;/R). It is more
useful for comparison with experimental results to have the fluxes in their covariant
forms (without the extra RB0 factors). In this form the transport coefficients linearly
relate the particle fluxes f,, = niLi - i to the thermodynamic forces in the form
9In p/Or, where the derivative is now with respect to r, and not V. The covariant fluxes
are obtained below for the case of a circular, large-aspect ratio tokamak from their
contravariant counterparts in Eqs. 1.18-1.28. Flux surface average notation is dropped;
quantities are assumed to be constant on the approximately circular flux surfaces.
The classical flux is easily converted to
zi= -zirc= - pi14Il (01npi eiT1 0anp1  30InTTi (1.29)Zt I =-(T = pini r elTi ar 2 Or ). (12
The banana-plateau covariant fluxes are obtained by calculating ((i - 7B) 2 ) ~ B,2/2R 2 ,
(B 2 ) ~ B2/ 1 - E2, (12) R 2 B2, and noting that (27r/X') = 1 [24]. Then the banana
plateau flux is
P rBP - -3c 2 T 1 \ [e (Olnpi 50 ln T\B2R 2eiej 1/K'j + 1/K L Or 2 Or)
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0 In pi 501n Ti) (e1K' eiKI2 a1n T
5 \ 01 2 1 _r * K 2  K ) .11 (1.30)
Similarly the Pfirsch-Schliiter flux becomes
ZjFPS = Z Ps n pivjj2q2 K ( 0In ni e _0 In n + 1
\ Or ej Or Or
For the special case of a trace impurity diffusing against a working ion species and a
main impurity, the Pfirsch-Schliter flux becomes
ps 2c2 Tq2  L1 + L2  9 In pi L3 OInT LTT n p
=+ +
eT B ei Or el Or Tjei Or
+LTT lnpT +Lf aOnT. (1.32)
eT Or ej Ti Or
These forms may now be used for modeling neoclassical impurity transport in cir-
cular flux surface plasmas. Chapter 5 shows a result of neoclassical impurity transport
modeling for a characteristic TEXT discharge.
Somewhat simpler forms for these fluxes, strictly valid only when the collisionality
is deep in the particular regime, have been published [30,28]. They are given (after the
correct temperature gradient terms are included) by
? a __a___ OT]
L ViP,[ OP n, OP 1.5n-- (1.33)
2ZIT Or Zjnj Or Or J
5 q T 3 /1 2 c 2nr Onj ni On1  1.5ni 13
.R BZ 2ni I Or Zjnj Or T Or
rs iIF%2 Opi ni apl) 2 0T]
is 2q 2  - 3q ni- (1.35)2Z1T L kOr Zjnj Or! OrJ
Here the ions have been assumed to be strongly coupled, so that T = T1  T. rcL is
the classical flux; rP is the plateau flux, dominant for E/ 2 < C3/2v. < 1; and rPs is
the Pfirsch-Schliiter flux, dominant for 0/ 2 v. > 1. Here e is the inverse aspect ratio,
r/R, and v. is the collisionality parameter v. = vRq/VT 63/ 2 , with v the total collision
frequency for a particular species (See Eq. B.30).
It is important to emphasize that comparison between experiment and neoclassical
theory is difficult and often impossible because of the necessary complexity of the model
(c.f. Appendices A and B). Formally the fluxes from all collisionality regimes are present
regardless of the actual collisionality. However it is difficult to accurately calculate the
fluxes in the transition regions between collisionality regimes. Furthermore, sufficient
experimental data is often not available to adequately calculate the neoclassical fluxes.
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For example, to calculate the flux of a trace impurity in a plasma with another main
impurity, one needs the ion temperature profile, the working ion density profile, the
main impurity density profile, and the q profile. These are seldom completely known in
a real tokarnak plasma. All of these factors suggest caution when claiming experimental
agreement or disagreement with neoclassical predictions.
1.5 Motivation for and Summary of Method on TEXT
The goal of this thesis was to measure the transport properties of a trace, non-recycling
impurity species by measuring profiles of an injected species with good temporal and
spatial resolution. X-ray imaging methods have proven useful for such measurements in
the past [71,54,63]. Systems of x-ray imaging arrays with many channels can provide the
desired spatial resolution (in TEXT, for example, br/a - 0.1) and also high temporal
resolution (again in TEXT, 6t 50 ps). Thus a large system of x-ray imaging arrays
was constructed to study the transport of injected aluminum in TEXT.
Aluminum was chosen because of the specific energy of its strong resonance line
radiation in the x-ray region. The He-like state radiates at about 1.61 keV, and the
H-like state radiates at about 1.73 keV (see Appendix C). Using a combination of a
soft x-ray filter and a novel krypton gas absorption filter, with an L-shell x-ray cross
section edge at about 1.68 keV, the absolute densities of these two charge states could
be separately measured. A hard filter that measured mostly recombination continuum
emission could then be used to measure the fully stripped state density. (These three
states are the dominant charge states in TEXT plasmas except near the very edge r > 20
cm.) Thus x-ray imaging can give temporally resolved profiles of three aluminum species.
1.6 TEXT
The Texas Experimental Tokamak (TEXT) [72,73] is a medium-sized tokamak at the
University of Texas at Austin. It has a major radius of 1 m and a minor radius of 26
cm, defined by a full poloidal aperture titanium carbide-coated graphite limiter. TEXT
routinely achieves plasma densities of < 1 x 1020 m- 3 and central electron temperatures
on the order of 1 keV with a magnetic field of 2-3 T and a plasma current of < 350 kA.
Fig. 1,2 shows a schematic view of TEXT. This tokamak is equipped with a valuable
collection of plasma diagnostics, summarized in Table 1.1 [72]. These diagnostics are
important for the study of the transport of plasma impurities. To perform such ex-
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periments using soft x-ray intensity measurements, it is essential to have independent
measurements of the electron density and temperature profiles. For performing detailed
comparisons with transport theories it is also essential to have independent measurents
of the main ion density and temperature profiles as well as density profiles for the in-
trinsic impurity species. Because TEXT is well-diagnosed and its plasmas are quite
reproducible, it was a suitable site for the impurity transport experiments described
herein.
1.7 Organization of the Thesis
This thesis is organized as follows. Chapter 2 describes the models used to calculate
the total x-ray emissivity emitted by the plasma. Chapter 3 describes three arrays of
soft x-ray detectors designed and constructed for impurity transport studies on TEXT.
Chapter 4 outlines the methods used for measuring density profiles of aluminum in-
jected into TEXT and most of the experimental results: a scaling of the aluminum
confinement time, aluminum density profiles for several different plasma conditions,
and comparisons between the measured charge state distribution and coronal equilib-
rium. Preliminary evidence of poloidal asynmetries in the impurity density profiles
is also presented in chapter 4. Transport simulations for comparison with the data of
chapter 4 are described in chapter 5. Chapter 6 contains a discussion of the results
and comparison with other particle transport measurements undertaken on TEXT. Fi-
nally, the conclusions and some suggestions for future work are given in chapter 7. The
appendices describe details of neoclassical particle flux calculations, atomic parameters
for x-ray emissivity calculations, Abel inversion, a comparison of recombination rate
coefficients for aluminum, and the relationship between the uncertainty in measured
aluminum densities and uncertainties in the other plasma parameters.
A brief note on units is appropriate here. In keeping with the unfortunate long-
standing tradition of plasma physics research, mixed units are used throughout this
thesis. To a large extent theoretical discussions are in cgs units, and experimental results
are given mostly in SI (mks) units. Wherever possible, the units used are explicitly
stated.
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Table 1.1: TEXT Diagnostics as of August 1989
Diagnostic
Rogowski coil
Toroidal loop
Sine, cosine loops
Hp monitor
2 mm u-wave interferometer
Hard x-ray monitor
Impurity monitor
Residual gas analyzer
Far infrared interferometer
Electron cyclotron emission
Thomson scattering
MHD coil arrays
X-ray spectrometer
Vertical x-ray array
Horizontal x-ray array
45' x-ray array
Charge exchange
Spectrometers
Probes
Bolometer array
Diagnostic neutral beam
FIR scattering
Heavy ion beam probe
Impurity pellet injector
Li beam
# of Channels
1
several
10
1
1
10
1
6
10
1 ,scanning
24
12
40
40
12
1. scanning
several
several
10
30
1
Measured Parameter
Plasma current I,
Loop voltage Vt
Plasma position
Ionization level
Central line-averaged electron density fi,
Plasma current I,, radiation, suprathermals
Visible bremsstrahlung Zejj
Vacuum condition
Electron density profile n,(r)
Electron temperature profile T,(r)
Edge temperature and temperature profiles
MHD m, n mode numbers
Electron temperature T., impurity identification
Internal modes, impurity transport
Internal modes, impurity transport
Internal modes, impurity transport
Ion temperature Ti(r)
Electron temperature T, impurities, rotation
Density, temperature, and potential fluctuations
Radiated power P,d
Ion temperature profile, impurity profiles
Density profiles and fluctuations
Potential, density, B,. fluctuations
q(r), impurity transport, suprathermals
q(r)
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Figure 1.2: Schematic view of the Texas Experimental Tokamak. The major radius is
1 m and the minor radius is 0.26 m. The toroidal field is <3T and the plasma current
is <350 kA.
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Chapter 2
Modeling the Plasma X-Ray
Emissivity
2.1 Introduction
The spectrum of the thermal radiation emitted by thermonuclear plasmas lies largely in
the x-ray region because the electron temperature in most tokamaks is on the order of
1 keV or higher. The method for measuring impurity density profiles described in this
thesis relies on the fact that the broadband x-ray power depends strongly on the impurity
content of the plasma. In order to unfold the impurity density from measurements of
the broadband x-ray emissions, it is necessary to have an accurate model for the total
contribution to the x-ray spectrum from each impurity species. It is equally important to
have independent measurements of the electron density ne and electron temperature Te,
since the total broadband x-ray power varies roughly as Ej neniT,, where 1/2 i a ' 20,
depending on T and the particular radiating ion. This chapter describes the models
used to calculate the total x-ray power from all relevant atomic processes.
Radial profiles of the x-ray brightness are measured with arrays of solid state pho-
tovoltaic detectors (discussed in detail in chapter 3). In TEXT, each detector views
a chord through the circular plasma, resulting in a line integral measurement. Thus
the signal current generated in a detector viewing a chord with impact radius p can be
expressed as
14 2P AA(z) " dPtot(huT.(z))
I fp)= A ne(z)ni(z) r q(hv) v, dhl dz. (2.1)
_ 2_2 47rL(z)2 i dhv I
In this equation Ad is the sensitive area of the detector, A(z) is the area of the plasma
subtended by the detector viewing geometry, L(z) is the distance from the location z
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along the chord in the plasma to the detector, and 77(hv) is the efficiency of the detector
for a photon of energy hv, determined by any filters between it and the plasma. The
quantity AdA(z)/47rL(z) 2 is independent of z because A(z) and L(z) 2 have the same
dependence on z. Thus this quantity can be taken outside the chord integral.
The quantity described in this chapter, dPt,,/dhv, is the total radiation spectrum.
The approach adopted in this chapter for calculating the quantity dPt,0 /dhv is to sep-
arate the distinct physical processes responsible for the production of x rays, calculate
their contribution to the spectrum, and subsequently sum the individual terms.
In general the x-ray production mechanisms may be divided into two broad cate-
gories: continuum emission and line emission. The continuum portion may be further
separated into contributions from bremsstrahlung and radiative recombination. The
portion from lines may similarly be separated into line emission resulting from four
different physical processes that populate excited states of an ion: electron impact
excitation, dielectronic recombination, collisional inner shell excitation, and radiative
recombination into upper levels. The methods for accurately calculating each of these
components of the total emissivity from a given set of plasma parameters are discussed
separately in detail in the following sections. First the two parts of the continuum are
described in section 2.2, and then the four parts of the line radiation are described in
section 2.3.
2.2 Continuum X-Radiation
In an ohmically heated tokamak plasma, the electrons are generally well-described by a
Maxwellian velocity distribution characterized by the temperature Te, and given by
M, )3/2 
-. mv2f(Ve) =e exp . (2.2)(21rT, 2 T,
Coulomb collisions between the electrons and either the background or impurity ions,
during which the electrons lose some kinetic energy, give rise to the production of pho-
tons. (The ions may also radiate during collisions, but due to their much heavier mass,
the overall contribution from ions to the x-ray power is negligible.) The two physical
processes by which a continuum of photons is produced are bremsstrahlung (free-free ra-
diation) and radiative recombination (free-bound radiation). These mechanisms lead to
a continuous distribution of photon energies because of the characteristic distribution of
initial electron kinetic energies (Eq. 2.2). Bremsstrahlung and radiative recombination
are described separately in sections 2.2.1 and 2.2.2.
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Figure 2.1: Bremsstrahlung radiation is produced when a free electron collides with an
ion of charge +Z. The final state consists of a free electron with lower kinetic energy
and a photon with energy hv equal to the difference between the initial and final kinetic
energies of the colliding electron.
2.2.1 Bremsstrahlung Radiation
Bremsstrahlung ("braking radiation" from German) occurs when a free electron collides
with an ion, and its final energy state is also free-hence the designation free-free (see
illustration in Fig. 2.1). During such a collision the electron is accelerated, consequently
radiating a photon. In a plasma with electron density n, (cm 3 ), ion density nj (cm--),
and electron temperature T, (keV), the x-ray spectrum emitted from bremsstrahlung is
given by [19]
dP= 2.6 x 10~"n.ng f Z.? e~'"'/T keV/(keVCm 3s), (2.3)
dhv Tz
where §1f is the free-free Gaunt factor (the ratio of the bremsstrahlung intensity to
the classical coulonb intensity) [74,75], Zj is the ionic charge, and Xrf is the electron
binding energy for the ground state of hydrogen (0.0136 keV).
Because of the simple form of Eq. 2.3, bremsstrahlung is the easiest component of
the plasma x-ray emissivity to calculate. Therefore the ratio of the measured emis-
sivity to the emissivity from only hydrogenic bremsstrahlung at the same temperature
36
and density is often used as a rough measure of its impurity content [76,71]. In this
context, it is important to note that for temperatures above ~-100 eV the contribution
from radiative recombination to the spectrum emitted from a pure hydrogen plasma
is negligible, as will be demonstrated in the next section. Thus a comparison of the
measured emissivity to that expected from only hydrogen bremsstrahlung depends only
on the level of impurities present, not on the contribution of radiative recombination
from hydrogen relative to bremsstrahlung.
2.2.2 Radiative Recombination
The second mechanism responsible for producing continuous x radiation is radiative
recombination, represented in Fig. 2.2. In this type of collision, the final state of the
electron is a bound state in the ion (of initial charge state j, final charge state j - 1)
with binding energy XjI A photon with energy equal to the initial kinetic energy
of the electron plus the binding energy of the final state is emitted. A simple energy
balance shows that
mv~M =, hv - Xj_ . (2.4)
2
A continuous spectrum again results because of the distribution of the initial electron
kinetic energies shown in Eq. 2.2. In contrast to bremsstrahlung, however, there is a
distinct minimum in the energy of the photons emitted in the case of radiative recom-
bination. This can easily be seen by setting to zero the initial energy of the colliding
electron in Eq. 2.4, with the result that
(hv)mi = Xj_- (2.5)
This is the cause of discrete jumps (recombination edges) in the x-ray spectrum.
For the same plasma parameters used to calculate the bremsstrahlung power, the
total power due to ions with charge state j from radiative recombination into charge
state j - 1 is given by [19]
dP. 
_14_ h
dhv = 2.6 x 10O gfbnenj e )2dhv Te /\XH
[ _ex3/T + 2 exi-1/m2T keV/(keVcm 3 s), (2.6)
where gfb is the free-bound Gaunt factor [74], xj is the ground state binding energy of
the electron in the final state, n (m) is the principle quantum number of the ground (ex-
cited) state shell into which the electron recombines, and C is the number of vacancies
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Figure 2.2: Radiative recombination radiation results when an initially free electron
collides with an ion of charge Z and the final electron state is a bound state. The
energy of the photon liberated during this process equals the initial kinetic energy of
the electron plus the binding energy of the new bound state.
available in shell n that the electron may enter. The first term in the square brack-
ets represents recombination into the ground state n of the ion and the second term
represents recombination into higher levels with m > n. The former term dominates
since the contribution from higher shells depends on 1/m 3 and exi"/m 2 Te . Thus for
numerical calculations of the radiative recombination radiation, it is sufficient to cutoff
the summation in the second term at m ~ n + 5, and this has been done in the present
work.
It is useful to compare the relative contributions from radiative recombination and
bremsstrahlung to learn in which temperature regime each is most important. Setting
the two powers equal and maintaining only the first term of P, gives
nnjipZ e r, = nnjggf -1 -) eT . (2.7)Jt T. )Tle XH n
Noting that for most plasmas of interest here, jff ~ gb ~ 1, this becomes
XH )C xT.(2.8)
T Z2XH)n
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Figure 2.3: The quantity N ex-I/T is plotted as a function of XI/T. This parameter
determines whether radiative recombination or bremsstrahlung is the dominant contrib-
utor to continuum x radiation.
Table 2.1: This table lists the temperatures where the bremsstrahlung and radiative
recombination parts of the x-ray power are equal.
Charge state n (, Te/X
He-like 2 8 1.75
H-like 1 1 1.75
Fully stripped 1 2 2.84
Then since Xn Z . XH/n 2 , bremsstrahlung is dominant when
> e (2.9)
T
Fig. 2.3 shows a plot of (Xn/T)ex-/T- vs. X,/T,. The results are summarized in Ta-
ble 2.1, which lists the ratios of electron temperature to binding energy where the
bremsstrahlung power equals the radiative recombination power for the three highest
charge states of any ion. For higher electron temperatures bremsstrahlung dominates.
The H-like and He-like states have the same T/x boundary because n'/( = 1 for both
charge states.
To illustrate the characteristics of both the bremsstrahhmg and radiative recombina-
tion emissions, calculated spectra for a hydrogen plasma with 2% carbon contamination
are shown in Fig. 2.4. This impurity level is representative of typical low Z impurity
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Figure 2.4: The X-ray spectrum calculated for a plasma with T, = 1 keV, n_ = 5 x 101
and 2% carbon contamination shows that the impurity radiation is the dominant con-
tribution to the total, and radiative recombination is the dominant contributor for the
carbon for photon energy greater than 480 eV. In contrast, bremsstrahlung dominates
the hydrogen spectrum, since the binding energy in hydrogen is only 13.6 eV.
content in TEXT [771. In this case it is clear that recombination due to fully stripped
carbon dominates the x radiation for photon energies above 480 eV (the binding energy
of the H-like carbon ion). However, if higher Z ions are present in the plasma (as they
always are in TEXT), it will also be necessary to calculate the contribution from line
radiation which may be comparable to or greater than the continuum sources in terms
of the total power produced. The calculations necessary for line radiation are described
in the next section.
2.3 Discrete Line Radiation
Jumps of electrons between bound orbitals result in the production of radiation at
specific photon energies (equal to the difference between the binding energies of the
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electron in the initial and final states) In a high temperature plasma several processes
may contribute to the production of this line radiation by raising an electron to an
excited orbital. The electron subsequently decays to a lower energy state and a photon
is emitted. These processes include collisional excitation of outer shell electrons, dielec-
tronic recombination, collisional excitation of inner shell electrons, and recombination
into upper quantum levels. These three mechanisms are discussed separately in the fol-
lowing subsections. (The contribution from charge exchange recombination into upper
levels is negligible, as will be shown in Section 4.2.3.)
2.3.1 Line Radiation after Electron Impact Excitation
The fundamental requirement for discrete line radiation to occur is that an electron falls
from an excited orbit to a lower orbit (most often the ground state). One of several ways
an electron may be elevated to the higher orbit is through electron impact excitation
of an outer shell electron, represented schematically in Fig. 2.5. Initially, the bound
electron resides in the ground state orbital, and it is subsequently raised to a higher
energy bound state by an electron collision. The power emitted in line radiation from
this process is then given by the photon energy times the rate at which the excited
states are populated through collisions. The radiative decay time is much less than
the collisional excitation time in low density plasmas, so the net rate of radiation is
determined by the rate of population of the upper levels, given by [78,79]
Xi = 5.06 x 10-10 cm3s-1 (2.10)hv 'Te
where hv and Te are both in keV and i and j represent the initial (excited) and final
bound states respectively, so hv = E - Ej. The power radiated is therefore simply
P = 5.06 x 10-10f < > . keVcm 3 s (2.11)
VT
In these expressions, frj is the absorption oscillator strength for the transition i - j and
< gj > is the appropriate Gaunt factor averaged over the Maxwellian electron velocity
distribution (for ions < gi >~ 0.2 [78]). Where available, oscillator strengths have
been taken from measured values, otherwise theoretically calculated values are used.
The complete set of specific transitions and the associated oscillator strengths for all
impurity species considered in this work are tabulated in Appendix C.
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Figure 2.5: Line radiation results after an electron collides with a partially ionized ion.
The bound electron is raised to an excited level (shown dashed in the right figure),
which subsequently decays back to the initial state. A photon is emitted with energy
equal to the difference between the two bound state energy levels. The colliding electron
remains free.
2.3.2 Line Radiation after Dielectronic Recombination
Dielectronic recombination is the process by which an electron with kinetic energy just
above the ionization threshold of the resultant ion enters a bound orbit and simultane-
ously raises another electron to an excited bound orbit. The excited electron then acts
as a "spectator" electron when the recombined electron drops down to the ground state
orbital as shown in Fig. 2.6. Because the spectator electron reduces the net Coulomb
potential of the nucleus of the ion, the transition energy is slightly reduced, and the
dielectronic lines appear as "satellite" lines on the long wavelength side of the resonance
transition (resonance transitions are Is - 2p for H-like systems and 2s 2 - ls2p for He-
like systems). Dielectronic recombination rates have been studied extensively from a
theoretical viewpoint (especially, though not exclusively, for He-like iron) by Burgess
[80,81], Shore [82], Gabriel and Bhalla [83,84,85], Bely-Dubau and Dubau [86,87,88],
and Vainshtein and Safranova [89] and others. Dielectronic satellite line intensities have
also been measured for various elements (mostly high Z elements: iron, titanium, nickel
and chromium) by Bitter, et. al. [90,91,92], Bely-Dubau, et. al. [75,93,94], Kiillne,
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Figure 2.6: Dielectronic recombination results when an electron recombines into an
excited state of a partially ionized atom, simultaneously exciting an initially bound
electron (e.) to a level above the ground state. The recombining electron then decays
to a lower orbital. The line radiation resulting from this process is slightly shifted from
the energy difference between the excited and final levels because of the presence of the
spectator electron.
Kline and Rice [95,96], the TFR group [60], and Bartiromo, Bombarda and Gianella
[97].
The satellite line intensity is given by [83,84]
_ 5.23 x 10- 2 7 E. g. A, Aa , e/I, keVcm 3 s-1, (2.12)
T 3 / 2  gi Aa + E A,
where E, is the satellite transition energy (keV), g, and gi are the statistical weights of
the satellite level and the ground state level respectively (g1= 2 for H-like ions and 1 for
He-like ions), and A,. and A. are the radiative and autoionization transition probabili-
ties.
As discussed above, line radiation resulting from dielectronic recombination mani-
fests itself as lines very close to the resonance transition line. Therefore, since for the
purposes of this work only the total power radiated in broadband x-ray emissions is the
main quantity of interest, the dielectronic recombination radiation is treated as if it were
at a single energy (taken to be the average of all the dielectronic satellite energies). The
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total effective dielectronic recombination coefficient is therefore conveniently defined to
be
Qd =. A. ,. (2.13)
a ll sa tellites 
( 2+1 3 )
so that the total power from dielectronic recombination power at (or within ~0.05 keV
of) the average satellite energy E, is
Pd = 5.23 x 10-27 EQd eE/TI keVcm 3 s1. (2.14)
As in the case of lines from electron impact excitation, experimentally measured values of
the dielectronic rate parameters have been used where available; otherwise the tabulated
values of Vainshtein and Safranova [89] have been adapted for use in the form of Eq. 2.14.
The specific values and references used to calculate the Qd values for several impurity
species are tabulated in Appendix C.
2.3.3 Line Radiation after Inner Shell Excitation
The third mechanism responsible for exciting electrons to higher orbits is collisional
excitation of inner shell electrons. Because these electrons are screened by the outer
shell electrons, the line intensities from this process are much lower than from collisional
excitation of outer shell electrons. However, the same formalism may be used to calculate
the radiation power emitted as was used in section 2.3.1 for collisional excitation of
outer shell electrons. The transition energies and their oscillator strengths are listed in
Appendix C.
2.3.4 Line Radiation after Recombination into Upper Levels
It was found that in the colder regions of Alcator-C, radiative recombination into upper
levels (n > 2) was the dominant mechanism for populating these levels. When the
recombined electron drops from the upper state to a lower state, line radiation is emitted.
Thus it is often important to include this effect in the calculation of x-ray line radiation
in H-like and fully stripped ions. The power emitted by this process can be expressed
as
Ps,. =Z a,;bjEj keVcm 3 s-1, (2.15)
where a,. is the total recombination rate into state i, bij is the branching ratio for the
electron to decay to state j and Eij is the energy released in the form of a photon during
the transition.
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The enhanced line radiation after radiative recombination and dielectronic recombi-
nation can be treated separately. Mewe has given rates from both processes [98]. The
power of a particular line due to radiative recombination into upper levels is written
[981
P. = a REi keVcm 3s-1, (2.16)
where aR is the effective recombination rate for enhancing the line, and is given by
a+ = 10- AREC(z + 1) 2 '+'(Te x 1.1605 x i07)" cmas- 1 . (2.17)
The parameters af and q are given by Mewe for individual lines, and are listed in
Appendix C for aluminum and silicon only. Similarly, the power of a particular line due
to dielectronic recomination into upper levels is given by
P = E keVcms (2.18)
where
DR 3.56 x 10-1 7 (Z + 1)4e-EDRIT cm 3 s 1 (2.19)
Z+1 Te/2[1 + 5 x 10- 6 (Z + 1)4]
for dielectronic recombination into the H-like state. In this expression Z is the nuclear
charge. In the center of TEXT plasmas the x-ray power due to lines following recombi-
nation into upper levels is not important. However, farther out where Te - 200 - 300
eV this effect can increase the x-ray power from H-like aluminum by ~ 70%.
2.4 Conclusion
The x-ray emissivity from bremsstrahlung, radiative recombination, collisionally excited
lines dielectronic recombination and lines following recombination into upper levels can
now be calculated for a Maxwellian plasma with electron temperature Te and electron
density ne. As an example directly applicable to this study, the x-ray spectrum calcu-
lated for a plasma with 0.1% aluminum in coronal equilibrium is shown in Fig. 2.7. In
this case Te = 1 keV and ne = 3 x 1013 cm- 3. Note the strong aluminum resonance
lines at 1.61 and 1.73 keV from the He-like and H-like charge states. The recombination
edge at 2.3 keV from the fully-stripped state is not evident,
Similar calculations for different impurity species and different x-ray filters give the
power radiated per impurity ion. Results for impurities intrinsic to TEXT and injected
into TEXT for impurity transport studies are shown in Appendix C. The next chapter
describes the x-ray imaging systems used to measure the broadband x-ray power.
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Figure 2.7: The x-ray spectrum from a plasma at T = 1 keV, and n, = 3 x 101 cm-3
with 0.1% aluminum density. The aluminum is assumed to be in coronal equilibrium.
The two strongest lines are the aluminum resonance lines at 1.61 and 1.73 KeV from
the He-like and H-like charge states respectively.
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Chapter 3
X-Ray Measurement Systems on
TEXT
3.1 Introduction
As emphasized throughout this thesis, x-radiation is emitted strongly from tokamak
plasmas with temperatures greater than about 1 keV. Two main diagnostic methods
have been developed for using this radiation to understand plasma parameters. First, x-
ray spectroscopy provides high resolution in photon energy but usually low resolution in
space and time. Second, broadband x-ray detection provides high temporal and spatial
resolution, but low resolution in the photon energy. TEXT has both kinds of systems
installed.
This chapter describes in detail a large system of broadband x-ray detector arrays
constructed for impurity transport studies in TEXT [99]. The discussion introduces
the fundamentals of solid-state photon detectors, their calibration in the x-ray energy
region, and the design of a set of three absolutely calibrated x-ray arrays. Furthermore,
a method of using krypton gas as an x-ray filter to improve the spectral resolution of
these arrays is introduced. This filter was used to discriminate between the resonance
line radiation of the He-like and H-like aluminum charge states.
3.2 Broadband X-Ray Detectors
Solid state semiconductor detectors, like other radiation detectors, convert photons into
measurable electronic signals. This occurs when the photon interacts with the detector
material and raises electrons from the lattice into the conduction band. The relationship
between the deposited photon energy and the electrical signal produced can be found
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Figure 3.1: The equivalent circuit of a radiation detector is shown. The bias voltage,
VB is applied externally, and the detector can be represented by a large resistance R
and some capacitance C. The detector has physical thickness d.
by considering the schematic of the equivalent electric circuit of a detector shown in
Fig. 3.1 [100]. Here VB is the externally applied bias voltage, R is the large detector
resistance, C is the detector capacitance, and VLt is the desired signal. The photon
detector, of physical thickness d, acts as a source of charge when a photon is deposited
in the detector. In this case the photon is assumed to be completely absorbed a distance
x from the anode.
The output voltage is found by considering the change in energy stored in the ca-
pacitor due to the change in voltage, 1C(VI -- V2 ), where V and Vi are the final and
initial voltages across the capacitor respectively. The initial voltage is just VB and
the final voltage is VB + V,,.A, so the energy change is !C(VB2 + 2 VBVOt + V. - V ),
which is approximately CVBVt since Vt is typically much smaller than VB. This
change in energy goes into the change in kinetic energy of the photoelectrically pro-
duced charge carriers as they traverse the width of the detector in the electric field
E = Vs/d. The total final kinetic energy of the charge carriers when they reach the
electrodes is 1(ninev j + nhmhv,), where ne (nh) is the number of electrons (holes)
produced, m, (mh) is the electron (hole) mass, and vcf (vh,f) is the electron (hole) final
velocity. The final velocities can be related to the electric field and the distance traveled:
VLf= 2eVBx/dm. and vhJ = V2eVB(d - x)/dmh. Substituting these velocities into
48
the expression for the kinetic energy, noting that the number of electrons and holes are
equal (n, = nh n), and equating the change in stored energy to the change in total
kinetic energy gives
CI, n 2xeVB 2(d - x~eVBVBVM + neVB, (3.1)
or V, = ne/C. Thus the signal voltage is proportional to the number of pairs of charge
carriers produced in the detector, n, a quantity that depends directly on the energy of
the absorbed photon and the energy required to create a charge pair in the specific
detector material.
The detectors used for this work were mostly silicon surface barrier diodes (SBDs).
General descriptions of SBDs are contained in References [101], [102] and [103]. These
diodes consist of a metal-semiconductor interface forming a rectifying junction such that
a reverse bias voltage generates an electric field, which in turn causes a region depleted
of free charge carriers (the depletion depth, which has a thickness proportional to the
square root of the bias voltage).
SBDs, though widely used for detecting charged [104,105,106,107,108,109] and neu-
tral [110,111,112] particles, have also been extensively employed for detecting and
imaging high intensity x emissions from laboratory plasmas [113,114,115,116], espe-
cially tokamak plasmas [56,117,118,119,71,120,121,122,123,41,124,125,126,127,128,129,
130,131,132,133,134,135,136,137,138]. Table 3.1 lists several representative experiments
where SBDs (and PIN diodes, also a widely used junction-based detector) have been
used for detecting x rays generated in plasma devices. SBDs are especially well-suited
for imaging tokamak plasmas for three reasons: first, the detector x-ray sensitivity is
quite flat between 1 and 8 key; second, the core electron temperature in tokamaks often
ranges between 1 and several keV, and as a consequence the x emissions fall mainly in
this range; and finally, x-ray emission levels from tokamaks are of sufficient intensity
that surface barrier detectors can be conveniently used as photovoltaic detectors [139]
in the current mode.
3.2.1 Calibration and Response Measurements
SBD calibration measurements have previously concentrated largely on the energy range
between 0.3 and 8 keV [113,119,154]. This section describes an improvement of these
measurements at 8 keV and an extension to 17.5 keV, from which the high energy
response of the detectors can be determined. This is an important issue if such detectors
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Table 3.1 This table lists several representative plasma devices utilizing silicon surface
barrier diodes (SBD) or p-intrinsic-n (PIN) diodes to detect x rays. The detectors are
intended for either ful (F) or partial (P) depletion; however diodes capable of fully
depleted operation can be run underbiased such that full depletion is not attained; in
such circumstances the diode is actually operating in a partially depleted mode. Note
the wide range of plasma electron densities (4 x 1017 - 1 x 1025 m- 3 ) and temperatures
(0.2-400 keV) for which these silicon-based detectors are useful. (Device types are
abbreviated as follows: T=tokamak, R=reversed field pinch, S=stellarator, Mzmirror,
DPF=dense plasma focus.)
Diode Type
SBD/F
SBD/F
SBD/P
SBD/?
SBD/P
SBD/F
SBD/P
SBD/?
SBD/P
SBD/P
SBD/P
SBD/P
SBD/'P
SBD/P
SBD/F
SBD/P
PIN/F
PIN/F
PIN/P
PIN/F
PIN/P
P]IN/F
PIN/P
PIN/F
Experiment
ST (T)
PLT (T)
Tosca (T)
Pulsator (T)
Alcator-A (T)
HBTX 1A (R)
TEXT (T)
TFR (T)
Alcator-C (T)
ISX-B (T)
HT-6B (T)
ZT-40M (R)
TFTR (T)
W VIIA (S)
Constance (M)
Varennes (T)
TFTR (T)
DPF
Ormak (T)
Z pinch
Alcator-C (T)
JET (T)
JT-60 (T)
DPF
n, (109 M-3)
-7
2~4
1.5
< 10
20-60
2-20
1~9
-10
10-100
0.5-9
0.7-1.2
~2
-2
5-10
-0.04
-5
~2
~ 106
2~4
10s , 106
10-100
-1.6
1-10
~ 106
T, (keV)
-0.8
1-2
0.2
-0.6
0.6~1.1
-0.2
0.7-1.1
1
1~3
0.5-2.2
0.1-0.12
0.2
1-7
0.4-0.6
-400
-1
1-2
1~1.5
6~9
1-3
3-4.5
1-6
0.2-0.5
Refs.
[56]
[117]
[118]
[40]
[119,71]
[113]
[120,121,122]
[123]
[41]
[124,125,126]
[127]
[114]
[128,129,130,131]
[115,140]
[116]
[132,133]
[141, t]
[142]
[143,144]
[145]
[146,147]
[148,149,150]
[151,152]
[153]
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t The PIN array on TFTR was not operational for the "supershots" for
which the electron temperature was -7 keV.
are to be used to accurately quantify high intensity x-ray sources with photon energies
approaching and exceeding 10 keV. For example, SBDs and PINs are currently used
for imaging high temperature tokamak plasmas for which Te 5 keV [130,131,148,
149,150,151,152], and thus a significant fraction of the x emission is at or above 10
keV. In addition the high energy response becomes critically important in this imaging
application if spatially and temporally resolved plasma thermometry [71,128,130,131] is
attempted on high temperature plasmas.
To address this issue, it is essential to know what constitutes the x-ray sensitive
depth in a partially depleted SBD. For charged particle detection it is the depletion layer
depth, proportional to the square root of the bias voltage, that determines the sensitive
depth [105,106,101]. In contrast measurements of the x-ray response at 17.5 keV, for
which the detectors are not optically tiick, strongly indicate that it is predominantly
the physical thickness of the SBD that determines the x-ray sensitive region [155]. (The
optical thickness is defined as ppr where p is the mass absorption coefficient, p is the
density, and r is the thickness of the silicon.) This is at least superficially surprising
since outside the depletion layer there is ostensibly no electric field to sweep out charge
carriers generated by the x rays. In addition one might expect the x-ray and 3-particle
responses of SBDs to be similar. This is because the x-ray attenuation, dominated by
the photoelectric effect below -30 keV and the Compton effect above that, results in
an ionizing electron that is effectively a low energy /-particle, albeit one that has been
created well inside the detector. Confusion has therefore inderstandably prevailed over
this issue; and many workers have assumed, apparently in error, that the depletion
depth constitutes the x-ray sensitive depth [113].
Indeed it would be extremely important if the x-ray sensitive depth were the deple-
tion depth and could be trivially set by adjusting the bias voltage. Then, for example,
plasma x-ray thermometry [71,128,130,131] could be much more simply, accurately and
quickly accomplished by modulating the bias voltage. In fact it was with this in mind
that Petrasso et. al. searched for, but failed to find, a bias-dependent effect with 8 keV
x rays [119]. One of the major aims of the response measurements described herein was
to search for a bias-dependent effect which should clearly manifest itself at higher x-ray
energies. This failing, it was necessary to test whether the detector thickness was of
central importance, as was suggested early on [156].
It is important to note that the question of x-ray sensitive depth in an SBD is
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also valid for diodes intended for fully depleted' operation. If such diodes are run
with a sufficiently low bias voltage, they are in actuality partially depleted. To avoid
confusion, SBDs capable of operation in the fully depleted mode are referred to as
"fully depleted." (Of course there is no distinction between the depletion depth and the
physical thickness of an SBD that is actually operated in a fully depleted mode.) In
addition, the problem of the x-ray sensitive depth also applies to PIN diodes, another
photovoltaic diode characterized by a bias-dependent depletion depth as well as partially
and fully depleted operation.
The particular SBDs used for the response measurements were 18 EG&G Ortec
ruggedized model BR-017-050- 100 partially depleted diodes ranging in age from a few
months to over 10 years (Table 3.2). Eleven of these SBDs are the same diodes used
for numerous imaging studies of the x emissions from the Alcator-A [71] and Alcator-C
[41] tokamaks, and, of particular importance here, for earlier absolute x-ray response
measurements [119]. All 18 of these detectors have 1500 A of aluminum deposited on
the front surface of a silicon wafer that ranges in nominal thickness from 296 pm to 544
pm [157]. EG&G Ortec specifies that a bias voltage of -70 V creates a depletion layer
thickness of 100 p or greater, the exact value depending on the silicon resistivity and
the applied bias voltage [105,106].
Four Tennelec partially depleted model PD-50-100-17 diodes [1581, and two United
Detector Technology (UDT) model PIN-8LC Schottky barrier diodes [159] (Table 3.2)
were also studied. The Tennelec detectors have a 250 A gold front surface on -400
pm thick silicon wafers, such that a bias voltage of -80 V creates a depletion layer
thickness of -100 pm. These detectors are the same as those used in the construction
of the horizontal x-ray array (Array B) on TEXT, described in the next section. The
UDT diodes have 200 A of gold over -250 pm thick silicon such that a bias voltage of
-85 V creates a depletion layer thickness of -100 pm. Because the UDT detectors are
primarily intended for use as optical photodiodes, the entire assembly is covered with
-600 pm of standard borosilicate glass, rendering them blind to soft x rays; however
they do respond to the higher energy x rays at 8 and 17.5 keV.
The x-ray source used for these measurements was a Norelco model 12045 x-ray
diffractometer. Either a copper or molybdenum anode tube was used with a fixed
'Detectors constructed for fully depleted operation are normally more expensive than partially de-
pleted detectors (by about a factor of 2) because of the need for three additional features: first, two
contacts capable of supporting an electric field; second, higher resistivity silicon; and third, closer tol-
erance on the silicon wafer thickness.
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Fable 3.2: This table lists the partially depleted silicon surface barrier diodes (SBD)
used for the measurements reported herein. Eleven of the SBDs(*) are the same diodes
used in References [119,71] and [41]. The nominal physical thickness of the silicon and
its resistivity (which, in combination with the bias voltage, determines the depletion
depth) are also listed [157,158,1591.
Diode # Thickness (pim) Resistivity Q-cm)
EG&G Ortec:
16-846F* 296 6800
16-663I* 321 3000
16-663F* 321 3000
18-365G 322 2500
16-662H 335 3000
16-662D* 335 3000
16-662C* 335 3000
17-230E* 347 4000
16-675C 347 3700
16-675B* 347 3500
16-850J* 347 3500
18-312C 484 3000
16-821A* 544 3500
16-821C* 544 3500
16-821J* 544 3500
26-454B 530 15700
26-454C 530 15700
26-454F 530 15700
Tennelec:
4226-5 400 2100-3000
4013-9 400 2100-2400
4020-14 400 2100-2400
4170-11 429 2100-2400
UDT:
PIN-8LCA 250~380 2500~4000
PIN-8LCB 250-380 2500-4000
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Figure 3.2: This plot shows typical SBD response to the Norelco diffractometer with
the copper tube installed. The high voltage of the diffractometer is full-wave rectified,
generating two distinct 60 Hz x-ray peaks of slightly different amplitude. The square
wave (dashed) is triggered on the larger SBD signal; it is subsequently used to gate a
Si(Li) spectrometer so that it only counts photons during the 0.5 ms period during the
peak of the x-ray emission.
mica window (nominally 13 jun thick) to produce predominantly CuKa and KO x
rays at 8.05 and 8.9 keV respectively, or MoKa and K,3 x rays at 17.48 and 19.6
keV respectively. The high voltage was full-wave-rectified such that the diffractometer
produced two distinct 60 Hz x-ray peaks (Fig. 3.2). The voltage could be varied up to
40 kV, and the emission current ranged from 1 to 15 mA.
The unfiltered spectrum from the diffractometer, as viewed directly through the mica
window, consisted of the Ka and K3 lines of the anode material as well as a significant
amount of thick target bremsstrahlung. To provide "clean" spectra (i.e., mainly K lines)
for the calibration measurements, the diffractometer was filtered with the same material
as the anode (33 mg/cm 2 copper foil for the Cu tube; 191 mg/cm 2 molybdenum foil
for the Mo tube). The K lines thus obtained made up at least 90% of the total number
of photons collected (Fig. 3.3). The intensity of these lines was also determined to be
linear with the diffractometer emission current (Fig. 3.4), an important consideration
which subsequently bears upon the SBD linearity with x-ray intensity.
The intensity of the x-ray spectrum, shown in Fig. 3.3, from the diffractometer was
measured using either an EG&G Ortec or a KeVex Si(Li) x-ray spectrometer. The
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Figure 3.3: Spectra used for the SBD calibrations as measured by a Si(Li) spectrometer.
a) The copper K lines made up about 90% of the total counts when the diffractometer
was run at 15 kV and filtered with 33 mg/cm 2 copper foil. b) The molybdenum K lines
comprised about 90% of the total number of photons when the diffractometer was run
at 40 kV and filtered with 191 mg/cm 2 molybdenum foil.
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Figure 3.4: The intensity of the spectra used for the absolute SBD calibrations was linear
with the diffractoineter emission current, an important factor used later to determine
the SBD signal linearity with x-ray intensity. a) Linearity of the CuKa (circles) and
KO (squares) lines when the diffractometer is run as described in Fig. 3.3a. b) Linearity
of the MoKa (circles) and KO (squares) lines when the diffractometer was rui as in
Fig. 3.3b.
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spectrometer was gated to collect photons only during a 0.5 ms period at the larger
of the two peaks (see the dashed gating signal in Fig. 3.2). The signal to gate the
spectrometer was taken from a "monitor" SBD, which also served to assure a steady
source strength over time. To avoid dead-time effects in the spectrometer counting
system, the Si(Li) detector was filtered with material of known transmissivity. During
the 8 keV measurements the spectrometer was covered with 233 ±3.5 mg/cm 2 copper
foil, while during the 17.5 keV work it was covered with 636±15 mg/cm 2 molybdenum
foil. (These thicknesses were determined by x-ray transmission measurements, using
the absorption cross sections from references [160 and [161].)
The x-ray response current of t he SBDs was measured using the two circuits shown
in Fig. 3.5. The circuit of Fig. 3.5a is a low-noise current-to-voltage amplifier with the
gain set by the 1 MQl feedback resistor. The SBD bias voltage is fixed by the Zener
diode to be -9 V. This circuit is convenient for plasma x-ray imaging systems [120,121],
and for making the absolute SBD response measurements reported herein. It is also
the circuit used as the preamplifier in the vertical array (Array A) on TEXT. The rins
noise level of this SBD/circuit combination is in the range of 1 nA (corresponding to
.02 pLW of incident x-ray power or ~ 1.4 x 107 photons/sec at 8 keV).
The simple circuit of Fig. 3.5b was used for establishing SBD linearity and the effects
of varying the detector bias voltage. For example the value of the bias voltage was easily
varied over a wide range up to the maximum recommended by the manufacturer (-70
V); in addition the bias polarity could be trivially switched for use with different diodes
(the Ortec diodes require a negative bias [p-type silicon]; the Tennelec and UDT diodes
require positive bias [n-type silicon]).
The responses of the 18 Ortec diodes to 8 keV x rays were comparatively uniform.
The maximum variation between the diodes was -12% (Fig. 3.6a).2 The signal current
of each diode also exhibited a linear behavior from 0.1 to 150 yA with source intensity.
(The 150 ptA response corresponds to the maximum flux of x rays the diffractometer
could generate.) Figures 3.7a and 3.7b show this linearity for two different filters and
source voltages. The response of all these diodes was also independent of the bias voltage
from the maximum recommended by the manufacturer down to about 1 V (Fig. 3.8a).
The Tennelec and UDT diodes were also very uniform at 8 keV. The maximum
2 Differences larger than -5% between the diodes are real and unexplained. Since 8 keV x rays easily
penetrate the front diode surface, it is unlikely that the differences seen at this energy can be accounted
for by differences in the front surface transmissivity. On the other hand, the optical depth is so large
that the differences are not due to differences in the physical thickness either.
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Figure 3.5: Two circuits used to measure the SBD response current. a) This circuit
was used for the vertical x-ray imaging array (Array A) on TEXT [120,121], and for
all absolute SBD calibration measurements reported herein. b) This simple circuit was
used for making linearity measurements (where a wide range of response currents made
it desirable to change the gain [RL] easily), and for examining the effects of changing the
SBD bias voltage (though not the results shown in Fig. 3.8). In this configuration, it is
important that VBIAS exceed the voltage drop across the load resistor; this guarantees
a non-zero effective bias voltage on the SBD. For the linearity measurements the gain
was adjusted so as to insure the voltage drop across the load resistor was much smaller
than the applied bias voltage.
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Figure 3.6: The measured absolute responses (points) are compared to predicted re-
sponses (lines) based on the physical thickness of the SBD, not the depletion depth,
and assuming 3.6 eV in order to create an electron-hole pair [162,163,164,165,166,167].
The predicted response is proportional to (1 - e4P') which is ~1 and nearly constant
at 8 keV; but at 17.5 keV it varies rapidly with thickness. Relative differences greater
than -5% between diodes are real. The repeatability of an entire set of measurements
(all 18 diodes) is ±10%. Some of the data points have been displaced from their nom-
inal thickness by up to 20 pm to avoid overlap. a) Absolute response to CuK x rays
(spectrum of Fig. 3.3a). b) Absolute response to MoK x rays (spectrum of Fig. 3.3b).
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Figure 3.7: The SBD signal current is linear with the diffractometer emission current,
and therefore with incident x-ray power (see also Fig. 3.4). a) Linear response when the
diffractometer has the copper tube installed, when it is run at 15 kV and is filtered with
17 mg/cm 2 nickel and 33 mg/cm 2 copper foil. b) Linearity when the diffractometer has
the copper tube installed, when it is run at 35 kV, and with no filtering except the fixed
mica window of the tube. 150pA is the maximum signal current that can be generated
using the diffractometer as the source. c) Linear response when the diffractometer has
the molybdenum tube installed, when it is run at 40 kV and is filtered with 66 mg/cm 2
zirconium and 64 mg/cm 2 molybdenum foil. d) Linearity when the diffractometer has
the molybdenum tube installed, when it is run at 40 kV with no filtering except the
fixed mica window of the tube.
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Figure 3.8: Using a circuit similar to that shown in Fig. 3.5a, but for which the bias
could be easily varied, the effect of large changes in the bias voltage on x-ray response
was measured for three SBDs: EG&G Ortec #16-675C (solid line); Tennelec #4226-
5 (dashed line); and UDT # PIN-8LCA (dot-dashed line). The Ortec and Tennelec
diodes were examined for nominal signal currents of about 100, 10 and 1 /1 A (at 70 V
bias). The corresponding UDT response ranged from 10 to 0.1 pA. The vertical arrows
indicate bias voltage below which the response signal became distorted for the Ortec (T)
and Tennelec (1) diodes; the UDT diodes did not exhibit any distortion in this range
of signal currents. a) The response of the SBDs to 8 keV x rays was independent of
bias voltage between -1 and 70 V. A signal-dependent decrease in the response current
was observed below a bias voltage of about I V. b) The response of the SBDs to 17.5
keV x rays changed by <10% as the bias changed from 1 to 70 V. A signal-dependent
decrease was again observed below about 1 V. The relative invariance of the SBD signal
with such a large change in the bias voltage is in contrast to the behavior expected if
the x-ray sensitive depth were the depletion depth, which would give roughly a VEJAS
dependence for the SBD response.
61
a) 8 keV
b 1 71 .1i5 j I Ii I 1 1
b) 17.5 keV
variation between the 4 Tennelec diodes was -3%, and the 2 UDT diode responses were
essentially identical to each other. The Tennelec SBDs also exhibited linear response
(0.1 to 160 pA) with the diffractometer emission current, and the responses of both
the Tennelec and UDT detectors were again independent of the bias voltage above I V
(Fig 3.8a).
The responses of the 18 Ortec SBDs to 17.5 keV x rays were much less uniform
than at 8 keV. The maximum variation between the diodes at this higher energy was
-100% (Fig. 3.6b), which is attributed largely to differences in the physical thickness
of the diodes. The SBD current was linear from 0.1 to 100 pIA with the diffractometer
emission current (Figs. 3.7c, 3.7d), and again independent of the bias voltage from 1
to 70 V (Fig. 3.8b). The comparative invariance of SBD responses with changes in
bias voltage is particularly significant at 17.5 keV; the signal current should change
drastically (by a factor of -5) as the bias is varied from 1 to 70 V if the x-ray sensitive
depth were determined by the depletion depth. Instead it changes by less than 10%.
The Tennelec diodes exhibited larger variations in response to the higher energy x
rays as well, while the 2 UDT diode responses were again virtually identical to each
other The maximum variation between the Tennelec diode responses to 17.5 keV x
rays was -15%. The responses of the Tennelec (at least 0.1 to 120 pA) and the UDT
(at least 0. 1 to 20 pA) SBDs were also linear with the diffractometer emission current.
The diode currents were again comparatively invariant to large changes in the effective
bias voltage (Fig. 3.8b).
The absolute response (defined as the current produced per incident power) of the
18 Ortec SBDs was measured at 8 and 17.5 keV. The intensity and spectra were mea-
sured with a Si(Li) spectrometer described previously, and the response of the SBD was
measured at the same physical location. At these photon energies it was necessary to
aperture the SBDs with stainless steel washers to prevent the x rays from penetrating
the epoxy which defines the outer edge of the active area of the diode (specified as 0.5
cm 2 by the manufacturer). Penetration of the epoxy would increase the effective area
of the SBD. In particular, an increase of -30% in the response at, 8 keV was measured
when the diodes were not apertured and the epoxy penetration was not accounted for.
The uncertainty in absolute response measurements arose from three main sources:
spectral purity, the reproducibility of a set of measurements, and uncertainty in the
transmissivity of the material used to filter the spectrometer. The uncertainty due
to spectral purity (whether the SBD and spectrometer were responding to the same
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spectrum) was determined by taking measurements with and without a filter of known
transmissivit3 that was sufficiently attenuating to reduce the incident x-ray power by
a factor of 2. The difference between such filtered and unfiltered responses of the SBD
and spectrometer always agreed within ±10%. The reproducibility between sets of
measurements (i.e., all 18 diodes) was also always within ±10%. The uncertainty in
the filter transmissivities for the Si(Li) spectrometer led to the largest uncertainties in
absolute responses (+16%, -20% at 8 keV; and +24%, -32% at 17.5 keV). The overall
uncertainty (taken to be the square root of the sum of the square of these contributions)
was then +21%, 25% at 8 keV; and +28%, -35% at 17.5 keV.
In Fig. 3.6 the measured absolute responses are shown as a function of detector
physical thickness, and in Fig. 3.9 as a function of photon energy (for comparison,
responses of many of the same SBDs from the reference [119] are included. The measured
responses agreed well with predicted responses at 8 and 17.5 keV if the sensitive thickness
was taken to be the physical thickness of the device; they did not agree if the sensitive
region was taken to be the depletion layer thickness as determined by the bias voltage.
These results are also directly relevant to fully depleted SBDs operated in an underbiased
mode, since such detectors are, as mentioned, then partially depleted in actuality.
The response of the SBDs to x rays at 8 and 17.5 keV was found to be linear from
0.1 pA to at least 100 pA. This agrees qualitatively with the results of reference [119]
where the SBD response to 1.5 keV x rays was shown to be linear over a factor of 4
in the 1) nA region. When incorporated with the results presented here, this indicates
SBDs are likelv io have a linear behavior from -~10 nA to 100 /IA. Diode linearity was
found to be invariant to large changes in the bias voltage, and the smaller the signal
current, the lower the bias could be set before bias-dependent effects became prominent
(Fig. 3.8). It is interesting to note, however, that a bias-dependence was observed
in the SBD response to fast (-50 ns) pulses of broadband x rays in the 50-100 keV
range.3 It is believed that this result is primarily caused by a frequency cutoff due to
the bias-dependent capacitance of the SBDs, particularly because there was no such
bias-dependence for the response of the same diodes to 17.5 keV x rays modulated at
:Using diodes #18-365G and #16-661G, Dr. Ruth Shefer of Science Research Laboratory has ob-
served a bias voltage dependence of the SBD response to extremely fast (characteristic time -20 ns;
total signal duration ~ 140 ns) pulses of broadband X rays with energies greater than about 50 keV.
This is due to a frequency cutoff effect due to the capacitance of the diode, which varies as 1/VVr7s.
With the 50 Q load resistor used by Dr. Shefer, the 3 db attenuation frequency of these diodes is ~
10I/VBIAS MHz. Furthermore, using the same diodes, there are no such bias-dependence in the response
to 17.5 keV x rays modulated at 120 Hz.
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Fig-Lre 3.9: Measured absolute responses are compared with predicted absolute re-
sponses as a function of photon energy. The two data points with error bars are the
responses measured for the representative Ortec diode # 16-675C. The solid vertical lines
represent the range of results measured for many diodes in reference [119]. At 8 keV
these resuilts have been reduced by 30% to correct for penetration of the edge epoxy,
an effect not taken into account in that work (the 8 keV data is also offset to 10 keV
for clarity). The s 'olid curve is the response predicted for a 347 pmn thick detector (see
Table 3.2). The upper dashed line is the predicted response for a detector of infinite
thickness, and the lower dashed line is the predicted response for a 20 pmn thick detector
(the depletion layer thickness of detector #16-675C at a Hias of I V). The measured
responses agree best with the theoretical response based on the physical thickness of
the SBD.
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The lack of significant bias dependence at 8 and 17.5 keV also has important im-
plications for practical operational aspects. The leakage current, which often must be
compensated for to maintain the maximum electronic dynamic range [128,129,130,131],
increases with bias (approximately as /VIBIAs). Therefore it is desirable to operate at
a low bias to avoid a high leakage current due, for example, to an elevated diode tem-
perature or diode degradation. 4 This work shows that low bias operation of partially
depleted SBDs is in principle viable, and might be an acceptable means of reducing
leakage current without affecting the high-energy x-ray response.
Differences between SBD responses were comparatively small at 8 keV due to the
large optical thickness of the diodes at this energy. The differences at 17.5 keV, however,
were significant, because the diodes were not optically thick to photons of this energy.
The absolute response measurements agreed well with predicted responses if the x-
ray sensitive thickness was assumed to be the physical thickness of the SBD (not the
depletion layer thickness) and that the energy necessary to create a charge pair is 3.6
eV [162,167]. The absolute responses at 8 keV also agreed well with those of reference
[119 reduced by 30% to correct for the effect of epoxy penetration discussed earlier.
This indicates a notable stability of the diodes over a period of 10 years. (The effect of
x-ray penetration of the epoxy does not occur for the measurements at 0.282 and 1.5
keV of reference [119].)
While agreement with predicted responses was within the errors for all 18 diodes, 3
new diodes in this group (26-454B, 26-454C and 26-454F; circled in Fig. 3.6) exhibited
responses lower than expected based on their nominal thicknesses8 (~10% at 8 keV and
-25% at 17.5 keV). One obvious difference between these diodes and the others was that
their resistivity was typically a factor of 5 higher (Table 3.2), which implies a depletion
layer of about a factor of 2 greater [105,106]. It is not clear why these diodes had lower
responses, but it is of central importance that this provided additional evidence that the
4Among many other reasons, diode degradation can be caused by operating in a hydrogenated
(reducing) atmosphere, or caused by radiation damage resulting in lattice defects. Degradation of SBDs
due to neutron-induced damage from high temperature plasmas may possibly be avoided by using
reflective optics. Annealing SBDs is not currently a useful method to remedy radiation damage because
the epoxy used to construct the diodes cannot withstand elevated temperatures [157]. A. W. Edwards,
et. al. found that most neutron damage in PIN diodes could be overcome by annealing.
bTwo conditions must be met to allow low-bias operation of SBDs; 1) the x-ray signal must not have
a characteristic frequency greater than the cutoff frequency of the SBD; and 2) the signal amplitude
cannot be so large that bias-dependent effects are prominent at low bias voltages (Fig. 3.8).
6 The 26-series of Ortec SBDs have reported nominal thicknesses of 530 jym [157]. Using transmission
of the 17.5 keV Mo Ka line we measured the thickness of diodes #26-454C to be 495±15 tim.
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depletion depth is not the critical parameter in determining the x-ray sensitive region
of SBDs.
That the sensitive depth is the physical depth can be understood physically by
comparing the characteristic charge carrier diffusion time to the characteristic time for
electron/hole recombination [168]. In silicon the diffusion coefficient is related to the
electron (hole) mobility p by D(cm2 /s) = pkT/q, where kT/q is expressed in volts. The
mobility for silicon is 1350 cm 2 /Vs (480) for electrons (holes) [105]. Therefore at room
temperature typical diffusion times to transverse a 500 pm detector are t = L 2 /D =
70 ps (200 ps). For comparison the typical lifetime before recombination is 1-10 ms
[168]. The detector sensitive thickness should therefore be expected to depend on the
physical detector thickness, and not the depletion depth, because the charge carriers
have ample time to diffuse to the electrodes before recombination occurs.
There are several issues which need to be addressed in future work. First, the
logical extension of these results is to measure the response of SBDs to higher energy
monochromatic x rays (hv ~ 25-100 keV), again searching for any bias-dependence of
the SBD signal. Second, it would be useful and interesting to directly test whether, as
expected, fully depleted SBDs with a lower applied bias respond in the same fashion as
partially depleted diodes, a comparison currently relevant to ongoing fusion experiments
(Table 3.1). Third, a comparison of the behavior of PIN and SBD diodes, specifically an
examination of what constitutes the sensitive thickness of a PIN diode, will be important
for future fusion experiments7 8
3.3 Array Systems Installed on TEXT
A set of three x-ray imaging arrays was constructed to perform impurity transport
studies in TEXT. With the objective of measuring impurity density profiles nz(r) we
can, with independent and simultaneous measurements of n,(r) and Te(r) as well as
some qualitative knowledge of the impurities, begin to infer the level of impurities in
the plasma from a single measurement of the broadband x-ray brightness profile [76,71].
This method can be refined through the use of multiple arrays of detectors with dif-
7 Measurements of absolute x-ray response of fully depleted PIN diodes have previously been made
at several photon energies. Ebert and coworkers did not examine the effect of varying the bias voltage.
Private communications, 1987 and [169].
'Ih so far as the low energy x-ray response (<;2 keV) is unimportant in an experiment, PIN diodes
may be preferable to SBDs because of their inherently faster time response and their capacity for
annealing [150].
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ferent absorption filters to yield some spectroscopic resolution, and thus discrimination
between different ionization states of a single impurity [54,170], or different impurity
species [41,149] In certain circumstances this information can be used to estimate the
average ionic charge (Zeff) of the plasma. This is an especially important quantity
because, as described in chapter 1, it can often determine at least four important prop-
erties of the plasma: 1) the radiative component of the power balance; 2) the current
density profile in a tokamak; 3) the extent to which the fuel ions (hydrogen) are diluted;
and 4) the efficacy of auxiliary heating methods. In addition to the behavior of impu-
rities intrinsic to the tokamak, we may study general impurity transport by injecting,
via laser ablation [171] or pellet injection [172,173], small amounts of known elements
into the plasma [54,170,37,35,65]. In this sort of experiment confusion over the source
of particles is reduced, because the injection is temporally well defined and trace, non-
gaseous, elements injected by laser ablation are less likely to recycle once they have
escaped the bulk plasma [171].
The x-ray imaging system described herein was constructed in order to measure im-
purity density profiles with good spatial and temporal resolution using multiply filtered
arrays on TEXT. This tokamak is especially well-suited for this type of experiment
because of the availability of a large number of independent diagnostics for measuring
profiles of many other plasma parameters in addition to the x-ray emission (see Ta-
ble 1.1). Of particular importance to impurity transport studies using x-ray arrays is
the availability of time resolved n, and T profiles for each discharge. In TEXT the
electron density was obtained with a six channel far infrared interferometer [72], and
the temperature was measured with a ten channel Electron Cyclotron Emission (ECE)
grating polychromator [174]. The ECE system was calibrated against a scanning single
spatial channel ruby laser Thomson scattering diagnostic [175]. Other important diag-
nostics included monochromators in the visible through UV wavelength regions [35,65],
an x-ray spectrometer [176], and a ten channel bolometer array for measuring time
dependent profiles of the total radiated power [177].
In addition to the application described above, the x-ray imaging arrays on TEXT
are useful for studying several other aspects of plasma behavior. For example, the high
frequency response (< 100 kHz cutoff) of the system provides an excellent means for
examining fast magnetohydrodynamic (MHD) instabilities in the plasma [178,179], as
well as sawtooth oscillations [56,57]. These instabilities are clearly manifested through
changes in the broadband x-ray signals because of their perturbations on the electron
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temperature, density, and impurity profiles. A further use of the x-ray imaging system is
the tomographic reconstruction of the plasma x-ray emissivity from the three poloidal
sets of x-ray brightness profiles 180,181,182,1831. For this application, the imaging
system provides a practical compromise between radial and poloidal resolution; i.e.,
poloidal modes with mode numbers m < 2 can be resolved, and the radial resolution is
6r ~ 2.5 cm (6r/a - 0.1).
This section describes the major components of the system, including the detec-
tors and their spectral sensitivities, the associated electronics for signal processing and
data acquisition, and the vacuum system. A description of a unique krypton gas edge
absorption filter and some preliminary data from aluminum injection experiments is
included.
3.3.1 X-Ray Imaging System Components
Fig. 3.10 shows a schematic of the complete x-ray imaging system as configured on
TEXT. The entire system consists of a total of 92 x-ray detectors, distributed among two
multichannel arrays of SBD x-ray detectors and one array of p-intrinsic-n (pin) diodes.
The two SBD arrays are Array A (Fig. 3.11), a vertically-viewing 40-channel array, and
Array B (Fig. 3.12), a horizontally-viewing 40-channel array. Array B is arranged in
two columns of 20 detectors each. These two columns form separate arrays viewing
essentially the same plasma and may be filtered differently. Array C (Fig. 3.13) is a
12-channel pin array located at an angle of 450 between the vertical and the horizontal
midplane. Array A views chords across the entire plasma cross section from -26 cm
to +26 cm (inside to outside) with a spatial resolution of -1.3 cm. Array B views
chords from -23 cm to +25 cm (bottom to top) with a spatial resolution of :2.4 cm 9
Array C views only the top one-quarter of the plasma from 0 cm to +15 cm with a
spatial resolution of -1.3 cm. All three arrays view the plasma from the same toroidal
location, and each is housed in a stainless steel vacuum enclosure that is separated from
the TEXT vacuum system by a beryllium window 25 pim (1 mil) thick. This window
also completely attenuates visible light generated in the plasma, to which the detectors
are also sensitive.
'Arrays A and B have different spatial resolutions because Array B was constructed to include the
two independently filtered 20-channel arrays that both viewed the entire plasma. Thus the distance
between adjacent chords for Array B is twice that of Array A. See Figs. 3.11 and 3.12 for the major
differences.
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Figure 3.10: The TEXT soft x-ray imaging system has a total of 92 detectors in three
separate arrays viewing poloidal cross sections of the plasma at the same toroidal lo-
cation. Array A is a rebuilt version of the 40-channel SBD array that was originally
installed [184]. Array B is a 40-channel SBD array divided into two 20-channel columns
that may be independently filtered. Array C, a 12-channel pin diode array, views only
the top quarter of the plasma from a 45* angle. All three arrays are separated from the
main TEXT vacuum by 25 pm (1 mil) thick beryllium windows. See Fig. 3.11-3.13 for
a detailed picture of the individual arrays. (The long dimension of each slit is in the
toroidal direction, and the plasma minor radius is 26 cm.)
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C
Figure 3.11: Array A, the 40-channel, vertically viewing set of rectangular SBDs. Note
the two round SBDs in square white polyethylene holders that could be positioned
adjacent to any rectangular main array diode for relative calibration during a TEXT
discharge. (The scanning diodes were stationary during a given discharge.)
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Figure 3.12: Array B, the 40-channel, horizontally viewing set of SBDs. The two
columns of 20 detectors each could be independently filtered. (The four holes on each
side of the column of detectors are to allow vacuum pumping in the section of the box
behind the solid polyethylene detector support structure.)
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Figure 3.13: Array C, the 12-channel set of pin detectors that views the plasma from a
45' angle. (Again, the large holes were to allow both sections of the box to be pumped
out.) Note the different scales on Figs. 3.11-3.13; the ruler in all three photographs is
six inches long.
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An original version of Array A was installed on TEXT several years ago, and was
described in detail elsewhere [1841. In the context of the work presented here, three
major improvements were been made to this array [185]: 1) an in situ relative calibra-
tion of the rectangular diodes against absolutely calibrated diodes (the response of the
Array A diodes was measured relative to the response of round diodes that could be
positioned adjacent to any Array A diode, as shown in Fig. 3.11); 2) the modification
of the vacuum box to allow the entire plasma cross section to be viewed (±26 cm in-
stead of ±21 5 cm previously allowable); and 3) the addition of the beryllium window
to physically divide the array varuum system from that of TEXT.
The detectors in Array A were p-type SBDs, those in Array B were n-type, and
the detectors used in Array C were p-intrinsic-n diodes. The smaller pin diodes were
chosen for Array C because of size constraints imposed by the TEXT torque frame.
Small diodes from United Detector Technology (model A4V-12PL) 1 were found to
be sufficiently compact for use in this experiment, and were similar to those diodes
used for x-ray tomography experiments on Alcator-C [180] and the Missouri Mirror
Experiment [186]. The total size of a set of 12 pin detectors is approximately one
inch long by one-half inch wide, as shown in Fig. 3.13. This size made these detectors
ideal for use in a small vacuum box. The advantages of small size and low cost of the
pin diodes would not necessarily justify their use for all three arrays on TEXT; the
geometry of Array C resulted in a small solid viewing angle. (The detector active area
Ad=0.152 cmx0.279 cm = 0.042 cm 2 , the detector-to-slit distance L. = 8.6 cm, and
the detector-to-plasma distance L. = 69.6 cm.) This had the consequence of a small
response signal, and the signal-to-noise ratio was much smaller for Array C than it
was for Array A (Ad = 0.75 cm 2 , L, = 44.0 cm, and L, = 122.6 cm) or Array B (Ad
= 0.5 cm 2 , L, = 17.0 cm, and LP = 70.5 cm). The noise from all three arrays was
dominated by the detector/preamplifier combination rather than detector response to
extraneous radiation. With 1 Mfl feedback resistors typical signal/noise levels from the
preamplifiers were, from Array A, 0.1pA/0.003MA; from Array B, 0.65pA/0.02pA; and
from Array C, 0.08pA/0.02pA.
Severe size restrictions, as mandated for Array C, were not imposed on the vacuum
boxes for Arrays A and B. The detectors in Array A were Ortec model ARXX-3X25- 100S
partially-depleted SBDs [184,187], those in Array B were Tennelec model PD-50-100-17
partially depleted SBDs [158]. The Tennelec diodes have been absolutely calibrated as
"United Detector Technology, Hawthorne California.
73
described in section 3.2.1 and Ref [155].
Despite physical differences in their front surfaces, the diodes had similar low energy
spectral responses in the x-ray wavelength range when they viewed the plasma through
the 25 pm beryllium window. This is because the low-energy response was dominated
by the beryllium absorption. The front of the Ortec diodes (Array A) consisted of
~2500 A aluminum, that of the Tennelec diodes (Array B) was -250 A of gold, and
that of the UDT diodes (Array C) was -700 A of SiO 2 . The x-ray transmissivities
for these materials are shown in Fig. 3.14a for the energy range between 50 eV and
5 keV. (The absorption cross sections were taken from Refs. [161,160].) On the high
energy side of the spectrum, the response of all the diodes is nearly the same because
it was determined predominantly by the total physical thickness of the silicon used for
the detectors, not the depletion depth [155]. The detectors in Arrays A, B and C had
physical thicknesses ~300 pm, ~400 pm, and -250 pm respectively. The total response
for all three arrays when they view the plasma through the beryllium window is shown
in Fig. 3.14b. From this figure, it is seen that they all have nearly identical responses
over the energy range of interest (i.e., -1 keV to 20 keV). Indeed the brightness profiles
measured by the three arrays agreed to within $10% when they were filtered with only
their permanent front surfaces and the intervening 25 pm Be. This feature would be
particularly important for the application of x-ray tomography.
The signal current from the detectors (proportional to the total incident x-ray power)
was converted to a voltage signal in preamplifier boards directly adjacent to the array
vacuum boxes. The signal was then amplified and analog filtered in the tokamak en-
closure before being sent to the TEXT data room for digitization. This overall signal
processing scheme is shown schematically in Fig. 3.15a. Array A had slightly different
electronics [184] than Arrays B and C (the preamplifier circuit used for absolute calibra-
tion measurements and shown in Fig. 3.5 was used for Array A); the discussion below
is limited to the electronics of Arrays B and C. The general characteristics of all three
arrays are, however, quite similar.
The detector signal currents, typically on the order of a few microamps for the
central channels and decreasing rapidly for channels viewing chords farther from the
plasma center, were transmitted via Physicon vacuum feedthroughs to the AC-coupled
preamplifier stage illustrated in Fig. 3.15b. An AC-coupled preamp design was used in
order to allow the bias voltage for the Array B diodes to be easily varied over a wide
range, up to the maximum suggested by the diode manufacturer (- +70V). The diodes
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Figure 3.14: a) X-ray transmissivi ties for the front surfaces of the three types of diodes
used in imaging Arrays A, B and C. The solid line is for 2500 k of A1 (front of Ortec
diodes; Array A); the small dashed line is for 250 A gold (front of the Tennelec diodes;
Array B); and the large dashed line is for 700 A Of Si02 (front of UDT diodes; Array
C). Note the strong effects of K-edges at 0.53 keV for oxygen in Si02 and at 1.56 keV
for aluminum. The M-edge of gold is also apparent at about 2.3 keV. b) The total
response is shown 'for the three types of diodes, including the important effect of the
25 pmn beryllium window which separates the tokamak vacuum from that of the x-ray
detectors. It is important to note how the addition of the beryllium brings the low-
energy cutoff up to ~1 keV, resulting in similar spectral response for all three types of
detectors. The high energy response is determined by the detector physical thickness
(~300, 400 and 250 pm respectively).
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Figure 3.15: a) An overall schemnatic of the data acquisition for Arrays B and C. (Array
A had slightly different preamplifiers and amplifiers [184].) The signal was converted
from a current to a voltage in the preamplifier, subsequently it was amplified, filtered,
and finally sent to the TEXT data room for digitization and storage. b) The preamplifier
circuit used for Array B was AC-coupled to allow the bias voltage to be easily varied and
to avoid long time scale and DC changes in signal levels. (The Array C preamp was also
AC-coupled, but the bias voltage was a fixed -15 V.) With an AC-coupled circuit no
compensation for the leakage current was required. The typical pulse length on TEXT
was 500 ms, and the RIC time constant of the preamp was ~- IMn x 2.2pF = 2.2 s.
c) The amplifier circuit could achieve voltage gains of 1, 2, 4, 5, 10, 20, 25, 40, 50, 100,
200, and 400, by combining different gains of the two gain stages. The signal level could
then be easily set to match the dynamic range of ±5 V of the digitizers. For channels
with the weakest signals (the outer-viewing channels in Fig. 3.10) the maximum gain
used was rarely above 25.
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of Array C were simply biased at a constant 15 V taken from the power supply leg of
the operational amplifier- this avoided the need for a separate power and bias voltage
supply for this array. (The Array B diodes [n-type silicon] required a positive bias
voltage, but the Array C diodes [p-type silicon] required a negative bias voltage.) In the
preamps for all the arrays, the signal current was converted to a voltage by the 1 M11
feedback resistor across an Analog Devices AD-544 operational amplifier (PMI OP27
or OP37 op-amps worked equally well). This provides a gain of 1V/pA, so signal levels
at the output of the preamplifier were typically a few volts for the central channels.
(The profiles of chord-integrated signals were usually approximately Gaussian, similar
to the temperature profile, with an e-I width varying from 3 cm to 10 cm. This width
depended strongly on the combination of plasma current and toroidal magnetic field
confining the plasma [188].)
After the preamplifier stage, the signals were passed through twinax cables to ampli-
fier modules with variable gains ranging from 1 to 400. By changing the amplifier gain
the user could easily compensate for the different signal levels between array channels
and provide adequate signal levels for digitization. (The digitizer input, voltage limits
were ±5 V.) A schematic of the two-stage amplifier circuit is shown in Fig. 3.15c. The
frequency responses of the preamplifier and amplifier, determined using a sine wave in-
put, from a signal generator, are shown in Figs. 3.16a and 3.16b respectively. This figure
shows that the overall response of the preamplifier/amplifier combination was constant
up to about 2n kllz, depending on the amplifier gain. (In practice, we rarely run with
any gains exceeding 25).
After amplification the signals were filtered by variable-frequency/variable-gain fil-
ters. These modules had high frequency (3db) cutoffs of 2, 4, 8, 20 and 40 kHz, and a
variable gain of either ±1 or ± 2 The filter frequency was normally chosen to coincide
with half the digitization frequency in order to satisfy the Nyquist sampling theorem
and thereby reduce the chance of frequency aliasing.
The signal was converted from the analog output of the filter module to digital
data by a DSP Technology Transiac Traq I system [189]. This system was capable of
digitizing at a rate up to 100 kHz with 12-bit resolution. For normal TEXT runs, the
signal was digitized at 20 kHz. This frequency was sufficient to resolve sawtooth and
MHD activity because the sawtooth frequency ranges between 140 Hz and 1 kHz and
the characteristic MHD frequency is -5 kHz. For experiments designed specifically to
study fast MHD oscillations, the data was digitized at 50 kHz.
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Figure 3.16: The frequency response of the electronics used for data processing was
measured using a sine wave generator. a) The preamplifier response had a 3dB rolloff
at -250 kHz; and b) the amplifier response for gains of 50 and 400 had 3 dB rolloffs of
~ 250 kHz and 100 kHz respectively. Since the highest gain used was rarely above 25,
the high frequency cutoff for all channels was always above 100 kHz.
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As previously mentioned, each array was housed in a stainless steel box separated by
a 25 pm thick beryllium window from the main vacuum of TEXT (nominally ~10-8 torr
after discharg, cleaning [35,65]). This window was simply glued with Torr seal epoxy"
over a narrow slit cut into each array's mounting flange. An advantage of separating
the tokamak and array vacuums was that a dedicated pump was then unnecessary to
maintain high vacuum in the array boxes. An additional advantage was that the boxes
could be easily backfilled with various gases for use as x-ray filters. A specific example
of this technique, using krypton as an x-ray filter, is described next.
3.3.2 Krypton Filtering and Preliminary Results
In order to measure the charge state distribution (chapter 4) and transport properties
(chapter 5) of aluminum injected into TEXT, a set of filters was developed to discrim-
inate between x radiation from the three highest charge states of aluminum. (He-like
Al+", H-like A+ 2 and fully stripped Al-"' are predicted in coronal equilibrium to be
the predominant three charge states in plasmas with characteristic TEXT parameters
[190].) The three main filters used for this purpose were Filter A, consisting of 4.6
mg/cm2 Be alone; Filter G, consisting of 4.6 mg/cm 2 Be plus 1.52 mg/cm 2 krypton;
and Filter D, consisting of 4.6 mg/cm2 Be plus 30.5 mg/cm 2 carbon. (Another filter,
designated Filter H, was sometimes used instead of Filter G. It was very similar to Filter
G; see Appendix C.) The x-ray spectral response for all three of these filters is shown
in Fig. 3.17. Filter A responded primarily to the strong 1s - 2p resonance transition
lines from both He-like and H-like aluminum at 1.61 keV and 1.73 keV respectively.
Filter G responded mostly to the He-like line at 1.61 keV because of the strong L-shell
absorption edge in krypton that begins at 1.675 keV [160]. Thus this filter performed
the quantitative discrimination between the He-like and H-like charge state densities.
Filter D cut out all the lines of both the He-like (binding energy x=2 .09 keV) and H-like
(x= 2 .3 0 keV) states due to its low energy cutoff at about 3 keV. This filter was therefore
responsive mainly to the continuum from radiative recombination into the ground state
of the fully stripped aluminum [54].
Typical time histories of the central chord-integrated x-ray signals are shown in
Fig. 3.18 for an ohmically heated discharge with a toroidal field BT=2.8 T, plasma
current J,=320 kA, and a central line-averaged electron density A, = 6.0 x 101 cm- .
In this particular shot aluminum was injected, using the TEXT laser ablation system
"Torr seal (Varian)
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Figure 3.17: The response of the filter/detector combinations used for measuring the
charge state distribution of injected aluminum are shown (also used for the data of
Fig. 3.18). The low-energy response of the detectors was determined by the three
different filters, and the high energy response was determined mainly by the physical
thickness of the silicon detectors [155]. The three filters were comprised of 4.6 mg/cm2
beryllium (Filter A); 4.6 mg/cm 2 beryllium and 1.52 mg/cm2 krypton (Filter G); and
4.6 mg/cm2 beryllium plus 30.5 mg/cm 2 carbon (Filter D). The low-energy cutoffs for
Filters A and D were 1.0 and 3.0 keV respectively; Filter G had a small response between
1.3 and 1.675 keV, and.then again above 3.0 keV. The strong absorption edge of Filter G
at 1.675 keV discriminated between the He-like and H-like resonance lines of aluminum
at 1.61 and 1.73 keV respectively. The higher energy cutoff of Filter D eliminates all the
lines from these two states, so the response for this filter was mainly to the continuum
recombination radiation from the fully stripped state [54].
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1191], at 325 ms in order to stud. its charge state distribution and transport using
the three differently filtered arrayw described above The three signals shown are from
three differently filtered detectors all with lines of sight through the plasma center:
one horizontal channel with only the beryllium window (Array B, Filter A), another
horizontal channel with an additional 400 lim carbon (Array B, Filter D), and the
central vertical channel with the 25 pm beryllium and 44.0 cm of krypton at a pressure
of 7 torr (Array A. Filter G). Note that the response of Filter A to the aluminum is
about 7 times t hat of Filter G and 100 times that of Filter D. This already shows,
qualitatively, that the fully stripped state was not present in large amounts.
Radial brightness profiles taken at 372 ms during the same discharge, after sub-
tracting the pre-injection signal levels, are shown in Fig. 3.19. The data from Array A
(squares) is shifted outward with respect to the Array B data because of the normal
horizontal shift of the plasma column (the Shafronov shift) [192] due to the toroidal
plasma equilibrium The imaging system thus gave a direct measurement of the po-
sition of the plasma center which has been used to correct magnetic measurements of
the horizontal plasma position. There was no apparent vertical shift of the plasma as
reflected by the profiles from Array B, and all the profiles from Arrays A and B appear
nearly symmetric about their respective centers. An important conclusion regarding
the degree of aluminum ionization that can be drawn from comparison of the shapes
of the profiles taken with Filters A and G is that He-like aluminum was the dominant
charge state in this discharge, because both filters gave profiles of nearly identical shape.
If, on the other hand, the H-like state were dominant in the central hot region of the
plasma the Filter G profile would be significantly broader than that from Filter A. This
is because the He-like ions (again, the dominant contributor to the signal of Filter G)
would be depleted in the central region. More quantitative analysis is presented in the
next chapter.
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Figure 3.18: Data from a high-density TEXT shot from three differently filtered de-
tectors viewing central chords through the plasma: an Array B channel with Filter A
(top trace); an Array A channel with Filter G (middle trace); and an Array B channel
with Filter D (bottom trace). (See Fig. 3.17 for the corresponding energy response
curves.) a) Time traces throughout the entire discharge; and b) an expansion of the
data around the injection at 325 ms clearly shows the characteristic sawtooth oscilla-
tions, and the strong effect of laser ablation of aluminum into the plasma for impurity
transport studies.
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Figure 3.19: a) Brightness profiles taken at 372 ms of shot #144004, using the filters
described in Fig. 3.17 (see also Fig. 3.18 for the time history of the central channel
raw data). The first letter in the legend indicates the array used to take the data,
and the letter in parentheses indicates the filter used. Note that the Array A profile
is shifted outward due to the normal Shafronov shift, and all the profiles are nearly
symmetric about their centers. The very small amplitude of the Filter D signal indicated
qualitatively that the fully stripped density was small. Furthermore, the similarity in
shape of the profiles from Filters A and G indicated that the He-like charge state was
dominant in the plasma.
83
I j
r1 A ft'-'~\
Chapter 4
Measurements of the Transport
of Injected Aluminum in TEXT
4.1 Introduction
This chapter describes the experimental aspects of the impurity transport studies per-
formed on TEXT. Aluminum was injected into TEXT in order to study the transport
properties of a trace, non-recycling impurity. Aluminum confinement times were mea-
sured for many different discharges, and an approximate scaling formula for the confine-
ment time in terms of some global parameters was developed from general trends in the
data. A somewhat more accurate scaling in general agreement with the approximate
result was established by performing a regression analysis on the data. Radial profiles
of the ions averaged over a sawtooth period were also measured in several discharges
using the three differently filtered x-ray arrays described in chapter 3. The charge state
distribution profiles obtained from the density profiles were compared to the predictions
of coronal equilibrium. Sawtooth-induced changes in the density profiles were found also
for a few of the discharges. This chapter describes the method of data analysis to obtain
the aluminum density profiles and discusses the results.
4.2 Experimental Method
4.2.1 Injection Techniques
Aluminum was injected into TEXT by one of two methods: laser ablation [171] or pellet
injection [172,173]. The TEXT laser ablation system [191] uses a 5 J Q-switched ruby
laser to ablate material from a glass slide approximately 61 cm below the plasma center.
The injected particles were thus deposited primarily near the edge of the plasma with
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some small inward velocity. In contrast, the TEXT impurity pellet injector system
[193,1941 can deposit impurities much farther into the plasma. The radial location of
maximum material ablation depends on the Z of the material (more accurately, the heat
of sublimation), the pellet size and velocity, and the plasma temperature and density.
At the maximum attainable pellet velocity (u, i 250 m/s), photographs of the pellet
entering the plasma in low current, low density discharges indicated that aluminum
(Z = 13) was deposited mostly near 12 < r < 14 cm, about half way out from the
plasma center (see Fig. 4.1). In more robust high current, high density discharges, the
pellet was deposited mostly near 16 ~ r < 19 cm (see Fig. 4.2).
Pellet injection had the advantage of smaller perturbations to the edge plasma than
laser ablation of an equivalent number of particles, because the pellet did not begin
to ablate significantly until it reached the hotter part of the plasma. However, laser
ablation was capable of much smaller injections than that attained with pellets; the
smallest cylindrical aluminum pellet was 0.005 in diameter by 0.007 in long (- 5.4 x 1017
atoms). In order for the x-ray arrays to see the injected aluminum from laser ablation,
an amount comparable to these small pellets was injected. Soft x-ray signals after laser
ablation and pellet injection in deuterium discharges are compared in Fig. 4.3. In this
case the pellet injection was much bigger than the laser ablation. Note that in the pellet
case the signal rose much more rapidly than in the case with laser ablation, but the
ultimate decay of the two signals was the same.
4.2.2 Diagnostics
The primary diagnostic used for these measurements was the set of three differently
filtered x-ray arrays described in chapter 3. Other plasma parameters were measured
with some of the diagnostics listed in Table 1.1. The electron density profile was ob-
tained with the TEXT six-channel far infrared interferometer system (FIR) [72]. The
electron temperature profile was obtained with the Auburn ten-channel Electron Cy-
clotron Emission (ECE) grating polychromator [174]. The chord-integrated intensity
of the 2s - 2p transition of the Li-like (Al+1 0 ) aluminum ion at 568A was monitored
with a McPherson model 225 normal incidence monochromator 22.5' toroidally away
from the laser ablation system. This monochromator was also used, during different
discharges, to monitor lines from intrinsic impurities during Al injections. Temporal
evolution of the raw data taken around the time of an injection from the x-ray arrays,
the monochromator, the ECE system, and the FIR system are shown in Fig. 4.4.
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Figure 4.1: This photograph of an aluminum pellet shows that the pellet is deposited
mostly near r = 14 cm in a discharge with Ip = 153 kA and ne = 1.9 X 1013 cm-3.
Figure 4.2: This photograph of an aluminum pellet shows that the pellet is deposited
mostly near r = 21 cm in a discharge with Ip = 319 kA and ne = 4.4 x 1013 cm-3
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Figure 4.3: This figure compares some soft x-ray signals after laser ablation and pellet
injection. The plasma conditions in both discharges were 2.8/320/4D. a) With laser
ablation, at 325 ins, the initial rise was comparatively slow, peaking at about 18 ms
after injection; b) With aluminum pellet injection, at 300 ms, the initial rise was quite
fast, peaking after only about 10 ins, but the ultimate decay time of the signals obtained
with either injection technique was the same. The two traces in each plot are the central
filter A signal (top traces) and a filter A signal with chord radius equal to 15.4 cm.
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Figure 4.4: Temporal behavior of several signals during aluminum injection. Discharge
conditions were BT = 2.8 T, 4, = 320 kA and ne = 6 x 1013 cm- 3 (2.8/320/6H), with
injection at 325 ms. a) Three differently filtered x-ray detectors viewing central chords
through the plasma. Filters A, G and D were used, as described in chapter 3. b) Li-like
2s - 2p intensity at 568 A peaked after 5 ms and decayed rapidly thereafter. c) Three
channels of the ECE temperature diagnostics at different radii. The perturbation due
to the injection was very small. d) Three FIR density signals at different radii. Pertur-
bations in the central chord-averaged electron density were kept below 5% during these
injection experiments.
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Figure 4.5: X-ray response function for the intrinsic germanium x-ray spectrometer
system. The low energy response, fixed by a 5 muil beryllium window, had a low energy
cutoff of about 2.2 keV.
Several other diagnostics were also used to measure quantities in support of this
work. A ten-channel bolometer array [177] obtained profiles of the total radiated power.
Changes in the radiated power profile due to the Al injections were very small. An
intrinsic germanium x-ray spectrometer/pulse height analysis system obtained the x-
ray spectrum every 20 ms. The low energy response of this system, determined by its 5
mil beryllium window, was about 2.2 keV (see Fig. 4.5). Thus the aluminum resonance
lines at 1.62 and 1.73 keV could not be accurately resolved, nor could the recombination
edge from fully-stripped aluminum at 2.3 keV. Finally, in some discharges the central
ion temperature was obtained from a charge exchange neutral energy analyzer.
4.2.3 X-Ray Data Analysis
Aluminum density profiles were found from the x-ray data, the electron temperature
profile, and the electron density profile. The starting point for the analysis was the
solution of three equations describing the local x-ray emissivity measured with three
different filters (A, G, and D):
A = n, [nil' (T.)+n (T)+ n (T) (4.1)
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G n e 1 [flu (Te) + n1 2 P2(Te) J n1 3 J(Te)j (4.2)
ED ne [n, 1 PI'?(Te)- n12 P(Te)+nl3P(Te). (4.3)
The three unknowns, n1 l, n 12 , and n 13 , are the He-like, H-like and fully-stripped alu-
minum densities respectively. EA, eG, and eD are the net local x-ray emissivities from
aluminum measured using filters A, G and D described in chapter 3. The power func-
tions P for filter k and ion j were calculated as described in chapter 2, and they are
shown for filters A, G, and D in Appendix C.
The emissivity profiles were found by first subtracting the background x-ray bright-
ness profiles, obtained prior to the injection, from the total profile obtained after the
injection and then Abel inverting the net brightness profile. In some cases with very
small brightness signals the x-ray profiles were Abel inverted then subtracted. The
results from subtraction prior to inversion and inversion prior to subtraction are com-
pared in Fig. 4.6. The uncertainty due to this procedure was the primary source of
uncertainty in the measurement, and was largest for the filter D signal since it always
had the smallest signal. Thus the density of the fully-stripped state was the least accu-
rately known. (See Appendix D on Abel inversion.) It was important, when performing
the subtraction of the background brightness profile, to be aware of the phase of the
sawtooth oscillation. The brightness profile could change shape drastically during the
sawtooth crash (especially for very low %, discharges), so for example subtraction of a
background profile obtained just before a sawtooth crash from a total profile obtained
just after a sawtooth crash would lead to an erroneously hollow net brightness profile.
Another correction was required before background subtraction. This was to prop-
erly take into account the small increase in the electron density due to the injection. The
increasing density caused enhanced background radiation because the x-ray emissivity
from all species is proportional to n, (e.g., see Eqs. 2.3 and 2.6). Thus the background
brightness profile was multiplied by (1 + Aie/ik) before performing the background
subtraction. Aii was the change in the central chord averaged electron density. The
three central-most interferometer chords typically gave values of An,/n,, in agreement
within about 1% (e.g., the FIR chord at -8 cm might give A /I = 4%; that through
the plasma center, 5%; and that at +8 cm, 3%). This introduces another uncertainty
in the emissivity profiles. Again the uncertainty was largest in the filter D signals.
Most profiles shown in this chapter were averaged over one sawtooth period; there-
fore the proper background subtraction procedure was to average both the total and
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Figure 4.6: The emissivity profiles from filter D have been obtained by either Abel
inverting then subtracting the background (solid line) or by subtracting the background
then Abel inverting (dashed line). The resultant uncertainty is < 10% inside 11 cm,
but increases to > 50% between 11 and 15 cm.
background profiles over a sawtooth period. However, in cases where changes in the
density profile during the sawtooth oscillation were of interest, the background subtrac-
tion was somewhat more difficult. To alleviate this problem a sawtooth-phase-locked
background subtraction algorithm was developed. The method worked as follows. A
particular single sawtooth period was chosen and then the signal from that period was
subtracted from all other sawtooth periods on the same data channel. The sawtooth
crash times were determined using a reference channel (normally the hard-filtered cen-
tral x-ray channel). The time derivative of this signal was calculated, and those times
when the derivative exceeded a threshold value chosen by the user were defined to be
the sawtooth crash times. For example, Fig. 4.7 shows the central hard-filtered x-ray
signal and its time derivative for a typical discharge with aluminum injection at 325 ms.
In this case the threshold for sawtooth detection would be set at about -0.4 (in order to
pick up the smallest sawtooth at 332 ms), and the background sawtooth period would
normally be chosen to be that between 316.15 and 321.7 ms, because this was the last
complete sawtooth period prior to the impurity injection. The algorithm then stepped
through all active x-ray channels for the particular discharge and subtracted the back-
ground sawtooth. Fig. 4.8 shows the central x-ray brightness evolution from filter A
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(the soft filter) before and after application of this sawtooth-phase-locked background
subtraction. This procedure was also used to obtain all time dependent brightnesses for
comparison to numerical transport simulations in chapter 5.
The final result of background subtraction and Abel inversion was a set of three
emissivity profiles. Figs. 4.9-4.11 show net emissivity profiles, and the brightness profiles
from which they were calculated, for a TEXT discharge with aluminum injection. The
solid lines in the brightness profile plots were obtained by integration of the emissivity
profile. The agreement was good for all three filters.
With the x-ray emissivity profile and the electron temperature and density profiles,
Eqs. 4.1-4.3 could be solved to obtain an initial estimate of the aluminum charge state
densities. The method of solution took advantage of the unique filter combination used
in these experiments. The relative error for all three filters was defined as
AA [C _ - A pA p n I I&n,, + IPln12 + 11013) / E (4.4)
[AG - ne (pn + 2+ Pfni3 )] leG (4.5)
,AD [ - ne (p1nil + Pn1I 2 + PiDn11)] /CD' (4.6)
Eqs. 4.1-4.3 were then solved with three constraints: first, none of the aluninum densi-
ties were allowed to become negative; second, the sum of the relative errors squared was
minimized; and third, the relative error for all three filters was less than 10%. In some
cases these constraints could not all be satisfied; usually because the filter D signal was
too low. When this occurred, the fully stripped density was assumed to be zero and
Eqs. 4.1 and 4.2 were straightforwardly solved to obtain nl and n1 2 .
The direct solution of Eqs. 4.1-4.3 yields only an initial approximation for the alu-
minum density because in some situations this solution is not very accurate. Specifically,
for temperatures below about 450 eV, the solution to the three emissivity equations be-
comes extremely sensitive to small changes in measured emissivities and the x-ray power
functions (see Appendix F). The underlying physical reason for this behavior was that
the contribution to the krypton filter signal from the H-like state increased strongly with
decreasing temperatures because of line radiation following recombination into excited
levels (see Sec. 2.3.4). This process effectively made H-like ions act as a source of the
He-like resonance line, so the filter combination could no longer effectively discriminate
between the H-like and He-like charge state densities. (In essence, the contrast between
the two imaging systems was degraded for temperatures below 450 eV. Unfortunately
in many TEXT discharges about half the plasma was in this temperature range.)
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Figure 4.7: The central hard filtered (filter D) x-ray signal was normally used to de-
termine the sawtooth crash times, because it typically had the smallest overall change
due to the impurity injection. It also often had the largest sawteeth relative to its total
signal because of the strong temperature sensitivity of the radiative recombination to
which it is most responsive. a) The central filter D signal during the same shot shown in
Fig. 4.4; and b) its time derivative, clearly showing large negative spikes used to define
the sawtooth crash times.
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filter) a) before and b) after sawtooth phase-locked background subtraction.
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Figure 4.9: a) The enissivity profile from filter A obtained around 350 ms during
TEXT shot 148039, about 25 ms after aluminum laser ablation and averaged over a
single sawtooth period. b) The brightness profile used to obtain the emissivity in a).
The solid line is the result of reintegrating the emissivity in a).
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Figure 4.10: a) The emissivity profile from filter G obtained around 350 ms during
TEXT shot 148039, about 25 ms after aluminum laser ablation and averaged over a
single sawtooth period. b) The brightness profile used to obtain the emissivity in a).
The solid line is the result of reintegrating the emissivity in a).
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Figure 4.11: a) The emissivity profile from filter D obtained around 350 ms during
TEXT shot 148039, 25 ms after aluminum laser ablation and averaged over a single
sawtooth period. b) The brightness profile used to obtain the emissivity in a). The
solid line is the result of reintegrating the emissivity in a).
An aluminum density profile obtained by simply solving the three emissivity equa-
tions is shown in Fig. 4.12. This discharge was run with conditions 2.8/160/3H. The
resultant aluminum profile was centrally peaked, but increased outside r ~ 10 cm, where
the temperature was about 450 eV. This increase in the outer plasma was characteristic
of most aluminum density profiles obtained by direct solution of the three equations. In
an effort to understand this behavior, other potential sources for large x-ray emissivity
in the outer plasma were examined.
One possible source of large x-ray signals in the colder plasma is charge exchange
recombination into upper levels. In this process a neutral hydrogen atom gives its
electron to another ion:
H* + A+z -i H+1 + A+Z-1. (4.7)
If the electron is captured in a quantum state other than the ground state, the resultant
ion can de-excite by emitting a photon, directly analogous to line radiation following
recombination into upper levels described in Sec. 2.3.4. In the case of fully-stripped
aluminum, the emissivity radiated by this process can be expressed as
ECX = noni3 < -V >cx,i E, (4.8)
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Figure 4.12: The aluminum density profle for a high qa shot was determined by simply
solving Eqs. 4.1-4.3. Note the strong increase in density outside of r ~ 10 cm.
where nflo is the neutral hydrogen density and Ej represents all the possible transitions
after the electron has been captured into the state i. The reaction rate < ov >cx is
obtained by averaging the cross section over a Maxwellian velocity distribution,
0 afv)vf(v)v2 dv
< ov >cx= (4.9)
0o f(V)V2 dv
and f(v) is taken from Eq. 2.2. To estimate the importance of charge exchange re-
combination for the x-ray power, the neutral hydrogen density was calculated using the
neutral transport code ANTIC [195]. The neutral source was modeled by assuming
neutrals were born at the limiter and the wall with energies of either 1 or 10 eV, and
the total magnitude of the source was chosen to match the source measured with H,,
diagnostics [196]. The measured electron density and temperature profiles were also
used in the calculation of the neutral particle transport. The calculated neutral particle
density is shown in Fig. 4.13. The charge exchange cross section was obtained from
Ref [197]. To approximate the x-ray power from charge exchange recombination, two
simplifying assumptions were made: first, the total cross section 0(v) was assumed to
be independent of velocity and equal to its maximum value oe"yf ~ 1.5 x 10-9 iM2 ; and
second, all charge exchanges with fully stripped aluminum were assumed to generate
a photon with the same energy as the H-like resonance transition. The first of these
assumptions implies that the calculation for the reaction rate in Eq. 4.9 will provide
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Figure 4.13: The total density of neutral hydrogen was calculated using the ANTIC
neutral transport code [195].
an upper limit for the total charge exchange reaction rate because the cross section
actually decreases with increasing relative velocity. The second assumption implies that
all captured electrons eventually make the transition from the n = 2 level to the n = 1
level. This assumption will also overestimiiat e the x-ray power from this process because
some electrons captured in elevated levels (n > 3) will be removed by collisions before
they can cascade down to the n = 2 level, and other electrons may be captured in the
ground state, and thus will not yield any line radiation. The charge exchange x-ray
emissivity obtained here is therefore an upper bound.
The charge exchange recombinatio rate from Eq. 4.9 is now given by < av >cx=
2c,7ovthi/# = (Y 9/8Ti/ rmi, and the resultant x-ray emissivity is
Ecx = nHunll3hyvo"' 8Ti/irmi (4.10)
where hu is the resonance line energy (1.73 keV for H-like aluminum). For example at
r 2 15 cm in a high density, high current discharge, nfHo - 3 x 101 m- 3 and Ti 150
eV, so ECX = 2.4 x 10-1 8 n 13 (m- 3 ) Wm-3 . The measured soft filter emissivity at this
location after an aluminum injection is typically 1000 Wm- 3 . If this emissivity were
only from charge exchange recombination, it would require a fully stripped aluminum
density of 4.2 x 1020 m-3, about 40 times the electron density.
It is informative to write the charge exchange power in the form of an x-ray power
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function for v Imparison with the x-rav power functions found in chapter 2 and Ap-
pendix C Nite the x-ray emissivity is usually written in terms of the power function
as E nen, Pi (T,). By comparing Eq. 4 10, the effective charge exchange recombination
power function can be written
ny(8Ti \ 1/
PcX - hva"Yr m (411)
In this case, the power function depends on the ion temperature, not the electron
temperature. At an ion temperature of 100 eV and nH/ne = 5 X 10~9 (typical TEXT
value), Pcx 3.2 x 10 38 WM3. For comparison the filter A power function for fully
stripped aluminum at T, = 100 eV is 1.45 x 10-33 WM3 , more than four orders of
magnitude larger. Furthermore, if the charge exchange contribution to the x-ray signal
were dominant, one might expect the x-ray brightness to increase in the outermost
channels because the quantity nH./ne increases very rapidly in the outer part of the
plasma (see Fig. 4.13). Thus based on the calculation of an upper bound for Pcx and
the fact that the x-ray brightness levels decrease toward the plasma edge, the conclusion
is that charge exchange contributes negligibly to the x-ray signals in TEXT.
Another possible cause for large x-ray signals in the outer plasma is the finite viewing
volume of the x-ray detectors. Since there are radial temperature and density gradients
in the plasma, the finite swath of a viewing chord is weighted somewhat toward the
plasma center, where the x ray emissivity tends to be larger. This effect would tend to
move the effective impact radius of each chord inward, essentially peaking the brightness
profiles. Thus if this effect were significant and not properly taken into account, the Abel
inverted emissivity profiles would be broader than the true profile, and the resultant
impurity density profiles would also be inaccurately large for large minor radii.
To determine the importance of this effect for TEXT, the effective impact radii of
the soft-filtered x-ray channels were varied numerically, and the resultant emissivity
profiles were compared. Fig. 4.14 compares inversions from three cases: 1) the chord
radii were moved inward by 0.0125 m (about half the swath width); 2) the chord radii
were held at the original positions; and 3) the chord radii were moved outward by 0.0125
m. The emissivity obtained from the most peaked brightness profile was also the most
peaked, as expected, but the emissivity near 0.15 m only decreased by - 25%, not a
large amount. The amount of the radial shift used for this calculation, 0.0125 m, was
chosen arbitrarily. A more accurate value for this shift was therefore sought from the
measured emissivity profiles. An effective chord shift was calculated by weighting the
99
6000
r Ir-.0 1251
5000 ---- r r+.O1 251
4000
3000
2000
LAJ
1000
0
0.00 0.05 0.10 0.15 0.20 0.25 0.30
Minor Radius (m)
Figure 4.14: The Abel inverted x-ray emissivity profiles from three different inversions
are shown. The peaked profile (dotted) was inverted from data moved inward by 0.0125
m, the solide profile was from an inversion using the actual impact chords, and the
hollow (dashed) profile resulted from an inversion with the chords moved outward by
0.0125 m. The emissivity at r = 0.15 m changed by less than 50%.
local radius with the measured emissivity from case 2) above, so that
fP±3 E(r)r dr
pef f = (4.12)f Pa E(r) dr
where p is the impact radius and Ap is the swath half-width.
The calculated shift for each radius, peff - p, is shown in Fig. 4.15. The shift of the
chord radii was smaller than 0.004 m across the entire plasma. This implies that the
comparison in Fig. 4.14 gives an extreme upper bound on the change in emissivity due
to the finite swath width effect since it assumed a shift three times the maximum value.
The conclusion from this discussion is that the finite spatial resolution of the system
did not artificially enhance the x-ray emissivity in the outside of the plasma.
Thus the large x-ray signals beyond r ~ 10 cm were assumed to be real and due
to those atomic processes described in chapter 2. However the large aluminum density
obtained in this region by direct solution of Eqs. 4.1-4.3 was probably specious, because
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Figure 4.15: The shift of the viewing chord radius was calculated using Eq. 4.12. The
important result was that the maximum shift was less than .004 m.
it would imply a tremendous change in Zef1 outside of r ~ 0.15 m (e.g., in the case of
Fig. 4.12 A Zef f > 2.5 for r > 0.155 in). Such a large change in Zf f should significantly
change the temperature profile, probably enough to disrupt the plasma. This was not
observed in the experiments. The large upturn in impurity density was thus thought to
be due to the lack of contrast in the imaging system.
To overcome the contrast problems in Eqs. 4.1-4.3 aluninum density profiles with-
out large densities in the edge region were sought. The x-ray brightness profiles were
calculated from modeled aluminum density profiles for comparison to the measured
brightness profiles. The aluminum density profiles were parameterized in the form'
n(r) = no(1 - (r/a)2 ) exp [- (c1(r /a)2 + c2(r /a) . (4.13)
The solution obtained from Eqs. 4.1-4.3 was used as an initial guess, and subsequently
the fit parameters no, ci and C2 were varied until good agreement with the experimental
data was obtained. In some cases this model allowed the extremely large edge aluminum
densities to be avoided, but in others slightly hollow aluminum profiles were still required
to match the data. Several profiles obtained in this manner are exhibited in the next
section.
'This is the same functional form used for density and temperature profiles in E. A. Chaniotakis'
work on variational transport codes [E. A. Chaniotakis, private communications, 1989].
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4.3 Experimental Results
Using the x-ray imaging system described in chapter 3, four facets of the injected alu-
minum transport were measured the impurity confinement time, sawtooth period-
averaged aluminum density profiles, the charge state distribution of aluminum ions
near the plasma center, and sawtouth-induced changes in the aluminum density profiles.
Two empirical scalings for the impurity confinement time were constructed from these
measurements in several different types of discharges (see Table 4.1). One scaling was
based simply on general trends in the data, and the other was obtained by performing
a regression analysis on the data. The two results were in good agreement. Aluminum
density profiles averaged over a sawtooth period were measured during several of the
same discharges. The resultant aluminun charge state distribution was then compared
to the predicted charge state distribution under the assumption of coronal equilibrium,
and the effect of sawteeth on the charge state profile was examined. Finally, changes in
the absolute density profiles during sawtooth crashes were found for a few discharges.
The results of these measurements are described in the next four sections.
Before presenting these results, some nomenclature should be introduced. TEXT
discharges were typically described in terms of the nominal values of the toroidal mag-
netic field, the plasma current, and the central line averaged electron density and the
working isotope. A shorthand notation will be used henceforth to describe these TEXT
parameters in units of T, kA, and 1019 m-3. For example, a hydrogen discharge with
BT=2.8 T, Ip- 160 kA, and ii, = 2.0 x 10' 9 m- 3 will be denoted as 2.8/160/2.0H.
4.3.1 Aluminum Ion Confinement Time Scalings
In an effort to understand the dominant transport mechanisms operative for impurity
ions in TEXT, and for comparison with previous impurity transport studies [34,38,65],
the aluminum confinement time was measured under several different plasma condi-
tions. The main parameters varied were the electron density, the plasma current, the
background gas, and the plasma cleanliness. The tokamak geometry (Ro and a) was
not varied in this study.
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Table 4.1:
Discharge Parameters for Aluminum Confinement Time Scaling
Br Ip 1, mi Tc
Shot (T) (kA) (10" m- 3 ) Ze0  Zi (amu) (ms) qa
143027 2.8 320 4.8 1.28 1.0 1.0 24.2 2.60
143030 2.8 320 4.2 1.23 1.0 1.0 21.2 2.65
143032 2.8 320 4.2 1.28 1.0 1.0 21.9 2.65
143033 2.8 320 4.3 1.28 1.0 1.0 22.4 2.65
143039 2.8 320 4.4 1.23 1.0 1.0 22.7 2.65
143046 2.8 320 5.7 1.22 1.0 1.0 29.7 2.70
143047 2.8 320 5.9 1.18 1.0 1.0 29.8 2.70
143048 2.8 320 5.8 1.22 1.0 1.0 29.0 2.70
143052 2.8 320 5.9 1.25 1.0 1.0 33.2 2.70
143053 2.8 320 5.9 1.25 1.0 1.0 30.2 2.65
143054 2.8 320 6.2 1.25 1.0 1.0 29.6 2.70
143055 2.8 320 6.1 1.30 1.0 1.0 30.4 2.70
143058 2.8 320 5.8 1.30 1.0 1.0 29.1 2.65
143059 2.8 320 6.1 1.30 1.0 1.0 30.1 2.70
143062 2.8 320 5.9 1.30 1.0 1.0 31.2 2.70
143079 2.8 320 2.8 1.88 1.0 1.0 19.6 2.72
143105 2.8 320 2.2 2.14 1(A 1.0 20.4 2.75
143117 2.8 160 2.0 1.39 1.0 1.0 18.6 5.40
143118 2.8 160 2.1 1.39 1.0 1. 0 19.9 5.25
143124 28 160 1.9 1.39 1.0 1.0 18.2 5.45
143309 2.8 240 2.3 2.15 1.n 1.0 29.4 3.63
143310 2.8 240 2.2 2.15 1.0 1.) 26.0 3.65
143311 2.8 240 2.3 2.15 1.0 1.0 26.8 3.60
143312 2.8 240 2.3 2.09 1.0 1. 31.7 3.57
143313 2.8 240 2.2 2.15 1.0 1.0 28.5 3.58
143314 2.8 240 2.1 2.04 1.0 1.0 28.3 3.60
143315 2.8 240 2.2 2.04 1.0 1.0 29.2 3.53
143317 2.8 240 2.1 2.09 1.0 1.0 31.1 3.62
143322 2.8 240 2.9 2.05 1.0 1.0 34.4 3.50
143328 2.8 240 3.2 1.94 1.0 1.0 34.4 3.40
143329 2.8 240 3.0 2.11 1.0 1.0 33.3 3.20
143331 2.8 240 3.0 2.11 1.0 1.0 38.5 3.30
143333 2.8 240 3.0 2.00 1.0 1.0 30.9 3.55
143354 2.8 160 1.2 2.69 1.0 1.0 20.4 5.30
143355 2.8 160 1.1 2.55 1.0 1.0 18.6 5.40
143357 2.8 160 1.2 2.55 1.0 1.0 24.5 5.27
143362 2.8 160 1.2 2.52 1.0 1.0 21.1 5.10
143366 2.8 160 1.1 2.66 1.0 1.0 23.8 5.20
143367 2.8 160 1.1 2.62 1.0 1.0 23.3 5.45
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BT I.p m, Tc
Shot (T) (kA) (10" m-') Zgff Z (amu) (ms) q
143982 2.8 320 2.9 1.57 1.0 1.0 18.9 2.70
143983 2.8 320 3.0 1.57 1.0 1.0 20.2 2.67
143989 2.8 320 4.1 1.37 1.0 1.0 20.5 2.70
143990 2.8 320 4.2 1.37 1.0 1.0 19.5 2.70
143993 2.8 320 5.3 1.37 1.0 1.0 28.5 2.72
1 43994 2.8 320 4.9 1.19 1.0 1.0 25.1 2.70
113995 2.8 320 5.1 1.26 1.0 1.0 29.2 2.75
144001 2.8 320 6.0 1.20 1.0 1.0 29.4 2.70
144002 2.8 320 6.3 1.17 1.0 1.0 32.6 2.68
144003 2.8 320 6.1 1.17 1.0 1.0 25.4 2.70
144004 2.8 320 6.3 1.17 1.0 1.0 28.0 2.68
144026 2.8 160 3.0 1.24 1.0 1.0 22,5 5.30
144027 2.8 160 2.9 1.20 1.0 1.0 23.7 5.20
148014 2.8 320 2.1 2.85 1.0 1.0 23.8 2.80
148016 2.8 320 2.1 2.72 1.0 1.0 20.6 2.75
148022 2.8 320 2.2 2.85 1.0 1.0 21.0 2.72
148026 2.8 320 3.7 1.87 1.0 1.0 26.8 2.62
148027 2.8 320 3.7 1.87 1.0 1.0 27.7 2.63
148029 2.8 320 4.1 1.82 1.0 1.0 29.2 2.60
148030 2.8 320 3.8 1.82 1.0 1.0 27.3 2.60
148031 2.8 320 3.9 1.97 1 0' 1.0 25.4 2.60
148033 2.8 320 4.0 1.82 1.0 1.0 31.1 2.62
118034 2.8 320 4.0 1.82 1.0 1.0 30.5 2.63
1.18039 2.8 320 5.8 1.67 1 . 1.0 40.6 2.65
148041 2.8 320 5.9 1.67 1.0 1.0 42.9 2.60
148107 2.8 160 2.0 2.15 1.0 1.0 33.1 5.30
148108 2.8 160 2.0 2.21 1.0 1.0 28.9 5.35
148109 2.8 160 2.0 2.15 1.0 1.0 31.4 5.25
148110 2.8 160 2.2 2.21 1.0 1.0 31.8 5.25
148115 2.8 150 2.2 1.79 1.0 1.0 25.4 5.75
148126 2.8 150 1.9 1.84 1.0 1.0 31.3 5.65
148127 2.8 150 2.1 1.70 1.0 1.0 32.6 5.65
148131 2.8 150 2.2 1.75 1.0 1.0 30.5 5.70
148135 2.8 150 2.1 1.85 1.0 1.0 33.2 5.65
148192 2.8 320 2.0 3.00 1.0 2.0 30.1 2.77
148193 2.8 320 1.9 3.00 1.0 2.0 26.8 2.80
148194 2.8 320 1.9 3.08 1.0 2.0 37.2 2.80
148196 2.8 320 2.1 3.00 1.0 2.0 39.1 2.75
148197 2.8 320 2.0 2.85 1.0 2.0 32.6 2.70
148198 2.8 320 2.0 2.70 1.0 2.0 31.2 2.75
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BT IP fl,
Shot
148199
148200
148237
148313
148318
148329
148337
148338
148340
148341
148411
148412
148413
148414
148416
148424
148426
148427
149965
149966
149972
149976
149996
149997
149999
150004
(T)
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
2.8
(kA)
320
320
320
320
320
320
320
320
320
320
150
150
150
150
150
150
150
150
320
320
320
320
150
150
150
150
(1'_m-)
1.9
2.1
4.0
2.0
2.0
4.0
4.1
3.8
3.7
4.1
2.2
2.0
2.4
2.2
2.2
4.0
3.8
3.9
4.1
3.7
3.9
4.M
2.2
2.2
2.0
1.7
Z ff
3.00
2.85
1.95
4.21
4.68
2.89
2.83
2.89
2.89
2.89
2.11
2.11
2.11
1.99
2.11
1.74
1.84
1.65
2.36
2.30
2.24
2.24
2.08
2.19
2.02
2.02
Z, (amu) (ins) q.
1.0 2.0 37.2 2.75
1.0
1.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
2.0
2.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
4.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
31.8
96.0
48.7
51.8
83.1
83.4
70.6
65.7
76.9
33.7
40.5
44.7
50.9
41.4
86.5
112.5
80.7
57.8
55.6
52.1
56.3
47.6
42.6
37.5
33.8
2.75
2.70
2.70
2.70
2.60
2.70
2.67
2.65
2.65
5.30
5.20
5.20
5.15
5.10
5.30
5.35
5.55
2.60
2.65
2.65
2.67
5.45
5.30
5.50
5.65
The impurity confinement time, rc, was defined to be the exponential decay rate
of the softest filtered x-ray signal after aluminum injection (filter A). In the discharges
considered here the decay of this signal was indicative of the injected impurity transport,
and not, changes in other plasma parameters, because other parameters were not allowed
to vary by more than 5% due to the injections (the change in the soft x-ray signal due to
aluminum injection was typically at least a factor of two). Furthermore, spectroscopic
data indicated that intrinsic impurity transport was not affected by the small aluminum
injections [198]. To find r, from the x-ray signal the data were fit to a function of the
form
B = Bo + B1 e-'/-r (4.14)
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using the nonlinear regression analysis routine RNLIN from IMSL.2 As examples, the
signal and fit function from a typical high current, high density discharge is shown in
Fig. 4.16a, and the signal and fit from a typical low current, low density discharge are
shown in Fig. 4.16b. The signal was fit from the time the signal had dropped to 80% of
its maximum value to the time it had dropped to 10% of its maximum (the same limits
were used by Marmar, et. al. [34] and by Leung et. al. [65,35]).
The scaling described below was based on 105 discharges described in Table 4.1.
The table lists for each discharge the nominal global plasma parameters: the toroidal
field (BT in T), the plasma current (Ip in kA) and the central line-averaged electron
density (n, in 1019 m- 3 ). Also shown, Z 4 1 was calculated from the loop voltage and the
electron temperature profile assuming Spitzer resistivity [22], radially constant toroidal
electric field, Et = Vj/27rRo, and flat Zeff profiles (V1 is the measured loop voltage
and dIp/dt = 0). The table also lists the background gas charge (Zi) and its mass
(mi), the impurity confinement time (rc), defined through Eq. 4.14, and the measured
magnetic safety factor at the limiter radius (q,; the measured value is listed because it
differs slightly from that calculated from the nominal BT and Ip). All the discharges
considered were sawtoothing after the aluminum injection.
Several density scans at constant q, and approximately constant Zeff (1.2 _' Zeff
1.6) indicated that the aluminum confinement time increased with increasing density.
(The values of Zeff and rie are not strictly independent, because plasmas with higher
density tended to be cleaner.) Furthermore discharges with higher Zeff, taken after an
accidental vent or after installation of a new TiC-coated graphite limiter, indicated that
the aluminum confinement time also increased with Zff. Fig. 4.17 shows the measured
-r as a function of the product Zeg0i for hydrogen working gas and two different values
of q,,. This plot shows that r, was approximately linear with Zeff ie at least over the
range 3 < Zeg$ i 10. The larger spread in the data taken at higher qa occurs because
the temperature profile was always much more peaked in high q discharges. The limited
spatial resolution of the ECE temperature diagnostic thus caused larger uncertainties in
the temperature profiles, and therefore the calculated value of Zff was much less certain
than in the lower q case. Nonetheless, it is important to note that only one data point
lies outside the ±25% uncertainty level indicated by the dashed lines in Fig. 4.17b. No
points are outside the ±25% uncertainty in the low %, case, Fig. 4.17a.
The linear dependence on Zeffife is similar to some previous transport results. The
2 lnternational Math and Science Library, Houston, TX 77036.
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Figure 4.16: The exponential decay of the central soft x-ray brightness was fit to a
function of the form B = Bo + Bie-t/ to define the impurity confinement time r.. a)
The smooth curve shows the fit; the x-ray data shows the large sawteeth characteristic
of a high current, high density hydrogen discharge (2.8/320/6.1H). The fit decay time
was 22.7 ms. b) The exponential fit for a lower current, lower density hydrogen plasma.
Note that the sawteeth were very small with a high frequency during the decay of the
soft x-ray signal (2.8/150/2.OH). The fit decay time was 39.4 ms.
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Figure 4.17: The measured impurity confinement time is shown as a function of the
product Zeg ii for two different q. values in hydrogen plasmas: a) BT 2.8 T, 300 ~-
Ip ~:- 320 kA, and 2.3 ~- q. ~- 2.9; and b) BT=2.8 T, 150 < Ip< 160 kA, and
5.9 < qg, < 6.3. The data were approximately linear with Zegf ii within 25% indicated
by the dashed lines.
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Zff dependence was reported earlier from impurity injection experiments in TEXT
with scandium, titanium and iron [66' The linear dependence on electron density is also
similar to the dependence found for the working particle confinement in TEXT [196] and
the energy confinement in many tokamaks including TEXT [199] and Alcator-C [200].
The linear dependence on Zeff is also the same as that found for impurity confinement
in Alcator-C [34].
However, there are also differences between the r, scaling found here and the results
of previous transport experiments. First, the working particle confinement time and the
energy confinement time were found to saturate at some density in TEXT [196,199],
and the energy confinement time also saturated with increasing density in Alcator-C
[200]. (Specifically, for low q, discharges, r, saturated at about 5 x 101 m- 3 in TEXT,
rE also saturated at about 5 x 109 m- 3 in TEXT, and rE saturated at about 2.0 x 1020
m-3 in Alcator-C.) No such saturation was apparent for the aluminum confinement in
TEXT up to the maximum density achieved, 6.3 x 109 m- 3 . Second, in Alcator-C
the working particle confinement time decreased with increasing electron density [201].
Third, impurity confinement studies in Alcator-C showed no dependence on electron
density, except in the case of very low density, where the impurity confinement increased
with decreasing h,. This was attributed not to changes in n, itself, but rather to
increasing Zff as the electron density decreased [34]. Fourth, the impurity confinement
time decreased with density in the TJ-1 tokamak [38]. These various results may imply
that the impurity confinement in Alcator-C was in a saturated regime, whereas the
density in TEXT was too low to have reached saturation.
Once the dependence on Zeff and ni, was established, the dependence on the mass
and charge of the working gas was studied. Aluminum was injected into deuterium and
helium plasmas with the same global conditions as the hydrogen experiments. Fig. 4.18
shows the resultant confinement times normalized to Zeffgfe as a function of mi/Zi and
m/Zi for two q, values. The data were fit somewhat better by the line proportional
to /m /Zi (Figs. 4.18c and 4.18d) if the line is assumed to pass through the origin. The
./i dependence is the same as previously reported for scandium, titanium and iron in
TEXT [66]. It is only qualitatively similar, however, to the result found in Alcator-C
[34], where the impurity confinement time scaled as mi/Zi. The dependence on working
gas mass and charge appeared to be weaker in TEXT than in Alcator. The data of
Fig. 4.18 is not sufficient to completely rule out a linear isotope scaling, but ic certainly
increases with mi/Z;, and -r cx rm/Zi does fit the data a little better.
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Figure 4.18: The confinement time of aluminum normalized to Zeffii, is shown as two
different functions of m1 /Z for two different q, values: a) From BT=2.8 T, Ip=32 0
kA, rc/Zegh, vs. mj/Zj; b) From BT=2.8 T, Ip=160 kA, r/Zeffne vs. mj/Z; c)
From BT=2.8 T, Ip=3 2 0 kA, Tr/ZeffgAe vs. Vmi/Zj; d) From BT=2.8 T, Ip=160 kA,
rc/Zeff ie vs. Vmi/Zi. The data were fit slightly better by r, oc V/mi/Zj.
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rhe dependence of -r, on the plasma current was explored next. Discharges were run
with currents of 150, 160, 280, 300 and 320 kA at a constant toroidal field of BT=2.8 T.
The result was that the confinement increased as the plasma current was decreased. The
conclusion, born out in Fig. 4.19, is that the confinement time is approximately propor-
tional to 1/p. This also agrees with previous results on TEXT where the confinement
time of scandium decreased with increasing plasma current [65]. This result is consistent
with measurements of the working particle diffusion coefficient in TEXT from sawtooth
density pulse propagation [58], where it was found that D cc 1/q.. For purely diffusive
transport, this would give r oc 1/Ip, since r - a2 /D (and %, ~ 27ra 2 B /IpoRoIp).
Furthermore, the impurity confinement scaling described herein is also qualitatively
consistent with energy transport measured during sawtooth temperature pulse propa-
gation [188]. In that case, x, was found to scale approximately as 1/qf, which would
again result in rE increasing with q,.
However, the TEXT Ip scaling of -r, disagrees with Alcator-C results [34], where
the impurity confinement time scaled as the inverse of q,. (It was pointed out earlier
by Leung 265] that the scaling of impurity confinement with plasma current was not
the same in TEXT as in Alcator ) The scaling of the impurity confinement time in
TEXT with plasma current also disagrees with the working ion confinement time in
TEXT, which increases with the plasma current [196]. Furthermore this scaling with
%, is also in contrast to the scaling found from iron injections in the low field TJ-1
tokamak [38], wherein the impurity confinement time was found to agree favorably with
the neoclassical scaling of Rozhanskii [39],
r, (ms) = 5 x 10 +8 Roa2B . (4.15)qoTi
In this formula RO and a are in m, BT is in T, qo is the central safety factor, and T is
the ion temperature in keV. The confinement scaling with qa in TEXT disagrees with
that found in both Alcator and TJ-1.
Finally all the TEXT scalings considered thus far can be combined into one formula:
1 m
re(ms) ~ 1286Zef f fe - . (4.16)
In this equation fte is in 1019 m 3 , Ip is in kA, and mi is in amu. Eq. 4.16 was derived
from 105 shots shown in Table 4.1 and the data is all shown in Fig. 4.19. The important
note is that only 10 shots (- 10% of the data) have confinement times more than 25%
different than the prediction of Eq. 4.16. This equation should be compared to that
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Figure 4.19: The confinement time normalized to Zef f A, vfm2Z; is shown as a function
of 1/Ip. Only 10 of the 105 data points lie further than 25% away from a linear
dependence on 1/1p.
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predicted by Rozhanskii, Eq. 4 15 [39] (in agreement with the data from TJ-1) and that
derived to fit the Alcator-C data [341,
re(ms) = 0.075aR
75 Zeffm
qaZi
It is difficult to completely reconcile the TEXT result with that of either Alcator-C
or TJ-I In the Ze0 scaling, 7, in TEXT is the same as in Alcator-C. In both TEXT and
Alcator-C, r, increases with mi/Zi, but more rapidly in Alcator-C. In TEXT, Alcator-C,
and TJ-1, r, scales with qa differently: r c 1/ip in TEXT, r, c 1/qa in Alcator-C, and
7c oc BT/qo in TJ-1. The impurity confinement increases with h, in TEXT, an effect
not seen in Alcator-C and opposite of that found in TJ-1. Alcator may be operating
in a regime where the impurity confinement time has saturated, but no saturation was
seen in TEXT when it was run with densities up to 6.3 x 1013 cm-3. TJ-1 may be in
a completely different transport regime because its global parameters are so different
from those of TEXT and Alcator-C (for example in TJ-1, BT < 1.5 T, I < 50 kA,
and he < 3 x 1019 m-3 .) and comparisons between the TJ-1 scaling and the TEXT
scaling are not transparent. A density dependence may be implicit in the 1/Ti term
in the TJ-1 scaling of Eq. 4.15, because the electron temperature in most tokamaks
increases with decreasing density, so the ion temperature may also increase as some
function of I/ie; however, the electron-ion coupling also improves at high density, so
the dependence of T on ne is not simple. Artsimovich has given a simple formula to
relate the ion temperature to other plasma parameters [202], valid for 1.6 < - < 10,
Ti(eV) = 2.8 X 10-6 (BTIpno R2 )1/3 ' (4.18)
with BT in T, 'p in kA, neO in 1019 m-3, R in m, and Ai is the working ion atomic mass
in amu. This formula has been shown to be valid in TEXT for densities below about
4 x 1019 m- 3 [203]. However it is unclear whether it should hold under TJ-1 conditions,
and if it were valid in TJ-1, it would not lead to the same scaling with q and fi,, found
in TEXT.
A somewhat more accurate scaling for the impurity confinement time in TEXT was
found by performing a regression analysis on the data. Specifically, the data were fit to
a function of the form
- 61Z 1 h1'j(m;/Zi) , (4.19)
where the Ois were the fit parameters. The result was
7c - 5 7 1 ZI1h57i ()(M/Z;)0-57. (4.20)
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This fit is shown in Fig. 4.20 The agreement between this result and that of Eq. 4.16
is quite good considering the hinited database. The two points that are much higher
than the regression analysis result were from discharges in which the x-ray signal only
marginally returned to the pre-injection level.
The impurity confinement scaling developed here for TEXT is suggestive of the
importance of sawtooth oscillations in overall impurity transport. The sawtooth period
is an increasing function of electron density, and the sawtooth inversion radius increases
with increasing I Thus, as the density increases, sawtooth crashes flatten the density
profiles less often, and as 1p increases, more of the plasma volume is affected by the
sawtooth crash. If the sawtooth were to mimic a purely diffusive process, one might
expect an average diffusion coefficient that scaled with r? /r., implying a confinement
time on the order of ~ a2 r,/r?,,. On the other hand, if the sawtooth behaved as a
purely convective process, one might expect an average convective velocity that scaled
with rI/r., with a consequent confinement time on the order of ar, /rij,. The primary
sawtooth parameters, rim,, and r, have been found to scale in TEXT as [188]
rin, ~ 10.66ijOc1 /B 5  (4.21)
and
B. 38fiiO96/JA 84.(2)
-r, ~ BTag~ P. (4.22)
Combining these relations gives
a 2 7, a 2i 6 B 0.7 2 0 .8 B23
r. l6 ~ a Te 2 (4.23)
znv P P
and
ar, aio 86 B.3 - .
T . 0 .9 - T . ( 4 .2 4 )
rin, I P1 p
Neither of these results agree completely with the scaling found here for -r, but they
both give the qualitative behavior that rc increases with increasing n-e and decreases
with increasing Ip, It is important to remember that the sawtooth crash is not the only
driving mechanism for transport because the sawtooth oscillation clearly does not affect
the entire plasma, and particle transport indeed occurs in non-sawtoothing plasmas.
Thus other transport processes must also be present, especially in that fraction of the
plasma outside the sawtooth mixing radius. It is interesting that the convective model
of Eq. 4.24 gives better agreement to the experimental confinement scaling than the
diffusive model. Models for sawtooth-induced transport using enhanced convection have
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Figure 4.20: The confinement time data were fit to a function of Zff, n, Ip, and
mi/Zi. The result is shown as the x-axis label. The circles show 105 data points.
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Table 4.2:
TEXT Discharges for Al Profile Measurements
BT IP fl. TO time rc r
Shot (T) (kA) (10'9 m- 3 ) (keV) gas Inj. (ms) (ms) (ms) (-s)
143989 2.8 320 4.1 0.86 H 1 365 20.5 4.0 20.9
143995 2.8 320 5.1 0.75 H 1 375 29.2 6.1 24.1
144004 2.8 320 6.3 0.68 H 1 370 28.0 5.7 28.0
144027 2.8 160 3.0 0.73 H 1 370 23.7 2.6 40.0
148034 2.8 320 4.0 0.96 H 1 350 30.5 3.6 14.7
148039 2.8 320 6.0 0.92 H 1 350 40.6 4.5 13.4
148135 2.8 150 1.9 0.97 H p 350 33.2 0.8 28.6
148152 2.2 320 4.4 0.98 H p 360 32.0 2.9 13.4
148237 2.8 320 3.8 1.16 D 1 350 96.0 3.1 11.0
also given better agreement with experimental results than enhanced diffusion models
used in TFR [60] and ASDEX [48].
4.3.2 Aluminum Density Profiles
4.3.2.1 Sawtooth Period-Averaged Density Profiles
Aluminum density profiles measured in 9 discharges are shown in Figs. 4.21-4.29. These
profiles were all from data averaged over a single sawtooth period sometime between
25-50 ms following the injection. The particular time for analysis was chosen to be after
the small perturbation in the electron temperature profile' and the plasma horizontal
position had died away. Most of the discharges were hydrogen with BT = 2.8 T,
Ip = 320 kA or 160 kA and various electron densities. The specific plasma conditions
for each discharge are listed in Table 4.2. Also listed in this table are the measured
confinement time 7,, the sawtooth period r,, and the longest ionization ri, which is the
time to ionize the H-like state to fully stripped aluminum.
The general characteristic of all high current (Ip = 320 kA; low q.), low density
hydrogen discharges was a centrally flat or slightly hollow aluminum density profile,
probably due to the strong sawteeth in high current discharges (low %, discharges have
the largest inversion radii). Lower density discharges tended to exhibit more hollowness
than their higher density couterparts, again probably because the sawtooth frequency
was higher in low density discharges. In high current, high density plasmas (e.g., shot
144004) the aluminum density profile was typically slightly peaked or flat in the center,
because of the long sawtooth periods in high density discharges relative to the lower
density discharges. The exception to this generalization (shot 148039) showed a hollow
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Figure 4.21: a) Aluminum density profiles from shot 143989; 2.8/320/4.1 H with laser
ablation. The calculated x-ray brightness profiles (lines) from the aluminum profiles are
compared to the data from three filters in b)-c).
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Figure 4.22: Aluminum density profiles from shot 143995; 2.8/320/5.1 H with laser
ablation. The calculated x-ray brightness profiles (lines) from the aluminum profiles are
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ablation. The calculated x-ray brightness profiles (lines) from the aluminum profiles are
compared to the data from three filters in b)-c).
120
I-
F-
c) Filter H
Al Densities
0.00 0.05 0.10 0.15 0.20 0.25
Minor Radius (m)
c) Filter G-
Fi -e
-0.30 -0.20 -0.10
Chord
1400
1200
E 1000
800
-n
V)
ID600
-400
200
0 1
-0.30
14
12
E10
(D 8
4
2
0.00 0.10 0.20 0.30
Radius (m)
-0.20 -0.10 0.00 0.10 0.20 0.30
Chord Radius (m)
U.
-0.30 -0.20 -0.10 0.00 0.10 0.20 0
Chord Radius (H)
.30
Figure 4.25: Aluminum density profiles from shot 148034; 2.8/320/4.0 H with laser
ablation. The calculated x-ray brightness profiles (lines) from the aluminum profiles are
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Figure 4.27: Aluminum density profiles from shot 148135; 2.8/150/1.9 H with pellet
injection. The calculated x-ray brightness profiles (lines) from the aluminum profiles
are compared to the data from three filters in b)-c).
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Figure 4.28: Aluminum density profiles from shot 148152; 2.2/320/4.4 H with pellet
injection. The calculated x-ray brightness profiles (lines) from the aluminum profiles
are compared to the data from three filters in b)-c).
124
180
in 160
* "S140
120
E 100
80
60
o 40
20
b) Filter A -
150
0.30
100
50
0
3:E
-C
-t
d) Filter D-FilterI
I * I * I
Al Densities
100 - 7 -. . -- . ' -7-
- _ NAI a)-
90 +13
80- n+12
. n+11
70 148237; 350 ms
60 -
50
40 -
30
20--..---.
10
0.00 0.05 0.10 0.15 0.20 0.
Minor Radius (m)
0
c) Filter G-
0-
0 -
0 -
0
0-
0
n0
-0.30 -0.20 -0.10 0.00 0.10 0.20
Chord Radius (m)
500
E 400
300
V)
200
100
0
-1
25
I.
I.
b) Filter A-
* I . *-
-0.30 -0.20 -0.10
Chord
15
'E 10
S5
0
0.30
0.00 0.10 0.20 0.30
Radius (m)
-0.30 -0.20 -0.10 0.00 0.10 0.20 0.30
Chord Radius (M)
Figure 4.29: Aluminum density profiles from shot 148237; 2.8/320/3.8 D with laser
ablation. The calculated x-ray brightness profiles (lines) from the aluminum profiles are
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aluminum density profile because it was taken only 25 ms after injection, so it had not
yet had time to peak.
Low current discharges exhibited more peaked profiles than high current discharges.
This may also be related to the sawtooth effect on the density profiles, because in the low
current discharges, the sawtooth inversion radius and amplitiude were typically much
smaller than in the high current shots. Furthermore, the measured change in impurity
profiles due to sawteeth was much smaller in high qa discharges, as will be shown in the
next section.
4.3.2.2 Sawtooth-Induced Density Profiles Changes
The sawtooth oscillation plays an important role in impurity transport by fundamentally
altering radial transport of both particles and energy. With the advent of high resolution
x-ray tomography [146,148,182,183] the details of the sawtooth crash are becoming
clearer, but they are still not completely understood. However, it is well known that
at the time of the crash radial transport is greatly enhanced [54,63,60,48]. In TEXT
sawteeth were found to significantly affect injected ahuminum transport.
Immediately after an aluminum injection sawteeth can significantly magnify the
impurity influx. For example Fig 4.30 compares the temporal behavior of the central soft
x-ray signals during low q, (large sawteeth) and high %a (small sawteeth) discharges with
the same nominal density. Note the different time behaviors; the strongly sawtoothing
discharge reaches peak x-ray brightness about 12.5 ms after the injection, but the weakly
sawtoothing discharge reaches maximum brightness after about 19.9 ms, - 7.4 ms later
than the low q, discharge. Again, the sawteeth cannot be solely responsible for particle
transport, but they can significantly increase particle flows as will be demonstrated
below.
The effect of enhanced inward impurity flow due to sawteeth can be seen very clearly
by comparing impurity density profiles just before and just after a sawtooth crash in the
early soft x-ray rise phase following an aluminum injection. At this time, the aluminun
density is still peaked near the plasma edge. Fig. 4.31a shows the central soft x-ray
signal over a 20 ms period around the time of an injection into a high density, low q
discharge (2.8/320/6H). The central electron temperature from the ECE diagnostic is
shown for comparison in Fig. 4.31b. Normal sawteeth continued on the temperature
signal throughout the rise phase of the soft x-ray signal. Note the extremely steep rise in
the x-ray signal during the sawtooth crashes at 331 and 335 ms, despite the drop in the
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Figure 4.30: This figure compares the temporal behavior of the central soft x-ray signal
around the time of aluminum injection at 325 ms for strongly and weakly sawtoothing
discharges. a) The strongly sawtoothing discharge exhibited a peak x-ray brightness
about 12.5 ms after injection; and b) a weakly sawtoothing discharge exhibited a peak
x-ray brightness about 19.9 ms after the injection and a slightly slower overall decay
in the signal. The sawteeth can play a strong role in enhancing the inward impurity
transport immediately after the injection. (See also Fig. 4.32.)
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electron temperature (tht elect r4 in density change during these sawteeth was completely
negligible in terms of its -ffect on the x-ray signal) An increasing x-ray signal during a
sawtooth crash is in contrast to the x-ray behavior during normal sawteeth (for example,
those before the injection), and is attributable to the rapid inflow of aluminum during
the sawtooth crash. The aluminum density profiles measured just before and after the
sawtooth at 331 ms are compared in Fig. 4.32. The density profile just before the crash
(Fig. 4.32a) showed no aluminum in the plasma center (at least < 5 x 10" m- 3 ), and
a steep positive gradient outside of about 6 ~ 7 cm. Just after the crash this gradient
was greatly reduced; the density profile was nearly flat out to about 10 cm, outside of
which the density increased again. A large amount of aluminum was transported into
the plasma during the sawtooth crash. In fact the central aluminum density changed
from essentially zero (. 5 x 10" i 3 ) to ~ 2.5 x 101 m- 3 . Note also the rapid time
scale for this change; the sawtooth crash duration was ~ 0.5 ms.
The x-ray brightness profiles calculated from these aluminum densities are shown
in Fig. 4.33. The brightness fit is not exceptional for the data before the sawtooth
crash (top pair of profiles), but the general trend of a hollow brightness profile is well
matched. The important feature is that the brightness profiles, which are line integrated
intensities, change from hollow to peaked during the sawtooth crash.
The sawtooth crash also strongly affected the impurity density profiles after the
x-ray brightness peaked and began to decay again. Figs. 1.34, 4.35, and 4.36 com-
pare aluminum density profiles before and after sawtooth crashes from three different
discharge conditions: high density, low q,; low density, low %,; and low density, high
q,. The profiles from these discharges differed in the extent to which a sawtooth crash
affected them. The high density discharge of Fig. 4.34 exhibited the largest change in
total aluminum density, a ~30% drop in the central value. Changes in the individual
charge state densities contributed separately to the total density change: the He-like
state dropped by less than ~10%, the H-like state -30%, and the fully stripped state
by -60%. By comparison, in the low density case shown in Fig. 4.35 the change in
total aluminum density was smaller, only -20%. In this case the contribution to the
total change due to the He-like and H-like states were small, only about 5%. The fully
stripped state dropped almost 100%. The fully stripped state did not accumulate in
any significant amount in this discharge because the sawtooth frequency was -0.5 kHz.
Thus the fully stripped ions were ejected from the central plasma too often compared
to the ionization rate to allow the fully stripped state to accumulate. In contrast to
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Figure 4.31: a) The central soft x-ray signal, and b) the central electron temperature
signal from the ECE diagnostic are shown during a 20 ms period around the time of an
aluminum injection. Normal temperature sawteeth continued after the injection, but
the soft x-ray signal showed an uncharacteristic. rise during the sawteeth at 331 and 335
ms. This is due to a rapid increase in the central aluminum density at each sawtooth
crash. (The temperature and x-ray data are shifted by - 0.5 ms with respect to one
another because of differences in the digitization.)
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Figure 4.32: Aluminum density profiles just before and after a sawtooth crash in the
early soft x-ray rise phase following impurity injection. a) The density profile is com-
pletely hollow before a sawtooth; there was almost no aluminum (~- 5 x 1014 m- 3 ) at
the plasma center yet, and there was a strong positive density gradient outside of about
6-7 cm. b) After a sawtooth crash the profile was nearly flat from the center of the
plasma to about 10 cm, outside of which there was a steep rise. During the crash the
central aluninum density increased from zero to ~ 2.5 x 1016 m- 3 in < 0.5 ms.
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Figure 4.33: The x-ray brightness profiles were calcuated from the aluminum profiles
of Fig. 4.32. Before the crash the x-ray profiles were hollow (top pair), because the
alurninum was peaked near the plasma edge. After the crash, the profiles were slightly
peaked or flat, as a large amount of aluminum was transported into the plasma.
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the high density case; the low density, high q. discharge )f Fig. 4.36 had a very small
sawtooth amplitude and there was only a small perturbation to the aluminum density
profile. The total density dropped less than 15%, both the H-like and He-like states
remained unchanged, and the fully stripped density dropped by - 70%. The effect
of a sawtooth crash on the impurity density profile was thus dramatically different,
depending on the shape of the profile prior to the onset of the instability.
A general conclusion from this collection of profiles is that the most peaked profile
undergoes the greatest drop due to a sawtooth crash, and the most hollow profile unde-
goes the greatest increase. Consequently, discharges with long sawtooth periods, such
as the high density discharge of Fig. 4.34, allow the aluminum density profiles to reach
the most peaked state. This behavior was demonstrated numerically [63], and is in qual-
itative agreement with the observation of strong impurity accumulation coincident with
sawtooth period lengthening or the complete cessation of sawteeth in several tokamaks
[59,43,44,48,62,41,52,42]. This result is also reminiscent of strong impurity accumula-
tion discovered in ELM-free H-mode plasmas [64]. This issue of impurity accumulation
during periods with reduced MHD activity will be especially important for tokamak
experiments operated in regimes of enhanced confinement, because those regimes also
often exhibit detrimental improvement in impurity confinement. These observations
serve to emphasize the need for proper inclusion of MHD instability-driven transport in
transport modeling.
A more specific conclusion about the effect of sawteeth may be made by examining
the profiles in the high density case of Fig. 4.34. In this case the profile was originally
flat, then it was driven hollow by the sawtooth. This implies that the sawtooth indeed
is behaving as a convective mechanism, not diffusive. If the process were purely diffu-
sive, it would lead to perfectly flat profiles. Thus the rough agreement found with the
convection-driven confinement scaling is not surprising. This result may be useful in
determining the proper model to use for sawtooth-induced transport.
4.3.3 Charge State Distribution Profiles
The distribution of the three highest aluminum charge states was found from the density
profiles shown in Figs. 4.21-4.29. Experimental profiles of the charge state fractions are
shown in Figs. 4.37a-4.45a. For comparison the charge state fraction calculated under
the assumption of coronal equilibrium using the atomic transition rates of Mewe [204]
are given in Figs. 4.37b-4.45b. (Appendix E presents a comparison of Mewe's recom-
132
LA
*
*
E
4-
U)
C
0
0
100
90
80
70
60
50
40
30
20
10
0
0.
Al Densities
NAI a)-
n+12
------ n+ 11
144004; 350 ms
'------------------
...........-~-.i.-,-
0.05 0.10 0.15 0.20
Minor Radius (m)
0.25
Al Densities
LO
E
C
90
80
70
60
50
40
30
20
10
0
0.00 0.05 0.10 0.15 0.20 0.25
Minor Radius (m)
Figure 4.34: Aluminum density profiles are shown a) before and b) after a sawtooth
crash in a high density, high current discharge (28/320/6.3).
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bination rates with those of some other references that suggests the rates of Ref. [204]
for recombination into He-like and Li-like states may be a factor of two too high.) In
coronal equilibrium radiative and dielectronic recombination and collisional ionization
are assumed to be the only important atomic processes. In a low density, optically thin
plasma, this is usually a valid model, because collisional deexcitation and radiation-
induced transitions are rare. The rate of change of a particular charge state density is
then
an -
n= _j-n-1 - (R1 + I,)n, + Rj+lnj+1, (4.25)
where I, and R, are the collisional ionization and total (radiative plus dielectronic)
recombination rates respectively.
In equilibrium the net rate of change is zero, so the charge state densities for all
states of an atom of nuclear charge Z may be written in terms of one another as
-Iono + Rini = 0
Iono - (I, + R1 )ni + R 2 n2 = 0
IZ-2nZ-2 - (Iz-1 + Rz-i)nz-1 + Rznz = 0
Iz-jnz-j - Rznz = 0 (4.26)
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Table 4 3:
Central Charge State Fractions
1n T1
(4s)
4.0
143995 0.75 29.2 6.1
144004 0.68 28.0 5.7
144027 0.73 23.7 2.6
148034 0.96 30.5 3.6
148039 0.92 40.6 4.5
148135 0.97 33.2 0.8
148152 0.98 32.0
148237 1.16 96.0
2.9
(ns)
20.9
f 11
39.5 : 3.5 28.4 t 3.3 30.6 i 1.9 42.0 36.6 20.4
24.1 44.7 ± 1.0 28.2 1 4.5 26.0 : 4.1 55.6 32.4 10.6,
28.0 51.6 ± 1.1 29.4 ± 7.5 18.3 ± 5.5 64.5 27.7 6.0
40.0 52.6 + 5.6 26.6 t 6.6 20.8 - 0.4 58.3 31.1 9.0
14.7 32.8 ± 1.7 45.4 ± 2.4 20.7 ± 0.3 32.1 37.2 29.9
13.4 26.8 ± 0.3 43.4 ± 4.4 28.9 ± 3.7 35.9 37.3 25.9
28.6 58.0 ± 0.3 41.5 ± 0.5 0.4 ± 0.4 31.0 37.1 31.1
13.4 34.8 ± 3.9 56.9 ± 0.6 7.6 i 4.2 30.0 37.0 32.3
3.1 11.0 13.8 ± 0.7 32.4 ± 4.4 52.3 ± 2.2 17.8 33.2 48.6
Thus, in this approximation, adjacent charge state densities are simply related through
nj Rj+I (4.27)
The results shown in Figs. 4.37-4.45 are summarized in Table 4.3 and Figs. 4.46a-c. The
table repeats the central temperature, the measured confinement time, the sawtooth
period and the ionization time from Table 4.2. Then the measured central charge state
fractions are given, followed by the coronal prediction for the charge state densities in
the last three columns. Fig. 4.46 shows graphically the quantities given in the last six
columns of the table. Coronal calculations from two other references [190,205] are also
shown in Fig. 4.46 as an indication of the uncertainties in theoretical atomic transition
rates.
Most of the discharges examined were found to have charge state distributions close
to the coronal predictions. This result was somewhat surprising since typical transport
times for the aluminum were less than or of the same order of the longest ionization
time (see Table 4.3). Furthermore the sawtooth period was always much less than
the typical ionization time. Only two of the discharges in Table 4.3 had charge state
balances far from coronal equilibrium. One of these (shot 148135) had an extremely
high frequency sawteeth, ~ 1.25 kHz. The other had relatively slower sawteeth, ~ 350
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Figure 4.46: The measured central charge state fractions (points) from the 9 discharges
in Tables 4.2 and 4.3 are compared to the charge state fractions predicted in coronal
equilibrium (lines) for a) He-like aluminum, b) H-like aluminum and c) fully stripped
aluminum. The solid lines represents a coronal calculation using the rates of Mewe
[2041, the dotted lines represent Landini's results [190], and the dashed lines represent
the results of Breton [205]. The measured charge state distribution was quite close to
coronal in most discharges, even though the atomic transition times were comparable
to the transport times.
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Hz, but q. was extremely low, 2.3. Therefore the inversion radius was very large, and
each sawtooth mixed a large plasma volume Thus sawteeth played an important role
at high repetition frequency but were less important in determining the charge state
balance at lower repetition frequency.
That lower frequency sawteeth (with reasonable ra,) are not so important in de-
termining the overall charge state balance can be understood at least qualitatively by
recalling the density profiles shown in Figs. 4.21-4.29. The profiles are generally rela-
tively flat, so the sawteeth do not cause extremely large changes in the individual charge
state densities (the biggest change in the fully stripped state was -70%). Thus after
each crash the ahuninmn does not start from a charge state balance completely out of
coronal equilibrium, and the distribution can evolve back to coronal by the time of the
next sawtooth crash.
4.3.4 Preliminary Observations of Up-Down Asymmetric Impurity
Densities
Most impurity transport modelling in tokamaks is done in one-dimension; the toroidal
and poloidal coordinates are often considered ignorable (e.g., see chapter 5). In the hot
central region of a tokamak plasma this is normally valid, because parallel transport
times are verv small compared to other characteristic times associated with mecha-
nisms that can cause significant asymmetries along a flux surface. However, impurity
density asymmetries have been found experimentally and predicted theoretically. Pos-
sible candidates for causing asymmetries are vertical ion drifts due to the magnetic field
curvature [206], localized sources [207], asymmetries in ionization and recombination
[208], MHD instabilities [207], and toroidal rotation induced by neutral beam injection
[209].
Strong asymmetries in edge impurity density profiles have been observed in Alcator-
A [206,29], PLT [207], PDX [208], and ASDEX [209]. Asymmetries in Alcator-A were
attributed to the ability of an ion to drift upward a significant distance (dvB) during
the time for a poloidal excursion of one radian. Asymmetries in PLT were attributed to
operational details, specifically the gas feed and limiter conditions, or else to disruptive
instabilities. Asymmetries in PDX were attributed to localized sources and poloidal
asymmetries in particle recycling for species outside the limiter radius, and to vertical
drifts for particles inside the limiter. A quasi-fluid neoclassical transport theory was
shown to accurately reproduce the level of these asymmetries and the observed change
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in direction during a single discharge [208,210]. Asymmetries in ASDEX were attributed
to large toroidal rotation velocities induced by neutral beam injection, as predicted in
neoclassical transport theory [211,212]. Because impurity density asymmetries have
been observed elsewhere, and were predicted in collisional transport theory, evidence
for such asymmetries was examined in TEXT.
The aluminum injected into TEXT constituted a trace, non-recycling impurity
species (centrally nAj - 5x101 6 m 3 , ZAI ~ 11, ne 5 x 10'9  3 so k flA Z nAIj/ne ~
0.1). Observation of a non-recycling species is important in the context of poloidal
asymmetries because, as noted above, such asymmetries can sometimes be attributed to
asymmetries in recycling from the walls and limiter [208]. By examining a non-recycling
impurity, this possible mechanism for density profile asymmetries is eliminated.
Only the horizontal array with a soft x-ray filter (25pm Be) was used to determine the
up-down aluminum density asymmetry. No comparable in-out asymmetry was found in
the data from the vertical-viewing array. Furthermore there was no change in the vertical
plasma position measured by magnetic diagnostics. Thus the observed asymmetries
could not be attributed to bulk up-down movement of the plasma column.
The level of asymmetry was quantified by defining the experimental asymmetry
parameter
I(p) I-- , (4.28)
I(+p) + 1( - P),
where J( tp) was the net signal from the x-ray detector viewing the chord with impact
radius lp (the net signal is the signal after subtracting the pre-injection background
as described in sectmn 4.2.3). An important feature of this parameter is that it was
very closely related to the local asymmetry in the plasma; integration along a viewing
chord did not cause A, to vary much from the local up-down asymmetry in the x-ray
emissivity, c,(r), defined through
E(r, 0) = E(r) [1 + e,(r)sin] . (4.29)
The total x-ray emissivity was of course dependent on the electron density, the
electron temperature, and all ionic species present. By subtracting the pre-injection
background as described in section 4.2.3, only the aluminum radiation contributed to
the net signal so the measured net emissivitY could be expressed as
E(r, ) = n,(r, 0) [n(r, r)P1 (T(r, 0)) + n(2(r, 0)P12(T)(r, 0))
+ n 3 (r, 0) P 3 (T (r, 19))] -(4.30)
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Asymmetries in the electron density and temperature are expected to be much smaller,
by a factor of Vm/m, than asymmetries in the impurity density. Therefore, impurity
density asymmetries should by far dominate any asymmetries in the measured x-ray
profiles, and 4, should constitute a direct measurement of the local impurity density
up-down asymmetry, n.(r). As shown in section 4.3.2, He-like aluminum (n1 1 ) and
H-like aluninum (n12) were the dominant charge states found in most of the TEXT
discharges considered herein. Again, the power functions P1(Te) for the four highest
charge states are shown in Appendix C.
An example of the temporal evolution after an aluminum injection of A,,, at several
different chord radii for a high density, low q, hydrogen discharge is shown in Fig. 4.47.
The signal was smoothed over a 10 ms period. Fig. 4.47a shows A., obtained using the
total I(±p) (i.e., I(±p) with the preinjection background subtracted) in Eq. 4.28, and
Fig. 4.47b shows A, obtained using the net I(±p). (A., in Fig. 4.47b is very noisy before
the injection because the quantity in the denominator I(+p) + I(-p) is near zero.) The
level of asymmetry prior to the injection can be seen in Fig. 4.47a; it is i 5%, and is
not monotonic with chord radius. The level of asymmetry after background subtraction
is seen in Fig. 4.47b. Note the monotonic increase with radius from - 2% to ~ 20% as
r goes from 2.7 to 17.7 cm. Profiles of A, from six discharges are shown in Figs. 4.48
and 4.49. Figs. 4.48a-c show profiles of the asymmetry for low q, intermediate density
discharges (2.8/320/4) with hydrogen, deuterium, and helium working ions respectively.
Figs. 4.49a-c show a, profiles for high q, low density discharges (2.8/150/2), again in
hydrogen, deuterium and helium discharges. An asymmetry on the order of the inverse
aspect ratio, e, was found toward the plasma edge in all these discharges. Surprisingly
A, was not very sensitive to the global plasma parameters. The asymmetry increased
with working gas mass and charge approximately as Vm- /Zi, and decreased only slightly
with decreasing current. The dependence on mi and Zi was the same as the dependence
of the global impurity confinement time found in section 4.3.1. (The vertical error bars
represent the standard deviation in the A. parameter typically averaged over 10-20 ins,
and the error bars in the x-direction represent the vertical extent of the x-ray viewing
chords. )
As pointed out above, poloidal asymmetries are predicted in neoclassical transport
theory [210,213,208,212]. Specifically, for a highly collisional impurity of charge Z in
the Pfirsch-Schluter regime, asymmetries in the flux surface of the order of the inverse
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Figure 4.47: The experimental asymmetry parameter was measured at several chord
radii. Aluminum was injected at 325 ms in this discharge (BT 2.8 T, I, = 320 kA,
f = 6.3 x 1013 cm- 3 ). a) The asymmetry parameter was calculated without performing
the pre-injection background subtraction. Note the pre-injection asymmetries are ~ 5%,
and vary randomly with the radius. b) The asymmetry parameter after pre-injection
background subtraction is of the same order as the inverse aspect ratio.
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aspect ratio E = r/R are predicted when the parameter
A = V2_6 ,'Z (4.31)
Wt2
is of order 1. Here bi is the ratio of the working ion gyroradius in the poloidal field to
the radial density gradient scale length, vi is the total working ion collision frequency,
and wti is the working ion transit frequency, given by vthi/Rq. Hsu and Sigmar have
recently shown that in a toroidal plasma with a small toroidal rotation velocity, the
up-down asymmetry is given by [212]
Ea AAd(2 + b(.)
n,(r) = aAd (4.32)1 + a2 A2
where
(1 - 2A _ 576 + 488 V2a + 128a2 (433)
(1 - -L) T-- + - .5 76 + 1208Vo + 434&2J
and
1 8 T 1 &Ad = frafii - - an Inf , (4.34)
2 r ZT or
where a bar over a quantity here indicates its flux surface average. The impurity strength
parameter is a= nIZ2/ni. The normalized toroidal rotation is
2(p - 1+ T T' /Z)W2R2
b,= thi (4.35)
ZT, T. +T. Ti
It is important to note from Eq. 4.32 that, in the case of zero toroidal rotation, the
maximum asymmetry is n.,,, = E.
Sufficient experimental and theoretical information was not available to make de-
tailed comparisons between experiment and theory. Specifically the density profile of
the heavy intrinsic impurity in TEXT (titanium) was not well known and the toroidal
rotation velocity has not yet been measured in TEXT. Also, the theory described above
is for a single impurity species diffusing on the working ions. The experimental situa-
tion involves a trace impurity diffusing on working ions and at least two other impurity
species (carbon and titanium). A full theoretical treatment of this more complicated
situation is not yet available.
In summary, preliminary evidence of up-down asymmetric impurity density profiles
was found. The experimental asymmetry parameter A,, increased with the mass and
charge of the working ions approximately as fmj/Zj. It also decreased weakly with
the total plasma current and the electron density. The asymmetry usually increased
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nearly linearly with minor radius. It must be emphasized that this is a very preliminary
observation Possible systematic causes for the observed asymmetries in the x-ray signals
have not been completely ruled out. Some of these possible causes are enumerated below.
1. It is possible that the horizontal x-ray array was not properly aligned. This may
be measured in the future. However, it should be noted that if the horizontal
array were much out of alignment, strong asymmetries would be found in the x-
ray signals before impurity injection and on the hard filter signal after injections.
Neither of these was observed. (Fig. 4.47a shows that the level of asymmetry prior
to an aluminum injection was ~ 5% for all the x-ray chords.)
2. Calibration errors could have caused the observed asymmetries. This could be
tested by mounting the detectors upside-down and performing the injection exper-
iments again. However, calibration errors would also lead to asymmetries before
the injection.
3. An uneven beryllium window, or pinholes in one side of the beryllium window
would cause observed asymmetries. However, the data shown in Figs. 4.48 and
4.49 represents data taken with two different beryllium windows in the horizontal
x-ray array. It is unlikely that two independent windows would have pinholes in
the exact same place.
4. Changes in the plasma vertical position would cause the observed asymmetries.
However, magnetic measurements showed no large change in vertical position.
Furthermore the centroid of the x-ray brightness profiles from the horizontal array
was found to agree well with magnetic measurements of the vertical plasma center
in other experiments. This indicated that the magnetic diagnostics were reliably
reporting the true vertical plasma center.
5. The x-ray imaging system was installed on the port directly adjacent to the limiter.
There may be some plasma/limiter interaction causing the observed asymmetry.
This could be tested by moving the x-ray array to a port away from the limiter.
6. Plasma parameters other than the impurity density may have asymmetries. As
noted above, asymmetries in the electron density and the electron temperature
are expected to be less than those in the impurity density by a factor of V/me /mi.
Up-down asymmetries in the ion temperature have been observed in TEXT with
an active charge exchange diagnostic [203].
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Thus the observation of up-down asymetries in impurity density profiles requires
verification It would also be useful to study other impurities to see if the Z 2 scaling
predicted in Eqs 4 31 and 4 32 holds.
4.4 Conclusions
Several facets of measured aluminum transport in TEXT were described in this chap-
ter. First, an approximate scaling for the impurity confinement time was established
by examining general trends in the data: 7, ~-z 1286Zeqiie m;/Zi/Ip. A slightly
more accurate scaling was found by performing a regression analysis on the data:
7, ~ 571Z!,i 25 (m,/Z,)0-571-O.93. These two different scalings agree well consider-
ing the small database of 105 discharges. Second, aluminum density profiles averaged
over a sawtooth period were shown. The sawteeth were then shown to play an impor-
tant role in the overall impurity transport. Sawteeth significantly enhanced the inward
flow of impurities just after an injection, when the impurities were concentrated near
the plasma edge. Sawteeth also acted to prevent central accumulation of impurities by
periodically ejecting particles from the plasma center. The sawtooth behaved as a con-
vective transport mechanism. Third, the measured charge state balance was compared
to coronal equilibrium calculations. The aluminum ions were close to coronal except
in those discharges with very short sawtooth period or large inversion radii. Finally,
preliminary evidence for an up-down asymmetry in the aluminum density was shown.
The next chapter describes numerical transport simulations. A few of the discharges
discussed in this chapter were chosen, and modelling was performed in order to try and
find the operative diffusion and convection.
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Chapter 5
Simulation of the Transport of
Injected Impurities
5.1 Introduction
Two quantities of primary interest from a measurement of time-dependent profiles of an
injected impurity are the transport parameters: the diffusion coefficient and convective
velocity. These coefficients are very often difficult to unfold from the experimental data.
The fundamental reason for this difficulty is the form of the particle transport equation
for species j in cylindrical coordinates,
On3 _ 1 & [On 3 iU 1
O t ar D + n 4 Ij-in .-_ (Ij -+ R )n j + R j±in + l (5.1)
where the diffusion coefficient Dj and the convective velocity V, may be arbitrary func-
tions of radius. The atomic transition coefficients 13 and Rj give the rates for ionization
and recombination respectively, and they are related to the more conventional transition
rates [204] by implicit inclusion of the electron density: j = neS, and Rj = neaj. Val-
ues for Sj and aj used herein were obtained from Ref [204]; there is some evidence that
these recombination rates may be as much as a factor of two too high for recombination
into the He-like and Li-like charge states (see Appendix E).
It is clear from the form of Eq. 5.1 that to obtain values for D and V from measure-
ments of time-dependent particle density profiles one must accurately know both the
time dependence and the gradient of the density. The latter consideration imposes the
most difficulty. Gleaning gradients from experimental data is often uncertain because
small fluctuations in data can lead to large errors in the inferred slope. Thus from
measurements with limited spatial and temporal resolution, it is often impossible to
accurately determine the actual values of D and V and their radial dependencies.
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Analytic solutions have been found to Eq. 5.1 when it is couched in the form of an
eigenvalue problem with the separable solution n(r, t) = n(r)F(t) [63,214,215]. While
this is not the most general form, solutions of this form are often useful in the inter-
pretation of experimental impurity transport data when the radial dependence of D
and V is restricted. Specifically, when D is assumed constant (D = Do) and V is
assumed linear with the radius (V = Vo(r/a)), Eq. 5.1 reduces to Kummer's Equa-
tion with confluent hypergeometric functions as the eigensolutions [216,35,65,217]. The
eigensolution with the longest time constant represents the quasi-equilibrium density
profile that decays with a constant exponential decay time equivalent to the particle
confinement time, rc. The eigensolution with the second longest time constant repre-
sents the response of the density profile to perturbations. For example, it corresponds
to the time scale for the post-injection initial profile to evolve to the quasi-equilibrium
profile. By matching these two time constants to experimentally-determined values, Do
and Vo may be inferred from the data. Similar models with constant D and linear V
have been used successfully to match impurity transport data in several experiments
[63,35,65,52,218,47,31,55], as well as working ion transport [217]. However, in many
instances this sort of model is insufficient to explain transport data [37,30,29]. In the
present work with aluminum injected into TEXT, for example, such a simple model
can easily predict the correct time behavior of the central soft x-ray brightness, but
the profile shapes are then not predicted correctly. Furthermore, an ad hoc model with
constant D and linear V is not very physical, and is not the result of any theory.
An alternate approach to finding D and V from experimental data is numerical
simulation. In this method, a computer model is created and the values of D and V
are varied in the model until they agree well with the data. This chapter describes
two numerical methods used for computer simulation that have been compared to the
experimental data from impurity injection experiments on TEXT. The different meth-
ods, explicit and implicit, differ in the treatment of the quantity nj on the right side
of Eq. 5.1. (A lucid comparison between explicit and implicit methods can be found in
Ref. [219].) In the explicit method, Eq. 5.1 is written in the general form
-n n' = fAn, t), (5.2)9t At
where n is the density at time t, and n' is the densi-ty at time t + At. In the implicit
method, Eq. 5.1 is written in a slightly different form:
an n' - n
- t A n, n' t), (5.3)
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so that the function on the right hand side depends not only on the density before the
time step, but also on i he density after it In general the accuracy of explicit methods is
proportional to the time step [219] and somewhat faster than implicit methods because
the function f (n, t) in Eq. 5.2 need only be simply evaluated at the total number of
time steps. The accuracy of implicit methods is approximately proportional to the time
step squared [220,219].
Both models have been implemented for modelling impurity transport in TEXT.
The details of both models are presented in the two following sections.
5.2 Explicit Numerical Charge State Transport Code
In the explicit numerical simulation, the transport equation for species j,
r D _ +jnj + 4-0ini-i - (13 + Ri)nj + Rj+1nj+1, (5.4)
at rar I Or I
is solved by writing the time derivative on the left hand side as Anj/At (n' - nj) /At,
and using the density profile before the time step explicitly on the right hand side of
Eq. 5.4. Thus the calculated change in density profile depends completely on the density
profile prior to the time step.
The radial gradients in such a code are calculated using the central difference scheme
[220], so for a quantity q, for example,
q qi+l _ 'i-1
ar - 2A (5.5)
and
82 q q+ -_ 2q + qi-
Or2  - A 2  (5.6)
where the superscripts denote the spatial mesh location and A is the spatial step size.
Eq. 5.4 now takes the form
( i+41n? + At {4 2[r' (4 D' + D'+ 1 - D-1+ 2AV17) + 2A Di
+ n [r' (A (V+1 - - 4D' + 2A2]
~-1
+ 4L [r' (4D' - Di+1 + D'- - 2AV) - 2AD4r i
+ _n'_ - (I + R'. nj + R +1n +i (5.7)
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which can more conveniently be written in matrix form [220,221],
ii' i: = t6, (5.8)
The density vectors ?' and ii have dimensions equal to the number of spatial zones
N8, and each vector element is itself a vector with dimension equal to Z + 1, the total
number of charge states. The matrix is thus a tridiagonal matrix with dimension
N, x N.:
b1
a 2
0
c
b2
a3 b3 c3
aN. -1 bN,-1
0 aN
CN, -1
bN,
(5.9)
Furthermore, the elements of are also matrices with dimensions (Z + 1) x (Z + 1). In
the simulation of injected aluminum in TEXT, only the four highest charge states are
considered, so a, W and c are 4 x 4 square matrices, and have the form
T3
T4
R1
1 + T - (12 + R 2 )
12
R 3
1 + T' 0 -(1 3 + R 3)
13
R4
1+V R4-&
Tii,+ I
T2,+
T4+1
The "transport operators" T,1,'),+1 are taken directly from Eq. 5.7, and are
(5.10)
T -1 m (At/4r A2 [r (4D' - D'+1 + D'-1 - 2AV') - 2ADt
T*' = (At/2riiA2) IT' (A0+1 _ v -l1) - 4Dt) + 2A2Vi ]
T(+1 =(At/4riA2 [rT (4D + D'+ 1 - D'- 1 + 2AVt) + 2AD.
Therefore, once the diffusion coefficient and the convective velocity are specified, the
problem is completely defined. A typical simulation is then undertaken by constructing
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b+ T - (I)
b =
C
an initial density profile and stepping Eq 5.8 forward in time with some small time
step (typically At ~ 5 ps, and the code is run for ten or twenty thousand time steps to
achieve a total simulation time of 50-100 ms).
5.3 Implicit Numerical Charge State Transport Code
The implicit code solves the same continuity equation as the explicit code,
9ni - | 9 on-
jfr Dj Z + V n' + Ij-inj-1 - (I± + Rj)nj + Rj+ 1nj+,1 . (5.11)9t r&r I&r
The significant difference in the solution is that the density terms on the right hand
side are taken to be an average of the density before and after the time step,
nRHS I n 2(5.12)
Then the matrix equation analogous to Eq. 5.8 in the implicit case is slightly more
complicated [221],
X n- i =, . (5.13)
In this expression X and I have nearly identical forms to I in Eq. 5.9, but the individual
elements are all divided by two because of the average taken in Eq. 5.12.
The solution to Eq. 5.13 is more complicated than simply stepping Eq. 5.8 forward
in time because a large matrix equation must be inverted at each time step. A straight-
forward method for this solution is to perform it recursively [220]. To understand this
method, note the form of the X matrix
41 1
# 7 0
-2 -2 -2Q 0 0
a j3 7 0
,3 -. 3 -3
X= 0(5.14)
,- N,- -N.l
-N. ,
a # .
Then Eq. 5.13 is seen to have the form, at spatial mesh point i,
4-4 'Y' -. i+1 =zi
aii - + + +fi+ . (5.15)
Motivated by this form, a recursive sort of relation is posited;
jig+-1 =7;it+ p. (5.16)
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Fhis is then subsi - ited into Eq 5 15 to yield
n a + T - 7 .(5.17)
By comparison with Eq. 5.16, the desired recursion relations for 7 and j are arrived at
immediately:
/V +-i-i\ -i-1 -i
8 - x x -a (5.18)
and ( + -Y F y = i -7y' (5.19)
The boundary condition at r a (i = N,) is applied to obtain , and #N,-
One typical boundary condition is to specify some constant density (most often zero)
at the plasma edge. From Eq. 5.16, this boundary condition gives trivially
ni(r = a)
n2(r = a) (5.20)n3 (r = a)
n4(r = a)
and
-1
x =0. (5.21)
Another possible boundary condition, motivated more by physical considerations, is
-N, -I
to specify the particle flux at the plasma edge. To determine x and yN- -- from
this boundary condition, the flux at the boundary, F = -DVn - V'n is written in the
discrete form
FN, = -DN, ~ __ VN'n N. (5.22)
which easily becomes
N, DN, N,-] -_ N,n =n (5.23)DN, + AjIN, +N _% jN,
Again, by comparison with Eq. 5.16, the xN,-I and , are found to be
DN
(DN +AVINO)
D2N'
(D NAVN.)
x 2- D N. (5.24)
(DN'+AVN)
D N*
~D *+AV4N-j
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and
ajia A ' /. I (D " N. A V ,IN .
N1 A2('/(Dj' AVN 5.25)
3 I'(D3'+aVN
AIIN'/(DE N.+ a4,N,)
However, simulations using the constant flux boundary conditions lead to density profiles
that decay linearly with time. In contrast, the experimental behavior is always described
well by an exponential decay of the impurity signal. Therefore for comparison with
experiments the former boundary condition was used herein.
.N,-i -N,
Once the edge values X and y are known, the solution proceeds by stepping
down through the spatial mesh points from i -z N, - I to i = 1, calculating values of X
and y from Eqs. 5.18 and 5.19. The flux is zero at the plasma center, so the transport
operators T- 1 O,+ must have a special form. This form is found by examining the
divergence of the flux
V - F = r [D - + Vn (5.26)
r 9r a r .
and noting that n/Or,. 0 = V(r = 0) = 0. Then
-on 017V-r=D o +n- (5.27)
0r2  r
which becomes, in discrete form,
n(2)- 2n0) + n(o) V (2 _ 17(0)
V - F(r = (') D -(2 ) + nol ( 2 (5.28)
(superscripts "0" result from continuing the gradients through negative r, so that i = 0
corresponds, to r = A; recall i - I corresponds to r = 0). Invoking cylindrical
symmetry about the plasma center requires that n(2) =( -1), 1 =(2) V(- 1 ), so that
/ (2) - ')nPV
V - (r = 0) = 2D n( + (5.29A2A
and the proper transport terms for the plasma center are
T1,0 (At/2) [V(2/A - 2D0 )/A2
Tl+1 (At/2) [2D( )/A2] . (5.30)
The central density is then found from Eqs. 5.16 and 5.15 at r=0,
~1
-(2) 1
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So that the solution to
# 7 j(I) _ - (5.31)
with the proper transport terms in 5.30, 3 and V gives the correct central density ill
The density vector at all the other spatial points is subsequently found by applying
the recursion Eq. 5.16. Thus the implicit solution of Eq. 5.8 requires solving five 4 x 4
matrix equat ions at each of t he N, spatial mesh points (Eqs. 5.18 and 5.19). These
matrix equations are solved using the double precision IMSL routine DLSARG.
5.4 Benchmarking the Transport Codes
To ensure the accuracy of both simulation codes, their results were compared with the
analytic results previously mentioned. These solutions were given by Seguin [214,63] or
Fussmann [215] for the case of constant Do and linear V = Vo(r/a). The ratio of V
to Do is parameterized as S = Voa/2DO, and the solutions for a few values of S, after
some minor corrections in the time dependence, are:
S 0: n(r, t) noJo(2.408r/a)e-5.783Dnt/a 2  (5.32)
S = : n(r. t) no [I (r/a)j e--8D t/a 2  (5.33)
S +1: n(r, 1) no 1 - (r/a)2 I-(r /a)2 e -4,t/a 2  (5.34)
S = - V2 + 2: n(r, t) no I + 25(r/a)2 + S2(r/a)l e12Dot/a 2  (5.35)
2
S = + V - 2 : n(r, t) = no 1 - 25(r/a) 2 + S2 (r/a)4 e-S(r/a)2esSDot/a2(5. 3 6 )
Thus there are two comparisons to be made between the code predictions and the exact
analytic results: first, the time behavior of the density nj, and second, the specific
profile shape. Both codes have been tested against all the above solutions and are in
excellent agreement. Examples of simulation results for the case S = +1 are shown in
Figs. 5.1 and 5.2 for the explicit and implicit codes respectively. The specific parameters
for these simulations were: Do = 1.0 m 2 /s, Vo = 7.982 m/s, a = 0.26 m (the TEXT
minor radius), and the initial density profile was a Gaussian centered near the plasma
edge at r = 0.23 m with a width of 0.05 a, and an amplitude of 101m-3 .
Figs. 5. 1a and 5.2a show the behavior of the four central charge state densities with
time. The particles are transported inward such that the density peaks on axis after
about 8 ins, and then the profile decays due to diffusion. The time constant of this final
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Figure 5.1: An example of the results from the explicit transport simulation code is
shown for the case of aluminum injected into a typical TEXT plasma. Only the four
highest ionization states are considered. a) The central density peaks in about 8 ms,
then decays away diffusively with a time constant of 16.9 ms, exactly the value pre-
dicted by the analytic expression of Eq. 5.34. h) The time constant is calculated as
r = -AtIn(n'/n). c) After about 20 ms, higher frequency harmonic solutions to the
diffusion equation have died away, and the aluminum density profile decays with this
characteristic shape. The profile calculated by the code at about 50 ms is shown to
agree with the "exact" solution of Eq. 5.34 given by the circles.
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Figure 5.2: An example of the results from the implicit transport simulation code for
the same case as in Fig. 5.1. Note that the implicit and the explicit codes have excellent
agreement. Another important point is that the He-like state is dominant for these
typical TEXT conditions, as has been shown from the experimental results of chapter
4.
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decay is shown in Figs. 5.1b and 5 2b This time constant is calculated at each time step
as r -zAt/ln(n'/n) The time constant predicted from Eq. 5.34, r 4D/a2 , is 16.9
ms and the results of both codes show the decay time asymptotes to 16.9 ms, exactly
the same as the analytical result. The simulations also correctly predict the shape of
the profile as shown in Figs- 5.1c and 5.2c
5.5 Sawtooth Model Incorporated in the Transport Codes
It was demonstrated experimentally (see chapter 4) that sawtooth oscillations can play
a strong role in overall impurity transport. The sawtooth crashes are critical in enhanc-
ing the inward flow of impurity particles just after injection, when there is a positive
density gradient, and they also appear to be important in preventing the accumulation
of impurities in the plasma center. To properly simulate impurity transport, an accurate
model for the sawtooth crash is therefore required.
A simple model for sawtooth induced changes in the density profiles of all the alu-
minum charge states was incorporated into the transport codes. In the model the profiles
were flattened periodically from the plasma center out to the mixing radius rmi,. Both
the inversion radius and the mixing radius were obtained from the x-ray emissivity pro-
files. The difference between the Abel inverted emissivity profiles before and after a
sawtooth crash was used to find these radii. In the model, particles were conserved, so
that
n(r)1,,t = np.,t = , 0 < < m(537)
n(r), n(r),,e, rmi. < r < a (5.38)
where n.,t is the constant density following the sawtooth crash and np, is the density
profile before the crash.
A trigger mechanism for the sawtooth crash was not specified because the exact
trigger of a crash is theoretically unclear [222]. Thus in the model sawteeth could
be made to occur either at a constant frequency or at specified times to match the
experiment.
It was also shown in chapter 4 that the sawtooth acts as a convective transport
process by driving impurity profiles from a flat state to a hollow state. Thus a simple
flattening model may not be sufficient to describe the sawtooth behavior accurately.
However, the specific nature of the sawtooth convection is unknown, so it cannot yet
162
be modelled As alluded to earlier, the TFR [60] and ASDEX [48] groups success-
fully modeled sawtooth behavior with an enhanced outward convection. This model
is not sufficiently general, however, to describe the tremendous impurity inflow during
a sawtooth crash in the early phase of an injection experiment. Therefore the simple
flattening model was used in this work to approximate the sawtooth behavior.
5.6 Simulations of TEXT Discharges with Aluminum In-
jection
To simulate impurity injection experiments in TEXT, an initial aluminum density profile
peaked near the plasma edge was input and allowed to evolve in time. Typically the
initial profile was assumed to be a Gaussian centered at about ro = 0.24 m (recall a =
0.26 m) with an e 1 width of a/a ~ 0.1. The exact simulation results were insensitive to
the details of the initial profile within 0.23 ro 0.25 m and 0.05 ~ c/a 3 0.15. The
results were sensitive to the location of the initial profile with respect to the sawtooth
mixing radius. The electron density profile was assumed to be stationary in time since
the perturbation due to the injection was small and density fluctuations due to sawteeth
were < 3 - 5% [58j, much smaller than the temperature oscillations. Some simulations
were run without the sawtooth model to simulate the "global" transport inclusive of
coherent MHD effects. In those cases, the electron temperature profile was also assumed
to be stationary and equal to the measured temperature profile averaged over a sawtooth
period. In those simulations with sawteeth explicitly modelled, the electron temperature
was assumed to evolve linearly in time from its post-crash profile to its pre-crash value;
at the time of a crash, the temperature profile was reset to its measured post-crash
value.
5.6.1 Transport Simulations with Anomalous Coefficients
To model the aluminum transport in TEXT only the simplest, anomalous model pos-
sible, namely one with only a constant diffusion coefficient Do and zero convection was
used. This model was very convenient because the diffusion coefficient could be easily
related to the observed confinement time using Eq. 5.32, which gives Do = a2 /5.783-r.
However, Eq. 5.32 also indicates that the quasi-equilibrium profiles obtained with con-
stant D are zeroeth-order Bessel functions, which does not agree with the observed
profiles shown in the last chapter. This discrepancy is further illustrated in Fig. 5.3,
which shows the temporal behavior of the central aluminum densities and three soft
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x-ray signals from each array at different chord radii (each array used a different filter);
the x-ray chord radii were approximately 0, 10, and 15 cm and the filter responses are
described in chapter 3 and Appendix C. The discharge was a low q,, high density dis-
charge. Using the constant D model with Do = 0.5 m2 /s, the time dependence of the
central x-ray signals were matched easily, but the outer x-ray signals calculated in the
simulation were much too low. Also note that the central hard filter x-ray signal from
the simulation was too low by almost a factor of 2.
Sawteeth, which act as a source of impurity particles in the outer plasia by peri-
odically expelling material from the center, cannot alleviate the discrepancies between
the constant D model and the experimental observations. Fig. 5.4 shows results from
a constant D simulation including sawteeth. The effect of the sawteeth was to reduce
the value of D required to match the temporal behavior of the data by about 20%, but
the sawteeth did not broaden the profiles enough to match the large x-ray signals in the
outer part of the plasma. Furthermore, impurity profiles observed in discharges with
only small sawteeth could not be explained with only a constant diffusion coefficient
either. If the sawtooth were the principal cause of disagreement with a constant D
model, one might expect Do to work well in a weakly sawtoothing discharge. For exam-
ple Fig. 5.5 shows the results of a simulation for a low density, high q" discharge with
very small sawteeth using Do = 0.4 m 2 /s. The simulated x-ray signals in the outer part
of the plasma were again much smaller than the observed signals. (In this discharge
the rapid rise and fall of the central hard-filtered x-ray signal (Fig. 5.5d) just after the
injection was not due only to aluminum radiation, but mostly to a fast transient in the
electron temperature due to the injection. This transient completely died away within
20 ms after the injection.)
In a sense, the atomic transition rate coefficients (I and R) constitute another pair
of free parameters in the numerical modeling in addition to the transport coefficients.
These transition rates can affect the x-ray signals calculated in the simulations, espe-
cially in the outer regions. This is because the balance between ionization and recombi-
nation strongly impacts the amount of highly ionized impurities that can be transported
to the outer regions before recombining. Furthermore, the atomic transition rates de-
termine the relative signal levels in the arrays with different filters. The ionization rates
are known with relative accuracy, but there is some uncertainty in the recombination
rates, especially in the dielectronic recombination component. Recombination coeffi-
cients from several different references are compared in Appendix E, where it is shown
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Figure 5.3: Simulation results using a constant D model are compared to data from a
low q, high density discharge in TEXT. Sawteeth are not taken into account in this
simulation. a) The central aluminum densities peak near 17 ms, then decay with a time
constant of 23 ms. b) Only the temporal behavior of the central soft x-ray signals are
matched well using D = 0.5 m 2 /s; but the outer x-ray signals from the simulation are
too low. (The different signals are from different chord radii: top trace, r = 0; middle
trace r ~ 10 cm; and bottom trace, r ~ 15 cm.) c) The central krypton filter signal was
also matched well, and d) the hard filter signal was too low by almost a factor of 2.
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Figure 5.4: Simulation results using a constant D model, including the effect of sawteeth,
for the same discharge as shown in Fig. 5.3. The temporal behavior of the central soft
x-ray signals are again matched well using D = 0.35 m 2 /s (30% smaller than without
sawteeth), but again the outer x-ray signals from the simulation are too low.
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Figure 5.5: Simulation results using a constant D model are compared to data from a
high q., low density discharge with very small sawteeth in TEXT. As in the low q case
(Figs. 5.3 and 5.4), the central soft filter x-ray data is matched well, but the signals from
the outer part of the plasma are too low in the simulation. a) The central aluminum
densities, b) the soft filter x-ray data at chord radii of about 0, 10, and 15 cm, c) the
krypton filter x-ray data, and d) the hard filter x-ray signals. Note D = 0.4 m 2 /s here,
smaller than in the low q, simulation without sawteeth.
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that the recombination rates from Ref. [204] may be as much as a factor of 2 too high for
the H-like and He-like charge states (These rates were used in the simulations shown
in Figs 5.3-5.5.)
Thus to determine the effect of varying the recombination rates, a simulation was
performed for the same discharge as shown in Fig 5.3. The total recombination rates
into the He-like and Li-like states were reduced by a factor of two, as suggested by the
results from Ref. [223]. The result of this simulation is shown in Fig. 5.6. The main
difference was that the H-like state density was increased by almost a factor of 2. In the
x-ray signals the outer channels were increased somewhat because of the higher density
of highly-ionized aluminum in the colder part of the plasma. However the increase in the
outer signals was still not large enough to match the data; the simulated filter A signal at
0.15 m was still a factor of two too low. The central hard filter x-ray signal was increased
by about 25%, and the outer hard filter signal was increased to the point where it did
agree fairly well with the data. The conclusion from this exercise is that decreased total
recombination into the He-like and Li-like states improved the simulation with respect
to the data, but a factor of 2 decrease was not sufficient to bring the simulation into
complete agreement with the data.
It is obvious from the simulations shown above and from the aluminum profiles in
chapter 4 that some mechanism is required to transport the higher charge states rapidly
toward the plasma edge. This has not yet been found. However, the constant diffusion
coefficients used above match the central data well.
5.6.2 Transport Simulation with Neoclassical Coefficients
A simulation using neoclassical coefficients was performed-for a single well-diagnosed
TEXT discharge. The discharge conditions were 2.8/320/6. The ion temperature was
measured in an identical discharge using an active charge exchange system [203]. The
carbon density profile, averaged over a sawtooth period, was measured using charge
exchange recombination spectroscopy in a similar sawtoothing discharge. The carbon
density profile was found to be slightly broader than the electron density profile [62].
Thus for the simulation the carbon profile was assumed to be similar to the electron
density profile, and the absolute density was chosen to yield a Zeff that matched the
total plasma current through Spitzer resistivity. Profiles of the other intrinsic impuri-
ties (oxygen, titanium, iron, and chromium) in TEXT are not well known. The effect
of oxygen should be similar to that of carbon because of its similar mass and charge.
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Figure 5.6: Simulation results using reduced recombination rates. In this case the H-like
state density and the fully stripped state density were increased by almost a factor of
2 in the plasma center. In the x-ray signals the outer channels were slightly increased,
but still not by enough to match the data.
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Therefore, a model with only carbon should adequately cover the effects of light impu-
rities. The heavy impurities were neglected; their densities were much lower than that
of the light impurities, but heavy impurity effects could be important because of their
higher collisionality.
The neoclassical transport coefficients were calculated from the ion temperature,
electron density, and carbon density profiles using the formalism described in chapter 1.
As mentioned in that chapter, no explicit theoretical formulae exists for a trace im-
purity frictioning on working ions and a main impurity, except in the Pfirsch-Schliiter
collisionality regime. To calculate the classical particle flux, the Pfirsch-Schliiter result
was therefore used, divided by 2q 2. This is accurate because the classical and Pfirsch-
Schluter fluxes only differ by a factor of 2q2 (compare Eqs. 1.29 and 1.31), and the L
coefficients depend only on collisionality and mass ratios. The classical coefficients are
then written
c2 T LiT
DAtj 2 (5.39)
e- t Be nA el
Cl c 2 T LR  9 1nni
eAt B2nA [ ei r
(L1 +L 2  8lnn, + L 1 + L 2 + L3 L + LT alnT (+4 -1 +2 + 
. (5.40)
el ) Or el ei r
To calculate the neoclassical coefficients in the banana-plateau regime, the condition
of ambipolarity is considered:
zAr =-Z - ZH FB (5.41)
The individual carbon and hydrogen fluxes are then written in terms of the friction
using the banana-plateau part of Eq. 1.15,
BP I (F11 B) I(F",B)
ZAlrat = - 'I + , (5.42)e (B 2 ) e (B 2 )
where I = RB4. Then the friction terms Fci and FHI are divided into components.
For example, the carbon friction is the sum of carbon-hydrogen friction and carbon-
aluminum friction:
ZAI = I((F )B) I ((FJ%1 BF)B (5.43)
Note that FCHI -F" 1 , so these terms cancel and the result is
Z BP = (FCAIB) I (F ) (5.44)
e (B2) e (B2)
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Thus the aluminum flux has two components- the flux driven by friction on carbon and
the flux driven by fricti,.-n on hydrogen. To obtain the total D and V for aluminum
these individual components were obtained by applying Eq. 1.30 twice, once with i =H
and I =Al, and again with i =C and I =Al. The banana-plateau coefficients are then
DB = 3c 2T 1,(5.45)
SB02 R e'i~ \11K,31 + 11K,
and
,BP 3c 2T 1
B()Rge' nAl \1IKJ 1+ 1/K 1 1[ et Oln nj _ ln T /3 ZAI ZAI K 2  K^jIA2
3 xr O - + KI KAL j (5.46)
311 il/
where the sum over j represents the application of Eq. 1.30 twice, and the index j
represents either H or C. Again, the viscosity coefficients K131 and Kj2 were obtained
using Eq. 1.24. The Pfirsch-Schluiter coefficients are
PS 2c 2 Tq L(5
DAt = eA (5.47)
and
VPs 2c 2Tq 2 [L lnni +L 1 + L 2 aIn ni
eeAB nAI e[ 6 r e Or 
+(LI+L2 +L 3 )+ ,nT (5.48)
el ei ) OrII
where again the L coefficients are given in Appendix B. Examples of the neoclassical
transport coefficients from this calculation are shown in Fig. 5.7. The diffusion coefficient
and convective velocity are shown for He-like aluminum with a constant density of
5 x 1016 m- 3, which corresponds to the approximate aluminum density measured during
the injection experiments. The banana-plateau diffusion is dominant in the plasma
center, the Pfirsch-Schliiter diffusion is dominant nearer the edge, and the classical
diffusion is small, but significant, across the entire plasma. In the convection term
the Pfirsch-Schluter contribution is by far the dominant term. The temperature and
ion gradient terms combine in VPS to create a large outward convection in qualitative
agreement with the experimentally required convection. The ion collisionalities are
shown in Fig. 5.8, which shows that the aluminum ions are indeed in the plateau regime
inside of about 7 cm, and in the Pfirsch-Schliiter regime outside of 7 cm. (Recall
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Figure 5.7: The neoclassical diffusion and convection for He-like aluminum are shown.
In the diffusion coefficient the banana-plateau term is dominant in the center, and the
Pfirsch-Schliiter term is dominant toward the plasma edge, because of the increasing
collisionality. In the convection coefficient the Pfirsch-Schluter term is dominant across
the entire plasma, and it is directed outward because of the ion temperature gradients.
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Figure 5.8: The collisionality parameter is shown for the working hydrogen (H) ions,
the main carbon impurity (C) and the injected aluminum (Al). The aluminum was in
the plateau regime (&3/2V. < 1) in the plasma center, and in the Pfirsch-Schliiter regime
farther out. This explains why the banana-plateau diffusion coefficient was dominant
near the plasma center (see Fig. 5.7).
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Figure 5.9: The result of a transport simulation using the neoclassical coefficients from
Eqs. 5.39-5.48 is shown. a) The central densities obtained in the simulation were very
small. b) The quasi-equilibrium profile was peaked because the edge density was eroded
outward by convection faster than the central particles diffuse out.
the collision frequency boundary between the banana-plateau regime and the Pfirsch-
Schliiter, regime is E3/2V.
The result of a numerical simulation using the neoclassical coefficient including saw-
teeth is shown in Fig. 5.9. The neoclassical results do not agree with the experimental
data. The central densities achieved with the neoclassical coefficients were much too
small by about 12 orders of magnitude. This was because of the strong outward con-
vection, which prevented the aluminum from moving toward the plasma center (see
Fig. 5.7). The aluminum density profile eventually peaked, but not because of an in-
ward pinch. Rather, this peaking occurred because the material near the edge was
transported outward faster than the material near the center. Thus the experiment
implies transport different from neoclassical predictions; specifically the ratio of D to V
must be greater than the neoclassical values to allow the aluminum ions to diffuse into
the plasma before they are transported out by the convection.
This result is interesting, because it is in direct contrast to the common belief that
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neoclassical transport universally results in peaked impurity profiles. In this case the
aluminum starts in the edge region, where it is highly collisional, and thus in the Pfirsch-
Schliiter regime. In this collisionality regime, temperature gradients prevent impurity
peaking--so called "temperature screening." On the other hand, temperature gradient
terms in the banana-plateau collisionality regime lead to "temperature peaking."
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Chapter 6
Comparison of Measured
Particle Transport Coefficients
on TEXT from Different
Techniques
It is informative to compare the results of this impurity transport study with previous
results of particle transport experiments in TEXT. To this end Table 6 compares many
measured particle transport coefficients from TEXT.
Many experimental techniques have been applied to the problem of determining
particle transport coefficients. In TEXT these methods have included spectroscopy of
impurity line radiation or charge exchange recombination radiation, electron density
profile measurements coupled with H, determination of the neutral hydrogen source
distribution, sawtooth pulse propagation (SPP) from high resolution interferometry,
pellet injection, gas puff (G.P.) and oscillating gas puff (OGP) experiments, arid the
x-ray imaging method described herein. All these methods yielded generally similar
values for D (typically on the order of 0.5 ~ 2.0 m 2 /s) and V (typically on the order of
5 ~ 30 m/s). A notable exception in the case of D is the result from Ref. [196], where D
near the limiter radius, calculated from measurements of the turbulent electron density
fluctuations and potential fluctuations, was found to vary rapidly with radius from ~ 12
m 2 /s, 2 cm inside the limiter radius, to ~ 1 m 2 /s, 1 cm outside the limiter radius. It
is important to note that the methods used for this measurement are the only ones
used to determine D near the edge [224]. All other methods, including x-ray imaging
diagnostice, give a value for central D. The value of D found from the measurements
of turbulent fluctuations, combined with the measured electron density gradient was
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Table 6.1: This table summarizes the results from measurements of particle trans-
port coefficients in TEXT using various experimental methods: S=spectroscopy,
SPP=sawtooth pulse propagation (of electrons), CXRS=charge exchange recombina-
tion spectroscopy, GP=gas puff, OGP:zoscillating gas puff, XRI=x-ray imaging. The
columns labeled fD and fv describe the radial dependence of the diffusion coefficient
and convection respectively.
Measured Particle Transport Coefficients on TEXT
Method Species Condition Do(m 2/s) fv Vo(m/s) fv r(m) Ref.
S Sc 2.8/200/4.2 0.9±0.2 const. 6.0±0.5 Vo(r/a) - [35]
FIR n.+ H 2.0/200/4 10-1 rapid - - .25-.28! [196]
H. source
SPP e 2.0/300/4 5.5 const. - - 0.14-0.26 [58]
SPP e 2.0/200/4 2.1 const. - - 0.14-0.26 [58]
CXRS C 2.8/250/3(6*) 0.15±0.02 const. 6.5±1.0 Vo(r/a) - [52]
S Sc 2.8/300/3.5 1.0 const. 10 Vo(r/a) - [225]
G.P. H 2.8/300/3.5 1.5±0.02 const. 29±9 Vo(r/a) <0.2 [225]
OGP H 2.8/300/4.0 0.6 const. 5.0 Vo(r/a) <0.26 [217]
OGP H 2.8/300/6.0 0.23 const. 1.7 Vo(r/a) 0.26 [217]
OGP H 1.5/150/1.0 2.30 const. 21.0 Vo(r/a) <0.26 [217]
XRI Al 2.8/320/6.0 0.35 const. - - <0.10 f
XRI Al 2.8/160/2 0.4 const. - - <0.10 f
Carbon transport was measured after a frozen hydrogen pellet was injected into a plasma with
central line averaged density = 3 x 1019 m 3 , raising the density to 6 x 10"9 m 3 .
t This work.
+ Again, this is the only method applicable to the edge region [224].
shown to give a particle flux consistent with the flux inferred from the electron density
profile and source measurements. Another deviation from the general results for D was
found for carbon (D ~ 0.1 m 2 /s) transport following pellet injection [52]. In that case
D was close to the neoclassical prediction.
The values of constant Do used in the previous chapter to match the central x-
rav signals are included for comparison. They are in good agreement with the other
values, especially the values of D found for the working ions during oscillating gas puff
experiments.
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Chapter 7
Summary and Conclusions;
Suggestions for Future Work
7.1 Summary
This thesis has described a set of impurity transport experiments performed in TEXT
using multiply filtered x-ray imaging arrays. Aluminum was injected into TEXT and
temporally resolved radial profiles of the absolute density of the three highest charges
states were measured with the x-rav imaging system.
The model for calculating the x-ray emissivity was outlined in chapter 2. It included
continuum from breMsstrahlung and radiative recombination, and lines from collisional
excitation. dielect rn)ric recombination, and recombination into upper levels. All the
numerical paramelers for calculating this radiation are tabulated in Appendix C.
The x-ray imaging system was described in chapter 3. The entire system consisted
of 92 x-ray detectors in three arrays viewing the plasma from the same toroidal loca-
tion. The horizontal x-ray array was absolutely calibrated, and the vertical array was
cross-calibrated relative to the vertical array. In the course of the absolute calibration
measurements it was determined that the sensitive depth of silicon surface barrier de-
tectors is determined by the physical thickness of the detector, not the thickness of the
depletion layer. This result will be particularly important for x-ray imaging systems
used to diagnose very high temperature plasmas. The x-ray imaging system was used
to measure profiles of injected aluminum in TEXT. For the first time a set of three
filters was used to measure the density of three different impurity species. One of the
filters was a novel krypton edge absorption filter to discriminate between the He-like and
H-like aluminum charge states. Another filter with a higher low energy cutoff, sensitive
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primarily to radiative recombination, was used to separate the fully stripped aluminum
density.
Experimental results were described in chapter 4. The aluminum ion confine-
ment time was measured in many discharges, and a confinement time scaling was
found by performing a regression analysis on the data. The resulting scaling was:
rc 571 Z!fjA 5 s ; (mi/Zi)0 -57 . This is the first report of the density and isotope
charge (Zi) dependence of r, in TEXT. Sawtooth-averaged aluminum density profiles
were measured in several different discharge conditions. The profiles were fairly flat
relative to the electron density profile. Sawteeth apparently strongly determine the
aluminum profile shape, since discharges with short sawtooth periods exhibited hollow
profiles, and discharges with small sawteeth exhibited slightly peaked profiles.
The charge state distribution from these profiles was found to be close to coro-
nal equilibrium except in those discharges with very fast sawteeth or else a very large
sawtooth inversion radius. Density profile changes during sawtooth crashes were also
measured. Immediately after an injection the soft x-ray signal is rising and the impu-
rity density is peaked near the plasma edge. At that time, the sawteeth can strongly
enhance the inward impurity transport, ostensibly by periodically destroying the flux
surfaces. In the later decay phase of the soft x-ray signal, after the x-ray signals have
peaked, sawteeth also modify the aluminum density profiles by periodically ejecting
material from the plasma center. Those discharges with the longest sawtooth periods
obtained the most peaked aluminum density profiles. Thus the sawteeth may play a role
in preventing central impurity accumulation. Some preliminary evidence for up-down
asymmetric density profiles was also presented in chapter 4. The observed experimen-
tal asymmetry parameter was of the same order as neoclassical predictions. This was
not necessarily anticipated since the overall impurity transport could not be adequately
modeled using only neoclassical transport coefficients.
Numerical transport simulations were described in chapter 5. Using anomalous
transport coefficients the data could not be matched with either a constant D model
or a constant D, linear V model. Neoclassical simulations were also unsuccessful at
matching the experimental data. The neoclassical convective velocity, driven by ion
temperature gradients and ion density gradients in the Pfirsch-Schluter collisionality
regime, is very large and directed outward. This prevented any significant amount of
aluminum from ever reaching the plasma center.
179
7.2 Future Work
In principle, the method of x-ray imaging can be used to measure profiles of intrinsic
impurities as well as injected impurities The situation is complicated in TEXT because
there are several different intrinsic impurities. Carbon is the primary light impurity, but
there is also a significant amount of oxygen. Titanium from the limiter is the primary
high Z impurity, but there is also iron, and to a lesser extent chromium and nickel, from
stainless steel. Profiles of the fully-stripped carbon and oxygen were measured using
active charge exchange recombination spectroscopy [62]. The charge state distribution
of the heavy impurities is not well known. However, with improved spectroscopic infor-
mation in the x-ray region, this issue could be addressed. If the charge state distribution
of the heavy impurities were known, the x-ray imaging method could be used to obtain
profiles of the carbon and titanium. This would be of great importance since it would
yield Zqff(r) with good spatial and temporal resolution.
Further work on improving the observations of up-down asymmetries is also tenable.
The first step would be to repeat some impurity injections and systematically rule out
the possible causes other than impurity density profiles listed in chapter 4. The second
step would be to check the Z 2 scaling predicted by Eq. 4.31. Again a spectroscopic
measurement would also be valuable. For example, a rotating mirror system could be
used to scan the plasma vertically. If the asymmetries were real and disagreed with
neoclassical theorv, an explanation for their existence should be sought.
To improve the neoclassical modeling discussed in chapter 5, more accurate profiles
of the carbon and titanium are required. As mentioned above, the x-ray imaging system
may be able to provide profiles of the intrinsic impurities. If the heavy impurities are
important in determining test impurity transport, further development of neoclassical
transport theory is also required. A four-species, possibly mixed regime, theory would
be necessary to treat the aluminum, hydrogen, carbon and titanium transport all self-
consistently.
Injected impurity transport was examined in only some of the normal TEXT oper-
ating regimes. It will be interesting to repeat some of the same experiments in other
regimes. For example aluminum could be injected into ECH-heated plasmas or into
plasmas after impurity pellet-injection. These experiments might help provide a more
fundamental understanding of the impurity transport by exposing changes in the trans-
port due to various perturbations.
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Finally, the capability of the x-ray imaging system could be improved to be more
useful for the fortho mring TEXT upgrade. In particular the arrays could be modified
to allow better imaging of the edge region. Understanding edge plasma phenomena is
crucial for understanding improved confinement under H-mode conditions, one of the
primary goals of the TEXT upgrade. Several specific improvements would be required to
adequately perform edge imaging with the existing arrays. First the beryllium windows
must be replaced with filters that have much lower energy response, or a filter wheel with
several different filters could be added to the arrays (a five-position filter wheel already
exists in the vertical array). Second the preamplifiers must be improved, perhaps by
incorporating a switchable gain, to increase the dynamic range of the system to allow
simultaneous edge and central imaging. With these two changes edge plasma behavior
such as ELMs may be studied with the imaging system. Detailed quantitative impurity
studies in the edge may not be possible with the x-ray imaging system alone because of
the complicated spectrum in the UV and VUV wavelength region. However, the mode
structure of ELMs, and their impact on global plasma behavior could easily be studied.
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Appendix A
Neoclassical Calculations of Kff 1
in the Pfirsch-Schlfiter Regime
From Ref. [24], the viscocity matrix in the Pfirsch-Schliter collisionality regime is writ-
ten
Kj= " (A.1)
where
a a (A .2)
,a (7/2)(q. I qao' )12 -. 21, (A, 3)
a (49/4)(J.' i qaOO + 2q.0)
22 Q(A. 4)
and
Q. = (2/5)(qa0 q.1 - qalq.) (A.5)
q. ' bne (qab - 6-brd) (A.6)
The q.3 matrix elements are given explicitly for Coulomb collisions (with xab = vTb/Va),
as
00 X2 -3/2
qab =(3 + 5 ab )(1 + ab) (A.7)
4b (3+ 7x3b)(1 + Xab)/ (A.8)
35x6f + 7 X4 + 18
5 2 +2
qab2 (1 + Z )7/2 (A.9)
and the ri matrix elements are
7b (A.10)
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Appendix B
Neoclassical Calculation of the
Trace Impurity Flux in the
Pfirsch-Schluiter Regime
Coefficients for Eq. 1.28 are summarized, from Ref. [24]. They are
L,= mini (do + 0.236d 3)
IT
mini [I - C (Zii, 0)],
TDT
L2 = Myn"(0.236d 3 ),T IT
L3 mjnj d3 ,TIT
LTT = mini d+ mini
7IT riT
L C, (2ir,,0),
TL T
L12 TiC2(ZDI,0),
wtna
where the collision times Tab are defined below. The variables labeled d are
do (MT) 1/2 _ 00
1N 0 -
01 N"
d2 
, 0
d3  Z2 d20.885 T
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(B.1)
(B.2)
(B.3)
(B.4)
(B.5)
(BM6)
ifif 10O
4
( ,O2
S, 0 12
(B.7)
(B.8)
(B.9)
(B.10)di ,
d, = 0,88 MT1/2
Here, the coefficients C1, C2 as functions of two arbitrary variables a and 0 are
Ci (a,-- 
- 0. 52aC1(a,3) 1 59+ a+ 1.34fl'
C2(a,Q) = 1.5 -029 + 1.20a0.59 + a + 1.34/32'
We also have defined
-i nIZ2
ni
/3-WT 2TTn,
where wTi is the transit frequency of the working ions, and
= MY, - M I 22TA I
Nat = Nsei - a a
For arbitrary species indices a and b one has
S (1 + M-(1 + x2 f- 3/ 2 = N00MIT - ± =b Mb /b,
N10' Al 10O (I + M-) (1 .2,)--/ N,210 ,
M - 1+ 4 + (+ + Xa) s/2 =± i,2 
mnb a
m +4x 42 + 'X4(I + X)-/2
4 Ta 2 bN.'1=2 , 2s(1 + Xib)-5/2'
A06 1 + a (1I + X b)-1/2 = -Xb.NO2,S1 + ( Mb±) aba
(69 2 63 4\ 2-7/2b - 6 + 6 ab+ 4. (1 + za)-/,
.'b 16 Tb X-5a (1 + Xib)-7/2,
(443/64) + 17Xb + (459/8)Xb + 28x%) + (175/8)x"b
(1 + z2 ) 9/2
2 ( 2625 T )(/2),
Zab =
VTb
VTa
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(B.12)
(B.13)
(B.14)
(B.15)
(B.16)
(B.17)
(B.18)
(B.19)
(B.20)
(B.21)
(B.22)
(B.23)
(B.24)
(B.25)
(B.26)
M22 _
where vTa = V2T/m,. It is important to note that
AfM6 N j 0, (B.27)
MA = (B.28)
Nab _ b, (B.29)
TaVT. TvTb'
and the collision time is taken from Braginskii [69] to be
( 3v ) m A ma233'rab = 4/- 4- rnaeVT.l n. < Mb (B.30)
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Appendix C
Atomic Parameters for X-Ray
Emissivity Calculations
This appendix contains the atomic physics parameters and references for the calculation
of line-radiation from several impurities: aluminum, silicon, titanium and iron. The
parameters for aluminum and silicon were tabulated because these are the elements
injected into TEXT for impurity transport studies. The parameters for titanium and
iron were tabulated because these are the dominant high Z intrinsic impurities in TEXT.
Plots of most of the power functions calculated for impurities and filters relevant to this
work are shown at the end of the Appendix. The parameters listed for each collisionally
excited transition are the wavelength A(A), the energy E(keV) and the oscillator strength
fj. The line intensity is always calculated with the Gaunt factor < gij > assumed to
be equal to 0.2 [78] for use in Eq. C.1
-i >ehv/T
Pij = 5.06 x 1 0  < keVcm 3 , (C.1)
with hv and T, both in keV. Some authors prefer to set the oscillator strength at some
constant value and adjust the Gaunt factor to achieve the proper line intensity [98]. 1
have taken the approach of maintaining < gi3 > constant and varying fi, to maintain
the correct product fi < gij >. It is important to realize that the two methods obtain
the same overall line intensities.
Parameters for calculating the total line intensity from dielectronic satellite lines are
also given in this appendix for H-like and He-like ions. The parameters listed are for
use in Eq. C.2
P, = 5.23 x 10-21 7 -qQd e- F/T keVcm 3 s'. (C.2)
g2 (Te) 3/2
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The particular parameters listed include the average satellite energy E, (keV) and the
total dielectronic rate coefficient Qd - E a gA,.Ag/(A, + E A,) for both H-like
satellites
and He-like ions. The parameters for aluminum are listed in Table C.1, those for silicon
are in Table C.2, those for titanium are in Table C.3, and those for iron are in Table C.4.
Using the method described in chapter 2, and the parameters shown in this appendix,
the total x-ray power functions for several combinations of impurity species and x-
ray absorption filters were calculated. Table C.5 lists the characteristics of all the
x-ray filters used in the imaging arrays on TEXT. Figures C1, C.2, C.3, and CA
show the x-ray power functions for the main intrinsic impurities in TEXT: carbon,
oxygen, titanium, and iron. Since the charge state distribution is not known for these
elements, coronal equilibrium was assumed for the calculations. This should be a good
approximation for carbon and oxygen, because the binding energy of the last electron
is low compared to typical TEXT temperatures near the plasma center. Thus these
ions should be fully stripped over the portion of the plasma where the x-ray signal is
strong. However, the accuracy of the assumption of coronal equilibrium for titanium is
unknown.
The power functions for injected aluminum are shown in the next four figures. Fig-
ures C.5, C.6, C.7, and C.8 show the x-ray power functions for the four highest charge
states of aluminum for filters A, D, F and G respectively. The latter two filters are both
krypton filters with different krypton pressure used in the Array A vacuum box.
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Table C.:
Atomic Physics Parameters for Aluminum (Z=13)
Line Parameters
Transition A(A) E(keV) fj, AREC
H-like ions:
ls 2 S11 2 - 2p 2 P3/2 7.170 1.729 0.26 3.99
Is 2S1/2-2 p 2p1/2 7.170 1.729 0.26 -
13 2 S 1 2 -3 p 2 P1/ 2 6.050 2.049 0.081 0.86
He-like ions:
Is 2 1So - Is2p 'P1 7.700 1.610 0.69 9.97
1S2 So 1s 2 p 3 P2  7.810 1.588 W.09 25.64
Ie 2 10So -1ls2p 3 P 7.810 1.588 0.09 -
1k2 'S o  s2s3 aS, 7.8710 1.575 0.036 0.79
182 ISO Is3p 'P, 6.650 1.864 0.135 .37
Dielectronic Satellite Parameters
Ion E, (keV) Qd Ref.
H-like 1.709 3.037 x 1014 [89]
He-like 1.571 1.874 x 1014 [89]
77 Ref-
0.70 [98]
- [98]
0.70 [98]
0.87 [98]
0.81 [98]
- [98]
0.54 [98]
0.70 [98]
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Table C.2:
Atomic Physics Parameters for Silicon (Z=14)
Line Parameters
Transition
H-like ions:
Is 2 S 11 2  2p 2 P3/2
is 2 S 1/ 2  2p 2P1/2
Is 2 S 11 2  3p 2 P 1/ 2 , 3/2
1S 2 S1/2 - 4p 2 PI/ 2 ,3 / 2
1S 2 
- 5p 2 P1/2,3/2
1S 2S1/2 - 6p 2 P1 / 2 ,3 /2
He-like ions
Is2 'So - ls2p 1P,
1s2 1 So - 1s2p 3P2
Is2 1 So - Is2p 3P1
Is2 'So - 1s2S3 S1
Is2 1 So -ls3p 'P1
1s2 So - s4p 1i
is2 1 So - 1s5p 1 P1
A(A) E(keV)
6.180
6.180
5.220
4.950
4.830
4.770
6.650
6.690
6.690
6.740
5.680
5.410
5.290
2.006
2.006
2.375
2.505
2.567
2.599
1.864
1.853
1.853
1.840
2.183
2.292
2.344
fi3 AREC
0.503
0.503
0.080
0.022
0.0096
0.0047
0.655
0.125
0.125
0.100
0.128
0.050
0.024
3.99 0.70
0.86 0.70
0.30 0.70
0.15 0.70
0.08 0.70
9.97 0.87
25.64 0.81
0.79 0.54
0.37 0.70
0.18 0.70
0.10 0.70
Dielectronic Satellite Parameters
Ion P,
H-like
He-like
(keV) Qd Ref.
1.984 2.072 x 1014 [89]
1.836 2.451 x 1(14 [89]
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-q Ref.
[98]
[98]
[98]
[98]
[98]
[98]
[98]
[98]
[98]
[98]
[98]
[98]
[98]
Table C.3:
Atomic Physics Parameters for Titanium (Z=22)
Line Parameters
A(A) E(keV) fA Ref.
2.490 4.979 0.405 [91,92]
2.496 4.968 0.382 [91,92]
Transition
H-like ions:
Is 251/2 
- 2p 2 P3/2
Is 
- 2p 2 P1/2
He-like ions:
1s 2 1So - Is2p 1 P1
1s2 'So - 1s2p 3 P2
Is2 'So - 1s2p 3P,
1S2 'So - 1s2s 3S,
Li-like ions:
1s 2 2p 2 P3 / 2 - 1S 2 4d 2D 5 /2
1s 2 2p 2 P3 / 2 - 1S 2 4d 2 D31 2
1s 2 2p 2 P1 / 2 - 1s 2 4d 2 D 3 /2
1s 2 2s 2S112 - 1S24p 2 P1/2,3/2
1s 22p 2 P3 / 2 - 1s 2 5d 2 D5 /2
1s 22p 2 P3 /2 - 1S2 5d 2 D 31 2
1s 22p 2 P1 / 2 - 1S2 5d 2 P5 /2
1s 22S 2 S 1/ 2 - 1s 25p 2 P11 2,3/2
1s 22p 2 P3 / 2 - 1s 2 6d 2 D5 /2
1s 22p 2 P3 / 2 - 1s 2 6d 2 D 31 2
1s 2 2p 2 p1/2 - 1s 2 6d 2 D 3/2
1S 2 2s 2 S2 , 2 - 1S2 6p 2 P1 /2,3/2
122s 2S1/2 1s 2 7p 2 P1/ 2 ,3 /2
122s 2S1/2 1. 2 8p 2 P1/2,3/2
1s 2 2p 2 P3/ 2  1S2 7d 2 D5 1 2
1s 2 2p 2P 3/ 2 - 1s 2 7d 2D 3/2
1s 2 2p 2 P1,/ 2 - 1S2 7d 2 D 3/2
1s 2 2p 2 P3/ 2 - 1s28d 2 D 3/2
1S 2 2p 2 P3 / 2 - 1s 2 8d 2 D5 / 2
1S 2 2p 2P1 /2 - 1S2 8d 2 D 3 /2
1s 2 2p 21P3/2 - 1s2p2 2 D s / 2
1s 2 2p 2P1 /2 - 1s2p2 2D 3 /2
1s 2 2p 2P1/2 1s2p2 2p1/2
1s 2 2p 2P 3 / 2 - 1s2p 2 2P3/2
4.751
4.735
4.728
4.703
1.037
1.037
1.044
1.083
1.160
1.160
1.168
1.206
1.227
1.227
1.234
1.274
1.314
1.341
1.267
1.267
1.274
1.293
1.293
1.300
4.704
4.711
4.714
4.735
0.464
0.122
0.116
0.287
0.110
0.012
0.120
0.099
0.040
0.0045
0.045
0.040
0.0198
0.0022
0.0221
0.0211
0.0124
0.0077
0.0113
0.012
0.0126
0.00079
0.0071
0.0083
0.190
0.310
0.280
0.330
[93,94]
[93,94]
[93,94]
[93,94)
[226]
[226]
[226]
[226]
[2261
[226]
[226]
[226]
[226]
[226]
[226]
[226]
[226]
[226]
[226]
[226]
[226]
[226]
[226]
[226]
[226]
[226]
[226]
[226]
Dielectronic Satellite Parameters
Ion E, (keV) Qd Ref.
H-like 4.964 1.326 x 10'r [91,92]
He-like 4.699 1.933 x 1015 [92]
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2.610
2.618
2.622
2.636
11.958
11.958
11.872
11.452
10.690
10.690
10.620
10.278
10.109
10.109
10.046
9.733
9.434
9.246
9.788
9.788
9.733
9.591
9.591
9.534
2.635
2.632
2.630
2.630
Table C.4:
Atomic Physics Parameters for Iron (Z=26)
Line Parameters
Transition - (A)
H-like ions:
Is 2 - 2p 2 P1/2  1.782
1S 2 S1 / 2  2p 2P3/2  1.777
1S 21/2 - 3p 2 P,/ 2  1.510
1S 2S1/2 - 4p 2 P1/2,3/ 2  1.430
Is 2S,1/2 - 5p 2 P1/2,3/2 1400
1s 2S1/2 - 6p 2 P1/ 2 ,3/ 2  1.390
He-like ions:
1S2 'So - 1s2p 'P1 1.850
12 'So -1s2p 3P 2  1.855
1S2 'So - ls2p 3P, 1.859
1S2 'S0 - ls2s 3 S, 1.868
Is2 'So - Is3p 'P 1.592
1s2 'So - 1s4p 1P, 1.518
Is 2 'So - 1s5p 'P . 1.460
Li-like ions:
1s22S 2S1/2 - 1523p 2 P1/ 2  10.650
1s 22s 2S1/2 - 1S2 3p 2 P31 2  10.610
1S22S 2 S1/2 - 1S24p 2P 1/2  7.989
1s22S 2S1/2 - 1S24 2 P3/2 T979
1s 22S 251/2 - 1S25p 2 P3/ 2  7.233
1s 22S 251/2 - 1s2s2p 2 P1/ 2  1.863
1s22S 2S'/2 ls2s2p 2 P3/ 2  1.861
Be-like ions:
15 2 2S 2 ISo 1s2s 2 2p 1 P 1.872
B-like ions:
1S22s22p 2 P3/ 2 - 1.22S23S 2 S1/ 2  12.380
1s22s22p 2P 1/ 2 - 1 22s23S 2S 1/2  12.220
Is22s22p 2 P1/ 2 - 1s 2 2s 2 3d 2 D 3/ 2  11.727
1s 2 2s 2 2p 2 P3 / 2 - 1s 2 2s 2 4d 2 D 5 / 2  9.05
1S22s22p 2 p 1/ 2 - 15 2 2s 2 2p 
2 D 3 / 2  8.97
1s 22s 22p 2P - 1s2S22p 2 2P0  1.886
C-like ions:
1s22s22p2 3 P2 - 1s22s22p3s 3P2  13.052
1s22s22p2 3 p, 1S 2 2s 22p3d 'D 2  12.500
1S22 22 2 3P2 - 1s 2 2s 2 2p3d 3F3  12.469
1s22s22p2 3 P2 - 1s 2 2s 22p3d 3 D 3  12.401
1s 2 2s 2 2p 2 3p, - is 2 2s 2 2p3d 3 D 2  12.397
1s22s22p2 3 P0 - 1S 2 2 s22p3d 3 D, 12.262
1s22s22p2 3P2 - 1S2 2s22p3d 3 P2  12.273
1s22s 2p2 P0 _ 1S 2 2s2p2 3p 3Po 11.865
E(keV)
6.960
6.977
8.211
8.670
8.856
8.920
6.702
6.683
6.669
6.637
7.788
8.168
8.492
1.164
1.169
1.552
1.554
1.714
6.655
6.662
fij Ref.
0.426
0.426
0.069
0.019
0.0083
0.0041
0.571
0.289
0.289
0.049
0.160
0.057
0.028
0.380
0.380
0.096
0.096
0.042
0.400
0.400
[98]
[98]
[98]
[98]
[98]
[98]
[98]
[98]
[98]
[98]
[227]
[227]
[227]
[227]
[227]
[227]
{227]
[227]
[227]
[227]
6.623 0.780 [227]
1.002
1.015
1.057
1.370
1.382
6.574
0.950
0.992
0.994
1.000
1.000
1.011
1.010
1.045
0.019
0.019
0.660
0.120
0.120
0.590
0.050
0.620
0.230
0.588
0.480
1.280
0.216
0.060
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
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Transition
1s22S22p2 3p -
1s22s22p2 3p -
N-like ions:
1s22s22p3 4S3/2
1s 22s 22p 3 4S
O-like ions
1s22s22p4 3P2 -
1s22s22p4 3p
1S22s22p4 3 p _
1s22s22p4 3P2 -
1s22s22p4 3p _
1s22s22p4 3P2 -
1s22s22p4 2Pi _
1S22s22p4 3P, _
1S22s22p4 3P2 -
1S22s22p4 Po -
F-like ions:
1s22s22p5 2 P3/2
1s22s22p 2p1 /2
ls22s22p 2 P1/2
1 22s22p5 2p3/2
1s 2 2s 2 2p 5 2P3/2
1S22s22p5 2 P1/2
1s22s22p5 2 PI/2
1s22s22p5 2 P3/2
1s22s22p5 2 P3/2
Ne-like ions:
1s22s 2 2p6 I So -
1s22s22p6 'So -
1S22522p6 ISO -
1s 2 2s 2 2p6 'So -
1s22s22p6 ISo -
1s22S22p6 I5SO -
1s22s22p6 ISo -
1S22522p6 ISo -
1s22s22p6 ISo -
ie Parameters for Fe (Z=26) cont'd
EA(Af (keV) fij Ref.
1 22s2p23p 3 Po 11.698 1.060 0.060 [227]
Is22s2p23p 3 Do 11.742 1 056 0.239 [227]
- 1s22s22p23s 4P5/2
22s22p24d S2 P0
1S 2 2s 2 2p 3 3s 31)3
Is22s22p33s 3P1
Is2 2s 22p 3 3d 3 D 2
1S2 2s 2 2p 3 3d 3 D 3
1s 2 2s 22p 3 3d 3 D 2
1S 2 2s 2 2p 3 3d 3 D 3
1s 2 2s 2 2p 3 3d 3 P,
1s2 2s 2 2p 3 3d 3 P2
1S 2 2s 2 2p3 3d 3 P2
1s 2 2s 2 2p 3 3d 3 D1
- 152 2s 2 2p4 4D 3 /2
- 1s 2 2s 2 2p 4 3d 4P 3 /2
- 1S22s22p43d 4 PI/2
- 1s22s22p43d 4P1/2
1s 2 2s 2 2p 4 3d 4P 3 /2
- 1 2 2s 22p43d 2 S12
- 1 2 2s2 2p43d 2 P3 /2
-- 1s 22s 2 2p43d 2PI/2
- 1s2 2s 2 2p43d 2 P31 2
1s22s2p63p 1 P1
1s22s2 2p54s 3P,
1s2 2s22p5 4s 'P,
1s22s22p54d 3P,
1s22s22p54d 3 D,
1s 22s 2 2ps4d i'P
1s 2 2s 2 2p55d 3D,
1s2 2s2 2p55d 'P1
1s 2 2s 2 2p5 6d 1 p
13.720
9.700
14.720
14.549
13.993
13.763
13.705
13.518
13.428
13.547
13.503
13.442
14.783
14.772
14.630
14.581
14.551
14.467
14.419
14.293
14.214
13.824
12.681
12.509
12.320
12.263
12. 121
11.251
11.130
10.660
0.904 0.042 [227]
1.278 0.160 [227]
0.842
0.852
0.886
0.901
0.905
0.918
0.923
0.915
0.918
0.922
0.839
0.839
0.847
0.850
0.852
0.857
0.860
0.867
0.872
0.897
0.978
0.991
1.006
1.011
1.023
1.102
1.114
1.163
0.038
0.023
0.460
0.240
0.460
0.740
0.370
0.410
0.250
1.390
0.050
0.260
0.740
0.240
0.140
0.006
0.210
0.031
0.014
0.210
0.024
0.040
0.090
0.310
0.410
0.140
0.130
0.060
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
[227]
Dielectronic Satellite Parameters
Ion A (keV) Qd Ref.
H-like 6.926 1.911 x 1015 [89]
He-like 6.639 1.487 x 1015 [89]
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Table C.5: This table lists the thicknesses of the materials used in the x-ray absorption
filters in the imaging system on TEXT. The filters all consisted of combinations of
beryllium, aluminum, gold, carbon, and krypton. The thicknesses are listed in the form
pt in mg/cm 2
Filter Be Al Au C Kr
A 4.69 o .0
B 4.69 0.195
C 4.69 4.86
I) 4.69 0.67
E 4.69 0,67
F 4.69 0.67
G 4.69 0.67
H 4.69 0.67
0.048
0.048
0.0
0.0
0.0
0.0
0.0
0.0
0.0 0.0
1.47 0.0
0.1) 0.))
30.5 0.0
O.) 0.357
0.0 1.73
0.0 1.48
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Figure C.1: The x-ray power functions for carbon in coronal equilibrium for filters A,
B, C, and D.
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Figure C.2: The x-ray power functions for oxygen in coronal equilibrium for filters A,
B, C, and D.
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Figure C.3: The x-ray power functions for titanium in coronal equilibrium for filters A,
B, C, and D.
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Figure CA: The x-ray power functions for iron in coronal equilibrium for filters A, B,
C, and D.
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Figure C.5: The x-ray power functions for He-like through fully stripped aluminum for
filter A.
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Figure C.6: The x-ray power functions for He-like through fully stripped alumrinum for
filter D.
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Figure C.7: The x-ray power functions for He-like through fully stripped aluminum for
filter F.
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Figure C.8: The x-ray power functions for He-like through fully stripped aluminum for
filter G.
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Appendix D
Some Comments on Abel
Inversion
D.1 Introduction
Plasma diagnostics often require inferring local plasma parameters from measurements
of chord integrals [228,229]. For example soft x-ray detectors, density interferometers,
bolometers, and monochromators measure line-integrated quantities of the form
g(p) = a f(z)dz, (D.1)
where p is the chord impact parameter, z is the chord length through the plasma, a is
the (circular) Jasma minor radius and f is the local plasma parameter of interest. The
solution to Eq. D. I has been known for some time [230], and has applications in many
fields other than plasma diagnostics [231 such as radiology [232,233,234] and astronomy
[235]. The solution is written [229]
f(r)z 1 ag dp (D.2)
7r , 9p (p2 - r2)i/2
This solution requires knowledge of profile gradients.
The normal procedure for Abel inversion is to fit the measured profile (g(p); the
brightness profile x-ray imaging) to some smooth function, calculate the gradient, and
integrate numerically to obtain the local quantity (f(r); the emissivity for x-rays). The
function chosen for fitting the brightness profile must be chosen with care, depending on
the particular shape of the profile. For example in TEXT, the most common function
used to fit the x-ray brightness profile was of the form
gpef(p) = Goe-(P1 a)O, (D.3)
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where Go, o, and t3 are the fit parameters. Two limiting cases, very broad and very
peaked brightness profiles, are discussed in this appendix.
D.2 Broad X-Ray Brightness Profiles
In TEXT discharges with high plasma current (low q), the electron density and tem-
perature profiles are quite broad. Consequently the x-ray brightness profile is also very
broad. Very broad brightness profiles can imply hollow emissivity profiles. In fact
is the emissivity profile were radially constant, the resultant brightness profile would
be parabolic. This implies that any brightness profile flatter than a parabola is the
signature of a hollow emissivity profile.
An example of a broad brightness profile and the resultant emissivity profile obtained
after Abel inversion is shown in Fig. D.1. (The solid line in the brightness plot was
obtained by numerically integrating the Abel inverted emissivity.) Note the hollowness
of the emissivity. The same brightness profile was also inverted by forcing it to not be
hollow by fitting the emissivity, not the brightness, to an exponential function of the
form of Eq. D.3. The result is shown in Fig. D.2. The hollow emissivity profile gives a
brightness profile that is more in agreement with the data.
D.3 Peaked X-Ray Brightness Profiles
In contrast. to the broad profiles found in low q, discharges, very peaked brightness
profiles are found in high q, discharges. These peaked profiles must also be inverted
with some care. When Eq. D,3 is used to fit peaked profiles, the power in the exponential
term, 0, can be less than 2. This means that the gradient -of the brightness varies more
slowly than r1 near the plasma center. When this occurs the inverted emissivity profile
can become extremely peaked because of the integration of the gradient divided by
p - r2 in Eq D.2. The result of naively applying the fit of Eq. D.3 is illustrated in
Fig. D.3. Note that the emissivity profile obtained is extremely peaked. In fact it has a
discontinuous slope at the origin. One method to avoid this effect is to force the gradient
to be linear near the origin, effectively cancelling the 1/ p2 -- r 2 in the integral. The
result of this treatment is shown in Fig. D.4. In this case the emissivity is not as peaked
as in Fig. D.3, and its slope is continuous at the origin. The resultant brightness profile
also fits the data a little better.
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Figure D.1: The measured brightness profile and the resultant emissivity profile are
shown in the case of a low q, TEXT discharge. This sort of discharge typically has
very broad electron density and temperature profiles and also broad x-ray brightness
profiles. This implies hollow x-ray emissivity profiles as shown by the inversion.
jM
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Figure D.2: The same brightness profile as shown in Fig D.1 was inverted by forcing
it to not be hollow. The brightness profile calculated from the inverted profile in this
case does not agree with the data as well as the brightness calculated from the hollow
profile.
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Figure D.3: The emissivity obtained by inverting a peaked brightness profile is extremely
peaked. In fact it is discontinuous at the plasma center.
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Figure D.4: The emissivity profile obtained by inverting a peaked brightness profile,
but also forcing the derivative of the brightness to be linear inside of about 1.5 cm, is
not as peaked as that in Fig. D.3. The resultant brightness profile also fits the data a
little better.
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Appendix E
Comparison of Recombination
Rates for Aluminum
There are uncertainties in the atomic transition rates used in the transport codes of
chapter 5. While the ionization rates are relatively well known, there can be large un-
certainties in the recombination rate coefficients. The dielectronic component of the
recombination is especially uncertain. In order to estimate the uncertainties in the
recombination rates for aluminum, values obtained using the formalism of several dif-
ferent authors were compared. The recombination rates were calculated for an electron
I emperature of I keV using the rates of Mewe [204], Shull and van Steenberg [236], and
Arnaud and Rothenflug [223]. The total radiative recombination was also calculated
for comparison by integrating Eq.2.6 over the photon energy (the lowest six quantum
shells were summed over in this calculation).
The results are displayed in the table. There is good agreement between all the
radiative recombination rates into the H-like state (within - 15%). The agreement is
not so good for recombination rates into the He-like or Li-like states. The largest dis-
crepancy is between the results from Mewe [204] and from Arnaud and Rothenflug [223].
Comparison between these results indicate that Mewe's total rates for recombination
into the He-like and Li-like states may be as much as a factor of 2 too high.
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Table E.1: The recombination rates for the three highest charge states of aluminum ob-
tained from three different references are compared. The recombination rate coefficients
are listed in 10--18 m 3 s'.
Comparison of Recombination Rates for Aluminum
full-H
Ref. a, .
204 j1A4 7-1 19
236] 1.36 ().7T8
223' 1.23 0.8,1
fq. 2.6 1.331 0,87
H-He He-Li
a a 0t O, ak atto
1.87 3.06 0.35 2.83 3.18
1.14 1 92 0.32 2.12 2.44
U.68 1.52 0.41 1.28 1.69
0.24 - -
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Appendix F
Uncertainties in Aluminum
Density Profiles
It was pointed out in chapter 4 that the contrast between the krypton filter and the
soft x-ray filter is degraded at low electron temperatures. When Te 450 eV, these
filters cannot accurately discriminate between the He-like and H-like resonance line
radiation. This appendix discusses some of the inherent uncertaintites in aluminum
densities obtained using x-ray imaging with multiple filters.
At low temperatures, there is no significant amount of fully stripped aluminum, so
Eqs. 4.1-4.3 are reduced to two equations for the soft filter and krypton filter emissivities:
A - n. InI PA(Te) + n12PA(Te) (F.1)
ne n PI,(Te) + nl2PG(Te)] (F.2)
(Even if the fully stripped state were present, its contribution to the filter A and G
signals is negligible; see Figs. C.5 and C.8.) These two equations easily give the solutions
1 CA P2 - EGP2(
n PA P - PApG, (F.3)
n12 = 1EA p G (F.4)
nP P -P P12
Using these relations, the change (or error) in nil or n12 can be easily related to a
change (or error) in ne, f, or P. The result is for nil (nl 2 has similar behavior)
6nil 6n,(F. 5)
6 EA- (F.6)
n EA k1-EGP /EAP 12
nh _ 112 [ 1 + AC pIGAA (F.7)
nil Pj' 1 - EGP /EAPG 1- 2 P 2 P
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In these expressions, 5n11/n 1 on the left-hand side is the relative error in the He-like
aluminum density. It is related to the relative error of other quantities on the right-hand
side. The uncertainty in nu is directly proportional to the uncertainty in the electron
density. So are the other charge states, so uncertainties in n, do not affect the charge
state balance, but only the absolute densities. The relation between the uncertainty in
n1 and that in the emissivity depends on the factor EGPj'/EA'P12. When this approaches
unity, uncertainties in nII due to small errors in emissivity grow large. The factor
EGP/ 2 depends on the particular discharge. It is shown for a high q TEXT
discharge in Fig. F.1. In this case it approaches 1.5 near r = 0.16 m, so the uncertainty in
n11 due to uncertainty in the ernissivity was maximum at that radius and equal to twice
the relative uncertainty in the emissivity. Finally, the uncertainty in n1 1 is related to
the uncertainty in the x-ray power function by the same factor as the emissivity, and by
the factor I/(1 - P4P1/PSPA ). Therefore when Pj PG /PG PA approaches one, small
errors in the x-ray power functions (for example, through errors in Te) will lead to large
errors in the aluminum density. This quantity is plotted in Fig. F.2. The figure shows
that the factor approaches 2 below Te ~ 400 eV, so at that temperature the relative
n,1 uncertainty is directly proportional to the uncertainty in the x-ray power function.
Between Te - 175 eV and Te - 100 eV the factor PdP19/P[SPI drops quickly from
2 to one, so when T, - 100 eV, the relative uncertainty in n11 due to uncertainties in
I he x-ray power functions becomes extremely large. Furthermore, for low temperatures
the uncertainty in the P values due to uncertainties in the electron temperature can be
large because they vary rapidly with temperature (again, see Figs. C.5-C.8).
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Figure F.: This figure shows the parameter EG P4/A4 PG for a high q, TEXT discharge
(the same as shown in Fig. 4.12). This parameter determines the relationship between
uncertainties in the'emissivity and resultant uncertainties in the He-like aluminum den-
sity. For this discharge the parameter was > 1.5, so the relative nil uncertainty was at
most twice ft/e.
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Figure F.2: This figure shows the quantity PA2Pfj/PGPA as a function of electron
temperature. The relative error in aluminum density due to uncertainties in the x-ray
emissivity is largest for T, < 400 eV, where this factor has values between 1 and 2.
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