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We study reoptimization versions of the minimum spanning tree problem. The reoptimiza-
tion setting can generally be formulated as follows: given an instance of the problem for
which we already know some optimal solution, and given some “small” perturbations on
this instance, is it possible to compute a new (optimal or at least near-optimal) solution
for the modiﬁed instance without ex nihilo computation? We focus on two kinds of mod-
iﬁcations: node-insertions and node-deletions. When k new nodes are inserted together
with their incident edges, we mainly propose a fast strategy with complexity O (kn) which
provides a max{2,3− (2/(k − 1))}-approximation ratio, in complete metric graphs and an-
other one that is optimal with complexity O (n logn). On the other hand, when k nodes
are deleted, we devise a strategy which in O (n) achieves approximation ratio bounded
above by 2|Lmax|/2 in complete metric graphs, where Lmax is the longest deleted path
and |Lmax| is the number of its edges. For any of the approximation strategies, we also
provide lower bounds on their approximation ratios.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The minimum spanning tree problem (min spanning tree) is a celebrated problem, very frequently modeling several
kinds of networks in transports, communications, energy, logistics, etc. It consists, given a graph G(V , E) with weights on
its edges, of determining a tree spanning V , of minimum total edge-weight. min spanning tree is polynomial.
The most popular algorithm for min spanning tree is the seminal Kruskal’s Algorithm [16] which consists of sorting edges
in non-increasing order with respect to their weights, and of inserting them in the current solution provided that they do
not create cycles with those already inserted. The complexity of this algorithm is O (m logn) where m = |E| and n = |V |.
Several improvements have been performed upon this result, for instance, the O (m log logn) result given independently by
[20] and [10]. More recently, [9] proposes an algorithm for min spanning tree (the best known until now, to our knowledge)
with running time O (mα(m,n)), where α is the functional inverse of Ackerman’s function deﬁned by [19]. We also quote
an implementation of Prim’s algorithm (this is another famous min spanning tree-algorithm) using Fibonacci heaps that
works in O (max{m,n logn}) [11].
min spanning tree has been studied in several dynamic optimization settings. We quote, for instance, the paper [18]
where several “dynamic trees” problems are optimally solved. Among such problems, several constrained spanning tree
problems are tackled. On the other hand, in [15], fully dynamic algorithms are presented for several kinds of connectivity
problems including min spanning tree. The setting in [15] is complementary (and hence quite different) to the ours, since
the vertex-set of the input graph G is ﬁxed there, and G is updated by insertions and deletions of edges.
The reoptimization setting can be described as follows: given an instance I of an optimization problem Π for which we
already know an optimal solution S∗ , if we slightly modify I into a new instance Ix , is it possible to compute a new solution
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needed to solve Π ex nihilo in Ix? The modiﬁcations considered here are insertions or deletions of vertices.
Reoptimization is very useful for handling instance modiﬁcations especially in the case where solutions have already
been computed for the initial instance but there is not enough time for an ex nihilo computation of a new solution in the
modiﬁed instance.
The reoptimization issue followed here, i.e., graph updates by insertion/deletions of vertices, was already studied for
several optimization problems such as scheduling problems ([17,3], see also [4] for practical applications), min tsp [1,2,
7], max tsp [2,7], Steiner tree problem [5,8,13]. It has also been used for studying classical weighted graph and covering
problems [6] as well as classical polynomial problems where the goal is to recompute an optimal solution as fast as possible
[12,14].
In particular, in [14], min spanning tree is tackled but in a different setting from ours. Reoptimization strategies are
devised there by using not only the solution on the initial instance itself, but also the sorted lists that were used to compute
this solution. Use of these lists enables devising of an optimal reoptimization strategy that computes an optimal solution in
O (
√
n ) for any edge’s insertion, deletion, or weight-modiﬁcation. Note that, in the opposite of [14] with on-line situations
are handled, our approach located in a purely reoptimization setting, consists of using only the optimal solution as available
information. The model adopted here is simpler and more “non-expert user friendly” since no “information” of how solution
of the initial instance has been computed is available. Obviously, lack of such an information, makes reoptimization longer.
Consider an initial instance I = G(V , E, wm) of min spanning tree, i.e., a graph G on a set V of n vertices, a set E ⊆ V ×V
of m edges and a vector w of edge-weights. The problems considered in the sequel are min spanning treek+ and min
spanning treek− (k < n). Consider a set X = {x1, x2, . . . , xk} of k nodes. In min spanning treek+, the instance Ix consists of
a graph Gx(Vx, Ex, wm+|E(X)|) where Vx = V ∪ X and Ex = E ∪ E(X), where E(X) ⊆ X × (X ∪ V ) denotes the set of edges
adjacent to the nodes of X . In min spanning treek−, the instance Ix , consists of a graph Gx(Vx, Ex, wm−|E(X)|) where, this
time, Vx = V \ X , with X ⊂ V and Ex = E \ E(X).
For the case of min spanning treek+ (where k new nodes are inserted together with their incident edges, Section 2),
we ﬁrst propose a fast algorithm, called REOPT1+ which, with complexity O (kn), computes a new spanning tree that
is max{2,3 − (2/(k − 1))}-approximation in complete metric graphs. Basic component of REOPT1+, as well as, of all the
other algorithms proposed in the paper, is a minimum spanning tree computation in a reduced graph. We next propose
Algorithm REOPT2+ that computes a minimum spanning tree with complexity O (kn logn). As it hopefully will become
clear in the sequel, our results remain valid for any minimum spanning tree-algorithm used as input by REOPT1+ or
REOPT2+. However, for reasons of simplicity, we instantiate the minimum spanning tree-algorithm by Kruskal’s Algorithm.
In general, dealing with Algorithm REOPT2+, if the complexity of the used minimum spanning tree-algorithm is T (m,n),
then the complexity of REOPT2+ when k is ﬁxed is T (n,n).
On the other hand, for the case of min spanning treek− (where k nodes are deleted, Section 3), our main result is
the development of a strategy which in O (kn) achieves approximation ratio bounded above by 2|Lmax|/2 in complete
metric graphs, where Lmax is the longest deleted path and |Lmax| is the number of its edges. For any of the approximation
strategies, we also provide lower bounds on their approximation ratios.
2. Node insertions
We study in this section min spanning treek+, where k nodes are inserted into the initial graph, and we analyze two
reoptimization strategies, REOPT1+ and REOPT2+. These algorithms compute feasible solutions also in the case of general
(non-complete) graphs. It suﬃces to consider missing edges as edges of, say, inﬁnite weight, or, in the metric case, to
consider such edges with weights as large as the metric hypothesis allows (such edges will not appear in an optimal
solution).
2.1. Algorithm REOPT1+
Algorithm REOPT1+ is an easy algorithm that extends an optimal solution T ∗ of G into a tree Treopt spanning the whole
Vx with running time O (kn + k logk). REOPT1+ works as follows:
1. for each node xi ∈ X , let e∗i = (xi, v∗i ) be the lightest edge linking xi to a node of V (ties are broken arbitrarily); set
E∗ = {e∗1, . . . , e∗k } and V ∗ = {v∗1, v∗2, . . . , } (note that |E∗| = k and |V ∗| k);
2. build an artiﬁcial node v ′ as the contraction of all nodes in V ∗ , so that, for all i, e′i = (v ′, xi), and w(e′i) = w(e∗i ); set
E ′ = {e′1, . . . , e′k};
3. run Kruskal’s Algorithm on the graph H(X ∪ {v ′}, (X × X)∪ E ′); let Ψ ′ be the resulting tree; replace each edge e′i in Ψ ′
with the corresponding edge e∗i and denote by Ψ
∗ the resulting set; output Treopt = T ∗ ∪ Ψ ∗ .
Indeed, Kruskal’s Algorithm called in step 3, could be any min spanning tree-algorithm. But since, as mentioned in the
introduction, the former is the most popular algorithm for min spanning tree, we have preferred to simplify the presentation
by making direct reference to it.
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spans Vx , (2) it is connected and (3) it is acyclic.
In order to prove claim (1), just observe that T ∗ already spans all nodes of V and each node of X is spanned by Ψ ∗ .
In order to prove claim (2), we need to show that the three following items hold: (i) for all y, z ∈ V , there exists a path
P (y, z) from y to z in Treopt, (ii) for all xi, x j ∈ X , there exists a path P (xi, x j) from xi to x j in Treopt and (iii) there exist
y ∈ V , x ∈ X , such that (y, x) ∈ Treopt.
For item (i), just observe that Treopt includes T ∗ that is a tree spanning V .
For item (ii), denote by P ′(xi, x j) the path from xi to x j in Ψ ′ . If node v ′ built at step 2 is not on P ′(xi, x j), then this
path exists also in Ψ ∗ and thus in Treopt. If, on the contrary, v ′ is on P ′(xi, x j), then this path can be written as:
P ′(xi, x j) = P ′(xi, xs) ∪ (xs, v ′) ∪ (v ′, xt) ∪ P ′(xt , x j)
for some xs, xt ∈ X , so that, in Ψ ∗ , P ′(xi, x j) corresponds to the union of two distinct and potentially disconnected paths
P (xi, v∗s ) and P (v∗t , x j). Since both v∗s and v∗t are nodes of the initial graph, according to item (i), there exists a path
P (v∗s , v∗t ) in Treopt. So, there exists a path from xi to x j in Treopt, and this path is: P (xi, x j) = P (xi, v∗s )∪ P (v∗s , v∗t )∪ P (v∗t , x j),
completing the proof of item (ii).
For item (iii), since the node v ′ is spanned by Ψ ′ , there exists an edge e ∈ E ′ such that e ∈ Ψ ′ and also there exists an
edge e ∈ E∗ such that e ∈ Ψ ∗ . So, there exists at least an edge in Treopt connecting T ∗ and Ψ ∗ .
Items (i), (ii) and (iii) put together, derive connectivity of Treopt.
Let us now show claim (3). Since both T ∗ and Ψ ∗ are trees, a cycle C in Treopt should necessarily be the union of two
paths P (y, z), and P ′(y, z), where P (y, z) is the unique path from y to z in T ∗ , and P ′(y, z) is the unique path from y to
z in Ψ ∗ . Nodes y and z are nodes of the initial graph, since they are spanned by T ∗ . They are also nodes of the set V ∗ ,
deﬁned at step 1 of REOPT1+, since they are spanned by Ψ ∗ . But since nodes of V ∗ are contracted into a single node in Ψ ′ ,
a path from y to z in Ψ ∗ is equivalent to a path from v ′ to v ′ , i.e., a cycle in Ψ ′ , a contradiction since Ψ ′ is acyclic.
Putting together claims (1), (2) and (3), derives that Treopt computed by REOPT1+ is a tree spanning Vx .
Proposition 1. The approximation ratio of REOPT1+ is Ω(n) even for complete graphs.
Proof. We will show that the claim holds even for minimum spanning tree1+. Consider a complete graph G on n vertices
with all edge weights equal to n+1. Here, any spanning tree T has the same weight w(T ) = (n−1)(n+1) = n2 −1. Assume
that a new node x is inserted so that the new graph Gx remains complete. Assume also that the weights in E({x}) are all
equal to 1.
The new optimal spanning tree is obviously E({x}) (a star rooted at x), and its weight is w(T ∗x ) = n. It is easy to see that
REOPT1+ will compute a spanning tree Treopt of Gx with w(Treopt) = n2, so that its ratio equals n. 
We now restrict ourselves to complete metric graphs. We prove that, in such graphs, REOPT1+ behaves better than in
general graphs since the following result holds. Let us note that our proofs also work for arbitrary (non-complete) metric
graphs. In this case we can consider missing edges as edges which are made useless by assigning the largest possible metric
weight to them.
Proposition 2. In complete metric graphs, REOPT1+ achieves approximation ratio bounded above by max{2,3− (2/(k − 1))}.
The proof of Proposition 2 requires the following Lemmata 1, 2 and 3.
Lemma 1. REOPT1+ computes a smallest among all of those spanning trees on Gx which include T ∗ .
Proof. Assume that Treopt is not the lightest tree containing T ∗ . Then, the lightest tree containing T ∗ , say T˜ , veriﬁes w(T˜ ) <
w(Treopt). Contraction of all the nodes of V in Treopt and T˜ , into a single node v transforms both of them into trees Ψ ′
and Ψ˜ , respectively, that span the vertex-set X ∪ v . Of course, w(T˜ ) < w(Treopt) implies w(Ψ˜ ) < w(Ψ ′).
Edges of Ψ˜ link either two vertices xi and x j in X , or a vertex xi in X to v . Suppose that an edge (xi, v) ∈ Ψ˜ does
not belong to E∗ . Then, replacing (xi, v) by the suitable edge e∗i ∈ E∗ in T˜ would lead to tree containing T ∗ that is lighter
than T˜ , a contradiction. Consequently, edges of T˜ belong either to X × X , or to E∗; hence, Ψ˜ is a spanning tree of H . But,
by construction, Ψ ′ is a minimum spanning tree of H ; so, w(Ψ ′) w(Ψ˜ ) and consequently, w(Treopt) w(T˜ ). 
Denote by φ the path that links the leaves of T in their order of appearance in a depth-ﬁrst-search (dfs) of T and by P
the path inside T connecting the ﬁrst visited leaf with the last one.
Lemma 2. Given a rooted tree T spanning the vertices of a complete and metric graph G, w(φ) 2w(T ) − w(P ).
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Proof. Let l be the number of leaves in T , and xi be the ith leaf to be visited in a dfs of T . Thus, x1 is the ﬁrst visited leaf,
and xl is the last one.
One can ﬁnd a non-elementary path φ′ between x1 and xl spanning all nodes of T as shown in Fig. 1(b), by a kind of
left-to-right in-order visiting of the nodes of T ; so, w(φ′) = 2w(T ) − w(P ), where P is the unique path between x1 and xl
in T (Fig. 1(a)). Indeed, each edge of T appears exactly twice on φ′ , except for the edges of P which appear only once. If
we delete each series of internal nodes in φ′ and replace them with shortcuts between consecutive leaves, we get a path φ
going through all leaves (Fig. 1(c)). Given the metric property of the graph, each shortcut is lighter than the subpath that it
replaces, so that w(φ) w(φ′) = 2w(T ) − w(P ). 
Lemma 3. Given a rooted tree T with at most k 2 nodes, the heaviest path of T has weight at least 2w(T )/(k − 1).
Proof. Let us ﬁrst notice that, inside a tree T , the heaviest path, denoted by P , necessarily connects two leaves. Up to a
rearrangement of T , we can assume that P is as in Fig. 1(a). The set P ∪ φ′ (where φ′ is as in Lemma 2), can be partitioned
into at most k− 1 sub-paths (note that as it can be observed in Fig. 1(b), φ′ can be seen as disjoint union of l − 1 subpaths
connecting two consecutive leaves). The ﬁrst element of this partition is the path in T connecting the ﬁrst leaf with the
second one, the second element is the path connecting the second leaf with the third one, and so on. Finally, the last
element is the path connecting the last leaf with the ﬁrst one, i.e., the path P itself. With respect to Fig. 1, the partition
of P ∪ φ′ is: {(1,2), (3,4,5), (6,7,8), (9,10,11), (12,13,14), P }. As P is the heaviest element of the partition, it is heavier
than the average weight of the partition, i.e., w(P ) w(P ∪ φ′)/|P ∪ φ′|.
Finally, w(P ∪ φ′) = 2w(T ) and as T has l leaves, |P ∪ φ′| = l. Considering that l  k − 1 (one of the k nodes of T is the
root), we get: w(P ) 2w(T )/l  2w(T )/(k − 1), as claimed. 
We now continue the proof of Proposition 2. The edges of an optimal solution T ∗x can be split into three distinct subsets
E0, E1 and E2 where E0 = T ∗x ∩ V × V is the subset of edges of T ∗x with no endpoints in X , E1 = T ∗x ∩ V × X is the subset
of edges of T ∗x with one endpoint in X and one endpoint in V and E2 = T ∗x ∩ X × X is the subset of edges of T ∗x with two
endpoints in X .
In general, all of these subsets are forests. In particular, E2 can be considered as the union of its distinct maximal
connected components (trees). Each of these components will be deﬁned as E2j ∪ L j , where L j is the set of edges that do
not belong to any path of T ∗x connecting two nodes of V . For each tree E2j ∪ L j , we will denote by E1j the set of edges of
E1 incident to nodes of this tree.
For example, consider the tree of Fig. 2. There exist ﬁve different maximal connected components E2j ∪ L j ; the cuts
associated to each of these components deﬁne the sets E1j . Inside each component, edges of L j are shown boldfaced. To
identify them, one must check, for each edge e of E2, if its removal disconnects in T ∗x some pair of nodes of V × V . If not,
then e belongs to some set L j , else it belongs to some set E2j . In other words, sets L j can be seen as the “last” edges of the
paths of T ∗x leading to its leaves and belonging to E2.
Fix some j. Inside the tree E2j , denote by P
max
j the heaviest path connecting two leaves (of E
2
j ), denoted by xs j and xt j .
Since E2j and L j are disjoint, both xs j and xt j have at least one neighbor in V . Pick an arbitrary node vs j among the
neighbors of xs j in V , a node vt j among the neighbors of xt j and build a path φ j from vs j to vt j which links all leaves of
the tree E2j ∪ E1j as shown in Fig. 3. Path φ j meets Lemma 2. So:
w(φ j) 2
(
w
(
E2j
)+ w(E1j ))− (w(vs j, xs j) + w(Pmaxj )+ w(vt j, xt j))
that leads to:
w(φ j) 2
(
w
(
E2j
)+ w(E1j ))− w(e∗j )− w(Pmaxj ), (1)
where, in order to simplify equations, we denote, from now on, by e∗ the lightest among edges (vs j, xs j) and (vt j, xt j).j
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Fig. 3. A tree E2j ∪ E1j and the corresponding path φ j .
Since Pmaxj is assumed to be the heaviest path connecting terminal nodes of the tree E
2
j , we get by Lemma 3:
w
(
Pmaxj
)

2w(E2j )
k − 1 (2)
where, if k = 1, then w(E2j ) = w(Pmaxj ) = 0. Combining (2) and (1), we derive: w(φ j) + w(e∗j ) + w(E2j )  (3 −
2/(k − 1))w(E2j ) + 2w(E1j ). Thus:
w(φ j) + w
(
e∗j
)+ w(E2j ∪ L j)
(
3− 2
k − 1
)
w
(
E2j ∪ L j
)+ 2w(E1j ). (3)
Since trees E2j ∪ L j ∪ E1j are disjoint, setting Φ =
⋃
j φ j , we sum (3) for each j and get w(Φ) + w(E∗) + w(E2)  (3 −
2/(k − 1))w(E2) + 2w(E1) which implies:
w
(
E0
)+ w(Φ) + w(E∗) + w(E2)
(
3− 2
k − 1
)
w
(
E2
)+ 2w(E1)+ w(E0),
where E∗ is as deﬁned in step 1 of Algorithm REOPT1+.
Let us now take a closer look at the set E0 ∪ Φ . Recall that the set E0 is a forest spanning nodes of the initial graph G .
In T ∗x , each node u of V is connected to any other node v of V by a path P (u, v). This path may include several nodes
of X , thus it might not exist in E0. We will show that set Φ reconnects E0.
Fix such a path P (u, v) and denote by X ′j = {x j1 , x j2 , . . . , x jl }, the consecutive nodes of X encountered in P (u, v) (observe
that there might be more than one subpath consisting of consecutive X-nodes in P (u, v); any of these subpaths are handled
separately). Then, P (u, v) = P (u,u j) ∪ (u j, x j1 ) ∪ P (x j1 , x jl ) ∪ (x jl , v j) ∪ P (v j, v), where paths P (u,u j) and P (v j, v) can
contain vertices of both V and X , while path P (x j1 , x jl ) only contains vertices from X . Also, edges (u j, x j1 ) and (x jl , v j)
belong to E1 and path P (x j1 , x jl ) belongs to E
2. Obviously, this last path is surrounded by two nodes of V , in our case
u j and v j . Path (u j, x j1 ) ∪ P (x j1 , x jl ) ∪ (x jl , v j) is then included in a tree E2j ∪ E1j in which nodes ui and vi are leaves. By
construction, the path φ j (which is included in Φ) goes through all the leaves of a given tree E2j ∪ E1j ; so there exists a
path between ui and vi in Φ . The above argument holds for any path of consecutive vertices of X encountered in P (u, v).
Hence, there exists a path between any pair of nodes u and v of V in E0 ∪ Φ .
Overall, we have shown that E0 ∪ Φ is a connected spanning set of V , obviously heavier than the minimum spanning
tree of V , namely T ∗ , i.e., w(E0) + w(Φ) w(T ∗) which ﬁnally leads to:
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w(T ∗) + w(E∗) + w(E2)
(
3− 2
k − 1
)
w
(
E2
)+ 2w(E1)+ w(E0).
We now focus on set T ∗ ∪ E∗ ∪ E2. Observe that the set E2 is a forest spanning nodes of X . For each connected component
E2j of E
2, we have identiﬁed a single edge e∗j which connects this component to a node vs j of V , so that for each node
x inside any of these components, there exists a path in E∗ ∪ E2 connecting x to a node of V . From this we can easily
conclude that T ∗ ∪ E∗ ∪ E2 is a connected spanning set of V ∪ X .
Recall that, by Lemma 1, Treopt is one of the minimum spanning trees of Gx that includes T ∗ . So, T ∗ ∪ E∗ ∪ E2 being a
spanning set of Gx that includes T ∗ , is heavier than Treopt, i.e.:
w(Treopt) w(T ∗) + w(E∗) + w
(
E2
)
which derives:
w(Treopt)
(
3− 2
k − 1
)
w
(
E2
)+ 2w(E1)+ w(E0).
Using the fact that w(T ∗x ) = w(E2) + w(E1) + w(E0), it is immediate to derive the approximation ratio claimed:
w(Treopt)/w(T ∗x )max{2,3− 2/(k − 1)}, which completes the proof of Proposition 2.
For k  3, the approximation ratio of REOPT1+ is 2. This ratio is asymptotically tight. Consider the instance of Propo-
sition 1. To make it metric, we just set all weights of the initial graph G to 2 instead of n + 1. The approximation ratio
becomes then 2− (1/n). For k 4, the following proposition holds.
Proposition 3. The approximation ratio of REOPT1+ is bounded below by 3− (3/√k − 1 ) + (1/(k − 1)).
Proof. Consider two groups of nodes. Inside each group all the edges have weight 0 while, between the two groups, all the
edges have weight 4. Hence, the optimum takes only one edge with weight 4 to connect the subtrees spanning each of the
two groups, both of these trees having weight 0; thus, w(T ∗) = 4.
Five nodes are inserted which form a path between the two groups as shown in Fig. 4 where all edges that are not drawn
are as heavy as the metric hypothesis allows. A new optimum is given by the union of the initial subtrees spanning each of
the two groups and of this path; so, w(T ∗x ) = 4. REOPT1+ gathers T ∗ and adds two edges with weight 0 (edges of E1), and
three edges with weight 1 to span the recently inserted nodes; thus, w(T ∗x ) = 7. The lower bound for the approximation
ratio with k = 5 is then 7/4, and the upper bound is 10/4.
The construction above can be generalized for any k  5 as shown in Fig. 5. The initial graph is composed of
√
k − 1
groups of nodes; inside each group, all edges have weight 0 and between any pair of groups edges have weight 2
√
k − 1.
The initial optimum includes
√
k − 1 − 1 edges with weight 2√k − 1 to connect the several trees spanning the several
groups whose weights are equal to 0. Then, k nodes are inserted as shown in Fig. 5. Each of the
√
k − 1 groups of initial
nodes is connected to the central inserted node by a path with
√
k − 1 new nodes. All edges not drawn in the ﬁgure are as
heavy as the metric hypothesis allows. On this instance, w(T ∗x ) = k− 1 and w(Treopt) = 3k− 2
√
k − 1− 2; hence, the bound
claimed is attained.
For clarity, let us prove the bound claimed for k = 10. The initial optimal tree T ∗ consists of √k − 1 = 3 subtrees
T1, T2, T3 each of them having total weight 0. These three subtrees are connected by
√
k − 1− 1 = 2 edges, each of weight
2
√
k − 1 = 6 as in Fig. 6(a). The k = 10 inserted nodes form a star of paths each having length √k − 1 = 3 (Fig. 6(a)).
Missing edges have weights that are the largest ones that ﬁt the metric hypothesis. Trees T ∗x and Treopt are shown in
Figs. 6(b) and 6(c), respectively.
It can be easily checked that the approximation ratio on this instance is 19/9, that is equal to the bound claimed for
k = 10. 
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Fig. 6. Lower bound for the approximation ratio of Algorithm REOPT1+ (k = 10).
Let us note that in the next section we present Algorithm REOPT2+ that is exact for min spanning tree in the reopti-
mization setting and only within a logarithmic factor slower than REOPT1+. One then could ask for the reasons to keep
the latter. There are mainly two reasons for this: the ﬁrst is because its analysis facilitates reading the analysis of Algorithm
REOPT1- in Section 3.1; the second reason is because the mathematical analysis of Algorithm REOPT1+ is interesting per
se and could be useful for other problems when tackled in similar reoptimization setting.
2.2. Algorithm REOPT2+
We now propose the following reoptimization algorithm, denoted by REOPT2+, that determines an optimal solution
on Gx: build the sub-graph H(V ∪ X, T ∗ ∪ (⋃ki=1 E(xi))) of Gx (where E(xi) denotes the set of edges incident to vertex xi)
and run Kruskal’s Algorithm on it. Note that H does not contain edges of G that do not belong to T ∗ . The complexity of
REOPT2+ is O ((k2 + nk) log(n + k)).
Proposition 4. REOPT2+ computes an optimal solution for min spanning treek+ on Gx.
In order to prove optimality of the solution computed by REOPT2+, we need the following.
Lemma 4. A tree T is a minimum spanning tree of a graph G(V , E) iff for any (a,b) ∈ E/T and for any (x, y) ∈ P (a,b), where P (a,b)
denotes the unique path from a to b in T , w(x, y) w(a,b).
Proof. (⇒) If there exists an edge (x, y) on some P (a,b) for which w(a,b) w(x, y), then by deleting (x, y) from T and
replacing it by (a,b) to reconnect the tree, a spanning tree T ′ lighter than T is computed, a contradiction.
(⇐) Let T be a spanning tree of G that veriﬁes the property stated by the lemma, and assume that it is not a minimum
spanning tree of G . Fix a minimum spanning tree T ∗ of G . Since T is different from T ∗ , the set T ∗/T is non-empty. Let
(a,b) be an element of this set. Assume that T ∗ is computed by Kruskal’s Algorithm. When (a,b) has been inserted in the
solution it did not create any cycle with the edges already inserted, so at least one edge (xi, yi) of P (a,b) (the path from
a to b in T ) was not inserted yet and, moreover, at least one of these edges was still a candidate edge. Indeed, if none of
these edges is candidate, then insertion of any of them should create a cycle. Hence, for all (xi, yi) ∈ P (a,b), there exists
a path from xi to yi and, consequently, from a to b in the current solution of Kruskal’s Algorithm, and (a,b) cannot be a
candidate edge. Furthermore, when (a,b) has been inserted in the solution, it was the lightest candidate edge, a fortiori it
was lighter than at least one edge of P (a,b), that contradicts the hypothesis made on the tree T .
So, if a spanning tree T veriﬁes the property of the lemma, then it is a minimum spanning tree. 
N. Boria, V.Th. Paschos / Journal of Discrete Algorithms 8 (2010) 296–310 303Based upon Lemma 4, one can derive that any edge that does not belong to T ∗ is a heaviest edge on at least one cycle
of G and, consequently, also on at least one cycle in Gx; so, it is possible to ﬁnd an optimal tree T ∗x which does not include
any of these edges. REOPT2+ simply removes them from the set of candidate edges, and runs Kruskal’s Algorithm, on the
surviving graph (that is smaller than Gx). Henceforth it is optimal for min spanning treek+.
It is easy to see that the running time of Algorithm REOPT2+ is better than that of Kruskal’s Algorithm when running
on the entire graph Gx , this latter being O ((n + k)2 log(n + k)). It dominates [18] as well as, obviously, any of the known
algorithms that compute a minimum spanning tree from scratch. Let us also remark that use of min spanning tree-faster
algorithms1 on H also improve complexity of REOPT2+.
3. Node deletions
We now study a complementary problem, where modiﬁcation of the instance consists of deletion of k nodes. The deleted
nodes form the set X = {x1, . . . , xk}. Notations are basically the same as those used in Section 2.
In this section, we propose and evaluate two reoptimization strategies, denoted by REOPT1- and REOPT2-, respectively.
For reasons that will become clear just below, REOPT1- is feasible only in complete graphs, while REOPT2- can work in
any graph via the transformation described in Section 2.
Let us ﬁrst ﬁx some notations used in the sequel. The initial minimum spanning tree T ∗ can be split into the following
three distinct subsets: E0, E1 and E2 where E0 = T ∗ ∩ ((V \ X) × (V \ X)) is the subset of edges of T ∗ with no endpoint
in X , E1 = T ∗ ∩ ((V \ X) × X) is the subset of edges of T ∗ with exactly one endpoint in X and one endpoint in V \ X and
E2 ∪ L = T ∗ ∩ (X × X) is the subset of edges of T ∗ with both endpoints in X . All these subsets are included in T ∗ , thus they
are forests. As before, we will consider the partition {E21 ∪ L1, E22 ∪ L2, . . . , E2j ∪ L j, . . .} of the set E2 ∪ L, where each subset
E2j is a maximal tree of the forest E
2 and L j is the set of edges that do not belong to any path connecting two non-deleted
nodes. The set of edges of E1 which are connected to the tree E2j will be denoted by E
1
j , so that {E11, E12, . . . , E1j , . . .} deﬁnes
a partition of the set E1. As previously, we will denote by X2j the set of deleted nodes spanned by the tree E
2
j , and by V j
the set of non-deleted nodes spanned by the set E1j .
3.1. Algorithm REOPT1-
We ﬁrst analyze Algorithm REOPT1- which is an easy reoptimization strategy that computes a solution in O (n + k)
and works as follows: for each connected component E2j ∪ E1j , it builds a path reopt j connecting all the non-deleted nodes
spanned by E1j in the following way: it builds a cycle connecting all nodes of V j in the order of their occurrence in a
breadth-ﬁrst-search (bfs) on the tree E2j ∪ E1j and then it deletes the heaviest edge of this cycle in order to get the path
reopt j ; ﬁnally, it returns the set Treopt = E0 ∪ (
⋃
j reopt j). Obviously, edges in reopt j must exist in G . This is why REOPT1-
cannot feasibly run in non-complete graphs.
The set Treopt returned by Algorithm REOPT1- is indeed a spanning tree, since it satisﬁes the following three points:
(1) Treopt is a spanning set of V \ X , (2) Treopt is connected and (3) Treopt is acyclic.
In order to prove point (1), observe that only nodes of V \ X need to be spanned, so that E0 (which is included in Treopt)
is already a spanning forest.
For point (2), let us consider two nodes v1 and v2 of V \ X . These nodes may be in the same connected component
of E0, and thus there may exist a path inside Treopt connecting v1 and v2 (since E0 ⊆ Treopt). If not (v1 and v2 are not
in the same connected component of E0), then at least one sequence of consecutive vertices xi of X were found on the
unique path from v1 to v2 in T ∗ . Each of these sequences is part of a set X2j and thus, it is necessarily surrounded by two
surviving nodes spanned by E1j , which are connected by the path reopt j ; hence, there exists a path from v1 to v2 in Treopt.
We ﬁnally prove point (3). By construction, the existence of a path spanning a given set of nodes in Treopt implies the
existence of a path spanning the same set of nodes (plus potentially some deleted nodes) in T ∗ . A cycle in Treopt can be
seen as two distinct paths between a given pair of nodes. According to how REOPT1- works, the existence of such a cycle
would imply the existence of a cycle in T ∗ , a contradiction.
Proposition 5. The approximation ratio of REOPT1- is unbounded in general graphs.
Proof. We build an instance of min spanning tree1− where the approximation ratio of REOPT1- is Θ(n). Let G be an
instance of min spanning tree such that, in T ∗ , node x has d = n/2 neighbors. Thus, deletion of x splits T ∗ into d trees Fi ,
each of them having exactly 2 nodes: vi , the neighbor of x, and zi a leaf of T ∗ . Weights are set as follows:
1 Kruskal’s Algorithm is used just because it is the most popular and simple to implement.
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⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
w(x, vi) = 1, i ∈ {1, . . . ,d},
w(vi, v j) = 2d, i ∈ {1, . . . ,d}, j ∈ {1, . . . ,d}, i = j,
w(vi, zi) = 1, i ∈ {1, . . . ,d},
w(zi, z j) = 2, i ∈ {1, . . . ,d}, j ∈ {1, . . . ,d}, i = j,
w(vi, z j) = 3, i ∈ {1, . . . ,d}, j ∈ {1, . . . ,d}, i = j.
Fig. 7 illustrates such an instance. There, w(T ∗) = 2d (n/2 edges for connecting x and d = n/2 edges between vi and zi).
Analogously, w(T ∗x ) = 3d − 2 < 4d and w(Treopt) = d + 2d(d − 1) = 2d2 − d. Thus, the approximation ratio of REOPT1- on
this instance is arbitrarily close to 2d/3 = n/3, which concludes the proof. 
As in Section 2, we restrict, in what follows, ourselves to metric and complete graphs. Then, the following result holds.
Proposition 6. In metric and complete graphs, REOPT1- achieves approximation ratio bounded above by 2|Lmax|/2, where Lmax
is the longest deleted path (measured in terms of edges). This bound is tight.
According to the proof of Lemma 3, under the metric hypothesis, if C is a cycle visiting all the leaves of a tree T in a
dfs order, then w(C)  2w(T ). For each deleted tree E2j ∪ E1j , Algorithm REOPT1- starts by building such a cycle, say C j
(then, w(C j) 2w(E2j ∪ E1j )) and then removes the heaviest edge of each C j in order to produce a path called reopt j . Notice
that a tree E2j ∪ E1j has exactly |E1j | leaves, thus the corresponding cycle C j has exactly |E1j | edges. Since reopt j is built by
removing the heaviest edge from cycle C j , the following bound holds:
w(reopt j)
(
1− 1|E1j |
)
w(C j) 2
(
1− 1|E1j |
)
w
(
E2j ∪ E1j
)
. (4)
Let us now focus on the optimal solution T ∗x . This tree is the union of non-deleted edges that form the set E0, and of sets
of edges φ∗i that have been inserted to T
∗
x , while they did not belong to the initial optimum T
∗ .
To prove that set E0 belongs to the new optimum, just observe that according to Lemma 4, all these edges are of non-
maximum weight on every cycle of E to which they belong. Since Gx is included to G , the same about E0 also holds for Gx .
Hence, according to Lemma 4, these edges are part of the new optimum.
Each edge φ∗i forms a cycle when added to T
∗ and, since they were not part of the initial optimum, they are necessarily
heaviest edges on these cycles. In particular, they are heavier than all the edges of E2 ∪ E1 on the cycles that they form
with T ∗ .
We now deﬁne a partition P = {P1, P2, . . . , P |Φ∗|} of the set E2 ∪ E1 that satisﬁes the following properties (an example
of such a partition is given in Fig. 8):
Property 1.
⋃
j P j = E2 ∪ E1;
Property 2. For all i, j, P j ∩ Pi = ∅;
Property 3. For all i, all edges of Pi belong to the cycle induced by φ∗i in T
∗;
Property 4. For all i, all edges of Pi belong to the same connected component E2j ∪ E1j of the forest E2 ∪ E1.
Let us note that if we can deﬁne a set P verifying all but Property 2, we just have to arbitrarily assign edges appearing to
more than one Pi ’s to one of them. So, we will ﬁrst prove that a collection P verifying Properties 1, 3 and 4 exists.
N. Boria, V.Th. Paschos / Journal of Discrete Algorithms 8 (2010) 296–310 305Fig. 8. An example of a partition P satisfying Properties 1 to 4.
The combination of Properties 3 and 4 enables us to achieve a speciﬁc form in each set Pi . Property 3 forces all edges
of Pi to be on the same path in T ∗ , while Property 4 forces them to be in the same connected component of the forest
E2 ∪ E1. Thus, a given Pi can always be deﬁned as a path between two non-deleted nodes spanning only deleted ones of
the same deleted component. Notice ﬁnally that any path Pi can be deﬁned by the pair (φ∗i , E
2
j ). Indeed, consider the cycle,
say Ci formed when adding φ∗i in T
∗ and the tree, say E2j ∪ E1j , Pi belongs to. Then, Pi = Ci ∩ (E2j ∪ E1j ).
Revisit the example of Fig. 8 and set: E2left = {b}, E1left = {a, c}, E2right = {e, f } and E1right = {d, g,h}. Then, the set P1 is
deﬁned by the pair (ϕ∗1 , E2left) since it is the intersection of the cycle induced by ϕ
∗
1 in T
∗ with the set E2left ∪ E1left. Similarly,
P2 is deﬁned by the pair (ϕ∗2 , E2right) and P3 by (ϕ
∗
3 , E
2
right). So, a way to deﬁne partition P can be to assign each edge
φ∗i to a unique connected component E
2
j . For instance, in Fig. 8, φ
∗
1 is assigned to the left deleted connected component
{a,b, c}, and both φ∗2 and φ∗3 are assigned to the right deleted connected component {d, e, f , g,h}. This partition satisﬁes
Properties 1 to 4.
We now propose a method to assign edges φ∗i to components E
2
j . Observe ﬁrst that a given edge φ
∗
i cannot be assigned
to every component E2j but only to some component that contains edges of the cycle that φ
∗
i induces when added to T
∗ . In
the example of Fig. 8, φ∗3 cannot be attributed to the left component, since its induced cycle only contains edges d, f and h
as deleted edges, none of which belongs to the left component {a,b, c}. The assignment method works as follows:
• identify, for each deleted component, the list of candidate edges φ∗i ;
• for each deleted component, identify the set E1j that contains all edges of T ∗ adjacent to one deleted node of E2j and
to one non-deleted node (in Fig. 8, E1left = {a, c} and E1right = {d, g,h});
• if, for a given deleted component E2j ∪ E1j , the list L of candidate edges contains exactly |E1j | − 1 elements, then delete
these elements from the other lists of candidate edges; the edges of L are deﬁnitely assigned to the component E2j ∪ E1j ;
• if no component veriﬁes the above condition (so, if each component E2j ∪ E1j has at least |E1j | edges in its candidate
set), then delete arbitrarily a redundant edge from one of the lists;
• repeat the two previous items until the list of candidate edges contains exactly |E1j | − 1 elements for each deleted
component.
Fig. 9, where edges φ∗i removed from candidate sets are written in grey, provides an example of the above method. In this
example, the assignment is performed according to the following four steps.
Step 1. All candidate edges are listed for each deleted tree. Recall that a given edge φ∗i is a candidate edge for a given
deleted component, if and only if the cycle induced by φ∗i contains edges of this component. Sets E
1
j (which are the cuts
associated to sets E2j ) are identiﬁed, so we get |E1a | = 2, |E1b | = 3 and |E1c | = 2.
Step 2. Since no candidate list contains exactly |E1j |−1 edges, j = a,b, c, one redundant edge is arbitrarily chosen for dele-
tion in one list, for instance, φ∗2 (which becomes grey in the list of E2b in Fig. 9). Now this list contains exactly |E1b | − 1 = 2
elements (recall that, at the beginning, |E1b | = 3); so, the edges of the candidate set are deﬁnitely attributed to the compo-
nent E2b (the ﬁxed candidate set is then displayed in a circle in Fig. 9).
Step 3. All the edges of the ﬁxed list (namely, φ∗3 and φ∗4 ) are then removed from all the other lists in which they appear
and are also displayed in grey. Now the list of E2c contains exactly |E1c | − 1 = 1 elements, so the edges of the candidate set
are deﬁnitely attributed to the component E2c .
Step 4. The only edge of E2c (namely, φ
∗
1 ) is removed from all the other lists in which it appears, and is also displayed in
grey; now the list of E2a contains exactly |E1a | − 1 = 1 elements. The edges of the candidate set are deﬁnitely attributed to
the component E2a . Now all candidate sets contain |E1j | − 1 edges.
Let us recall that the aim of the assignment that we are describing is to deﬁne a partition P = {P1, P2, . . . , P |Φ∗|} of
E2 ∪ E1 such that every φ∗ is assigned to some Pk ∈ P and φ∗ is heavier than any edge of Pk . To do so, we consider thei i
306 N. Boria, V.Th. Paschos / Journal of Discrete Algorithms 8 (2010) 296–310Fig. 9. An application of the assignment method.
cycle Ci induced by adding φ∗i in the initial tree T
∗ . All the edges of Ci are lighter than φ∗i (or else φ
∗
i should be an edge
of the initial optimal tree). Then, if the edge φ∗i is attributed to the deleted component E
2
j ∪ E1j , the set Pk of the partition
corresponding to φ∗i will be Pk = Ci ∩ (E2j ∪ E1j ).
We now prove that all the edges of E2j ∪ E1j will be part of at least one set of the collection P (that in a second stage
will be transformed into a real partition by removing redundant elements from its sets).
Let us ﬁrst prove that the assignment method attributes every edge φ∗i to a deleted component E
2
j ∪ E1j . Observe ﬁrst
that this method attributes |E1j |−1 edges to each deleted component E2j ∪ E1j . Let d2 be the number of deleted components.
Summing the number of attributed edges for each deleted component we get:
d2∑
j=1
(∣∣E1j ∣∣− 1)=
d2∑
j=1
(∣∣E1j ∣∣)− d2 = ∣∣E1∣∣− d2.
As it can be seen in Fig. 9, the edges of E1 form a forest spanning connected components of both E2 and E0. Since there
exist d2 and d0 connected components in E2 and E0, respectively, E1 = d2 + d0 − 1. So, at the end of the procedure, the
total number of attributed edges is:∣∣E1∣∣− d2 = d2 + d0 − 1− d2 = d0 − 1. (5)
There exist d0 non-deleted components that are reconnected by using edges φ∗i ; hence, their total number is d0 − 1. On the
other hand, by (5), d0 − 1 edges φ∗i have been assigned by the assignment method. So, the following fact holds.
Fact 1. All edges φ∗i are attributed by the assignment method.
Furthermore, the assignment method will never attribute two edges inducing the same path to the same deleted com-
ponent. It is very likely that two edges φ∗i and φ
∗
l induce two cycles Ci and Cl such that, for a given deleted component
E2j ∪ E1j , Pk = Ci ∩ (E2j ∪ E1j ) = Cl ∩ (E2j ∪ E1j ). For instance, in the example of Fig. 9, φ∗1 , φ∗2 , φ∗3 and φ∗4 induce the same
path in E2a ∪ E1a . But really, if two or more edges φ∗i induce the same path in a given component, then in the ﬁrst item of
the assignment method, the initial candidate set of φ∗i ’s is bigger than the set which will be ﬁnally deﬁned by the assign-
ment procedure. Revisit once more the example of Fig. 9. The ﬁnal set attributed to E2a ∪ E1a will contain only one edge, for|E1a | = 2 (recall that the cardinality of a set ﬁnally attributed to a given component E2j ∪ E1j is |E1j | − 1), and there exist 4
candidate edges, which all induce the same path in E2a ∪ E1a . Thus, 3 out of these 4 candidate edges will be deleted from
the list.
Assume that two edges φ∗i and φ
∗
l induce the same path for a given component E
2
j ∪ E1j . Denote by S j = {φ∗i1 , . . .}, the
list attributed during the ﬁrst step of the assignment method to E2j ∪ E1j . Then:
• S j will have at least one element deleted, before the end of the assignment procedure;
• either φ∗ , or φ∗ appears in at least one other list, say Sp , j = p.i l
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Since the initial tree is connected, there exists at least one other deleted component for which either φ∗i , or φ
∗
l is a candidate
edge at the beginning of the assignment procedure. So, any deleted component has at least a redundant edge in its candidate
set and in order that it has a list with exactly |E1j | − 1 elements, at least one edge must be removed from its initial list.
In the assignment procedure, edges are progressively removed from the lists in two ways: either arbitrarily, or when a set
attains its appropriate number of edges. So, according to our hypothesis, either φ∗i , or φ
∗
l will be removed. All this implies
the following fact.
Fact 2. Two edges φ∗i and φ
∗
j inducing the same path in a given deleted component will never be both attributed to this component.
Following the discussion above, the set of edges assigned to a given deleted component, can be seen as a “pseudo”-
spanning tree on the non-deleted nodes incident to this component. Indeed, a given deleted component E2j ∪ E1j has exactly
|E1j | incident non-deleted nodes. Each edge φ∗i assigned to this component induces a cycle crossing two non-deleted nodes
spanned by E1j . According to Fact 1, exactly |E1j | − 1 edges φ∗i are assigned to this component, and according to Fact 2, each
such edge is associated with a distinct pair of non-deleted nodes. Since the possibility of a cycle is clearly excluded, the set
of edges assigned to a given deleted component can be seen as a pseudo-spanning tree on the non-deleted nodes incident
to this component. But, in fact, edges φ∗i are not incident to the nodes that they span in the pseudo-spanning tree (this is
why we call it “pseudo”-spanning). This idea is illustrated in Fig. 10, where φ∗1 “spans” v1 and v2, φ∗2 “spans” v1 and v3,
φ∗3 “spans” v1 and v5 and, ﬁnally, φ∗4 spans v4 and v5. This enables us to claim that each edge of E2j ∪ E1j lies on a cycle
induced by one φ∗i assigned to this component. Thus, the collection P so-obtained, that already veriﬁes Properties 3 and 4,
will cover all edges of E2 ∪ E1, verifying so Property 1 also.
Indeed, let e be an edge of E2 ∪ E1. If it is deleted from the component, then this component is obviously split into two
parts. Let V1 and V2 be the set of leaves of the two trees resulting from this splitting. If e does not lie on any cycle induced
by any edge φ∗i attributed to the component, then there exists no edge φ
∗
i of the pseudo-spanning tree between the set V1
and V2, which impossible since this tree is a (pseudo) spanning tree. As a conclusion, a partition P verifying Properties 1
to 4 always exists, since it can be generated by the assignment method on any instance of min spanning treek−.
Using Property 3 and taking into account that each of the edges φ∗i was not part of the initial optimal tree T
∗ , thus each
of them is necessarily a heaviest edge on the cycles they induce in T ∗ , we derive that, for any i, w(φ∗i ) w(Pi)/|Pi|.
Using Properties 1 and 2 and denoting by F j the set of edges φ∗i assigned to E
2
j ∪ E1j and by Pmax the set of largest
cardinality in partition P , we can derive, for any j:
∑
φ∗i ∈F j
w
(
φ∗i
)

w(E2j ∪ E1j )
|Pmax| . (6)
Finally, using Property 4, we can aﬃrm that |Pmax| is bounded by the length of the longest path Lmax inside a deleted
component (for instance, |Lmax| = 2 if all deleted nodes are not adjacent in T ∗).
With Properties 1, 3, 4, collection P is not a partition but rather a covering. But, as we have already mentioned, such a
covering can be easily transformed into a partition by simply removing multiple occurrences of elements within all but one
set of P . But there exists, in fact, a better way to perform this transformation in order to get the upper bound claimed in
the proposition’s statement.
For a given deleted component E1j ∪ E2j , denote by P j the projection of P on E1j ∪ E2j (obviously, P =
⋃
j P
j); P j is of
the form: P j = (P j1, P j2, . . . , P ji , . . . , P j|E1j |−1). Recall that each set P
j
i is a path of deleted edges between two non-deleted
nodes. Observe also that
⋃
i P
j = E1 ∪ E2 is a (non-rooted) tree. For instance, consider Fig. 10. There, E2 = {c,d, g}, E1 =i j j j j
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through the component and encountering some path composed of removed edges between two non-removed vertices (i.e.,
the non-endpoints of the path are all removed vertices). These paths correspond to the sets P ji of P
j .
The transformation of P j into a partition consists of turning the deleted component into a rooted tree, by considering
as root the median node of a longest path in the tree (one of the two “medians” if the length of the longest path is odd).
For instance, x2, or x3 in Fig. 10, that are the two medians on the longest path P (v1, v5). Note that in this rooted tree, the
longest oriented path encounters at most |Lmax|/2 edges. Indeed, if it encounters more edges, then there exists a path
between two nodes with more than |Lmax| edges, impossible by deﬁnition of Lmax. This rooted tree forms a new covering
R j = (R j1, R j2, . . . , R j|E1j |) of the deleted component where the set R
j
m corresponds to the oriented path between the root and
the leaf v jm , the length of which is at most |Lmax|/2. Each leaf v jm is an endpoint of at least one path P ji of P j . The set of
paths that have v jm as endpoint will be referred to as the “candidate set” of v
j
m . Then, we can match R
j and P j as follows:
1. pick a leaf v jm whose candidate set has only one path, say, P
j
i ;
2. replace the set R jm by P
j
i ∩ R jm;
3. remove all edges of R jm from the other sets of R
j ;
4. remove P ji from P
j and, for every node v , update the candidate sets of v;
5. if P j = ∅, then go back to item 1, else exit.
Note that the procedure above gets a partition R j with |E1j | sets, each of them corresponding to at least one of the |E1j | − 1
edges φ∗i attributed to R
j . This partition preserves all properties of the former partition P j , since all of its elements are
subsets of sets in P j . For the partition R j , let R jmin be the lightest set (in terms of weight). Then:
w
(
R jmin
)
 w(R
j)
|E1j |
.
Consequently, and taking into account that R j is a partition on the deleted tree E1j ∪ E2j :
w
(
R j \ R jmin
)

(
1− 1|E1j |
)
w
(
E1j ∪ E2j
)
.
Consider partition R j \ R jmin; it contains now |E1j | − 1 sets. Each of them is a subset of the cycle induced by an edge φ∗i in
the initial optimal solution. Using Property 3 and taking into account that each of the edges φ∗i was not part of the initial
optimum (thus are necessarily heaviest edges on the cycles created when added to this optimum), we get that, for any i,
w(φ∗i ) w(Ri)/|Ri |.
Since the cardinality of any set Ri is bounded above by |Lmax|/2, summing for all edges of F j (recall that this set is
the set of edges φ∗i attributed to E
1
j ∪ E2j ), we get:
∑
φ∗i ∈F j
w
(
φ∗i
)

w(R j \ R jmin)
 |Lmax|2 

(
1− 1|E1j |
)w(E1j ∪ E2j )
 |Lmax|2 
. (7)
Combining (4) and (7), we get a bound for the ratio between the reconnecting set generated by REOPT1- and the optimal
reconnecting set, for each deleted component E2j ∪ E1j :
w(reopt j)∑
φ∗i ∈F j w(φ
∗
i )
 2
⌈ |Lmax|
2
⌉
. (8)
Putting the above together, the approximation ratio of the Algorithm REOPT1- becomes:
w(Treopt)
w(T ∗x )
= w(E
0) +∑ j w(reopt j)
w(E0) +∑i w(φ∗i ) 
∑
j w(reopt j)∑
i w(φ
∗
i )
(8)
 2
⌈ |Lmax|
2
⌉
as claimed. This bound is equal either to |Lmax|, or to |Lmax| + 1.
We now show tightness of this bound. Let I be an instance of min spanning tree. The k nodes that are deleted form a
unique connected component, that is a star of paths. The terminal node of each branch of the star is a non-deleted node.
The star has 2(k − 1)/(√k − 2) branches, each one having (√k − 2)/2 nodes. So, the total number of nodes on all branches
is: 2(k − 1)/(√k − 2) · (√k − 2)/2 = k− 1. Adding the central node of the star, we ﬁnally recover the k deleted nodes in the
connected component.
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Since each branch has (
√
k − 2)/2 nodes, it has √k/2 edges, and thus, the longest deleted path between two non-deleted
nodes has
√
k edges (in other words, |Lmax| =
√
k). All these edges have weight 1; thus, each branch of the star has total
weight
√
k/2.
Fig. 11 shows a simpliﬁed version of the instance. In Fig. 11(a), the deleted paths, each of them having
√
k/2 edges are
represented (these are the paths between the central black node and the – non-deleted – white nodes wi and xi). White
nodes are non-deleted nodes incident to deleted ones. Fig. 11(b) represents the solution computed by Algorithm REOPT1-.
There, each edge has weight exactly
√
k, so that the metric hypothesis is satisﬁed (with respect to the edges of Fig. 11(a)).
Recall that REOPT1- computes a path connecting the non-deleted nodes incident to each deleted component, in the order
of their occurrence in a bfs applied to this component. So, in this instance, any path connecting all the non-deleted white
nodes is a possible solution for REOPT1-, so is the path of Fig. 11(b). Finally, Fig. 11(c) represents an optimal solution in
the modiﬁed instance. Any edge there has weight 1. Each of them is as heavy as any deleted edge, thus they do not belong
to the initial optimum.
The metric hypothesis is also satisﬁed between the edges of Figs. 11(b) and 11(c). Indeed, in the latter ﬁgure, there
exist exactly 2(k − 1)/√k − 2 non-deleted connected components (in white), half of them lying in the upper part of the
ﬁgure and the other half in the lower part. Pick any edge (w, z) of Fig. 11(b). We have to show that this edge is at least
as light as the unique path connecting w to z in Fig. 11(c), so that the graph veriﬁes the metric hypothesis. Given the
structure of the optimal tree T ∗x , any path connecting two nodes w and z (these two nodes being neighbors in Treopt) will
encounter at least (k − 1)/(√k − 2)− 1 edges. For instance, the path between w1 and z1 in Fig. 11(c) includes all the edges
in the upper part (i.e., (k − 1)/(√k − 2) − 1 edges), plus the transversal edge, in total (k − 1)/(√k − 2) edges. The path
between w2 and z1 has one less edge (namely, the edge (w1,w2)), thus exactly (k − 1)/(
√
k − 2) − 1 edges. Then, there
exist (k − 1)/(√k − 2) − 1 between w2 and z2, and so on. Since each edge has weight 1 in T ∗x , any path connecting two
nodes w and z will have weight at least (k − 1)/(√k − 2) + 1. Finally, taking into account that √k  (k − 1)/(√k − 2) − 1,
one immediately derives that the instance handled is metric.
Let us now assume that the edges within any non-deleted components have weight equal to 0. Then the tree T ∗x en-
counters 2(k − 1)/(√k − 2)−1 edges of weight 1, and the tree Treopt encounters 2(k − 1)/(
√
k − 2)−1 edges of weight √k.
So, the approximation ratio on this instance is
√
k = |Lmax|. The proof of Proposition 6 is now completed.
3.2. Algorithm REOPT2-
We conclude the paper by devising an optimal reoptimization strategy, denoted by REOPT2-, for min spanning treek−.
It works as follows: contract each non-deleted connected component E0i of T
∗ into a single node yi , link nodes yi and y j
with one of the lightest edges linking a node of E0i to a node of E
0
j and run Kruskal’s Algorithm on the resulting graph; let
ϕreopt the solution obtained; output Treopt = E0 ∪ ϕreopt.
The complexity of this algorithm is O ((m − |E0|) log(n − k − |E0|)). Obviously, when |E0| = 0, REOPT2- is exactly the
same as an application of Kruskal’s Algorithm on the modiﬁed instance. However, as soon as |E0| = 0, REOPT2- provides a
better running time than Kruskal’s Algorithm.
Proposition 7. REOPT2- computes an optimal solution for min spanning treek−.
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Suppose that an edge e of Treopt is heaviest on some cycle C of Gx . This edge is necessarily an edge of ϕreopt since all edges
of E0 belong to Tx and therefore, they cannot be heaviest on any cycle of Gx . Existence of C implies existence of a cycle
C ′ in the graph resulting from the contractions of all connected components of E0 and e is also heaviest on C ′ . But, from
Lemma 4, such an edge would not be included in ϕreopt. 
4. Conclusion
We have established approximation results for min spanning tree under the reoptimization setting. We have proposed
simple and fast reoptimization strategies tackling light modiﬁcations of the input graph, that is, some vertex insertions and
deletions. What is of interest here is that an asymmetry is observed between these two types of modiﬁcations, the latter
seeming “harder” than the former. Proposing new more eﬃcient algorithms at least for vertex deletions is a subject of
ongoing research.
Reoptimization of min spanning tree in metric and complete graphs in the case of node insertion, exhibits a gap between
upper and lower approximation bounds. Bridging this gap either by reducing upper bounds, or by strengthening lower ones
seems to be interesting to consider.
Acknowledgement
The very pertinent comments and suggestions of an anonymous referee are gratefully acknowledged.
References
[1] C. Archetti, L. Bertazzi, M.G. Speranza, Reoptimizing the traveling salesman problem, Networks 42 (3) (2003) 154–159.
[2] G. Ausiello, B. Escoﬃer, J. Monnot, V.Th. Paschos, Reoptimization of minimum and maximum traveling salesman’s tours, in: L. Arge, R. Freivalds (Eds.),
Proc. Scandinavian Workshop on Algorithm Theory, SWAT’06, in: Lecture Notes in Computer Science, vol. 4059, Springer-Verlag, 2006, pp. 196–207.
[3] M. Bartusch, R.H. Möhring, F.J. Radermacher, Scheduling project networks with resource constraints and time windows, Ann. Oper. Res. 16 (1988)
201–240.
[4] M. Bartusch, R.H. Möhring, F.J. Radermacher, Design aspects of an advanced model-oriented DSS for scheduling problems in civil engineering, Decision
Support Systems 5 (1989) 321–344.
[5] Davide Bilò, Hans-Joachim Böckenhauer, Juraj Hromkovic, Richard Královic, Tobias Mömke, Peter Widmayer, Anna Zych, Reoptimization of Steiner trees,
in: J. Gudmundsson (Ed.), Proc. Scandinavian Workshop on Algorithm Theory, SWAT’08, in: Lecture Notes in Computer Science, vol. 5124, Springer-
Verlag, 2008, pp. 258–269.
[6] Davide Bilò, Peter Widmayer, Anna Zych, Reoptimization of weighted graph and covering problems, in: E. Bampis, M. Skutella (Eds.), Proc. Workshop
on Approximation and Online Algorithms, WAOA’08, in: Lecture Notes in Computer Science, vol. 5426, Springer-Verlag, 2008, pp. 201–213.
[7] H.J. Böckenhauer, L. Forlizzi, J. Hromkovic, J. Kneis, J. Kupke, G. Proietti, P. Widmayer, On the approximability of TSP on local modiﬁcations of optimally
solved instances, Algorithm. Oper. Res. 2 (2) (2007) 83–93.
[8] H.J. Böckenhauer, J. Hromkovic, T. Mömke, P. Widmayer, On the hardness of reoptimization, in: Proc. SOFSEM 2008 – Theory and Practice of Informatics,
in: Lecture Notes in Computer Science, vol. 4910, Springer-Verlag, 2008, pp. 50–65.
[9] B. Chazelle, A minimum spanning tree algorithm with inverse-Ackerman type complexity, J. ACM 47 (6) (2000) 1028–1047.
[10] D. Cheriton, R.E. Tarjan, Finding minimum spanning trees, SIAM J. Comput. 5 (1976) 724–742.
[11] T.H. Cormen, C.E. Leiserson, R.L. Rivest, C. Stein, Introduction to Algorithms, 2nd edition, McGraw-Hill, 2001.
[12] D. Eppstein, Z. Galil, G.F. Italiano, A. Nissenzweig, Sparsiﬁcation – a technique for speeding up dynamic graph algorithms, J. ACM 44 (5) (1997) 669–696.
[13] B. Escoﬃer, M. Milanicˇ, V.Th. Paschos, Simple and fast reoptimizations for the Steiner tree problem, Cahier du LAMSADE 245, LAMSADE, Université
Paris-Dauphine, 2007. Available at http://www.lamsade.dauphine.fr/cahiers/PDF/cahierLamsade245.pdf.
[14] M.R. Henzinger, V. King, Maintaining minimum spanning trees in dynamic graphs, in: Proc. ICALP’97, in: Lecture Notes in Computer Science, Springer-
Verlag, 1997, pp. 594–604.
[15] J. Holm, K. de Lichtenberg, M. Thorup, Poly-logarithmic deterministic fully-dynamic algorithms for connectivity, minimum spanning tree, 2-edge, and
biconnectivity, in: Proc. STOC’98, 1998, pp. 79–89.
[16] J.B. Kruskal, On the shortest spanning subtree of a graph and the traveling salesman problem, Proc. Amer. Math. Soc. 7 (1) (1956) 48–50.
[17] M.W. Schäffter, Scheduling with forbidden sets, Discrete Appl. Math. 72 (1–2) (1997) 155–166.
[18] D.D. Sleator, R.E. Tarjan, A data structure for dynamic trees, J. Comput. System Sci. 26 (3) (1983) 362–391.
[19] R.E. Tarjan, Eﬃcience of a good but not linear set-union algorithm, J. ACM 22 (1975) 215–225.
[20] A. Yao, An O (|E| log log |V |) algorithm for ﬁnding minimum spanning trees, Inform. Process. Lett. 4 (1975) 21–23.
