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1. Introduction
Multidimensional continued fractions have been extensively studied over the real ﬁeld and the
reader can ﬁnd many references in the subject in the book by Schweiger [Sc1].
For completeness we recall that was Jacobi [Jac] who introduced the notion of multidimensional
continued fractions. His aim was to ﬁnd a generalization of the Lagrange theorem, see Hardy and
Wright [Har, p. 144] in the cubic case.
Lagrange Theorem. Let x be a real number and x = [a0;a1, . . .] be its continued fraction expansion. The
continued fraction expansion of an irrational x is ulteriorly periodic if, and only if, x is a quadratic surd.
Subsequently the Jacobi algorithm was studied by Perron [Per] who besides generalizing its def-
inition to the multidimensional case, proved a central property: its convergence in every dimension
(see (4.1)). That is the reason why nowadays the map is called Jacobi–Perron algorithm. For further
references on the subject see also Bernstein [Ber] and Schweiger [Sc2].
The so-called Jacobi–Perron algorithm was also studied over p-adic numbers by Ruban [Rub]. He
proves the following p-adic numbers analogue of Perron’ algorithm. Let x = (x1, . . . , xn) ∈ Xn be a sys-
tem of p-adic numbers such that 1, x1, x2, . . . , xn , are rationally independent. For each integer k there
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k
2, . . . ,a
k
n such that |akn| p, |akn| > |aki | for all i = 1, . . . ,n − 1,
and if for all i, j satisfying the conditions 1 i  n + 1, 1 j  n + 1,
(
rki j
)= k∏
i=1
⎛⎜⎜⎜⎝
0 0 . . . 0 1
1 0 . . . 0 ai1
0 1 . . . 0 ai2
. . . . . . . . . . . . . . .
0 0 . . . 1 ain
⎞⎟⎟⎟⎠=
k∏
i=1
⎛⎜⎜⎜⎝
0 . . . 0 1
ai1
In
.
.
.
ain
⎞⎟⎟⎟⎠ ,
where In is the n × n identity matrix, then
xi = lim
k→∞
rki,n+1
rkn+1,n+1
, 1 i  n.
In [Da1,Da2,Du1,Du2,Ino], the classical continued fraction algorithm is generalized to an algo-
rithm acting on a multi-formal Laurent series ϕ = (ϕ1, . . . , ϕn) ∈ Fq((X−1))n , n  1, and called the
multidimensional continued fraction algorithm (or multi-continued fraction algorithm) which gives a
method of ﬁnding optimal rational approximations to any given ϕ ∈ Fq((X−1))n . On many problems
about multi-sequences, the multidimensional continued fraction algorithm had obtained excellent re-
sults [Da3,Da4,Da5,Fe1,Fe2].
Given a Laurent series f ∈ Fq((X−1)), we say that its continued fraction expansion f = [a0,a1, . . .]
is (λ, t)-periodic if there exist integers λ  1 and t  1 such that aλ+t+k = aλ+k for all k  0. It is
known that the continued fraction expansion of f is (λ, t)-periodic if and only if the (λ − 1)st partial
remainder αλ−1 and the (λ + t − 1)st partial remainder αλ+t−1 are equal.
In several variables, the multidimensional continued fraction algorithm provides a multidimen-
sional continued fraction expansion of a multi-formal Laurent series ϕ ∈ Fq((X−1))n .
In [Da5], the authors introduce a notion of periodicity of multi-continued fraction expansions. It
is shown that the equality of the (λ − 1)st and (λ + t − 1)st partial remainder is not enough for
the multidimensional continued fraction of ϕ ∈ Fq((X−1))n to be periodic, and a characterization of
multi-continued fraction expansions that are (λ, t)-periodic is provided.
Recall that in [Du2], Dubois was also able to give a characterization of periodic multidimensional
continued fractions of only one line.
In [Du2] and [Ino], Dubois and Inoue discussed the convergence of the Jacobi–Perron algorithm for
formal power series. In particular, the later gave an upper estimate of the exponent of convergence in
this case.
In this paper, we introduce the so-called Brun algorithm overs the ﬁeld of formal power series.
Recall that this algorithm was studied in the real case. Greiter [Gre] proved that the Brun algorithm is
convergent (see [Sc1, pp. 102–110]). Here we are able to prove that in the case of the ﬁeld of formal
power series the Brun algorithm is also convergent.
2. The ﬁeld of formal power series
In order to state our results, we need to introduce some basic notion of the ﬁeld of formal power
series. Let Fq be a ﬁeld with q elements of characteristic p, Fq[X] the set of polynomials of coeﬃcients
in Fq and Fq(X) its ﬁeld of fractions. The set Fq((X−1)) is the ﬁeld of formal power series over Fq
Fq
((
X−1
))= { f = +∞∑
j=s
f j X
− j: f j ∈ Fq, s ∈ Z
}
.
Let f =∑+∞j=s f j X− j ∈ Fq((X−1)), where f s = 0. We denote its polynomial part by [ f ] and by { f }
its fractional part. We remark that f = [ f ] + { f }. We deﬁne a non-archimedean absolute value on
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that Q = 0, | PQ | = edeg P−deg Q .
Let E = (Fq((X−1)))n , E is a vectorial space over Fq((X−1)). We deﬁne a norm over E as follows,
for all f = ( f1, . . . , fn) ∈ E ,
‖ f ‖ = max
1in
| f i |.
Let A1, . . . , Am be elements of E , then we can verify that
‖A1 + · · · + Am‖ max
1im
‖Ai‖. (2.1)
3. Convex sets
Let C ⊂ E , C is convex if ∀U , V ∈ C and ∀λ ∈ Fq((X−1)) such that |λ| 1 we have
U + λ(V − U ) ∈ C .
We call the segment of E joining U and V the set
[U , V ] = {U + λ(V − U ): λ ∈ Fq((X−1)), |λ| 1}.
We remark that [U , V ] = [V ,U ] and, ∀W ∈ [U , V ] we have ‖W − U‖ ‖V − U‖.
We call the convex hull set generated by (Ai)1im , where Ai ∈ E for all 1 i m, the smallest
convex subset of E containing Ai , for all 1 i m.
An n-dimensional simplex of E is a convex hull of (n + 1) elements forming an aﬃne coordinate
system of E . Otherwise, let P0, . . . , Pn generate E , then they deﬁne an n-dimensional simplex of E ,
the set
S(P0, . . . , Pn) =
{
n∑
g=0
tg P g :
n∑
g=0
tg = 1, |t j | 1, t j ∈ Fq
((
X−1
))}
.
Let d denote the diameter of the simplex S(P0, . . . , Pn)
d = max
0i, jn
‖Pi − P j‖. (3.1)
We claim that
d = max
0in−1
‖Pi − Pn‖,
indeed, for 0 i, j  n − 1, we obtain
‖Pi − P j‖ = ‖Pi − Pn + Pn − P j‖max
{‖Pi − Pn‖,‖Pn − P j‖}.
Proposition 3.1. Let S(P0, . . . , Pn) be a simplex of diameter d and P ∈ S(P0, . . . , Pn). Let d′ be the diameter
of the simplex S(P1, . . . , Pn, P ), then d′  d.
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have, for 1 i  n,
‖Pi − P‖ = ‖Pi − Pn + Pn − P‖max
{‖Pi − Pn‖,‖Pn − P‖}max{d,‖Pn − P‖}.
As P ∈ S(P0, . . . , Pn), so P =∑ng=0 tg P g , where ∑ng=0 tg = 1 and |tg | 1, which implies
‖Pn − P‖ =
∥∥∥∥∥
n∑
g=0
tg Pn −
n∑
g=0
tg P g
∥∥∥∥∥=
∥∥∥∥∥
n−1∑
g=0
tg(Pn − P g)
∥∥∥∥∥,
by (2.1),
‖Pn − P‖ max
0gn−1
|tg |‖Pn − P g‖ max
0gn−1
‖Pn − P g‖ = d.
We have ‖Pi − P‖ d, for all i = 1, . . . ,n, thus d′  d. 
4. Multidimensional continued fractions
Let B ⊂ E and T : B → B be a map. The pair (B, T ) is called a ﬁbred system if there exists a ﬁnite
or countable partition {B(P ): P ∈ I} of B , where I ⊂ Fq[X]n , such that the restriction of T to any
B(P ) is an injective map. As E is a normed space, we assume that a system deﬁnes an algorithm of
multidimensional continued fractions if for all P = (P1, . . . , Pn) ∈ I , there exists an (n + 1) × (n + 1)
invertible matrix α(P ) = (Ci, j) with entries in Fq[X] such that if y = T f where f ∈ B(P ), then yi =
Ci0+
∑n
j=1 Cij f j
C00+∑nj=1 C0 j f j for all 1 i  n.
The map T is called a multidimensional continued fraction algorithm. For all 1 i  n, if f ∈ B(P (1)),
then T i f ∈ B(P (i)). The sequence P (1), P (2), . . . , P (n), . . . is called the expansion of f by the algo-
rithm T .
Let β(P ) = (Bi, j) be the inverse matrix of α(P ), we set
β
(
P (1), . . . , P (s)
)= β(P (1)) · · ·β(P (s))= ((B(s)i j )),
where 0 i, j  n, then y = T s f if, and only if,
f i =
B(s)i0 +
∑n
g=1 B
(s)
ig yg
B(s)00 +
∑n
g=1 B
(s)
0g yg
.
The algorithm T is said convergent, if for all f ∈ B ,
lim
s→+∞
(
B(s)10
B(s)00
, . . . ,
B(s)n0
B(s)00
)
= f . (4.1)
The vectors (
B(s)10
B(s)
, . . . ,
B(s)n0
B(s)
) are the convergents of f .
00 00
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5.1. Deﬁnition
Here we apply our approach to Brun algorithm (see [Sc1]). Let
Λn =
{
ϕ = (ϕ1, . . . , ϕn) ∈ Mn0:
1
ϕ1
/∈ Fq[X], ϕi = 0, deg(ϕi) = deg(ϕ j), ∀i = j
}
and
Γn =
{
ϕ = (ϕ1, . . . , ϕn) ∈ Λn: deg(ϕ1) > · · · > deg(ϕn)
}
.
Let the map T : Γn → Γn by
Tϕ =
⎧⎪⎨⎪⎩
({ 1ϕ1 },
ϕ2
ϕ1
, . . . ,
ϕn
ϕ1
) if deg({ 1ϕ1 }) > deg(
ϕ2
ϕ1
),
(
ϕ2
ϕ1
, . . . ,
ϕi
ϕ1
, { 1ϕ1 },
ϕi+1
ϕ1
, . . . ,
ϕn
ϕ1
) if deg( ϕiϕ1 ) > deg({ 1ϕ1 }) > deg(
ϕi+1
ϕ1
),
(
ϕ2
ϕ1
, . . . ,
ϕn
ϕ1
, { 1ϕ1 }) if deg(
ϕn
ϕ1
) > deg({ 1ϕ1 }).
(5.1)
We call T the homogenous Brun algorithm. Let ϕ ∈ Γn and ϕ(s) = T s(ϕ) = (ϕ(s)1 , . . . , ϕ(s)n ), for s  0,
j(r), r  1, be the integer which gives the position of { 1
ϕ
(r−1)
1
} in the vector ϕ(r) .
We deﬁne Γ n = {(ϕ1, . . . , ϕn) ∈ Γn: ϕ(s)1 = 0, ∀s 1, ∀i = 1, . . . ,n}.
Lemma 5.1. Let ϕ ∈ Γ ∗n and 1 j  n, then j(s) = j inﬁnitely often.
Proof. In order to prove the lemma we introduce a new map. Let ψ ∈ Λn , there exists a permutation
on n letters π = π(ψ) such that deg(ψπ1) > · · · > deg(ψπn). We set S(ψ) = (ψ ′1, . . . ,ψ ′n), where
ψ ′1 = { 1ψπ1 }, otherwise ψ ′i =
ψi
ψπ1
.
Let 1  j  n and we assume that πs(1) = j, for all s  1. We set ψ(s+1) = S(ψ(s)), ψ(s) =
(ψ
(s)
1 ,ψ
(s)
2 , . . . ,ψ
(s)
n ) and πs = π(ψ(s)), for all s 0, then
ψ
(s+1)
j =
ψ j
ψ
(0)
π01
, . . . ,ψ
(s)
πs1
, (5.2)
where |ψ(s)i | < 1, for all s and for all i. Therefore the denominator of (5.2) satisﬁes lims→+∞ |ψ(0)π01 . . .
ψ
(s)
πs1
| = 0. We conclude that we must have ψ j = 0 which contradicts the choice of ψ . Thus, for every
1 j  n, πs1 = j inﬁnitely often.
Let ϕ ∈ Γn . For every s 1, we set ϕ(s) = Ss(ϕ), therefore there exists a permutation σs = σ(ϕ(s))
depending on s such that T s(ϕ) = (ϕ(s)σs1, . . . , ϕ
(s)
σsn) (see (5.1)). We conclude that, for every 1 j  n,
inﬁnitely often j(s) = j. This proves the lemma. 
5.2. The matrix
Let ϕ ∈ Γn and set P = P (ϕ) = [ 1ϕ1 ], thus deg(P ) 1. For all P ∈ Fq[X] and 1 j  n, we deﬁne
Δ(P , j) = {ϕ ∈ Γn: P (ϕ) = P , j(ϕ) = j}. They form a partition of Γn . A pair (P , j) deﬁnes a branch
of T−1 denoted by S(P , j) , for all ϕ ∈ Γn ,
S(P , j)(ϕ1, . . . , ϕn) =
(
1
P + ϕ ,
ϕ1
P + ϕ , . . . ,
ϕ j−1
P + ϕ ,
ϕ j+1
P + ϕ , . . . ,
ϕn
P + ϕ
)
.j j j j j
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any other row has only one non-null entry ai,i−1 = 1, for i = 1, . . . , j − 1, and ai,i = 1, for i = j +
1, . . . ,n,
A(P , j) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
P 0 . . . 0 1 0 . . . 0 0
1 0 . . . 0 0 0 . . . 0 0
0 1 . . . 0 0 0 . . . 0 0
.
.
.
.
.
.
. . .
.
.
.
.
.
.
.
.
.
. . .
.
.
.
.
.
.
0 0 . . . 1 0 0 . . . 0 0
0 0 . . . 0 0 1 . . . 0 0
.
.
.
.
.
.
. . .
.
.
.
.
.
.
.
.
.
. . .
.
.
.
.
.
.
0 0 . . . 0 0 0 . . . 1 0
0 0 . . . 0 0 0 . . . 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Let (Q , P1, . . . , Pn) be an (n + 1)-dimensional rational vector, with Q = 0. We have
S(P , j)
(
P1
Q
,
P2
Q
, . . . ,
Pn
Q
)
=
(
P˜1
Q˜
,
P˜2
Q˜
, . . . ,
P˜n
Q˜
)
if, and only if,
⎛⎜⎜⎝
Q˜
P˜1
.
.
.
P˜n
⎞⎟⎟⎠= A(P , j)
⎛⎜⎜⎝
Q
P1
.
.
.
Pn
⎞⎟⎟⎠ .
Let ϕ ∈ Γ ∗n , B(ϕ) = At(P (ϕ), j(ϕ)) , C (0)(ϕ) = In+1 and C (s)(ϕ) = B(T s−1ϕ)C (s−1)(ϕ), for all s  1. We
denote
C (s) = C (s)(ϕ) =
⎛⎜⎜⎜⎝
C (s)00 C
(s)
01 . . . C
(s)
0n
C (s)10 C
(s)
11 . . . C
(s)
1n
.
.
.
.
.
.
.
.
.
C (s)n0 C
(s)
n1 . . . C
(s)
nn
⎞⎟⎟⎟⎠ .
For y = T s(ϕ), we have
ϕi =
C (s)i0 +
∑n
j=1 C
(s)
i j y j
C (s)00 +
∑n
j=1 C
(s)
0 j y j
and V (s)0 =
(
C (s)10
C (s)00
, . . . ,
C (s)n0
C (s)00
)
.
The vector V (s)0 is the sth convergent of ϕ by T . Therefore, we obtain that the (n + 1) columns of
Cs which deﬁne the simplex Δ(P (s), j(s)) containing ϕ . For simplicity, we write Δ(s) instead of
Δ(P (s), j(s)).
5.3. Convergence of the Brun algorithm for n 2
Let ϕ ∈ Γ n , V (s)i = (
C (s)1i
C (s)0i
, . . . ,
C (s)ni
C (s)0i
), 0  i  n and Δ(s) = S(V (s)0 , V (s)1 , . . . , V (s)n ). The simplex
Δ(s + 1) takes one of the n following forms depending on the value of j = j(s + 1).
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Δ(s + 1) = S(V (s+1)0 , V (s+1)1 , V (s+1)2 , V (s+1)3 , . . . , V (s+1)n )
= S(V (s+1)0 , V (s)0 , V (s)2 , V (s)3 , . . . , V (s)n ).
• If 2 j  n − 1,
Δ(s + 1) = S(V (s+1)0 , V (s+1)1 , V (s+1)2 , V (s+1)3 , . . . , V (s+1)n )
= S(V (s+1)0 , V (s)1 , . . . , V (s)j(s+1)−1, V (s)0 , V (s)j(s+1)−1, . . . , V (s)n ).
• If j = n,
Δ(s + 1) = S(V (s+1)0 , V (s+1)1 , V (s+1)2 , V (s+1)3 , . . . , V (s+1)n )
= S(V (s+1)0 , V (s)1 , V (s)2 , . . . , V (s)n−1, V (s)0 ).
In fact, for 1 j  n, we have
C (s+1)(ϕ) =
⎛⎜⎜⎜⎜⎝
P (s)C (s)00 + C (s)0 j C (s)02 · · · C (s)0, j−1 C (s)00 C (s)0, j+2 · · · C (s)0n
P (s)C (s)10 + C (s)1 j C (s)12 · · · C (s)1, j−1 C (s)10 C (s)1, j+2 · · · C (s)1n
.
.
.
.
.
.
. . .
.
.
.
.
.
.
. . .
.
.
.
P (s)C (s)n0 + C (s)nj C (s)n2 · · · C (s)n, j−1 C (s)n0 C (s)n, j+2 · · · C (s)nn
⎞⎟⎟⎟⎟⎠ .
A simple induction on s 1 proves that |C (s)00 | > |C (s)0 j |.
We write V (s+1)0 as λ
(s+1)
0 V
(s)
0 + λ(s+1)j V (s)j where j = j(s + 1), λ(s+1)0 =
P (s)C (s)00
P (s)C (s)00+C (s)0 j
and λ(s+1)j =
P (s)C (s)0 j
P (s)C (s)00+C (s)0 j
. It is clear that |λ(s+1)0 | = 1, |λ(s+1)j | < 1 and λ(s+1)0 + λ(s+1)j = 1.
Lemma 5.2. Let ϕ ∈ Γ ∗n and s 1, then there exist μ(s)0 , . . . ,μ(s)n , such that μ(s)0 + · · · + μ(s)n = 1, |μ(s)0 | and
|μ(s)i | < 1, for all 1 i  n which verify
V (s)0 =
n∑
i=0
μ
(s)
i V
(0)
i .
Proof. The proof will be by induction on s. There exists 1 j  n such that V (s)0 = λ(1)0 V (0)0 +λ( j)j V (s)j ,
where |λ(1)0 | = 1, |λ(1)j | < 1 and λ(1)0 + λ(1)j = 1. Therefore the claim holds for s = 1.
Now, we assume that the following claim holds for s 1: V (k)0 =
∑n
i=0 μ
(k)
i V
(k)
i , where μ
(k)
0 +· · ·+
μ
(k)
n = 1, |μ(k)0 | and |μ(k)i | < 1, for all 1 i  n and 0 k s.
We have V (s+1)0 = λ(s+1)0 V (s)0 + λ(s+1)j V (s)j , where j = j(s + 1), |λ(s+1)0 | = 1 and |λ(s+1)j | < 1, by
deﬁnition of the matrix C (s) , either, V (s)0 = V (0)j , or V (s)0 = V (k)j , for some 0 k s.
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V (s+1)j = λ(s+1)0 V (s)0 + λ(s+1)j V (s)j
= λ(s+1)0
n∑
i=0
μ
(s)
i V
(0)
i + λ(s+1)j V (k)j
= λ(s+1)0
n∑
i=0
μ
(s)
i V
(0)
i + λ(s+1)j
n∑
i=0
μ
(k)
i V
(0)
i
=
n∑
i=0
(
λ
(s+1)
0 μ
(s)
i + λ(s+1)j μ(k)i
)
V (0)i
where |λ(s+1)0 μ(s)0 + λ(s+1)j μ(k)0 | = |λ(s+1)0 μ(s)0 | = 1 and |λ(s+1)0 μ(s)i + λ(s+1)j μ(k)i | < 1, for all 1  i  n.
Furthermore, as
∑n
i=0 μ
(s)
i = 1 and
∑n
i=0 μ
(k)
i = 1, thus
n∑
i=0
(
λ
(s+1)
0 μ
(s)
i + λ(s+1)j μ(k)i
)= λ(s+1)0 + λ(s+1)j = 1.
The lemma is proved. 
Let ϕ ∈ Γ ∗n . We associate to ϕ an inﬁnite sequence of times (sl). We deﬁne it by recurrence s0 = 0
and
sr = min
{
k > ss−1:
{
j(l): ss−1 < l < k
}= {1, . . . ,n}}.
By Lemma 5.1, the above sequence is well deﬁned and inﬁnite.
Lemma 5.3. Let ϕ ∈ Γ ∗n . Let σ(s) be the diameter of the simplex Δ(s) deﬁned by ϕ , for s  1 then
lims→+∞ σ(s) = 0.
Proof. We have, for all s 1,
σ(s + 1) = max
1in
∥∥V (s+1)0 − V (s+1)i ∥∥
= max
1i = j(s+1)n
∥∥V (s+1)0 − V (s)i ∥∥
= max
1i = j(s+1)n
1 jn
∥∥λ1V (s)j + λ0V (s)0 − V (s)i ∥∥
 max
1i = j(s+1)n
1 jn
(∥∥V (s)j − V (s)i ∥∥, ∥∥V (s)0 − V (s)i ∥∥)
 σ(s).
So, the sequence (σ (s))s1 of diameters is decreasing and has 0 as a lower bound, therefore it con-
verges. We claim that (σ (s))s1 converges to 0.
We consider the subsequence Δ(sr) = S(V (sr )0 , . . . , V (sr)n ) of simplices. By Lemma 5.3 and the deﬁ-
nition of matrix C (s) , for every 1 j  n, there exists sr < k < sr+1 such that V (sr+1)j = V (k)0 , thus∥∥V (sr+1)0 − V (sr+1)j ∥∥= ∥∥V (sr+1)0 − V (k)0 ∥∥.
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∀1 i  n such that
V
(sr+1)
0 =
n∑
i=0
μi V
(k)
i .
Therefore
∥∥V (sr+1)0 − V (k)0 ∥∥=
∥∥∥∥∥
n∑
i=0
μi V
(k)
i − V (k)0
∥∥∥∥∥
=
∥∥∥∥∥
n∑
i=1
μi
(
V (k)i − V (k)0
)∥∥∥∥∥
 max
1in
∥∥μi(V (k)i − V (k)0 )∥∥
 max
1in
|μi|
∥∥V (k)i − V (k)0 ∥∥
< max
1in
∥∥V (k)i − V (k)0 ∥∥= σ(k).
As k > ss , σ(k) σ(sr). We conclude that σ(sr+1) < σ(sr), which implies that σ(sr+1) e−1σ(sr),
thus
lim
s→+∞σ(s) = 0. 
Now, we are ready to prove the main result of the section.
Theorem 5.4. Let ϕ ∈ Γ ∗n and V (s)0 = V (s)0 (ϕ), for all s 1, then the sequence (V (s)0 ) converges to ϕ .
Proof. According to Lemma 5.3, it suﬃces to prove that
∥∥V (s)0 − ϕ∥∥ σ(s),
where σ(s) is the diameter of simplex Δ(s).
Let y = T sϕ , then
ϕi =
C (s)i0 +
∑n
j=1 C
(s)
i j y j
C (s)00 +
∑n
j=1 C
(s)
0 j y j
=
n∑
j=0
α
(s)
j
C (s)i j
C (s)0 j
,
where α(s)j =
C (s)0 j y j
C (s)00+
∑n
q=1 C
(s)
0q yq
, for 0 j  n and y0 = 1. It is clear that ∑nj=0 α(s)j = 1 and |α(s)j | 1 for
all 0 j  n. Thus, ϕ ∈ Δ(s), for all s 2. It follows that
∥∥V (s)0 − ϕ∥∥ max0in∥∥V (s)i − ϕ∥∥ σ(s)
which proves the theorem. 
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Let n 1 and f ∈ F2((X−1)) verify the cubic equation
f 3 = X3n + 1.
We will give a vector deﬁned by f whose expansion is ulteriorly periodic.
We remark that ( f − Xn)( f 2 + X2n + Xn f ) = 1 which implies that
f = Xn + 1
f 2 + X2n + Xn f
and
f 2 = X2n + 1
f 4 + X4n + X2n f 2 ,
thus, [ f ] = Xn and [ f 2] = X2n . Let ϕ(0) = ( 1f , 1f 2 ) ∈ M , since deg( 1f ) > deg( 1f 2 ), we can apply T at
ϕ(0) = ( 1f , 1f 2 ). As deg( 1f ) > deg({ f }), then j(1) = 1 and ϕ(1) = ( 1f , f − Xn). We have j(2) = 1 and
ϕ(2) = ( f ( f − Xn), f − Xn), because deg( f ( f − Xn)) > deg( f − Xn).
As [ f ] = Xn , [ f
f 2+X2n) ] = X5n , and { 1f ( f−Xn) } = f
2+X2n
f , so deg(
1
f ) > deg({ 1f ( f−Xn) }) what gives
ϕ(3) = ( 1f , f
2+X2n
f ), where j(3) = 1. As [ 1f−Xn ] = X2n and [ 1f 2+X2n ] = X4n , then deg( f − Xn) >
deg( f 2 + X2n), which gives ϕ(4) = ( f − Xn, f 2 + X2n), where j(4) = 0.
Since, { 1f−Xn } = f ( f − Xn) and deg({ 1f−Xn }) > deg( f − Xn), it follows that j(5) = 0 and ϕ(5) =
( f ( f − Xn), ( f − Xn)). We conclude that ϕ(2) = ϕ(5) , hence, the expansion is periodic, beginning at
the 2nd iteration and its period is 3.
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