ABSTRACT Insect populations tend to be patchy in distribution. Even when the mean population density is low, there may be local patches with high densities. As a result, estimates of mean populations may provide little information about the size or intensity of local patches within the sampled area. We compared the following 3 methods of estimating local population densities of insects: (1) with moving averages, a local mean population density is estimated as the mean of samples taken within a given radius of a central point, (2) with inverse distances, local means are estimated as weighted averages of samples; each sample is given a weight proportional to a power of the reciprocal of its distance from the center of the region for which the mean is to be estimated, (3) kriging is a geostatistical algorithm for estimating local means as weighted averages of samples. Weighting is based on the spatial covariance of the samples, or the degree to which samples that are near to each other are related. The Þrst 2 methods are relatively easy to calculate but were unreliable when used with standard parameters to estimate local Japanese beetle grub densities. When an optimum radius was used with moving averages and an optimum exponent was used with inverse distances, the advantage of ease of calculation was lost, yet both methods were still inferior to kriging in providing accurate estimates of local means.
INSECT POPULATION DENSITIES are commonly estimated as the mean of a set of sample observations. This approach works well for estimating overall mean populations, but more sophisticated approaches to estimating local means are needed when identiÞcation of patches with high or low density is desired. Because the distribution of agricultural pests is often patchy, pest populations may be high enough in some parts of a Þeld to damage a crop, whereas other parts of the Þeld remain virtually pest-free (Nyrop et al. 1995; Weisz et al. 1995a, b) . Targeting management tactics such as application of insecticides to the parts of the Þeld that harbor high pest populations may retard the development of resistance in the pest population and conserve natural enemies (e.g., Midgarden et al. 1997) . Such precision management of insect pests requires reliable methods for estimating mean population densities in the smallest areas or blocks in which signiÞcant damage could occur. When a single sample observation provides a good estimate of mean density within a block surrounding the sample, or when many samples can be taken within the block so that a reliable estimate of the mean density can be made by taking the average of the observations, the problem of estimating the local means is solved. These solutions are not feasible when individual sample observations are poor estimators of the local population means, and it is not feasible to take several samples within each block. In such cases, it may still be possible to estimate local means reliably by taking advantage of spatial autocorrelation, or the tendency of neighboring samples to have similar values.
We were faced with this problem of estimating local means for larvae of Japanese beetle, Popillia japonica Newman, on golf course fairways. The fairways are mixed plantings of turfgrass, each covering 6,000 Ð16,000 m 2 . Golf courses normally contain 18 fairways, or some 200,000 m 2 of intensely managed turf. In the eastern United States, Japanese beetle larvae are common pests on these plantings. Visible grub damage can occur in block of turf as little as 45Ð90m 2 . Given the highly variable distribution of Japanese beetle larvae in these turf plantings, reliable estimates of local population densities could be useful management aids.
A golf course may contain Ͼ3, 000 blocks in which to estimate local means, so it may not be feasible to collect several samples in each block. In addition, the small size of each sample (0.008 m 2 ) precludes it from being a precise estimate of a local mean. We compared several methods of taking advantage of spatial covariance of population density to use information from nearby blocks to estimate the mean of a given block. Each method estimates a block mean as a weighted average of samples in and around the block. Weights decrease as a function of distance from the center of the block. The methods differ only in how those weights are assigned. The 3 methods of estimating local means were compared on the basis of effectiveness (or ability to make correct estimates) and stabil-ity (or ability to give consistent results), as discussed below.
Moving Averages. With the method of moving averages, a local or block mean is estimated as the average of all samples within a given radius of the center of the block. Moving averages has the advantage that local means are easy to calculate. Disadvantages of this method are that it is difÞcult to determine the most appropriate radius for smoothing, and the implicit model of spatial covariance may not be correct, in which case good estimates of local means would not be obtained.
Inverse Distances. Isaaks and Srivastava (1989) provide an excellent discussion of the commonly used inverse distance method for spatial interpolation and map generation. However, the method must be modiÞed if it is to be used for estimating local means. The modiÞed method is discussed below, and details of the modiÞcations are discussed in the Appendix 1.
Local means are estimated as weighted averages of the samples taken on a fairway. Weights assigned to sample points are proportional to a power of the inverse of the distance from the sample to the center of the block. Points far from the block thus receive little weight, and points close to the block receive relatively high weights. The weights are normalized so that they sum to 1. The estimate of the block mean is the weighted average of all points on the fairway, viz.
where , is the estimate of the mean population density in block j, d i is the distance from the center of the block to sample i, z i is the number of grubs observed in sample i, and w j is the weight assigned to the sample at the center of the block (see Appendix and Table 2 ). The gradual decline in weights with distance is intuitively satisfying, yet the weights are still relatively easy to calculate. A priori disadvantages are that the implicit model of spatial covariance (or how the weights decline) is not very ßexible, and optimization of the exponent p requires considerable computation. Block Kriging. With block kriging, local means are again estimated as a weighted average of the samples (Isaaks and Srivastava 1989, Deutsch and Journel 1992) . Weights are based on an explicit model of the spatial covariance of the data. We used the covariogram to quantify the covariance (Cressie 1993 , Kaluzny et al. 1996 . For each fairway, 2 different covariance models were used: omnidirectional and directional. Omnidirectional models assume that the covariance is strictly a function of separation distance or lag. With directional models, covariance is modeled as a function of both the lag distance and direction. Directional models are useful when populations are more continuous in 1 direction than another, as commonly occurs when an environmental gradient changes more rapidly in one direction than another. The advantage of this method is that the model of spatial covariance is explicit and ßexible, resulting in relatively reliable estimates of local means. The main disadvantage is that the method does require explicit modeling of the spatial covariance.
Comparison of the Methods. Effectiveness. The effectiveness of estimation methods can be quantiÞed by comparing estimates to true values using crossvalidation. In cross-validation, actual data points are dropped one at a time and reestimated from the remaining data. Thus, the sample count at the center of a block is ignored when calculating the cross-validation estimate for that block. Once a datum has been reestimated using an estimation method, it is put back into the data set and the procedure is repeated for the next datum (Deutsch and Journel 1992) . In this way a cross-validation data set is constructed for each estimation method with 1 cross-validation estimate corresponding to each point in the data set. Cross-validation estimates are subtracted from the raw data values to obtain the cross-validation errors. The crossvalidation errors measure how well a given method estimates means at ÔunsampledÕ locations. Thus, an effective method should have relatively small crossvalidation errors. Stability. Stability of an estimation method is deÞned in terms of the similarity of its interpretation of local means for different smoothing parameters (e.g., the radius for moving averages). Different smoothing parameter values result in unique topographical maps or surfaces of block means, with peaks of high density and valleys of low density. For example, with decreasing inverse distance exponent or increasing moving average radius, each estimated local mean approaches the overall sample mean, so the density surface becomes smoother. Conversely, for large inverse distance exponent or small moving average radius, the density surface is relatively rough.
With fortuitous circumstances in some applications, choice of a smoothing parameter within a wide range of values does not signiÞcantly affect the interpretation of the data (e.g., Weisz et al. 1995a, b) . In such situations, a carefully selected value may be chosen as a standard value for widespread use. However, in other situations the interpretation of data can change substantially with small changes in parameter values, making the estimation method unreliable if a standard smoothing parameter is used.
A stability index can be used to quantify the differences in the topographies of density surfaces resulting from small changes in smoothing parameter values. This index then can be used as a relative measure of stablity to compare estimation methods for a single set of data. The stability index also can be used to determine when instability precludes the use of a standard inverse distance exponent or moving average radius for a collection of data sets.
Materials and Methods
Sampling. Five fairways at Tuscarora Country Club in Camillus, NY, and 4 at Silver Creek Country Club in Waterloo, NY, were sampled for 2nd and 3rd instars of Japanese beetle in late August and early September 1995 and 1996. The fairways were Ϸ200 m long and 40 m wide. All were irrigated, and normal applications of fertilizers, herbicides, and fungicides were applied as needed. Insecticides were not applied in the spring or summer before each yearÕs sampling, but bendiocarb was applied to the Tuscarora fairways after sampling.
Circular soil cores 10 cm in diameter and Ϸ10 cm. deep were dug using golf course cup cutters. The cores were broken apart by hand, and the Japanese beetle grubs found in each core were counted and recorded along with the location of the sample. Samples were taken in 4.6-m intervals along transects (rows) across each fairway. In 1995, rows were separated by 14 m along the length of each fairway; the sampling intensity was doubled in 1996 by decreasing the distance between rows to 7 m (Table 1) .
Estimation of Local Means. Local mean densities were estimated for rectangular blocks centered at each sample point. In 1995 fairways, the blocks measured 4.6 by 14 m, and in 1996 the blocks were 4.6 by 7 m. Mean population densities were estimated for each block by 3 methodsÑmoving averages, inverse distances, and block kriging. For moving averages, estimates were made for all sampled blocks with smoothing radii of 0, 5.5, 7.6, 8.9, 10.7, 12.2, 14.2, 15.7, 18.8, 22.7, 31 , and 47 m as indicated in Fig. 1 . As discussed below, we used cross validation to determine the optimum radii for each fairway. For inverse distances, estimates were made for all sampled blocks, using inverse distance exponents of P ϭ 0, 0.5, 0.75, 1, 1.25, 1.5, 1.75, 2, 2.5, 3, 3.5, 4, 4.5, and 5. An exponent of P ϭ 0 implies that all points receive the same weight, so estimates of all local means are equal to the overall mean. As p 3 ϱ, the estimates of block means approach the raw grub counts. As discussed below, we used cross validation to determine the optimum exponent for the various fairways. For block kriging, omnidirectional and directional covariance models were used to obtain omnidirectional and directional block kriging estimates of local means, respectively. April 1999 DALTHORP ET AL.: POPULATION DENSITIES OF P. japonica LARVAE
Effectiveness of Estimation of Local Means.
Crossvalidation estimates were made for each fairway for inverse distances with each of the exponents, for moving averages with each of the radii, and for both omnidirectional and directional kriging.
Quanitification of Cross-Validation Errors. The magnitude of the cross-validation errors for a given set of estimates was measured 2 waysÑas the sum of squared errors (SSE), and as sums of absolute values of errors (SAE). The following standardizations of SSE and SAE were then made:
relative absolute error (analog of R 2 ):
where z i * is the cross-validation estimate of sample i; z i is the number of grubs in sample i; n is the total number of samples on the fairway; and SST and SAT are total sums of squared and absolute errors (i.e., the SSE and SAE for the null model, in which the overall mean is taken as the estimate for each local mean). Thus, MSE and MAE measure the average magnitude of errors, and R 2 and A are measures of the improvement a given model makes over the null model, with values of 0 indicating no improvement, 1 indicating a perfect model, and negative numbers indicating a poorer Þt than than that of the null model.
Optimization. For each fairway, the moving average radius and inverse distance exponent that minimized the cross-validation MSE and MAE were selected as the optimum parameters. To make the Þnal MSE-optimized and MAE-optimized estimates for a fairway, the moving average and inverse distance calculations were repeated using the optimum parameters with all the sample points on the fairway. Kriging estimates are based on models of the covariograms rather than on minimization of cross-validation errors, but the crossvalidation errors still were calculated for each fairway for comparison with the other methods.
Relative Effectiveness. To facilitate comparisons of the methodsÕ effectiveness among fairways, the R 2 and A values (equations. 4 and 5) for each method were standardized for each fairway by dividing by the R 2 and A for directional kriging on that fairway. This is a measure of relative effectiveness based on a common scale for all fairways and methods. Thus, the relative effectiveness of directional kriging for both MSE and MAE for each fairway is 1, and the other methods are compared against this standard. For example, a relative MSE of 0.7 for a method implies that the method was 70% as effective as directional kriging at improving on the null modelÕs MSE, or R 2 method /R 2 directionalkriging ϭ 0.7. Because results are independent of which method is used as a standard, our choice of directional kriging was based solely on esthetic reasons.
Stability of the Methods. We deÞned stability of moving averages and inverse distances in terms of the changes in estimates of local means for small changes in moving average smoothing radius or inverse distance exponent.
Critical Range of Parameters. For each fairway, we calculated the optimum exponent for inverse distance and optimum radius for moving averages by selecting the values that resulted in the smallest cross-validation MSE and MAE. We then removed the highest and lowest values and deÞned the critical range of parameters to be the remaining interval. For example, the MSE-optimized inverse distance exponents for the twelve fairways were 1.25, 1.5, 1.75, 2, 2, 2, 2, 2.25, 2.25, 2.25, 2.5, and 2.75. After removing the highest and lowest of these exponents, the truncated range is 1.5Ð 2.5. This, then, was the critical range for MSE-optimized inverse distance. Similarly, we calculated the critical ranges for MAE-optimized inverse distance, MSE-optimized moving average, and MAE-optimized moving average. As deÞned, the critical range is an estimate of the range of optimum parameter values that were commonly observed in the Þeld. A method that can be standardized reliably should give consistent results for any choice of parameter value in the critical range.
Stability Index. The degree of smoothness of the grub density surface is summarized by a statistic that we refer to as the estimated population variance, or the variance of the collection of estimated local means for a given fairway and method. A high population variance corresponds to a highly variable or rough surface, whereas a low population variance corresponds to a smooth surface. To quantify stability, we deÞned a stability index for a given fairway as the ratio of population variances resulting from the highest and lowest parameter values in the critical range. For example, the critical range for MSE-optimized inverse distance exponents is 1.5Ð2.5. The estimated population variances on T1896 for exponents 1.5 and 2.5 are 0.17 and 0.58, respectively, so the stability index for MSE-optimized inverse distance on T1896 is 0.58/0.17 ϭ 3.4. By contrast, the critical range for MSE-optimized moving average radii is 10.7Ð18.8 m. The estimated population variances on T1896 for radii 18.8 and 10.7 are 0.31 and 0.21, respectively, giving a stability index of 1.5. By this measure, the inverse distance method has a higher stability index value and is more unstable than moving averages on fairway T1896. We calculated stability indices for both inverse distances and moving averages optimized for MSE and MAE on all 12 fairways analyzed.
Critical Ratio and Quantification of the Practical Implications of the Stability Index. Because of space limitations, the nature and degree of the uncertainties captured by the stability index were analyzed in detail for only 1 fairway (T1896). Differences in grub density surfaces for parameters within the critical range for MSE-optimized inverse distance exponents and mov-ing average radii were plotted in wireframe graphs of estimated local mean populations. The wireframe graphs provide a visual summary of the practical importance of the stability index. Differences between the surfaces then were quantiÞed via differences in the heights and extents of the peaks. The peaks were characterized by the upper percentiles (50th, 75th, 90th, 95th, 98th, and maximum) of the estimated local means on the fairway. These percentiles were then plotted as functions of the inverse distance exponent and moving average radius. Of particular interest were the differences in the estimates of each percentile for parameters within the critical range. To summarize such differences, we deÞned the critical ratio for a given method and percentile on a fairway as the ratio of the highest to the lowest estimate of the percentile for parameter values in the critical range. For example, the estimates for the 98th percentile of block means on T1896 for inverse distance exponents of 1.5 and 2.5 (spanning the critical parameter range) are 1.58 and 2.73, respectively. Therefore, the 98th percentile critical ratio for inverse distances on T1896 is 2.73/1.58 ϭ 1.73, implying that within the critical range, estimates of the 98th percentile vary by a factor of 1.73. For each fairway the critical ratio was calculated for inverse distances and moving averages, each optimized for MSE and MAE. Then for each method, the geometric mean critical ratio across fairways was calculated and plotted against percentile. We used the geometric mean whenever calculating an average of ratios or factors. The geometric mean considers 1 ⁄2 and 2 to be equidistant from 1, an apt view when dealing with factors and ratios. This allows for easy comparison of the robustness of the methodsÕ estimates of the heights of the peaks and how those estimates depend on relative grub population density.
Fairway Selection. Detailed spatial statistical analyses were performed on 12 of 18 fairways sampled. Not included were 2 fairways that lacked signiÞcant spatial covarianceÑS1396 had a mean grub density of 0.15 per sample, and the count distribution did not differ from Poisson (P ϭ 0.18, chi-square test); S0896 had a mean grub density of 0.27 per sample, and neither the variogram nor covariogram revealed any spatial covariance structure. Not coincidentally, these 2 fairways had the lowest and 4th lowest population densities of the 18 that were sampled; not enough grubs were found to discern spatial relationships. Also not included in the analyses were 4 fairways for which the spatial covariance was not strong enough for any of the methods to provide reliable estimates. As a rough measure of reliability, we used the P value of the linear regression of cross-validation estimates against the raw grubs counts. Fairways T1895, T1095, T1295, and S1196 had P values substantially higher than those of the other fairways (Fig. 2) , making meaningful comparisons between the methods impossible for these 4 fairways. Therefore, the analysis does not include these fairways.
Results and Discussion
Effectiveness. The relative effectiveness of the methods (inverse distance, moving average, omnidirectional kriging, directional kriging) was compared on the basis of the MSE and MAE of the cross-validation errors. For each fairway, the inverse distance exponent and moving average radius that minimized the MSE and MAE were calculated and are listed in Table 3 . Optimum parameter values varied not only from fairway to fairway but also depended on whether they were optimized with respect to MSE or MAE. For inverse distances and moving averages, the analysis of effectiveness was based on these optimized parameters.
Effectiveness of Moving Averages and Inverse Distances Relative to Directional Kriging.
On average, MSE-optimized inverse distances and moving averages were respectively only 82 and 67% as effective as directional kriging at improving on the null MSE. In Fig. 3 points above the dotted line represent a relative effectiveness Ͼ1, indicating that the given method is more effective than directional kriging on the fairway represented by the point. Conversely, points below the dotted line indicate that the method is not as effective as directional kriging on the fairway. When compared on the basis of MAE rather than MSE, inverse distances and moving averages were still not as effective as directional kriging, although the differences were less pronounced (geometric means of relative effectiveness were 85 and 90% for inverse distances and moving averages, respectively).
For all but 1 fairway (S1696), directional kriging was the most effective as measured by MSE. For S1696, inverse distance with an exponent of 2 had a relative effectiveness of 1.35 (optimized for MSE). However, the methodÕs R 2 was still only 0.047 compared with Fig. 2 . Fairway-by-fairway P values for linear regression of cross-validation residuals on sample grub counts. For fairways T1895, T1095, T1295, and S1196, the correlations are substantially weaker than they are for the other fairways, indicating that none of the estimation methods is reliable on these data sets.
April 1999 DALTHORP ET AL.: POPULATION DENSITIES OF P. japonica LARVAEdirectional krigingÕs 0.035 (Table 4 ), implying that both methods were only slightly better than the null model in which all local means are assumed to be equal to the overall mean. The relative effectiveness of moving average optimized for MAE is 1.9 for the same fairway, indicating that the method outperformed directional kriging on this fairway. For all other fairways, directional kriging was the most effective with respect to MSE ( Fig. 3 ; Table 4 ). However, inverse distance and moving average often were much less effective than directional kriging. On 5 of the 12 fairways, MSEoptimized inverse distances were Ͻ75% as effective as directional kriging, and on 6 fairways MSE-optimized moving averages were Ͻ70% as effective as directional kriging. On 1 fairway (T1195), MSE-optimized moving averages were outperformed by the null model. The relative effectiveness of inverse distances and moving averages improved when MAE was the yardstick. The improved performance relative to kriging is not surprising in that inverse distances and moving averages can be optimized to give low MAE, whereas kriging inherently minimizes MSE rather than MAE. On S1696, moving averages had substantially higher relative effectiveness than all other methods (Fig. 3) . This may be because the low mean population density on the fairway (0.23 grubs per sample compared with an average of 1.01 for the other fairways with significant spatial covariance) ( Table 1 ). Only 37 of 225 samples contained grubs. Because the sampling provided so little information about the grub dispersion patterns, the results are highly sensitive to random variation, so the unusually strong performance of moving averages is probably overstated by the relative effectiveness statistic. On 4 other fairways (T1096, T1196, T1296, and T1396) moving averages yielded the lowest MAE of all the methods, although the performances were only slightly better than directional kriging ( Fig. 3; Table 4 ). On all other fairways, directional kriging was still the most effective as measured by MAE. On several of these fairways, the differences were large.
In summary, we found that although on some fairways the effectiveness of directional kriging was not signiÞcantly better than that of inverse distances or moving averages, directional kriging greatly outperformed the other methods on a third to half of the fairways.
Effectiveness of Omnidirectional Kriging Relative to Directional Kriging. Incorporating the effect of direction into covariogram models when performing directional kriging greatly complicates the modeling effort. In most cases, the added complexity did not result in signiÞcantly better estimates of local means, because on most fairways omnidirectional kriging was as effective or nearly as effective as directional kriging. On 9 of the 12 fairways, omnidirectional kriging was Ͼ90% as effective as directional kriging at improving on the null MSE (Fig 3) . On fairways S1695, S0895, and T1396, however, omnidirectional kriging had MSE-based relative effectiveness of 0.48, 0.72, and 0.82, respectively, indicating that directional kriging was substantially more effective on these fairways. As measured by MAE, the performance gap between omnidirectional Fig. 3 . Relative effectiveness of moving average, inverse distance, and omnidirectional kriging using directional kriging as a standard for comparison. Each dot represents the relative effectiveness of the method indicated on the x-axis for a single fairway. Inverse distance exponents and moving average radii are optimized for MSE and MAE of cross-validation errors, as indicated. Open squares represent geometric means. Points above and below the dotted line represent superiority over and inferiority to directional kriging. and directional kriging was smaller than when measured by MSE (Fig. 3) . On 10 of the 12 fairways, the relative effectiveness of omnidirectional kriging exceeded 90% as measured by improvement in MAE over the null model. Stability. The main advantage that inverse distances and moving averages have over kriging is ease of calculation. We found that, when optimized, inverse distances and moving averages were sometimes comparable to directional kriging with respect to effectiveness. However, optimization is calculationintensive and thus partially negates the advantage of simplicity. Therefore, as others have noted (e.g., Weisz et al. 1995a, b) , it would be highly beneÞcial to be able to use a single, standard parameter that would be applicable to all Þelds. However, as discussed below, we found that such standardization would contribute substantially to the uncertainty of the estimates made by inverse distances and moving averages.
Stability Index for Moving Averages and Inverse Distances. We quantiÞed the degree of uncertainty associated with choosing a standard inverse distance exponent or moving average radius for use on all fairways by use of the stability index (Table 3 ). An unstable method is not amenable to standardization because the standard parameter is likely to differ enough from the optimum to have a signiÞcant impact on the resulting estimates of local means.
Moving averages were more stable than inverse distances on the fairways we sampled (Fig. 4) . The stability index for MSE-optimized inverse distances exceeded 3.0 on 11 of 12 fairways, whereas the index for MSE-optimized moving averages was Ͻ3.0 for 11 of the 12 fairways. The differences in stability between inverse distances and moving averages optimized for MAE were even greater. The stability index for MAEoptimized inverse distances exceeded 3.0 for all 12 fairways, whereas the stability index for MAE-optimized moving averages was Ͻ1.8 for all 12 fairways. Thus, the method of inverse distances was less well suited for standardization than was moving averages.
Not only was the method of inverse distances less well suited for standardization than was moving averages, we also found the method to be unsuitable in an absolute sense. The argument relies on a more detailed discussion of the practical signiÞcance of the stability index. Because of space limitations, we limit the detailed discussion to 1 fairway. Fairway T1896 with inverse distances with MSE optimization was selected because it has a stability index of 3.44, which marks a cutoff that separates inverse distances from moving averages with respect to stability (Fig. 4) . T1896 is among the most stable fairways for inverse distances, yet its stability index value of 3.44 for MSE is higher than the index for moving averages on every fairway ( Fig. 4 ; Table 5 ).
Stability Index and Uncertainty of Topography of the Grub Density Map. A stability index of 3.44 corresponds to a large degree of uncertainty about the roughness of the estimated grub density surface, as shown in Fig. 5a and b However, an index of 3.44 is close to the minimum for inverse distances among all fairways. The density surfaces for most of the fairways Fig. 5c and d illustrate the uncertainty associated with a stability index of 1.53, the value for MSE-optimized moving averages on the fairway. Thus, the moving average surfaces are relatively consistent for all radii in the critical range. The stability index is a general quantiÞcation of the differences visible in Fig. 5 , and as such, the index measures the relative stability of the methods. However, the practical implications of differences in stability are not captured directly by the index. Instead, we examined the stability of the distribution of local means within the critical region for a quantitative assessment of the practical implications of a stability index value of 3.44. Stability Index and Uncertainty of Patch Density. The overall mean grub density for the surfaces in Fig. 5a andb is essentially the sameÑ 0.676 for exponent 1.5 and 0.667 for exponent 2.5. The differences between the surfaces lie in the heights of the peaks and the depths of the troughs. The sizes of the peaks can be compared via the upper tails of the distributions of local means. In Fig. 6 , a given percentile of estimated local grub density is plotted against inverse distance exponent p. The lowest line is the estimated minimum grub density. Lines for the median, 75th, 90th, 95th, and 98th percentiles are above that, with the line for the maximum on top. For p ϭ 0, all local means are equal to the overall sample mean, so the lines start at the local mean and spread out as p increases. Steepness in the curve is indicative of rapid change in grub density surface corresponding to relatively small changes in exponent. For example, with an exponent of 1.5, the estimated maximum population density is 1.99, but for an exponent of 2.5, the expected maximum rises to 3.94, nearly twice as high. Thus, within the critical range for MSE, estimates of the maximum grub density on the fairway vary by nearly a factor of 2, making inverse distances unreliable for estimating the maximum population density on this fairway.
Stability Index and Uncertainty About Patch Extent. A turfgrass manager interested in treating only those sections of the fairway that harbor grub patches with density exceeding a threshold would need to identify the boundaries of those patches. A commonly used treatment threshold for Japanese beetle grubs in turfgrass is 100 grubs per square meter, or Ϸ1 per sample. According to inverse distance with an exponent of 1.5, 21% of the fairway (T1896) has a density exceeding 1 and would be treatable. With an exponent of 2.5, the treatable fraction of the fairway rises only to 23%. This indicates that for T1896, choice of exponent within the critical range has very little effect on the estimation of the treatable portion of the fairway given a treatment threshold of 1 grub per sample, making inverse distance a seemingly reliable tool. For a treatment threshold of 1.5, however, the situation changes dramatically. An exponent of 1.5 results in an estimate of 2.8% of the fairway requiring treatment. An exponent of 2.5 increases the estimated treatable portion of the fairway to 17%, a 6-fold increase, making inverse distance an unreliable tool for identifying patch boundaries. Fig.  6 suggests that inverse distance gives a consistent estimate of the 75th percentile of grub density on T1896. However, it gives inconsistent estimates of the upper quantiles of population density. Thus, a stability index of 3.44 or higher is a strong indication that the method may be unreliable for many types of ecological problems. Because the stability index was commonly in excess of 3.44 for inverse distances (both for MSE and MAE), the method was not suitable for standardization by using a single exponent for all fairways.
Suitability of Standardization of Inverse Distance and Moving Averages. As alluded to in the previous paragraph, suitability for standardization is dependent upon the question of interest. Fig. 7 shows how the upper tail of the distribution of estimated local means (i.e., the heights of the peaks) varies for parameters in the critical range. We deÞned the critical ratio for a method as the ratio of the estimates of a given grub density percentile for parameters on the boundaries of the critical range. The critical ratio was calculated for each fairway for inverse distances and moving averages for a number of percentiles. The average critical ratio in Fig. 7 is the geometric mean of the ratios for all the fairways, and it is a measure of how stable a given method is for estimating a given quantile on average. Thus, Fig. 7 shows that the least stable method on average is inverse distance optimized for MAE. Within the critical parameter range for this method, estimates of the median vary by a factor of 2.7, which is far higher than for any other method. All the methods reliably estimate the 75th percentile on average, but the critical ratio for MAE-optimized inverse distance estimates is 1.5 or more for the 90th percentile and above and exceeds all other methods at every percentile higher than the 75th. The critical ratios for moving averages (optimized for either MSE or MAE) are between 0.8 and 1.25 for all quantiles between the median and 95th percentile. The most stable method is moving averages optimized for MAEÑall critical ratios are between 0.8 and 1.25.
In summary, without optimization, the inverse distance method was too unstable to reliably estimate the median population density, upper percentiles (or heights of the peaks on the grub density maps), or maximum local means. Even when optimized for MSE or MAE, cross-validation indicates that the inverse distance method is less effective than directional kriging at estimating local means.
The method of moving averages was more stable than inverse distances; it may even be stable enough for a standard radius to be used for some applications, especially when the standard is based on the minimization of MAE. Moving averages optimized for MSE was considerably less effective than either directional or omnidirectional kriging; but when optimized for MAE, it was often comparable in effectiveness to omnidirectional kriging.
Directional kriging consistently gave better estimates of local means than either moving averages or inverse distances when measured by MSE. When measured by MAE, moving averages gave slightly better estimates than directional kriging on some fairways, but on 25% of the fairways, it was substantially outperformed by directional kriging.
Natural variation in the spatial patterns of grub abundance from fairway to fairway and year to year was great enough that selection of a standard exponent for inverse distances or a standard smoothing radius for moving averages often resulted in poor estimates of local means, especially in sections of fairways where grub density was relatively high. When the variation in grub patterns was implicitly accounted for by optimization of exponent or smoothing radius on a fairway-by-fairway basis, the stability and effectiveness of moving averages and inverse distances improved, but only with an increase in complexity. Moreover, even with optimization, inverse distances and moving averages were still far less effective than kriging for several fairways.
In conclusion, we demonstated that in some situations standardized inverse distances or moving averages may perform just as well or nearly as well as directional kriging, whereas for other situations, the methods may be vastly outperformed by kriging, even after they are optimized. Their performance on a particular data set depends on whether the spatial covariance of the data by chance happens to be compatible with the inverse distance or moving average model. Therefore, inverse distances and moving averages tend to be unreliable, even though they occasionally may be just as effective as directional kriging. Because kriging is linked to the ecology of the organism via an explicit model of the spatial covariance, it naturally adjusts itself to the spatial patterns in the data and therefore performs more consistently and reliably than inverse distances or moving averages. Because of its higher degree of reliability, kriging is to be recommended over inverse distances or moving averages for estimation of local means.
