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triangular generating matrix P and any Toeplitz matrix are stud-
ied. These classes are generalizations of the special case when a
Toeplitz matrix is generated by the vector of powers and P is ei-
ther also Toeplitz or a Pascal triangle. The matrix P which lead to
the class being closed undermatrixmultiplication is fully character-
ized. Explicit formulae for inverses are derived and commutativity of
products within each class proven. Examples using lower triangular
matrices with binomial coefficients are given.
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1. Introduction
A matrix is said to be Toeplitz if all the elements along any diagonal are constant. While it is not
true for full matrices, the product of lower triangular Toeplitz matrices is Toeplitz again. This property
(of being closed with respect to matrix multiplication) has been observed for the set of matrices P(t)
which are the Hadamard (element-wise) products of a lower triangular Pascal triangle and a lower
triangular Toeplitzmatrixwhich has its first column defined by (1, t, t2, . . .)T (as in [10]). The product
is then P(t)P(s) = P(t + s).
Matrices that are Hadamard products of a lower triangular Pascal triangle and any lower triangular
Toeplitz matrix play an important role in the study of blur invariants [7] where they give insight into
the matrix algebra background of their derivation but, more importantly, shed light on the numerical
stability problems associated with their evaluation that the author is investigating.
In this paperwe go one step further: we replace the Pascal triangle by a generating lower triangular
matrix P and study the class of lower triangular matrices, similar in structure to P(t), which are
Hadamard products of P and any Toeplitz matrix.
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Matrices with Toeplitz-like properties have been widely studied: g-Toeplitz matrices are constant
along slanted diagonals [8]. Block-Toeplitzmatrices, with Toeplitz or otherwise structured blocks, have
been extensively studied [6]. Toeplitz-like or quasi-Toeplitz matrices are Toeplitz but for a low rank
perturbation [3,2].
Similarly, the rowsofaPascal trianglecanbearranged into rowsorcolumnsof triangularmatrices, or
into the per-diagonals of fullmatrices, the triangle itself can be generalized, for example, by preserving
the summation rule but allowing arbitrary sequences of numbers at its sides instead of the usual 1’s [1].
Other recent generalizations of the Pascal triangle include furtherwork involving the abovementioned
matrix P(t) as well as Leibniz functional matrices [9].
In Section2wedefine theclassof Toeplitz-likematricesmentionedaboveandprove themain result:
four equivalent characterizations of the generating matrix P so that the class is closed with respect
to matrix multiplication. Inverses, commutativity and other properties are presented in Section 3
including showing that all such n × n generating matrices can be constructed from 2n − 2 non-zero
parameters. Examples of such generating matrices, such as sub-matrices of the Pascal triangle, are
discussed in Section 4. Conclusions are presented in Section 5 where we also point out the way in
which the generating matrices are generalizations of the Pascal triangle.
2. Notation, definitions and the main result
In this section we discuss properties of Toeplitz-like matrices. We will deal exclusively with lower
triangular matrices.
Generally, we use Householder notation: capital letters for matrices, bold lowercase letters for
column vectors. Vector ej is the jth column of the identitymatrix I, 1 is a vector of all ones (dimensions
implied by context). Indexing of vector and matrix elements will always start from 1. We also use 
and⊗ for element-wise division andmultiplication ofmatrices and vectors (⊗ is also calledHadamard
product) and we overload diag() to mean a matrix if applied to a vector and vice versa.
Definition 2.1. By Vn we denote the set of all totally non-zero n-vectors. Similarly, by Ln we denote
all n × n lower triangular matrices with non-zero elements on and below the diagonal.
(a) Let c be a vector. By T(c) we denote the Toeplitz lower triangular matrix
T(c) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
c1 0 0 · · · 0
c2 c1 0 · · · 0
c3 c2 c1 · · · 0
· · · · · ·
cn cn−1 cn−2 · · · c1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= c1I +
n∑
j=2
cjS
j−1
where S = ∑n−1j=1 ej+1eTj is a matrix with ones in the sub-diagonal.
(b) Let P = [pj,k] be a lower triangular matrix and let c be a vector. By T(P, c) we denote the
“Toeplitz-like” matrix
T(P, c) = P ⊗ T(c) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
c1p1,1 0 0 · · · 0
c2p2,1 c1p2,2 0 · · · 0
c3p3,1 c2p3,2 c1p3,3 · · · 0
· · · · · ·
cnpn,1 cn−1pn,2 cn−2pn,3 · · · c1pn,n
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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(c) For a lower triangular matrix P = [pj,k] we define its row reversal r(P) by
r(P) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p1,1 0 0 · · · 0
p2,2 p2,1 0 · · · 0
p3,3 p3,2 p3,1 · · · 0
· · · · · ·
pn,n pn,n−1 pn,n−1 · · · pn,1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(d) For any scalar t we define the power vector x(t) =
[
1 t t2 · · · tn−1
]T
.
Some properties of Toeplitz-like matrices are:
Lemma 2.2.
(a) T(P, 1) = T(P, x(1)) = P and T(T(1), a) = T(a),
(b) if P is a unit lower triangular matrix then T(P, e1) = I,
(c) T(P, c)d = T(r(P), d)c,
(d) T(αP, βc) = αβT(P, c) for any scalars α and β .
Proof. (a), (b) and (d) are straightforward. For (c),
(T(P, c)d)j =
j∑
k=1
pj,kcj−k+1dk =
j∑
k=1
pj,j−k+1ckdj−k+1 = (T(r(P), d)c)j. 
We will now formulate the main result.
Theorem 2.3. Let P ∈ Ln. The following five properties are equivalent.
Property TP: For any vectors a and b there exists a vector c such that
T(P, a)T(P, b) = T(P, c). (1)
Property Q : Denoting
qj,k,l = pj+l−1,k+l−1pk+l−1,l
pj+l−1,l
(2)
for all j, k, l such that 1 ≤ l ≤ n − j + 1 and 1 ≤ k ≤ j ≤ n there is
qj,k,1 = qj,k,2 = · · · = qj,k,n−j−1 (3)
for all relevant j and k.
Property R: Elements of P satisfy
pj,k =
⎧⎨
⎩
p1,1 for j = k = 2, . . . , n,
pj,j−1
pk,k−1 pj−1,k−1 for k = 2, . . . , j − 2, j = 4, . . . , n.
(4)
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Property P: Elements of P satisfy
pj,k =
⎧⎨
⎩
p1,1 for j = k = 2, . . . , n,
pj−k+1,1
∏k
s=2
pj−k+s,j−k+s−1
ps,s−1 for k = 2, . . . , j − 2, j = 4, . . . , n.
(5)
Property DTD:
P = DT(f )D−1 (6)
for some vector f ∈ Vn and a non-singular diagonal matrix D.
Proof. We will prove the theorem in five steps:
Q ⇒ R ⇒ P ⇒ DTD ⇒ TP ⇒ Q .
Q ⇒ R: The first part of (4) follows from (3) by choosing k = j. The second part of (4) we
prove by induction over n. For n < 4 there is nothing to prove. For n = 4, (4) is just
p4,2 = p4,3
p2,1
p3,1
which follows from q4,2,1 = q4,2,2 after cancelling the denominators p4,1. Assuming
(4) holds for n − 1, apply (3) in the form
qn−l+1,n−l,l = qn−l+1,n−l,l−1
for 2 ≤ l ≤ n − 1. This rewrites to
pn,n−1 pn−1,l pn−1,l−1 = pn−1,n−2 pn−2,l−1 pn,l
which, after substitution from the inductive assumption on (4)
pn−1,l = pn−1,n−2
pl,l−1
pn−2,l−1 ,
gives (4) for j = n, k = 2, . . . , n − 2.
R ⇒ P: Follows by induction over k.
P ⇒ DTD: Given P satisfying P define vectors d and f by
dj =
⎧⎨
⎩ 1 for j = 1,∏j
s=2 ps,s−1 for 1 < j ≤ n,
fj = pj,1
dj
for 1 ≤ j ≤ n.
A straightforward substitution now shows that the elements of the matrix P˜ =
diag(d)T(f )(diag(d))−1 satisfy p˜j,k = pj,k .
DTD ⇒ TP: Assuming P = DT(f )D−1 we have
T(P, a) = (DT(f )D−1) ⊗ T(a) = DT(f ⊗ a)D−1
for any vector a. The product of two such matrices (same D and f , different a’s) will
have the same formbecause theproduct of lower triangular Toeplitzmatrices is again
Toeplitz and we have assumed f to be totally non-zero.
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TP ⇒ Q : Note that
T(P, e1)T(P, e1) = (diag(P))2 = P ⊗ diag(P)
so that P must have a constant diagonal for diag(P) to be Toeplitz. This proves (3) for
k = 1 and also for k = j. The rest we prove by contradiction. Assume there exist l1,
l2, k and j such that 2 ≤ k < j < n and 1 ≤ l1 < l2 ≤ n − j + 1 for which
qj,k,l1 = qj,k,l2 . (7)
Consider
T(P, ej−k)T(P, ek−1) = P ⊗ C
where, after some calculation,
C =
n−j+1∑
l=1
qj,k,lej+l−1eTl
has just the j−1st off-diagonal and is not Toeplitz due to (7). 
Definition 2.4. We define Tn to be the subset of Ln of matrices satisfying any (and thus all) of the
properties in Theorem 2.3; thesewill be called T-matrices (or will be said to have property T). Matrices
T(P, a), where P ∈ Tn is a T-matrix, will be called Toeplitz–Pascal matrices.
3. T-matrices and their properties
In this section we introduce a matrix helpful with the calculation of products and inverses of T-
matrices, derive non-redundant representations of the T-matrices, identify an element-wise relation
between anyT-matrix and its inverse and show that Toeplitz–Pascalmatriceswith the samegenerating
matrix commute.
Definition 3.1. Given a T-matrix P ∈ Tn we define its “associate matrix” to be QP = [qj,k] given by
qj,k =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
0 if k > j,
p1,1 if k = j,
p1,1 if k = 1 and
qj,k,1 = pj,k pk,1pj,1 otherwise.
(8)
The associate matrix is important in determining the products and inverses of the Toeplitz-like
matrices.
Corollary 3.2. Let QP be the associate matrix of P ∈ Tn. For any vectors a and b
T(P, a)T(P, b) = T(P, T(QP, a)b). (9)
Proof. Follows from the property Q and the definition of QP . 
Corollary 3.3. Let QP be the associate matrix of P ∈ Tn and let b be the solution of
T(QP, a)b = 1
p1,1
e1.
Then T(P, b) is the inverse of T(P, a).
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Proof. We need the right hand side in (9) to be an identity. However, T(P, e1) = p1,1I. 
We now establish the special relationship that exists between a Toeplitz–Pascal matrix and its
inverse: their element-wise ratio is a lower triangular Toeplitz matrix.
Corollary 3.4. If P ∈ Ln and c ∈ Vn then
T−1(P, c)  T(P, c) = T(w) (10)
wherew = 1
p1,1
(T(QP, c)
−1e1)  c.
Proof. Straightforward from T(P, c) = P ⊗ T(c). 
Corollary 3.5. Let QP be the associate matrix of P ∈ Tn and let x(t) be a power vector. Then P˜ =
T(P, x(t)) ∈ Tn is a T-matrix with the same associate matrix QP˜ = QP for any scalar t.
Proof. Substituting p˜j,k = tj−k pj,k into (4) (property R) the powers of t cancel. 
We now turn to the representation of T-matrices Tn.
Corollary 3.6. Every matrix P ∈ Tn is uniquely determined by the 2n − 2 elements
p1,1, p2,1, . . . , pn,1, p3,2, p4,3, . . . , pn,n−1.
This representation is non-redundant.
Proof. Follows from (5) (property P). 
Another representation of P ∈ Tn comes from property DTD which states that P = DT(f )D−1 is
a T-matrix for any non-singular diagonal matrix D and any totally non-zero vector f . This involves 2n
parameters which, however, are not independent. Replacing D by αD for any scalar α = 0 obviously
does not change P. The Toeplitz part can also be altered but in a more subtle way.
Corollary 3.7. Let D = diag(d) and D˜ = diag(d  x(t)) where t = 0. Then
DT(f )D−1 = D˜T(f ⊗ x(t))D˜−1.
This explains that we can choose a unique (non-redundant) DTD-type representation by requiring,
say, d1 = f2 = 1 (as we did in the third step of the proof of Theorem 2.3). This brings the number of
independent parameters in this representation back to 2n − 2.
We now turn to the associate matrix.
Corollary 3.8. Let P = D T(f ) D−1. Then QP is also a T-matrix and
QP = Dˆ−1 T(f ) Dˆ
where Dˆ = diag(f ).
We thus see that all T-matrices D T(f ) D−1 with the same f have the same associate matrix QP .
Using this expression for the associatematrix in (9) gives the following result for themultiplication
of lower triangular Toeplitz matrices.
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Corollary 3.9. Let f ∈ Vn be a totally non-zero vector. Then for any vectors a and b
T(f ⊗ a)T(f ⊗ b) = T(f ⊗ c)
where c = Dˆ−1 T(f ⊗ a) Dˆ b and Dˆ = diag(f ).
Using the DTD representation of an associate matrix we have
qj,k = fkfj−k+1
fj
= qj,j−k+1
implying that QP = r(QP) is invariant to row reversal. This gives the following rather surprising result.
Corollary 3.10. Let P ∈ Tn be a T-matrix. Then the Toeplitz–Pascal matrices T(P, a) and T(P, b) commute
for any vectors a and b.
4. Pascal-like T-matrices
Definition 4.1. Letm, n be integers,m ≥ 1,m+ n ≥ 0. Define a unit lower triangular matrix P(m, n)
in terms of binomials by
P(m, n)j,k =
⎛
⎝ mj + n
mk + n
⎞
⎠ , k = 1, 2, . . . , j.
Lemma 4.2. For any m, n integers, m ≥ 1, m + n ≥ 0, matrix P = P(m, n) has property T with
QP = P(m,−m).
Proof. Elementary calculation with binomial coefficients using Theorem 2.3. 
The following special cases are of interest, particularly in the application to blur invariants:
• The Pascal triangle Pp = P(1,−1). Note thatQPp = Pp, r(Pp) = Pp and Pp = Df T((Df )−11)(Df )−1
where Df = diag([ 0! 1! . . . (n − 1)! ]).
• The odd rows and columns of Pp, PS = P(2,−2). Note that QPS = PS , r(PS) = PS and PS =
D
f
S T((D
f
S )
−11)(DfS )−1 where D
f
S = diag([ 0! 2! . . . (2n − 2)! ]).
• The even rows and columns of Pp, PA = P(2,−1). Note that QPA = PS , as well, and PA =
D
f
AT((D
f
S )
−11)(DfA)−1 where D
f
A = diag([ 1! 3! . . . (2n − 1)! ]).
• The even rows and odd columns of Pp, PAS = r(PA). Note that PAS = DfAT((DfA)−11)(DfS )−1 is not
a T-matrix.
Other examples of Pascal-like matrices are CS and CA which are defined as follows:
(CS)j,k = (2j − 2k − 1)!!
⎛
⎝ 2j − 2
2j − 2k
⎞
⎠ and
(CA)j,k = (2j − 2k − 1)!!
⎛
⎝ 2j − 1
2j − 2k
⎞
⎠ . (11)
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Lemma4.3. Matrices CS andCA haveproperty T, andbothhave the sameassociatematrixQCS = QCA = Pp.
These special cases allow explicit formulae for the vector w of Corollary 3.4 giving the relation
between the T-matrix and its inverse.
Lemma 4.4. For all Toeplitz-like matrices T(P, x(t)) with T-matrices P such that
(a) QP = Pp the elements of vectorw are wj = (−1)j−1,
(b) QP = PS the elements of vectorw are wj = E2j−2, the Euler numbers.
Proof. For (a) we need to show that Ppw = e1 which is actually no more than a well known formula
for binomial numbers based on expanding (1 − 1)j . For (b), PSw = e1 is exactly the formal relation
for Euler numbers E0 = 1, (E + 1)s + (E − 1)s =, s = 1, 2, . . . (see [5], 9.631). 
Finally, we point out the limits of generalizing the product formula for T(P, x(t)).
Lemma 4.5. The relation
T(P, x(t))T(P, x(s)) = T(P, x(t + s))
holds for any scalars t and s if and only if the associate matrix QP = Pp, the Pascal triangle.
Proof. Compare terms in T(QP, x(t))x(s) = x(t + s). 
5. Conclusions
We have introduced classes of lower triangular matrices closed with respect to matrix multiplica-
tion. We have given properties of inverses of such matrices and their associates and identified con-
ditions under which these matrices commute. Pascal-like matrices were shown to be a rich source
of generators of such classes. Finally, we showed a non-redundant parametrization of the generating
matrices in Tn and showed that they always lead to classes of commuting matrices.
Let us finally observe theway inwhich the generating T-matrices are indeed a generalization of the
Pascal triangle. Note that besides the usual summation rule
⎛
⎝ j
k − 1
⎞
⎠+
⎛
⎝ j
k
⎞
⎠ =
⎛
⎝ j + 1
k
⎞
⎠
the binomial coefficients also satisfy a product recurrence
⎛
⎝ j
k
⎞
⎠ =
⎛
⎝ j − 1
k − 1
⎞
⎠
⎛
⎝ j
j − 1
⎞
⎠/
⎛
⎝ k
k − 1
⎞
⎠ with
⎛
⎝ j
0
⎞
⎠ = 1,
⎛
⎝ j
j − 1
⎞
⎠ = j.
From Corollary 3.6 and property R it follows that we obtain all possible T-matrices by replacing the
boundary values 1 and j in this recurrence by arbitrary non-zero values.
SomepropertiesofT(Pp, x(t))havebeendiscussed in [10], particularly a factorization intoaproduct
of bi-diagonal matrices. Such factorization extends not only to Toeplitz-like matrices but also, under
certain conditions to any lower triangular matrices as shown in [4]. However, we did not find any neat
closed form for such a factorization except for the case of T(Pp, x(t)).
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