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RESUMEN
Existencia y unicidad de la solucio´n y comportamiento asinto´tico de la
energ´ıa para una ecuacio´n semilineal de la onda con disipacio´n localmente
distribuida
CE´SAR CASTAN˜EDA CAMPOS
Diciembre 2017
Asesor: Dr. Alfonso Pe´rez Salvatierra
Grado Obtenido: Magister en Matema´tica Pura
En este trabajo estudiamos la existencia y unicidad de la solucio´n regular por el me´todo
de la Teor´ıa de Semigrupos y el decaimiento exponencial de la energ´ıa asociada al sistema
por el me´todo de la Continuacio´n U´nica estudiado por A. Ruiz [25]. El sistema que
estudiamos es una ecuacio´n semilineal con disipacio´n localmente distribuida propuesto
por E. Zuazua [28]. Con condicio´n de frontera del tipo Dirichlet -Newmann y esto es dado
por: 

utt −∆u+ f (u) + a (x) ut = 0, en Q = Ω× (0;+∞)
∂u
∂v
+ u = 0, sobre Σ = Γ× (0;+∞)
u (x, 0) = u0 (x) , en Ω
ut (x, 0) = u1 (x) , en Ω
Palabras claves:
- Problema semilineal,
- Teor´ıa de semigrupos,
- Decaimiento exponencial,
- Principio de continuacio´n u´nica.
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ABSTRACT
Existence and uniqueness of the solution and asymptotic energy behavior for
a semilinear equation of the wave with locally distributed dissipation
CE´SAR CASTAN˜EDA CAMPOS
December 2017
Advisor: Dr. Alfonso Pe´rez Salvatierra
Obtained degree: Master in Pure Mathematics
In this paper we study the existence and uniqueness of the regular solution by the method
of Semigroup Theory and the exponential decay of the energy associated to the system
by the method of Single Continuation studied by A. Ruiz [25]. The system we studied
is a semilinear equation with locally distributed dissipation proposed by E. Zuazua [28].
With boundary condition of the Dirichlet-Newmann type and this is given by:


utt −∆u+ f (u) + a (x) ut = 0, en Q = Ω× (0;+∞)
∂u
∂v
+ u = 0, sobre Σ = Γ× (0;+∞)
u (x, 0) = u0 (x) , en Ω
ut (x, 0) = u1 (x) , en Ω
Key words:
- Semilinear problem,
- Semigroup theory,
- Exponential decay,
- Principle unique Continued.
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Introduccio´n
La ecuacio´n de la onda no homoge´nea con te´rmino disipativo ut se viene estudiando desde
el an˜o 1990, dado por
utt −∆u+ ut = f, en Ω× (0,+∞)
con condiciones de frontera del tipo Dirichlet o Newmann y sus respectivas condiciones
iniciales; su interpretacio´n f´ısica es la propagacio´n de ondas.
El te´rmino disipativo en una ecuacio´n, sirven para garantizar que la energ´ıa asociada a
la ecuacio´n tengan un comportamiento asinto´tico o polinomial y tenga sentido el problema
caso contrario puede tener explosio´n en un determinado tiempo.
Con el pasar del tiempo, al estudio de la ecuacio´n de la onda se le fueron incrementando
ma´s te´rminos que garantizan ciertas propiedades f´ısicas, es mas se le agregan otras
ecuaciones hiperbo´licas (ecuacio´n de la onda) y/o ecuaciones parabo´licas (ecuacio´n del
calor), forma´ndose un sistema de ecuaciones, haciendo mas real la interpretacio´n f´ısica;
como tambie´n ciertas variaciones en la condicio´n de frontera, de acuerdo a la necesidad
del feno´meno f´ısico .
Trabajos con disipacio´n local y con condiciones del tipo Dirichlet o Newmann, pueden
encontrarse, en las referencias [3], [4], [12], [17], [18], [19], [20], [21], [23], [26], [28], y [29].
En particular en la referencia [28], E. Zuazua. Expandimos la informacio´n de los trabajos
realizados de algunos autores de las referencias mencionados.
En [28] E. Zuazua (1990) , estudia la ecuacio´n de onda semilineal con disipacio´n
localizada en Ω ⊂ Rn, dominio acotado, donde se tiene el “te´rmino disipativo local”
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a (x)ut y el te´rmino semilineal f (u) , expresado en∣∣∣∣∣∣∣∣∣
utt −∆u+ αu+ f (u) + a (x)ut = 0 , en Ω× (0,+∞)
u (0) = u0, ut (0) = u1 , en Ω
u = 0 , sobre Γ× (0,+∞)
con Γ = ∂Ω frontera de Ω ⊂ Rn. Bajo las hipo´tesis:
La funcio´n f ∈ C1 (R) tal que f (s) s ≥ 0, ∀s ∈ R y satisface la condicio´n de crecimiento
|f (x)− f (y)| ≤ C
(
1 + |x|p−1 + |y|p−1
)
|x− y| ; ∀x, y ∈ R (0.1)
para algu´n C > 0, p > 1 con (n− 2) p ≤ n.
La funcio´n a (x) ∈ L∞ (Ω) es acotada y no negativa, tal que
a (x) ≥ a0 > 0, c.s. en ω
donde ω es una vecindad de la frontera de Ω ⊂ Rn.
Con estas hipo´tesis mencionadas prueba que el problema, es bien puesto en el espacio
H10 (Ω) × L
2 (Ω) , es decir, para cualquier inicial {u0, u1} ∈ H
1
0 (Ω) × L
2 (Ω) , existe una
u´nica solucio´n de´bil en la clase,
u ∈ C
(
[0,+∞) ;H10 (Ω) ∩H
2 (Ω)
)
∩ C1
(
[0,+∞) ;L2 (Ω)
)
Adema´s mediante te´cnicas multiplicativas y la te´cnica de la Continuacio´n U´nica, se prueba
el decaimiento exponencial uniforme de la energ´ıa E (t) , asociado al sistema.
En [29], E. Zuazua en su art´ıculo (1991) , profundiza el trabajo realizado en [28], al
estudiar la ecuacio´n de la onda semilineal, con disipacio´n localizada a (x) ut en Rn, sistema
dado por ∣∣∣∣∣∣
utt −∆u+ αu+ f (u) + a (x)ut = 0 , en Rn × ]0,+∞[
u (0) = u0, ut (0) = u1 , en Rn
y con las hipo´tesis:
{u0, u1} ∈ H
1 (Rn)× L2 (Rn) , α ∈ R+ constante
i) a ∈ L∞+ (R
n) ; a (x) ≥ a0 > 0 en ΩR = {x ∈ Rn/ |x| ≥ R} para R > 0.
2
ii) f (s) s ≥ 0, ∀s ∈ R.
iii) f ∈ C1 (R) , satisface la condicio´n de crecimiento, dada en (0.1).
Prueba que el problema es bien puesto en el espacio H1 (Rn) × L2 (Rn) , es decir, para
cualquier dato inicial (u0, u1) ∈ H
1 (Rn)× L2 (Rn) , existe una u´nica solucio´n de´bil en la
clase,
u ∈ C
(
[0,+∞) ;H10 (R
n)
)
∩ C1
(
[0,+∞) : L2 (Rn)
)
.
Los sistemas viscoela´sticos por su naturaleza tiene el te´rmino disipativo dado por su
memoria, que puede adema´s agregarse un factor disipativo local a (x) , que garanticen un
decaimiento exponencial de la energ´ıa asociada al sistema, tal es as´ı,
En [18], Pe´rez S., A. (1977) , en su Tesis de Doctorado, Decaimiento de solucoe˜s de
equaco˜es parcialmente viscoela´stico, estudio´ la ecuacio´n de la onda con condiciones iniciales
y con condicio´n de frontera de tipo Dirichlet dado por∣∣∣∣∣∣∣∣∣∣
utt −∆u+
∫ t
0
g (t− τ) div {a (x)∇u (τ)} dτ = f , en Ω× (0,+∞)
u = 0 , sobre Γ× (0,+∞)
u (x, 0) = u0 (x) , en Ω
y con las hipo´tesis:
a) Sea Ω ⊆ Rn, abierto, limitado, para n ≥ 1, con frontera ∂Ω = Γ de clase C2 (Ω)
b) a ∈ L∞ (Ω) ∩ C2 (Ω) , con a (x) ≥ 0 para x ∈ Ω, satisfaciendo
a (x) ≥ 0, x ∈ ω
a (x) = 0, x ∈ Ωωε
α := 1− a (x)
∫ ∞
0
g (τ) dτ > 0, ∀x ∈ Ω
siendo ω una vecindad de la frontera de Ω contenida en Ω.
ωε :=
⋃
B
x∈Γ0
(x, ε) ∩ Ω
Γ0 := {x ∈ Γ/m (x) · ν (x) > 0} , m (x) = x− x0, x0 punto fijo de Rn, ν (x) vector
unitario en x ∈ Γ, dirigido hacia el exterior de Ω.
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Demuestra el decaimiento exponencial de la solucio´n del sistema planteado, cuando el
nu´cleo g de la memoria decae exponencialmente.
Considerando el problema viscoela´tico unidimensional con un extremo fijo y el otro libre
que genera una friccio´n al oscilar la barra, mas conocido como Problemas de Contacto,
tal es as´ı,
En [23], Portillo, H. (1999) , estudio´ en su tesis de doctorado, ver Problema de contacto
para materiales parcialmente viscoela´ticos, dado por∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
utt − uxx +
∫ t
0
g (t− s) {a (x)ux (s)}x ds = 0, en ]0, 1[× ]0,+∞[
Condiciones de Dirichlet - contacto
u (L, t) ≤ d, ux (L, t)− a (L)
∫ t
0
g (t− s)ux (L, s) ds ≤ 0
u (0, t) = 0 en ]0,+∞[
(u (L, t)− d)
(
ux (L, t)− a (L)
∫ t
0
g (t− s)ux (L, s)
)
= 0
datos iniciales
u (x, 0) = u0 (x) , ut (x, 0) = u1 (x) en ]0, L[ .
En [16], Pe´rez S., A. (2001) , estudio´ Comportamiento asinto´tico para materiales
parcialmente termoela´stico n -dimensional, dado por∣∣∣∣∣∣∣∣∣∣∣∣
utt −∆u+ div (a (x)∇θ) = 0, en Ω× (0,+∞)
θt −∆θ + div (a (x)∇ut) = 0, en Ω× (0,+∞)
u (x, 0) = u0 (x) , ut (x, 0) = u1 (x) , θ (x, 0) = θ0 (x) , en Ω
u = 0, θ = 0 sobre Γ× (0,+∞)
con las hipo´tesis:
a) Sea Ω ⊂ Rn, abierto bien regular, acotado, con frontera Γ = ∂Ω de clase C2.
b) Γ = Γ1 ∪ Γ2, donde
Γ1 := {x ∈ Γ, m (x) · γ (x) > 0}
Γ2 := {x ∈ Γ, m (x) · γ < 0}
m (x) = x− x0, x0 ∈ Rn punto fijo, ν (x) normal unitario exterior a Ω.
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c) a ∈ L∞ (Ω) ∩ C2 (Ω) tal que
a (x) > 0 en ωε = ∪
x∈Γ2
B (x, ε) ∩ Ω y a (x) = 0 en Ω− ω2ε y satisface;
|∆a (x)|2 ≤ Ca (x) , |∇a (x)|2 ≤ Ca (x) , ∀x ∈ ω∇θ · ∇ (θu) ≥ 0, en Ω.
demuestra que para
u0 ∈ H
1
0 (Ω) ∩H
2 (Ω) , u1 ∈ H
1
0 (Ω) , θ ∈ H
1
0 (ω) ∩H
2 (ω)
el sistema tiene una u´nica solucio´n y la energ´ıa asociada al sistema, decae exponencial-
mente. En este trabajo el problema de la ecuacio´n de la onda con amortiguamiento local,
se le introduce el efecto del calor para obtener otros resultados f´ısicos de la ecuacio´n de
la onda.
En [3], Cabanillas, E. et al, estudio´ energy decay of the linear hyperbolic equations with
locally distributed damping, dado por∣∣∣∣∣∣∣∣∣
k (x, t)utt −∆u+ a (x, t)ut = 0 , en Ω× ]0, T [ = Q
u (0) = 0, ut (0) = u1 , en Ω
u = 0 , sobre Γ× ]0, T [
bajo la suposicio´n que, k (x, t) ≥ h0 > 0, ∀ (x, t) ∈ Q y
a (x, t)−
∣∣∣∣ ∂∂tk (x, t)
∣∣∣∣ ≥ ε0 > 0, x ∈ ω
donde ω es una vecindad de Γ¯0, con
Γ0 = {x ∈ Γ; m (x) · ν (x) ≥ 0}
En este trabajo se puede apreciar que el te´rmino de amortiguamiento local a (x, t) ut puede
depender de x y t; pero bajo ciertas hipote´sis para k (x, t) y a (x, t) en relacio´n con k (x, t)
dadas l´ıneas arriba.
En [21], Pen˜a M., C. (2012) , estudio´ la ecuacio´n de onda semilineal, propuesto por E.
Zuazua [29], con α ∈W 1,∞ (Rn) ; α (x) ≥ α > 0, casi siempre dado por el sistema∣∣∣∣∣∣
utt −∆u+ αu+ f (u) + a (x)ut = 0 , en Rn × ]0,+∞[
u (0) = u0, ut (0) = u1 , en Rn
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con el te´rmino disipativo local a (x)ut.
Demuestra que, para cualquier dato inicial
{u0, u1} ∈ H
2 (Rn)×H1 (Rn)
el sistema tiene una u´nica solucio´n en la clase
u ∈ C
(
[0,+∞) ;H2 (Rn)
)
∩ C1
(
[0,+∞) ;H1 (Rn)
)
∩ C2
(
[0,+∞) ;L2 (Rn)
)
Nosotros estudiamos, uno de sus mu´ltiples problemas planteados en el art´ıculo de E.
Zuazua [28], dado por∣∣∣∣∣∣∣∣∣
utt −∆u+ f (u) + a (x)ut = 0 , en Ω× (0,+∞)
∂u
∂v
+ u = 0 , sobre Σ = Γ× (0,+∞)
u (x, 0) = u0, ut (x, 0) = u1 , en Ω
(0.2)
con la leve variacio´n con respecto al paper de E. Zuazua [28] dado en las condiciones de
frontera, consideramos que
∂u
∂ν
+ u = 0, sobre Σ, mientras que en [28] se trabaja con
la condicio´n de frontera del tipo Dirichlet, esto motiva a establecer un nuevo espacio
vectorial H1∗ a definir posteriormente.
Para nuestro estudio consideramos Ω ⊂ Rn, abierto, acotado y bien regular y con las
hipo´tesis:
(H1) a ∈ L∞+ (Ω) , a = a (x) ≥ a0 > 0, casi siempre en ω ⊂ Ω, ω es una vecindad abierta
de Γ = ∂Ω.
(H2) f (s) s ≥ 0, ∀s ∈ R.
(H3) f ∈ C1 (R) , satisfaciendo la condicio´n de crecimiento, dado en (0.1)
(H4) f es globalmente Lipschitziana, es decir, f ′ ∈ L∞ (R) .
Con estas hipo´tesis demostramos que el problema (0.2) esta´ bien puesto en el espacio
H1∗ (Ω) ∩H
2 (Ω)× L2 (Ω) , es decir, para cualquier dato inicial
{u0, u1} ∈ H
1
∗ (Ω) ∩H
2 (Ω)× L2 (Ω) ,
6
por medio de la Teor´ıa de semigrupos lineales, demostraremos que, el sistema (0.2) tiene
una u´nica solucio´n regular en el espacio
u ∈ C
(
[0, T ] ;H1∗ (Ω)
)
∩ C1
(
[0, T ] ;H1∗ (Ω) ∩H
2 (Ω)
)
∩ C2
(
[0, T ] ;L2 (Ω)
)
. (0.3)
H1∗ (Ω) =
{
u ∈ H1 (Ω) /u+
∂u
∂v
= 0, sobre Γ
}
(0.4)
Luego, se estudia el decaimiento exponencial de la energ´ıa asociada al sistema (0.2).
El trabajo esta´ estructurado en tres cap´ıtulos, de la siguiente manera:
En el cap´ıtulo 1, denominado Preliminares, se exponen definiciones y resultados
importantes que sera´n de utilidad en el desarrollo de los cap´ıtulos posteriores;
particularmente se muestran resultados sobre la teor´ıa de semigrupos lineales y sobre
la existencia y unicidad de soluciones del P.V.I. (problema de valor inicial) o´ Problema
Abstracto de Cauchy.
En el cap´ıtulo 2, denominado Existencia y unicidad de solucio´n regular, por medio de
la Teor´ıa de semigrupos lineales se demuestran con las hipo´tesis dadas (H1) - (H4), que el
problema (0.2), tiene una u´nica solucio´n en el espacio dado por (0.3).
Adema´s se deduce formalmente que, la energ´ıa asociada al sistema (0.2), es dado por,
E (t) =
1
2
{∫
Ω
[
|ut (x, t)|
2 + |∇u (x, t)|2
]
dx+ 2
∫
Ω
F (u (x, t)) dx+
∫
Γ
|u (x, t)| dΓ
}
(0.5)
donde
F (s) =
∫ s
0
|f (t)| dt, ∀s ∈ R
Tambie´n se muestra que, la energ´ıa asociada al sistema (0.2) es una funcio´n no creciente
en la variable del tiempo, esto es, obtendremos que,
E (t2)− E (t1) = −
∫ t2
t1
∫
Ω
a (x) |ut|
2 dxdt, ∀t2 > t1 ≥ 0.
Por u´ltimo en el cap´ıtulo3, denominado Decaimiento exponencial estudiamos el
decaimiento exponencial de la energ´ıa asociada al problema (0.2) basado en el trabajo
de E. Zuazua [28], es decir, suponiendo que f cumple una de las condiciones siguientes:
a) (El caso globalmente Lipschitziana) f ′ ∈ L∞ (R) y considerando una de las dos
condiciones:
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i) Existe lim
s→+∞
f ′ (s) = f ′+ y lim
s→−∞
f ′ (s) = f ′− o´
ii) Existe lim
s→+∞
f ′ (s)
s
= l.
b) (El caso superlineal). Existe δ > 0, tal que
f (s) s ≥ (2 + δ)F (s) , ∀s ∈ R
Se demuestra que,
E (t) ≤ CE (0) e−γt, ∀t > 0, γ > 0 (0.6)
El procedimiento de la prueba esta´ basado en la te´cnica de los multiplicadores y la
te´cnica de la Continuacio´n U´nica, dado por Ruiz A. [25].
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Cap´ıtulo 1
Preliminares
1.1 Los Espacios Lp (Ω) , 1 ≤ p <∞
Definicio´n 1.1.1 definimos
Lp (Ω) =
{
u : Ω −→ R/u es medible y
∫
Ω
|u (x)|p dx <∞
}
la norma en Lp (Ω) esta´ dado por
|u|Lp(Ω) =
(∫
Ω
|u (x)|p dx
)1/p
.
Cuando p =∞, se tiene
L∞ (Ω) = {u : Ω→ R; u medible y ∃M > 0 tal que |u (x)| ≤M, c.s. en Ω}
y la norma dada por
|u|L∞(Ω) = |u|∞ = inf {M > 0; |u (x)| ≤M c.s. en Ω} .
Observacio´n 1.1.2 Cuando p = 2 tenemos que L2 (Ω) es un espacio de Hilbert con el
producto interno,
〈u, v〉 =
∫
Ω
u (x) v (x) dx;∀u, v ∈ L2 (Ω)
el cual induce una noma dada por
|u|2L2(Ω) =
∫
Ω
|u (x)|2dx
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Proposicio´n 1.1.3 El espacio Lp (Ω) es de Banach, para 1 ≤ p < +∞
Demostracio´n. Ver Bre´zis [2].
Notacio´n: Sea 1 < p <∞, se denota por p′ el exponente conjugado de p y cumple que
1
p
+
1
p′
= 1
Teorema 1.1.4 (Desigualdad de Ho¨lder) Sea u ∈ Lp (Ω) , v ∈ Lp
′
(Ω) con 1≤ p <∞.
Entonces uv ∈ L1 (Ω) y se tiene la desigualdad∫
Ω
|u (x) v (x) dx| ≤ |u|Lp(Ω) |v|Lp′ (Ω)
Demostracio´n. Ver Bre´zis [2].
Proposicio´n 1.1.5 (Desigualdad de Ho¨lder generalizada) Sean f1, f2, . . . , fn fun-
ciones con fi ∈ L
pi (Ω) , 1 ≤ i ≤ n donde
1
p
=
1
p1
+
1
p2
+ · · ·+
1
pn
< 1.
entonces el producto f = f1f2 · · · fn ∈ L
p (Ω) y se tiene la desigualdad
|f |Lp(Ω) ≤ |f1|Lp1 (Ω)|f2|Lp2 (Ω) . . . |fn|Lpn (Ω)
Demostracio´n. Ver Bre´zis [2].
Proposicio´n 1.1.6 (Desigualdad de interpolacio´n) Si u ∈ Lp (Ω) ∩ Lq (Ω) con
1 ≤ p ≤ q <∞, entonces u ∈ Lr (Ω) para todo p ≤ r ≤ q y se tiene la desigualdad
|u|Lr(Ω) ≤ |u|
θ
Lp(Ω) |u|
1−θ
Lq(Ω)
donde
1
r
=
θ
p
+
1− θ
q
; 0 ≤ θ ≤ 1
Demostracio´n. Ver Adams [1].
Proposicio´n 1.1.7 (Teorema de representacio´n de Riez) Si ϕ ∈ (Lp (Ω))′ con
1 < p < +∞ , entonces existe una u´nica u ∈ L p
′
(Ω) tal que
〈ϕ, v〉 =
∫
Ω
|u (x) v (x)| dx; ∀v ∈ Lq (Ω) y |u|Lp′ (Ω) = |ϕ|(Lp(Ω))′
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Demostracio´n. Ver Bre´zis [2].
Proposicio´n 1.1.8 (Lax Milgram) Sea V un espacio de Hilbert. Si a : V × V −→ R
es una forma bilineal, continua, sime´trica y coerciva en V y f ∈ V ′. Entonces existe un
u´nico u ∈ V tal que
a (u, v) = 〈f, v〉 , ∀v ∈ V adema´s |u|V =
1
c
|f |V ′
Demostracio´n. Ver Bre´zis [2].
Observacio´n 1.1.9 El teorema de Lax Milgram significa:
Si a (·, ·) es una forma bilineal, V - coerciva y continua, entonces existe un isomorfismo
lineal
A : V −→ V tal que a (u, v) = 〈Au, v〉 , ∀u, v ∈ V
Definicio´n 1.1.10 Sean V y H dos espacios vectoriales sobre K = R o´ C con V ⊆ H.
Se dice que, V esta´ continuamente inmerso en H, cuando existe una aplicacio´n continua
e inyectora
j : V −→ H
y escribiremos V →֒ H.
Teorema 1.1.11 (Regularidad el´ıptica) Sea Ω ⊂ Rn, abierto de clase C2 de frontera
acotada, f ∈ L2 (Ω) y u ∈ H1 (Ω) solucio´n de´bil del problema de Newmann∣∣∣∣∣∣
−∆u+ u = f, en Ω
∂u
∂ν
= 0, sobre ∂Ω
Entonces, u ∈ H2 (Ω) y adema´s
‖u‖H2 ≤ C ‖f‖L2(Ω),
C > 0 constante que solo depende de Ω.
Demostracio´n. Ver Bre´zis [2].
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1.2 Teor´ıa de los espacios de las distribuciones
Definicio´n 1.2.1 Sea Ω un abierto de Rn y u : Ω → R una funcio´n continua dada.
Definimos por soporte de u al conjunto
Sop (u) = {x ∈ Ω / u (x) 6= 0}
Ω
Ejemplo 1 Sea ϕ : Rn −→ R definida por
ϕ (x) =


e
−1
1−‖x‖2 si ‖x‖ < 1
0 si ‖x‖ ≥ 1
,
‖x‖2 =
n∑
i=1
x2i (norma Euclidiana)
En particular para n = 1, Sop (ϕ) = [−1, 1] .
Ejemplo 2 Si ϕ : ]−1, 1[ −→ R, entonces Sop (ϕ) = ]−1, 1[ y su gra´fica es dada por
0.1
0.2
0.3
0.4
−1 10
Y
X
y = e
−1
1−x2
Figura 1: Campana de Gauss
Definicio´n 1.2.2 Sea Ω un conjunto abierto de Rn, se define
C∞
0
(Ω) = {u : Ω→ K / u ∈ C∞ (Ω) y Sop (u) es compacto en Ω}
A los elementos de C∞0 (Ω) se denomina funciones de prueba.
Introducimos una topolog´ıa de l´ımite inductivo en C∞
0
(Ω) . Sea {ϕµ} ⊂ C
∞
0
(Ω) una
sucesio´n, diremos que ϕµ −→ 0, si
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a) Existe K > 0 compacto fijo tal que, Sop (ϕµ) ⊂ K, ∀µ.
b) Para todo a ∈ Nn; Dαϕµ → 0 uniformemente en K.
Con esta convergencia dada en C∞0 (Ω) definimos
D (Ω) = (C∞0 (Ω) ,→)
Proposicio´n 1.2.3 Sean K un conjunto compacto y F cerrado no vac´ıo de Rn tal que
K ∩ F = Φ. Entonces existe ψ ∈ C∞0 (R) tal que
ψ (x) =


1 , x ∈ K
0 , x ∈ F
c , x ∈ Rn (K ∪ F ) , c ∈ (0, 1)
Demostracio´n. Ver Cavalcanti [5].
Definicio´n 1.2.4 Sea Ω −→ Rn y u : Ω −→ R integrable a Lebesgue definida en Ω, tal
que para cada compactoK ⊂ Ω,
∫
K
|u (x)|p <∞, diremos que, u es localmente integrable
y escribiremos
Lploc (Ω) =
{
u : Ω→ R | u es medible ,
∫
Ω
|u (x)|p <∞; ∀K ⊂ Ω compacto
}
para 1 ≤ p < +∞.
Definicio´n 1.2.5 (Lema de Du Bois Raymond) Sea u ∈ Lp
loc
(Ω) tal que∫
Ω
u (x)ϕ (x) dx = 0,∀ϕ ∈ C∞0 (Ω) .
Entonces, u = 0 casi siempre en Ω.
Demostracio´n. Ver Cavalcanti [5].
Definicio´n 1.2.6 (Distribuciones sobre Ω) Sea T : D (Ω) −→ K una forma lineal,
diremos que:
13
a) T es continua en el sentido de la convergencia definida en D (Ω) :
Si para todo {ϕv} ⊂ C
∞
0 (Ω) tal que ϕv → 0, en D (Ω) (en el sentido de convergencia
en D (Ω)), entonces, 〈T, ϕv〉 −→ 0, en R
b) T es una distribucio´n sobre Ω, si T es lineal y continua en D (Ω) .
Al espacio de las distribuciones se le denota por
D′ (Ω) = {T : D (Ω) −→ R tal que T es una distribucio´n sobre (Ω)}
Ejemplo 3 Sea u ∈ L1loc (Ω) , definimos la forma lineal Tu : D (Ω) −→ K, definida por
〈Tu, ϕ〉 =
∫
Ω
u (x)ϕ (x) dx, ∀κ ∈ D (Ω) .
es fa´cil ver que, Tu as´ı definida es una distribucio´n, es decir,
Tu ∈ D
′ (Ω) .
Proposicio´n 1.2.7 L1loc (Ω) →֒ D
′ (Ω) es una inmersio´n continua.
Demostracio´n. Ver Cavalcanti [5].
Observacio´n 1.2.8 L1loc (Ω) $ D
′ (Ω)
En efecto, existe δx0 llamado Delta de Dirac o´ medida de Dirac, tal que
δx0 ∈ D
′ (Ω) y δx0 6∈ L
1
loc (Ω)
〈δx0 , ϕ〉 = ϕ (x0) , ∀ϕ ∈ D (Ω)
Ver Cavalcanti [5].
Proposicio´n 1.2.9 Sea Ω ⊂ Rn abierto y acotado, entonces se tiene la siguiente cadena
de inmersiones
D (Ω) →֒ Lp (Ω) →֒ Lploc (Ω) →֒ D
′ (Ω)
Demostracio´n. Ver Cavalcanti [5].
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Definicio´n 1.2.10 (Derivada de´bil o distribucional) Sea T ∈ D′ (Ω) y α ∈ Nn, se
define la derivada de T de orden α,
〈DαT, ϕ〉 = (−1)|a| 〈T,Dαϕ〉 , ∀ϕ ∈ D (Ω)
El operador
Dα : D′ (Ω) −→ D′ (Ω)
T 7−→ DαT
es lineal y continua en el sentido de D′ (Ω) .
Ver Cavalcanti [5].
Ejemplo 4 Sea u la funcio´n de Heaviside definida en R por
u (x) =

 1 , si x > 00 , si x < 0
Entonces u ∈ L1loc (R) ; pero u
′ en el sentido de la distribuciones no es integrable.
En efecto, ∀ϕ ∈ D (Ω)
〈u′, ϕ〉 = −〈u, ϕ′〉 = −
∫ +∞
−∞
u (x)ϕ′ (x) dx = −
∫ +∞
−∞
ϕ′ (x) dx = ϕ (0)
esto es
〈u′, ϕ〉 = ϕ (0) = 〈δ0, ϕ〉
Por tanto,
u′ = δ0 6∈ L
1
loc (R) .
1.3 Espacios de Sobolev e Inmersiones
Definicio´n 1.3.1 Sea Ω ⊂ Rn conjunto abierto, 1 ≤ p < +∞, m ∈ N se define el Espacio
de Sobolev Wm,p (Ω) por
Wm,p (Ω) = {u ∈ Lp (Ω) /Dαu ∈ Lp (Ω) , ∀ |a| ≤ m}
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Observacio´n 1.3.2
a) Wm,p (Ω) es un espacio vectorial.
b) Dαu son derivadas en el sentido distribucional (o de´bil)
Para cada u ∈ Wm,p (Ω) , se define la norma de u por
‖u‖pm,p =
∑
|a|≤m
∫
Ω
|Dαu (x)|p dx =
∑
|a|≤m
‖Dαu‖Lp(Ω)
Nota 1.3.3
1) Cuando m = 1, p = 2 se tiene,
W 1,2 (Ω) = H1 (Ω)
y en general
Wm,2 (Ω) = Hm (Ω)
2) El producto interno en Wm,2 (Ω) es dado por
(u, v)m,2 =
∑
|a|≤m
(Dαu,Dαv)L2(Ω)
y cuando p = +∞
‖u‖m,∞ = max
|α|≤m
‖Dαu‖∞
Ver Adams [1].
Proposicio´n 1.3.4 El espacio Hm (Ω) con el producto interno
(u, v)Hm(Ω) =
∑
|α|≤m
∫
Ω
Dαu (x)Dαv (x) dx
y la norma
‖u‖pHm(Ω) =
∑
|α|≤m
∫
Ω
|Dαu (x)|p dx
es un espacio de Hilbert reflexivo y separable.
Demostracio´n. Ver Brezis [2].
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Proposicio´n 1.3.5 El espacio de Sobolev Wm,p (Ω) es de Banach.
Demostracio´n. Ver Adams [1].
Proposicio´n 1.3.6 (Fo´rmula de Green) Sea Ω ⊂ Rn un conjunto abierto y acotado
bien regular. Sean u, v ∈ H1 (Ω) , entonces para 1 ≤ i ≤ n se tiene∫
Ω
∂u
∂xi
∂v
∂xi
dx = −
∫
Ω
∂2u
∂x2i
vdx+
∫
Γ
∂u
∂xi
νidΓ
donde ν = (ν1, ν2, . . . , νn) denota el vector normal unitario exterior a Γ.
Si u ∈ H2 (Ω) y v ∈ H1 (Ω) tenemos que∫
Ω
∇u∇vdx =
∫
Ω
(−∆u) vdx+
∫
Γ
v
∂u
∂ν
dΓ
donde
∂u
∂ν
es la derivada direccional es la direccio´n del vector u.
Demostracio´n. Ver Kesavan [8].
Desde que, D (Ω) no es denso en Wm,p (Ω) , para m ≥ 1 definimos el espacio de sobolev,
Wm,p (Ω) por
Wm,p0 (Ω) = D (Ω)
Wm,p(Ω)
Cuando p = 2, se escribe Hm0 (Ω) = W
m,2
0 (Ω) .
De la misma definicio´n de Hm0 (Ω) , podemos caracterizar por
Hm0 (Ω) = {u ∈ H
m (Ω) : u |Γ= 0, Γ = ∂Ω frontera de Ω}
ver Teorema 8.12, Brezis [2].
Ejemplo 5 Sea
u (x) =

 x+ 1 , −1 < x < 0−x+ 1 , 0 ≤ x < 1
Entonces
u ∈ W 1,2 (]−1, 1[) , u 6∈ W 2,2 ( ]−1, 1[ )
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En efecto, ∀ϕ ∈ D (]−1, 1[)〈
du
dx
, ϕ
〉
= −
∫ 1
−1
u (x)ϕ′ (x) dx
= −
{∫ 0
−1
(x+ 1)ϕ′ (x) dx− ϕ (0) +
∫ 1
0
ϕ (x) dx
}
=
∫ 0
−1
ϕ (x) dx+
∫ 1
0
(−1)ϕ (x) dx
Esto es, 〈
du
dx
, ϕ
〉
= 〈w,ϕ〉 , ∀ϕ ∈ D (]−1, 1[) ,
con
w (x) =

 −1 , x ∈ (0, 1)1 , x ∈ (−1, 0)
entonces
du
dx
= w.
Ana´logamente se prueba
d 2u
dx2
= −2δ0, esto es u 6∈ W
2,2 (]−1, 1[) .
Espacio Dual de Wm,p0 (Ω)
Definicio´n 1.3.7 Para 1 ≤ p <∞, q > 1 tal que 1
p
+ 1
q
= 1, se define
W−m,q (Ω) = (Wm,p0 (Ω))
′ ,
dual topolo´gico.
Si p = 2 se tiene,
H−m (Ω) = (Hm0 (Ω))
′
y podemos caracterizar el espacio W−m,q (Ω) por.
Teorema 1.3.8 Sea T una distribucio´n sobre D (Ω) . Entonces T ∈ W−m,q (Ω) , si y solo
si, existen funciones ga ∈ L
q (Ω) , |a| ≤ m, tal que
T =
∑
|α|≤m
Dαgα
Demostracio´n. Ver Adams [1].
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Teorema 1.3.9 Sean 1 ≤ p < +∞, mp < n,
1
q
=
1
p
−
m
n
. Entonces Wm,p (Ω) esta´
contenido en Lq (Ω) y se verifica
‖u‖Lq(Ω) ≤
(c0
n
)m ∑
|α|≤m
‖Dαu‖Lp(Ω) ,∀u ∈ W
m,p (Ω)
donde C0 =
(n− 1) p
(n− p)
, Ω ⊂ Rn es un dominio
Demostracio´n. Ver Adams [1].
Corolario 1.3.10 Si 1 ≤ p < +∞, mp < n,
1
q
=
1
p
−
m
n
. Entonces
Wm,p (Ω) →֒ Lq (Ω)
Demostracio´n. Ver Adams [1].
Corolario 1.3.11 Si 1 ≤ p < +∞, mp < n, p ≤ q ≤
np
n−mp
. Entonces
Wm,p (Ω) →֒ Lq (Ω)
Demostracio´n. Ver Adams [1].
Teorema 1.3.12 Sean m ∈ N, 1 ≤ p < +∞, Ω ⊂ Rn un dominio. Entonces
a) Si mp < n, y
1
q
=
1
p
−
m
n
, entonces Wm,p (Ω) →֒ Lq (Rn) .
b) Si mp = n, entonces Wm,p (Ω) →֒ Lq (Rn) , ∀q ∈ [p,+∞) .
c) Si mp > n, entonces Wm,p (Ω) →֒ Lq (R∞) , ∀q ∈ [p,+∞) .
Demostracio´n. Ver Kesavan [8].
Observacio´n 1.3.13 Del teorema precedente se tienen:
a) H1 (Ω) →֒ L2p (Ω) para n > 2; 1 ≤ p ≤
n
n− 2
b) H1 (Ω) →֒ Lq (Ω) para todo q ≥ 2
c) H1 (Ω) →֒ L∞ (Ω)
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Teorema 1.3.14 (Propiedad de la continuacio´n u´nica.) Supongamos que w es una
vecindad de Γ = ∂Ω, T > diam (Ω) . Si ω es solucio´n del sistema∣∣∣∣∣∣∣∣∣
ωtt −∆ω + b (x, t)ω = 0 , en Q = Ω× (0, T )
ω = 0 , sobre Γ× (0, T )
ω = 0 , c.s en ω × (0, T )
Entonces ω ≡ 0 en Ω× (0,+∞) donde b ∈ L∞+ (ω × (0, T )) , ω ∈ H
1 (Ω× (0, T ))
Demostracio´n. Ver Ruiz A. [25].
Lema 1.3.15 Sea m ∈ L1 (0, T ) tal que m ≥ 0 casi siempre en ]0, T [ y sea a ≥ 0.
Consideremos ϕ ∈ ([0, T ] ,R) tal que
ϕ (t) ≤ a+
∫ T
0
m (s)ϕ (s) ds, para todo t ∈ ]0, T [
Entonces
ϕ(t) ≤ a exp
(∫ T
0
m (s) ds
)
, para todo t ∈ ]0, T [
Caso simple:
Sea
ϕ ∈ C ([0, T ] ,R) ;ϕ(t) ≥ 0,∀t ∈ [0, T ]
y
ϕ (t) ≤ k1 + k2
∫ t
0
ϕ (s) ds,
entonces
ϕ (t) ≤ k1e
(k2t), ∀t ∈ [0, T ]
en particular ϕ ≡ 0 si k1 = 0
Demostracio´n. Ver Bre´siz [2].
1.4 Los Espacios de funciones vectoriales
Consideremos X un espacio de Banach, y sean 1 ≤ p < +∞, T > 0, constante real.
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Definicio´n 1.4.1 La funcio´n u : ]0, T [ −→ X, es llamada medible cuando para cada
f ∈ X ′ (X ′ dual de X) la funcio´n nume´rica 〈f, u (t)〉X′×X es medible en ]0, T [ , en el
sentido de Lebesgue o simplemente medible.
Definicio´n 1.4.2 Una funcio´n u : ]0, T [ −→ X es integrable en el sentido de Bochner en
]0, T [ , si u es medible y la funcio´n t 7−→ |u (t)|X es integrable en el sentido de Lebesgue
en ]0, T [ .
Definicio´n 1.4.3 Se define el espacio de funciones vectoriales,
Lp (0, T ;X) =
{
u : ]0, T [ −→ X medible |
∫ T
0
‖u (t)‖pX dt <∞
}
se define la norma en Lp (0, T ;X) por
‖u‖Lp(0,T ;X) =
(∫ T
0
‖u (t)‖pX dx
)1/p
y resulta (
Lp (0, T ;X) , ‖·‖Lp(0,T ;X)
)
es una espacio de Banach.
Ver Lions, J.L. [9].
Observacio´n 1.4.4 Si p = 2 y X es un espacio de Hilbert entonces L2 (0, T ;X) resulta
ser un espacio de Hilbert con el producto interno
(u, v)L2(0,T ;X) =
∫ T
0
(u (t) , v (t))X dt
donde (u (t) , v (t))X denota el producto interno en X.
Definicio´n 1.4.5 Si p =∞, se define el espacio
L∞ (0, T ;X) =
{
u : ]0, T [ −→ X, medible | supess
t∈]0,T [
‖u (t)‖X <∞
}
En L∞ (0.T ;X) definimos la norma
|u|L∞(0,T ;X) = supess
t∈]0,T [
|u (t)|X
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con esta norma resulta L∞ (0, T ;X) un espacio de Banach (ver Teman, R. [27]).
Proposicio´n 1.4.6 Para Ω bastante regular se tiene
Lp (0, T ;Lp (Ω)) = Lp (Q) , Q = ]0, T [× Ω
Demostracio´n. Ver Teman, R. [27].
Sea X un espacio de Banach, se define el espacio de las distribuciones
D′ (0, T ;X) = {H : D (0, T ) −→ X / H es lineal y continua}
La continuidad es el sentido siguiente. Si
ϕn −→ ϕ en D (0, T ) ,
entonces
〈T, ϕn〉 −→ 〈T, ϕ〉
fuerte en X.
D′ (0, T ;X) = L (D (0, T ) ;X)
(Ver Teman, R. [27], Lions, J.L. [9])
Si 1 ≤ p < +∞, entonces el dual topolo´gico de Lp (0, T ;X) se identifica con el espacio
Lp
′
(0, T ;X ′) ;
1
p
+
1
p′
= 1.
Siguiendo las secuencias de la definicio´n de los espacios de Sobolev Wm,p (Ω) se construye
el espacio
Wm,p (0, T ;X) =
{
u ∈ Lp (0, T ;X) /u(k) ∈ Lp (0, T ;X) , k = 1, 2, 3, . . . ,m
}
con norma
‖u‖pWm,p(0,T ;X) =
m∑
k=0
∫ T
0
∥∥u(k) (t)∥∥p
X
Proposicio´n 1.4.7 Sea X un espacio de Hilbert, entonces(
Wm,p (0, T ;X) , ‖·‖Wm,p(0,T ;X)
)
es un espacio de Banach.
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Demostracio´n. Ver Lions, J.L. [9], Teman, R. [27].
Para p = 2 se tiene el espacio vectorial de Sobolev
Hm (0, T ;X) = Wm,2 (0, T ;X)
en particular para p = 2, m = 1, se tiene
H1 (0, T ;X) =
{
u ∈ L2 (0, T ;X) ; u′ ∈ L2 (0, T ;X)
}
Lema 1.4.8 (Lions - Aubin) Sean B0, B y B1 espacios de Banach, B0 y B1 reflexivos,
B0 →֒ B →֒ B1 con inmersiones continuas y B0
c
→֒ B con inmersio´n compacta. Sea
W [0, T ] = {u ∈ Lp (0, T ;B0) , u
′ ∈ Lq (0, T ;B1)}
con 1 ≤ p, q <∞ y la norma definida por
‖u‖W [0,T ] = ‖u‖Lp(0,T ;B0) + ‖u
′‖Lq(0,T ;B1) ;
1
p
+
1
q
= 1.
Entonces, W [0, T ] es un espacio de Banach reflexivo y W [0, T ]
c
→֒ Lp (0, T, B) .
Demostracio´n. Ver Lions, J.L. [9].
Lema 1.4.9 (Lions, J.L) Sea Q abierto de Rn acotado, (fk)k una sucesio´n de funciones
de Lp (Q) , con 1 < p <∞, f ∈ Lp (Q) tal que,
a) (fk) es acotada en L
p (Q)
b) fk −→ f casi siempre en Q
Entonces fk −→ f de´bilmente en L
p (Q)
Demostracio´n. Ver Lions, J.L. [9].
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1.5 Teor´ıa de Semigrupos
1.5.1 Semigrupos de clase C0
Sean X e Y espacios de Banach sobre K = R o´ C.
Por L (X, Y ) representaremos al conjunto de los operadores lineales acotados de X en Y
con dominio D (A) , es decir
L (X,Y ) = {T : D (A) ⊂ X → Y/T es lineal y acotado}
dotado con la norma
‖A‖L(x,y) = sup
{x∈X:|x|X<1}
|Ax|Y
es un espacio de Banach.
Ver Brezis [2].
Definicio´n 1.5.1 Sea X un espacio de Banach. Diremos que una aplicacio´n
S : R+ −→ L (X)
es un semigrupo de operadores lineales de X si:
a) S (0) = I, donde I es el operador identidad de L (X) .
b) S (t+ s) = S (t)S (s) , ∀t, s ∈ R+ diremos que el semigrupo S es de clase C0 si
adema´s cumple
c) lim
t→0+
‖(S (t) + I)x‖ = 0, x ∈ X.
Teorema 1.5.2 Sea {S (t)}t≥0 un semigrupo de clase C0, entonces existen ω ≥ 0 yM ≥ 1
tal que
‖S (t)‖ ≤Meωt, ∀t ≥ 0
Demostracio´n. ver Pazy, A. [15].
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Observacio´n 1.5.3 Tomando ω = 0, el teorema 1.5.2 afirma que existe una constante
M ≥ 1 tal que ‖S (t)‖ ≤ M, para todo t ≥ 0. En este caso diremos que S {(t)}t≥0 es un
semigrupo uniformemente acotado de clase C0. Adema´s si ω = 0 y M = 1 diremos que
{S (t)}t≥0 es un semigrupo de contracciones de clase C0, es decir, ‖S (t))‖ ≤ 1,∀t ≥ 0.
Definicio´n 1.5.4 Sea X un espacio de Banach y sea {S (t)}t≥0 un semigrupo de clase
C0. El operador lineal A : D (A) ⊂ X → X definido por
D (A) =
{
x ∈ X : lim
t→0+
S (h)− I
h
x existe
}
y Ax = lim
t→0+
S (h)− I
h
x, ∀x ∈ D (A)
es el generador infinitesimal del semigrupo {S (t)}t≥0 donde D (A) es el dominio de A.
Teorema 1.5.5 Sea {S (t)}t≥0 un semigrupo de clase C0 y A su generador infinitesimal.
Entonces
a) Para todo x ∈ D (A) , S (t)x ∈ D (A) y
dS (t)
dt
x = AS (t)x = S (t)Ax.
b) Para todo x ∈ D (A)
S (t)x− S (s)x =
∫ t
s
As (τ) dτ =
∫ t
s
A (τ)Axdτ
c) Para todo x ∈ X
lim
h→0
1
h
∫ t+h
t
S (τ) xdτ = S (t)x
d) Para todo x ∈ X
S (t) x− x = A
∫ t
0
S (τ) xdτ
Demostracio´n. Ver Pazy, A. [15].
Corolario 1.5.6 El generador de un semigrupo de clase C0 es un operador cerrado con
dominio denso en X.
Demostracio´n. Ver Pazy, A. [15].
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1.5.2 Operadores maximales mono´tonos
Sea X un espacio de Banach, X ′ el dual de X y 〈., .〉 la dualidad entre X e X ′. Para cada
x ∈ X, definimos el conjunto
J (x) =
{
x′ ∈ X ′; 〈x, x′〉 = |x|2 = ‖x′‖
2
}
Por el teorema de Hahn-Banach (Ver Bre´zis [2]), J (x) 6= ∅, ∀x ∈ X.
Definicio´n 1.5.7 Un operador A : D (A) ⊂ X → X es disipativo si para todo x ∈ D (A)
existe x′ ∈ J (x) tal que Re 〈Ax, x′〉 ≤ 0
Teorema 1.5.8 (Lumer - Phillips) SeaX un espacio de Banach y A : D (A) ⊂ X → X
un operador lineal
a) Si A es disipativo y Im (λ0I − A) = X para algu´n λ0 > 0. Entonces A es el generador
infinitesimal de un C0 semigrupo de contracciones en X.
b) SiA es el generador infinitesimal de un C0 semigrupo de contracciones enX, entonces
Im (λ0I − A) = X, para todo λ > 0 y A es disipativo. Ma´s au´n, ∀x ∈ D (A) se tiene
que Re 〈Ax, x′〉 ≤ 0, ∀x ∈ J (x) .
Demostracio´n. Ver Pazy, A. [15].
Definicio´n 1.5.9 Sea H un espacio de Hilbert y A : D (A) ⊆ H → H un operador lineal
no acotado. Diremos que A es mono´tono si
(Av, v) ≥ 0,∀v ∈ D (A)
Observacio´n 1.5.10 Debido al teorema de representacio´n de Riesz - Fre´chet la definicio´n
de A operador mono´tono es equivalente a la definicio´n de A disipativo. Entonces el
problema de Cauchy dado por

du
dt
= Au; t > 0
u (0) = u0, u0 ∈ D (A)
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puede ser estudiado a partir de ahora sustituyendo A por −A.
Es decir, se va a considerar el siguiente problema de valor inicial para un operador
mono´tono A 

du
dt
+ Au = 0; t > 0
u (0) = u0, u0 ∈ D (A)
Definicio´n 1.5.11 Sea H un espacio de Hilbert. Diremos que el operador A es
maximal mono´tono si A es mono´tono y tambie´n R (I + A) = H, es decir, para todo
f ∈ H existe f ∈ D (A) tal que u+ Au = f.
Proposicio´n 1.5.12 Sea A un operador maximal mono´tono. Entonces
a) D (A) es denso en H.
b) A es cerrado.
Demostracio´n. Ver Bre´zis [2].
Teorema 1.5.13 (Hille - Yosida) Sea A un operador maximal mono´noto en un espacio
de Hilbert H. Entonces, para todo u0 ∈ D (A) existe una u´nica funcio´n
u ∈ C1 ([0,+∞[ ;H) ∩ C ([0,+∞[ ;D (A))
tal que 

du
dt
+ Au; en [0,+∞[
u (0) = u0, u0 ∈ D (A)
Adema´s se verifica
|u (t)| ≤ |u0| y
∣∣∣∣du (t)dt
∣∣∣∣ = Au (t) + F (u (t)) ;∀t > 0
Demostracio´n. Ver [8, 13].
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1.5.3 Problema Semilineal Abstracto
Consideremos el problema de valor inicial abstracto dado por,

du
dt
+ Au (t) = F (u (t)) ; t > 0
u (0) = u0
(1.1)
donde A es el generador de un semigrupo contraccio´n sobre un espacio de Banach H y
F : H → H una funcio´n continua.
Definicio´n 1.5.14 Diremos que u es una solucio´n regular de´bil del problema de valor
inicial (1.1) si
u0 ∈ D (A) y u ∈ C
1 ([0, T ] ;H) ∩ ([0, T ] ;D (A))
Diremos que u es una solucio´n generalizada, si u satisface el P.V.I. (1.1) y u0 ∈ H y
u ∈ C (]0, T [ ;H) . En ambos casos, u satisface la ecuacio´n integral
u (t) = S (t)u0 +
∫ T
0
S (t− s) f (s) ds
Sea u = u (t) con t > 0 una solucio´n regular de (1.1) y {S (t)}t≥0 un semigrupo de
contracciones generado por el operador A. Entonces usando el teorema1.5.2, la funcio´n
g (s) = S (t− s)u (s) es diferenciable para 0 ≤ t ≤ s, por tanto
dg (s)
ds
= AS (t− s)u (s) + S (t− s)
du (s)
ds
= AS (t− s)u (s) + S (t− s) (−Au (s) + F (u (s)))
= AS (t− s)u (s)− S (t− s)Au (s) + S (t− s)F (u (s))
= AS (t− s)u (s)− AS (t− s)u (s) + S (t− s)F (u (s))
de donde
dg (s)
ds
= S (t− s)F (u (s))
Como F : H → H es continua, integrando desde 0 a T se tiene∫ T
0
dg (s)
ds
=
∫ T
0
S (t− s)F (u (s)) ds
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Por tanto
u (t) = S (t) u0 +
∫ T
0
S (t− s)F (u (s)) ds (1.2)
Definicio´n 1.5.15 Diremos que una aplicacio´n F : H → H es localmente Lipschitziana,
si para cada constante positiva M existe una constante LM tal que
|F (u)− F (v)| ≤ LM |u− v|
Para todo u, v ∈ H, tal que |u| ≤M y |v| ≤M.
Lema 1.5.16 Sean T > 0 y u0 ∈ H. Si u, v ∈ C ([0, T ] ;H) son dos soluciones de (1.1),
entonces u = v.
Demostracio´n. Ver Pen˜a Miranda C. [21].
Teorema 1.5.17 Sea F : H → H localmente Lipschitziana, entonces para cada u0 ∈ H,
existe una u´nica solucio´n generalizada de (1.1) definida en [0, T ] . Ma´s au´n si u0 ∈ D (A) ,
la solucio´n es cla´sica.
Demostracio´n. Ver Pen˜a Miranda C. [21].
Teorema 1.5.18 Si u es una solucio´n maximal de (1.1), entonces
Tmax = +∞ o´ Tmax < +∞
y
lim
t→tmax
|u (t)| = +∞
En el primer caso, diremos que u es una solucio´n global y en el segundo caso, diremos que
la solucio´n explota en tiempo finito.
Demostracio´n. Ver Pen˜a Miranda C. [21].
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Cap´ıtulo 2
Existencia y unicidad de la solucio´n
regular
En este cap´ıtulo estudiaremos la existencia y unicidad de la solucio´n regular de´bil de la
ecuacio´n (0.2) con las hipo´tesis Ω ⊂ Rn abierto acotado bien regular y satisfacie´ndose
(H1)-(H4) con datos iniciales (u0, u1) ∈ H
1
∗ (Ω)× L
2 (Ω) , H1∗ (Ω) definido en (0.4).
2.1 Existencia y unicidad
Teorema 2.1.1 Sea F : H −→ H localmente Lipschitziana. Entonces para todo
(u0, u1) ∈ D (A) , existe una u´nica solucio´n regular de´bil del sistema (0.2), es decir
u ∈ C
(
[0,+∞] ; H1∗ (Ω)
)
∩ C1
(
[0,+∞] ; H1∗ (Ω) ∩H
2 (Ω)
)
∩ C2
(
[0,+∞] ; L2 (Ω)
)
.
Demostracio´n.
Existencia de la solucio´n regular
Sea el sistema

utt −∆u+ f (u) + a (x)ut = 0, en Q = Ω× (0;+∞)
∂u
∂v
+ u = 0, sobre Σ = Γ× (0;+∞)
u (x, 0) = u0 (x) , en Ω
ut (x, 0) = u1 (x) , en Ω
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Sea v = ut 
 ut = vvt = utt = ∆u− f (u)− a (x)ut
 ut
vt

 =

 v
∆u

+

 0
−f (u)− a (x) υ



 ut
vt

 =

 0 I
∆ 0



 u
v

+

 0
−f (u)− a (x) υ



 ut
vt

+

 0 −I
−∆ 0



 u
v

 =

 0
−f (u)− a (x) υ


Entonces se tiene el problema de valor inicial∣∣∣∣∣∣
Ut + AU = F
U (0) = U0
donde
A =

 0 −I
−∆ 0

 , U0 =

 u (0)
v (0)

 =

 u0
v1

 y F (U) =

 0
−f (u)− a (x) v


Sea
H = H1∗ (Ω)× L
2 (Ω)
y
A : H −→ H
U 7−→ AU
A es un operador lineal puesto que las componentes de A son operadores lineales.
Por definicio´n
D (A) = {U ∈ H; AU ∈ H}
AU =

 −v
−∆u

 ∈ H
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entonces v ∈ H1∗ (Ω) , ∆u ∈ L
2 (Ω) , luego por la regularidad el´ıptica para soluciones
regulares de´biles Teorema 1.1.11 u ∈ H2 y v ∈ H1∗ (Ω) .
De donde 
 u ∈ H
2 (Ω) ∧ u ∈ H1∗ (Ω) ,
v ∈ L2 (Ω) ∧ v ∈ H1∗ (Ω)
Por tanto
D (A) =



 −v
−∆u

 ∈ H/ u ∈ H1∗ (Ω) ∩H2 (Ω) ; v ∈ L2 (Ω)


= H1∗ (Ω) ∩H
2 (Ω)× L2 (Ω)
Definamos el producto interno en H.
(U1, U2)H =
∫
Ω
(∇u1∇u2 + v1v2) dx+
∫
Γ
u1u2dΓ; U1 =

 u1
v1

 , U2 =

 u2
v2

 ∈ H
Afirmacio´n 2.1.2 A es mono´tono.
En efecto, se debe demostrar que
(AU,U) ≥ 0,∀U ∈ D (A)
(AU,U)H =
∫
Ω
(−∇v · ∇u− v∆u) dx+
∫
Ω
(−v) udΓ
=
∫
Ω
(−∇v · ∇u+∇v · ∇u) dx−
∫
Γ
v
∂u
∂ν
dΓ−
∫
Γ
vudΓ, por Teorema de Green
=
∫
Ω
(−∇v · ∇u+∇v · ∇u) dx−
∫
Γ
v
(
u+
∂u
∂ν
)
dΓ;
(
u+
∂u
∂ν
= 0
)
= 0 ≥ 0, U ∈ D (A)
Por tanto A es mono´tono
Afirmacio´n 2.1.3 A es maximal en D (A) = D (I + A)
En efecto,
Sea
F =

 f
g

 ∈ H = H1∗ (Ω)× L2 (Ω) , U ∈ D (A) tal que (I − A)U = F (2.1)
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∣∣∣∣∣∣
u − v = f ∈ H1 (Ω)
−∆u + v = g ∈ L2 (Ω)
sumando
u−∆u = f + g ∈ L2 (Ω)
Vamos aplicar el Teorema de Lax Milgram.
Sea
a : H1∗ (Ω)×H
1
∗ (Ω) −→ R
definido por
a (u, v) = (u, v)L2(Ω) + (∇u,∇v)L2(Ω) ; u, v ∈ H
1
∗ (Ω)
define un producto interno en H1∗ (Ω) el cual induce una norma dada por
∀u ∈ H1∗ (Ω) : ‖u‖
2
H1
∗
(Ω) = ‖u‖
2
L2(Ω) + ‖∇u‖
2
L2(Ω) = ‖u‖
2
H1(Ω)
esto es, ∀u ∈ H1∗ (Ω) ,
‖u‖H1
∗
(Ω) ≡ ‖u‖H1(Ω)
se tiene que
i) a (·, ·) es bilineal, puesto que todo producto interno es bilineal.
ii) a (·, ·) es continua
En efecto, ∀u, v ∈ H1∗ (Ω)
|a (u, v)| =
∣∣∣(u, v)L2(Ω) + (∇u,∇v)L2(Ω)∣∣∣
≤ ‖u‖ ‖v‖+ ‖∇u‖ ‖∇v‖
≤
1
2
[(
‖u‖2 + ‖∇u‖2
)
+
(
‖v‖2 + ‖∇v‖2
)]
=
1
2
(
‖u‖2H1 + ‖v‖
2
H1
)
=
1
2
(
‖u‖2H1
∗
+ ‖v‖2H1
∗
)
=
1
2
‖(u, v)‖2(H1
∗
)2
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iii) a (·, ·) es coerciva
En efecto,
a (u, u) = ‖u‖2H1(Ω) ≥ C ‖u‖
2
H1
∗
(Ω) .
Adema´s la aplicacio´n
L : H1∗ (Ω) −→ R
v 7→ 〈L, v〉 = (ψ, v)L2(Ω)
para todo ψ ∈ L2 (Ω) es una forma lineal y continua, es decir, L ∈ (H1∗ (Ω))
′
, y por el
teorema de Lax-Milgram, existe una u´nica u ∈ H1∗ (Ω) tal que
a (u, v) = 〈L, v〉 := (ψ, v)L2(Ω) , ∀v ∈ H
1
∗ (Ω) .
Para todo ϕ ∈ D (Ω) se tiene
〈L,ϕ〉 = (ψ, ϕ)L2(Ω)
= a (u, ϕ)
= (u, ϕ)L2(Ω) + (−∆u, ϕ)L2
(Ω)
− (u, ϕ)L2(Γ)
= (u−∆u, ϕ)L2(Ω) , ϕ ∈ D (Ω)
por densidad de D (Ω) en H1∗ (Ω)
D
(
Ω
)H1
∗
(Ω)
= D
(
Ω
)H1(Ω)
:= H10 (Ω)
pues
‖u‖H1
∗
(Ω) = ‖u‖H1(Ω) ∀u ∈ H
1
∗ (Ω) ,
luego
〈L, v〉 = (u−∆u, v)L2(Ω) , ∀v ∈ H
1
∗ (Ω)
esto es,
ψ = u−∆u ∈ L2 (Ω)
como
−∆u ∈ L2 (Ω) ,
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por la regularidad, el´ıptica, existe
u ∈ H2 (Ω)
y por consiguiente hemos obtenido que existe una u´nica
U =

 u
v

 ∈ D (A) = H1∗ (Ω) ∩H2 (Ω)× L2 (Ω) ,
tal que, para cualquier F =

 f
g

 ∈ H = H1∗ (Ω)× L2 (Ω) ,

 u
v

+ A

 u
v

 =

 f
g

 .
Esto prueba que A, es maximal.
Afirmacio´n 2.1.4 F : H −→ H esta´ bien definida por
F (U) =

 0
−f (u)− a (x) v

 ∈ H = H1∗ (Ω)× L2 (Ω) ; U =

 u
v

 ∈ H
En efecto,
U =

 u
v

 ∈ H se debe probar que (−f (u)− a (x) v) ∈ L2 (Ω) , es decir
∫
Ω
|−f (u)− a (x) v|2 <∞
como
U =

 u
v

 ∈ H = H1∗ (Ω)× L2 (Ω) ,
entonces
u ∈ H1∗ (Ω) , v ∈ L
2 (Ω)
(∫
Ω
|−f (u)− a (x) v|2
)1/2
= ‖−f (u)− a (x) v‖L2(Ω)
≤ ‖f (u)‖L2(Ω) + ‖a (x) v‖
≤ ‖f (u)‖L2(Ω) + a∞ ‖v‖L2(Ω) (2.2)
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Afirmacio´n 2.1.5
∫
Ω
|f (u (x))|2 dx <∞
En efecto, se cumple
(a+ b)p ≤ 2p−1 (ap + bp) , para p ≥ 1; a, b > 0
para p = 2, se tiene (a+ b) ≤ 2 (a2 + b2) .
Por la condicio´n del crecimiento∫
Ω
|f (u (x))|2 dx ≤ C
∫
Ω
[(
1 + |u|p−1
)
|u|
]2
dx
≤ C
∫
Ω
[|u|+ |u|p]2 dx
≤ C
∫
Ω
2
(
|u|2 + |u|2p
)
dx
= 2C
∫
Ω
(
|u|2 + |u|2p
)
dx
= 2C
(
‖u‖2L2(Ω) + ‖u‖
2p
L2p(Ω)
)
(2.3)
por las condiciones iniciales
(n− 2) p ≤ n, 1 < p
entonces
2 < 2p ≤
2n
n− 2
de aqu´ı por interpolacio´n se tiene la inmersio´n
H1 (Ω)
c
→֒ Lr (Ω) , r ∈
(
2,
2n
n− 2
]
, n ≥ 3
En particular para r = 2p ∈
(
2,
2n
n− 2
]
, n ≥ 3
H1 (Ω)
c
→֒ L2p (Ω)
esto significa que
‖u‖L2p(Ω) ≤ C ‖u‖
2p
H1(Ω) y ‖u‖
2p
L2p(Ω) ≤ C
2p ‖u‖2pL2p(Ω) (2.4)
Por otro lado se tiene que, H1 (Ω) →֒ L2 (Ω) entonces
‖u‖L2(Ω) ≤ C ‖u‖H1(Ω) (2.5)
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Luego de (2.4) y (2.5) en (2.3), existe una constante k > 0 tal que∫
Ω
|f (u (x))|2 dx ≤ k ‖u‖2H1(Ω) <∞; pues u ∈ H
1
∗ (Ω) .
Por lo tanto
∫
Ω
|f (u (x))|2 dx ≤ k ‖u‖2H1(Ω) <∞.
De la afirmacio´n 2.1.5 en (2.2) se tiene que:
(−f (u)− a (x) v) ∈ L2 (Ω)
y en consecuencia F esta´ bien definida.
Afirmacio´n 2.1.6 F es localmente Lipschitziana
En efecto, sean U1 =

 u1
v1

 , U2 =

 u2
v2

 ∈ H tales que ‖U1‖H ≤ M y ‖U2‖H ≤ M
para algu´n M > 0.
Entonces
‖F (U1)− F (U2)‖
2
H =
∥∥∥∥∥∥

 0
−f (u1)− a (x) v1

−

 0
−f (u2)− a (x) v2


∥∥∥∥∥∥
=
∥∥∥∥∥∥

 0
−f (u1)− a (x) v1 + f (u2) + a (x) v2


∥∥∥∥∥∥
2
= ‖f (u2)− f (u1) + a (x) (v2 − v1)‖
2
L2(Ω)
= |f (u2)− f (u1) + a (x) (v1 − v2)|
2 dx
=
∫
Ω
[
|f (u2)− f (u1)|
2 + |a (x) (v1 − v2)|
2] dx
+
∫
Ω
[2 |f (u2)− f (u1)| |a (x) (v1 − v2)|] dx
≤
∫
Ω
|f (u2)− f (u1)|
2 dx+ ‖a‖2L∞(Ω) ‖v1 − v2‖
2
L2(Ω)
+ 2 ‖a‖L∞(Ω)
∫
Ω
|f (u2)− f (u1)| |a (x) (v1 − v2)|
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≤∫
Ω
|f (u2)− f (u1)|
2 dx+ ‖a‖2L∞(Ω) ‖v1 − v2‖
2
L2(Ω)
+ ‖a‖L∞(Ω)
∫
Ω
|f (u2)− f (u1)|
+ ‖a‖L∞(Ω) ‖a‖L∞(Ω) ‖v1 − v2‖
2
L2(Ω)
=
(
1 + ‖a‖L∞(Ω)
)∫
Ω
|f (u2)− f (u1)| dx
+
(
‖a‖L∞(Ω) + ‖a‖L∞(Ω)
)
‖v1 − v2‖
2
L2(Ω) (2.6)
Por otro lado, por la condicio´n del crecimiento:
‖f (u2)− f (u1)‖
2
L2(Ω) =
∫
Ω
|f (u1 (x))− f (u2 (x))|
2 dx
≤ C
∫
Ω
{(
1 + |u1 (x)|
p−1 + |u2 (x)|
p−1) |u1 (x)− u2 (x)|}2 dx
≤ C
∫
Ω
{
|u1 (x)− u2 (x)|+ |u1 (x)|
p−1 |u1 (x)− u2 (x)|
+ |u2 (x)|
p−1 |u1 (x)− u2 (x)|
}2
dx (2.7)
Aplicando la siguiente propiedad
(a+ b+ c)2 ≤ 22
(
a2 + b2 + c2
)
, a, b, c ≥ 0
tenemos
‖f (u2)− f (u1)‖
2
L2(Ω) ≤ 4C
∫
Ω
{
|u1 (x)− u2 (x)|
2 + |u1 (x)|
2(p−1) |u1 (x)− u2 (x)|
2
+ |u2 (x)|
2(p−1) |u1 (x)− u2 (x)|
2
}
dx
≤ 4C
∫
Ω
|u1 (x)− u2 (x)|
2 dx
+ 4C
∫
Ω
|u1 (x)|
2(p−1) |u1 (x)− u2 (x)|
2 dx
+ 4C
∫
Ω
|u2 (x)|
2(p−1) |u1 (x)− u2 (x)|
2 dx
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desde que
1
p
+
1
p
p−1
= 1, por la desigualdad de Ho¨lder
∫
Ω
|u1 (x)|
2p−1 |u1 (x)− u2 (x)|
2 dx ≤
(∫
Ω
[
|u1 (x)|
2(p−1) dx
] p
p−1
) 1
p
p−1
(∫
Ω
[
|u1 (x)− u2 (x)|
2]p dx) 1p
=
(∫
Ω
|u1 (x)|
2p
) p−1
p
(∫
Ω
|u1 (x)− u2 (x)|
2p dx
) 1
p
=
(
‖u1‖
2p
L2p(Ω)
) p−1
p
(
‖u1 − u2‖
2p
L2p(Ω)
) 1
p
= ‖u1‖
2(p−1)
L2p(Ω) ‖u1 − u2‖
2
L2p(Ω)
En virtud de la inmersio´n H1 (Ω) →֒ L2p (Ω) se tiene ‖u‖L2p(Ω) ≤ C1 ‖u‖H1(Ω) .
De donde tenemos,∫
Ω
|u1 (x)|
2(p−1) |u1 (x)− u2 (x)|
2 dx ≤ C2(p−1)1 ‖u1‖
2(p−1)
H1(Ω) ‖u1 − u2‖
2
H1(Ω) (2.8)
Ana´logamente∫
Ω
|u2 (x)|
2(p−1) |u1 (x)− u2 (x)|
2 dx ≤ C
2(p−1)
2 ‖u2‖
2(p−1)
H1(Ω) ‖u1 − u2‖
2
H1(Ω) (2.9)
De (2.8) y (2.9) en (2.7)
‖f (u1)− f (u2)‖
2
L2(Ω) ≤ 4C
∫
Ω
|u1 (x)− u2 (x)|
2 dx+ 3CC
2(p−1)
1 ‖u1‖
2(p−1)
H1(Ω) ‖u1 − u2‖
2
H1(Ω)
+ 4CC
2(p−1)
2 ‖u2‖
2(p−1)
H1(Ω) ‖u1 − u2‖
2
H1(Ω)
≤ 4Ck2 ‖u1 − u2‖
2
H1(Ω) + 4CC
2(p−1)
1 M
2(p−1) ‖u1 − u2‖
2
H1(Ω)
+ 4CC
2(p−1)
2 M
2(p−1)
2 ‖u1 − u2‖
2
H1(Ω)
≤ T ‖u1 − u2‖
2
H1(Ω) (2.10)
T = max
{
4Ck2, 4CC
2(p−1)
1 M
2(p−1)
1 , 4CC
2(p−1)
2 M
2(p−1)
2
}
De (2.10) en (2.6)
‖f (U1)− f (U2)‖ ≤
(
1 + ‖a‖L∞(Ω)
)
T ‖u1 − u2‖
2
H1(Ω)
+ C
(
‖a‖L∞(Ω) + ‖a‖
2
L∞(Ω)
)
‖v1 − v2‖
2
H1(Ω)
≤ K
(
‖u1 − u2‖
2
H1(Ω) + ‖v1 − v2‖
2
L2(Ω)
)
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Tomando
K = min
{(
1 + ‖a‖∞ T,C
(
‖a‖2∞ + ‖a‖∞
))}
K = ‖U1 − U2‖X
Por lo tanto F es localmente Lipschitziana.
Entonces por el teorema 1.5.17 para
U0 =

 u0
v0

 ∈ D (A)
existe una solucio´n regular
U : [0, Tmax] −→ X,
tal que 
 u0
ut

 ∈ C ([0, Tmax] ;H) ∩ C1 ([0, Tmax] , D (A))
de modo que
u ∈ C
(
[0, Tmax] ;H
1
∗ (Ω)
)
∩ C1
(
[0, Tmax] ;H
1
∗ (Ω) ∩H
2 (Ω)
)
∩ C2
(
[0, Tmax] ;L
2 (Ω)
)
(2.11)
Unicidad de la solucio´n regular
Consideremos u y v dos soluciones de la ecuacio´n (0.2) y sea w = u− v, entonces
∣∣∣∣∣∣∣∣∣∣
wtt −∆w + f (u)− f (v) + a (x)wt = 0 ; en Q = Ω× (0,+∞)
w (0) = wt (0) ; en Ω
∂w
∂v
+ w = 0 ; sobre
∑
= Γ× (0,+∞)
(2.12)
Multiplicando esta ecuacio´n por wt e integrando sobre Rn se tiene
1
2
d
dt
∫
Ω
|wt|
2 dx+
1
2
d
dt
∫
Ω
|∇w|2 dx+
∫
Γ
wwtdΓ
+
d
dt
∫
Ω
(f (u)− f (v)) dx = −
1
2
∫
Ω
a (x) |wt|
2 dx
(wtt, wt)L2(Ω) + (−∆w,wt)L2(Ω) + (f (u)− f (v) , wt)L2(Ω) + (a (x)wt, wt)L2(Ω) = 0
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12
d
dt
‖wt‖
2
L2(Ω) +
1
2
d
dt
‖∇w‖2L2(Ω) −
∫
Γ
∂w
∂ν
wtdΓ
+
∫
Γ
(f (u)− f (v))wtdx+
∫
Ω
a (x) |wt|
2 dx = 0
De la ecuacio´n de frontera obtenemos
1
2
d
dt
‖wt‖
2
L2(Ω) +
1
2
d
dt
‖∇w‖2L2(Ω) +
1
2
d
dt
‖w‖2L2(Γ) = −
∫
Ω
(f (u)− f (v))wtdx
−
∫
Ω
a (x) |wt|
2 dx
1
2
d
dt
{
‖wt‖
2
L2(Ω) + ‖∇w‖
2
L2(Ω) + ‖w‖
2
L2(Γ)
}
≤
∫
Ω
|f (u)− f (v)| |wt| dx+
∫
Ω
a (x) |wt|
2 dx
Como f ∈ C1 (R) , entonces por el teorema de valor medio, existe
τ = θS1 + (1− θ)S2, 0 ≤ θ ≤ 1
tal que
|f (u)− f (v)| = f ′ (τ) |u− v|
adema´s a ∈ L∞ (Ω) , entonces
1
2
d
dt
{
‖wt‖
2
L2(Ω) + ‖∇w‖
2
L2(Ω) + ‖w‖
2
L2(Γ)
}
≤
∫
Ω
f ′ (τ) |u− v| |wt| dx+ ‖a‖L∞(Ω)
∫
Ω
|wt|
2 dx
≤ |f ′ (τ)|
∫
Ω
|w| |wt| dx+ ‖a‖L∞(Ω) ‖wt‖
2
L2(Ω)
≤
|f ′ (τ)|
2
(∫
Ω
|w|2 dx+
∫
Ω
|wt|
2 dx
)
+ ‖a‖L∞(Ω) ‖wt‖
2
L2(Ω)
≤ C
(
‖w‖2L2(Γ) + ‖wt‖
2
L2(Ω)
)
Integrando de 0 a t < T y las condiciones iniciales del sistema (2.12):
1
2
(
‖wt‖
2
L2(Ω) + ‖∇w‖
2
L2(Ω) + ‖w‖
2
L2(Γ)
)
≤ C
∫ T
0
(
‖w‖2L2(Γ) + ‖wt‖
2
L2(Ω)
)
dt
mayorando de derecha y por la desigualdad de Poincare´
‖wt‖
2
L2(Ω) + ‖w‖
2
L2(Γ) ≤ 2K
∫ T
0
(
‖w‖2L2(Γ) + ‖∇w‖
2
L2(Ω)
)
dt
Entonces por el lema Gronwall (caso simple)
‖wt‖
2
L2(Ω) + ‖w‖
2
L2(Γ) = 0⇔ w = 0, c.s. en Ω.
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2.2 Prolongamiento de la solucio´n regular
Aqu´ı obtendremos la solucio´n global del problema (0.2), aplicando el teorema 1.5.18.
Multiplicando la ecuacio´n (0.2) por ut e integrando sobre Ω, obtenemos
(utt −∆u+ f (u) + a (x)ut, ut)
(utt, ut) + (−∆u, ut) + (f (u) , ut) + (a (x)ut, ut) = 0 (2.13)
Desarrollando la fo´rmula de
(−∆u, ut)
Por Green
(−∆u, ut) =
∫
Ω
(−△u, ut) dx =
∫
Ω
(∇u,∇ut) dx−
∫
Γ
ut
du
dv
dΓ (2.14)
Adema´s
(f (u) , ut) =
∫
Ω
f (u)ut (x, t) dx
=
∫
Ω
F ′ (u (x, t))ut (x, t) dx
=
d
dt
∫
Ω
F (u (x, t)) dx (2.15)
De (2.13), (2.14) en (2.12)
(utt, ut) +
∫
Ω
∇u∇utdx−
∫
Γ
ut
du
dv
dΓ +
d
dt
∫
Ω
F (u (x, t)) dx+ (a (x)ut, ut)) = 0
1
2
d
dt
∫
Ω
|ut|
2 dx+
1
2
d
dt
∫
Ω
|∇u|2 dx+
∫
Γ
uutdΓ +
d
dt
∫
Ω
F (u (x, t)) dx = −
1
2
a (x) |ut|
2 dx
d
dt
[∫
Ω
1
2
|ut|
2 dx+
1
2
∫
Ω
|∇u|2 dx+
∫
Ω
F (u (x, t)) dx+
1
2
|u|2 dΓ
]
= −
∫
Ω
a (x) |ut|
2 dx
Definimos la energ´ıa E (t) por
E (t) =
1
2
∫
Ω
|u|2 dx+
1
2
∫
Ω
|∇u|2 dx+
∫
Ω
F (u (x, t)) dx+
1
2
∫
Γ
|u|2 dΓ
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Entonces integrando de t1 a t2∫ t2
t1
d
dt
(E (t)) = −
∫ t2
t1
∫
Ω
a (x) |ut|
2 dxdt
Sea t2 = T y t1 = 0
E (T )− E (0) = −
∫ t2
t1
∫
Ω
a (x) |ut|
2 dxdt < 0
Entonces
E (t) ≤ E (0)
Esto es E (t) tiene un decrecimiento cuando t→ +∞
Podemos decir entonces que
∀t ≥ 0, E (t) ≤ E (0) ,
Afirmacio´n 2.2.1 Tmax = +∞
Prueba. Ver Pen˜a M., Carlos [21].
Luego de afirmacio´n en (2.11), se tiene que existe una u´nica solucio´n regular del sistema
(0.2) en el espacio.
u ∈ C
(
[0,+∞] ;H1∗ (Ω)
)
∩ C1
(
[0,+∞] ;H1∗ (Ω) ∩H
2
∗ (Ω)
)
∩ C2
(
[0,+∞] ;L2 (Ω)
)
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Cap´ıtulo 3
Comportamiento Asinto´tico
3.1 Decaimiento exponencial de la energ´ıa E (t)
En este cap´ıtulo estudiaremos el decaimiento exponencial de la energ´ıa asociado al
problema (0.2) para soluciones regulares de´biles ver Cap´ıtulo 2, cuando la variable
temporal t tiende al infinito, es decir, probaremos que existen constantes C, γ positivos
tal que
E (t) ≤ CE (0) e−γt, ∀t ≥ 0
a formalizar posteriormente con el Teorema Central.
Consideremos el caso f globalmente Lipschitziana
Sean (H1)− (H4) las hipo´tesis dadas por (0.2). Consideremos la energ´ıa definida por
E (t) =
1
2
[∫
Ω
|ut|
2 dx+
∫
Ω
|∇u|2 dx+
∫
Γ
|u|2 dΓ + 2
∫
Ω
F (u) dx
]
(3.1)
donde
F (λ) =
∫ λ
0
f (z) dz (3.2)
y adema´s obtenemos que
d
dt
E (t) = −
∫
Ω
a (x) |ut (x, t)|
2 dx < 0, ∀t > 0 (3.3)
es decir la energ´ıa es decreciente
44
De (3.3) integrando de t1 a t2 con 0 ≤ t1 < t2
E (t2)− E (t1) = −
∫ t2
t1
(∫
Ω
a (x) |ut (x, t)|
2 dx
)
dt < 0
considerando t2 = T, t1 = 0, se tiene
E (T )− E (0) = −
∫ T
0
∫
Ω
a (x) |ut (x, t)|
2 dxdt < 0 (3.4)
Adema´s, siguiendo el me´todo de E. Zuazua [28] conseguiremos estimativas para la energ´ıa
asumiendo T > 0, obtenemos que
E (t) ≤ C
∫ T
0
∫
Ω
a (x) |ut (x, t)|
2 dxdt, para T > 0 (3.5)
el cual combinando con (3.4) y la propiedad de semigrupos, conseguiremos establecer el
decaimiento exponencial uniforme de la energ´ıa E (t) , definida en (3.1). Es claro que,
usando el hecho que:
|f (s)| ≤ c |s|2 ,
entonces
F (s) ≤ c |s|2 , ∀s ∈ R (3.6)
Para x0 ∈ Rn punto fijo definimos el conjunto
Γ (x0) = {x ∈ Γ : (x− x0) v (x) > 0}
donde v (x) es la normal unitaria exterior en x ∈ Γ.
Para conseguir (3.5) establecemos muchos resultados expresados en lemas y proposiciones
a establecer posteriormente. Establecemos las siguientes notaciones
Nota 3.1.1
qkνk =
n∑
k=1
qkνk = q · v,
qk
∂ϕ
∂xk
=
n∑
k=1
qk
∂ϕ
∂xk
= q · ∇ϕ,
∂qk
∂xk
=
n∑
k=1
∂
∂xk
qk = div (q) .
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Consideremos la ecuacio´n de onda no homoge´nea con condiciones de frontera y iniciales∣∣∣∣∣∣∣∣∣∣∣∣
ϕtt −△ϕ = f , en Ω× (0 +∞)
ϕ+
∂ϕ
∂ν
= 0 , sobre Γ× (0 +∞)
ϕ (0) = ϕ0 , en Ω
ϕt (0) = ϕ1 , en Ω
(3.7)
Para datos iniciales
{ϕ0, ϕ1} ∈ H
2 (Ω) ∩H1∗ (Ω)× L
2 (Ω) , f ∈ L1
(
0, T ;H1∗ (Ω)
)
y ϕ solucio´n de´bil de (3.7) se tiene la siguiente identidad.
Lema 3.1.2 Sea Ω un dominio acotado de Rn, con frontera Γ de clase C2 y
q = (q1, q2, q3, . . . , qn) un campo vectorial de clase
[
C1
(
Ω
)]n
. Entonces para toda solucio´n
de´bil ϕ = ϕ (x, t) de la ecuacio´n (3.7) se verifica la siguiente identidad
1
2
∫
P
qkνk
[
|∇ϕ|2 − |ϕt|
2] = − [∫
Ω
ϕtqk
∂ϕ
∂xk
∣∣∣∣
T
0
+
1
2
∫
Q
∂qk
∂xk
[
|∇ϕ|2 − |ϕt|
2]
−
∫
Q
∂ϕ
∂xj
∂qk
∂xj
∂ϕ
∂xk
+
∫
Q
fqk
∂ϕ
∂xk
Demostracio´n. Multiplicando la ecuacio´n no homoge´nea (3.7) por qk
∂ϕ
∂xk
obtenemos
(
ϕtt, qk
∂ϕ
∂xk
)
+
(
−∆ϕ, qk
∂ϕ
∂xk
)
=
(
f, qk
∂ϕ
∂xk
)
∫
Ω
ϕttqk
∂ϕ
∂xk
−
∫
Ω
∆ϕqk
∂ϕ
∂xk
=
∫
Ω
f qk
∂ϕ
∂xk
(3.8)
Buscaremos una equivalencia para el primer te´rmino de (3.8)
d
dt
∫
Ω
ϕtqk
∂ϕ
∂xk
=
∫
Ω
d
dt
(
ϕtqk
∂ϕ
∂xk
)
=
∫
Ω
ϕtt
(
qk
∂ϕ
∂xk
)
+
∫
Ω
ϕt
∂
∂t
(
qk
∂ϕ
∂xk
)
=
∫
Ω
ϕttqk
∂ϕ
∂xk
+
∫
Ω
ϕtqk
∂ϕt
∂xk
,
(
q ∈ C1
(
Ω
))
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de donde, ∫
Ω
ϕttqk
∂ϕ
∂xk
=
d
dt
∫
Ω
ϕtqk
∂ϕ
∂xk
−
∫
Ω
ϕtqk
∂ϕ
∂xk
Integrando de 0 a T y considerando Q = Ω× (0, T )∫
Q
ϕttqk
∂ϕ
∂xk
=
∫ T
0
d
dt
(∫
Ω
ϕtqk
∂ϕ
∂xk
)
−
∫
Q
ϕtqk
∂ϕ
∂xk
=
[∫
Ω
ϕtqk
∂ϕ
∂xk
∣∣∣∣
T
0
−
∫
Q
ϕtqk
∂ϕ
∂xk∫
Q
ϕttqk
∂ϕ
∂xk
=
[∫
Ω
ϕtqk
∂ϕ
∂xk
∣∣∣∣
T
0
−
∫
Q
ϕtqk
∂ϕ
∂xk
(3.9)
Veamos el segundo te´rmino del segundo miembro de (3.9)∫
Ω
ϕtqk
∂ϕ
∂xk
= −
∫
Ω
∂ϕ
∂xk
(ϕtqk)ϕt +
∫
Γ
ϕtqkνkϕt
= −
∫
Ω
(
qk
∂ϕt
∂xk
+ ϕt
∂qk
∂xk
)
ϕt +
∫
Γ
ϕtqkνkϕt
= −
∫
Ω
qkϕt
∂ϕt
∂xk
−
∫
Ω
∂qk
∂xk
(ϕt)
2 +
∫
Γ
(ϕt)
2 qkνk
Por tanto
2
∫
Ω
ϕtqk
∂ϕt
∂xk
= −
∫
Ω
|ϕt|
2 ∂
∂xk
qk +
∫
Γ
|ϕt|
2 qkνk
integrando de 0 a T y considerando Q = Ω× (0, T )∫
Q
ϕtqk
∂ϕt
∂xk
= −
1
2
∫
Q
|ϕt|
2 ∂qk
∂xk
+
1
2
∫
Σ
|ϕt|
2 qkνk (3.10)
Reemplazando (3.10) en (3.9)∫
Q
ϕttqk
∂ϕt
∂xk
=
(∫
Ω
ϕtqk
∂ϕ
∂xk
∣∣∣∣
T
0
+
1
2
∫
Q
|ϕt|
2 ∂qk
∂xk
−
1
2
∫
Σ
|ϕt|
2 qkνk (3.11)
Ahora trabajaremos con el segundo te´rmino del primer miembro de (3.8)∫
Ω
∆ϕqk
∂ϕt
∂xk
= −
∫
Ω
∇ϕ∇
(
qk
∂ϕ
∂xk
)
+
∫
Γ
∂ϕ
∂ν
qk
∂ϕ
∂xk
, por Green
= −
∫
Ω
∂ϕ
∂xj
∂
∂xk
(
qk
∂ϕ
∂xk
)
+
∫
Γ
∂ϕ
∂ν
qk
∂ϕ
∂xk
= −
∫
Ω
∂ϕ
∂xj
(
∂qk
∂xk
∂ϕ
∂xk
+ qk
∂
∂xj
∂ϕ
∂xk
)
+
∫
Γ
∂ϕ
∂ν
qk
∂ϕ
∂xk
= −
∫
Ω
∂ϕ
∂xj
∂qk
∂xj
∂ϕ
∂xk
−
∫
Ω
∂ϕ
∂xj
qk
∂2ϕ
∂xj∂xk
+
∫
Γ
∂ϕ
∂ν
qk
∂ϕ
∂xk
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Integrando de 0 a T∫
Q
∆ϕqk
∂ϕt
∂xk
= −
∫
Q
∂ϕ
∂xj
∂qk
∂xj
∂ϕ
∂xk
−
∫
Q
∂ϕ
∂xj
qk
∂2ϕ
∂xj∂xk
+
∫
Σ
∂ϕ
∂ν
qk
∂ϕ
∂xk
(3.12)
Aplicando la condicio´n de frontera dado en (3.7)
(
∂ϕ
∂ν
= −ϕ
)
al tercer te´rmino del
segundo miembro de (3.12)∫
Σ
∂ϕ
∂ν
qk
∂ϕ
∂xk
= −
∫
Σ
ϕqk
∂ϕ
∂xk
= −
1
2
∫
Σ
qk
(
2ϕ
∂ϕ
∂xk
)
= −
1
2
∫
Σ
qk
∂ (ϕ)2∫
Σ
xk
= −
1
2
∫
Σ
qk
∂ |ϕ|2
∂xk
(3.13)
Trabajando con el segundo te´rmino del segundo miembro de (3.12)
∫
Q
∂ϕ
∂xj
qk
∂2ϕ
∂xj∂xk
=
1
2
∫
Q
qk
∂ |∇ϕ|2
∂xk
= −
1
2
∫
Q
∂qk
∂xk
|∇ϕ|2 +
1
2
∫
Σ
qkνk |∇ϕ|
2 (3.14)
Sustituyendo (3.13) y (3.14) en (3.12)∫
Q
∆ϕqk
∂ϕ
∂xk
= −
∫
Q
∂ϕ
∂xj
∂qk
∂xj
∂ϕ
∂xk
+
1
2
∫
Q
∂qk
∂xk
|∇ϕ|2 −
1
2
∫
Σ
qkνk |∇ϕ|
2 (3.15)
Reemplazando (3.11) y (3.15) en (3.8)
(∫
Ω
ϕtqk
∂ϕ
∂xk
∣∣∣∣
T
0
+
1
2
∫
Q
|ϕt|
2 ∂qk
∂xk
−
1
2
∫
Σ
|ϕt|
2 qkνk +
∫
Q
∂ϕ
∂xj
∂qk
∂xj
∂ϕ
∂xk
−
1
2
∫
Q
∂qk
∂xk
|∇ϕ|2 +
1
2
∫
Σ
qkνk |∇ϕ|
2 =
∫
Q
f
(
qk
∂ϕ
∂xk
)
Ordenando el resultado precedente
1
2
∫
Σ
qkνk
[
|∇ϕ|2 − |ϕt|
2] = (∫
Ω
ϕtqk
∂ϕ
∂xk
∣∣∣∣
T
0
−
∫
Q
∂ϕ
∂xj
∂qk
∂xj
∂ϕ
∂xk
+
1
2
∫
Q
∂qk
∂xk
[
|∇ϕ|2 − |ϕt|
2]+ ∫
Q
f
(
qk
∂ϕ
∂xk
)
.
Ahora consideremos el caso general de una solucio´n de´bil ϕ = ϕ (x, t) , es decir, con los
correspondientes datos
(ϕ0, ϕ1) ∈ H
1
∗ (Ω)× L
2 (Ω) , f ∈ L1
(
0, T ;L2 (Ω)
)
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Aproximamos a estos datos por datos regulares
{(
ϕ0n, ϕ
1
n
)}
⊆ H2 (Ω) ∩H1∗ (Ω)×H
1
∗ , fn ⊆ L
1
(
0, T ;H1∗ (Ω)
)
tales que ∣∣∣∣∣∣∣∣∣
ϕ0n −→ ϕ
0 en H1∗ (Ω) ,
ϕ1n −→ ϕ
1 en L2 (Ω) y
fn −→ f en L
1 (0, T ;L2 (Ω)) cuando n −→ +∞
(3.16)
La identidad (3.7) es verificada para las soluciones fuertes ϕn que corresponden a los datos
{ϕ0n, ϕ
1
n, fn} y de acuerdo a estimativas para soluciones fuertes y de la convergencia de
(3.16) vemos que
ϕn −→ ϕ en C
(
0, T ;H1∗ (Ω)
)
y
ϕ′n −→ ϕ
′ en C
(
0, T ;L2 (Ω)
)
cuando n→ +∞
Esto nos permite pasar el l´ımite cuando n → +∞ en el lado derecho de (3.7) de donde
deducimos que qkνk
∣∣∣∣∂ϕ∂ν
∣∣∣∣
2
∈ L1 (Σ) y la identidad (3.7) tambie´n se cumple, esto es, se
tiene el siguiente corolario.
Corolario 3.1.3 Sea Ω un dominio limitado de Rn, con frontera Γ de clase C2 y
q ∈ [W 1,∞ (Ω)]
n
. Entonces, para toda solucio´n de´bil u de (3.7) se verifica
1
2
∫
Σ
q · ν
(
|∇u|2 − |ut|
2) dΣ = −(∫
Ω
utq · ∇udx
∣∣∣∣
T
0
+
1
2
∫
Q
div (q)
[
|∇u|2 − |ut|
2] dxdt
−
∫
Q
∂u
∂xj
∂qk
∂xj
∂u
∂xk
−
∫
Q
div (q)F (u) dxdt
+
∫
Σ
q · νF (u) dΣ +
∫
Q
a (x)utq · ∇udxdt
Demostracio´n. Considerando la notacio´n 3.1.1, ϕ solucio´n de´bil de (3.7) y del lema
3.1.2
1
2
∫
Σ
q · ν
(
|∇ϕ|2 − |ϕt|
2) dΣ = −(∫
Ω
ϕtq · ∇ϕdx
∣∣∣∣
T
0
+
1
2
∫
Q
div (q)
[
|∇ϕ|2 − |ϕt|
2] dxdt
−
∫
Q
∂ϕ
∂xj
∂qk
∂xj
∂ϕ
∂xk
dxdt+
∫
Q
fq · ∇ϕdxdt
(3.17)
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Si tomamos u solucio´n de´bil de (3.7) y f = f (u) + a (x)ut en (3.17)
1
2
∫
Σ
q · ν
(
|∇u|2 − |ut|
2) dΣ = −(∫
Ω
utq · ∇udx
∣∣∣∣
T
0
+
1
2
∫
Q
div (q)
[
|∇u|2 − |ut|
2] dxdt
−
∫
Q
∂u
∂xj
∂qk
∂xj
∂u
∂xk
+
∫
Q
fq · ∇udxdt (3.18)
Restar´ıa trabajar con el cuarto te´rmino del segundo miembro:∫
Q
fq · ∇udxdt =
∫
Q
(f (u) + a (x)ut) q · ∇udxdt
=
∫
Q
f (u) q · ∇udxdt+
∫
Q
a (x)utq · ∇udxdt (3.19)
∫
Ω
f (u) q · ∇udx =
∫
Ω
f (u)
n∑
k=1
(
qk
∂u
∂xk
)
dx
=
∫
Ω
f (u) q1
∂u
∂x1
dx+
∫
Ω
f (u) q2
∂u
∂x2
dx+ · · ·+
∫
Ω
f (u) qn
∂u
∂xn
dx
=
∫
Ω
q1
∂u
∂x1
F (u) dx+
∫
Ω
q2
∂u
∂x2
F (u) dx
+
∫
Ω
q3
∂u
∂x3
F (u) dx+ · · ·+
∫
Ω
qn
∂u
∂xn
F (u) dx;
(
F (s) =
∫ 0
s
f (τ) dτ
)
= −
∫
Ω
∂q1
∂x1
F (u) dx−
∫
Ω
∂q1
∂x2
F (u) dx− · · · −
∫
Ω
∂qn
∂xn
F (u) dx
+
∫
Γ
q1ν1F (u) dΓ +
∫
Γ
q2ν2F (u) dΓ + · · ·+
∫
Γ
qnνnF (u) dΓ
= −
∫
Ω
(
∂q1
∂x1
+
∂q1
∂x2
+ · · ·+
∂qn
∂xn
)
F (u) dx
+
∫
Γ
(q1ν1 + q2ν2 + · · ·+ qnνn)F (u) dΓ
= −
∫
Ω
div (q)F (u) dx+
∫
Γ
q · νF (u) dx
esto es ∫
Ω
f (u) q · ∇udxdt = −
∫
Q
div (q)F (u) dx+
∫
Σ
q · νF (u) dΣ (3.20)
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sustituyendo (3.20) en (3.19)∫
Q
fq · ∇udxdt = −
∫
Q
div (q)F (u) dx+
∫
Σ
q · νF (u) dΣ+
∫
Q
a (x) utq · ∇udxdt (3.21)
reemplazando (3.20) en (3.18)
1
2
∫
Σ
q · ν
(
|∇u|2 − |ut|
2) dΣ = −(∫
Ω
utq · ∇udx
∣∣∣∣
T
0
+
1
2
∫
Q
div (q)
[
|∇u|2 − |ut|
2] dxdt
−
∫
Q
∂u
∂xj
∂qk
∂xj
∂u
∂xk
dxdt−
∫
Q
div (q)F (u) dxdt
+
∫
Σ
q · νF (u) dΣ +
∫
Q
a (x)utq · ∇udxdt.
Lema 3.1.4 Sea Ω ⊆ Rn abierto acotado, x0 ∈ Rn fijo y m (x) = x− x0. Entonces, para
toda solucio´n u de (3.7) se verifica(∫
Ω
utm (x) · ∇u
∣∣∣∣
T
0
+
n
2
∫
Q
[(
|ut|
2 − |∇u|2
)]
dxdt
+
∫
Q
|∇u|2 dxdt+ n
∫
Q
F (u) dxdt
−
∫
Q
a (x)utm (x) · ∇udxdt ≤ C
∫
Σ0
m (x) · ν
[(
|ut|
2 + F (u)
)]
dxdt
Demostracio´n. En el Corolario 3.1.3 considerando q = m (x) = x − x0, qk = xk − x
0
k
donde
x = (x1, x2, x3, . . . , xn) , x0 =
(
x01, x
0
2, x
0
3, . . . , x
0
k
)
se tiene que
cos (θ) > 0, si 0 < θ <
π
2
y cos (θ) < 0, si
π
2
< θ < π.
Entonces
m (x) · ν > 0, si 0 < θ <
π
2
y m (x) · ν < 0, si
π
2
< θ < π.
Se definen los conjuntos:
Γ0 = {x ∈ Γ/m (x) · ν > 0} y Γ1 = {x ∈ Γ/m (x) · ν < 0}
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adema´s denotemos
Σ0 = Γ0 × (0, T ) y Σ1 = Γ1 × (0, T )
bx0
x
Γ1Γ0
ν
θ
θ
div (q) = div (m (x)) =
∂
∂xj
(
x1 − x
.0
1
)
+ · · ·+
∂
∂xn
(
x− x0n
)
= 1 + · · ·+ 1 = n
∂qk
∂xj
=
∂
∂xj
(xk − xk) =


1 , si k = j
0 , si k 6= j
Se tienen los siguientes resultados:
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫
Q
∂u
∂xj
∂qk
∂xj
∂u
∂xk
=
∫
Q
|∇u|2
∫
Q
div (q)
[
|ut|
2 − |∇u|2
]
= n
∫
Q
[
|ut|
2 − |∇u|2
]
∫
Q
div (q)F (u) = n
∫
Q
F (u)
∫
Σ
q · νF (u) =
∫
Σ0
m (x) · νF (u) +
∫
Σ1
m (x) · νF (u) ≤
∫
Σ0
m (x) νF (u)
∫
Σ
q · ν |u|2 =
∫
Σ0
m (x) · ν |u|2 +
∫
Σ1
m (x) · ν |u|2 ≤
∫
Σ0
m (x) ν |u|2
(3.22)
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Luego reemplazando (3.22) en Corolario 3.1.3(∫
Ω
utm (x) · ∇u
∣∣∣∣
T
0
+
n
2
∫
Q
[(
|ut|
2 − |∇u|2
)]
+
∫
Q
|∇u|2
+ n
∫
Q
F (u)−
∫
Q
a (x) utm (x) · ∇u =
∫
Σ
m (x) · ν
[(
|ut|
2 − |∇u|2
)]
dΣ
+
∫
Σ
m (x) · νF (u) dΣ
≤ C
∫
Σ0
m (x) ν
[(
|ut|
2 − |∇u|2
)]
dΣ.
Lema 3.1.5 Sea Ω ⊂ Rn abierto acotado, u solucio´n de´bil del sistema (0.2). Entonces(∫
Ω
ξu
(
ut +
au
2
)∣∣∣∣
T
0
−
∫
Q
ξ |ut|
2 +
∫
Q
u∇u · ∇ξ+
∫
Q
ξ |∇u|2 +
∫
Σ
ξ
∣∣∣∣∂u∂ν
∣∣∣∣
2
+
∫
Q
ξuf (u) = 0
Demostracio´n. Sea ξ ∈ W 1,∞ (Ω) multiplicando por ξu a la ecuacio´n (0.2) e integrando
de 0 a T ∫
Q
ξuutt −
∫
Q
ξu∆u+
∫
Q
ξf (u) +
∫
Q
ξua (x)ut = 0 (3.23)
Se tiene que ∫
Q
ξuutt =
(∫
Ω
ξuut
∣∣∣∣
T
0
−
∫
Q
ut
d
dx
(ξu) =
(∫
Ω
ξuut
∣∣∣∣
T
0
−
∫
Q
ξ |ut|
2 (3.24)
∫
Q
ξu∆u = −
∫
Q
∇u · ∇ (ξu) +
∫
Σ
∂u
∂ν
ξu
= −
∫
Q
u∇u · ∇ξ −
∫
Q
ξ |∇u|2 +
∫
Σ
ξu
∂u
∂ν
= −
∫
Q
u∇u · ∇ξ −
∫
Q
ξ |∇u|2 −
∫
Σ
ξ
∣∣∣∣∂u∂ν
∣∣∣∣
2
(3.25)
∫
Q
ξuaut =
(∫
Ω
ξau2
∣∣∣∣
T
0
−
∫ T
0
∫
Ω
(ξau)t u
=
(∫
Ω
ξau2
∣∣∣∣
T
0
−
∫ T
0
∫
Ω
ξautu
de donde ∫
Q
ξuaut =
(∫
Ω
ξu
au
2
∣∣∣∣
T
0
(3.26)
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Sustituyendo (3.24), (3.25) y (3.26) en (3.23)
(∫
Ω
ξuut
∣∣∣∣
T
0
−
∫
Q
ξ |ut|
2+
∫
Q
u∇u∇ξ+
∫
Q
ξ |∇u|2+
∫
Σ
ξ
∣∣∣∣∂u∂ν
∣∣∣∣
2
+
∫
Ω
ξuf (u)+
(∫
Ω
ξu
au
2
∣∣∣∣
T
0
= 0
Ordenando(∫
Ω
ξu
(
ut +
au
2
)∣∣∣∣
T
0
−
∫
Q
ξ |ut|
2 +
∫
Q
u∇u∇ξ +
∫
Q
ξ |∇u|2 +
∫
Σ
ξ
∣∣∣∣∂u∂ν
∣∣∣∣
2
+
∫
Ω
ξuf (u) = 0
Observacio´n 3.1.6 Si en el lema 3.1.5, tomamos ξ = 1 ∈ W 1,∞ (Ω) se obtiene
(∫
Ω
u
(
ut +
au
2
)∣∣∣∣
T
0
−
∫
Q
|ut|
2 +
∫
Q
|∇u|2 +
∫
Σ
∣∣∣∣∂u∂ν
∣∣∣∣
2
+
∫
Ω
uf (u) = 0 (3.27)
Observacio´n 3.1.7 Si f es superlineal, esto es, ∃ δ > 0 : f (s) ≥ (2 + δ)F (s) , ∀s ∈ R.
Entonces existe una constante α ∈
(
n− 2
2
,
n
2
)
para el cual
f (s) s ≥
(
n+ γ
α
)
F (s) , ∀s ∈ R y algu´n γ > 0 (3.28)
Lema 3.1.8 Sea Ω ⊂ Rn abierto acotado, u solucio´n de´bil del sistema (0.2) y f
superlineal se tiene:
C
∫ T
0
E (t) dt ≤
∫
Q
a (x)utm (x) · ∇u+K
∫
Σ0
m (x) · ν
[
|ut|
2 − F (u)
]
−
(∫
Ω
utm (x) · ∇u+ αu
(
ut +
α
2
au
)∣∣∣∣
T
0
Demostracio´n. En la observacio´n 3.1.6, multiplicando por α a (3.27) con α ∈
(
n−2
2
, n
2
)
,
n ≥ 2 y ordenando obtenemos
α
(∫
Ω
u
(
ut +
au
2
)∣∣∣∣
T
0
− α
∫
Q
|ut|
2 + α
∫
Q
|∇u|2 + α
∫
Σ
∣∣∣∣∂u∂ν
∣∣∣∣
2
+ α
∫
Ω
uf (u) = 0
ordenando
α
∫
Q
|∇u|2 +
(∫
Ω
αu
(
ut +
au
2
)∣∣∣∣
T
0
= α
∫
Q
|ut|
2 − α
∫
Ω
uf (u)
Sumando en el lema 3.1.4 la expresio´n
α
∫
Q
|∇u|2 +
(∫
Ω
αu
(
ut +
au
2
)∣∣∣∣
T
0
,
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obtenemos(∫
Ω
utm (x) · ∇u
∣∣∣∣
T
0
+
n
2
∫
Q
[
|ut|
2 − |∇u|2
]
+
∫
Q
|∇u|2
+ n
∫
Q
F (u)−
∫
Q
a (x)utm (x) · ∇u
+ α
∫
Q
|∇u|2 +
(∫
Ω
αu
(
ut +
au
2
)∣∣∣∣
T
0
≤ C
∫
Σ0
m (x) · ν
[
|ut|
2 + F (u)
]
+ α
∫
Q
|ut|
2 − a
∫
Q
uf (u)− a
∫
Σ
∣∣∣∣∂u∂ν
∣∣∣∣
2
de la observacio´n 3.1.7 dado por (3.28) y ordenando
(n
2
− α
)∫
Q
|ut|
2 +
(
1 + α−
n
2
)∫
Q
|∇u|2
+ (2n+ γ)
∫
Q
F (u) + α
∫
Σ
∣∣∣∣∂u∂ν
∣∣∣∣
2
≤
∫
Q
a (x)utm (x)∇u−
(∫
Ω
ut +m (x)∇u
∣∣∣∣
T
0
−
(∫
Ω
αu
(
ut +
au
2
)∣∣∣∣
T
0
+ C
∫
Σ0
m (x) ν
[
|ut|
2 + F (u)
]
Desde que
∂u
∂ν
= −u en Σ, condicio´n de frontera en (0.2), definicio´n de la energ´ıa y
mayorando por la izquierda existe C1 > 0 tal que,
C1
∫ T
0
E (t) dt ≤
∫
Q
a (x)utm (x) · ∇u−
(∫
Ω
ut +m (x) · ∇u
∣∣∣∣
T
0
−
(∫
Ω
αu
(
ut +
au
2
)∣∣∣∣
T
0
+ C
∫
Σ0
m (x) · ν
[
|ut|
2 + F (u)
]
con
C1 = min
{n
2
− α, 1 + α−
n
2
, 2n+ γ, γ
}
.
Proposicio´n 3.1.9 Con las mismas hipo´tesis del Lema 3.1.8 existe C > 0 tal que
E (T ) ≤ C
{∫
Q
a (x) |ut|
2 dxdt+
∫
Q
|u|2 dxdt
}
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Demostracio´n. Considerando m (x) ∈ W 1,∞ (Ω) en el primer te´rmino del segundo
miembro en el Lema 3.1.8∫
Q
a (x)utm (x) ·∇u ≤ ε ‖m (x)‖
2
L∞(Ω)
∫
Q
|u|2+
1
2ε
‖a‖L∞(Ω)
∫
Q
a (x) |ut|
2 ∀ε > 0 (3.29)
Considerando
X =
(∫
Ω
a (x)utm (x) · ∇u+ αu
(
ut +
au
2
)∣∣∣∣
T
0
de (3.29) en Lema 3.1.8
C
∫ T
0
E (t) dt ≤ ε ‖m (x)‖2L∞(Ω)
∫
Q
|∇u|2 +
1
2ε
‖a‖2L∞(Ω)
∫
Q
a (x) |ut|
2 −X
+ C0
∫
Σ0
m (x) · ν
[
|ut|
2 + F (u)
]
(3.30)
Siguiendo el me´todo de prueba del Lema 3.1 cap´ıtulo I en J.L. Lions [12] construimos una
vecindad ωˆ de Γ (x0) tal que ωˆ ∩ Ω ⊂ ω y el campo vectorial h ∈ (W
1,∞ (Ω))
n
tal que
m (x) = h (x) =

 ν sobre Γ (x0)0 sobre Ω \ ωˆ , m ∈ L∞ (Ω)
y h · ν ≥ 0, c.s en Γ, |ν|2 = 1.
Reemplazando en (3.30)
C
∫ T
0
E (t) dt ≤ ε ‖m (x)‖2L∞(Ω)
∫ T
0
∫
ωˆ
|∇u|2
+
1
2ε
‖a‖L∞(Ω)
∫
Q
a (x) |ut|
2 + C2
∫ T
0
∫
ωˆ
[
|ut|
2 − F (u)
]
−X
=
1
2ε
‖a‖L∞(Ω)
∫
Q
a (x) |ut|
2 +M
∫ T
0
∫
ωˆ
[
|ut|
2 + |∇u|2 + F (u)
]
−X (3.31)
donde M = max
{
ε ‖m (x)‖2L∞(Ω) , C2
}
∫ T
0
∫
ωˆ
|ut|
2 =
∫ T
0
∫
ωˆ
a (x)
a (x)
|ut|
2
≤
1
‖a‖L∞(Ω)
∫ T
0
∫
ωˆ
a (x) |ut|
2
≤
1
‖a‖L∞(Ω)
∫ T
0
∫
ωˆ
a (x) |ut|
2
=
1
‖a‖L∞(Ω)
∫ T
0
∫
ωˆ
a (x) |ut|
2 (3.32)
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∫ T
0
∫
ωˆ
(
|∇u|2 + F (u)
)
≤ K
∫ T
0
∫
ωˆ
(
|∇u|2 + f (u) u
)
≤ K
∫
Q
η
[
|∇u|2 + f (u)u
]
≤ K
{∫ T
0
∫
ωˆ
η |ut|
2 +
∫
Q
|u|2 + γ
}
(3.33)
donde
f (s) s ≥
(
η + γ
α
)
F (s) , ∀s ∈ R, γ > 0
K = max
{
1,
α
η + r
}
γ =
∣∣∣∣∣
(∫
Ω
[
ηu
(
ut +
au
2
)]∣∣∣∣
T
0
∣∣∣∣∣ .
Adema´s, notemos que
−X + Y ≤ |−X|+ |Y | =
∣∣∣∣∣
(∫
Ω
(
uth · ∇u+ αu
(
ut +
au
2
))∣∣∣∣
T
0
∣∣∣∣∣
+
∣∣∣∣∣
(∫
Ω
[
ηu
(
ut +
au
2
)]∣∣∣∣
T
0
∣∣∣∣∣
≤ C (E (0) + E (T )) . (3.34)
Teniendo en cuenta
d
dt
E (t) = −
∫
Ω
a (x) |ut|
2 ,
entonces integrando de 0 a T, se tiene:
E (T )− E (0) = −
∫
Q
a (x) |ut|
2
entonces
E (0) = E (T ) +
∫
Q
a (x) |ut|
2 (3.35)
Sustituyendo (3.35) en (3.34)
−X + Y ≤ C
(
2E (T ) +
∫
Q
a (x) |ut|
2
)
(3.36)
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Como la energ´ıa es decreciente se tiene que:∫ T
0
E (t) dt ≥ TE (T ) (3.37)
Finalmente de (3.32), (3.33), (3.36) y (3.37) en (3.31) se tiene:
para T suficientemente grande
E (T ) ≤ C
{∫
Q
a (x) |ut|
2 dxdt+
∫
Q
|u|2 dxdt
}
Restar´ıa probar que, existe C > 0 constante tal que∫
Q
|u|2 dxdt ≤ C
∫
Q
a (x) |ut|
2 dxdt
Previamente probaremos un Lema.
Lema 3.1.10 Sea f ∈ C1 (R) y a ∈ L∞ (Ω) satisfaciendo (0.1), (0.2), (0.3) adema´s se
cumple las hipo´tesis (H1) − H (4) , f localmente Lipchitziana y {un} una sucesio´n de
soluciones de´biles de (0.2) satisfaciendo
lim
x→+∞
‖un‖
2
L2(Q)∫ T
0
∫
Ω
a (x) |(un)t|
2 dxdt
= +∞, Q = Ω× (0, T ) (3.38)
Entonces la sucesio´n
vn =
un
λn
satisface el sistema∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(vn)tt −∆vn + fn (vn) + a (x) (vn)t = 0 , en Q = Ω× (0,+∞)
∂vn
∂v
+ vn = 0 , sobre Σ = ∂Q
vn (0) = v
0
n , en Ω
(vn)t (0) = v
1
n = 0 , en Ω
(3.39)
donde
fn (s) =
1
λn
f (λns) ,∀s ∈ R, ∀n ∈ N; λn = ‖un‖L2(Q)
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Adema´s, existe v solucio´n del sistema∣∣∣∣∣∣∣∣∣∣∣
vtt −∆vn + p (x, t) v = 0 , en Q = Ω× (0,+∞)
∂vn
∂ν
+ v = 0 , sobre sobre Σ
vt = 0 , en c.s en ω × (0, T )
(3.40)
tal que
‖v‖L2(Q) = 1 y p ∈ L
∞
+ (Q) (3.41)
Demostracio´n. De la hipo´tesis {un} sucesio´n de soluciones de´biles de (0.2), entonces∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(un)tt −∆un + f (un) + a (x) (un)t = 0 , en Q = Ω× (0,+∞)
∂un
∂v
+ un = 0 , sobre Σ = ∂Q
un (x, 0) = u
n
1 (x) , en Ω
(un)t (x, 0) = u
n
1 (x) , en Ω
Para soluciones un de (0.2) no triviales
‖un‖L2(Q) 6= 0,
multiplicando al sistema anterior por 1
λn∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
λn
(un)tt −
1
λn
∆un +
1
λn
f (un) +
1
λn
a (x) (un)t = 0 , en Q = Ω× (0,+∞)
1
λn
∂un
∂v
+
1
λn
un = 0 , sobre Σ = ∂Q
1
λn
un (0) =
1
λn
un0 (x) , en Ω
1
λn
(un)t (0) =
1
λn
un1 , en Ω
De la definicio´n de vn, obtenemos el sistema (3.39) con
fn (s) =
1
λn
f (λns) , ∀s ∈ R, ∀n ∈ N
y por otro lado, de la definicio´n de vn :
‖vn‖L2(Q) = 1. (3.42)
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Multiplicando (3.39) por (vn)t :
((vn)tt , (vn)t)− (∆vn, (vn)t) + (fn (vn) , (vn)t) + (a (x) (vn)t , (vn)t) = 0
1
2
d
dt
‖(vn)t‖
2
2 +
1
2
d
dt
|∇vn|
2
2 −
∫
Γ
∂vn
∂v
(vn)t dΓ
+
∫
Ω
fn (vn (vn)t) dx+
∫
Ω
a (x) |(vn)t|
2 = 0 (3.43)
como
fn (s) =
1
λn
f (λns)
entonces ∫
Ω
fn (vn) (vn)t dx =
∫
Ω
1
λn
f (λnvn) (vn)t dx
=
1
(λn)
2
∫
Ω
(λnvn) (λnvn)t dx
=
1
(λn)
2
d
dt
∫
Ω
F (λnvn) dx (3.44)
y por las condiciones de frontera∫
Γ
∂vn
∂ν
(vn)t dΓ = −
∫
Γ
vn (vn)t dΓ (3.45)
de (3.44) y (3.45) en (3.43)
1
2
d
dt
{
‖(vn)t‖
2
2 + ‖∇vn‖
2
2 +
2
(λn)2
∫
Ω
F (λnvn) dx
}
= −
∫
Ω
a (x) |(vn)t|
2 dx−
∫
Γ
vn (vn)t dΓ
≤
∫
Ω
|vn| |(vn)t| dx
≤
1
2
∫
Ω
|vn|
2 dx+
1
2
∫
Ω
|(vn)t|
2 dx
integrando de 0 a T :
1
2
‖(vn)t‖
2
2 + ‖∇vn‖
2
2 +
1
(λn)
2
∫
Ω
F (λnvn) dx−
1
2
‖(vn)t (0)‖
2
2
− ‖∇vn (0)‖
2
2 −
1
(λn)2
∫
Ω
F (λnvn) (0) dx ≤
1
2
∫ t
0
∫
Ω
|vn|
2 dxdt
+
1
2
∫ t
0
∫
Ω
|(vn)t|
2 dxdt
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de las condiciones iniciales de (3.39):
1
2
‖(vn)t‖
2
2
+ ‖∇vn‖
2
2 +
1
(λn)
2
∫
Ω
F (λnvn) dx ≤
1
2
∥∥(v1n)∥∥22
+
∥∥∇v0n∥∥22 + 1(λn)2
∫
Ω
F
(
λnv
0
n
)
dx
+
1
2
∫ t
0
‖vn‖
2
2 dt+
1
2
∫ t
0
‖(vn)t‖
2 dt (3.46)
De (3.46) mayorando a derecha e izquierda:
1
2
‖(vn)t‖
2
2 ≤ k1 +
1
2
∫ t
0
‖(vn)t‖
2
2 dt
donde
k1 ≥
1
2
∥∥(v1n)∥∥22 + ∥∥∇v0n∥∥22 + 1(λn)2
∫
Ω
F
(
λnv
0
n
)
dx+
1
2
∫ T
0
‖vn‖
2
2 dt
Por el lema de Gronwall, caso simple
1
2
‖(vn)t‖
2
2 ≤ k1e
t, ∀t ∈ [0, T ] ,
entonces
‖(vn)t‖
2
2
≤
√
2k1e
1
2
t, ∀t ∈ [0, T ] ,
esto es
‖(vn)t‖ ≤
√
2k1e
1
2
TC, (C constante positiva) (3.47)
integrando de 0 a T : ∫ T
0
‖(vn)t‖ dt ≤ TC
De (3.47) en (3.46):
‖∇vn‖2 ≤ K (3.48)
De (3.47) y (3.48):
{vn} es acotado en L
∞
(
0,∞;H10 (Ω)
)
∩W 1,∞
(
0,∞;L2 (Ω)
)
(3.49)
Considerando en el lema 1.48 de Lions - Aubin, para
B0 = H
1
0 (Ω) , B = L
2 (Ω) , B1 = L
2 (Ω)
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Las inmersiones
H10 (Ω) →֒ L
2 (Ω) ; L∞ (Ω) →֒ L2 (Ω)
W [0, T ] =
{
u ∈ L2
(
0, T ;H10 (Ω)
)
; u′ ∈ L2
(
0, T ;L2 (Ω)
)}
,
se tiene
W [0, T ] →֒ L2 ∈
(
0, T ;L2 (Ω)
)
= L2 (Q) , Ω bien regular
Para Ω bien regular, existe una subsucesio´n denotada por el mismo {vn} ; tal que
vn → v fuertemente en L
2 (Q) (3.50)
y
vn → v c.s. en Q (3.51)
Adema´s
vn → v de´bilmente en H
1 (Ω) (3.52)
De (3.50) y (3.42) se tiene:
‖vn‖L2(Q) → ‖v‖L2(Q) y ‖vn‖L2(Q) → 1
Entonces por la unicidad de la convergencia se tiene (3.41), es decir,
‖v‖L2(Q) = 1
De (3.38): ∫ t
0
∫
Ω
a (x) (vn)t → 0 en L
2 (Q) ,
entonces √
a (x) (vn)t → 0 en D
′ (Q) (3.53)
Por otro lado de (3.51)
√
a (x)vn −→
√
a (x)v, c.s en Q,
entonces √
a (x) (vn)t −→
√
a (x)vt, c.s en Q
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luego √
a (x) (vn)t −→
√
a (x)vt, en D
′ (Q) (3.54)
De (3.53), (3.54) y la unicidad de la convergencia
√
a (x)vt = 0 en D
′ (Q)
como
√
a (x)vt ∈ L
2 (Q) , esto es, vt ∈ L
2 (Q) , entonces
√
a (x)vt = 0, c.s en Q.
Por tanto ∫
Q
a (x) |(vn)t|
2 dxdt = 0, con a (x) = 0 en Ωω
Entonces
vt = 0, c.s en {x ∈ Ω / a (x) > 0} × (0, T ) ≡ ω × (0, T )
Por otro lado, notemos que si
h (s) =
f (s)
s
y fn (s) = hn (s) s, entonces hn (s) s = h (λns) s, ∀n ∈ R, ∀n ∈ N
En efecto,
hn (s) = fn (s) =
1
λn
f (λns) =
1
λn
λn · s · h (λns) = h (λns) s, ∀s ∈ R, ∀n ∈ N
Afirmacio´n 3.1.11 h ∈ L∞ (R) , (h es acotado por la constante de Lipschitziana de f ′)
En efecto,
Para cualquier z ∈ R, z 6= 0, podemos considerar el intervalo (0, z) , y por el Teorema de
valor medio, existe θ ∈ (0, z) tal que∣∣∣∣f (z)− f (0)z − 0
∣∣∣∣ = |f ′ (θ)| < C; f ′ ∈ L∞ (R) , f ∈ C1 (R)
y como f (0) = 0, se tiene
|h (z)| =
∣∣∣∣f (z)z
∣∣∣∣ < C, (C constante de Lipschitz de f ′)
luego
sup
z∈R
|h (z)| < C, ∀z ∈ R, z 6= 0, entonces h ∈ L∞ (R) .
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Para z 6= 0, h (z) ≥ 0
En efecto,
zf (z) ≥ 0⇒
1
z2
(zf (z)) ≥ 0⇒
f (z)
z
= h (z) ≥ 0
y as´ı
fn (vn) = hn (vn) vn
Afirmacio´n 3.1.12 {hn (vn)}n≥1 es uniformemente acotado en L
∞ (Q)
En efecto, desde que, h ∈ L∞ (R) , de la afirmacio´n 3.1.11, se tiene
|hn (vn) (x, t)| =
∣∣∣∣ fn (vn)(vn) (x, t)
∣∣∣∣
=
∣∣∣∣h (λnvn (x, t)) vn (x, t)(vn) (x, t)
∣∣∣∣
=
∣∣∣∣h ((λnvn)) vn (x, t)vn (x, t)
∣∣∣∣
= |h (λnvn (x, t))|
= |h (z)| ≤ c; z = λnvn (x, t) ∈ R
Por lo tanto
|hn (vn) (x, t)| ≤ c; ∀ (x, t) ∈ Q
Tomando supremo
|hn (vn) (x, t)|L∞(Q) = sup
(x,t)∈Q
|hn (vn) (x, t)| < C, ∀n ∈ N (c no depende de (x, t) ∈ Q)
En consecuencia {hn (vn)} es uniforme acotada en L
∞ (Q)
Luego, de afirmacio´n 3.1.12 podemos extraer una subsucesio´n denotada de la misma forma
hn (vn) tal que
hn (vn)
∗
⇀ p (x, t) en L∞ (Q) , (3.55)
de´bil estrella, para algu´n
p ∈ L∞+ (Q) , pues hn ≥ 0, ∀n ∈ N
64
De (3.52) y (3.55):
hn (vn)⇀ p (x, t) v, de´bil (3.56)
De (3.38) se tiene que
lim
x→+∞
∫ T
0
∫
Ω
a (x) |(un)t|
2 dxdt
‖un‖
2
L2(Q)
= 0
y como
‖un‖
2
L2(Q) = 1 y vn =
un
‖un‖L2(Q)
se tiene que
a (x) (vn)t −→ 0 en L
2 (Q) (3.57)
De (3.52), (3.57) y fn (vn) = hn (vn) vn pasando al l´ımite en el sistema (3.39) y teniendo
en cuenta (3.54) se tiene (3.40).
Proposicio´n 3.1.13 Con las mismas hipo´tesis del lema 3.1.10, para f, f ′ y considerando
que existen
lim
x→−∞
f ′ (s) = f ′ (−∞) y lim
x→+∞
f ′ (s) = f ′ (+∞)
Entonces, existe C > 0 tal que
‖u‖2L2(Q) ≤ C
∫ T
0
∫
Ω
a (x) |ut (x, t)|
2 dxdt (3.58)
Demostracio´n. Por reduccio´n al absurdo
Supongamos que no es cierto (3.58), entonces existe una subsucesio´n de soluciones de´biles
de (0.2) satisfaciendo (3.38). Entonces por el lema 3.1.10 existe v solucio´n del sistema
(3.40). Queremos ahora probar que v ≡ 0 en Q que estar´ıa en contradiccio´n con (3.41);
sin embargo, el hecho de que, en principio el potencial p (x, t) podr´ıa depender de t, lo que
no permititr´ıa probar directamente. Con el fin de resolver esta dificultad distinguiremos
tres casos:
a) Existe una subsucesio´n de (λn) (denotada de la misma forma) tal que
(λn)→ λ en R+, λ ∈ (0,∞)
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se tiene
hn (vn) vn =
1
λn
f (λnvn)
y
hn (vn)⇀ p (x, t) en L
∞ (Q) ,
de´bil estrella, para algu´n
p ∈ L∞ (Q)
Entonces ∫
Q
hn (vn) vnϕ −→
∫
Q
p (x, t) vϕ, ϕ ∈ L1 (Q) (3.59)
adema´s f es lipschitziana;∫
Q
1
λn
f (λnvn)ϕ −→
1
λ
∫
Q
f (λv)ϕ, ϕ ∈ L1 (Q) (3.60)
De (3.59), (3.60) y la unicidad de la convergencia se tiene
p (x, t) v −→
1
λ
f (λv) en Q (3.61)
Derivando (3.61) respecto a t
(p (x, t) v)t =
1
λ
f ′ (λv)λvt = f
′ (λv) vt (3.62)
Entonces derivando (3.40) respecto a t y de (3.62) haciendo w = vt se tiene:∣∣∣∣∣∣∣∣∣
wtt −∆w + f
′ (λv)w = 0 , en Ω× (0,+∞)
w = 0 , sobre Σ
w = 0 , c.s en ω × (0, T )
b) Ahora asumamos que existe una sucesio´n {λn} tal que
λn −→ 0
se tiene que,
p (x, t) v (x, t) =
1
λn
f (λnv (x, t))
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Si hacemos z (x, t) = λnv (x, t) cuando λn −→ 0, entonces z −→ 0, entonces
p (x, t) = lim
λn−→0
(λnv (x, t))
wnv (x, t)
= lim
z−→0
f (z)
z
= f ′ (0) , c.s. en Q (3.63)
nuevamente derivando (3.40) respecto a t y de (3.63) para w = vt obtenemos∣∣∣∣∣∣∣∣∣
wtt −∆w + f
′ (x, t) (0)w = 0 , en Ω× (0,+∞)
w = 0 , sobre Σ = Γ× (0, T )
w = 0 , c.s en Q = ω × (0, T )
c) Veamos el caso en que, existe una subsucesio´n {λn} tal que
λn −→ +∞
En este caso tomemos la derivada de (3.39) con respecto a t y se tiene que wn = (vn)t
satisface
(wn)tt −∆wn + f
′ (λnvn)wn + α (x) (wn)t = 0, en Q = ω × (0, T ) (3.64)
De (3.52) se tiene:
wn −→ w = vt, de´bil en L
2 (Ω× (0,+∞)) (3.65)
Por otra parte, {f ′ (λnvn)} es uniformemente acotado en
L∞ (Ω× (0,+∞))
En efecto,
Para todo (x, t) ∈ Q, existe z ∈ R tal que λnv (x, t) = z y como f ′ ∈ L∞ (R) y la
propiedad de L∞ (R) :
‖f ′ (λnvn)‖L∞(R) = ‖f
′ (z)‖ ≤ ‖f ′‖L∞(R) = c, ∀ (x, t) ∈ Q, ∀n ∈ N
constante que no depende de (x, t) ∈ Q ni de n ∈ N,
Entonces, tomando el supremo en Q
‖f ′ (λnvn)‖L∞(R) = sup
(x,t)∈Q
‖f ′ (λnvn (x, t))‖ ≤ c,
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entonces
{f ′ (λnvn)} es acotado en L
2 (Q) y (3.66)
Pero esto no es suficiente para pasar el l´ımite en (3.64).
De (3.66) se tiene tambie´n que, {f ′ (λnvn)} es acotado en L
2 (Q) , entonces de (3.65)
y el precedente, existe una subsucesio´n denotada de la misma manera y z ∈ L2 (Q)
tal que
f ′ (λnvn)wn −→ z (x, t) , en L
2 (Q) (3.67)
Adema´s se tiene de resultados anteriores que
a (x) (wn)t −→ 0, en L
2 (Q) (3.68)
Luego de (3.67), (3.68) pasando al l´ımite en (3.64)
wtt −∆w + z (x, t) = 0 en Q = Ω× (0,+∞) (3.69)
Para identificar el l´ımite z (x, t) dividamos el cilindro
Q = Ω× (0,+∞)
en dos subconjuntos
Q = Q1 ∪Q2
donde
Q1 = {(x, t) ∈ Q/v (x, t) 6= 0} ; Q2 = {(x, t) ∈ Q/v (x, t) = 0}
Afirmacio´n 3.1.14
f ′ (λnvn) −→ f
′ (−∞)χ{v<0} + f
′ (+∞)χ{v>0} = q (x, t) fuerte en L
2 (Q1)
En efecto,
como {f ′ (λnvn)} es uniformemente acotado y de (3.50)
 {f
′ (λnvn)} es acotado en L
2 (Q1)
vn −→ v fuerte en L
2 (Q1)

 (3.70)
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y de la definicio´n de Q1 obtenemos
Q1 = {(x, t) ∈ Q/v (x, t) 6= 0}
= {(x, t) ∈ Q/v (x, t) < 0} ∪ {(x, t) ∈ Q/v (x, t) > 0}
y desde que,
λn −→ +∞, f
′ ∈ L∞ (R) existen f ′ (−∞) , f ′ (+∞) ∈ R
se tienen
Si v < 0
λn −→ −∞, entonces f
′ (λnv) −→ f
′ (−∞) < +∞ y
Si v > 0
λn −→ +∞, entonces f
′ (λnv) −→ f
′ (+∞) < +∞
Entonces, del resultado precedente obtenemos
f ′ (λnvn (x, t)) −→ f
′ (−∞)χ{v<0} (x, t) + f
′ (+∞)χ{v>0} (x, t) c.s. en Q1 (3.71)
Luego de (3.70), (3.71) y el teorema de Lebesgue
f ′ (λnvn (x, t)) −→ f
′ (−∞)χ{v<0} + f
′ (+∞)χ{v>0} = q (x, t) fuerte en L
2 (Q1)
Ahora bien, (3.67) y la afirmacio´n (3.1.14)
z (x, t) = q (x, t)w (x, t) , c.s en Q1 (3.72)
Afirmacio´n 3.1.15 z = 0, casi siempre en Q2
En efecto,
Por hipo´tesis v = 0, c.s en Q2 y de (3.71)
v ∈ H1 (Q) →֒ L2 (Q)
Entonces por la regularidad el´ıptica
(vtt −∆v) ∈ L
2
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de donde obtenemos
vtt −∆v = 0, c.s en Q2
Claramente z ∈ L2 (Q) y adema´s de (3.69) y w = vt se tiene,
z = −
d
dt
(vtt −∆v) en Q = Ω× (0, T )
Entonces z = 0, c.s. en Q2
De (3.69), (3.72) se tiene que, w satisface el sistema

wtt −∆w + q˜ (x, t)w = 0 , en Ω× (0,+∞)
w = 0 , sobre Σ = Γ× (0, T )
w = 0 , c.s en ω × (0, T )
(3.73)
q˜ (x, t) =

 q (x, t) , en Q10 , en Q2
En los tres casos (a), (b) y (c), se tiene que:
w ∈ L2 (Q) , b ∈ L∞+ (Q)
satisfacen el sistema

wtt −∆w + b (x, t)w = 0 , en Ω× (0,+∞)
w = 0 , sobre Σ = Γ× (0, T )
w = 0 , c.s en ω × (0, T )
Con el fin de aplicar el resultado de la Continuacio´n u´nica debemos probar que
w ∈ H1 (Ω× (0,+∞)) , el cual se puede deducir con una estimativa del tipo
E (T ) ≤ C
{∫ T
0
∫
Ω
a (x) |wt|
2 dxdt+ ‖w‖2L2(Q)
}
Para el sistema (3.73).
Luego aplicando el principio de Continuacio´n u´nica, se tiene w ≡ 0 y por tanto v = v (x)
(so´lo depende de x pues w = vt)
Entonces el problema (3.40) se reduce a un problema estacionario∣∣∣∣∣∣
−∆v + p (x, t) v = 0 , en Q
∂v
∂v
+ v = 0 , sobre Σ
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y desde que p ≥ 0, entonces v ≡ 0 en Q
Por lo tanto
‖u‖2L2(Q) ≤ C
∫ T
0
∫
Ω
a (x) |ut (x, t)|
2 dxdt, C > 0
y, por consiguiente la proposicio´n 3.1.13 queda demostrada.
Con este resultado podemos plantear el teorema central siguiente.
3.1.1 Teorema Principal
Teorema 3.1.16 (Decaimiento exponencial) Con las mismas hipo´tesis de la
proposicio´n 3.1.13 y adema´s a ∈ L∞+ (Ω) tal que a ≥ a0 > 0, c.s. en ω ⊂ Ω. Entonces,
existe C > 1, γ > 0 tal que
E (t) ≤ CE (0) e−γt, ∀t ≥ 0
para toda solucio´n de´bil de (0.2) con datos iniciales
{u0, u1} ∈ H
1
∗ (Ω)× L
2 (Ω)
Demostracio´n. De la proposicio´n 3.1.9 se tiene que existe C1 > 1 tal que,
E (t) ≤ C1
{∫
Q
a (x) |ut|
2 dxdt+
∫
Q
|u|2 dxdt
}
, Q = Ω× (0,+∞)
y de la proposicio´n 3.1.13
‖u‖2L2(Q) = C2
∫
Q
a (x) |ut|
2 dxdt;
Combinando las dos desigualdades anteriores se obtiene,
E (t) ≤ C3
∫
Q
a (x) |ut|
2 dxdt; C3 = (1 + C2)C1. (3.74)
De (3.4) y (3.74) se tiene,
E (0)− E (T ) =
∫ T
0
∫
Q
a (x) |ut|
2 dxdt
≥
E (T )
C3
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de donde deducimos que,
E (T ) ≤
(
C3
1 + C3
)
E (0) (3.75)
esto es, E (T ) es acotado para cualquier T nu´mero real.
Para demostrar el decaimiento exponencial de la energ´ıa, combinaremos (3.75) con la
teor´ıa de semigrupos.
Para 2T en (3.75)
E (2T ) = E (T + T ) ≤
(
C3
1 + C3
)(
C3
1 + C3
)
E (0) =
(
C3
1 + C3
)2
E (0) .
Entonces, por recurrencia para nT,
E (nT ) ≤
(
C3
1 + C3
)n
E (0)
Para s cualquiera y T fijo, existen n ∈ Z+, γ ∈ R tal que s = nT +γ, entonces nT = s−γ;
luego, tomando t = nT = s− γ, equivalentemente n =
t
T
, se tiene
E (t) = E (nT ) ≤
(
C3
1 + C3
)n
E (0)
=
(
C3
1 + C3
) t
T
E (0)
≤
(
C3
1 + C3
) t
T
(
1 + C3
C3
)
E (0) ,
1 + C3
C3
> 1
=
(
1 + C3
C3
)
E (0)
[(
1 + C3
C3
)−1] tT
=
(
1 + C3
C3
)
E (0)
[(
1 + C3
C3
) 1
T
]−t
=
(
1 + C3
C3
)
E (0) e
−t
h
1
T
ln
“
1+C3
C3
”i
.
Luego, tomando C =
1 + C3
C3
, γ =
1
T
ln
(
1 + C3
C3
)
, ambos positivos, obtenemos
E (t) ≤ CE (0) e−tγ.
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