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Доведено переваги спискової форми представлення орієнтованого графа порівняно з матричною фор-
мою. Наведено алгоритми розрахунку мережних графіків, заданих сімейством вузлових підмножин. 
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Advantages of the list form of the description of the oriented graph in comparison with the matrix form are  
proved. Algorithms of calculation of the network schedules set by family of nodal subsets are resulted. 
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Вступ 
Мережеві графіки на практиці використову-
ються під час планування комплексів взає-
мозв’язаних робіт. Зокрема, в авіаційній сфері 
вони знайшли широке застосування при опера-
тивному плануванні технологічних процесів усіх 
видів технічного обслуговування повітряних су-
ден (ПС). 
З формального погляду мережевий графік яв-
ляє собою зважений орієнтований граф, дугам 
якого відповідають тривалості виконання окре-
мих операцій (робіт), із яких складається розгля-
дуваний технологічний процес. Структура такого 
графа відображає склад і логічну послідовність 
виконання необхідних робіт. Результатом розра-
хунку мережевого графіка є визначення критич-
ного шляху, що характеризує тривалість вико-
нання всього комплексу взаємозв’язаних робіт, 
та резерву часу кожної операції. 
Існує два способи формального опису орієн-
тованих графів: матричний і списковий [1; 2]. 
Перший з них передбачає задання графа у ви-
гляді однієї із матриць: суміжності, інцидент-
ності, шляхів чи контурів. Списковий спосіб по-
лягає в представленні орієнтованого графа 
сімейством вузлових підмножин, тобто сукуп-
ністю підмножин номерів дуг, інцидентних 
кожній його вершині. Матричний спосіб більш 
зручний з погляду алгоритмізації та програ-
мування різноманітних задач, що розв’язуються 
на основі графів. Саме тому він широко викорис-
товується під час комп’ютерній реалізації алго-
ритмів розрахунку мережевих моделей. Однак 
списковий спосіб є більш економним для обсягів 
пам’яті, необхідних для опису графа, оскільки не 
потребує зберігання великої кількості нулів, що  
неминуче входять до складу тієї чи іншої мат-
риці. При великих розмірностях графа така еко-
номія пам’яті приводить до швидкого розв’я-
зання задач, що має вагоме значення для авіацій-
них систем оперативного управління технологіч-
ними процесами, функціонуючими в режимі ре-
ального часу. Цим пояснюється доцільність ро-
зробки методів розрахунку мережевих графіків, 
заданих списковим способом, незважаючи на 
підвищену (порівняно із матричним способом) 
складність відповідних алгоритмів. 
Постановка проблеми 
Нехай структура мережевого графіка фор-
мально представляється (як орієнтований граф) 
сімейством вузлових підмножин: 
{ , }H Ku uG R R u U  , 
де u  — поточний номер вузла; U  — множина 
вузлів (вершин, подій); 
H
uR  та 
K
uR  — множини 
номерів робіт, що починаються та завершуються 
в u -му вузлі відповідно. 
Окрім структури мережевого графіка, будь-
який технологічний процес характеризується та-
кими параметрами: 
ât  — заданий час завершення виконання всь-
ого комплексу робіт; 
r  — нормативна тривалість виконання r -ї 
роботи; Rr ; 
R  — множина номерів робіт, що утворюють 
розглядуваний технологічний процес; 
r  — поточний номер роботи. 
Мета розрахунку мережевого графіка полягає 
в знаходженні: 
— тривалості виконання всього комплексу 
робіт; 
— найбільш ранніх і найбільш пізніх термінів 
початку та завершенні виконання кожної роботи; 
— резерву часу кожної роботи (що задає межі 
«здвигу» тієї чи іншої роботи ліворуч уздовж осі 
часу за відсутності на якому-небудь часовому 
відрізку необхідних фахівців — виконавців робіт). 
 О.Є. Литвиненко, С.В. Мельник, М.О. Ментю, 2010  
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Перед початком розрахунків необхідно визна-
чити початковий ïu  та кінцевий êu  вузли мере-
жевого графіка. 
Початковий вузол формально визначається за 
ознакою 
ï
ê
uR  , а кінцевий — за ê
ï
uR  . 
Шукані параметри мережевого графіка вста-
новлюються в результаті послідовної реалізації 
двох алгоритмів: 
 прямого розрахунку, призначеного для ви-
значення найбільш ранніх термінів початку і за-
вершення виконання робіт; 
 зворотного розрахунку, що дає змогу вста-
новлювати найбільш пізні терміни початку та 
завершення виконання робіт. 
Алгоритм прямого розрахунку  
мережевого графіка 
Алгоритм прямого розрахунку передбачає ба-
гаторазову (покрокову) реалізацію уніфікованого 
модуля, на вхід якого на кожному -му 
( 1, 2, 3, ...  ) кроці подається підмножина номе-
рів вузлів U , що підлягають розгляду (сенс і фор- 
мальне визначення U  будуть розкриті нижче). 
Цей модуль передбачає послідовне виконання 
таких операцій (операції 1—6 виконуються в  
циклі за параметром u U ). 
1. Вибір із U  і фіксація чергового елемента 
(номери вузла) u  (u U ). 
На першому кроці 1 ï{ }U u , отже, ïu u . 
2. Фіксація підмножини êuR  номерів робіт, що 
завершуються у вузлі u . 
На першому кроці ця операція не виконується. 
3. Визначення найбільш раннього терміну на-
стання події, що  відповідає вузлу u : 
ð êð êmax{ ; }u r uT t r R  , 
де êðrt  — найбільш ранній термін завершення 
виконання r -ї роботи. 
На першому кроці дана величина, що відно-
ситься до початкового вузла ïu , приймається 
рівною нулю: 
ï
ð ð 0u uT T  . 
4. Перевірка умови завершення обчислень. 
На першому кроці ця операція не виконується. 
Якщо êu u , то обчислювальний процес за-
вершується. 
При цьому величина 
ê
ð ð
u uT T  розглядається як 
строк завершення виконання всього комплексу 
робіт T . В іншому випадку виконується наступ-
на операція. 
5. Фіксація підмножини ïuR  номерів робіт, що 
починаються у вузлі u . 
6. Обчислення для всіх робіт ïur R  найбільш 
ранніх термінів початку ( ï ðrt ) і завершення (
êð
rt ) 
їх виконання: 
ï ð ð
r ut T ; 
êð ð
r u rt T   ;
ï
ur R . 
Це остання операція в циклі по параметру 
u U . 
7. Формування підмножини номерів робіт, для 
яких на даному кроці встановлені найбільш ранні 
терміни початку та завершення їх виконання: 
ï
u
u U
R R



  . 
8. Формування (накопичувальним шляхом) 
підмножини номерів робіт, для яких найбільш 
ранні терміни початку та завершення їх виконан-
ня встановлені до кінця розглянутого кроку ал-
горитму: 
1
( )R R


 
  . 
9. Визначення підмножини номерів вузлів, 
для яких до кінця розглянутого кроку алгоритму 
встановлено тимчасові параметри всіх вхідних в 
них робіт: 
( ) { : ( )}KuU u U R R     . 
10. Виділення в ( )U   підмножини номерів 
вузлів, для яких ще не встановлені найбільш 
ранні терміни початку та завершення виконання 
робіт, що виходять з них (тобто вузлів, які мо-
жуть і повинні бути розглянуті на наступному 
( 1) -му кроці алгоритму): 
1
1
( ) \U U U

 
 
   
Алгоритм зворотного розрахунку  
мережевого графіка 
Алгоритм зворотного розрахунку можна вва-
жати дзеркальним відображенням алгоритму пря-
мого розрахунку, оскільки відправною точкою в 
ньому є кінцевий вузол мережевого графіка і час 
настання відповідної йому події T , обчислений у 
результаті реалізації першого алгоритму. 
Другий алгоритм, як і перший, також перед-
бачає багаторазову (покрокову) реалізацію уні-
фікованого модуля, на вхід якого на кожному  
 -му ( 1, 2, 3, ...  ) кроці подається підмножина 
номерів вузлів U , що підлягають розгляданню 
(сенс і формальне визначення U  будуть розкри-
ті нижче). Цей модуль передбачає послідовне 
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виконання таких операцій (операції 1—6 вико-
нуються в циклі за параметром u U ). 
1. Вибір із U  і фіксація чергового елемента 
(номеру вузла) u (u U ). На першому кроці 
1 ê{ }U u  і, отже, êu u . 
2. Фіксація підмножини ïuR  номерів робіт, що 
починаються у вузлі u . На першому кроці ця 
операція не виконується. 
3. Визначення найбільш пізнього строку на-
стання події, відповідного вузлу u : 
ï í ï ïmin{ ; }u r uT t r R   , 
де í ïrt  — найбільш пізній термін початку вико-
нання r -ї роботи. 
На першому кроці ця величина, що відносить-
ся до кінцевого вузла êu , приймається рівною 
ê
Ò Ò
u uT T  терміну виконання всього комплексу 
робіт T . 
4. Перевірка умови завершення обчислень. 
На першому кроці ця операція не виконується. 
Якщо ïu u , то обчислювальний процес за-
вершується. В іншому випадку виконується така 
операція. 
5. Фіксація підмножини êuR  номерів робіт, що 
закінчуються у вузлі u . 
6. Обчислення для всіх робіт êur R  найбільш 
пізніх термінів початку ( í ïrt ) і завершення (
êï
rt ) 
їх виконання: 
êï ï
r u rt T  ; 
êï ï
r ut T ; 
ê
ur R . 
Це остання операція в циклі за параметром 
u U . 
7. Формування підмножини номерів робіт, для 
яких на даному кроці встановлені найбільш пізні 
терміни початку і завершення їх виконання: 
ê
u
u U
R R



 . 
8. Формування (накопичувальним шляхом) 
підмножини номерів робіт, для яких найбільш 
ранні терміни початку та завершення їх виконан-
ня встановлені до кінця розглянутого кроку ал-
горитму: 
1
( )R R


 
  . 
9. Визначення підмножини номерів вузлів, 
для яких до кінця розглянутого кроку алгоритму 
встановлено тимчасові параметри всіх вихідних 
у них робіт: 
( ) { : ( )}HuU u U R R     . 
10. Виділення в ( )U   підмножини номерів 
вузлів, для яких ще не встановлені найбільш 
пізні терміни початку та завершення виконання 
робіт,  що входять до них (тобто вузлів, які мо-
жуть і повинні бути розглянуті на наступному 
( 1) -му кроці алгоритму): 
1
1
( ) \U U U

 
 
   
Обчислення резерву часу робіт 
Встановлення найбільш ранніх і найбільш 
пізніх моментів початку та завершення виконан-
ня робіт дає змогу обчислити їх резерв часу: 
í ï í ð êï êð
r r r r rt t t t     ; r R . 
Приклад розрахунку мережевого графіка 
Нехай {1, 2, ...,14}U  , мережевий графік за-
даний сімейством вузлових підмножин з табл. 1.
Таблиця 1 
Сімейство вузлових підмножин 
1 {11,13, 21, 31, 41}
HR   8 {43}
HR   1
KR   8 {42}
KR   
2 {15}
HR   9 {16}
HR   2 {13}
KR   9 {14}
KR   
3 {23}
HR   10 {17}
HR   3 {21}
KR   10 {15,16}
KR   
4 {12, 22, 24}
HR   11 {18}
HR   4 {11}
KR   11 {17}
KR   
5 {42}
HR   12 {44}
HR   5 {41}
KR   12 {43}
KR   
6 {14}
HR   13 {19}
HR   6 {12, 22, 23}
KR   13 {18, 25, 44}
KR   
7 {25}
HR   14
HR   7 {24, 31}
KR   14 {19}
KR   
Нехай нормативна тривалість виконання робіт така, як наведено у табл. 2. 
Таблиця 2 
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Тривалість виконання робіт 
Номер 
роботи, 
r  
Тривалість 
виконання, 
r  
Номер 
роботи, 
r  
Тривалість 
виконання, 
r  
Номер 
роботи, 
r  
Тривалість 
виконання, 
r  
Номер 
роботи, 
r  
Тривалість 
виконання, 
r  
11 2 16 8 22 8 41 8 
12 8 17 1 23 6 42 2 
13 22 18 1 24 10 43 18 
14 5 19 1 25 1 44 1 
15 1 21 4 31 12 - - 
 
Реалізація алгоритму прямого розрахунку ме-
режевого графіку: 
Крок 1  
}1{}{1  HuU ; 
1u ;  01 
PT ;  }41,31,21,13,11{1 
HR ; 
011 
HPt ;  22011 
KPt ;  013 
HPt ; 
2222013 
KPt ;  021 
HPt ;   
44021 
KPt ;  
031 
HPt ;  1212031 
KPt ;  041 
HPt ; 
66041 
KPt ; 
}41,31,21,13,11{1 R ;    
}5,4,3,2{2 U  
Крок 2  
}5,4,3,2{2 U ; 
2u ;   }13{2 
KR ;   222 
PT ;   }15{2 
HR ; 
2215 
HPt ;   2312215 
KPt ; 
3u ;   }21{3 
KR ;   43 
PT ;   }23{3 
HR ;  
423 
HPt ;   106423 
KPt ; 
4u ;  }11{4 
KR ;  24 
PT ; 
}24,22,12{4 
HR ;  212 
HPt ;  108212 
KPt ; 
222 
HPt ;  108222 
KPt ;   224 
HPt ;  
1210224 
KPt ; 
5u ;   }41{5 
KR ;   65 
PT ;   }42{5 
HR ;  
642 
HPt ;   82642 
KPt ; 
}42,24,23,22,15,12{2 R ;    
}8,7,6{3 U  
Крок 3  
}8,7,6{3 U ; 
6u ;  }23,22,12{6 
KR ; 
10}10,10,10max{6 
PT ;  }14{6 
HR ; 
1014 
HPt ;  1551014 
KPt ; 
7u ;   }31,24{7 
KR ; 
12}12,12max{7 
PT ;   }25{7 
HR ; 
1225 
HPt ;   1311225 
KPt ; 
8u ;   }42{8 
KR ;   88 
PT ;    
}43{8 
HR ; 
843 
HPt ;   2618843 
KPt ; 
}43,25,14{3 R ;  }12,9{4 U  
Крок 4 
}12,9{4 U  
9u ;   }14{9 
KR ;   159 
PT ;    
}16{9 
HR ; 
1516 
HPt ;   2381516 
KPt ; 
12u ;   }43{12 
KR ;   2612 
PT ;   }44{12 
HR ; 
2644 
HPt ;   2712644 
KPt ; 
}44,16{4 R ;  }10{5 U  
Крок 5 
}10{5 U ; 
10u ;   }16,15{10 
KR ; 
23}23,23max{10 
PT ;   }17{10 
HR ; 
2317 
HPt ;   2412317 
KPt ; 
}17{5 R ;   }11{6 U  
Крок 6 
}11{6 U ; 
11u ;   }17{11 
KR ;   2410 
PT ;   }18{11 
HR ;  
2418 
HPt ;   2512418 
KPt ; 
}18{6 R ;   }13{7 U ; 
Крок 7  
}13{7 U ; 13u ;  }44,25,18{13 
KR ;  
27}27,13,25max{13 
PT ;  }19{13 
HR ;  
2719 
HPt ; 2812719 
KPt ; 
}19{7 R ;   }14{8 U  
Крок 8  
}14{8 U ; 
14u ;   }19{14 
KR ;    
2814 
PT . 
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Оскільки ê 14u u  , то обчислювальний 
процес завершується. 
Мінімальний термін завершення виконання 
всього комплексу робіт становить 
2814 
PP
u TTT K  одиниць часу. 
Реалізація алгоритму зворотного розрахунку 
мережного графіка: 
Крок 1 
}14{}{1  KuU ; 
14u ;   2814 
ПT ;   }19{14 
KR ; 
2712819 
HПt ;   2819 
KПt ;    
}19{1 R ; }13{2 U  
Крок 2 
}13{2 U ; 
13u ;   2713 
ПT ;    
}44,25,18{13 
KR ;  
2612718 
HПt ;   
2718 
KПt ; 2612725 
HПt ; 
2725 
KПt ;  2612744 
HПt ;   
2744 
KПt ;  }44,25,18{2 R ;  
}12,11,7{3 U  
Крок 3 
}12,11,7{3 U ; 
7u ;  267 
ПT ;  }31,24{7 
KR ; 
16102624 
HПt ;  2624 
KПt ; 
14122631 
HПt ;   2631 
KПt ; 
11u ;   2611 
ПT ;   }17{11 
KR ; 
2512617 
HПt ;   2617 
KПt ; 
12u ;  2612 
ПT ;  }43{12 
KR ; 
8182643 
HПt ;  2643 
KПt ; 
}43,31,24,17{3 R ;  }10,8{4 U  
Крок 4 
}10,8{4 U ; 
8u ;   88 
ПT ;   }42{8 
KR ;  
62842 
HПt ;   842 
KПt ; 10u ;  
2510 
ПT ; 
}16,15{10 
KR ;   
2412515 
HПt ;   
2515 
KПt ; 
1782516 
HПt ;  2516 
KПt ;  
}42,16,15{4 R ;    
}9,5,2{5 U  
Крок 5.  
}9,5,2{5 U ; 
2u ;   242 
ПT ;   }13{2 
KR ;  
2222413 
HПt ;   2413 
KПt ; 
5u ;   65 
ПT ;   }41{5 
KR ; 
06641 
HПt ;   641 
KПt ; 
9u ;   179 
ПT ;   }14{9 
KR ; 
1251714 
HПt ;   1714 
KПt ;  
}41,14,13{5 R ;   }6{5 U  
Крок 6 
}6{5 U ; 
6u ;  126 
ПT ;   
}23,22,12{6 
KR ;  
481212 
HПt ;  1212 
KПt ;   
481222 
HПt ;  1222 
KПt ; 
661223 
HПt ;   1223 
KПt ;  
}23,22,12{6 R ;   }4,3{7 U  
Крок 7 
}4,3{7 U ; 
3u ;   63 
ПT ;   }21{3 
KR ;  
24621 
HПt ;   621 
KПt ; 
4u ;  4}16,4,4min{4 
ПT ;   
}11{4 
KR ; 
22411 
HПt ;  411 
KПt ;   
}21,11{7 R ;  
}1{8 U ; 
Крок 8 
}1{8 U ; 
1u ;   0}0,14,2,2,2min{1 
ПT . 
Оскільки 1 Huu , обчислювальний процес 
завершується. 
Найбільш пізній термін початку виконання 
всього комплексу робіт становить 01 
П
u
П
H
TT  
одиниць часу, що підтверджує правильність роз-
рахунків. 
Резерв часу для робіт наведено у табл. 3.
 
 
Таблиця 3 
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Резерви часу для робіт 
Номер  
роботи, 
r  
Резерв 
часу, 
r  
Номер  
роботи, 
r  
Резерв 
часу, 
r  
Номер  
роботи, 
r  
Резерв 
часу, 
r  
Номер  
роботи, 
r  
Резерв 
часу, 
r  
11 2 16 2 22 2 41 0 
12 2 17 2 23 2 42 0 
13 2 18 2 24 14 43 0 
14 2 19 0 25 14 44 0 
15 2 21 2 31 14 - - 
 
Висновки 
Орієнтований граф, розглянутий у наведено-
му прикладі, містить 14 вершин і 19 дуг.  
Його структуру можна описати матрицею су-
міжності, що має розмірність 14  14 = 196 еле-
ментів або матрицею інцидентності з розмірніс-
тю 14  19 = 266 елементів, тоді як для його 
представлення в списковій формі досить ввести в 
пам’ять комп’ютера числовий масив, що склада-
ється з 40 елементів.  
Це доводить переваги спискової форми опису 
графів порівняно з матричною формою, незва-
жаючи на відносну складність алгоритмів розра-
хунку мережевих графіків. 
Програмну реалізацію наведених алгоритмів 
здійсено в операційному середовищі Windows з 
використання мови програмування C#. 
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