This paper presents an optimal discrete time reduced order Kalman¯lter.
Introduction
For linear dynamic systems with process and measurement noise that are white and uncorrelated, the Kalman¯lter is known to be an optimal estimator [10] . In case the process and measurement noise are colored or correlated, the Kalman¯lter can be generalized and remains optimal [5] . However, computational constraints can make the full order Kalman¯lter unamenable to real time implementation, especially when the implementation platform is a microcontroller or DSP [19] . In addition, some Kalman¯lter applications (e.g., meteorology and oceanography applications) can involve millions of states [16] . This has led to considerable e®ort on methods of reducing the order of the Kalman¯lter.
The earliest e®orts at reduced order Kalman¯lters recognized that the Kalman¯lter for a system where some of the measurements were noise-free is equivalent to a Kalman¯lter for a system with a reduced number of states [9, 12] . On a related note, the Riccati equation associated with the Kalman lter can be reduced if some of the states are unobservable [21] although the resulting¯lter still estimates all the states. Similarly, the Riccati equation can be reduced if a matrix decomposition is performed on some of the matrices in the Kalman¯lter, especially if the those matrices are rank de¯cient [8, 20, 16, 3] .
Most reduced order¯lters are designed on the basis of a reduction in the order of the system model. If we can¯nd a reduced order system model that approximates the full order system model, then we can design a state estimator on the basis of the reduced order system model that approximates the full order Kalman¯lter. This approach has been applied to motor state estimation [19, 11] , navigation system alignment [2] , image restoration [6, 15] , and audio analysis of respiratory data [7] .
Some aerospace system equations have states that can be semi-decoupled such that the derivative of the¯rst state partition is independent of the second state partition (although the derivative of the second state partition is still dependent on the¯rst state partition). In that case a reduced order Kalman lter can be designed to estimate the¯rst state partition [17] by generalizing an approach to Kalman¯ltering with time correlated measurement noise and correlated process and measurement noise. This paper does not make any approximations in the order of the model and does not assume any special structure in the system dynamics. This is similar to an approaches proposed by Sims [18] , Bernstein [4] , Nagpal [14] , and Keller [13] . Sims' approach involves the solution of a two point boundary value problem, which can be numerically di±cult. Bernstein's approach guarantees stability but it is limited to steady state and involves the solution of simultaneous Riccati equations, which again can be numerically di±cult. In addition, his reduced order estimator may be biased. Nagpal does not assume any special form for the state transition matrix of the estimator. This leads to the minimization of the error covariance subject to constraints that guarantee an unbiased estimate. However, Nagpal's approach is limited to cases where the number of estimated states is greater than or equal to the number of independent observations. In addition, estimator stability is still an open question with Nagpal's approach. Keller [13] presents a simpli¯cation of Nagpal's approach along with convergence and stability results, although the restriction on the number of estimated states remains.
The present paper assumes that the state transition matrix is a certain matrix. This guarantees an unbiased estimate and so the error covariance is minimized without any constraints. Like Nagpal, we cannot prove anything about stability for the reduced order¯lter presented here. The optimal reduced order¯lter equations involve the simultaneous iteration of six time varying Riccati equations. In general, these iterations are computationally more demanding than a full order¯lter. However, if a steady state¯lter is desired, then the Riccati equations can be integrated o® line until they converge to steady state values, at which point a reduced order constant¯lter gain can be computed for on line implementation.
In the equations in this paper, we use the notation (¢ ¢ ¢) to indicate the quantity that appeared in the previous set of parentheses. For example, the
The notation E(¢) indicates the expected value of the quantity in parentheses. The notation Tr(A) indicates the trace of the matrix A. Section 2 presents the reduced order¯lter, Section 3 presents some simulation results, and Section 4 presents some concluding remarks.
Reduced order Kalman¯ltering
Suppose we have a linear discrete time dynamic system. For ease of notation we will assume that the system is time invariant, although the derivation applies equally well to time varying systems. The system is given as
where fw k g and fv k g are uncorrelated zero mean white noise processes with covariance matrices Q and R respectively. The state vector x has m + n elements, and the measurement vector z has p elements. We desire to estimate m linear combinations of the state T . . .
where S is an n £ (m + n) matrix that is arbitrary as long as T is invertible.
We make the linear transformation x´T ¹ x which results in the algebraically equivalent system
where
. Now we want to estimate thē rst m elements of x, and we do not care about the last n elements of x. The equivalent system can be partitioned as
We want to estimatex but we do not care about estimatingx. The dynamic system forx andx can be written as
where F 11 is the transition matrix of the system, and the quantities in parentheses are considered to be noise terms [1] . This motivates the proposed reduced order estimatorx
The problem is to determine the optimal¯lter gain K k . Combining the two previous equations and rearranging gives the estimation error as
Note that if E(e 0 ) = 0, E(x 0 ) = 0, and E(x 0 ) = 0, then the estimator proposed in (9) is unbiased for all k regardless of the choice of K k . Now we de¯ne the following covariance matrices.
Our goal is to¯nd the¯lter gain that minimizes some measure of P k , the covariance of the estimation error. In order to simplify notation we de¯ne the auxiliary variables
We can use (8), (9), and (10) to obtain the following equations for the covariance matrices.
Now we use some properties of matrix calculus. If A and B are general matrices, then the following matrix derivatives hold.
With these de¯nitions we can choose the¯lter gain K k+1 to minimize the trace of P k+1 in (20) . Taking the partial derivative of the trace of (20) with respect to K k+1 and setting the result equal to 0 results in
where A k and B k are given as
Equations (24), along with (25) and the iterations in (15)- (20), can be solved for the optimal¯lter gain K k+1 at each time step.
In many cases the solution of these equations will be more computationally demanding than the full order¯lter, in which case the entire objective of reduced order¯ltering will be defeated. However, in some state estimation applications the total number of states is on the order of millions, while the number of estimated states is a tiny fraction of the total number of states [16] .
In these cases the approach outlined here could result in a huge savings in computational e®ort.
In some applications of reduced order¯ltering the number of estimated states is on the same order of magnitude as the total number of states. In these cases the approach outline here would not be computationally bene¯cial for real time implementation. However, if the reduced order gain given in (24) converges during o®-line calculations to a steady state value, then this constant reduced order gain can be used in real time to achieve computational savings.
At this point, the only way to determine the convergence and stability of the reduced order¯lter is through numerical computation. Analytical results on convergence and stability remain as open research issues.
Simulation Results
In this section we present a simple example to demonstrate the e®ectiveness of the reduced order¯lter. Consider the second order system given by
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We desire to¯nd a reduced order estimator of the¯rst element of x. The steady state full order Kalman¯lter is given aŝ
The steady state reduced order estimator proposed in this paper is given aŝ
= 0:9x
In this case the reduced order estimator is stable. Perhaps not coincidentally, the state transition matrix of the system given in (26) 
then the reduced order¯lter gain does not converge to a steady state value.
Perhaps not coincidentally, the state transition matrix of the system in this case is unstable. This may provide a clue to further work in analytical determination of reduced order¯lter convergence and stability. The Matlab m-¯le that was used to generate these simulation results can be downloaded from http://academic.csuohio.edu/simond/kalmanreduced/.
Conclusion
An approach has been presented for obtaining an optimal, unbiased, reduced order state estimator for stochastic dynamic systems. The reduced order estimator may be attractive in cases where the computational e®ort of the state estimator is an important consideration. Simulation results show the e®ective-ness of the proposed approach.
Previous to this paper, reduced order¯lters have been proposed by a number of di®erent approaches. Reducing the order of the system model results in a reduced order¯lters, but this is at the expense of a loss of model information.
Our approach is derived on the basis of the full order system model.
Bernstein presents an elegant approach that guarantees¯lter stability [4] , but his approach applies only to steady state¯ltering and requires the solution of simultaneous Riccati equations, which may be mathematically di±cult. Our approach does not guarantee stability, but it is mathematically simpler and can be used to derive time varying¯lters as well as steady state¯lters.
Nagpal [14] and Keller [13] present approaches that optimize the transition matrix of the¯lter as well as the gain of the¯lter. Since our approach does not optimize the¯lter's transition matrix, it is expected that their approaches should yield better results than our approach. However, their approaches require a minimal number of states to be estimated and appears to be more complicated mathematically with the inclusion of matrix inverse operations.
In our approach, like Napgal's approach, convergence and stability cannot be guaranteed without numerical calculations. However, Keller's approach does include convergence and stability results.
This paper thus provides a new tool for reduced order state estimation. In some cases it may be more attractive than previous approaches, while in other situations one of the previous approaches may be more attractive. The choice of which approach to use depends on the problem at hand. The advantages of the reduced order¯lter proposed here include mathematical simplicity and applicability to time-varying systems. 
