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Abstract
We present a novel interactive method based on a 3D Livewire approach for segmenting complex objects of arbitrary topologies. Our proposed
technique automatically and seamlessly handles objects with branchings, concavities, protrusions, and non-spherical topologies with minimal
user-input. Given sparse interactively segmented contours on orthogonal slices, our proposed method determines Livewire seedpoints on all slices
in the third orthogonal direction, which are used to mimic user-guided segmentation. In doing so, our method pre-processes these points to
increase algorithm robustness, and uses a novel seedpoint sorting method using ideas from L-system’s Turtle algorithm. Moreover, we present
a segmentation tool based on our proposed framework and demonstrate the robustness of our approach on real medical data. Results highlight
the superior performance of the proposed method with validation tests on synthetic and real MRI and CT data, with segmentation reproducibility
exceeding 95% and segmentation task time decreasing to less than 20% when compared to performing 2D Livewire on each volume slice.
© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction
In three-dimensional (3D) medical image analysis, seg-
mentation is recognized as vitally important for localizing,
quantifying, and visualizing 3D biological structures or other
regions of interest. Traditionally, two-dimensional (2D) slice-
based manual tracing has been employed, but such a manual
operation is very tedious and time consuming because care-
ful delineation is required for each 2D slice within a volume.
Also, manually extracted contours viewed from an orthogonal
direction typically appear jagged because boundary smoothness
is not enforced between slices. Furthermore, manual segmenta-
tionmethodscansufferfromsigniﬁcantinter-andintra-operator
variability [1] and user fatigue [2]. Fully automated segmenta-
tion techniques, on the other side of the segmentation methods
spectrum, work best when their parameters are carefully tuned
for speciﬁc image properties and anatomy which remains a
challengeandstillrequireuservalidation.Anadditionalcompli-
∗ Corresponding author. Tel.: +1 778 782 3007; fax: +1 778 782 3045.
E-mail addresses: mira.aux@gmail.com (M. Poon), hamarneh@cs.sfu.ca
(G. Hamarneh), rafeef@ece.ubc.ca (R. Abugharbieh).
1 Tel.: +1 604 822 8851; fax: +1 604 822 5949.
cation factor for these approaches is that anatomical structures
are typically affected by signiﬁcant variations due to subject
diversity and pathology which reduces the segmentation accu-
racy, robustness, and consistency between volumes. Due to the
above-mentioned difﬁculties with both manual and fully auto-
mated segmentation techniques, semi-automated methods have
drawn wide interest as a way to facilitate computer-based seg-
mentation of 3D anatomical structures using minimal human
interaction [2–4]. In this work, we present a novel 3D Livewire-
based method for highly automated segmentation of complex
objects with arbitrary topology.
A large family of popular segmentation approaches that sup-
port or can be extended for user-interaction include parametric,
explicit [5,4,6–10], or implicit (e.g. level-set based) [11–13]
energy minimizing deformable models. However, these mod-
els are prone to convergence to local minima. Active contours
that converge to a global minima have been developed [14,15];
however, these rely on a coarser discretization of the search
space, succeeded by graph-theoretic optimization procedures
that are less amenable to user-interaction. User-interaction in
level-set approaches [16] is not straight-forward either, and
level-set approaches typically require more computations than
other deformable models since contours on 2D images (1D
0895-6111/$ – see front matter © 2008 Elsevier Ltd. All rights reserved.
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manifolds) and surfaces in 3D images (2D manifolds) are rep-
resented using a higher dimensional (signed distance transform
images), thus increasing the complexity of the problem. Also,
employing graphics processing units (GPUs) to perform level-
setcalculations[17]maybeneededtoachieveinteractivity[18],
especially for 3D images. Other recent active contour methods
thatincorporateuserinterventioninclude[19,20].InYushkevich
et al.’s approach, implemented into the tool called ITK-SNAP
[19], user-interaction is used for initializing an evolving 3D
active contour, for setting up parameters, as well as for man-
ual post-processing. However, while the initialization is largely
graphical, user knowledge of this method’s computational part
is required for selecting cost parameters, and using imprecise
initialization parameters can cause the contour to deviate. Fur-
thermore, the user has no steering control during the curve
evolution.InMcInerneyetal.’s‘SketchInitializedSnakes’[20],
the user uses a graphical tablet to quickly initialize a 2D Snake,
which is then automatically optimized. However, this approach
requires specialized input hardware. Also, its computational
efﬁciency, reproducibility, and tolerance to user error were not
reported.
While interaction with 2D deformable models is more
straight-forward,incorporatingintuitiveuser-guidanceandreal-
time visualization for 3D deformable surfaces or meshes
remainsachallenginghuman–computerinterfaceproblem.One
approach to circumvent this problem is to iterate an interactive
2D algorithm on each slice in the 3D volume [21,22]. However,
it is highly inefﬁcient to constantly repeat this task, and without
correlating computations within adjacent slices, segmentation
results are often jagged (similar to manually delineated ones)
when viewed from other orientations. By only requiring sparse
user-guided contours or points to dramatically reduce interac-
tion time, there exists many automatic surface reconstruction
methods [23,24], some of which can even generate objects with
arbitrary topologies [25–27]. However, their main drawback is
that they do not consider image-based information; rather, they
draw point connectivity and object topology conclusions based
onthelocationsofthesurfacepointsalone.Also,theircomputa-
tiontimeisconsiderableanddoesnotallowforuserintervention
during the task should mistakes occur. Similarly, Saboo et al.’s
‘GeoInterp’ method uses sparsely interleaved manual segmen-
tations in one orientation to initialize a geodesic Snake [28].
However,theuser-inputisnotactuallyusedasahardconstraint,
and the Snake optimizes its shape without considering voxel
intensities.
An alternative to deformable models is the ‘Graph Cuts’
approach, originally proposed by Boykov and Jolly [29] and
further developed in [30]. Here, ‘cuts’, or globally optimal seg-
mentations, are computed using manually speciﬁed foreground
and background seeds (hard constraints) and boundary/region
information (soft constraints). Reﬁnement of the ‘cut’ can be
made using additional user-placed seedpoints. This method
offers interaction simplicity especially in the 2D case; however,
itsmaindrawbackisthatbecausetheseedpointslieintheregion
bodies and not on the boundaries, results can be unpredictable
along weak edges. Graph Cuts results will also vary depending
on the soft constraint weighting and choice of seeds. Similarly,
Rother et al. proposed the ‘GrabCut’ method that performs an
iterativeGraphCutalgorithmthatdecreasestheamountofuser-
interaction required [31]. Using the same interaction scheme,
Grady proposed a method, random walkers, where all pixels in
an image are assigned to each of the hard constraint seedpoints
based on a probabilistic measure [32]. However, this method
still shares the same limitations of the original ‘Graph Cuts’.
Also, 3D visualization during the segmentation task remains a
challenge with this interaction scheme.
Another interactive segmentation paradigm is 2D Livewire
(2DLW) [33], which allows direct user-control of the entire
delineation boundary. The classical Livewire idea was to break
thesegmentationproblemintosegmentsandhavetheuserguide
the formation of each of these globally optimal segments using
sparselyspacedseedpoints.Theoriginal2DLWwasshowntobe
consistently accurate [33,34]. To improve its efﬁciency, numer-
ousmodiﬁcationssuchasLiveLane[35]andLivewireon-the-ﬂy
[36,37], which limit the algorithm’s graph search space, were
proposed.Whileimprovementsintechnologynowallow2DLW
to operate in real-time without these modiﬁcations, automated
Livewire methods that emulate user-input over multiple image
slices in a 3D volume still beneﬁt from an abbreviated graph
search implementation [38].
In extending Livewire to 3D, several methods requiring
only sparse 2D contours were proposed, but they only con-
sider image slices in one orientation. Souza et al. proposed a
hybrid approach between Snakes and Livewire by projecting
seedpoints from a previous adjacent slice onto the current slice
and then reﬁning their locations [39]. Similarly, Schenk et al.
proposed an approach which takes sparsely spaced Livewire
contoursandinterpolatesandoptimizesthecontoursinbetween
using minimal cost paths [40]. Also, Malmberg et al. [41] pro-
posed a method to bridge sparsely separated Livewire contours
using haptic feedback and the image foresting transform [42].
However,specialequipmentsuchasahapticdeviceandastereo-
capable monitor is required. Moreover, image smoothness in
orthogonal directions is not ensured, and medical images often
contain objects with complex 3D shapes (e.g. deep concavities,
protrusions, non-spherical topologies, branching), which none
of these parallel-slice approaches are able to effectively handle.
An approach was put forth by Falcao et al. to extend 2D
Livewireto3Dbyutilizing2Dcontoursonobliqueslicestoauto-
matically mimic 2DLW on all slices in an orthogonal direction
[43]. However, considerable user supervision and knowledge
regarding the object’s exact topological features are required
to break a complex object down into ‘slabs’, which are groups
of consecutive slices along the axis of automatic computation
where the sub-object exhibits constant topology. The restric-
tionsontheseinitialsetupstepsandontheselectionofslicesfor
2DLWarecriticaltocorrectlysegmenteachslabproperly.More-
over,theintersectionofthese2Dcontourswitheachsliceineach
slab generates seedpoints that need to be manually ordered in a
clockwise or counterclockwise fashion before they can be fed
into the automated Livewire process. More recent 3D Livewire
methodsmitigatesomeoftheabovesetupstepsbyusingorthog-
onal 2D Livewire contours instead of oblique contours [44,45].
In Lu et al.’s 3D Livewire approach [44], seedpoint ordering isAuthor's personal copy
M. Poon et al. / Computerized Medical Imaging and Graphics 32 (2008) 639–650 641
more automated than in [43], but it requires the projection of
a manually supplied reference contour onto adjacent slices. In
Hamarnehetal.’sapproach[45],seedpointorderingisautomati-
cally computed using an algorithm based on turtle graphics [46]
(part of the Logo programming language) without additional
image-basedoruser-suppliedinformation.However,whileboth
ofthesemethods[44,45]donotrequirethecomplicatedinterac-
tion steps of [43], these methods fail to address the problem of
segmenting objects of arbitrary topology. Though these semi-
automated methods presented reasonable solutions for certain
segmentation tasks, their limitations highlight the need for a
robust 3D segmentation approach that can natively handle com-
plex shapes of arbitrary topology, while at the same time still
offering the advantages of user-control, efﬁciency, accuracy,
intuitive operation, and minimal user supervision.
To address the problems inherent to previous approaches
as highlighted above, we propose a novel framework for 3D
Livewire-based segmentation that ﬁrstly, natively handles arbi-
trarily complex 3D object geometry and topology in a manner
transparenttotheuser[45,47](Section2).Secondly,thismethod
only requires the user to only provide a few sparsely separated
contours (no setup tasks as opposed to the slab deﬁnition and
manual point ordering steps in [43]). Our proposed algorithm
can automatically determine Livewire seedpoints on all slices in
an orthogonal direction and then segment the object(s) quickly
androbustlywithoutfurtherusersupervision.Thederivedseed-
points are valid boundary points because they are a subset of
user-approvedcontours.Thirdly,aninteractiveandintuitiveseg-
mentation tool based on the proposed method is presented. The
tool allows for easy transition between 2D and 3D Livewire
modes, provides concurrent viewing of contours in all three
orthogonal orientations, facilitates efﬁcient correction of user
mistakes, and displays 3D visualization of the 2D contours as
well as the 3D segmentation result. We validated our proposed
method on a variety of synthetic and real life datasets contain-
ing objects of different complexities (Section 3). Tests on real
medical image volumes show a 95% rate of reproducibility and
an 80% reduction in task time when compared to performing
2DLW on each volume slice.
2. Methods
Theuserbeginstheoverallsegmentationprocessbyperform-
ing sparsely separated 2D Livewire (Section 2.1) segmentations
on slices in any two orthogonal orientations. Essentially, these
contours serve as robust constraints on the overall segmenta-
tion process because they are user-guided. These 2D contours
are then used to determine the Livewire seedpoints to be used
in the third orthogonal orientation (Section 2.2) intersecting the
available 2D contours and the unseen orthogonal slices (Section
2.2.1). These intersection points are pre-processed to increase
robustness (Section 2.3) and are then used to create a ‘turtle
map’ which consists of orthogonal line segments. Our ‘turtle’
point ordering algorithm [45] is then applied to this map such
that the resulting ordered points mimic the sequence of points a
user would select during a semi-automated Livewire segmenta-
tion, but now in a fully automated manner on the unseen slices
(Section 2.2.2). Since these new seed points are a subset of the
contours previously approved by the user, they are therefore a
suitable choice of seedpoints for guiding the Livewire segmen-
tation.Inourproposedscheme,user-generatedcontoursthatare
circumscribed inside another contour are automatically ﬂagged,
and such ﬂags are used to split and merge sections of the turtle
map (Section 2.5). By doing so, multiple closed contours and
objects with non-spherical topologies such as, for example, a
vertebra (which has a toroidal topology due to the spinal canal)
can be processed correctly. Fig. 1 and Algorithm 1 summarize
our approach.
2.1. Overview of 2D Livewire
Our proposed method segments 3D objects based on the use
of 2DLW (though in orthogonal orientations) to compute some
sparse initial contours for further automated segmentation. 2D
Livewire is a widely known interactive segmentation technique
where sparse seedpoints are speciﬁed along an object’s bound-
ary and the path between the points is optimized using dynamic
programming [33]. Since the focus of this paper is not tradi-
tional 2D Livewire, we only provide a brief explanation of the
optimizationcostsweused.ForadetailedanalysisofLivewire’s
implementation, we draw interested readers to [33]. In partic-
ular, Fig. 1 in [33] walks through the optimization mechanism
and optimal path determination for a small sample space.
In an XY slice S(q) of a volume (similarly for XZ and YZ
slices),whereq = (x1,y 1),imageedgeandcontoursmoothness
terms are used to create a local cost map C(p,q) of the original
image (1). Here, p = (x2,y 2) represents a neighboring pixel
to pixel q. In our implementation, the gradient magnitude cost
CG(q), gradient direction cost CGD(p,q), Canny edge detection
[48] cost CC(q), Laplacian of Gaussian (LoG) cost CLoG(q),
and Euclidean distance (smoothness) cost Cd(p,q) were used
as follows:
C(p,q) = w1CC(q) + w2CLoG(q) + w3CG(q)
+w4CGD(p,q) + w5Cd(p,q). (1)
w1...5 are scalar weights and CG(q) is deﬁned as
CG(q)=1 −
1
max(G)

dS(x,y)
dx
2
+

dS(x,y)
dy
2






(x,y)=q
,
(2)
max(G) denotes the largest gradient magnitude found in the
image. The gradient direction cost is then:
CGD(p) =
1
π
arccos

S (p) · S (q)
G(p)G(q)

, (3)
where G(p) and G(q) denote the gradient magnitude (not gra-
dient cost) of the image at pixel p and q, respectively. The LoG
cost of the image is deﬁned as
CLoG(q) = 1 − (LoGkernel(x,y) · S)|(x,y)=q, (4)Author's personal copy
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Fig.1. Overallstepsofourproposedalgorithm,shownonabinaryimageforclarity.(aandb)Seedpoints(graysquares)areselectedinuser-guidedLivewirecontours
on orthogonal slices. User-approved segments are in green, and red contours represent the proposed, ‘live’ segment during the Livewire task (crosshair denotes cursor
location). (c) 3D plot of 11 user-guided contours. (d) Ordering automatically generated seedpoints (gray squares) on a slice in the third orthogonal orientation using
our turtle-based algorithm (Section 2.2.2). (e) Result of mimicking Livewire in an automatic fashion using (d). (f and g) 3D plots of automatically generated contours
at mid-task and at task completion (125 contours), respectively. (h) Surface rendering of the segmentation result. (For interpretation of the references to color in this
ﬁgure legend, the reader is referred to the web version of the article.)
where S is the original image and is convoluted with the LoG
kernel:
LoGkernel(x,y) =−
1
πσ4

1 −
x2 + y2
2σ2

e−((x2+y2)/2σ2). (5)
Lastly, Cd(p,q) is a scalar cost that is proportional to
Euclidean distance

(x1 − x2)2 + (y1 − y2)2.
With a user-speciﬁed seedpoint located at pixel q = (x1,y 1)
ontheslice,thecostmapM(q)isthencreatedbydeterminingthe
minimal accumulated path cost from q to all other pixels on the
sliceusingDijkstra’salgorithm[49].Althoughthisgraphsearch
algorithm is computationally expensive, it is only required once
per seedpoint. Using this cost map, the minimal path from an
arbitrary point r = (x,y) (mouse cursor location) back to the
seedpoint q is continuously found and displayed in real-time
[33] as the user freely moves the mouse. Starting at point r,
the next contour point in the optimal contour is determined by
choosing the pixel neighbor with the lowest accumulative cost.
As a result, the original seedpoint q, with accumulative cost
Cq = 0 will always be found. Using this scheme, the user can
quickly and easily determine the optimal r to use as the next
seedpoint and repeat this process (i.e. q ← r a n dan e wr is
sought) until the contour is closed.
2.2. Livewire in 3D
The basic idea of 3D Livewire is to use the sparse contours
gatheredby2DLWtosegmenttheentire3Dobject.Speciﬁcally,
this algorithm uses the 2DLW contours in two orthogonal direc-
tions in order to generate seedpoints for an automated version
of 2D Livewire in the third orthogonal direction. These seed-
points, however, must be ordered such that the sequence mimics
theorderinwhichauserwouldselectthesepoints.Thisordering
is important and is explained in detail in Section 2.2.2.
2.2.1. Automatic seedpoint generation
Initially, the user performs 2D Livewire on select slices in
any two orthogonal orientations (e.g. {yz,xz}) and an automatic
Livewire segmentation can then be performed on a slice in the
third orientation (e.g. xy), and similarly for ({yz,xy},xz) and
({xz,xy},yz). These intersection points are simply the inter-
section between the 2D Livewire contours and the unvisited
orthogonal slice. For example, if 2D Livewire is used to cre-
ate two contours Cx0yz and Cxyz0 on arbitrary yz and xy slices,
respectively, then given a slice Sx,y0,z,i nt h exz orientation at
indexy0,theintersectionpointsIx,y0,zbetweenCx0yzandSx,y0,z,
and Jx,y0,z between Cxyz0 and Sx,y0,z can be calculated as
Ix,y0,z ⇐ Cx0yz

Sx,y0,z, Jx,y0,z ⇐ Cxyz0

Sx,y0,z. (6)
Similarly, (7) and (8) deﬁne the intersection points I and J on
slice S if different orientation combinations are chosen:
Ix,y,z0 ⇐ Cxz

Sx,y,z0, Jx,y,z0 ⇐ Cyz

Sx,y,z0 (7)
Ix0,y,z ⇐ Cxy

Sx0,y,z, Jx0,y,z ⇐ Cxz

Sx0,y,z (8)
Fig. 2 summarizes this determination mechanism.
2.2.2. Point ordering using L-system’s turtle
Mimicking a user-guided 2D Livewire segmentation task in
an automatic fashion requires not only the seedpoint locations,
but also a clockwise or counterclockwise point ordering. For
example, let I and J be seedpoints in the 2D space of slice S.
Seedpoints on S which belong to the same user-guided Livewire
contour subset are paired and connected by lines (tracks). Since
there are seedpoint contributions from two orthogonal orien-
tations, these tracks will themselves be orthogonal on slice S.
Algorithm 1 summarizes this step and Fig. 3 illustrates the ﬁnal
result, called a ‘turtle map’.Author's personal copy
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Fig.2. Orthogonalcontoursin(a)(redandblue)intersectwithasliceinthethird
orientation(green)in10differentlocations,asshownin(b).Theseintersections
on the green slice in (c) become seedpoints on a turtle map (Section 2.2.2).
(For interpretation of the references to color in this ﬁgure legend, the reader is
referred to the web version of the article.)
Fig. 3. Example seedpoint map showing outer contour seedpoints (red), inner
contour seedpoints (green with ‘i’ sufﬁx), and a disjoint object’s seedpoints
(blue). For each contour, the turtle object starts at the ﬁrst point and follows the
tracks (in gray) according to its rules in Section 2.2.2, visiting other seedpoints
in the order shown. Track values of ‘2’ denote track intersections. (For interpre-
tation of the references to color in this ﬁgure legend, the reader is referred to the
web version of the article.)
Algorithm 1. Determining the segmentation for unvisited
slice Sx,y0,z in xz given M input contours {Cxm,y,z} in yz and N
input contours {Cx,y,zn} in xy. Note that it is a trivial change to
process unseen slices in xy and yz.
The last step to ordering the seedpoints is to employ an algo-
rithm to traverse this map, sequentially visiting each seedpoint.
To accomplish this, an algorithm based on turtle graphics [46]
was developed. Turtle graphics is based on the Logo program-
Fig. 4. Possible turtle map intersections resulting from seedpoint locations,
denoted by ∞, include (a) the basic ‘+’ junction, (b) the ‘T’ junction where
a seedpoint overlaps a track, and (c) the ‘L’ junction where two seedpoints
overlap. Pixels with values ‘1’ and ‘2’ represent non-seedpoint tracks and track
intersections, respectively.
ming language, and its main idea surrounds a directional turtle
object that can only move forward and change directions on a
graph-basedsystem.Here,ourturtleobjectbeginsatanarbitrary
seedpoint and moves forward along the orthogonal tracks, turn-
ing to its left if it encounters a track intersection and reversing
directionwhenitencountersanotherseedpoint.Thesequencein
which the seedpoints are visited determines their order (Fig. 3).
This process is repeated if there are multiple closed contours
found on the same unseen slice, and our method keeps track of
which seedpoints have been visited so that they are not encoun-
tered again.
While turtle map tracks usually intersect in a ‘+’ like shape
(Fig. 4(a)), oftentimes turtle maps can exhibit ‘T’ junctions
(Fig.4(b))and‘L’junctions(Fig.4(c)),asdeterminedbyhowthe
user-guided contours intersect with this unseen slice. Here, our
proposed turtle algorithm detects these situations and resolves
themcorrectlybyalteringtheturtle’smovementrulesandensur-
ingtheseseedpointsarenotduplicatedintheresultingseedpoint
list.
2.3. Intersection point pruning
To improve robustness of our algorithm in real medical
images,apruningstepistakenduringthedeterminationofseed-
points in Section 2.2.1. Ideally, a 2D contour would intersect
withanunvisitedorthogonalsliceatanevennumberoflocations,
describedbyHamarnehetal.as‘enteringandexiting’theobject
[45]. However, objects with cusps can cause singular intersec-
tion points to exist as well. Also, while a user-guided contour
will always be orthogonal to the slice in question, contiguous
colinear contour pixels may intersect with this slice [44].I nt h e
extreme example of a cube, a user-guided contour (a square)
may be orthogonal to an unseen slice, but their intersection mayAuthor's personal copy
644 M. Poon et al. / Computerized Medical Imaging and Graphics 32 (2008) 639–650
Fig.5. Contiguousintersectionpoints.(a)User-guidedLivewirecontours(black
voxels)willintersectwiththecube’sendslice(gray)inmultiplecontiguousloca-
tions. (b) A contour intersecting with an orthogonal image slice (gray) creates
two clusters of contiguous points (black). White arrows denote which pixels are
kept after our pruning algorithm (Section 2.3).
comprise the entire square side of the contour (Fig. 5(a)). To
combat this, our proposed method assumes intersection points
appear in cluster(s) or occupy consecutive pixel locations such
as in Fig. 5. Since the intersection points found between each
user-guided Livewire contour and the orthogonal unvisited slice
will always be a horizontal or vertical line on the slice, these
colinear points are ﬁrst sorted in ascending pixel location order.
Next, by traversing these points, cluster boundaries are easily
found by determining the non-consecutive pixel location val-
ues. Knowing where clusters start and end allows us to prune
the unnecessary points in between. An exception to the rule is
when only one cluster is found, which corresponds to a cusp
(singular point). In this case, the start and end of the cluster are
kept and the middle points are discarded. With the extraneous
contiguous points removed, the desired case of having an even
number of intersection points is achieved. This allows for each
automatically processed slice to be independent of all other par-
allel slices and to not require a reference frame [44]. Therefore,
shapeandtopologychanges(e.g.branches,cusps,saddlepoints)
not observed in adjacent slices can now be seamlessly detected
without further user supervision.
2.4. Efﬁcient graph search for pre-determined seedpoints
With a set of sequential seedpoints per unvisited slice, user-
guided Livewire is easily mimicked in an automated fashion.
Since the seedpoints determined from orthogonal contours are
pre-determined, no user-interaction is required and thus, an
exhaustive 2D search using Dijkstra’s algorithm for each seed-
point is redundant. Our solution to this is similar to that in [36],
as our modiﬁed graph search algorithm terminates after the next
target point in the ordered list of seedpoints has been reached.
The computational savings originate from the order in which
the graph search propagation is done: the propagation algorithm
selects the unprocessed pixel with the lowest accumulative cost
to be analyzed next [33]. For example, when the graph search
propagates from seedpoint q to point r, the accumulative cost of
risCr.Atthispoint,allarbitrarypixelspwithaccumulativecost
Cp <C r would have been found already; thus the path from r
back to q is guaranteed to be globally optimal. Fig. 6 illustrates
theimpactofthistechnique.Thegraphsearchalgorithmfavours
propagation along high-gradient edges and will largely ignore
homogenous regions because seedpoints tend to be on or very
close to gradient edges. Another advantage is that the computa-
tional savings now depend on the distance between seedpoints
and not image resolution.
2.5. Handling arbitrary topology
Analyzing anatomical structures that exhibit non-spherical
topologies, concavities, or protrusions is difﬁcult without ﬁrst
applyingarobustsegmentationmethodthatcanhandleanycom-
binationoftheseobjectconditions.Inthesimplercaseofconvex
objects (e.g. sphere), it is guaranteed that there will only be one
or two clusters of seedpoints per input contour in unseen slices;
thus, a turtle map can be easily generated using the technique
describedinourpreviouslyproposedframework[45]. However,
for objects with concavities or protrusions (e.g. U-shaped tube),
there may be situations where a slice captures multiple objects
anditsturtlemapwillshowmultipledisjointgroupsaccordingly
(Fig. 3). Since our current approach processes each group inde-
pendently,multipleobjectscanbesegmentedconcurrently,such
astheleftandrightventricles(Fig.9(a)).Morecomplicatedstill
are objects with non-spherical topology (e.g. torus), which none
of the previous Livewire methods can handle. In order to cor-
rectlysegmenttheseobjects,ourmethodﬁrstidentiﬁescontours
that are circumscribed within another using pairwise compar-
isons on all user-guided contours of a given image slice. Let C1
and C2 represent two closed contours on the same slice. C1 and
C2 are ﬁrst converted to binary masks MC1(x,y) and MC2(x,y),
respectively, where pixels inside the contour have a value of
1 and 0 otherwise. If MC1(x,y)

MC2(x,y) = MC1(x,y), then
C1 iswhollysituatedinsideC2,andifMC1(x,y)

MC2(x,y) =
MC2(x,y),thenC2 iswhollysituatedinsideC1.Thisstepiscrit-
ical because these ‘inner’ contours delineate pixels that do not
encompass the object of interest, but rather a hole in the object.
Duetothis,thesecontoursandtheirderivedseedpoints(Section
2.2.1) are ﬂagged as ‘negative’, whereas the contours and seed-
pointsthatactuallydelineatetheobjectareﬂaggedas‘positive’.
Both‘positive’and‘negative’intersectionpointsareusedonthe
turtle map; however, turtle tracks are only constructed between
‘positive’ seedpoints. In contrast, ‘negative’ seedpoints in effect
Fig. 6. Graph search required per pre-determined seedpoint. (a) Vertebra. (b) Full cost map needed per seedpoint (circled). (c and d) Abbreviated graph search
algorithm terminates when the next pre-determined seedpoint is reached.Author's personal copy
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negate a section of an otherwise longer track line, splitting the
turtle map into two distinct parts. This process is illustrated in
Fig. 3, where seedpoints 2i and 4i negate the otherwise longer
turtle track between seedpoints 3 and 9. A central cavity results,
which now correctly represents the toroidal object. This process
is outlined in Algorithm 2.
Algorithm 2. Constructs the horizontal tracks in TurtleMap
that is used for ordering the seedpoints found in Algorithm 1 for
an unvisited slice Sx,y0,z. For vertical tracks and if orthogonal
unvisited slices Sx0,y,z or Sx,y,z0 are used, only trivial changes
are required.
2.6. Implementation and visualization
Fordeploymentofthismethodinclinicalsettings,ourmethod
had a goal of having a high degree of visual interaction and
intuitive operation. This proposed framework was developed in
MATLAB (The MathWorks Inc., Natick, MA) and offers the
standard concurrent orthogonal views of a volume as shown
in Fig. 7. As an overlay on top of the image data, user-guided
contours are clearly demarcated in all views, regardless of their
orientation. One criticism of this type of 3D Livewire exten-
sion [45] was that the slices used for user-guided contours
had to be carefully selected otherwise the segmentation will
fail [44]. By displaying these contours in this manner, our
application gives users a clear idea of which areas have been
segmented and which areas exhibit more topological features.
In our ﬁndings, these feature-rich areas, if segmented correctly
by the user, usually allow for higher accuracy. Also, this soft-
ware feature is useful for visually judging the accuracy of the
delineation result. Additionally, our user interface is able to
display 3D plots of contours as well as a surface rendering
of the object of interest after the 3D Livewire procedure is
completed.
In our tool, additional features such as point deletion and
automatic contour closing are available during the user-guided
Livewire stage. Also, if the user selects a seedpoint erroneously,
he/she can revert the segmentation process to an earlier state,
similar to the ‘undo’ command found in many common appli-
cations. While our technique is ﬂexible and robust, errors are
bound to occur due to human error and poor image quality.
Our tool offers the undo operation described above, as well
as the ability for users to remove entire automatically gener-
ated contours for re-computing. From the rendered result, users
can quickly identify problematic areas, if any, and increase the
segmentationaccuracybyprovidingadditionaluser-guidedcon-
tours in these areas and re-running the 3D Livewire algorithm.
For isolated reﬁnement, users can also choose to overwrite
the automatically generated contour(s) using the 2D Livewire
procedure.
3. Results and discussions
The proposed method was tested on both synthetic images
(Section 3.1) and real medical image data (Section 3.2)t o
demonstrate its capabilities. The application’s performance
during these tasks was quantiﬁed based on the three main rec-
ommended criteria for semi-automatic segmentation [2].T o
report accuracy and reproducibility measurements, Dice sim-
ilarity (voxel agreement) CDice = 2volsim/(volA + volB)w a s
used, where CDice is the Dice similarity coefﬁcient. volsim is
the sum of the voxels at the intersection between trial A and
trial B, and volA and volB represent the sum of the voxels in tri-
als A and B, respectively. The Dice similarity coefﬁcients were
then averaged over all trials. Since our 3D Livewire method
is deterministic and produces identical results given the same
inputcontours,wemeasuredreproducibilitywithdifferentuser-
guidedcontoursandseedpointsasinputbecausenotalloperators
will choose the same slices nor will they choose the same loca-
tions for seedpoints. The orientation of the 3D segmentation
and the human operator were kept constant. Efﬁciency was cal-
culated by comparing the time required for our technique to
segment a 3D volume to the total time needed for perform-
ing 2D Livewire on each slice. Due to poor image quality or
user mistakes, contour errors may occur with 3D Livewire;
thus, the time it takes to correct such errors is included in the
time measurements as well. Finally, algorithm robustness to
increasing levels of additive white Gaussian noise (AWGN) asAuthor's personal copy
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Fig. 7. Screen-capture of the proposed segmentation tool’s graphical user interface during a segmentation task. Completed 2D contours are displayed in green for
the three orthogonal views, providing feedback on segmentation accuracy throughout the segmentation task. Yellow lines indicate the current slice indices of the
other two orientations. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of the article.)
well as parameter sensitivity were also investigated in Section
3.3.
The synthetic data we used to validate our proposed method
includes a mask of a left caudate nucleus (elongated object),
a torus (toroidal topology object), and a fork-shaped object
(branching object). We also demonstrate our method on real
medical data such as the left and right ventricles from mag-
netic resonance imaging (T1-weighted MRI), a human vertebra
(computer tomography (CT) from the Visible Human Project
(VHP) [50]), and both parts of the human pelvis (CT, also from
VHP).
3.1. Synthetic data segmentation
For the caudate nucleus (Fig. 8(a)–(c)), very few user-guided
contours are required to segment the body, and additional con-
tours at the tail guarantees an accurate delineation. The torus
example(Fig.8(d)–(f))highlightsourtechnique’sabilitytoseg-
mentobjectswithnon-sphericaltopology.Forthisscenario,only
eightuser-guidedLivewirecontoursareneeded.Ifanotherorien-
tationischosen,onlysixuser-guidedcontourswouldbeneeded.
For the fork-shaped object (Fig. 8(g)–(i)), only 5 user-guided
Livewire contours were required to automatically generate 209
contours. The segmentation shows a smooth transition at the
branching site. Table 1 summarizes our method’s accuracy and
reproducibility rates, averaged over multiple trials. Table 2
shows the efﬁciency of our method for each computing phase.
Our results show that our method is able to achieve these com-
plex segmentation tasks in roughly 13% of the time it takes to
delineate all slices using 2D Livewire.
Table 1
Reproducibility and accuracy results of our proposed method, on both synthetic
and real medical image data
Reproducibility (%) Average accuracy (%)
Caudate 98.7 ± 0.59 8 .5 ± 0.2
Torus 96.8 ± 19 6 .4 ± 0.3
Fork 97.5 ± 0.89 7 .2 ± 0.9
Ventricles 96.1 ± 1.1
Vertebra 94.3 ± 1.4
Pelvis 95.2 ± 2.6
Each entry in the table is the average over ﬁve trials with the corresponding
standard deviation. For the ventricles, vertebra, and pelvis examples, expert
manual segmentations were not available.Author's personal copy
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Fig. 8. Results of our proposed segmentation method on synthetic data. (a, d and g) Rendering of a left caudate mask, torus, and fork object, respectively. (b, e and h)
3D plot of user-guided contours (red) and automatically generated contours (light blue). (c, f and i) Surface renderings of the segmented synthetic examples above,
using our proposed approach. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of the article.)
We found that the reproducibility rates for these images
are high because the input contours were computed using 2D
Livewire, which has high reproducibility [33]. The minor dif-
ferences between each trial largely depend on the accuracy of
the chosen seedpoints. In terms of efﬁciency, total processing
time naturally increases for volumes with high shape complex-
ity. This is because more user-guided Livewire contours are
needed to fully characterize the object and connect the vari-
ous turtle map tracks together into valid maps. As the number
of user-guided contours increases, so does the total amount of
intersection points found on each unseen slice and ultimately,
computationtime.However,thishigherprocessingtimeiscoun-
terbalanced by the fact that manual tracing of complex objects
requires more user attention and segmentation time for an accu-
rate delineation. We found that scaling a volume did not affect
the number user-guided Livewire contours needed, as the same
amount of these contours can still create valid turtle maps for all
slices.
3.2. Real medical data
The ﬁrst example presented here is a pair of ventricles seg-
mented from an MRI volume (Fig. 9(a)–(c)). Here, both disjoint
structures were segmented during the same task, using a total of
Table 2
Task time reduction, in seconds, achieved by our proposed method compared to performing 2DLW on each slice
(I) User (II) Auto (III) Fix (IV) Total (V) 2DLW (VI) Fraction (%)
Caudate 121.2 ± 11.42 1 .8 ± 1.3 0 143 ± 12.6 1242.6 ± 155.21 1 .5 ± 1.8
Torus 72 ± 9.31 3 .6 ± 1.50 8 5 .6 ± 9 519.2 ± 25.71 6 .5 ± 1.4
Fork 91.8 ± 8.73 7 .2 ± 1.8 0 129 ± 8.8 1128.4 ± 51.51 1 .5 ± 1.2
Ventricles 556.2 ± 54.57 3 ± 5.5 0 629.2 ± 50.8 3862.6 ± 230.21 6 .3 ± 1.4
Vertebra 741.8 ± 32.55 6 ± 43 8 .4 ± 22.3 836.2 ± 41.1 4283.2 ± 230.91 9 .5 ± 0.4
Pelvis 742.4 ±16 178.6 ± 18.4 126.8 ± 56.7 1047.8 ± 55 4626.6 ± 237 22.7 ± 1.5
Each step for the examples is averaged over ﬁve trials. Standard deviation values between each set of trials are included. (I) User-interaction time with our tool. (II)
Automatic processing time of our tool. (III) Time required for manual corrections. (IV) Total task time of our tool. (V) Task time using 2DLW on all slices. (VI)
Fraction of time (%) required for our tool compared to 2DLW on all slices (IV)/(V).Author's personal copy
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Fig. 9. Results of our proposed segmentation method on real 3D medical data. (a, d and g) Original 3D images of a human brain (T1-MRI), spine (CT), and pelvic
region (CT), respectively. (b, e and h) 3D plots of user-guided contours (red) and automatically generated contours (light blue). Twenty-four (red) used to segment
200 (cyan), 17 to segment 88, and 80 to segment 277, respectively. (c, f and i) Surface renderings of the segmented examples above, using our proposed method.
(For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of the article.)
24 input contours to automatically segment 105 slices (approx-
imately 200 contours). In order to accurately capture the tail
regions, a higher concentration of input contours was provided
there. All object features were successfully captured, including
the separation. Next, a vertebra was extracted from the male
CT scan of the VHP [50] (Fig. 9(d)–(f)). The human verte-
bra is toroidal, with pronounced protrusions. Also, the volume
contains multiple vertebrae, and parts of two vertebrae often
appear on the same slice. Here, our proposed method success-
fully extracted the vertebra using 17 input contours to segment
88 slices. Lastly, the human pelvis (Fig. 9(g)–(i)), also from the
CT scan of the VHP, was segmented using 80 input contours
to segment 277 slices. For this example, due to the very thin
bone characteristics at the ilium, the minimal number of input
Fig. 10. Our proposed method’s performance reﬂected in segmentation accuracy as AWGN is progressively added. (a) Slices of a left caudate mask with increasing
noise and PSNR levels of ∞, 20.0, 6.0, and 0. (b) Red line denotes the PSNR value corresponding to 96% accuracy, before which accuracy level stays consistently
high.VeryhighnoiselevelsobscurestheabilityoftheusertochoosereliableLivewireseedpoints,thusaffectingoverallaccuracy.(Forinterpretationofthereferences
to color in this ﬁgure legend, the reader is referred to the web version of the article.)Author's personal copy
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contours to create correct turtle maps at this area is difﬁcult to
achieve.Thisresultsinminorgapsinthesegmentation,butthese
gaps were easily ﬁxed with our tool using 2D Livewire to over-
write these problematic slices. The above examples were tested
for reproducibility and efﬁciency over non-expert manual seg-
mentation, as shown in Tables 1 and 2. Similar to the synthetic
data experiments, our proposed method is shown to be much
more efﬁcient than performing 2D Livewire on every slice in a
real medical image and the segmentation is highly reproducible
when provided different input contours.
3.3. Algorithm robustness and parameter sensitivity
Using consistent user-deﬁned seedpoints for the user-guided
contours, the caudate mask volume was subjected to incremen-
tal levels of AWGN and then segmented using our proposed
method. Accuracy levels were then plotted against the peak
signal to noise ratio (PSNR) of the volume, deﬁned as
PSNR = 20log10(max(object intensity)/σnoise).Thesegmenta-
tion results are shown in Fig. 10(a) and accuracy results are
shown in Fig. 10(b). As expected, the accuracy level decreases
as the increasing amount of noise corrupts the image, but our
method is able to recover much of the object even under high
amounts of noise.
Parameter selection was not a problem in obtaining accurate
results, and our implementation uses equal weighting for each
term in (1) (w1...5 = 1). Nevertheless, we investigated the effect
of parameter sensitivity on the synthetic examples in Fig. 8 to
determine the change in accuracy when varying each weight
value. We found that varying each weight by as much as ±50%
did not change the accuracy by more than 3.1% in the test
datasets.
4. Conclusions
Thispaperpresentedanovel,highlyautomated3DLivewire-
based segmentation technique which can not only seamlessly
handle arbitrarily complex shape topologies commonly found
in medical images, but also does so with minimal user super-
vision. Also, an intuitive segmentation tool based on this
framework was presented, which features easy transitions
between 2D and 3D Livewire modes, facilitates efﬁcient cor-
rection of user mistakes, and provides 3D visualization of the
result. Our proposed method was shown to successfully and
robustlysegmentavarietyofcomplexsyntheticobjectsandreal
anatomical structures with branchings, concavities/protrusions,
and non-spherical topologies. Tests of our method on real
3D medical data show a high degree of segmentation repro-
ducibility (up to 96.1%) and task time reduction (up to 83.7%
reduction when compared to using 2D Livewire on each
slice).
Development of this Livewire-based, highly automated
framework is ongoing. Enhancing algorithm robustness to
user-mistakes is the primary focus, and we are reﬁning the seg-
mentation tool’s user interface to be even more user-friendly.
Also, our proposed algorithm is being improved to achieve an
even higher efﬁciency.
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