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Electrokinetic Phenomena in Nanopore Transport
Nadanai Laohakunakorn
Biological and Soft Systems Sector
Department of Physics, Cavendish Laboratory
Nanopores are apertures of nanometric dimensions in an insulating matrix. They
are routinely used to sense and measure properties of single molecules such as
DNA. This sensing technique relies on the process of translocation, whereby a
molecule in aqueous solution moves through the pore under an applied electric
field. The presence of the molecule modulates the ionic current through the
pore, from which information can be obtained regarding the molecule’s proper-
ties. Whereas the electrical properties of the nanopore are relatively well known,
much less work has been done regarding their fluidic properties. In this thesis
I investigate the effects of fluid flow within the nanopore system. In particular,
the charged nature of the DNA and pore walls results in electrically-driven flows
called electroosmosis.
Using a setup which combines the nanopore with an optical trap to measure forces
with piconewton sensitivity, we elucidate the electroosmotic coupling between mul-
tiple DNA molecules inside the confined environment of the pore. Outside the
pore, these flows produce a nanofluidic jet, since the pore behaves like a small
electroosmotic pump. We show that this jet is well-described by the low Reynolds
number limit of the classical Landau-Squire solution of the Navier-Stokes equa-
tions. The properties of this jet vary in a complex way with changing conditions:
the jet reverses direction as a function of salt concentration, and exhibits asym-
metry with respect to voltage reversal. Using a combination of simulations and
analytic modelling, we are able to account for all of these effects.
The result of this work is a more complete understanding of the fluidic properties
of the nanopore. These effects govern the translocation process, and thus have
consequences for better control of single molecule sensing. Additionally, the phe-
nomena we have uncovered could potentially be harnessed in novel microfluidic
applications, whose technological implications range from lab-on-a-chip devices to
personalised medicine.
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“The secret to life is meaningless unless you discover it yourself.”
W. Somerset Maugham, ‘Of Human Bondage’
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Chapter 1
Introduction
‘What is life?’, Schro¨dinger contemplated famously in 1944. Despite the timeless-
ness of this question, what distinguished Schro¨dinger’s response was his conviction
that life should be explainable by physical laws [1]. Perhaps more than any other
single event, his 1944 lectures, delivered at Trinity College, Dublin, and later pub-
lished as a book, inspired an entire generation of scientists, including Watson and
Crick, to turn their attention towards biophysical problems, and the seminal in-
fluence this work had in developing the field of biophysics cannot be overstated
[2].
Today, biophysics is a firmly established endeavour. Its key tenet is that all life
processes, from molecular biology to evolutionary paleontology, are governed by
the laws of physics. The ancient concept of an external e´lan vital, or ‘vital force’,
as a prerequisite for life is made redundant. Instead, life can be thought of as
a physical system maintained far from thermodynamic equilibrium, which main-
tains its non-equilibrium state in the short term via homeostatic and metabolic
processes, and in the long term, via self-replication with error [2]. Replication
with mutation allows not only the maintenance of information across generations,
but also the production of new information, leading to the remarkable diversity of
life as we know it today.
Although such thinking can be applied to all aspects of biology, the most dramatic
and visible impact that physics has made to the biological sciences has been in the
mechanistic fields of molecular and physiological biology. Examples where physics
has supplied breakthroughs fundamental for biological understanding include the
1
2 Electrokinetic Phenomena in Nanopore Transport
elucidation of the double-helix structure of DNA using X-ray crystallography [3],
and the Hodgkin-Huxley model for the transmission of action potentials in nerve
cells [4]. One reason for this success is most likely technical: in molecular biology,
structure-function relationships are paramount, and physics is able to provide
numerous powerful techniques to measure both structure and functional processes
in living systems in a quantitative way. This makes the approach attractive to
biologists. Another reason is that thinking about complex biological systems in a
mathematical way is attractive to physicists; in fact Schro¨dinger himself stated,
perhaps to the horror of some of his colleagues, that
‘. . . living matter, while not eluding the “laws of physics” as estab-
lished up to date, is likely to involve “other laws of physics” hitherto
unknown, which. . . will form just as integral a part of this science as
the former.’ (Schro¨dinger, 1944 p. 69 [1])
In any case, the serendipitous development of a physical approach which coincided
with, and clearly contributed to, the molecular and genetic revolution in biology
has rapidly led to the modern science of biophysics as we know it today.
There are three major biophysical topics in this thesis which have direct links to
molecular biology, as well as intricate interrelationships with each other. These
are the fields of nanopore technology, single-molecule experiments, and micro- and
nanofluidics.
1.1 Nanopore technology
Nanopore technology concerns itself with the study and use of nanometric-sized
apertures in an insulating matrix. The field itself has developed from the study
of biological nanopores which function as molecular transporters across cell mem-
branes [5], as well as the increasing miniaturisation of the so-called ‘resistive pulse’
sensing technique. This principle takes advantage of modulations in the ionic cur-
rent through nanopores to detect the passage of particles [6, 7].
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1.1.1 Biological nanopores
Living cells are surrounded by a lipid bilayer membrane ∼ 5 nm thick. An essential
process in homeostasis is the control of transport across this membrane, which oth-
erwise forms an effective barrier separating the cell from its external environment.
Depending on the substance involved, transport can be achieved via diffusion (for
small neutral molecules such as dissolved gases), via small shuttle molecules called
ionophores, or with the help of large transmembrane protein structures [8].
One class of transporter proteins is the ion channel: these structures are usu-
ally highly selective for particular ions, and permit their passage with high fluxes
(∼ 107 ions per second). Differences between the internal and external ion con-
centrations, combined with the selectivity of channels for specific ions, lead to an
equilibrium electric potential across the membrane (which is of the order of a few
tens of mV in living cells). These channels also possess the property of gating:
an external factor, such as a chemical molecule or a changing voltage, can induce
the channel to open or close via a conformational change. These properties result
in the membrane being excitable; that is, an external agent can cause the depo-
larisation of the membrane by opening ion channels [5]. Combined with active
ion pumps to restore the equilibrium concentration gradient across the membrane,
such a system is the basis for electrically-excitable cells such as neurons and my-
ocytes.
The activity of individual ion channels was measured for the first time by Neher
and Sakmann using the patch-clamp technique [9], whereby a cell membrane is
sealed tightly onto the opening of a glass micropipette containing an electrode.
The tight ∼ GΩ seal allows measurement of ionic current with ∼ pA sensitivity,
which is sufficient to resolve the current through individual ion channels. This
technique gave rise to the field of modern electrophysiology.
Another class of transporter proteins is the protein pore. In contrast to ion
channels, these pores are usually much bigger, with a cross-section in excess of
a nanometre, which makes the pores permeable to water. These pores are not
found in excitable membranes as they lead to dissipation of electric potential and
concentration gradients; however they can be found in specialised cells such as
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those which reabsorb water in the collecting ducts of kidneys. They are also se-
creted by bacteria as toxins: the most famous example is α-haemolysin, which is
secreted by the bacterium Staphylococcus aureus in order to kill competitors [10].
The importance of transmembrane pumps, channels, and transporters is apparent
when one considers that there are over a hundred different types of channels found
in a typical eukaryotic cell membrane, all of which are tightly regulated [8]. These
nanopores are, in every sense of the word, vital for life.
1.1.2 Nanopores for sensing
In the 1940s, Coulter patented a device for ‘counting particles suspended in a
fluid’ [11]. Originally employed to count blood cells, the Coulter counter is now
standard equipment in hospitals worldwide [12]. It consists of two reservoirs filled
with salt solution and connected by an orifice several hundred µm in diameter.
The application of a voltage between the reservoirs generates a measurable steady
ionic current. Cells are pushed through the orifice using a pressure gradient, and as
they translocate, they modulate the effective orifice diameter, and hence electrical
resistance. This leads to transient resistive pulses in the ionic current. For this
reason, the technique is known as ‘resistive pulse sensing’.
In 1996 Kasianowicz et al. performed an experiment using purified protein pores
reconstituted into an artificial lipid membrane spanning a Teflon aperture. They
showed that resistive pulse sensing can be applied to detect individual single-
stranded (ss) DNA molecules passing through an α-haemolysin (α-HL) nanopore
[13], where the narrowest constriction is just 1.4 nm across. Thus, the first molec-
ular Coulter counter was created, which detects not cells but single molecules.
The realisation that single-molecule sensing with nanopores was possible spawned
a whole new field of resesarch [6, 7]. Translocations through α-HL were studied in
greater detail [14–17]. The first solid-state pores were made by drilling nanoscale
holes through silicon nitride membranes using a focused ion beam [18], and the
control of pore size was further refined using transmission electron microscopy
techniques [19]. In larger pores it was found that molecules could not only be
detected, but also that their conformation could be determined: translocating
DNA molecules were found to have multiple folding states, depending on their
configuration during the translocation process [20–22]. Secondary structures of
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molecules could be determined by unzipping, for instance, ssDNA hairpins [23] or
unwinding double-stranded (ds) DNA from a single-stranded end [24].
In part the excitement was due to the intriguing possibility that the ionic current
might contain sequence information for the DNA molecule. Certainly, polynu-
cleotides consisting of the four bases individually could be distinguished [25, 26].
However, single base pair discrimination seemed unfeasible due to the fast translo-
cation times of ∼ 1 µs per base pair, during which time ∼ 100 ions would flow.
For such small ion numbers, statistical fluctuations would overwhelm any differ-
ences in signal due to the different base structures. Efforts were thus made to slow
translocation down by varying external conditions [27] and modifying the pore
itself [28]. More advanced technologies arose based on the nanopore platform, by
employing additional complementary techniques such as optical sensing [29]. Most
recently, a parallel chip containing biological pores modified to have exonuclease
activity was developed by Oxford Nanopore Technology [30]. However, consider-
able further work is necessary before the nanopore field is able to disrupt standard
Sanger sequencing technology.
1.2 Single-molecule experiments
Single-molecule biophysics is a field made possible purely from measurement tech-
nology developed in the physics laboratory. The standard techniques of atomic
force microscopy (AFM), optical and magnetic tweezers, and single-molecule flu-
orescence have arisen as the logical extension of techniques such as the scanning
tunnelling microscope (in the case of the AFM), and the development and re-
finement of laser technology (in the case of optical tweezers and fluorescence mi-
croscopy). Single-molecule measurements have revolutionised the way biophysical
experiments are carried out. It is now possible to observe and manipulate individ-
ual biomolecules such as DNA in real time [31]. This allows for the measurement
of kinetic as well as dynamic properties of a particular process in unprecedented
detail.
An advantage of single-molecule, as opposed to bulk, measurements is that av-
eraging need not be carried out over the entire population. As such, short-lived
states such as an intermediate configuration during a conformational change can
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be observed directly, while such states would be masked in the bulk assay [31, 32].
Single-molecule approaches are thus a powerful complement to existing methods.
A famous early example of a single-molecule experiment is the stretching of dsDNA
using optical tweezers [33]. The elastic properties of DNA could for the first time
be investigated by fitting the force-extension curve to the ‘wormlike chain’ theory
formulated nearly half a century earlier by Kratky and Porod [34, 35]. This allows
for the extraction of the DNA’s persistence length. At an applied force of ∼ 65 pN,
the force-extension curve develops a plateau, corresponding to a phase transition
as the double helix unwinds. The system thus exhibits hysteresis, similar to the
magnetisation of a magnetic material.
An instrument such as the optical tweezers has force resolutions of the order of
pN, and position resolutions of nm: this is well-suited for the study of biological
systems, where processes occur close to the thermal background of ∼ kBT ≈ 4
pN·nm. Processes such as molecular conformational changes, molecular motor
stepping, and transport through nanopores occur over similar force and length
scales, and thus can be studied at high resolution.
1.3 Microfluidics
Single-molecule as well as nanopore experiments all take place in aqueous solu-
tion, and the behaviour of these systems is inextricably linked to the physics of
low-Reynolds number hydrodynamics. At these µm length scales, liquids behave
in interesting and often counterintuitive ways. The governing equations are linear,
the effect of viscosity is high, there is no turbulence, and surface forces dominate
over volume forces [36]. The study of microfluidics is of immense technological
value. Just as the miniaturisation of electronics led to a microelectronics rev-
olution, with the associated increase in processing capability and speed, it was
thought that the miniaturisation of fluidics would lead to a similar revolution; this
would enable massively parallel processing and detection of tiny (10−9 to 10−18
litres) sample volumes, creating a device known as a ‘lab-on-a-chip’. So far, the
full potential of such a system has not yet been realised, due to difficulties in
miniaturising sample preparation and detection in conjunction with the chip it-
self [37]. However the technology has already led to remarkable breakthroughs
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in high-throughput protein and drug screening, and in particular, single-cell and
single-molecule analysis and manipulation [37].
Coupled with the development of microfluidic devices is the need for inexpensive
and reliable microfabrication technologies. Elastomers are favoured over silicon
as the material of choice: an example is polydimethylsiloxane (PDMS), a soft,
biocompatible, optically transparent polymer. Its properties are ideal for many
applications of interest in microfluidics: its transparency allows optical detection,
and biocompatibility permits cell work. Its softness makes possible a new type
of fluid-activated valve with no moving parts, also known as the Quake valve
[38]. PDMS microstructures are easily made using molds printed using standard
lithography techniques inherited from the microelectronics industry.
In addition to valves, microfluidics presents challenges for pumps. As channel
geometries are reduced, the surface area to volume ratio increases; the pressure
required to drive a given flow through a channel of radius R scales as R−4, making
pressure-driven flows prohibitively inefficient in small channels. More efficient
pumps rely on surface forces, rather than volume forces: an example of this is flow
driven by electroosmosis [39]. Electroosmosis results when a tangential electric
field is applied to a charged surface placed in a conducting salt solution. The
charged surface attracts a screening layer of oppositely-charged ions, which are able
to move under the influence of the applied field. Viscosity transmits the charges’
momentum to the rest of the fluid, creating a uniform plug flow of constant velocity.
Techniques such as capillary electrophoresis take advantage of this uniform flow
to move analytes without dispersion.
Finally, a consequence of the linear fluid equations means that the fluidic equivalent
of an electronic diode, a device known as a flow rectifier, is difficult to engineer.
This is because reversing the driving force reverses the flow rate exactly, due to the
time-reversal symmetry of linear equations. Such devices require non-linearities
to be introduced into the system, either through specialised geometries [40] or
within the fluid itself (for instance, by making the fluid non-Newtonian) [41]. This
example serves as a useful reminder of the counter-intuitive phenomena inherent
in all microfluidic devices.
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1.4 Novel physical insights
In parallel with technological developments, nanopore research has produced new
physical insights. These concern both the physics of the nanopore itself as well as
that of the translocating molecule. An early, counterintuitive result was that DNA
molecules translocating at low salt concentrations result in not resistive pulses, but
conductive pulses: the ionic current actually increases during translocation [42, 43].
This effect arises from the conductivity of counterions travelling with the DNA. A
similar effect is that at low salt, the surface properties of the pore dominate the
ionic transport, due to reduced electrostatic screening [42].
The effect of hydrodynamics was observed to play an important role in the dy-
namics of the translocating polymer [21, 44], and electroosmosis was found to
govern the voltage-driven translocation process [45–47]. The hydrophobicity of
the pore surface can also lead to enhanced flow rates as the fluid slips along the
surface [48–50]. Studies of nanopore physics therefore lead naturally to studies of
confined fluids.
In addition, because the nanopore is in effect a nanoscale force transducer for
charged macromolecules, it can be employed in force spectroscopy experiments.
For instance, equilibrium free energies of DNA hairpins can be determined in
unzipping experiments [23, 51]. Studying forces and fluctuations at the kBT scale
allow non-equilibrium thermodynamics of small systems to be directly tested; in
particular, single-molecule experiments are a unique platform for testing these
basic aspects of statistical mechanics [31, 52].
Certainly, the study of these systems reveals a wealth of new physical phenomena,
which has the potential to be harnessed in the most creative ways.
1.5 Aim
The aim of this thesis is to investigate novel physical phenomena in and around
a nanopore. We will employ optical tweezers to experimentally probe the internal
as well as the external environment, focusing on hydrodynamic and electrokinetic
effects. These are complemented by finite element simulations which allow us to
study experimentally-inaccessible regions of the system.
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Chapter 2 will introduce the basic theories which describe the continuum trans-
port of solute and solvent through a nanopore: this is achieved using the classical
Poisson, Nernst-Planck, and Stokes equations.
Chapter 3 will describe the experimental setup, which consists of a nanopore
based on glass nanocapillaries, combined with optical tweezers.
Chapter 4 will present observations of electroosmotic coupling between multiple
translocating DNA molecules. These are tethered to a bead held in the optical
trap, whose force signal is a direct measure of the internal hydrodynamic environ-
ment of the pore.
Chapter 5 will introduce a method for measuring the electroosmotic flow fields
outside the pore, which can be described with a classical solution.
Chapter 6 will demonstrate that the external flow results from electroosmotic
flows generated in the interior of the pore as well as the exterior walls; the com-
petition between these two effects can lead to counterintuitive large-scale reversal
effects under certain conditions.
Chapter 7 will show the finite element simulation results for the interior electroos-
motic flow of the pore, which exhibits a flow rectification asymmetry. Although not
presently accessible in experiments, this rectification has important consequences
for the future design of microfluidic flow rectifiers.
Chapter 8 and 9 present the outlook and conclusions of our work.
Biophysics will remain a vitally important science in the 21st century, as the com-
plexity of biology is increasingly tackled using mathematical abstraction and quan-
titative analyses. At the same time, the insights gained will not only lead to in-
creased biological understanding, but also stimulate technological development.
We have already seen how biological systems can be used in more interdisciplinary
applications: the α-HL pore, originally a simple bacterial toxin, is now the basis
of an active field of research devoted not merely to biology but to sensing and per-
haps sequencing. The distinctions between biology, physics, and engineering are
being blurred more rapidly than Schro¨dinger could have imagined back in 1944.

Chapter 2
Electrokinetics in Nanopores
Our discussion begins with an introduction to the relevant physics governing trans-
port processes through nanopores. For very small nanopores a few A˚ngstro¨ms in
diameter, the discrete nature of solvent and ion transport is important. The ma-
jor interaction is electrostatic in nature, and due to significant confinement effects,
the entropic barrier created by the pore governs the transport properties of even
very small ions. For larger pores, however, it turns out that the atomic details can
be incorporated into coarse-grained boundary conditions parameterised by just
a few numbers, and the rest of the fluid can be very well approximated by the
equations of classical continuum physics [53, 54]. The observation that classical
physics still works at lengthscales of a few tens of nanometres is somewhat sur-
prising (and in fact, continuum models can work for even the smallest pores, if
effective boundary conditions are used). What is more unexpected though is that
even in systems such as these, where there are unlikely to be new fundamental
laws of physics, there still exists a wealth of counterintuitive and often baﬄing
phenomena. Of course these arise from the boundary conditions themselves; the
diversity of effects observed result from the behaviour of a set of highly coupled
equations obeying complicated and nonlinear boundary conditions.
The most successful approach for describing physics at these lengthscales is a set
of three coupled classical equations: these are the Poisson equation governing
the electric potential, the Nernst-Planck equation governing ionic concentrations,
and the Stokes equation governing fluid flow. Some authors refer to this model
as the ‘space-charge model’ [55, 56] (to distinguish it from other models where
certain approximations are made); however the essence of the model is just that
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it involves the full coupling of the Poisson, Nernst-Planck, and Stokes equations,
without approximations. Let us now look at these equations in detail.
2.1 Coupled Poisson-Nernst-Planck-Stokes equations
The Poisson equation describes the electric potential φ(r) due to a charge distri-
bution ρe(r), and is given by
∇2φ(r) = −ρe(r)
0r
, (2.1)
where 0 ∼ 8.85×10−12 F/m is the permittivity of free space and r is the material-
dependent relative permittivity. The charge distribution itself can be related to
the molar ionic concentrations using ρe(r) = NAe
∑
zici(r), where NA ∼ 6× 1023
mol−1 is Avogadro’s constant, e ∼ 1.6 × 10−19 C is the elementary charge, zi the
valency of species i, and ci(r) the molar concentration of species i. In almost all our
experiments the fluid is a binary symmetric solution of potassium chloride (KCl),
and thus the equation for space charge density becomes ρe(r) = NAe[cK+(r) −
cCl−(r)].
The Nernst-Planck equation describes the flux J i of an ionic species i. There are
three contributions to the total ionic flux.
The first is a flux due to concentration gradients, which is described by Fick’s first
law J i,1 = −Di∇ci(r), where Di is the diffusion constant of the species i.
The second contribution is the flux due to an electric field E = −∇φ(r); from
the force on one ion qE = γv, where the drag coefficient γ = kBT/D and v the
velocity of the particle, we have that the flux for a distribution of species i is
J i,2 = −Dizieci(r)∇φ(r)/kBT , where kB ∼ 1.38× 10−23 J·K−1 is the Boltzmann
constant, and T the absolute temperature.
The final contribution to flux comes from the advection of ions by the fluid velocity
field u(r); this contribution is expressed as J i,3 = ci(r)u(r). Putting all of the
terms together, we obtain the Nernst-Planck equation:
J i = −Di∇ci(r)− Di
kBT
zieci(r)∇φ(r) + ci(r)u(r). (2.2)
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Written in this form, the equation gives an expression for the molar concentration
flux (mol·m−2s−1).
Under isothermal conditions, a Newtonian fluid is fully described by the continuity
and momentum (Navier-Stokes) equations:
∂ρ
∂t
+∇ · (ρu) = 0 (2.3)
ρ
∂u
∂t
+ ρ(u · ∇)u = −∇p+ µ∇2u+
∑
f ext, (2.4)
where ρ is the mass density, p the pressure, µ the dynamic viscosity, and f ext are
external forces applied to the fluid. The explicit position dependence of the various
scalar and vector fields are not shown for clarity. A number of approximations can
immediately be made to reduce the complexity of this set of equations. In our
system, velocities u cs where cs ≈ 1500 m/s is the speed of sound in the fluid;
thus to a very good approximation the flow is incompressible (∇·u = 0). The term
ρ(u · ∇)u is a measure of advective momentum transport, while µ∇2u measures
viscous momentum transport. The ratio of these two terms yields a dimensionless
quantity, the Reynolds number Re = ρvL/µ, where v and L are characteristic
velocity and length scales associated with the system of interest. In the limit
that viscous forces are large compared to inertial forces, the advective term in the
Navier-Stokes equation can be neglected. Finally, under conditions of steady flow
(∂u/∂t = 0), we end up with a much simplified momentum equation:
µ∇2u = ∇p−
∑
f ext. (2.5)
This is the Stokes equation, and is valid for fluid flows under very low Reynolds
numbers (the so-called ‘creeping flow’ approximation). The maximum Re in our
experimental system is ∼ 0.1.
Equations 2.1, 2.2, and 2.5 between them govern all the physics of transport inside
nanopores. They are valid in systems where the ionic concentration is not too
high: as the ion density increases, finite-volume effects as well as non-isotropic ion
mobilities must be taken into account [57]. Near surfaces, the electric permittivity
can behave as a tensorial quantity, which varies as a function of position and
direction [54]. Given that we are aware of the limitations of the equations, we can
proceed to solve them, and in order to do so, we must first consider the boundaries
of the system.
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x
Figure 2.1: The geometry for the infinte plane.
2.2 The electric double layer
2.2.1 The infinite plane: a toy model
The simplest boundary to look at is an infinite plane (Figure 2.1). By symmetry,
the only variations in quantities are in the normal direction to the plane, and
the problem becomes one dimensional. Under steady, zero-flow conditions the
Nernst-Planck equations reduce to
zieci
kBT
dφ
dx
= −dci
dx
, (2.6)
where x is the normal distance from the plane. The solution immediately gives
us that the concentration and electric potential are related to each other via a
Boltzmann relation,
ci(r) = ci,0 exp
(
−zieφ(x)
kBT
)
, (2.7)
where ci,0 is the concentration at x = ∞. To determine the spatial dependence
explicitly we substitute this expression into the Poisson equation:
d2φ(x)
dx2
= −NAe
0r
∑
zici(x) (2.8)
= −NAe
0r
∑
zici,0 exp
(
−zieφ(x)
kBT
)
. (2.9)
For a symmetric binary electrolyte with a bulk concentration of c0, the equation
becomes
d2φ(x)
dx2
=
2NAe
0r
c0 sinh
(
eφ(x)
kBT
)
. (2.10)
This Poisson-Boltzmann equation allows us to determine the varying electric po-
tential profile (or equivalently, variations in ionic concentrations: they are related
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by the Boltzmann relation). Where do these variations arise from? A trivial solu-
tion of the equations is that there are no variations in electric potential, in which
case the concentration is the same everywhere. However, when the surface itself
is charged, or held at a constant electric potential, we obtain more interesting
results. Let us assume that the surface now contains a charge density of σs C/m
2.
This charge density sets a boundary condition for the electric field, due to Gauss’s
theorem:
−dφ(x)
dx
∣∣∣∣
x=0
=
σs
0r
. (2.11)
The Poisson-Boltzmann equation can only be solved exactly for a few cases, and
the infinite plane is one of them [58]. The equation can be linearised, however,
when the quantity eφ(x)/kBT  1; in practice this sets a limit of |φ| . |kBT/e| =
25 mV. In this so-called Debye-Hu¨ckel approximation, the number of geometries
where analytic solutions are possible increases dramatically, and it is instructive
to look at solutions to the Debye-Hu¨ckel equation because physical behaviour
is already captured in the qualitative features of these solutions. Applying the
linearisation, therefore, we have
d2φ(x)
dx2
=
2NAe
2c0
kBT0r
φ(x). (2.12)
Using the boundary condition 2.11, and requiring that solutions do not diverge at
infinity, we obtain
φ(x) =
σs
0rκ
exp(−κx), (2.13)
where
κ−1 =
√
kBT0r
2NAe2c0
= λD (2.14)
is the Debye length, a characteristic lengthscale over which the electric potential
decays. The quantity
φs =
σs
0rκ
(2.15)
can be thought of as the surface potential. The solution for the electric potential
is shown in Figure 2.2A. By substituting the potential back into the Boltzmann
relation (eq. 2.7) we can determine the spatial profile of the ionic concentrations;
this is shown in Figure 2.2B.
Although we have made many approximations, equations 2.13 and 2.15 already
provide physical intuition about what is going on. For a charged surface in contact
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Figure 2.2: Solutions for the infinite plane. A The electric potential nor-
malised to the surface potential φs. B The concentration of counterions (blue)
and coions (green), normalised to the bulk concentration c0 (dashed line). C
The electroosmotic velocity normalised to the far-field Helmholtz Smoluchowski
velocity uHS . The quantities are plotted as a function of the perpendicular dis-
tance from the surface x, measured in units of the Debye length λD. It can be
seen that variations of all quantities are greatest within the Debye length.
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Figure 2.3: Salt dependence of the Debye length. A The Debye length
reduces as salt concentration is increased. This is due to the increased screening
of the charged surface at high salt concentrations. B The inverse Debye length
κ = 1/λD therefore increases with salt concentration: this parameter appears
very often in our equations and can be thought of as a value which characterises
salt concentration.
with an ionic solution, the electric potential decays away from the surface over a
screening length given by λD. This decay is due to the buildup of oppositely
charged counterions near the surface, and a depletion of similarly-charged coions.
The concentration of counterions near the surface gives this system its name:
the electric double layer (EDL). Far from the surface, the potential is perfectly
screened: two charged surfaces separated from each other by many times the Debye
length do not feel each other electrostatically.
The Debye length varies as a function of salt concentration (eq. 2.14): at low salt,
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the screening length is longer than at high salt. Intuitively this can be understood
because low salt concentrations contain a lower density of screening ions compared
to high concentrations. At a given distance from the surface, the screening at low
salt is thus less effective than at high salt, resulting in the surface electric field
penetrating more deeply into the bulk fluid. The relationship between Debye
length and concentration is exactly analogous to the relationship between skin
depth and conductivity in metallic conductors.
Given a fixed surface charge, therefore, as the salt concentration is decreased, λD
increases; κ, which can be thought of as a parameter characterising the salt con-
centration, decreases. The behaviour of λD and κ with changing salt concentration
is shown in Figure 2.3.
As the salt concentration decreases, eq. 2.15 predicts that the surface potential
φs must therefore increase. It turns out that electrokinetics, which is concerned
with electrically-driven fluid flows near electric double layers, is governed by the
surface potential. Just from this toy model, we can already predict an important
effect: the amplification of electrokinetic effects at low salt concentrations.
2.2.2 More realistic models of the EDL
Although our simple model does a good job of presenting a basic physical intuition,
it is worth spending some time considering what a more realistic model of the EDL
looks like. The surfaces of nanopores and other microfluidic devices made from
glass or silica will acquire a negative charge due to the dissociation of silanol groups
when exposed to water [59]:
SiOH
 SiO− + H+. (2.16)
Helmholtz [60] was the first to realise that a charged surface immersed in an
electrolyte will attract opposite charges, and hence can store energy as a capacitor.
This model assumed static charges on the surface; it was Gouy and Chapman who
in 1910–1913 proposed a diffuse model similar to our toy model above, where
the electric potential decays exponentially away from the surface. Because of
the Debye-Hu¨ckel limitation (|φ| < 25 mV), this model fails for surfaces of high
charge or potential where this condition is not met. Stern in 1924 combined the
Helmholtz and Gouy-Chapman models to create a model consisting of an inner
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Figure 2.4: The electric double layer. For a negatively charged surface, the
Stern layer consists of nonspecific adsorbed anions (green) which form the inner
Helmholtz plane, and nonspecific adsorbed hydrated counterions, which form
the outer Helmholtz plane. Beyond the Stern layer is a diffuse layer where ions
are mobile perpendicular as well as parallel to the surface. A slip plane exists
beyond which bulk fluid motion is possible. The electric potential at that plane
is defined as the ζ-potential. Adapted from [56].
layer of adsorbed charges, called the Stern layer, with an outer diffuse Gouy-
Chapman model [61]. Finally, in 1947 Grahame took into account the hydration
of ions [62], which results in the most commonly-used reference model for the EDL
today. This model is shown in Figure 2.4 [63].
The first layer of the EDL is the Stern layer of ions directly adsorbed onto the
surface; the ions form a plane called the inner Helmholtz plane (IHP). The second
layer is a layer of hydrated adsorbed ions, which form the outer Helmholtz plane
(OHP). Outside the OHP is the Gouy-Chapman diffuse layer, which extends all
the way into the bulk. At some distance outside the OHP, a slip plane exists,
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where bulk motion of the solvent becomes possible. Because the diffuse layer is
well-described by the continuum equations, and the continuum description of the
fluid stops at the slip plane, it is the electric potential at this slip plane which is
the experimentally accessible quantity. Within the context of our Poisson-Nernst-
Planck formalism, we can determine the surface potential (φs as defined above)
from direct electrokinetic measurements. This value corresponds precisely to the
slip plane potential, which is termed the ‘ζ-potential’.
It is important to bear in mind that when we extract ζ from measurements we
assume a reference model for the EDL, and thus the validity of this approach is
limited by the validity of the model: as discussed in Section 2.1, this consists of,
for instance, moderate ionic concentrations and regions not too close to a surface.
The ζ-potential is a function of the salt concentration (as discussed earlier); it
is also a function of the surface chemistry, and hence the pH, which controls the
silanol equilibrium in eq. 2.16. ζ is a function of temperature, which affects
the EDL thickness as well as silanol and adsorption equilibria. Finally, ζ can be
affected by the valency and size of counterions, which are important parameters
in more complex electrolytes. The ζ-potential thus incorporates a large amount of
information into just one number. It is therefore necessary to control or otherwise
take into account these conditions as far as possible when evaluating the ζ-potential
[58].
With this understanding in mind, one can decide whether to investigate the EDL
inside the slip plane, in which case atomistic and molecular dynamics techniques
are required, and a knowledge of surface chemistry; or one can investigate effects
outside the slip plane, in which case the details of the Stern layer and Helmholtz
planes etc. are subsumed into the ζ-potential, which becomes the boundary con-
dition for the continuum equations. It is the latter approach which we will take
for our study of transport in nanopores.
2.3 Electroosmosis
The very existence of the EDL bestows the system with the potential for certain
types of phenomena, broadly termed electrokinetics [63]: because there is a net
charge density in an otherwise electrically neutral fluid, the application of an
Chapter 2. Electrokinetics in Nanopores 21
external electric field will drive fluid flows close to the surface. Going back to our
infinite plane model, suppose we apply a tangential electric field Ez, where z is
the direction parallel to the surface. The Stokes equation now reads
0 = µ
∂2uz(x)
∂x2
+ ρe(x)Ez. (2.17)
By symmetry there are no pressure gradients in the z-direction. Because we know
that ρe(r) = −0rκ2φ(r), it is a simple task to integrate this equation:
∂2uz(x)
∂x2
= −0rκ
2
µ
φ(x)Ez (2.18)
= −σsκEz
µ
exp(−κx), (2.19)
giving
uz(x) =
σsEz
µκ
[1− exp(−κx)] (2.20)
=
0rζEz
µ
[1− exp(−κx)], (2.21)
where we have used the boundary conditions that uz|x = 0 and ∂xuz|∞ = 0, and
in the last line we have used the relation 2.15.
This result shows that a tangential electric field applied to a charged planar surface
submerged in an ionic solution generates a fluid flow, as shown in Figure 2.2C; this
flow field is subject to a no-slip boundary condition at the surface, and increases
over the Debye length (in the same way that the electric potential does) before
saturating at a value uHS = 0rζEz/µ at distances much greater than the Debye
length; the flow profile is then constant at this value out to infinity. This saturating
value uHS is called the Helmholtz-Smoluchowski velocity; equivalently we can
define the ratio µEO = uHS/E = 0rζ/µ, which is the electroosmotic mobility.
This phenomenon is called electroosmotic flow (EOF), and is of considerable im-
portance in microfluidic applications. Practically speaking, it means that charged
surfaces generate a constant-velocity flow profile (the so-called ‘plug flow’) in the
far field, which is useful for dispersion-free transport of analytes. Because it is a
surface-generated effect, as physical dimensions shrink and surface-area-to-volume
ratios increase, it becomes a much more efficient way of pumping fluid (compared
to volume forces such as pressure). Of course there is a practical limit to how far
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the plug flow profile can be maintained. At large enough distances, pressure and
inertial effects become important, and the Stokes flow equation is no longer valid.
But in practice the flows can be plug-like in channels many tens of µm in size.
For calculations involving systems with geometries much bigger than the Debye
length, a good approximation to modelling EOF is not to calculate the profile
within the Debye length but to instead impose a slip boundary condition for the
fluid equations equal to uHS. In a similar way that the details of the Stern layer
are subsumed into the ζ-potential, the entire EDL can be parameterised by uHS
for the purposes of solving the fluid equations. This second level of coarse-graining
is a useful approximation, but only when the ‘thin Debye layer limit’ is fulfilled.
As hinted at before, we can see that the ζ-potential is the only parameter that
links surface properties with flow profiles. As the salt concentration is reduced, ζ
increases, and EOF velocities increase.
2.4 Electrophoresis
An interesting question arises when we consider what happens if we allow our
infinite plane to move through a quiescent fluid; in other words, if we require that
uz|∞ = 0. Because this is just a shift in reference frames, we have straight away
that
uz(x) = −0rζEz
µ
exp(−κx). (2.22)
So, if we require the fluid at infinity to be at rest, then the plane must move with
a velocity −uHS; the flow profile is still the same but the direction is reversed.
We can see that the equations 2.21 and 2.22 describe the relative motion of fluid
between the surface and bulk. When the surface is immobilised, then bulk fluid
is driven in an electroosmotic flow. If the bulk is at rest, then the surface moves:
this is called electrophoresis. The mobilities of both have the same magnitude but
opposite directions, and both are governed by the ζ-potential.
It turns out that the mobility µEP = 0rζ/µ is only valid in the case of thin Debye
layers; the analysis of electrophoresis in the general case is a difficult problem [64].
But these simple models still clearly highlight the fact that electrophoresis, and
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electrokinetic effects in general, arise from the EDL, and importantly, that large-
scale effects such as these give us access to the small-scale properties of the EDL
through the ζ-potential.
2.5 Electrophoretic translocation of polymers
We now turn to a more realistic problem, to demonstrate the roles that electroos-
mosis and electrophoresis play in the voltage-driven translocation of polymers
through nanopores. For this problem we have to adapt our models to a cylindrical
geometry; the methodology is still the same, and although composed of different
functions, the solutions will still have the same qualitative behaviour as before.
2.5.1 Electroosmosis in a cylindrical nanopore
In the analogous way that we derived electroosmosis for a plane, we can apply the
same method to look at electroosmosis, but this time in an infinite cylinder. This
involves solving first for the electric potential, followed by the fluid velocity. In all
cases we assume the Debye-Hu¨ckel approximation for small ζ-potentials.
The Debye-Hu¨ckel equation for the electric potential now reads
1
r
∂
∂r
(
r
∂φ(r)
∂r
)
= κ2φ(r), (2.23)
where r is now the radial coordinate in the standard cylindrical coordinate system.
The solution to this equation is
φ(r) =
σs
0rκ
I0(κr)
I1(κR)
, (2.24)
where R is the cylinder radius, and In is the n
th-order modified Bessel function
of the first kind [65]. This result is analogous to 2.13, and we can define the
ζ-potential in the same way as in 2.15:
ζ =
σs
0rκ
I0(κR)
I1(κR)
. (2.25)
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For an axial electric field Ez, the Stokes equation becomes
µ
1
r
∂
∂r
(
r
∂uz
∂r
)
= 0rκ
2ζEz
I0(κr)
I0(κR)
, (2.26)
which can be integrated to give finally
uz = −0rζEz
µ
(
1− I0(κr)
I0(κR)
)
. (2.27)
For a negatively-charged surface, the flow direction is determined by the motion of
positive counterions: the flow moves away from the positive electrode. The electric
potential and EOF velocity profiles for the infinite cylinder are shown in Figure
2.5, and a cartoon of the effect is shown in Figure 2.6A. The velocity profile 2.27
has similar properties to 2.21; however the Bessel functions reflect the property
that the fluid flow is now confined within the cylindrical geometry.
2.5.2 A translocating polymer in a cylindrical pore
The easiest way to introduce a polymer to the model is to assume that it is a thin-
ner cylinder located at the centre of the pore. Of course this is an approximation
as in reality the polymer can explore the entire lumen of the pore, but for the
sake of obtaining an analytic solution, let the polymer be a coaxial cylinder with
radius a and length L, moving with a velocity v relative to the pore walls. The
approximation that the polymer is fully stretched and rigid, and our neglect of end
effects due to the finite length of the polymer, will be discussed in more detail in
Chapter 3. This configuration for polymer translocation is shown in Figure 2.6B.
The following discussion follows closely the results presented in ref. [46].
In outline, the method is to solve for the electroosmotic flow profiles inside the pore,
as we have done earlier. The forces experienced the polymer are the electric force,
due to the polymer charge, and the viscous drag force, arising from electroosmotic
velocity gradients. In fact, an explicit calculation of the electric potential is not
necessary, because the gradient ∂rφ|a which arises in the expression for the electric
force also arises when the velocity profile uz = f(φ) is differentiated to obtain the
viscous drag. In writing down the net force we can eliminate this quantity entirely
from the expression.
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Figure 2.5: Solutions for the infinite cylinder. A The dimensionless electric
potential inside an infinite cylinder of radius R, for three different salt con-
centrations parameterised by κ = 1, 2, and 5 (in units of R−1). The surface
charge is held constant, which is a reasonable approximation at high (∼ 100
mM) concentrations (for lower concentrations the chemical equilibrium which
determines the ionization of the surface must be taken into account). As the
salt concentration decreases, the surface potential increases. However the elec-
tric field at the surface, which is given by the gradient of φ, remains constant
due to the constant surface charge. B The electroosmotic velocity profile for
the same conditions as in (A). At higher salt concentrations the flow decreases
in magnitude, and takes on a more plug-like shape as the Debye layers become
increasingly separated.
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Figure 2.6: Electrokinetic phenomena in cylindrical pores. A A voltage
applied across a negatively-charged pore results in electroosmotic flows from
the positive to the negative terminal (blue arrows). B The case of polymer
translocation can be modelled by introducing a thin coaxial cylinder to the pore.
The negatively-charged polymer moves upwards at a velocity v, and is subject
to an electric force Fe as well as a viscous drag force Fv (large black arrows).
For a constant velocity v, the forces are in balance. C The translocation can be
stalled by applying an additional tether force Ft such that v = 0.
As before, we begin by solving the Stokes equation
µ
1
r
∂
∂r
(
r
∂uz
∂r
)
= 0rEz
1
r
∂
∂r
(
r
∂φ(r)
∂r
)
, (2.28)
but this time subject to the boundary conditions
φ(a) = ζp (2.29)
φ(R) = ζw (2.30)
and
uz(a) = v (2.31)
uz(R) = 0. (2.32)
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ζp and ζw are the ζ-potentials of the polymer and pore walls respectively. The
solution of this equation is the flow profile
uz(r)
ue
=
φ(r)− ζw
ζp
+
(
v
ue
+
ζw − ζp
ζp
)
ln(r/R)
ln(a/R)
, (2.33)
where ue = 0rζpEz/µ, a characteristic electrophoretic velocity. During translo-
cation, we assume the polymer moves at constant velocity, and thus the net force
must be zero. The electric (Fe) and viscous (Fv) forces are given by:
Fe = −2pia0rEz ∂φ
∂r
∣∣∣∣
a
(2.34)
Fv = 2piaµ
∂uz
∂r
∣∣∣∣
a
, (2.35)
where we have expressed the surface charge of the polymer in terms of Gauss’s law
at the polymer surface. Using the force balance Fe + Fv = 0, we can write down
an expression for the translocation velocity:
v = ue
(
1− ζw
ζp
)
. (2.36)
From hydrodynamic arguments alone, we have obtained a result for polymer
translocation speeds which can be compared favourably with experiments [46].
Refinements to this simple model which result in more accurate agreement in-
clude reduced ionic mobility near surfaces, and screening of surface charges by
immobilised adsorbed counterions [45].
Additionally, the hydrodynamic nature of the translocation force is apparent: the
electrophoretic force which results in the mobility 0rζp/µ is modulated by a
resistive electroosmotic flow, which exerts a viscous drag Fv on the polymer. The
contribution of this flow arises in the ζ-potential contrast ζw/ζp: for an uncharged
pore, the polymer moves through at the ‘full’ velocity of ue, but as the pore charge
and hence ζw increases, the resistive component of electroosmosis reduces the
translocation velocity. For the case ζw = ζp, this model predicts no translocation
at all. On the other hand if the sign of the pore charge is opposite to the polymer
charge, the EOF actually assists the translocation process, and increases the overall
translocation speed.
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2.5.3 A tethered polymer in a cylindrical pore
Finally, we can calculate results for a very closely related problem which is a major
topic of this thesis: the case of a tethered polymer, also known as a stalled translo-
cation experiment (Figure 2.6C). The molecule is prevented from translocating by
an external force such as that supplied by optical tweezers. The arguments here
follow those from ref. [47]. The equation to be solved is the same as before:
µ
1
r
∂
∂r
(
r
∂uz
∂r
)
= 0rEz
1
r
∂
∂r
(
r
∂φ(r)
∂r
)
. (2.37)
This time the polymer does not move (v = 0), and the boundary conditions are
φ(a) = ζp (2.38)
φ(R) = ζw (2.39)
and
uz(a) = uz(R) = 0. (2.40)
The solution is the same flow profile as 2.33 but with v = 0:
uz(r) =
0rEz
µ
(
φ(r)− ζw + (ζw − ζp) ln(r/R)
ln(a/R)
)
. (2.41)
The force balance now reads −Ft = Fe + Fv, where Ft is the tether force required
to stall translocation. Using the expressions 2.34 and 2.35 for the forces, we obtain
the expression
Ft = −2pi0rLEz(ζw − ζp)
ln(a/R)
. (2.42)
Again, we see that the tether force depends on the ζ potential contrast: for ζw = ζp,
the force is zero. What is also interesting is the dependence on pore size: as R
increases, the electroosmotic flow profile inside the pore increases and, crucially,
the flow gradient increases at the polymer surface; it is not just the fact that the
overall flow increases in magnitude, but its increased gradient, which determines
the overall shear stress and hence viscous drag Fv on the polymer. The increased
drag results in a reduced tether force in large pores which scales as [ln(a/R)]−1, as
observed in experiments [45]. An important message from this discussion, then, is
that consideration of the geometry is essential in the investigation of hydrodynam-
ics in nanopores. Although the ζ-potentials generate the flows in the first place,
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the resulting flow profiles, forces, and fluxes all depend on geometric factors.
2.6 Conclusion
As we have seen, simple considerations of the governing Poisson, Nernst-Planck,
and Stokes equations can already lead to quite complicated and subtle effects. The
fields of nanopore technology and microfluidics are based around these fundamen-
tal principles, and understanding them leads to improved rational design of devices
as well as a greater appreciation of the wealth of phenomena present at these small
length scales. Although we have not mentioned effects other than hydrodynamics
in our consideration of nanopore transport, the fact that experimental results are
observed to agree with the hydrodynamic equations suggest that this is the most
important effect, for the pore sizes we are considering (larger than ∼ 10 nm). In
the next section we will talk about how we can study these effects experimentally.

Chapter 3
Combined Optical Tweezers and
Nanopores
In order to study nanopores, we must first decide on a nanopore system to use.
A simple, low-cost, and robust system is that of glass nanopores based on glass
capillaries. These are the nanoscale equivalents of patch clamp micropipettes used
in electrophysiology. Due to the large and active nature of research in that field,
substantial infrastructure is already in place for producing glass capillaries, and
very well-controlled bench-top methods exist to pull them into experiment-ready
form. We can immediately take advantage of this existing knowledge when we use
glass nanopores.
The standard experimental measurement involving nanopores is ionic current
sensing. Low-noise current measurements through nanopores can give enormous
amounts of information on the nanopore itself as well as on the molecules under-
going translocation through them. However, a powerful way forward is to combine
current detection with a complementary technique. We have done this with op-
tical tweezers, an instrument capable of manipulating and measuring forces on
micron-sized probe particles. By judiciously preparing the particles, either by
changing their geometry or functionalising them with various molecules, we are
able to study the environment within and around the nanopore in unprecedented
detail.
In this chapter, we first describe our glass nanopores, their fabrication, and meth-
ods to characterise them. In the second section, we introduce the theory of optical
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trapping, and describe our optical tweezers setup in detail. Finally, we introduce
the standard stalled translocation experiment, where a single DNA molecule is
stretched between the nanopore and an optically-trapped bead. We demonstrate
that our observations are consistent with previous studies, ensuring that we are in
a good position to use the setup for new investigations.
3.1 Nanopores based on glass nanocapillaries
Glass nanocapillaries are very closely related to the electrophysiological patch
clamp micropipette. These are fabricated by applying heat to melt a hollow glass
capillary, and a force to pull it apart from two sides, resulting in two tapering
conical capillaries with open ends. By increasing the heat and force applied, the
size of the opening can be reduced, producing pores with nanometric dimensions.
Compared to solid-state pores in membranes, glass pores exhibit similar low levels
of noise and can be used for single-molecule resistive pulse sensing with very similar
levels of accuracy and resolution [66, 67]. Because of their rapid, easy fabrication
and low cost, they are the pores of choice in our laboratory.
3.1.1 Fabrication of glass nanopores
The raw materials for making glass nanopores are hollow glass capillaries. Table
3.1 shows the properties of the three different types of capillaries used. These were
ordered from two suppliers, Intracel (UK) and Hilgenberg (Germany). In order
to fabricate nanopores, the capillaries are loaded into a commercial laser pipette
puller, the P-2000 (Sutter Instruments, CA, USA). In this machine, the capillary
is subject to tension on both ends via a spring-loaded pulley system. A 20 W
CO2 laser beam is shone onto a retro mirror which subjects the central part of
the capillary to an even illumination. The emission wavelength of the CO2 laser
(near 10 µm) is close to that of the resonant frequency of the SiO2 lattice in glass,
resulting in efficient heating and a very rapid rise in temperature [68]. As the
viscosity of the glass reduces, the applied tension causes the capillary to begin to
pull apart. Volume conservation results in a gradually reducing wall thickness as
the capillary elongates. A final strong mechanical pull separates the capillary into
two parts, each with a tapering conical section terminating in an open pore. A
cartoon of this process is shown in Figure 3.1A.
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Capillary Glass O.D. I.D. Length Manufacturer
Number (mm) (mm) (mm)
1 quartz 0.5 0.2 70 Intracel
2 quartz 0.5 0.3 70 Intracel
3 borosilicate 0.4 0.2 70 Hilgenberg
Table 3.1: Properties of glass capillaries. O.D. = outer diameter, I.D. = inner
diameter.
Capillary Heat Fil Vel Delay Pull Pore diameter Pull time
Number (nm) (s)
1 480 0 25 170 200 15± 3 0.95± 0.03
2 450 0 25 170 150 148± 25 0.81± 0.06
3 170 0 16 130 95 1018± 30 1.04± 0.05
Table 3.2: Pulling parameters and properties of pulled capillaries. The average
pore size was measured using the SEM (Numbers 1 and 2) or a calibrated light
microscope (Number 3).
The P-2000 has five adjustable parameters which govern properties such as the
laser power, heating time, and strength of the mechanical pull. The details of these
parameters can be found in the machine’s operation manual [69]. In combination
with the physical properties of the glass, these determine the final pore diameter
produced. Table 3.2 summarises the settings used to achieve the three sizes of pores
used in our experiments, which include two nanopores and one larger micropore.
In the rest of this thesis, we will refer to these different pores by their Numbers
1–3, or by their approximate sizes. More details about the nanopore fabrication
process are given in Appendix A.
The design of pulling programmes is on the whole based on trial and error; however
there are general guidelines which can help achieve the desired capillary size and
shape. The melting temperature of the glass is an important factor: borosilicate
melts at between 700–800◦C, while quartz is capable of being heated up to 1600◦C.
Higher temperatures, higher laser powers, and longer heating times generally allow
the glass to thin out over a longer period, resulting in smaller pores and longer
tapers. One parameter which is reported by the machine after pulling is the total
amount of time during which the laser was on. For a well-designed programme
which produces consistent pores, this ‘pull time’ is roughly constant (Table 3.2).
There are various ways to determine the size of the pore. The most accurate is
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Figure 3.1: A Hollow glass nanocapillaries are fabricated using a pro-
grammable pulling machine which applies heat using a laser, and a mechanical
force to separate the two segments. B The capillaries are assembled into a
sample cell consisting of a PDMS structure bonded to a glass cover slide. The
capillary connects two reservoirs filled with measurement solution; electrodes in
each reservoir drive an ionic current through the capillary. C An SEM image
of a ∼ 15 nm pore. Courtesy of L. Steinbock. D A light microscope image of a
∼ 1 µm pore.
direct imaging using a scanning electron microscope (SEM) (Figure 3.1C). A num-
ber of capillaries pulled using the same programme can be imaged to determine
an average pore size; for our two nanopore programmes this method was used.
Micropores can simply be measured using a calibrated optical microscope (Figure
3.1D). It is not always practical, however, to image every pore used in an experi-
ment; in this case the conductance properties of the pore can be used to estimate
the pore size, after making some assumptions about the pore geometry: this is
discussed in detail below.
3.1.2 Preparing nanopores for experiments
Prior to an experiment, the pulled capillary is assembled into a sample cell, as
shown in Figure 3.1B. Full details of the assembly process are given in Appendix
B. The sample cell consists of a design made from polydimethyl siloxane (PDMS),
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which is bonded to a glass coverslide. This creates two reservoirs which are con-
nected by the capillary. The reservoirs are filled with measurement solution, which
is typically a solution of KCl at various concentrations: this solution is buffered
by 1×Tris-EDTA (TE), which consists of 10 mM Tris, a common pH buffer, and
1 mM EDTA, a chelator of divalent cations. This helps to minimise the activity
of any foreign nucleases which require diavalent cationic cofactors, reducing the
chance of degradation of molecules such as DNA in the solution. Addition of small
quantities of either HCl or KOH allows the pH to be adjusted; for our experiments
we operate at pH 8. For concentrations of KCl lower than 100 mM, we reduce
the concentration of TE so that it maintains a maximum proportion of 10% of
the total concentration; for instance at 10 mM KCl, we use 1 mM TE. In order
to assist filling, the sample cell is treated with air plasma before the measurement
solution is introduced (details in Appendix C).
Clean silver wires are chlorinated in a 1 M KCl solution at 1.25 V for one minute
to produce Ag/AgCl wires which can be used as electrodes. For such an electrode,
the cathodic reaction involves the reduction of silver and the release of free chloride
ions into solution:
AgCl(s) + e
− → Ag(s) + Cl−(aq). (3.1)
The reverse reaction occurs at the anode:
Ag(s) + Cl
−
(aq) → AgCl(s) + e−. (3.2)
These electrodes are characterised by fast electrode kinetics. Within the voltage
range of −1 to +1 V, this reaction is the predominant one, ensuring a linear voltage
response, no production of bubbles, and pH stability.
The Ag/AgCl electrodes are introduced into each reservoir, and connected to a
patch clamp amplifier (Axopatch 200B, Molecular Devices, USA). This forms an
electrical circuit through the nanopore. The reservoir immediately outside the
nanopore is termed cis, and the one at the back of the pore is termed trans ; the
reference electrode for all our experiments is located in the trans reservoir, while
the cis reservoir is grounded to a Faraday cage which completely encloses the
sample cell.
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Figure 3.2: (Top) The geometry of a conical nanopore. The simplest model
of a conical pore is a truncated right cone with taper angle α, taper length
L, and diameters Di and di. (Bottom) A more sophisticated model takes into
account a second sub cone with a taper length L∗ and diameter D∗i .
3.1.2.1 Conductance properties of conical nanopores
The simplest model of the pore is a truncated right cone with a taper angle α,
where tanα = Di/(2L), Di is the diameter of the base, and L is the height of the
cone, also called the taper length (Figure 3.2). From Ohm’s law we have
J = σE (3.3)
I
pir(z)2
= σE, (3.4)
where J is the current density, I the total current, E the electric field, σ the
conductivity of the electrolyte, which depends on the salt concentration, and
r(z) = di/2 + z tanα the width of the cone at an axial position z, for a pore
of diameter di. This shows that the capillary can be thought of as a conducting
channel of varying resistance; the strongest electric fields occur where the electric
potential changes fastest, which happens in the region of highest resistance—in
this case, at the pore opening (Figure 3.3). The conductance G of the system can
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Figure 3.3: The electric field inside a conical nanopore. Due to the conical
geometry, the electric potential (green) drops fastest right at the pore mouth.
This leads to a large increase in electric field (blue) localised near the tip of
the cone. Because the conductance of the entire electrical circuit is dominated
by this region, the effective sensing length of the capillary is localised to a few
hundred nm inside the pore. The profiles were calculated using the finite element
software COMSOL for a 15 nm pore in 10 mM KCl under an applied voltage of
+1 V.
be determined by integrating the electric field:
G =
I
V
= I
(∫ L
0
Edz
)−1
(3.5)
=
(∫ L
0
1
piσ(di/2 + z tanα)2
dz
)−1
(3.6)
=
piσdiDi
4L
+O(d2i ). (3.7)
We can therefore determine the pore diameter by measuring the conductance, as-
suming a perfectly conical pore. More sophisticated models lead to refinements to
eq. 3.7. For instance, taking into account the resistance from electric field varia-
tions in the reservoir outside the pore mouth (also known as the access resistance
[70]) results in [71]
G =
piσdiDi
4(L+ 0.8(di +Di))
, (3.8)
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Figure 3.4: Current-voltage (I-V ) characteristics of the conical pore. A The
I-V curve for a Number 2 pore: the conductance about 0 V is calculated and
fit to eq. 3.7. The major error in the fit is due to variations in the taper angle.
From the fit, we extract a pore size of 164 ± 50 nm, which compares well with
the SEM measured value of 148 ± 25 nm. The current-voltage relationship is
linear. B The I-V curve for a Number 1 pore, whose SEM size is 15 ± 3 nm.
Again, the calculated size of 21± 15 nm agrees well. For the smaller pore, the
I-V relation exhibits rectification. All measurements were carried out in 10 mM
KCl at pH 8.
and taking into account the surface conductance of the pore in a second sub-cone
(of length L∗ and initial diameter D∗i ) gives [68]
G =
piσdiDi
4(L+ 0.8(di +Di))
+
piD∗i σsµK+
L∗ + 0.8(di +D∗i )
, (3.9)
where σs is the surface charge density of the pore and µK+ the mobility of the
potassium ion (which provides the main contribution to the surface conductance).
Figure 3.4A shows a typical current-voltage (I-V ) curve for a 150 nm pore, and
Figure 3.4B shows an I-V curve for a 15 nm pore, for a salt concentration of 10
mM. For large pores, the I-V behaviour is linear (Ohmic), but for small pores and
low salt concentrations, the behaviour becomes nonlinear and diode-like. This
effect is called current rectification [72–74], and is discussed in detail in Chapter
7.
A third method for characterising the pore size is to measure its conductance over a
range of salt concentrations. Because it is not possible to exchange solutions inside
the pore in any reasonable amount of time once it has been filled, this method is
an average measurement over a batch of capillaries. Eq. 3.9 can be fitted to the
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Figure 3.5: Conductance properties of nanopores. The conductance of Num-
ber 1 nanopores (nominal size 15 nm) at different salt concentrations can be fit
by eq. 3.9. The solid line and shading shows a theoretical prediction for a pore
size of 30± 20 nm; the slight discrepancy between this prediction and the SEM
measured value of 15± 3 nm is most likely due to a nonlinear taper.
resulting data (as shown in Figure 3.5 for a batch of 15 nm nanopores); here the
fit and shaded regions correspond to model predictions for a pore size of 30 ± 20
nm. The discrepancy between the model and the SEM images is most likely due to
more complicated variations in the taper structure of the pore. Because the SEM
technique is the most accurate, our quoted pore sizes come from direct imaging of
the pore, and the other techniques are used as verification to check the pore size
is reasonable, which would not be the case for clogged or broken pores.
3.1.3 Ionic current sensing in nanopores
With the sample cell filled and connected to the amplifier, we are able to per-
form ionic current measurements through the nanopores. The Axopatch 200B is
an extremely low-noise amplifier with multiple recording modes; we operate the
instrument in resistive-feedback mode. The signal is passed through an inter-
nal four-pole Bessel filter, which is typically set between 5 and 10 kHz; sampling
rates are varied between 10 and 100 kHz depending on the time resolution re-
quired, taking care that the Nyquist criterion for sampling and filtering are always
met (so the sample rate is always at least twice the filter cutoff frequency, which
ensures the fidelity of all events passed by the filter) [75]. Digitisation of the sig-
nal is achieved using an NI-PCIe-6251 DAQ card (National Instruments, USA)
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Figure 3.6: Translocation of λ-DNA. A typical translocation event for λ-DNA
through a 15 nm pore results in current changes of tens of pA, and lasts a few
tens of ms. Here the baseline current was subtracted from the original data.
The applied voltage was +500 mV, at a salt concentration of 1 M KCl, pH 8.
connected to a PC running custom-written LabVIEW software (LabVIEW 2009,
National Instruments, USA).
In this setup, the RMS noise of the ionic current signal lies between 4 and 8 pA.
After ensuring stable I-V characteristics and minimal drift in current, the pore is
ready for experiments. A standard measurement that can be made is the detection
of single molecules, using the resistive-pulse sensing method.
A common analyte which we use is the dsDNA from bacteriophage lambda (λ-
DNA, New England Biolabs). This molecule contains 48,502 base pairs (bp);
assuming a base pair spacing of 0.34 nm gives a total contour length of 16.5 µm.
By introducing the DNA into the cis reservoir at a nM concentration, and applying
a positive bias voltage, we observe events such as those seen in Figure 3.6, which is a
translocation event corresponding to the passage of a single λ-DNA molecule. The
molecule moves through by electrophoresis, as discussed in Chapter 2. Because
the electric fields are strongest near the pore opening (eq. 3.4), modulations of the
conductance within this region result in the most significant changes to the overall
circuit conductance. In other words, even though it is a long tapered capillary,
the system behaves like a highly sensitive, short nanochannel with an effective
sensing length of a few hundred nm: finite-element calculations show that 95%
of the applied potential drops within the first 1 µm of the capillary (Figure 3.3).
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This justifies our use of the capillary-based system to create a sensing device with
similar functionality to a nanopore embedded in a thin membrane.
The persistence length lp of dsDNA is ∼ 50 nm at moderate salt concentrations.
One way of quantifying the stretching of DNA is to consider the dimensionless
quantity
F = flp
kBT
, (3.10)
which is the ratio of an applied force f to the characteristic force kBT/lp ∼ 0.08
pN required to bend the DNA significantly [35]. For forces larger than ∼ 0.08 pN,
corresponding to F  1, the DNA can be considered to be strongly stretched. An
estimate of the electric force on a section of DNA is ∼ λlpE, where λ is the line
charge density of 2e−/bp, and E the local electric field. The critical electric field
required for strong stretching can therefore be evaulated as Ecrit ∼ kBT/(λl2p) ∼
103 V/m. The field only reduces to such small values at a distance of ∼ 4 µm
inside the pore, indicating that within the entire sensing length of the pore we can
reasonably expect the DNA to be fully stretched. Theoretically, this motivates
the treatment of the DNA as a rigid rod, as we have presented earlier.
3.2 Optical trapping
By combining the nanopore system with a complementary experimental technique,
we are able to access more information about the system, allowing the nanopore
environment to be studied from a novel perspective. A technique especially suited
for this purpose is optical tweezers, whose introduction opens up a plethora of
experimental possibilities.
3.2.1 Theoretical background
The ability of light to carry momentum has been known for a long time; first
deduced by Maxwell, it was experimentally demonstrated by Lebedev in 1899 [76].
Interaction of light with matter necessarily involves the transfer of momentum, and
hence a force, which was termed radiation pressure. The momentum carried by
light is related to its energy via p = Ei/c, where Ei is the energy of the incident
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light beam. The force exerted by the beam is therefore
F = Q
W
c
, (3.11)
where W is the beam’s power, and Q a factor characterising the efficiency of
momentum transfer; Q = 1 for a perfectly absorbing surface, and Q = 2 for a
perfect reflector. The maximum force that can be exerted can thus be calculated,
and this gives a value of 6.7×10−9 N/W. Although small by everyday standards, a
nano-Newton force can produce significant accelerations on objects whose masses
are small enough.
The invention of the laser provided light sources with coherence, allowing energy
to be directed in controlled beams which contain energy densities high enough to
manipulate small µm-sized particles. Initially these experiments involved push-
ing particles around [77], and levitating particles against gravity [78]. However,
in 1986, Ashkin [79] created the single-beam gradient force trap, which was the
first instrument that could stably trap particles in three dimensions. This device
became known as optical tweezers [80], and it has had a profound impact on many
areas of soft matter, polymer science, micro- and nanotechnology, and biophysics.
The operation of this instrument relies not only on scattering forces, which tend
to push particles in the direction of the light beam, but on so-called gradient
forces, which can be attractive. These gradient forces can overcome the scattering
forces to create a stable trapping situation if the gradients in light intensity are
high enough: in practice this requires the light to be tightly focused, using a high
numerical aperture (NA)1 objective.
3.2.1.1 Gradient and scattering forces in the optical trap
Traditionally there are two pictures which illustrate nicely how the optical tweezers
works; the difference has to do with the size of the particle being trapped. The first
is the Mie regime, where the particle is much larger than the wavelength of light,
and so a ray-optics picture of the incident light field can be applied to describe
the physics.
1NA= n sin θ, where θ is the half-angle of the exiting light cone, and n the refractive index
of the medium outside the objective.
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Figure 3.7: Forces on a colloid in an optical trap. A The optical force on the
colloid can be separated into a gradient force F grad, and a scattering force F scat.
In the ray optics picture, F grad arises from the refraction of light, as indicated
here by the changing directions of the two extremal rays. In equilibrium, the two
components balance at a location slightly downstream of the focus. B When
the colloid is displaced slightly, both off axis (∆x) and downstream (∆z), the
net force tends to restore the colloid back to the equilibrium position.
A dielectric particle will both reflect and refract incoming light. Near the focus of
the beam, the scattering forces tend to push the particle away; however refraction
of the light exerts a restoring gradient force F grad on the particle, which can
be much larger than the scattering force F scat. In equilibrium, the particle is
located such that the two forces balance at a position a small distance downstream
of the optical focus [79]. This picture is illustrated in Figure 3.7. A complete
calculation of the trapping forces can be made in this regime [81] using ray-optics
considerations alone.
The reflection, refraction, and transmission of light through a dielectric object is
the result of the atomic properties of the material, and the interactions of photons
with those atoms. The Rayleigh picture, in which the particle is much smaller than
the wavelength of light, provides a more mechanistic (yet still classical) explanation
of the origin of the forces F grad and F scat.
A small particle exposed to an incident light field will absorb and re-radiate light
with a power P scat, by virtue of its polarisability α. This re-radiation results in a
scattering force on the particle F scat = nwP scat/c, where nw is the refractive index
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of the medium. A Rayleigh scatterer behaves like a simple Hertzian dipole, with
an induced dipole moment p(t) = αE(t), where E(t) is the time-varying incident
electric field. The power can thus be written as
P scat =
µ0〈p¨2〉
6pic
(3.12)
=
µ0α
2ω4E20
12pic
Sˆ (3.13)
from which the scattering force is obtained [79]:
F scat =
nwµ0ω
4E20
12pic2
α2Sˆ. (3.14)
Here, µ0 is the permeability of free space, ω the angular frequency of incident light,
and E0 the amplitude of the electric field. Sˆ is the normalised Poynting vector,
which indicates the direction of power transmission; the scattering force points in
the same direction as Sˆ.
The induced dipole on the particle means that in a gradient of electric field, it
will feel a force, due to the differential electric forces on either side of the particle.
This gradient force is given by [79]:
F grad = −nw
2
α∇E2 (3.15)
The gradient force points in the direction of increasing electric field intensity, ∇E2.
In order to evalute these equations, we require an expression for the polarisability
of a sphere, which is given by:
α = 4pi0R
3m
2 − 1
m2 + 2
, (3.16)
where R is the sphere radius and m = np/nw is the ratio of refractive indices of the
media inside and outside the sphere, calculated at the wavelength of the trapping
laser.
In the Rayleigh regime, the gradient and scattering forces arise from the interaction
of light with a dipole-like small particle, whereas in the Mie regime, it is the
collection of dipoles in an extended object which produce the resulting effects. The
essence of the competition between F grad and F scat is the same in both pictures.
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The first necessary condition for stable trapping, therefore, is that Fgrad/Fscat ≥ 1
at some point along the beam.
The other condition for stable trapping is that the trapping potential U = nwαE
2/2
is strong enough such that exp(−U/(kBT ))  1 [79]. In other words, Brownian
fluctuations are unlikely to knock particles out of the trap. Smaller particles pos-
sess smaller polarisabilities, and hence a smaller U : they are more likely to make
large excursions from the trap centre, and so this condition sets a minimum parti-
cle size that can be trapped. Under typical conditions, particles with sizes between
a few tens of nm [82] to a few tens of µm [83] can be stably trapped with optical
tweezers.
3.2.2 The optical setup
Our optical tweezers setup is shown in Figure 3.8. It consists of a 5 W ytterbium
fibre laser (YLM-5-LP, IPG Laser, Germany), which generates a beam at a wave-
length of 1064 nm. Due to intensity fluctuations at low power, it is advantageous
to run the laser at a high power (> 1 W), and thus a polarising beam splitter cube
is used to direct only a fraction of the power into the system. The rest of the power
is directed to a power meter for monitoring, and if necessary, feedback control of
laser power. The beam is expanded by two lenses and reflected by a dichroic mir-
ror (DLHS IR 1064 nm, Linos, Germany) before passing into the back of a 60×,
NA 1.2 UPlanSApo water-immersion objective (Olympus, Japan). Expansion of
the beam to overfill the back aperture of the objective ensures the entire NA range
of the objective is utilised: extremal rays, which undergo the largest refraction,
contribute most significantly to the gradient forces in trapping, and hence to the
overall trap stiffness.
This choice of objective allows for a relatively long working distance of 280 µm,
whilst minimising spherical aberrations [80]. The long working distance is required
due to the distance of the nanopore from the glass cover slip, which is set by the
outer diameter of the unpulled capillary. Careful assembly of the sample cell
ensures that the trap will always reach the nanopore.
The sample cell is mounted on top of a piezoelectric nanopositioning stage (P-
517.43 and E-710.3, Physik Instrumente), which has a travel range of 100 µm in the
x and y directions, and 20 µm in z, and a positioning resolution of better than 1 nm.
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Figure 3.8: Optics diagram for the optical tweezers setup. An infrared laser
delivers a beam (red solid lines) steered by mirrors (M) to a polarising beam
splitter cube (PBSC), which deflects some of the incident power onto a power
meter used for monitoring and feedback control. Lenses (L1) in a Keplerian
configuration expand the beam which reflects from a dichroic mirror (DM) to
overfill the back of the objective. Illumination from a white light source (blue
dashed lines) passes the image of the focal region through the dichroic; this
image is split by a pellicle beamsplitter (PB) and focused using lenses (L2) onto
two cameras used for high-speed position tracking and visualisation. Adapted
from [84].
This device is fixed onto another custom-made stage which can be positioned with
manual micrometer screws (Mitutoyo, Japan) over a distance of a few mm. The
sample cell is sealed from above by a Perspex block which contains ports to allow
electrodes into the reservoirs, while preventing evaporation of the measurement
solution. The entire stage is enclosed by a Faraday cage and assembled on top of
the objective. The setup is thus essentially an inverted microscope.
The sample is illuminated from above by a fibre light source (DC-950 Fiber-Lite,
Edmund Optics, USA). The illumination light passes through the sample cell and
through the dichroic mirror, before being split by a pellicle beam splitter (BP108,
Thorlabs, UK) and focused onto two cameras. 8% of the light goes to a CCD
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camera (DMK31AF03, Imaging Source, Germany), which provides a real time
view of the experimental region at 30 fps; the other 92% of the light goes to a
high-speed CMOS camera (MC1362, Mikrotron, Germany). This camera forms
the basis of the position-tracking system required to operate the optical tweezers
in a quantitative way.
3.2.3 High-speed video-based position tracking
The MC1362 is connected to a PCIe-1433 high-performance frame grabber (Na-
tional Instruments, USA) via two Camera Link cables; with a maximum bandwith
of 850 MB/s, the card can theoretically acquire a 1280×1024 pixel image at ∼ 680
fps. In a reduced region-of-interest (ROI) configuration, this maximum frame rate
increases. We use a reduced ROI of 100× 100 pixels around the optical trap cen-
tre. This gives a theoretical maximum frame rate of some 89 kHz. In practice, the
video tracking is limited by the intensity of the light source [85] and the limited
computation resources available to acquire, analyse, and store the data.
With an optically-trapped particle in place, each 100× 100 pixel frame passed to
the video analysis software is further reduced to a 20× 20 pixel sub-ROI centred
on the particle. Within this sub-ROI, two rectangular arrays 4× 20 pixels in size
passing through the centre of the frame in the x and y directions are binned to
give mean intensity profiles in the x and y directions. The cross correlation of
each profile with its reverse is then calculated; this function has a peak which can
be fit with a quadratic polynomial to give the location of the particle’s centroid
with sub pixel accuracy. An independent spatial calibration determines the pixel-
to-position conversion to be 214.56 nm/pixel. Thus displacements of the particle
within the image frame can be converted to physical distances. By optimising the
software, this process can be carried out in real time at up to 10,000 fps [85]. More
details of this procedure are given in ref. [86].
The advantages of video-based position tracking over conventional quadrant pho-
todiode (QPD) systems is that video-based setups do not suffer from optical align-
ment or interference problems, or non-linear sensor responses inherent to QPDs
[75]. However, the maximum bandwidth of video systems is limited by light in-
tensity and computation power, as mentioned earlier. Position tracking in the
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z-direction is also more involved than with QPDs; however by using stereo mi-
croscopy, full 3D video-based position tracking can be achieved [87].
3.2.4 Calibration of the optical tweezers
3.2.4.1 Colloids used in trapping experiments
The optical tweezers can be characterised by flushing particles into the reservoir
for trapping. We use a variety of particles (or beads, or colloids: all three terms
are used synonymously in this thesis): polystyrene beads with diameters from 1
to 5 µm can be easily trapped. The most versatile colloid used, however, is the
streptavidin-functionalised polystyrene bead (Kisker, Germany). These colloids
are coated with a layer of streptavidin, a 52.8 kDa protein from the bacterium
Streptomyces avidinii. By themselves, these colloids behave like any other spherical
particle. However, streptavidin interacts very strongly with another compound,
biotin, a water-soluble vitamin. Each streptavidin exists as a homo-tetramer, and
can bind four biotin particles with a dissociation constant of 10−14 M, making this
one of the strongest non-covalent interactions found in nature. To take advantage
of this, polymers such as DNA can be modified to contain a biotin tag. Incubation
with the streptavidin colloids results in polymer-coated colloids, with which novel
single-molecule experiments can be performed. The procedure for producing DNA-
coated colloids is detailed in Appendices D and E.
3.2.4.2 Dynamics of a trapped particle
In order to quantify signals from the optical tweezers, we need to convert displace-
ments of the colloid from the trap centre into forces. From earlier, we have that
the trapping potential U = −nwαE2/2 ∝ −I(r), where I(r) is the intensity of the
light field as a function of the displacement r from the beam axis. For a Gaus-
sian beam, I(r) ∝ exp(−r2) ≈ (1 − r2) for small displacements. The transverse
restoring force is therefore
F = −∂U
∂r
(3.17)
∝ −r. (3.18)
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About the trap centre, the potential is to a very good approximation harmonic, and
thus the restoring force is linear in displacement; the trap behaves as a Hookean
spring. In order to determine the spring constant k we must consider the behaviour
of the particle. Inside the trap, the particle’s dynamics can be described by a
Langevin equation
mr¨ + γr˙ + kr = ξ(t), (3.19)
where γ is the friction coefficient of the particle, m its mass, and ξ(t) the stochastic
force arising from Brownian motion. There are two characteristic time scales in
this equation: the first is tr = m/γ, which is a velocity relaxation time. It is the
time taken for the inertial motion of the particle to be suppressed by viscous drag.
The second time scale is tc = γ/k: this is the time taken for the particle to relax
back to the centre of the trap after an initial displacement, and can be thought
of as the time over which the memory of initial conditions persists in the system.
tr is of the order of µs for a typical colloidal particle, while tc is a few tens of
ms. Thus, the inertial term mr¨ can be neglected in eq. 3.19: this is known as the
overdamped regime. We can solve eq. 3.19 in this regime, and although we cannot
predict the instantaneous position r(t) of the particle due to the stochastic force,
we can integrate out the function ξ(t) and write down the mean square position:
〈r2〉 = r20 exp(−2t/tc) +
Γ
2kγ
[1− exp(−2t/tc)] , (3.20)
where the function Γ = 〈ξ(t)2〉 = 2kBTγ characterises the stochastic noise using
the fluctuation dissipation theorem. In the long time limit t tc, we have
〈r2〉 = kBT
k
. (3.21)
This equation, which expresses the result of classical equipartition, suggests that by
measuring the mean squared displacement 〈r2〉 of the particle, we can determine
the trap stiffness k, and this is indeed one way of calibrating optical tweezers.
Figure 3.9 clearly shows the properties of eq. 3.21: the trajectory of a trapped
colloid is shown for two different laser powers. As the laser power, and hence k, is
increased, the mean square displacement reduces. This so-called ‘variance’ method
of calibration, however, suffers from problems such as sensitivity to drift and low-
frequency noise; in addition the temperature must be known very accurately. A
more sophisticated method is based on analysis of the power spectrum of the
particle’s trajectory [75, 88].
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Figure 3.9: The position signal at different laser powers. Here we show the
position signal from a 2 µm colloid held inside the optical trap. As the laser
power is increased, the trap stiffness increases while the Brownian variance of
the signal decreases. The two are related by kBT = k〈r2〉.
3.2.4.3 Power spectrum analysis of an optical trap
Taking the Fourier transform of eq. 3.19 and constructing the power spectrum
shows that the resulting function is a Lorentzian:
S(f) =
kBT
γpi2(f 2c + f
2)
, (3.22)
where S(f) is the power spectral density at frequency f , and fc = 1/(2pitc) =
k/(2piγ) is the characteristic corner frequency of the Lorentzian function. By
calculating the function S(f) and fitting eq. 3.22, we can thus extract the trap
stiffness using the relation
k = 2pifcγ. (3.23)
Figure 3.10A shows the function S(f) for the two traces, and Figure 3.10B shows
the fitting process, which is achieved by blocking the power spectrum over a smaller
frequency range; at low frequencies this method is susceptible to 1/f noise (low-
frequency noise such as drift or mechanical disturbances), and at high frequencies
close to the cutoff frequency the effects of aliasing are present: this is seen in the
deviation of the power spectrum from the Lorentzian function. Although the high
frequency effect can be analytically accounted for, in practice a judicious choice
of frequency range enables calibration with reasonable accuracy.
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Figure 3.10: Power spectral analysis of optical traps. A For the same traces
as shown in Figure 3.9, the power spectra are of Lorentzian form. As laser power
increases, the corner frequency of the Lorentzian peak shifts to higher values. B
We can extract the trap stiffness by blocking the power spectrum over a limited
range of frequencies, and fitting a Lorentzian function. Deviations from the
function near the high cutoff frequency are due to aliasing.
In practice, we also utilise a second method: the integral of eq. 3.22 gives∫ f
0
S(f ′)df ′ =
kBT
γpi2fc
arctan
(
f
fc
)
(3.24)
= a1 arctan(a0f). (3.25)
The two coefficients a0 and a1 both contain information about the trap stiffness,
namely
k =
2piγ
a0
(3.26)
and
k =
2kBT
pia1
. (3.27)
So by fitting the arctangent function we can also determine the trap stiffness, as
shown in Figure 3.11A. Figure 3.11B shows the calibration for a batch of 2-µm
diameter streptavidin-polystyrene colloids. The trap stiffness is linear in laser
power. Additionally, the two methods of fitting the Lorentzian and arctangent
functions agree well. The trap stiffness in the x and y directions are also very
similar. In general this is not the case due to polarisation of the incident laser
beam, and the difference between the two is a function of colloid size [89–91]. Here
it so happens that the difference is minimised for a 2 µm colloid.
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Figure 3.11: Calibration of the optical tweezers setup. A An alternative
method to calculate the trap stiffness is to integrate the power spectrum and
fit the resulting arctangent function. B Here we show the trap stiffness as a
function of the laser power (as measured behind the objective; the objective
results in losses of ∼ 50% so the actual power inside the trap is approximately
half the indicated value). Both Lorentzian and arctangent fits agree well. The
colloids used were 2 µm spherical streptavidin-coated beads in deionised water.
For this colloid size the x and y trap stiffnesses are of similar strength.
3.2.4.4 Properties of the trap stiffness
In general the trap stiffness is only a constant for small displacements; further
away from the trap centre, k becomes a function of position. Theoretical calcula-
tion of the optical trap stiffness is possible. Because our particles are not in the
Rayleigh or Mie regime, but somewhere in between, it is not possible to analyti-
cally determine the trap stiffness, and so the full formalism of what is known as
the generalised Lorentz-Mie theory needs to be applied to obtain numerical solu-
tions. Methods exist which make these calculations efficient [92, 93]; an example is
the so-called T-matrix method, which expands the incident, scattered, and inter-
nal electromagnetic fields in an orthogonal basis. Because the scattering process is
linear, these fields are related by a transfer, or T-matrix, whose coefficients depend
on the geometry of the particle. Such a method has been used to fully simulate our
optical tweezers setup [86, 94], and hence the nonlinearities associated with our
trap landscape can be taken into account. Figure 3.12A shows this nonlinearity
function out to 1 µm from the trap centre.
In order to calibrate the trap, the position of the colloid must be recorded over a
time interval ∆t. What is the optimum ∆t to use? It turns out that at short times,
thermal motion contributes to noise in the position signal. However at long times,
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Figure 3.12: Further characterisation of the optical tweezers setup. A The
trap stiffness varies in a nonlinear way as the displacement from the trap cen-
tre increases. This can be taken into account by simulating the properties of
the trap using the T-matrix method, and applying the resultant nonlinearity
function during the calibration process. B A plot of the Lorentzian corner fre-
quency as a function of laser power for bare streptavidin colloids (blue squares)
and DNA-coated colloids (purple triangles). The presence of a DNA coating
reduces the corner frequency and increases the drag coefficient.
drift also increases the noise. One way of quantifying this noise is to calculate the
Allan variance, which is minimised at the optimum ∆t, when thermal noise has
reduced but drift has not yet increased significantly. More details are given in ref.
[95]; for our setup it turns out the optimum ∆t is around 10 s.
The complete calibration procedure, therefore, is as follows: a colloid is captured
and its position is recorded over ∆t ≈ 10s. Multiple such traces (10–20) are taken.
From each trace, a power spectrum S(f) can be calculated. The power spectrum
is averaged over all the traces, which reduces 1/f noise. The resulting average
spectrum is then fitted over a restricted frequency range to obtain trap stiffnesses
using the Lorentzian method; it is also integrated to obtain the stiffnesses using
the arctangent method. The average value from the two methods is taken as the
trap stiffness.
This procedure is repeated for different laser powers, for multiple colloids from a
particular batch, to obtain calibration curves such as those shown in Figure 3.11B.
Although spherical colloids can be individually calibrated in a single experiment,
polymer-coated colloids cannot [96]. This is because the presence of the polymer
changes the drag coefficient of the colloid [97]; however the effect of the polymer
on the actual trap stiffness is small. From k = 2piγfc, assuming the trap stiffness
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remains constant, as γ increases fc must decrease: this is observed in Figure
3.12B, where we show a plot of the corner frequency fc for a batch of uncoated
streptavidin colloids and λ-DNA-coated colloids of the same size. The decrease in
corner frequency at every laser power is clearly seen.
When working with DNA-coated colloids, therefore, it is necessary to calibrate a
batch of uncoated colloids first to obtain average trap stiffness values; we then
assume the trap stiffness is a constant at a given laser power. Conversely, by
measuring the corner frequency of a DNA-coated colloid we can check that the
coating procedure was successful.
Finally, conversion to forces is achieved independently in the x and y directions:
Fx(x) = kxN(x)x (3.28)
Fy(y) = kyN(y)y, (3.29)
where N(r) is the nonlinearity function as shown in Figure 3.12A, at a displace-
ment r.
It is important to note that the objective we use contains a correction collar,
which adjusts the focus of the objective for a given thickness of the cover slide
used. The trap stiffness is a strong function of this correction collar setting [98]
and so in all our experiments, we use a constant cover slide thickness (‘Thickness
1’, corresponding to 0.13–0.16 mm) as well as a constant correction collar setting.
3.3 The stalled translocation experiment
3.3.1 Experimental procedure
We are finally in a position to describe a standard experiment possible with this
setup, the so-called ‘molecular tug-of-war’, or stalled translocation experiment
(Figure 3.13). First achieved in solid-state nanopores in 2006 [100], this natu-
ral extension of standard free translocation experiments allows the electrophoretic
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Figure 3.13: The stalled translocation experiment. A A bead coated with
double stranded DNA is held inside an optical trap, while an applied voltage
pulls a single DNA molecule into the nanopore. In equilibrium the tether force
FEP is balanced by the optical force FOT . B A light micrograph of an experi-
ment in progress. Adapted from [99].
force on translocating DNA molecules to be directly measured. An analytic ex-
pression for this force was derived in Chapter 2 and is again given here:
Ft = −2pi0rLEz(ζw − ζp)
ln(a/R)
. (3.30)
This expression has been tested as a function of salt concentration and pore size
[45], and was found to agree well with experimental results. Stalled transloca-
tion experiments were achieved on our setup for the first time in 2010 [84, 101],
demonstrating that the glass nanopores behaved very similarly to their solid-state
counterparts.
56 Electrokinetic Phenomena in Nanopore Transport
The experimental procedure is as follows: a DNA-coated colloid is captured in the
optical trap and positioned using the piezoelectric stage a few µm from the pore
opening. A positive voltage is applied to the reference electrode, and the colloid
slowly moved towards the pore.
There exists a distance from the nanopore within which the electrophoretic forces
on the DNA are dominant over its diffusional behaviour; this is known as the
capture radius [65, 102, 103]. Within this distance it is exceedingly likely that
a DNA molecule will be captured by the pore. The capture radius is strongly
dependent on the voltage, and is typically between 1–2 µm in our experiments
with λ-DNA. When a single DNA molecule is captured it begins to translocate,
displacing the colloid away from the trap centre. The optical force on the colloid
increases until, at equilibrium, it balances the electrophoretic force. In this state,
the molecule is held in stalled translocation, and measurement of the optical force
gives us the electrophoretic tether force Ft directly.
The two signals we monitor are the force on the colloid, and the ionic current
through the pore. Unlike in free translocation, an insertion event now produces
simultaneous step changes in both quantites, as illustrated in Figure 3.14A. Each
insertion event is thus characterised by a force change ∆F and a current change
∆I.
The colloid can be moved away from the pore, and we can eventually pull out
the entire DNA strand, at which point both signals return to their initial values.
Figure 3.14B shows the effect of moving the colloid towards and away from the
pore: the force signal shows that a DNA molecule can be repeatedly inserted and
removed, with corresponding step changes in the ionic current. The drifting values
of ionic current are due to laser heating of the solution near the pore; as the laser is
moved closer to the pore, the ionic current increases, due to a decrease in viscosity
of the fluid, and hence an increased conductivity [104]. Despite these changes,
clear steps are still observed in the signal due to DNA insertion.
The contour length of λ-DNA is 16.5 µm, and we observe in Figure 3.14C that
indeed we can stretch the molecule to approximately its contour length before it
is removed from the pore. The force is approximately constant as a function of
distance from the pore until the very last few µm; this indicates that the sensing
length of the pore is not longer than a µm or so, consistent with our earlier
calculations of a sensing length of a few hundred nm. The DNA typically fills this
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Figure 3.14: Characterisation of stalled translocation experiments. A An
insertion event is characterised by simultaneous step changes in the force (blue)
and current (red) signals. A negative value of force is directed towards the pore.
B DNA molecules can be repeatedly removed and re-inserted into the pore. The
green trace measures the distance of the optical trap from the pore; increasing
negative values correspond to an increasing axial distance. C The force remains
roughly constant as a function of colloid position, until the trap is around 16
µm from the pore when the force quickly decreases to zero. This distance
corresponds to the contour length of λ-DNA. The force-distance relationship is
quite reproducible, as shown by the overlap of two data sets. D The force is
a linear function of applied voltage. Experimental conditions: The pore size
used was 150 nm (A) and 15 nm (B–D), in a solution of 500 mM KCl at pH 8.
Applied voltages were +100 mV (A, B) and +200 mV (C).
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Figure 3.15: Control experiment with uncoated beads. When colloids without
a DNA coating are moved near the pore, there are no step changes in force
or current. The drifting baseline of the ionic current is due to laser heating.
Experimental conditions: The pore size used was 15 nm, in a solution of 500
mM KCl at pH 8. The applied voltage was +100 mV.
entire region unless it is just about to be pulled out. The reduction in force in
the last few µm is due to the end of the DNA molecule being moved through the
sensing length, reducing the total charge inside the sensing length and hence the
electric force on the molecule as it does so [86].
Figure 3.14D shows that the force is a linear function of voltage, indicating that
the electrical contributions are dominant over other forces, such as entropic forces
on the DNA, which are . 5 pN in magnitude [33]. The forces measured are of the
order of one to a few tens of pN, well within the stretched regime characterised by
f > 0.08 pN as discussed earlier.
Because both force and current are linear functions of voltage, we can also char-
acterise the insertion event by a scaled force change ∆F/V and a conductance
change ∆I/V , where V is the applied voltage. This allows comparisons of data
from different experiments, where the applied voltage may be different. Both
scaled and unscaled quantites will be referred to in this thesis.
Finally, Figure 3.15 shows a control experiment using colloids without a DNA
coating: moving the bead towards and away from the pore leads to slowly varying
ionic current due to laser heating as discussed above; however no insertion events
are observed.
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Figure 3.16: Salt dependence of force and conductance change in stalled
translocation experiments. A The force is roughly constant over a range of
salt concentrations; however the average force (dashed lines) is larger for 15 nm
pores (green squares) compared with 150 nm pores (blue triangles). The applied
voltage in all cases is +100 mV. B The conductance change varies from small
positive values at low salt to large negative values at high salt. On average we
see that the conductance change for small pores is smaller than that for larger
pores. All measurements were carried out at pH 8.
3.3.2 Further characterisation of the stalled translocation experiment
To characterise our system further, we can study the salt concentration and pore
size dependence of the tether force, as shown in Figure 3.16A. It is not practical
to change the salt concentration for a single pore after it has been filled, due to
long waiting times required for a new equilibrium to be established. Long time
intervals also increase the chances of pore clogging. Thus, experiments at different
salt concentrations require the use of multiple pores; the error bars indicate the
average force for a number of pores. We see no change in force as a function of salt
concentration, within the error of our measurements. This is a similar result to
that previously reported in solid-state pores [100], and is perhaps surprising. If we
only consider hydrodynamic effects, eq. 3.30 suggests that all the salt dependence
of the tether force should be contained in the ζ-potentials ζw and ζp. As the salt
concentration increases, both the ζ-potential terms should decrease, and we expect
the ζ-potential contrast ζw − ζp to decrease proportionately. Therefore, the force
should reduce as salt concentration is increased. It could be that this effect is too
small to observe in our data, as the variations in the force due to different pores of
the same nominal size are larger than the effect we are trying to measure: a better
way to carry out these experiments would be to change the salt concentration for
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Figure 3.17: Voltage dependence of conductance change. A The conductance
change increases with voltage in stalled translocation experiments; again we
observe that the conductance change is larger for 150 nm pores (purple triangles)
than for 15 nm ones (green squares). The relationship is approximately linear
for 150 nm pores. B In free translocation experiments we also observe increasing
conductance changes with voltage.
an individual pore, which is possible in solid-state systems but not capillary-based
systems; or alternatively, a larger number of experiments must be done.
On the other hand, the dependence of force on pore size shows a clearer trend: a
smaller pore results in larger forces. This is consistent with the behaviour reported
in [45], where the authors show that the effect is hydrodynamic in nature, and
arises from the [ln(a/R)]−1 term in eq. 3.30.
The salt dependence of the conductance change is shown in Figure 3.16B. At
high salt concentrations the conductance change is large and negative, and at low
concentrations it is a small positive value. This is consistent with the behaviour
for free translocations through nanopores [42, 43, 105]. The positive conductance
change at low salt is due to the increased conductivity from counterions introduced
by the DNA molecule. The conductance change for large pores is on average larger
than that for small pores: this is in contrast to solid-state pores where conductance
change decreases with increasing pore size [106].
An interesting and as yet unpublished effect is shown in Figure 3.17A: this is
the voltage dependence of the conductance change. We have observed that the
conductance change increases as a function of voltage. The same effect is present
in free translocation experiments (Figure 3.17B and [107]). Kowalczyk et al. [107]
present a tentative mechanism due to mobility changes of counterions as well
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as a dynamic effect involving the translocating molecule’s greater localisation in
the pore’s access resistance region at high voltages. Because the DNA is fully
stretched outside the pore during a stalled translocation scenario, its modulation
of the access resistance is constant at all voltages. Our observations thus rule out
the access resistance mechanism as an explanation of this effect, at least in the
stalled translocation scenario. It would be interesting to study this effect further,
as the mechanisms responsible for conductance changes during translocation are
still not fully understood [105, 108]. This discussion is, however, beyond the scope
of this thesis.
3.4 Conclusion
We have seen that glass nanopores based on scaling down patch clamp micro-
pipettes can function as highly sensitive nanopore sensors with similar functional-
ity to other solid-state nanopore systems. These are easily made without the need
for expensive clean room facilities. In addition to standard ionic current sensing
measurements, these pores can be combined with optical tweezers to yield highly
reproducible single-molecule stalled translocation measurements. Our measure-
ments produce results in agreement with previous studies; however, some surpris-
ing effects, such as the voltage-dependancy of the conductance change, are also
observed. In the next few chapters we will describe new experiments which take
advantage of this setup.

Chapter 4
DNA Crowding
The first of our results chapters deals with the hydrodynamic interactions of mul-
tiple DNA molecules inside a nanopore. As we have seen in Chapter 2, the hy-
drodynamic properties within the pore environment govern the forces associated
with the translocation process, so it should come as no surprise that changing
hydrodynamic effects modulates the observed forces. The modulation by multiple
molecules is interesting, however, in that it is nonlinear; and furthermore, the non-
linear behaviour can be captured using a very simple mean field argument. These
results once again highlight the dominance of hydrodynamics over other effects
governing translocation through nanopores with a size range between a few tens
to a few hundred nm. Some of these results have been presented in the following
publication:
• Laohakunakorn, N., Ghosal, S., Otto, O., Misiunas, K., and Keyser, U. F.
DNA Interactions in Crowded Nanopores, Nano Letters 13 (6), pp. 2798-
2802 (2013) [99]
4.1 Experimental procedures
The crowding experiment is a very simple extension of the stalled translocation
experiment (Figure 4.1). The experiment is set up exactly as described previously,
namely, a DNA-coated colloid is captured using optical tweezers and positioned
close to the pore entrance. Applying a positive voltage of a few hundred mV
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Figure 4.1: The DNA crowding experiment. The experimental procedure
is the same as for the single-molecule stalled translocation experiment. How-
ever in this case the colloid is held within the capture radius of the pore for a
longer period of time, allowing multiple DNA molecules to insert into the pore.
Adapted from [99].
allows DNA insertion to occur. Due to the presence of many DNA molecules on
the colloid, however, multiple DNA molecules can insert into the pore. In fact,
because the coating density is quite high (∼ 20 − 40 molecules per 2 µm colloid
[86]), when only one inserted molecule is required, the colloid must be moved out
of the capture radius of the pore once a single insertion event takes place (see
Chapter 3 for more about the capture radius). If we leave the colloid within the
capture radius, multiple insertion events can occur.
Sequential insertions of multiple DNA molecules are shown in Figure 4.2. Each
event is accompanied by simultaneous steps in the force and current signals. By
looking at these steps, an interesting feature is immediately apparent: the steps in
force are not of equal size, but instead get smaller as more molecules are inserted.
In contrast, the current steps are of similar size each time. The increase in force
with the number of molecules is thus nonlinear. In order to investigate this effect
carefully, the system must first be characterised.
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Figure 4.2: Sequential insertions of multiple DNA molecules. As more
molecules are captured, we observe successive simultaneous steps in force and
current signals. The magnitude of the force steps diminish as the number of
molecules increases, while the current steps remain roughly constant in size. Ex-
perimental conditions: Pore size 150 nm, in 500 mM KCl pH 8, with an applied
voltage of +100 mV. Adapted from [99].
4.1.1 Determining the number of molecules N
The first task is to determine the number of DNA molecules N in the pore. For
sequential insertions, we could simply count the number of steps. However, Fig-
ure 4.3A shows an experiment where the colloid is repeatedly moved towards and
away from the pore. There are two different levels in the force data, correspond-
ing to either N = 1 or 2. We see that in one of the cases the two insertions are
sequential; in other cases both molecules insert at the same time. This is perhaps
surprising: even though the colloid is densely coated, it is difficult to envisage the
DNA molecules tangling up due to electrostatic repulsion between the strands.
66 Electrokinetic Phenomena in Nanopore Transport
0.0 -0.5 -1.0
0
20
40
60
 Conductance change (nS)
Fo
rc
e 
(p
N
)
0 10 20
Count
0
10
20
 
C
ou
nt
-10
-5
0
5
Fo
rc
e
(p
N
)
840
860
C
ur
re
nt
 
(p
A
)
0 20 40 60 80 100 120
-15
-10
-5
D
is
ta
nc
e 
(μ
m
)
Time (s)
A                                                 B
Figure 4.3: Determining the number of DNA molecules in the pore. A The
time course of an experiment where the colloid is repeatedly moved towards and
away from the pore show that in some cases, simultaneous insertion of multiple
DNA molecules are possible. Insertions are thus not always sequential. B For
a particular number of molecules in the pore, there is a unique combination of
force and conductance values. Plotting ∆F against ∆G gives rise to scatter plots
with well-defined clusters, allowing the number of molecules to be determined.
Experimental conditions: Pore size 15 nm, 500 mM KCl pH 8 and +100 mV
(A); 1 M KCl pH 8 and +250 mV (B).
An interesting extension of this project therefore is to investigate whether coop-
erative insertion of multiple strands is possible. In any case, it becomes difficult
to determine large values of N , especially when multiple simultaneous insertions
are possible.
We can take advantage of the fact that we are measuring the two signals of force
and current simultaneously; each N should thus be characterised by a unique set
of values (∆F , ∆G). Plotting all our insertion events on a graph of ∆F against
∆G reveals very clearly the clustering of points corresponding to different values
of N . This is shown in Figure 4.3B.
We can evaluate the reproducibility of our results across many different pores. To
normalise our results for different applied voltages, we can use the observation
that the force remains a linear function of voltage, even for multiple strands in the
pore (Figure 4.4A); thus as before the quantity ∆F/V represents a scaled force
that is independent of voltage. It turns out that the strong voltage dependence
of the conductance change ∆G (as discussed at the end of Chapter 3) can be ap-
proximately removed by normalising the quantity again for voltage: the resultant
quantity ∆G/V we call the scaled conductance change. Figure 4.4B shows the
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Figure 4.4: Characterisation of force and conductance change for many
molecules. A The force-voltage relationship remains linear even when multi-
ple molecules are present; dividing the force by the voltage results in the scaled
force ∆F/V which is constant over all voltages. B A similar scaling ∆G/V
removes the voltage dependence from conductance data, and plotting the two
scaled quantities allow experiments carried out at different voltages to be com-
pared together. Here the different symbols correspond to different pores. Ex-
perimental conditions: (A) pore size 150 nm, 100 mM KCl pH 8; (B) pore size
15 nm, 1 M KCl pH 8.
resulting plot of ∆F/V against ∆G/V for three different ∼ 15 nm pores and a
range of applied voltages. Although there is some spread, the clustering of points
due to different N is still observed, and appears to be reproducible under different
experimental conditions.
4.1.2 Nonlinear scaling of force with N
Once we are confident of our value of N , we can plot the force and conductance
change as a function of N . Figure 4.5 shows the results for one experiment when
we were able to insert up to thirteen DNA molecules into a 150-nm pore. The
deviation from linearity in the force data is clearly seen.
As we have seen, hydrodynamic effects have been found to dominate the forces
on DNA molecules in nanopores. So, a hydrodynamic explanation of this non-
linearity is the most natural approach. Before we look at the hydrodynamics in
detail, however, it is necessary to consider what other effects might conceivably
be responsible. The first possibility is that the effect is due to a nonlinearity in
the optical trap. Since the trap becomes nonlinear for large displacements, we
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Figure 4.5: Nonlinear increase in force with number of inserted molecules.
As the number of molecules increases, the scaled force increases in a sublinear
fashion. The solid line is a fit to guide the eye, while the dashed line is a
projection of a linear relationship NF1, where F1 is the force due to a single
molecule. Experimental conditions: Pore size 150 nm, 500 mM KCl pH 8. From
[99].
have carefully taken into account the trap landscape (as discussed in Chapter 3)
while evaluating forces. The fact that the nonlinearity persists for low voltages
(where displacements are not so great) as well as at high voltages suggests that our
correction for trap nonlinearity is adequate, and that the observed nonlinearity is
not an artefact of the optical trap.
Non-specific interactions of DNA with the pore walls (in other words, sticking)
can lead to spurious modulations of the force signal. This can be checked in
many ways, the easiest of which is the reproducibility of results. Sticking usually
results in large variations of force which would lead to a large scatter of the data
in ∆F vs. ∆G plots. The plots in Figure 4.3B and 4.4B do not exhibit very
large variability in the data, and the fact that we can still observe clear clustering
indicates that sticking effects are not so dominant. During the experiment itself,
sticking is checked by moving the DNA in and out of the pore and looking for
variations in force, as well as switching between different voltages to check that
the force remains consistant with a linear force-voltage relationship.
The final, and more interesting, possibility is that the nonlinearity is due to a
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changing charge on the DNA backbone. The DNA backbone consists of two phos-
phate groups per base pair, which at pH 8 acquire a negative charge. The charge
state of these groups is pH dependent, because under acidic conditions the neg-
ative charge is able to form a dative covalent bond with a proton, resulting in
a group with zero net charge. As two charged objects approach each other in
solution, however, the ion distributions between them, including the distribution
of H+, changes as the ions feel the electric field from both surfaces. The pH be-
tween charged objects separated by small distances can thus change, and affect
the surface charge density. This process is known as charge regulation [59], and
is important when considering processes such as adsorption onto surfaces [109].
However, this effect only starts to become important when the separation of the
two surfaces is less than ∼ λD. For the most crowded pore that we have, which
consists of six DNA molecules in a 15 nm pore at 1 M salt concentration, the
average separation of the molecules is ∼ 6 nm, which is still considerably larger
than the Debye length of 0.3 nm at the same salt concentration. This effect is
therefore unlikely to play a dominant role in our experiments.
4.2 A hydrodynamic mean-field model for the scaling of
force with N
In Chapter 2, the equation for the electroosmotic flow profile around a DNA
tethered in a cylindrical pore was determined:
uz(r) =
0rEz
µ
(
φ(r)− ζw + (ζw − ζp) ln(r/R)
ln(a/R)
)
. (4.1)
The tether force on this molecule was also shown to be
Ft = −2pi0rLEz(ζw − ζp)
ln(a/R)
. (4.2)
We now proceed to derive results by taking the thin Debye layer limit. This
involves changing the boundary conditions for the fluid velocity at the DNA and
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wall surfaces:
uz(a) = 0→ up = 0rζp
µ
Ez (4.3)
uz(R) = 0→ uw = 0rζw
µ
Ez, (4.4)
where the effects of the Debye layer are incorporated into the Helmholtz-Smoluchowski
velocities up and uw. It turns out that the same result is obtained even without
making this approximation, but only if an infinite cylindrical system is consid-
ered [99]. The reason for making this approximation is purely for clarity in the
argument. Equations 4.1 and 4.2 thus become
uz(r) = uw + (up − uw) ln(r/R)
ln(a/R)
(4.5)
and
Ft =
2piµL
ln(R/a)
(up − uw). (4.6)
Figure 4.6 shows the essence of the argument. For an infinite cylindrical pore, an
electric field leads to a plug-like electroosmotic flow with a velocity uw (Figure
4.6A). The presence of a DNA molecule creates a flow profile given by eq. 4.5,
which is bounded by velocities uw at the pore wall, and up at the DNA surface
(Figure 4.6B). Introducing another DNA molecule changes the flow profile: the
boundary conditions are still up at DNA surfaces and uw at the wall. However, the
overall effect of the second DNA molecule has been to increase the EOF through
the pore (Figure 4.6C). A simple mean field approximation, therefore, is to treat
the other N − 1 DNA molecules inside the pore as a perturbation to the original
background EOF: uw is changed to uw + ∆u, where ∆u is a function of N .
To work out ∆u, we need to know the contribution to the EOF felt by a DNA
molecule due to another molecule located a distance 2% away, where 2% is the
average separation of the two molecules. Since we know the profile for the EOF
around one molecule, which is given in eq. 4.5 and shown in (Figure 4.6E), we
just need to evaluate this expression for r = 2%.
The average separation of N DNA molecules can be considered in the following
way: we suppose that each DNA molecule has a ‘radius of influence’ %, and that
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Figure 4.6: Mean-field theory to predict the scaling of force with number
of molecules. A Under the thin Debye layer limit, a negatively-charged pore
produces a constant plug electroosmotic flow away from the positive electrode
with a velocity uw. B The presence of a DNA molecule changes the boundary
condition for the fluid flow to up at the DNA surface. Because the DNA is more
negatively charged than the pore, up > uw. C A second DNA molecule increases
the overall EOF felt by the first molecule. D It is possible to treat the second
molecule as a mean-field perturbation, whose effect is to change uw → uw+∆u.
E The calculated flow profile around a DNA molecule, normalised to up. F Each
DNA molecule can be thought to carry around a circle of influence of radius %
such that the area of all the circles equals the area of the pore. The average
separation of the DNA molecules is thus 2%.
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the total area of influence of all N molecules is the area of the pore (Figure 4.6F):
Npi%2 ∼ piR2. (4.7)
This gives
% ∼ R√
N
. (4.8)
The perturbation ∆u is therefore
∆u = −c(up − uw) lnN
2 ln(a/R)
, (4.9)
where c is a positive dimensionless constant representing the fact that this is purely
a scaling argument. We can now replace uw with uw + ∆u in eq. 4.6 to obtain the
final result:
Ft(N) = Ft(1)
[
1− c lnN
2 ln(R/a)
]
. (4.10)
The tether force on one molecule in the presence of N total molecules, Ft(N), is
given by the tether force when that molecule is the only one in the pore, Ft(1),
multiplied by a function which scales as 1− lnN . This equation predicts therefore
that the force per molecule decreases as more molecules are added to the pore; in
other words, the total force NFt(N) grows sub-linearly.
4.3 Evaluation of the scaling argument
We can evaluate this result by comparing to experiments and simulations. In a real
system, we expect the DNA molecules to explore the entire space of the pore; our
argument using a coaxial DNA molecule is a simplification as the actual average
force may be different [110]. The conical nature of the pore should also affect
the force quantitatively; however as discussed earlier, the qualitative behaviour of
conical pores is similar to that of cylindrical pores. Our argument here is purely
a qualitative scaling result with the details of other physical effects incorporated
into the parameter c.
Experiments were carried out in pores with two different diameters, 15 and 150
nm, over a range of KCl concentrations between 400 to 1000 mM for the small
pore, and 20 to 1000 mM for the larger pore. It was found that insertions were
more difficult at lower salt concentrations and smaller pores. This is due to the
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Figure 4.7: Crowding results analysed using mean-field scaling. Plotting the
normalised force per strand against the mean-field scaling prediction results in
straight lines. A Results for the 15 nm pore, for different salt concentrations: all
the data follow the same trend. The dashed line is a fit to simulation results. B
Results for the 150 nm pore. Although the data obey the same scaling, there is
also a marked dependence on salt concentration. C Finite element simulations
also exhibit the same scaling. There is no salt dependence; the dashed line is a
fit to all of the data, and is the same dashed line as plotted in (A). D The flow
profiles calculated from finite element simulations when three DNA molecules
are in the pore. The full Poisson-Boltzmann equations are solved, and thus the
fluid obeys no-slip boundary conditions at surfaces. Adapted from [99].
increased electroosmotic flow generated from the pore walls at low salt, which
tends to repel DNA molecules and shrinks the effective capture radius; this effect
determines the lowest salt concentration possible. The upper salt concentration
limit is due to sticking: due to very efficient electrostatic screening at high salt,
molecules can approach the pore wall close enough that van der Waals interactions
irreversibly stick the molecule to the glass. When this sort of sticking takes place,
the experiment has to be abandoned.
Finite element simulations using the COMSOL Multiphysics package (COMSOL
74 Electrokinetic Phenomena in Nanopore Transport
4.4) were carried out by K. Misiunas; this involved modelling the DNA molecules as
N cylinders inside an infinite cylindrical pore. Because of electrostatic screening,
and the fact that Debye layers are always thin compared to the pore size for the
salt concentrations we used, there is no electrostatic effect which would bias the
positional distribution of molecules in the pore: we therefore assume that the
molecules should explore the space freely. Thus the positions of the molecules
were randomised over many runs, and the force in each case evaluated by solving
the coupled Poisson-Boltzmann and Stokes equations for the EOF profiles (i.e.
without using the thin Debye layer approximation). Finally, an average force was
taken, which simulates the molecules exploring the space of the pore.
Taking the experimental as well as simulated data and plotting the quantity
Ft(N)/Ft(1) against ln(N)/[2 ln(R/a)] should give straight lines with gradient c.
This is indeed what we observe: Figures 4.7A and 4.7B show the experimental re-
sults for 15 and 150 nm pores respectively, while Figure 4.7C shows the simulation
results.
The ln(N) scaling is certainly obeyed, with the data linearising as predicted. That
the effect can be observed in simulations which only take into account hydrody-
namics as determined by the Poisson-Boltzmann and Stokes equations suggests
that our mean-field approximation is justified. On the other hand, the behaviour
of the slopes of these lines, as parameterised by the nonlinearity coefficient c, is
surprising. We observe in both simulations and experimental results for 15-nm
pores that c is roughly constant, with a value ∼ 1.1. This value is the same for all
salt concentrations considered.
However, for the 150-nm pores, there is a clear dependence of c on the salt con-
centration. Figure 4.8 shows the experimental values of c as a function of the
Debye length for 15 (Figure 4.8A) and 150 (Figure 4.8B) nm pores, as well as the
simulation values (solid lines). For the larger pores, the nonlinearity falls sharply
to zero as the Debye length approaches λD ∼ 0.3 nm, corresponding to a salt
concentration of just over 1 M.
Thus, the DNA molecules decouple from each other at high salt; initially this was
thought to be due to the reduction in magnitude of electroosmotic flow as the salt
concentration is increased [99]. However, we observe a constant hydrodynamic
coupling in the 15 nm pore at similarly high salt concentrations. The explanation
must therefore be related to geometric properties related to the pore size which
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Figure 4.8: Salt dependence of nonlinearity. A The nonlinearity coefficient
c, obtained by fitting straight lines to experimental data from Figure 4.7, is
plotted as a function of Debye length for the 15 nm pore. The red line and pink
shading are the simulation predictions and error. B The nonlinearity coefficient
for 150 nm pores in contrast exhibits a strong salt dependence, and does not
agree with the simulation values. This is likely due to geometric effects which
our simple model has not taken into account.
our simple model has not taken into account. A possible explanation is that there
is a bias in the positional distributions of DNA molecules in the pore; in other
words, the multiple molecules do not explore the pore freely but are constrained
to the centre or near the walls. K. Misiunas has suggested that this bias could
be due, for instance, to the effect of a finite colloid size, which leads to a bend in
DNA molecules tethered off-axis. An investigation of this hypothesis is a natural
extension of this project.
4.4 Conclusion
Inside the confined environment of the nanopore, electroosmotic flows play a ma-
jor role in solvent transport and also governs the translocation process of macro-
molecules. We observe that multiple DNA molecules in a nanopore couple to each
other via these electroosmotic flows, and a simple mean-field modification of an
existing hydrodynamic model can explain this nonlinear effect. Our theory cap-
tures the scaling of the nonlinearity well, but does not take into account geometric
details which may be important as the pore size is increased.

Chapter 5
Landau-Squire Nanojets
In the previous chapter, we noted that insertions of DNA molecules are more dif-
ficult to achieve at low salt concentrations due to an electroosmotic outflow. The
same effect is also observed for freely-translocating molecules [42]. Electroosmotic
flows therefore play a significant role in our system under certain conditions, and
because they exert a major influence on the transport and translocation processes
in nanopores, it is interesting to try to characterise them. By adapting our ex-
perimental procedure to measure the flow fields directly, we found that the EOF
in our system exhibits more subtle and complicated behaviour than initially ex-
pected. The next three chapters are devoted to presenting our findings regarding
EOF in conical nanopores. We begin by investigating the strength and shape of
the flow field itself, which can be explained well using a classical result called the
Landau-Squire solution. Some results from this chapter have been published in
the following paper:
• Laohakunakorn, N., Gollnick, B., Moreno-Herrero, F., Aarts, D. G. A. L.,
Dullens, R. P. A., Ghosal, S., and Keyser, U. F. A Landau-Squire Nanojet,
Nano Letters 13 (11), pp. 5141-5146 (2013) [111]
5.1 Introduction to electroosmosis outside nanopores
As described in Chapter 2, application of a voltage across a charged glass nanopore
generates electroosmotic flows. Experimentally, the size of the nanopore prevents
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Figure 5.1: The external flow field. A An optically-trapped colloid moved
to different locations in the plane of the nanopore results in a force map which
indicates the directions and magnitudes of the flow field. The pore is located
at (x,y) = (0,0) µm. B Particle image velocimetry of fluorescent colloids give
a streamline map. Both cases indicate an outflow with a characteristic shape.
Red scale bars indicate 5 µm. Experimental conditions: 15 nm pore, 10 mM
KCl pH 8, applied voltage -1 V. PIV measurements courtesy of V. Thacker.
direct observation of the internal flows using techniques such as particle image
velocimetry (PIV). We are only able to access these flows by using a probe molecule
such as DNA: however, this necessarily affects the flow field, as demonstrated in
the DNA crowding experiments. For measurements of flows in an empty pore,
other methods must be employed, an example of which is the concentration front
method. Here, a small difference in salt concentration between two reservoirs
results in a concentration front which can be driven down a nanopore by EOF
[112]. The experimental observable is a pore conductance which changes over the
time ∆t it takes for the front to travel completely down the pore. The EOF velocity
can then be determined if the pore length is known. However, this technique is
better-suited for long channels, as short pores would result in too small ∆t values.
We can take advantage of the fact that the EOF from inside the pore impinges on
the fluid in the external reservoir, and sets up a much larger flow field far from
the pore itself (which extends for many µm away from the pore). This flow field is
accessible to us: an optically-trapped colloid can sense a drag force due to the fluid
motion, and provided the fluid velocities are large enough to produce a reasonable
signal, the force field can be mapped out in the vicinity of the pore. Such a map
is shown in Figure 5.1A. Alternatively, standard PIV techniques can also be used
Chapter 5. Landau-Squire Nanojets 79
-1000 -500 0 500 1000
0
10
20
P
(p
N
)
Voltage (mV)
+ V- V
Figure 5.2: Flow rectification. The external flow field is rectified with respect
to voltage reversal: outflows are stronger than inflows. The strength of the
flow is characterised by a momentum flux or force P , as explained in the text.
Experimental conditions: 1000 nm pore, 1 mM KCl pH 8.
to map out the flow field, as shown in Figure 5.1B. We observe that the field takes
on a very characteristic shape.
Since we are measuring the flow external to the nanopore, the natural question
to ask is how this large-scale flow is related to the EOF inside the nanopore.
The na¨ıve approach would be to assume that the pore behaves like a fire hose,
acting as the source of a momentum flux P within the fluid; we can determine the
flow rate from the pore necessary to generate the observed external flow velocities.
However, a few more experiments serve to quickly dispel the validity of this simple
picture. First, we observe that upon voltage reversal, the magnitude of the flow is
not preserved: outflows are stronger than inflows (Figure 5.2). This is unexpected
if we consider the Stokes equation:
µ∇2u = ∇p−
∑
f ext. (5.1)
For simple pressure-driven flows at high Reynolds numbers, an outflow of fluid
creates a directed jet, while inflows suck in fluid from all directions. In contrast,
at low Reynolds numbers the two cases are symmetric, as eq. 5.1 with
∑
f ext = 0
is linear and symmetric upon time reversal. An asymmetry in the flow, or flow
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Figure 5.3: Flow reversal. The direction of the external flow field depends
on salt concentration. At high concentrations (B), positive voltages lead to an
outflow and negative voltages to an inflow. At low concentrations (A), this
behaviour is reversed. The strength of the flow is characterised using a force P .
Experimental conditions: pore diameter 1000 nm, pH 8.
rectification, must therefore be the result of a nonlinearity in the system, which
could arise from the external force term
∑
f ext. In other words, the nonlinearities
are due to the electrokinetic driving forces.
The second, more striking observation is that the large-scale external flow reverses
direction as a function of salt concentration (Figure 5.3). The direction of EOF
is determined by the motion of positive counterions, as our glass surfaces are
negatively charged. Thus, a positive voltage inside the pore should drive outflows.
This is observed at high salt concentrations; however as the salt concentration
is reduced, the direction reverses to an apparent inflow. For a negative applied
voltage, the reversal is in the opposite sense, with inflows at high salt, and outflows
at low salt.
A simple model of electroosmosis in a nanopore cannot explain these observations,
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and hence the observed flow reversal suggests that the large-scale flow external
to the nanopore is related in a non-trivial way to the small-scale internal flows.
The nanopore does not merely behave like a fire hose. In the next three chapters
we will describe our efforts to understand these effects. We begin in this chapter
by characterising the external flow field completely: the shape of the flow field
in Figure 5.1 suggests that it can be described by an analytic classical solution
which we describe below. This allows us to parameterise the strength of the
flow field using just one number, a force P which can be measured over a wide
range of conditions. Then, in Chapter 6, we look at the different contributions
to the large-scale flow field, and discover the origin of flow reversal. In order to
investigate the experimentally-inaccessible regions within the pore we rely on finite
element simulations, which are used in Chapter 7 to understand the origin of flow
rectification.
It is important to emphasize that substantial flows are observed only at low salt
concentrations (. 100 mM); thus the results presented in Chapters 5–7 will only
have a small effect on DNA tethering and translocation experiments which are
typically carried out at higher salt concentrations.
5.2 Measuring fluid velocity and vorticity using optical
tweezers
5.2.1 Theoretical considerations
A colloid held in an optical trap is a µm-sized force probe (Figure 5.4A). In a
flow field of constant velocity v, a stationary particle experiences a drag force of
F drag = γv, where γ is the drag coefficient. In equilibrium this force is balanced by
the optical force, and so measurement of the optical force allows us to determine
the fluid velocity v if γ is known. For a spherical colloid of radius a, the Stokes
result gives γ = 6piµa. A particle in the optical trap can therefore act as a probe
of fluid velocity.
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In a general flow field with spatially varying velocity v and vorticity ω = ∇× v,
the force and torque on a small particle is given by Faxen’s laws
F = 6piµa(v −U) + piµa3∇2v (5.2)
T = 8piµa3
(ω
2
−Ω
)
, (5.3)
where U and Ω are the linear and angular velocities of the particle [36]. The parti-
cle is said to be ‘small’ when its dimensions are much smaller than the lengthscale
over which the flow properties change significantly. For an immobilised particle
(U = 0) in a uniform velocity field (∇2v = 0), eq. 5.2 reduces to F = 6piµav as
before; for a free particle, the solution is v = U , i.e. the particle moves along with
the fluid.
For a torque-free situation T = 0, we have ω/2 = Ω. In other words, a small
particle rotates with an angular velocity equal to half the local fluid vorticity. If
we can somehow measure the rotation of the particle, is it possible to use our
optical tweezers as an instrument to measure fluid vorticity? By symmetry, a
spherical particle does not feel any torque from an ideal, cylindrically-symmetric
optical trap [93]. Thus, the rotation of a spherical particle within the small particle
limit obeys
ω
2
= Ω. (5.4)
In principle, therefore, optical tweezers can be used to measure fluid vorticity,
provided the rotation of the particle can somehow be detected (Figure 5.4B).
Why is it necessary to measure both velocity and vorticity? The motivation be-
hind this is that in addition to velocity fields, the region outside the nanopore
also contains electric fields. The particles we use are negatively charged, with
negative ζ-potentials of a few tens of mV as measured using dynamic light scat-
tering (Zetasizer, Malvern, UK): this prevents their aggregration in electrolyte
solutions. Thus, they will experience an electric force in addition to the hydrody-
namic drag force, and direct force measurements would result in a net force given
by F = Felec + Fhyd.
Rotation-based measurements, on the other hand, would decouple the electric
and hydrodynamic components. This is because an electric field will only exert a
torque on a particle if it has a dipole moment, and even if that is the case, the
average torque over a rotation period is zero.
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Figure 5.4: Electroosmotic flows from nanopores measured using colloid dis-
placement and rotation. By using spherical colloids, our optical tweeezers acts
as a probe for fluid velocity, and by using asymmetric dimpled colloids we are
able to measure fluid vorticity.
It is a very reasonable hypothesis that the electric fields outside the pore are negli-
gible, as shown by calculations in Chapter 3 [86]. Thus we expect that the velocity
and vorticity measurements will yield the same flow field. The two methods are
independent measurements which provide confidence that we are measuring the
real flow field. The use of the rotation method, however, can be extended to other
situations where the electric and hydrodynamic fields are comparable in strength.
5.2.2 Practical considerations
In practice the force measurement is straightforward: the fluid velocity can be
extracted directly, with the two caveats that the net force may contain an electric
component, and the particle may not always meet the ‘small particle’ criterion,
in which case the velocity value is an average over the particle surface, rather
than the actual local velocity. There are additionally some considerations to take
into account when measuring very small forces using optical tweezers. For a given
force, the signal we measure is the displacement:
x =
F
k
∝ 1
k
. (5.5)
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Figure 5.5: Rotation of dimpled colloids. A An SEM image of a dimpled
colloid fabricated using the ‘lock-and-key’ method. Courtesy of N. Bell. B
Because the optical centre of the colloid is not coincident with its mechanical
centre, a spinning colloid results in periodic modulations of the x and y signals
in the position tracking software. C Plotting the two signals on an x-y phase
plot shows that the optical centre performs orbits around the mechanical centre.
The Brownian noise in the signal is given by equipartition as:
√
〈x2〉 =
√
kBT
k
∝ 1√
k
. (5.6)
Thus, the signal-to-noise ratio (SNR) is proportional to 1/
√
k. To increase the
SNR, the trap stiffness should be reduced. However, in addition to Brownian noise,
1/f noise (drift) also increases at low trap stiffnesses. A good way of increasing
SNR without introducing too much drift is not to reduce the laser power, but
to increase the colloid size: the trap stiffness is a slowly decreasing function of
colloid size for colloids larger than the wavelength of the trapping laser 1 [96, 113].
The drag force itself also increases with colloid size. Very large colloids, however,
will probe the field with lower resolution as it no longer meets the small particle
approximation. For our system we have found that colloids between 1 and 2 µm
in diameter produce the optimal compromise between resolution and SNR.
For rotation measurements, it is necessary to introduce an asymmetry to the par-
ticle. For high-frequency, low-noise measurements in vacuum, even slight asymme-
tries can lead to clear signals when the power spectrum is analysed [114]. However
in our case, where rotation frequencies are typically in a regime dominated by
1The variation is 1/R in the Mie limit, where R is the colloid radius.
Chapter 5. Landau-Squire Nanojets 85
1/f noise, larger asymmetries are required. We use special colloids fabricated us-
ing the ‘lock-and-key’ technique [115] to display a small dimple on their surface
(Figure 5.5A). The colloids were manufactured and supplied to us by R. Dullens
and D. Aarts of Oxford University. The consequence of this asymmetry is that
the optical centre of the particle, which is monitored using the position tracking
software, is displaced from the centre of mass of the particle. When placed in
a region of nonzero fluid vorticity, therefore, periodic modulations are observed
in the position of the particle (Figure 5.5B). Plotting the two signals on a phase
diagram reveals that the optical centre makes circular orbits about the particle’s
mechanical centre (Figure 5.5C). This novel anemometry technique therefore gives
us experimental access to the fluid vorticity.
For these measurements, the non-spherical nature of the particle as well as its large
size will result in deviations from the ideal solution: the rotation we measure will
not be exactly half the vorticity. However we can attempt to quantify these effects.
The departure from sphericity will result in an optical torque on the particle [93].
This can be quantified by measuring the rotation rate as a function of laser power
(Figure 5.6); we see almost no dependence which suggests that the optical torques
are small. The effect of finite particle size can be investigated by measuring the
rotation rate for different particle sizes; this is also shown in the same figure, and
again we do not see a marked dependence. So, we can conclude that our particles
behave similarly to an idealised small particle in the fluid flow.
By scanning the particle in the transverse direction across the pore opening, we
obtain rotation curves such as those shown in Figure 5.7. For positive applied
voltages, these curves are highly suggestive of a directed outflow, with the angular
frequency of the particle growing to a maximum, and switching signs as the particle
crosses the axis. For negative voltages the curves are suggestive of an inflow, with a
reduced magnitude similar to observations in the flow-rectified force measurements.
In order to quantify these flow fields more carefully, we need to discuss their
theoretical basis in detail.
5.3 The Landau-Squire solution
The flow we have created arises from a source of momentum, and in fluid dynamics,
a directed source of momentum is called a ‘jet’. Jets exist at all length scales, from
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Figure 5.6: Effect of laser power on rotation frequency. The rotation fre-
quency is measured at a fixed location outside the pore for different colloid
sizes and laser powers. There is no dependence on either laser power or colloid
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particle approximation. The particles are therefore well-suited to measure local
vorticity accurately.
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Figure 5.7: Rotation curves are suggestive of a directed flow. By scanning a
dimpled particle in the transverse direction to the pore axis, we obtain rotation
curves which are highly suggestive of a directed flow from the pore. However, the
flow rates are not symmetric upon voltage reversal. Experimental conditions:
10 mM KCl pH 8, pore diameter 150 nm. From [111].
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microfluidic inkjets used for printing to astrophysical jets generated by as-yet
unknown mechanisms near supermassive black holes, which can extend hundreds
of light-years from their source [116]. Jets can consist of a fluid moving through
another fluid (for example, inkjets consist of a liquid moving through air), in which
case the interface between the two fluids determines the length and stability of the
jet. In our case, we have a submerged jet, where a fluid moves into a larger reservoir
containing the same medium. It turns out that for the case of the submerged jet, an
exact solution of the Navier-Stokes equations can be written down. This solution
was discovered by Landau in 1944, and independently by Squire, in 1951 [117],
and is known as the Landau-Squire solution [118]. Due to its exact nature it is
valid at all Reynolds numbers up to the onset of turbulence.
For a steady, incompressible, viscous fluid, the momentum equation is given by
ρu · ∇u = −∇p+ µ∇2u, (5.7)
which along with the continuity equation
∇ · u = 0 (5.8)
determines the behaviour of the fluid completely. Exact solutions to this problem
can be written down by taking advantage of symmetries, and postulating certain
relationships for the independent variables. Because of these constraints, there are
only a handful of exact solutions available.
An example is a flow field which is independent of the angular coordinates: u =
u(r). We have straight away from the continuity equation that u ∝ r−2. This
resulting flow field is called potential flow, and corresponds to a steady point source
of mass at the origin [119].
If we take a cylindrically-symmetric flow field with dependencies on r as well as θ
(where θ is the angle subtended by the position vector and the axis of symmetry),
we can obtain a solution by postulating that u ∝ r−1. The incompressible nature
of the flow allows the velocity components to be written in terms of a scalar field,
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the Stokes stream function ψ:
ur =
1
r2 sin θ
∂ψ
∂θ
(5.9)
uθ = − 1
r sin θ
∂ψ
∂r
. (5.10)
Lines of constant ψ are parallel to (ur, uθ) and hence correspond to streamlines;
the value of ψ(r, θ) measures the flux per unit radian of liquid through any curve
joining the axis of symmetry and the point (r, θ). The postulate that u ∝ r−1
allows the stream function to be written as
ψ(r, θ) = rνf(θ), (5.11)
where f(θ) is a dimensionless function and ν = µ/ρ is the kinematic viscosity.
Solving eq. 5.7 with the requirement for a minimal number of singularities in the
solution leads to
f(ξ) =
2(1− ξ2)
1 + C − ξ (5.12)
whereupon we obtain the full Landau-Squire solution,
ψ(r, θ) =
2rν(1− ξ2)
1 + C − ξ , (5.13)
where ξ = cos θ and C is a constant [119]. The shape of this solution for different
values of C are shown in Figure 5.8; the constant C is therefore the only parameter
required to describe the flow field.
What is the physical interpretation of C? In order to maintain a steady flow there
must be a constant source of momentum, or in other words, an external force ap-
plied to the fluid. For a closed surface A, the fluid inside exerts a force − ∫ σijnjdA
(where σij is the stress tensor) as well as carries a momentum
∫
ρuiujnjdA out-
wards. The total force in the ith direction Pi on the fluid is the sum of these two
components:
Pi =
∫
(ρuiuj − σij)njdA, (5.14)
and evaluating this expression for the Landau-Squire result (using velocity com-
ponents as calculated from eq. 5.13) gives [119]
P
2piρν2
=
32
3
1 + C
C(2 + C) + 4(1 + C)
2 ln
( C
2 + C
)
+ 8(1 + C), (5.15)
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Figure 5.8: The Landau-Squire solution at different Reynolds numbers. The
jet Reynolds number is related to the parameter C by the relation 5.15. As C
decreases, the Reynolds number increases. Here we show streamlines for C → ∞
(A), C = 1 (B), C = 0.1 (C), and C = 0.01 (D), corresponding to Re = 0, 5.5,
50, and 522. As C → ∞, the Landau-Squire jet tends to the Stokeslet. x and y
are measured in arbitrary units.
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where P is directed along the axis of symmetry. The constant C is therefore
related to the external force P applied to the fluid. The physical interpretation of
the Landau-Squire solution is now clear: it is the flow field generated by a steady
point source of momentum P , which corresponds to an external force applied at
the origin. As P increases (and hence C decreases), the jet becomes more focused
along the axis of symmetry. The quantity Re = P/(2piρν2) is a measure of an
effective jet Reynolds number; at low Re viscous forces result in the jet becoming
more diffuse.
5.3.1 The Stokeslet limit
As Re → 0, the Landau-Squire solution simplifies considerably. We have that
f(θ)→ 2 sin2 θ/C and P/(2piρν2)→ 8/C, giving
ψ(r, θ) =
P
8piρν
r sin2 θ. (5.16)
The form of this solution is shown in Figure 5.8A, and corresponds to the following
velocity field:
ur =
P
4piµ
cos θ
r
(5.17)
uθ = − P
8piµ
sin θ
r
. (5.18)
The vorticity can be obtained by taking the curl of the velocity field
ω =
P
4piµ
sin θ
r2
φˆ, (5.19)
where φˆ is the unit vector in the azimuthal direction. This solution is known
as the Stokeslet, and is the Green’s function solution to the Stokes equations of
low-Reynolds number fluid flow [119]. It is, therefore, the flow field generated by
the application of a point force in the limit of zero Reynolds number.
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Figure 5.9: The coordinate system outside the nanopore. We define our coor-
dinate system with the pore located at the origin. Each point can be described
in Cartesian coordinates, where the optical trap points along the z-axis. We
also use spherical polars; however, our polar coordinates are not standard, but
rather take the x-axis as the polar axis. All our measurements lie in the x-y
plane.
5.4 Characterising flow fields using the Landau-Squire so-
lution
The size of our nanopores, which are a few tens to hundreds of nm, are small com-
pared to the observation region, which can be up to a few tens of µm. Additionally,
the taper angle of the conical capillary is small, which reduces the effect the phys-
ical presence the capillary has on the flow field around it. The largest Reynolds
numbers in our system is ∼ 0.1; given that this is still small, the Stokeslet solution
seems to be the most appropriate first-order description of our flow field. We can
test this hypothesis by evaluating the scaling of our force and rotation data.
5.4.1 Experimental procedure
The sample cell is set up as described in Chapter 3. Instead of flushing in DNA-
coated colloids, we now flush in spherical colloids, for force measurements, or
dimpled colloids, for rotation measurements. A mixture of both types of colloids
can be used to measure flows from the same pore. Once a colloid is captured, it
is moved using the piezoelectric nanopositioning stage to a location outside the
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nanopore. For clarity, the geometry of the situation is shown again in Figure
5.9. Using a calibrated graticule overlaid on the CCD video feed, we determine
the relative x-y position between the trap centre and the nanopore. This can be
achieved with a minimum error of∼ 100 nm, and represents the largest uncertainty
in the method. Once the calibration has been carried out, subsequent distances
are measured as relative displacements using the piezo stage.
Next, the flow is then switched on by applying a voltage, and the z-position of
the trap is adjusted to maximise the force or rotation signal. This corresponds to
positioning the trap in the plane of the pore axis. Because the relative position
of the optical trap and pore drifts at a rate of a few hundred nm an hour (mainly
due to heating), both the x-y and z calibrations must be repeated in extended
measurements.
Finally, we record data by moving the colloid in a grid around the pore, taking
care to remain in the x-y plane of the pore axis. At each position, we can record
two force components Fx and Fy (for spherical colloids) and the angular frequency
Ω (for dimpled colloids).
5.4.2 Linearising the rotation data
To test our Stokeslet hypothesis, we can compare the experimental data with the
analytic theory. The Stokeslet solution predicts that the rotation data obeys the
following:
|Ω| = |ω|
2
=
P
8piµ
sin θ
r2
(5.20)
=
P
8piµ
y
(x2 + y2)3/2
(5.21)
=
P
8piµ
Y ∗, (5.22)
where we have used Faxen’s torque law (eq. 5.3) in the first line, and converted to
Cartesian coordinates for the purposes of comparing with experimental data in the
second. It can be seen that the rotation field depends on the position coordinates
only in the form Y ∗ = y/(x2+y2)3/2. A plot of the rotation data against Y ∗ should
thus give straight lines from which the quantity P can be extracted. Figure 5.10A–
D shows the raw data which results in a rotation field, and Figure 5.10E shows
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the same data plotted against Y ∗. The data linearises, suggesting the Stokeslet
solution is a good description of the rotation field.
5.4.3 Linearising the force data
For the force data, Faxen’s force law (eq. 5.2) gives
F = 6piµav + piµa3∇2v. (5.23)
To first order, the scalings for the force components are thus given by
Fx =
3Pa
2
x2 + y2/2
(x2 + y2)3/2
(5.24)
=
3Pa
2
1
X∗
(5.25)
Fy =
3Pa
2
xy/2
(x2 + y2)3/2
(5.26)
=
3Pa
2
1
Y ∗
(5.27)
and the total force by
F =
3Pa
2
√
(x2 + y2/2)2 + (xy/2)2
(x2 + y2)3
(5.28)
=
3Pa
2
1
R∗
(5.29)
We can also evaluate the scalings to higher order; these terms are O(a/r)3 and
become important when the colloid is close to the pore. The expressions are:
Fx = P
[
3a
2
x2 + y2/2
(x2 + y2)3/2
− a
3
4
2x2 − y2
(x2 + y2)5/2
]
= Pα (5.30)
Fy = P
[
3a
2
xy/2
(x2 + y2)3/2
− 3a
3
4
xy
(x2 + y2)5/2
]
= Pβ (5.31)
for the force components, and
F = P
√[
3a
2
x2 + y2/2
(x2 + y2)3/2
− a
3
4
2x2 − y2
(x2 + y2)5/2
]2
+
[
3a
2
xy/2
(x2 + y2)3/2
− 3a
3
4
xy
(x2 + y2)5/2
]2
(5.32)
= Pγ (5.33)
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Figure 5.10: Linearisation of rotation data. A–D A rotation map showing
rotation frequency as a function of the position of the colloid (x, y), viewed at
different angles, for an outflow generated using a 15 nm pore at 10 mM KCl,
and an applied voltage of -1 V. The location of the pore is (x, y) = (0, 0). E
Applying the scaling 5.22 to the data results in a straight line, which allows the
value of P to be determined.
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for the total force.
Figures 5.11A,B and 5.12A,B show the force data plotted in the x-y plane centred
about a 15 nm and 150 nm pore respectively; below them are the data plotted
against the Landau-Squire variables α, β, and γ as defined above. Although there
is some spread in the data due to noise, linear trends are clearly observed, and the
P values extracted consistent with each other.
We observe a positive x-intercept in the force data (e.g. Figure 5.11C). This is
most likely due to the limit of the force resolution of the setup, which is of the
order of 0.5 pN. Forces smaller than this value do not lead to a detectable average
force signal, and thus the flow field appears to die off at a finite distance from
the pore. We expect, however, that the slope of the data, which determines P ,
remains unaffected by the intercept.
The striking flow reversal, where the flow directions are different between the
two pore sizes, is clearly observed: whereas at negative voltages the 15 nm pore
produces an effective outflow (Figure 5.11, red data points), the same voltage
results in an inflow for the 150 nm pore (Figure 5.12, red data points).
5.5 Evaluation of the Landau-Squire solution
Figure 5.13 shows a comparison of P values extracted via force and rotation mea-
surements, for a flow field generated from the same nanopore. We observe a good
agreement between the rotation and force methods, which suggests that electric
forces are small, as predicted, and our measurements are dominated by the hy-
drodynamic flow field. We would not have been able to reach this conclusion with
either one of the measurement techniques alone. The consequence of this is that a
simple measurement of drag force by itself is enough to determine the properties
of the flow field.
The dominant source of error in our method is the determination of the relative
position between the trap centre and the nanopore. Overall these errors contribute
to slight nonlinearities in the data (for instance, the rotation data in Figure 5.10E
and the force data in Figure 5.11G are not perfectly linear), although these are
small compared to the overall trend. An improvement to the setup would involve
a more accurate determination of the trap-pore distance as well as 3D tracking,
96 Electrokinetic Phenomena in Nanopore Transport
-2 0 2 4 6
-4
-2
0
2
4
y
(+
m
)
x (+m)
-2 0 2 4 6
-4
-2
0
2
4
y
(+
m
)
x (+m)
0.0 0.2 0.4 0.6 0.8 1.0
-2
0
2
4
6
8
Fo
rc
e
(p
N
)
a
0.0 0.2 0.4 0.6 0.8 1.0
-2
0
2
4
6
8
Fo
rc
e
(p
N
)
a
0.0 0.2 0.4 0.6 0.8 1.0
-2
0
2
4
6
8
F x
(p
N
)
_
0.0 0.2 0.4 0.6 0.8 1.0
-2
0
2
4
6
8
F x
(p
N
)
_
-0.2 -0.1 0.0 0.1 0.2
-2
0
2
4
6
8
F y
(p
N
)
`
-0.2 -0.1 0.0 0.1 0.2
-2
0
2
4
6
8
F y
(p
N
)
`
 A                                             B
C                                              D
E                                               F
G                                              H
P = 8.2±0.1 pN
P = 8.2±0.1 pN
P = 7.9±0.3 pN P = 0.5±0.4 pN
P = 0.6±0.1 pN
P = 0.1±0.1 pN
Figure 5.11: Linearisation of force data for the 15 nm nanopore. Force maps
and rescaled data for a 15 nm pore at 10 mM KCl pH 8, as measured using a
spherical 2 µm colloid. The data are scaled according to eq. 5.30, 5.31, and
5.32. Red data points correspond to an applied voltage of -1 V, and blue points
to +1 V.
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Figure 5.12: Linearisation of force data for the 150 nm nanopore. Force maps
and rescaled data for a 150 nm pore at 10 mM KCl pH 8, as measured using
a spherical 2 µm colloid. The data are scaled according to eq. 5.30, 5.31, and
5.32. Red data points correspond to an applied voltage of -1 V, and blue points
to +1 V.
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Figure 5.13: Agreement of force and rotation data. The P values from a
single pore measured using both force and rotation methods agree well; here
we use a 150 nm pore at 10 mM KCl pH 8, and an applied voltage of +1 V.
Measurements were made with 3 µm colloids.
so that the x, y, and z position of the colloid could be monitored at all times.
Despite these limitations the qualitative behaviour of the flow field is clear.
These Landau-Squire scalings can be tested independently on a separate setup
employing particle image velocimetry (PIV) measurements of a flow field seeded
with fluorescent nanoparticles [120]. The experiments were carried out by V.
Thacker and confirm the Landau-Squire scaling in an accurate, quantitative way.
Although it is always possible to obtain a grid of data points and extract P via a
linear fit, in practice once the nature of the flow field is determined, a measurement
made at a single location can be sufficient to extract P : if the location of the colloid
(x, y) is known then P can be extracted using any of the relations 5.30, 5.31, or
5.32. This method is acceptable provided that the effect of finite force resolution
is small. By measuring close to the pore such that the parameter α and γ > 0.5,
the difference between P values obtained from a linear fit to the grid data and
a point measurement at one location can be reduced to less than ∼ 10%. In
the following chapters, we will be concerned more with the qualitative changes
in the flow behaviour, rather than precisely determining the value of P . In this
case, point measurements are preferable as they reduce the time needed for data
acquisition, and we are able to cover a wide range of parameters quickly.
It must be noted that for our 1 µm pores, the Stokeslet solution is not a good
description, because the ratio R/r is large (where R is the pore size), and the pore
does not behave like a point source of momentum. Additionally the flow rates are
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not high enough to produce flows in regions where the Stokeslet solution would
be valid, which is of the order of a few hundred µm away from the pore. It is
therefore not possible to analytically characterise this flow field with our current
methods; however a value of P can still be extracted using the same scalings as
for the small pores. This value is an ‘effective P ’ used merely for comparison with
the other data sets, and does not correspond to a Landau-Squire solution.
5.6 Conclusion
We have shown that a rotating particle held in an optical trap can function as a
vorticity probe, and that a spherical particle can measure velocities due to viscous
drag forces. This has enabled us to use the optical tweezers setup to study fluid
flows at the µm scale. The electroosmotic flows generated from a conical nanopore
behaves like a Stokeslet field, which is the low Reynolds number limit of the
classical Landau-Squire jet. This solution is characterised by one parameter P ,
which represents the point force required to set up the flow field. Our vorticity
and velocity data scale in the manner predicted by this solution, confirming its
validity, and allowing us to extract the value P for quantification of the flow. We
observe that P varies in a complex way with changing conditions such as salt
concentration and pore size, and in the next two chapters we will unravel this
unexpected behaviour.

Chapter 6
Electroosmotic Flow Reversal
In the previous chapter we have determined that the electrokinetic flows generated
by a conical glass nanopore obey the Stokeslet limit of the classical Landau-Squire
solution within the observation region of a few µm around the pore. Due to its
self-similar nature, this solution is characterised by just one parameter P , which
is the magnitude of force required to set up the observed flow field. By measuring
the velocity or vorticity at any point in the flow field, it is possible to extract P
by applying the analytic scaling relations from the Landau-Squire solution. The
magnitude and direction of P was found to depend on salt concentration and pore
size in a complex way. In this chapter we discuss how the direction of P changes,
and provide a simple analytical model which explains the behaviour in an intuitive
way. The results of this chapter are published in the following paper:
• Laohakunakorn, N., Thacker, V. V., Muthukumar, M., and Keyser, U. F.
Electroosmotic Flow Reversal Outside Glass Nanopores, Nano Letters 15
(1), pp. 695-702 (2015) [121]
6.1 Experimental results
6.1.1 Experimental procedures
The basis for these experiments is described in Chapter 5. A spherical streptavidin-
polystyrene colloid (1–2 µm in diameter) is captured in the optical trap and po-
sitioned outside the nanopore using the piezoelectric nanopositioning stage. The
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distance between the trap centre and nanopore is initially determined using a cali-
brated graticule superimposed on the bright-field CCD image of the experimental
area; subsequent relative distance measurements are determined from the piezo
position.
Application of a voltage results in electrokinetic flows which exert a drag force on
the colloid, resulting in a new equilibrium position such that the optical force FOT
balances the drag force Fdrag. Using the Stokes relation Fdrag = 6piµav (where a
is the colloid radius) we can thus determine the local velocity v at the colloid’s
position. If the colloid is large compared to changes in the flow field this value will
be an average velocity over the colloid’s surface, but as discussed previously, as
long as measurements are made sufficiently far away from the pore this assumption
is reasonable. This can be checked by measuring the same flow field with colloids
of different sizes, which gives the same results within experimental errors.
For each pore size used, the Landau-Squire nature of the flow field was checked
by linearising a grid of force and rotation data as well as by imaging using PIV.
The 15 and 150 nm pores used result in good Landau-Squire flow fields, while
1000 nm pores do not. In subsequent measurements we can take advantage of the
Landau-Squire solution and extract P from a point measurement of force. These
measurements are typically obtained by placing the colloid on axis at a distance
of ∼ 3–5 µm from the pore. To minimise the effects of drift in the optical trap all
measurements are made by alternating the voltage from 0 to ±1V and averaging
the step change in force over a large number of repeats.
For 15 and 150 nm pores, this procedure results in P values for the Landau-Squire
flow field. For the 1000 nm pore we apply the same scaling procedure to extract
an effective P value for comparison with the other data sets; as discussed earlier,
this value does not correspond to a Landau-Squire solution, but is merely a value
of force representing the flow strength. In order to ensure consistency all 1000 nm
measurements were made at a fixed axial distance of 5 µm from the pore.
P values were measured over a wide range of KCl concentrations. For concen-
trations above 100 mM, a buffer of 1×TE (corresponding to 10 mM Tris, 1 mM
EDTA) was used at pH 8; at lower concentrations the buffer was adjusted to be
10% of the total KCl concentration (i.e. 10 mM KCl will contain 1 mM Tris, 0.1
mM EDTA). The conductivity of all solutions was checked using a commercial con-
ductivity meter. Because it is not possible to change the salt concentration once
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the sample cell is filled, it is necessary to fill a new capillary for measurements at
a different concentration. To take into account the variations between pores, the
results presented are an average over several pores at each salt concentration.
6.1.2 Experimental results
The experimental results are presented in Figure 6.1. Subfigures A–C show the
measured P values for three different pore sizes, and for applied voltages of +1
V (blue/cyan) and -1 V (red/orange). There are four major effects to observe:
first, as salt concentration is reduced, the magnitude of P increases. Second, at
some critical salt concentration, the direction of P reverses. Third, this critical
salt concentration shifts to lower values as the pore size is increased. Finally, the
magnitudes of P are asymmetric with respect to voltage reversal: the positive and
negative branches are not mirror images of each other, although both branches
exhibit the same qualitative behaviours.
We can explain some of these effects already: the increasing magnitude of P was
discussed in Chapter 2, and is due to the ζ-potential increase of glass surfaces at
low salt. The asymmetry with respect to voltage reversal is an effect termed flow
rectification which we will discuss in Chapter 7. Here, we are concerned with the
change in direction of P as a function of salt concentration and pore size, an effect
we call flow reversal.
In order to confirm that these effects are electrokinetic in origin (and hence depend
on surface charge), measurements were carried out at pH 4 (Figure 6.2, dashed
lines), which is closer to the isoelectric point of quartz glass [122]. Under these
conditions the surface charge is reduced, and we see that the magnitudes of P are
correspondingly smaller as expected.
The flow reversal effect persists in large µm-sized pores, which suggests that it must
be explainable using the classical continuum equations introduced in Chapter 2.
An appropriate test for this is to attempt to reproduce the results using simulations
which solve these equations.
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Figure 6.1: The variation of P with salt concentration and pore size. Values
of P are measured at different salt concentrations, for positive (blue/cyan) and
negative (red/orange) applied voltages. Positive values of P indicate outflows,
and negative values indicate inflows. As salt concentration is reduced, the flow
direction exhibits a striking reversal. The critical salt concentration required
for reversal depends on the pore size: smaller pores require higher critical con-
centrations. The change of flow direction as a function of pore size and salt
concentration is termed flow reversal. The system also exhibits an asymmetry
between the negative and positive branches. This effect is termed flow recti-
fication. Where there are error bars, they indicate the standard deviation of
measurements made using different pores at the same salt concentration.
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Figure 6.2: Dependence of P on pH. Values of P are shown in 15 nm (A)
and 150 nm (B) pores, at pH 8 (solid lines and symbols) and pH 4 (dashed lines
and open symbols). The more acidic solution was achieved by buffering the
measurement solution with citrate buffer. We observe that flows are suppressed
at pH values close to the isoelectric point of glass, which confirm that the flows
are electrokinetic in origin.
6.2 Finite element simulations using COMSOL
In general, the solution of partial differential equations for arbitrary geometries
must be obtained using numerical methods, an example of which is the finite el-
ement method [123]. Here, the geometry is discretized into a large number of
elements. For each element, a boundary value problem is solved to produce the
required physical quantity of interest. As the number of elements increases, the
overall result tends to the continuous physical solution; in principle, the solution
could be obtained to an arbitrary degree of accuracy, given the appropriate com-
puting resources.
COMSOL Multiphysics is a commercial finite element solver which allows for a
straightforward application of this method, as well as permitting easy coupling of
multiple physical effects on one system [124, 125]. For instance, an electrostatic
problem can be coupled to heat transfer and continuum mechanics to model the
behaviour of a real resistor.
We have used COMSOL (version 4.4) to solve the coupled Poisson, Nernst-Planck,
and Stokes equations which together describe all the relevant physics in our nanopore
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Figure 6.3: The geometry used for COMSOL simulations. We model the
system using a 2D axisymmetric geometry with a spherical reservoir. The glass
walls of the pore are taken into account as a solid dielectric with r = 4.2. The
other quantities are defined in the text.
system. These equations were introduced in Chapter 2, and are restated here:
∇2φ(r) = −ρe(r)
0r
, (6.1)
J i = −Di∇ci(r)− Di
RT
zieNAci(r)∇φ(r) + ci(r)u(r), (6.2)
0 = −∇p+ µ∇2u+
∑
f ext. (6.3)
The solution of these equations produces the velocity field u(r) which can be
compared to experimental measurements.
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6.2.1 Geometry
The simulation geometry is shown in Figure 6.3. It is a 2D axisymmetric design
about the axis AG. The conical pore is parameterised by two angles α and β,
the taper angles of the inner and outer walls respectively. We use α = 5◦ and
β = 10◦; these values were taken from SEM measurements. The cone is truncated
at a radius R; however the walls meet at a virtual origin located a distance L0 =
R/ tanα from the pore opening. A spherical reservoir is centred about this origin.
The motivation behind the spherical reservoir is that in the real system, the closest
surface to the pore is the glass cover slip, ∼ 250 µm away, and so the reservoir is
essentially isotropic and symmetric from the point of view of the pore. The size of
the reservoir d = 20L0 which is large enough to mimic infinity; this can be tested
by changing the reservoir size, which does not affect the results significantly.
Sharp corners D and E are rounded with a filleting radius of R/10. The electrode
GF′ is 2 nm long. The design of the geometry is such that the arc BG permits
a 1D solution along its length, with the glass walls intersecting this arc at right
angles: this is discussed further below. The design of this geometry was motivated
by discussions with S. Kesselheim.
6.2.2 Mesh
A refined mesh was used with mesh control domains situated about the pore en-
trance (size 10R), and at the two corners C and F where the glass walls meet
the reservoir boundary (size 5R). Inside the control domains the mesh is heavily
refined with maximum element sizes of 0.2 nm. Outside these domains a prede-
fined mesh was used optimized for fluid dynamics; the maximum element size is
around 50 nm. Near the wall a 9-level boundary layer was created, with the first
layer thickness equal to approximately λD/3 and a maximum growth rate of 20%
between layers. This ensures sufficient resolution of the physics in the EDL. This
mesh design is crucial for running the simulation successfully, as it has significant
effects on numerical convergence and stability. The final mesh has approximately
3 million elements.
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6.2.3 Boundary conditions
The solution procedure proceeds in two steps. The first is the evaluation of the
Poisson and Nernst-Planck (PNP) equations along the 1D boundary GF′FCB,
using the following boundary conditions:
• Poisson: surface charge σs at F and C, potential φ = V0 at F′ and φ = 0 at
B. φ is constant and equal to V0 on GF
′.
• Nernst-Planck: concentration c = c0 at F′ and B, no flux at F and C. The
concentration is constant and equal to c0 on GF
′.
The solution of this problem is the electric potential φ1D and concentration ci,1D for
both species along the boundary, which are used as Dirichlet boundary conditions
for the 2D PNP equations. We also obtain the fluid pressure using
p = 2NAc0kBT
[
cosh
(
e(φ− V0)
kBT
)
− 1
]
(6.4)
on CB, and
p = 2NAc0kBT
[
cosh
(
e(φ)
kBT
)
− 1
]
(6.5)
on F′F. This sets a Dirichlet boundary condition p1D for the Stokes equation.
After the 1D problem has been solved we then solve the full 2D problem using the
following BCs:
• Poisson: surface charge σs on FEDC, potential φ = 0 on AB, φ = φ1D on
GF′FCB.
• Nernst-Planck: concentration ci = c0 on AB, ci = ci,1D on GF′FCB.
• Stokes: pressure p = 0 on GF′ and AB, p = p1D on GF′FCB using COM-
SOL’s ‘normal boundary stress’ condition.
This procedure was recommended by M. Mao and S. Ghosal of Northwestern
University.
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6.2.4 Computation
We run the simulations to determine the steady-state concentration and velocity
profiles, using a fixed surface charge density of -0.02 C/m2 [59], relative permittiv-
ities of r = 4.2 for glass and r = 80 for water, and diffusion constants of 2× 10−9
m2/s for both K+ and Cl− [126].
The 1D solution is computed using a fully coupled solver. The 2D solution uses a
segregated solver which solves the PNP equations in the first step, and the Stokes
equation in the second. The convergence criterion is a tolerance of 10−6. For
discretization we use quadratic elements for the PNP equations, and P2+P1 for
Stokes (second order velocity, first order pressure). The solution time is roughly
500 seconds on a machine running a 4-core 3.33 GHz Intel i7 processor, with 12GB
RAM.
For cases where the nonlinearity is large (for instance, when high voltages are
used), convergence is achieved using load ramping: the surface charge is slowly
increased, with the final solution for each run used as the initial condition for the
subsequent run. This method takes roughly 2,500 seconds to run, and using this
method we are able to achieve convergence in all cases.
Finally, to test the robustness of the simulation we carry out a computation for zero
voltage and finite surface charge. The real solution is of course that the velocity
field is identically zero everywhere. However, in our simulation, numerical noise
leads to fluctuations in the result which leads to a non-zero flow field. The size of
this flow field could be made arbitrarily small by further refining the mesh; using
our 3-million-element mesh the maximum flow rates are of the order of 10−5 m/s
(compared to maximum electrokinetic flow rates of ∼ 0.1 m/s at finite voltages)
and occurs near the intersection of the glass walls with the reservoir boundary.
Further refinement of the mesh near those points can reduce this value even more,
but this is limited by available computer memory.
6.2.5 Benchmarking
We can run a few benchmark simulations to test the validity of our equations:
the simplest system is the infinite cylinder, where analytic solutions are available
under the Debye-Hu¨ckel approximation (Chapter 2). The results for this are shown
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Figure 6.4: Benchmarking the COMSOL simulation. We can run our system
of equations on an infinite cylinder as a test of validity: here we show the simu-
lated electric potential (A) and electroosmotic velocities (B) at three different
salt concentrations, and compare them to analytic Debye-Hu¨ckel solutions (solid
lines). The agreement between simulations and theory are excellent at high salt,
where the Debye-Hu¨ckel equations are a good approximation. The coordinate
r measures the perpendicular distance from the wall of the cylinder.
in Figure 6.4 for the electric potential (6.4A) and axial velocity (6.4B), at three
different salt concentrations. At high salt (∼ 500 mM) the results are in good
agreement, although at low salt (∼ 10 mM) there is a discrepancy. This is expected
as the magnitude of the ζ-potentials in these cases is greater than ∼ 25 mV, and
hence the Debye-Hu¨ckel approximation is no longer valid.
6.2.6 Results
Finally, we run the simulations for the conical geometry under experimentally rel-
evant conditions. For each value of applied voltage, we calculate three quantities:
• I = Nae
∫
A
(JK+ − JCl−) · dA, the ionic current through the pore opening
A.
• Q = ∫
A
u · dA, the fluid flow rate through the pore opening A.
• P = 4piµuz|z=1µm, the value of P that would be measured for a colloid placed
1 µm from the pore opening. This is an idealised value which essentially
results from converting a velocity (the axial velocity at z = 1 µm) to a force,
and then applying the Landau-Squire scaling to convert that force to P . The
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distance of 1 µm was chosen as it was distant enough from the pore that it
represents a far field measurement, similar to those in experiments, but still
within the confines of the simulation reservoir.
By ‘far field’, we mean the region further than ∼ 1 µm from the pore opening; this
represents the experimentally accessible region (which is limited by colloid size: it
is not possible to measure very close to the pore with a large colloid).
The simulated P values are shown in Figure 6.5, where they are compared to the
experimental results (I and Q values are discussed in Chapter 7). We see that the
simulation faithfully captures all four effects observed in experiments: increase of
P at low salt; flow reversal at a critical salt concentration; decreasing values of the
critical concentration with increasing pore size; and flow rectification asymmetry.
In the far field, the simulation results agree semi-quantitatively with the exper-
iments; the quantiative agreement deteriorates at lower salt concentrations with
the simulations predicting much larger values of P than observed. This is most
likely due to our assumption of constant surface charge, which in reality would
be reduced at low salt [42, 56]. At low concentrations where the nonlinearity is
large, a more refined mesh is required: this sets a minimum concentration limited
by available computing memory. For the 1 µm pores, this means that we were
not able to simulate concentrations below ∼ 0.1 mM, and so we do not observe
full flow reversal. However, the decrease in magnitude for the positive branch is
already seen at 0.1 mM, and we expect that given more memory we should be able
to reproduce the experimental results.
The agreement of the far field behaviour with experiments gives us confidence to
investigate the experimentally-inaccessible near field behaviour as predicted by the
simulations. The flow fields near a 15 nm pore are shown in Figure 6.6. Subfigures
A and C show the behaviour at low salt, and B and D show high salt; in all cases
the applied voltage is +1 V. We see that in the far field (A and B), the flow pattern
looks like the Landau-Squire solution; however the direction is reversed between
the two cases. In the near field (C and D), we observe that the reversal takes
place outside the pore. Whereas the EOF inside the pore is in the same outwards
direction for both salt concentrations, at low salt there is a stagnation point a few
hundred nm outside the pore, and the large scale flow is in the opposite direction.
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Figure 6.5: Comparison of experimental (A–C) and simulation (D–F) results
for the salt dependence of P . The simulations agree semi-quantitatively with
our experimental results, and faithfully capture all qualitative aspects. The
quantitative agreement deteriorates at low salt concentrations, as we have not
taken into account changing surface charges. Limited computing resources set
a lower limit for the salt concentration.
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Figure 6.6: Flow profiles at low and high salt. Simulated flow profiles for
a 15 nm pore at 10 mM (A and C), and 100 mM (B and D). At high salt,
the far-field flows are in the same direction as the flow inside the pore, while at
low salt, a flow reversal takes place outside the pore, and the near- and far-field
flows are in opposite directions. Yellow scale bars correspond to 200 nm, and
white ones to 50 nm. Arrows indicate flow direction but are normalised to have
equal magnitude. Colours indicate fluid velocity. The applied voltage is +1 V
in all cases. From [121].
In addition to the inner EOF exhibiting the same outwards flow at both low and
high concentrations, it also exhibits a constant inward flow at negative voltages
(Figure 6.7). Thus, the behaviour of the inner flow is always in the direction
expected from considerations of conventional electrokinetics.
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Figure 6.7: The inner flow. For a 15 nm pore at 10 mM, the inner EOF still
behaves in the conventional way, exhibiting an outflow at +1 V (A) and an in
flow at -1V (B). The outside flow, on the other hand, is reversed in direction
with respect to the inner flow in both cases. Scale bars correspond to 50 nm.
6.3 Flow reversal in a cylindrical pore
In order to explain the observations we first turn to a more simplified model: that
of a cylindrical pore. We find that the cylindrical pore also exhibits flow reversal,
as shown in Figure 6.8A–C, and thus the conical nature of our pores is not relevant
for this effect.
The nanopore behaves like a point source of electric field lines in the reservoir
(Figure 6.9); this is due to the symmetry of the reservoir as mentioned earlier. The
electric fields along the inner and outer walls of the pore thus point in opposing
directions. Even though the magnitude of the field outside the pore is smaller, it
can still drive an electroosmotic flow; the flow patterns in both Figures 6.6 and
6.8 are highly suggestive of EOF along the outer walls. A reasonable hypothesis,
therefore, is that the net flow observed is generated from both the inner and outer
walls, and the competition between them determines the overall direction. A quick
check of this is to run the simulations with charges on only the inner wall: Figure
6.8D shows that with just the inner wall charged, there is no flow reversal. The
EOF remains in the expected direction at all salt concentrations.
The relevant question to ask, therefore, is how the salt concentration affects the
competition between the two surfaces. Because the electric fields do not vary
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Figure 6.8: Flow reversal in a cylindrical pore. The flow profiles outside a
cylindrical pore of diameter 20 nm at 10 mM (A) and 100 mM (B), for an
applied voltage of +1 V. The flow patterns are qualitatively similar to that of
the 15 nm conical pore at the same salt concentrations. C P exhibits reversal
behaviour as a function of salt concentration similar to the simulation and ex-
perimental observations in conical pores. The conical nature of the pore is thus
not necessary for flow reversal. D The hypothesis that the reversal is due to
competition between inner and outer EOF can be tested by running the sim-
ulations with zero outside charge. In this case, the EOF exhibits no reversal,
maintaining the conventional direction at all salt concentrations.
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Figure 6.9: The electric field outside a conical nanopore. A A 15 nm conical
nanopore behaves like a point source of electric field lines in the reservoir, by
symmetry. The fields along the inner and outer walls thus point in opposite
directions. Colours represent electric potential, and lines and arrows represent
electric fields. Arrows are normalised to the same magnitude. The applied
voltage is +1 V. B The tangential electric field outside the pore is less than
∼ 10% of the field inside, and is in the opposite direction, as can be seen by
plotting the field as a function of a transverse cut across the pore wall.
with salt concentration, the effect must be of hydrodynamic or geometric origin.
We turn finally to a simple analytic model to elucidate the physics behind this
problem.
6.4 An analytical model: flow profiles in an infinite cylin-
der
The simplest analytic model we can create is that of an infinite cylinder with an
axial electric field Ez inside, and −αEz outside, where α is a parameter charac-
terising the relative strengths of the two fields (Figure 6.10A). In the real system
α ≈ 0.1 (Figure 6.9B) and we use this value in our subsequent calculations. If
we use the Debye-Hu¨ckel approximation, we can write down the electroosmotic
velocity profiles both inside and outside the cylinder; the derivation for the profile
outside the cylinder is analogous to that for the inner flow, as presented in Chapter
2. These profiles are given by:
uz,in =
σsaEz
µ
1
κa
(
I0(κa)− I0(κr)
I1(κa)
)
(6.6)
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Figure 6.10: A simple analytic model predicts flow reversal. A The simplest
model is an infinite cylinder with external and internal axially-directed electric
fields in opposite directions. This drives electroosmotic flows in opposite direc-
tions. The electric field ratio α was set to 0.1 in all the analytic calculations. B
The flow profiles inside and outside a cylinder of radius a and wall thickness a,
at two different salt concentrations κ = 0.001 (solid lines) and κ = 1.0 (dashed
lines), where κ is measured in units of a−1. The maximum velocity vmax in each
case was calculated at r = 0 for the inner flow, and at r = λD for the outer flow.
In the high salt case vmax,in > vmax,out, whereas in the low salt case it is the
other way around. C The normalised momentum flux generated by the inner
(solid line) and outer (dashed line) walls, as a function of salt concentration
for an infinite cylinder. As salt is reduced, the inner flux saturates, while the
outer flux carries on growing. D The normalised net momentum flux exhibits
the same qualitative flow reversal behaviour as observed in the experiments and
simulations. From [121].
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and
uz,out = −σsbαEz
µ
1
κb
(
K0(κb)−K0(κr)
K1(κb)
)
, (6.7)
where a and b are the inner and outer cylinder radii, and In and Kn the n
th-
order modified Bessel functions of the first and second kind, respectively. The
shapes of these profiles are given in Figure 6.10B. As the distance from the surface
is increased, the velocity profile grows over a characteristic length scale given by
the Debye length λD, before eventually saturating at the Helmholtz-Smoluchowski
limit.
The saturation velocity is given by
uHS =
0rζEz
µ
=
σsλDEz
µ
. (6.8)
As the salt concentration is reduced, λD increases, and hence uHS increases. How-
ever, when the Debye length becomes of the order of the cylinder cross-section,
this saturation is not achieved inside the pore; this is because the velocity is geo-
metrically constrained to a maximum value which is smaller than uHS:
umax,in = lim
κ→0
[
σsaEz
µ
1
κa
(
I0(κa)− I0(κr)
I1(κa)
)]
=
1
2
σsaEz
µ
. (6.9)
Such a constraint is not present on the outside of the cylinder:
umax,out = lim
κ→0
r→∞
[
−σsbαEz
µ
1
κb
(
K0(κb)−K0(κr)
K1(κb)
)]
= −∞. (6.10)
As the salt concentration is further reduced, the inner velocity reaches a constant
maximum value, while the outside velocity carries on increasing. This is the es-
sential result of the analytical model. Figure 6.10B shows the velocity profiles at
two different salt concentrations: at κ = 1.0 (in units of a−1), the inner velocity
is much larger than the outer velocity. Reducing κ to 0.001 allows the maximum
magnitude of the outer velocity to increase beyond that of the inner velocity, wihch
has hardly changed.
In order to relate the analytic model to our observations, it is not velocities but
momentum fluxes which should be calculated, as the overall direction of flow is
determined by the total momentum within the fluid. For a given force applied
to the fluid, the momentum delivered will in general depend on the geometry of
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the system. Specifically, the total momentum flux through a cross-section of fluid
of area A is ρ
∫
A
v2dA. The computed flux, therefore, depends on the area of
integration. The flux from inside the cylinder is easily calculated; the integration
area is just the area of the cylinder. However, the effective integration area outside
the cylinder is infinite, and carrying out this integral for the velocity given in eq.
6.7 leads to infinite fluxes. In reality infinite flux is prevented as the velocity decays
at large distances due to pressure and inertia. But this mathematical divergence
already demonstrates an important physical concept: very small outer velocities
can lead to very large momentum fluxes, due to the geometry of the reservoir. It
is important to note that it is not necessary for the magnitude of velocities on the
outside to exceed those on the inside for the outer momentum flux to be greater
than the inner flux. Nor is there a straightforward condition, for instance EDL
overlap, which determines the point of reversal, for the same geometric reasons.
We can formalise the argument by choosing the external integration limit to be
the Debye length, bearing in mind that in reality the outer momentum flux will
be larger. The results of calculating the fluxes from the velocity profiles given in
eq. 6.6 and 6.7 are shown in Figure 6.10C, as a function of the ratio of pore size to
Debye length, κa (which can be thought of as a nondimensional salt concentration).
It is immediately clear that as κa is reduced, the inner flux is constrained due to
the confinement by the inner walls, while the outer flux diverges: the essence of our
consideration of velocities remains unchanged for momentum fluxes. By summing
these two quantites we get the results for an ideal infinite cylinder (Figure 6.10D).
The blue and red curves show the net momentum flux at positive and negative
voltages, and qualitatively capture the flow reversal behaviour observed in both
the experimental and simulation results.
An important prediction of this model is that the saturation velocity inside the
pore is proportional to the pore radius. As we increase the pore size, therefore, the
maximum inner velocity (and flux) increases, and so a larger value of outer flux
is required to achieve flow reversal. Hence, the critical salt concentration shifts to
lower values, consistent with our observations.
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6.5 Conclusion
We have shown that the EOF outside a conical pore undergoes a striking flow
reversal as a function of salt concentration; this behaviour is exhibited in both
experimental and simulation data. The flow fields resulting from the simulations
are highly suggestive of a competition between EOF generated from the inner
and outer walls of the pore. We proposed an analytical model which captures the
essential physics of the system, which turns out to be the geometric confinement of
the inner electroosmotic flow. As salt concentration is reduced, the flow inside the
pore saturates, while the outside flow carries on increasing, eventually dominating
the far field behaviour. These results once again highlight the importance of
geometric effects in hydrodynamic problems. In the next and final results chapter,
we will discuss the remaining feature that we have so far neglected: that of the
rectification properties of conical nanopores.
Chapter 7
Electroosmotic Flow Rectification
In our final electroosmotic flow results chapter, we delve into the details of an
effect which has been motivated by our experiments, but as it turns out, not
yet experimentally accessible. In our discussion of electroosmotic flow we have
seen that EOF from a conical nanopore exhibits an asymmetry with respect to
voltage reversal. Our results are presented again in Figure 7.1. The direction
of the flow depends on the salt concentration, as discussed in Chapter 6. At
high concentrations, positive voltages lead to outflows, and negative voltages to
inflows. At low salt this situation is reversed. For our analytic flow reversal model,
switching the voltage changes the direction of flow symmetrically. However, the
effect of flow rectification asymmetry is to shift the negative branch of the P vs.
concentration curve upwards: this shifts the reversal concentration for the negative
branch to higher values, meaning that there is a regime (labelled B in Figure 7.1)
where reversing the voltage does not change the direction of flow.
The entire behaviour can be thought of as arising from the two effects of flow
reversal and flow rectification: the reversal leads to the directional change, while
the rectification introduces an asymmetry to the system. This chapter attempts
to explain what leads to flow rectification. The real system consists of flows from
both the internal and external walls, and is affected by geometric properties such
as pore size, taper angle, and wall thickness which add to the complexity of the
problem. In order to simplify the discussion we will look exclusively at the internal
flow through the pore. This quantity is not experimentally accessible as it is not
possible to separate it from the net flow measured outside the pore, but we can
study it using our finite element COMSOL simulations. The good agreement
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Figure 7.1: Summary of EOF behaviour. The behaviour of P as a function
of salt concentration is characterised by flow reversal, where the direction of
P switches at some critical salt concentration, as well as by flow rectification.
This results in a shift of the negative branch upwards compared to the positive
branch, breaking the voltage-reversal symmetry.
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of the simulations with the experimental P values for the far field flow provides
confidence that the near field behaviour is at least qualitatively correct. Therefore
this chapter presents simulation results only, which could perhaps motivate a new
set of experiments in the future. The results introduced here were later published
in a complete paper:
• Laohakunakorn, N. and Keyser, U. F. Electroosmotic Flow Rectification in
Conical Nanopores, Nanotechnology 26 (27), pp. 275202 (2015) [127]
7.1 Simulated ionic current and flow rates
Conical nanopores are already known to exhibit a voltage-dependent asymmetry:
this is the well-documented effect of ionic current rectification [73, 74, 128, 129].
Our simulations can be used to predict the ionic current, given by
I = Nae
∫
A
(JK+ − JCl−) · dA, (7.1)
where A is the area of the pore opening. Figure 7.2A and B show the simulated
ionic current as a function of voltage (I-V curves) for two different pore sizes,
represented by solid lines. The squares are experimental measurements, and we
observe an excellent agreement between the two.
A new prediction of our simulations is the flow-voltage behaviour, as shown in
Figure 7.2C and D. The quantity plotted is the internal flow rate through the pore
opening
Q =
∫
A
u · dA, (7.2)
and we see that it is rectified in the opposite sense to the ionic current: whereas
at positive voltages the current is small, the flow is large, while conversely at
negative voltages, the flow is small, and the current is large. The rectification of
EOF in conical pores has been observed experimentally before, albeit indirectly
in a track-etched nanoporous membrane [130].
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Figure 7.2: Current and flow rectification in conical nanopores. The simulated
ionic current (solid lines) through 15 nm (A) and 150 nm (B) pores agree well
with experimentally-measured values (squares). The current is rectified, with
the smaller pore exhibiting a larger degree of rectification. The simulations also
predict the electroosmotic flow rates through the pore opening (C and D). The
flows are rectified in the opposite sense to the current. The salt concentration
in all cases is 10 mM.
A standard way of quantifying rectification is to calculate rectification ratios, de-
fined as follows:
rI =
∣∣∣∣I(−1 V)I(+1 V)
∣∣∣∣ , (7.3)
rQ =
∣∣∣∣Q(−1 V)Q(+1 V)
∣∣∣∣ . (7.4)
A rectification ratio greater than one is defined as standard positive rectification,
which is the behaviour exhibited by the ionic current in conical nanopores with
negatively-charged surfaces.
Figure 7.3A shows a plot of the simulated rectification ratios for both current and
Chapter 7. Electroosmotic Flow Rectification 125
Simulation ExperimentA                                             B
0.01 0.1 1 10 100 1000
0
1
2
3
4
15 nm
150 nm
1000 nm
R
ec
tif
ic
at
io
n
ra
tio
Salt concentration (mM)
0.01 0.1 1 10 100 1000
0
1
2
3
4
15 nm
R
ec
tif
ic
at
io
n
ra
tio
Salt concentration (mM)
Figure 7.3: Salt dependence of rectification ratios. A The simulated recti-
fication ratios, as defined by eq. 7.3 and 7.4, are plotted as a function of salt
concentration for three different pore sizes. Solid lines represent current recti-
fication ratios, and dashed lines are flow rectification ratios. The current and
flow are rectified in the opposite sense. As salt concentration decreases, rectifi-
cation increases to a maximum, and then decreases at very low salt. This effect
is consistent with previous studies which only considered the ionic current [74].
The degree of rectification is greater for smaller pores. B The experimentally-
measured values of current rectification ratios for 15 nm pores. Qualitatively
the behaviour is similar to the simulations, but there is a large variability in the
data, as represented by the error bars.
flow as a function of pore size and salt concentration. The rectification is observed
to increase with decreasing pore size. As the salt concentration is lowered the
current rectification increases to a maximum [74]. Crucially though, our results
show that the ionic current and electroosmotic flow are rectified in the opposite
sense. Figure 7.3B shows experimental values of the current rectification ratio for
15 nm pores, which exhibit the same qualitative dependence on salt concentration
as the simulations.
The observation that ionic current and EOF rectification exhibit similar features
strongly suggests that they are related. Our approach is therefore to study the
mechanisms which lead to current rectification, which have been investigated pre-
viously in the literature, in order to determine whether they can also result in flow
rectification.
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Figure 7.4: Concentration polarisation in the short nanochannel. An ap-
plied voltage generates enrichment and depletion regions near the two ends of a
nanochannel. Both K+ (left) and Cl− ions (right) are depleted upstream of the
pore, and enriched downstream. The bulk salt concentration is 100 mM, and
the applied voltage is +0.5 V. The channel diameter is 15 nm.
7.2 The short nanochannel model
7.2.1 Concentration polarisation in the short nanochannel
A simplified model which captures the relevant physics is the short nanochannel:
this is a pore with a low aspect ratio embedded in a membrane. The pore diameter
used is 15 nm, and the membrane thickness is 50 nm. We carry out simulations
to solve the same Poisson-Nernst-Planck-Stokes system of equations in this new
geometry in order to first explain ionic current rectification, and then show that
it is intricately linked to flow rectification.
Under an applied voltage, the equilibrium ion concentrations in the nanochannel
are shown in Figure 7.4. It is immediately apparent that there is a non-uniform
concentration field near the pore. This effect is called concentration polarisation
(CP), and has been extensively studied in the fields of membrane filtration as well
as electrokinetics [56, 131, 132]. CP arises from a change in the ionic transference
number within a channel or membrane. The transference number is defined as
ti =
Ii
I
, (7.5)
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where I is the total ionic current and Ii is the fraction of the current carried by
ion i. A membrane with enhanced transfer numbers for some ions, and reduced
transfer for others, is known as a permselective membrane.
The permselectivity of a nanochannel arises due to the requirements of electroneu-
trality: the charge within the nanochannel lumen must be equal and opposite to
the charge on the channel walls. For a negatively-charged pore, there is thus an
excess of counterions in the channel. Normally this charge exists in the electric
double layer; however as the channel cross-section reduces, the ratio of positive to
negative charges in the channel increases, as the EDL forms a greater proportion
of the total pore volume. Small negatively-charged pores are therefore perms-
elective towards cations, and exclude anions [56]. It is important to note that
permselectivity does not require full overlap of the EDL: its effects can already be
important when channel sizes are a few tens of λD [131]. The parameter which is
typically used in the literature to characterise the onset of permselectivity is the
Dukhin number, which is the ratio of surface to bulk conductivity [131]. For a
nanochannel of height h, this number can be written as
Du ∼ σs
NAzehc0
. (7.6)
Permselective effects are expected to be important for Du > 1. For a 15 nm
pore at 10 mM salt concentration, Du ∼ 3 while λD/a ∼ 0.4. Thus the surface
conductance is dominant even though there is no Debye layer overlap.
A simple model to explain concentration polarisation is shown in Figure 7.5. For
simplicity we assume a fully permselective channel which only permits cation flux
(tK+ = 1). In the bulk, the mobilities of K
+ and Cl− are almost the same
(D ∼ 2 × 10−9 m2/s for both ions, [126]), which results in transference num-
bers for each ion of 0.5. Let us consider a current with a total flux of 2 ions.
Within the the bulk the flux is divided up between 1 K+ and 1 Cl− ion, while
in the pore region it is carried entirely by 2 K+ ions. In order to balance the
ion numbers without changing the ionic current, a diffusive flux of neutral KCl
must exist near the pore entrances which delivers KCl to the upstream region, and
carries away KCl from the downstream region (where upstream and downstream
are defined relative to the direction of cation flow). This flux must be generated
by a concentration gradient, which exists in an extended region outside the pore
opening. This region, called the diffusion boundary layer (DBL), can extend for
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Figure 7.5: Concentration polarisation in the vicinity of a permselective
nanochannel. By changing the transference numbers of ions, concentration gra-
dients are built up near the two ends of the nanochannel. For a migration
current flux consisting of two ions, the transference is distributed equally be-
tween K+ and Cl− ions in the bulk. However, a nanochannel is selectively
permeable for cations; in order to balance the ion numbers, a diffusion flux of
KCl is required. These fluxes are generated by concentration gradients within
a diffusion boundary layer, which can extend for many µm outside nm-sized
channels.
many µm outside nm-sized channels, and can therefore affect the performance of
filtration devices substantially [131]. The final result is that upstream of the pore,
a depletion region forms, and immediately downstream, there is an enrichment
region. It is important to note that because the diffusive flux consists of both K+
and Cl− ions, the enrichment and depletion applies to the total electroneutral salt
concentration within the DBL, and not just for a single ion species.
7.2.2 Concentration and electric field profiles in the nanochannel
Figure 7.6A shows the resulting concentration profile across the nanochannel; the
enrichment and depletion regions are clearly observed. The profile is antisymmetric
about the centre of the channel as expected. When the voltage is reversed (dashed
lines), the profile is reflected symmetrically about the centre of the channel.
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Figure 7.6: Axial profiles inside the nanochannel. The conductivity and
electric field profiles outside a cylindrical channel (A and B), and a conical
channel with a taper angle α = 0.4 rad (C and D). Voltages are applied from
the left side of each figure; positive voltages are represented by solid lines, and
negative voltages by dashed lines. Vertical dotted lines represent the extent of
the channel, which is 50 nm long and 15 nm wide. In the case of the cylinder, the
profiles are symmetric with respect to voltage reversal. However, the cone breaks
this symmetry, resulting in a low-conductivity, high-field state under positive
voltages, and a high-conductivity, low-field state under negative voltages. The
bulk salt concentration is 100 mM.
The varying salt concentration along the channel has consequences for the electric
field in the channel. Because the ionic current flux J = σE is constant down the
length of the channel, in regions of low conductivity (i.e. low concentration), the
electric field must increase. Figure 7.6B shows this effect clearly. Again, reversing
the voltage produces a symmetrically reversed profile. The ionic current (as well as
electroosmotic flux) through this channel therefore must be the same upon voltage
reversal, by symmetry. A cylindrical charged nanochannel does not exhibit ionic
current rectification.
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Figure 7.7: Rectification in the nanochannel. The ionic current (solid symbols
and lines) and flow (hollow symbols and dashed lines) rectification ratios are
plotted as a function of salt concentration for nanochannels of varying taper
angles. As the taper angle is increased, the degree of rectification increases. This
figure is qualitatively very similar to Figure 7.3A which shows the rectification
ratios for a long cone.
7.2.3 Rectification due to a conical taper
We can introduce rectification by changing the taper angle α of the channel. Figure
7.7 shows that as α is increased, both ionic current and EOF rectification increase
concurrently, and in opposite directions. Qualitatively this figure is very similar
to Figure 7.3A for our extended conical pore system. We therefore conclude that
rectification requires an asymmetric pore, and the degree of rectification depends
on the asymmetry.
Figure 7.6C shows the concentration profiles along a conical channel. Under pos-
itive voltages, we observe that the depletion region upstream of the pore is signif-
icantly extended, while the enrichment region is shortened. The channel overall
has a reduced conductivity. When the voltage is reversed to a negative polarity,
the enrichment region inside the cone is now extended, and the channel has an
increased conductivity. This symmetry breaking therefore leads to ionic current
rectification [74, 128, 129].
The symmetry is also broken for the electric field profile, as observed in Figure
7.6D. The resultant profiles are determined by two effects. The first is concentra-
tion polarisation, and arises when the differences in the conductivity between the
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Figure 7.8: Relationship between current and flow rectification. For a posi-
tive applied voltage, the average conductivity of the nanochannel is decreased,
resulting in a low current state. At the same time, the electric fields are in-
creased, resulting in a high flow state. The opposite is true when the voltage is
reversed. The rectification of current and EOF are thus in the opposite sense.
positive and negative states of the channel lead to anti-correlated changes in the
electric field: high conductivity is correlated with low fields, and vice versa.
The second factor affecting the electric field is the geometric taper. In Chapter
3, we showed that as the pore diameter decreases, the electric field increases,
as quantified by Ohm’s law. This geometric effect does not change upon voltage
reversal, and tends to increase the electric fields near the narrow end of the channel.
The relationship between these different effects is illustrated in Figure 7.8. Under
positive voltages, the channel is predominantly in a low conductivity, high field
state, while under negative voltages this is reversed.
How does this affect the EOF? The simplest explanation is that the high field
state drives a larger EOF as compared to the low field state: this directly explains
the opposite rectification of EOF to ionic current. There is, however, one subtlety,
which concerns the geometric magnification of electric fields. It is apparent that
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Figure 7.9: Concentration polarisation in the long cone. The long cone
exhibits concentration polarisation, with an extended enrichment region inside
the cone at negative voltages, and depletion at positive voltages. The bulk salt
concentration in both cases is 10 mM; colours indicate salt concentration but
the two scales are different in order to show the effect more clearly. The pore
size is 15 nm.
the electric field takes on a larger magnitude for negative voltages at the narrow
end of the channel, compared to the positive voltage case. However, we expect
that the most significant contribution to electroosmotic flux arises from the wide
parts of the channel, and hence the state of the EOF is determined by the electric
fields in that region.
7.3 The extended cone
We finally return to our original model, that of the extended conical pore. The
simulations show that even in the long cones we observe concentration polarisation
(Figure 7.9). The axial conductivity and electric field profiles qualitatively behave
like those in the nanochannel model (Figure 7.10). The length of the cone allows
the diffusion boundary layer caused by CP to extend up to µm distances down the
cone. Depletion inside the cone at positive voltages, and enrichment at negative
voltages, are clearly observed, as are the extended large electric fields at positive
voltages, and the localised peak near the pore opening at negative voltages. We
thus have good reason to believe that the rectification of the EOF inside our conical
pores can be explained using a model similar to our short nanochannel description.
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Figure 7.10: Axial profiles in the long cone. A The conductivity profile
shows that the long cone exhibits concentration polarisation, with the diffusion
boundary layer extending beyond 1 µm upstream of the tip. B. The electric
field profile is qualitatively similar to that for the nanochannel, with an extended
electric field at positive voltages and a localised field at negative voltages. The
salt concentration is 10 mM, and the pore size 15 nm.
Even though in some cases we approximate our pore as a long cylinder, for the
purposes of rectification we require models which capture, in particular, the tran-
sition between nano- and micrometric geometries. It is this transition which leads
to effects like CP, and the associated electrokinetic nonlinearities. Here we see that
the short nanochannel model captures the correct physical behaviour of our long
nanocapillaries, which again indicates that our glass pores behave like nanocapil-
laries with a short sensing length.
So far, we have considered only the inner EOF. As we have seen in Chapter 6, the
total flow outside the pore is determined both by the inner EOF as well as EOF
generated from the outer walls. To what extent does flow rectification of the inner
EOF affect our results? Certainly the nature of the rectification, where outflows
are stronger than inflows, can already explain the shift of the negative branch of
P values upwards, as observed in Figure 7.1. By reducing the inner EOF, the salt
concentration required for the outer EOF to take over is increased, and the flow
reversal takes place at higher concentrations. However, further work remains to
be done to characterise the effect that the outer wall has on rectification itself.
Only when the contributions from the outer wall are fully accounted for can we
use the experimental setup to directly measure the inner EOF.
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The possibility that a rectification mechanism exists for electroosmotic flows is
intriguing, as it makes possible the development of novel microfluidic flow recti-
fiers, as discussed in the Introduction to this thesis. However, our studies have
demonstrated the important role that the outside environment plays: if the far
field flow is reversed and much larger in magnitude compared to the inner EOF,
then it becomes difficult to use the properties of the pores themselves for practical
purposes, such as filtration. Consequently, in designing microfluidic devices, as
well as in the interpretation of experiments, the entire geometry must be carefully
taken into account.
7.4 Conclusion
We have seen that the EOF and ionic current are rectified in our conical nanopores.
The requirement for rectification is an asymmetric, charged pore. The degree of
rectification increases with decreasing salt concentration and pore size; like all
nanofluidic effects it is significant when surface effects predominate over bulk ones.
Full EDL overlap is not necessary, as the effects grow in magnitude continuously
as the ratio λD/R increases, where R is the pore size.
Concentration polarisation leads to a reduction in salt concentration inside the
pore at positive voltages, resulting in a low-conductivity state for the ionic current.
The associated high electric fields drive large electroosmotic flows, creating a high
flow state: the rectification of EOF and ionic current thus occur in the opposite
sense.
Although we have explained the rectification of the inner EOF, the total EOF
(which consists of contributions from the external walls as well) is also rectified
in the far field. The logical next step in a future project would be to link the
two effects, in order to allow extraction of the inner electroosmotic flow rates and
hence a full experimental characterisation of the system.
Chapter 8
DNA Origami Nanopores and
Beyond
In the previous four chapters we have demonstrated the versatility of the combined
optical tweezers and nanopore setup, and shown how it can be used to precisely
study a range of physical phenomena in and around nanopores. In this chapter, we
briefly present two examples of alternative projects possible on this setup which
merit further investigation. The first involves studying a pore modified by the
introduction of DNA origami, a powerful technique for developing 3D nanostruc-
tures. The second is a study of properties of the tethered DNA molecule itself,
achieved by monitoring the dynamical properties of the optically-trapped colloid.
Simple modification of the glass nanopore allows us to study how DNA transloca-
tion is affected by the changing pore properties: a lipid coating would for instance
change the electrokinetic properties of the glass surface [133]. A more radical
change would be to introduce a second nanopore to the system, using the glass
nanopore as a substrate on which the second pore is assembled. Such a two-pore
system is termed a ‘hybrid nanopore’. An example of this is to seal the glass pore
with a lipid bilayer containing a biological nanopore [134, 135]; in effect this is
analogous to a patch-clamp experiment for single ion channel recording [136, 137].
The difference is that the biological pore must be large enough to allow polymer
translocation, which for an ssDNA tether requires a pore diameter of at least 1
nm. Possible biological pores include the nuclear pore complex (NPC) [86, 138] or
α-haemolysin (α-HL). Force measurements through these pores would, in the case
of the NPC, constrain and elucidate possible transport mechanisms, which are a
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subject of current debate. α-HL is a standard workhorse nanopore with extremely
well-characterised properties from both experiments and simulations; force mea-
surements would confirm and extend our understanding of the properties of a pore
which is likely to remain in use in many applications, including next-generation
DNA-sequencing systems. A third type of hybrid pore is based not on biological
systems, but on engineered DNA origami [139, 140]. Below, we discuss preliminary
studies using these novel hybrid pores.
Changing the tethered molecule, or modifying the experimental procedure, can
allow us to probe the molecule’s properties: we can for instance use our setup to
perform single-molecule studies on aspects of polymer physics. Some of the first
single-molecule experiments using optical tweezers involved stretching DNA to
evaluate its elastic properties [33], and releasing it from a taut state to investigate
its relaxation dynamics [141]. Because the relaxation has typically been carried
out with the DNA tethered to a fixed substrate, the dynamics is dominated by the
motion of the bead. By using nanopores, the free end of the DNA can be released
simply by switching off the voltage, and the recoil dynamics of the molecule can
be studied [142]. We describe this experiment, and suggest extensions to probe
as-yet umeasured aspects of polymer dynamics at high temporal resolution.
The DNA relaxation project has been published in the following paper:
• Otto, O., Sturm, S., Laohakunakorn, N., Keyser, U. F., and Kroy, K. Rapid
internal contraction boosts DNA friction, Nature Communications 4 pp.
1780 (2013) [142]
8.1 Force measurements in DNA origami nanopores
DNA origami is a technique used for designing and creating 3D nanostructures
based on the concept of Watson and Crick base pairing of DNA molecules. First
demonstrated in 2006 [139], it is now in widespread use. In its simplest form, it
is based on a long ssDNA backbone, usually taken from a virus (for instance, the
M13 bacteriophage, 7249 bp in length) to which short ‘staple’ strands, between
20–50 bases long, are annealed. These strands are designed to bind onto different,
non-adjacent parts of the backbone, folding the resulting structure into the de-
sired shape. The entire design process can be carried out on a computer, and the
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Figure 8.1: DNA origami nanopores. (Left) The design of our flat rectangular
pore; we also use a control structure containing no central opening. (Right) Our
pore structures as measured by AFM. Adapted from [144].
required staple strands ordered from a commercial manufacturer. The folding pro-
cess involves thermocycling a mixture of the backbone and staple oligonucleotides
in a polymerase chain reaction (PCR) machine over the course of several hours to
days. More recent techniques, such as the so-called ‘tile’ origami technique, enable
much more rapid folding [143]. The correct folding of the structures is confirmed
using atomic force microscopy (AFM) and gel electrophoresis.
Folding DNA origami into nanopores allows the creation of a nanostructured
biomimetic ion channel [140]. This is interesting because translocation of polymers
and ions through this channel can be modulated by modification of the nanopore
surface; DNA is easily modified with chemical tags or aptamers to simulate binding
sites [144]. This process is not easily achieved with standard solid-state nanopores.
The final origami design must be integrated into a system suitable for ionic current
sensing. This can be achieved by creating the so-called hybrid pores described ear-
lier, where the origami can be held against the glass nanopore with a bias voltage
[144, 145]; alternatively, appropriate chemical modifications allow it to insert into
lipid bilayers assembled on the glass pore [146]. Controlled bilayer insertion holds
promise for future applications which target DNA origami to living cells.
In a similar procedure to that described in [144], we used a simple DNA origami
design consisting of a flat rectangle with a central 15 nm pore, to which is attached
a loop of dsDNA (Figure 8.1). The purpose of the loop is to guide the structure
into the glass pore. A positive applied voltage results in the formation of the hybrid
pore: Figure 8.2 shows that each assembly event of the origami is characterised by
a drop in ionic current; this process can be reversed by applying a negative voltage
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Figure 8.2: Voltage-driven assembly of origami nanopores onto glass nanocap-
illaries. DNA origami structures can be assembled onto glass pores by applying
a positive voltage (1). An assembly event is characterised by a drop in ionic
current (2). By applying a negative voltage, the structure can be ejected (3).
The process can be repeated many times. Adapted from [144].
to eject the structure. The assembly can be repeated many times, as shown in
Figure 8.2.
Although free translocation of λ-DNA through these pores has been demonstrated
before [140, 145], we attempted to measure forces due to stalled translocation
through the same pores (Figure 8.3). Here we present preliminary results of these
measurements, and suggest strategies to interpret our observations.
8.1.1 Experimental procedures and results
In addition to the structure shown in Figure 8.1, we used a control structure
consisting of a solid rectangular origami containing no central opening. The pro-
cedure for the experiment is broadly similar to that described in Chapters 3 and
4. The origami and λ-DNA-coated colloids were added to the sample and mixed
well. Concentrations of the origami used are of the order of nM. The measurement
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Figure 8.3: Can we measure stalled translocation through DNA origami
nanopores?
solution consists of 1 M KCl and 0.5× Tris Borate EDTA (TBE) at pH 7.4, for
consistency with free translocation experiments. Lower salt concentrations did
not result in stable origami assembly, presumably due to increasing electroosmotic
outflows.
A colloid is trapped and positioned near the pore entrance, at a distance of ∼
5 µm. Next, a positive voltage of ∼ 500 mV is applied. The origami assembly is
characterised by a current step ∆Iorigami, after which the colloid is moved closer,
to a position 2 µm from the pore. Insertion of λ-DNA, which occurs after a few
seconds, is characterised by a second current step ∆IDNA, coincident with a force
step ∆F . This process is shown in Figure 8.4.
The figure shows that the force signal increases in noise significantly after insertion.
In addition, sticking effects were quite routinely observed, as well as drift in the
force. In order to characterise this, we ejected both the λ-DNA and the origami
with a negative voltage after each insertion event, and repeated the process many
times. The values of ∆F and the conductance change ∆IDNA/V were plotted
on a scatter graph similar to those described in Chapter 4 for characterising the
number of molecules in DNA crowding. The results are shown in Figure 8.5.
There are two important observations to be made with this figure. The first is
that, compared to the bare glass pore, forces measured in the presence of origami
are reduced. Secondly, we observe forces of similar magnitude in both the origami
containing a central pore, as well as the control origami without a pore.
An effect which could potentially explain the reduction of forces in the presence
of origami is based on hydrodynamics. Since the origami structure is a charged
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Figure 8.4: Force and current signals for insertions into origami nanopores.
The assembly of the origami structure is characterised by a drop in current
∆Iorigami. Subsequent insertion of λ-DNA into the pore is characterised by
simultaneous step changes in force and current signals.
porous mesh, in the presence of a strong electric field, it will generate electroos-
motic flows which increases the drag force on the tethered DNA. From our intuition
about the tether force as described in Chapters 2 and 4, this can be understood by
considering that the ζ-potential of the origami structure is similar to that of the
tethered DNA. The ζ-potential contrast is therefore smaller compared to the con-
trast between DNA and glass, and the tether force is hence smaller in the presence
of the origami.
The fact that we see forces in both origami structures containing a central pore
as well as those without indicates that it is possible for λ-DNA to insert into
the hybrid pore through an alternative pathway, perhaps through the sides of the
structure while it is fluctuating. This suggests that the origami does not form
a good seal with the glass surface, even when voltages as high as +500 mV are
applied. The presence of positive current changes upon DNA insertion is possibly
due to the DNA displacing the origami and allowing more ionic current to flow
as it does so. These unexpected observations strongly suggests that a detailed
study of origami fluctuations and stability is required. It is intuitive that some
deformation of the structure should occur, as the origami is subject to strong
electric fields near the glass pore; plastic deformation of the origami has already
been reported in the literature [145].
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Figure 8.5: Force measurements with DNA origami nanopores. Plots of
scaled force against conductance change for DNA origami structures with pore
(A) and without pore (C) reveal that a there is a much larger scatter in force
signals compared to bare glass pore measurements; additionally, both positive
and negative current changes are observed. The tether force in the presence of
origami is smaller than the force in the bare pore in both cases (B and D). All
measurements were carried out for 15 nm glass pores in 1 M KCl pH 7.4, and
an applied voltage of +500 mV.
A good indicator of the properties of the hybrid pore is the initial ionic current
step due to origami assembly ∆Iorigami. In our experiments, if λ-DNA insertion
has not occured within 10 seconds, we move the colloid even closer to the pore,
such that the distance between the pore and the colloid surface is 1 µm, and we
wait for a further 30 seconds. If no insertion takes place then, we classify the
event as a ‘no-force’ event, and eject the origami. By plotting a histogram of
whether an origami assembly leads to a force or not, we obtain the results shown
in Figure 8.6. As ∆Iorigami (represented here as a percentage change of the ionic
current) increases, we see an increasing number of ‘no-force’ events, in both the
pore-containing structure as well as the control. This suggests that the larger
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Figure 8.6: Current signals as a diagnostic for origami properties. The figures
show a histogram of origami assembly events as a function of the percentage
current change, ∆Iorigami/I. The events are classified by whether or not they are
associated with the insertion of λ-DNA. We observe that large current changes
tend to be associated with ‘no-force’ events; that is, no insertion of λ-DNA
takes place. The distribution of ∆Iorigami/I contains two peaks in the case of
the origami structure containing a central pore; this is consistent with previous
studies, where the two states was attributed to a deformation in the origami
structure [145].
∆Iorigami is, the more tightly the origami is bound to the glass nanopore, and the
less likely it is to admit λ-DNA.
In conclusion, we have measured force events on hybrid DNA origami-glass nanopores.
The results suggest that these structures are subject to fluctuation and deforma-
tion, especially within the environment near the glass pore, where there are likely
to be strong electric and hydrodynamic fields. One way of controlling these effects
is to instead embed the origami structures in a lipid membrane. In that situa-
tion, hydrophobic, rather than electric, forces are required to hold the structures
in place, and perhaps judicious designs will lead to increased stability. A large
amount of variability is inherent in this system, which arises from the dynamics
of the structure. Because this variability plays a major role in the properties of
the system, it is necessary to understand not only the structural, but dynamical
properties of the DNA origami. This can be achieved both from a theoretical point
of view as well as in experiments, perhaps using techniques such as single-molecule
FRET. This understanding should enable us to take full advantage of the promise
of DNA origami as a technique for designing not merely nanoscale structures, but
ones with functional and controlled properties.
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Figure 8.7: The DNA relaxation experiment. A taut single DNA molecule
is released when the voltage is switched off. During the relaxation process, the
measured optical force balances the sum of the drag forces from the bead (Fdrag)
as well as the recoiling polymer (Fp).
8.2 DNA relaxation: a force spectroscopy experiment
An experiment which demonstrates the use of the setup to probe single-molecule
polymer physics is the DNA relaxation experiment. Here, the method is extremely
simple. A DNA-coated colloid is positioned close to the pore, and a single DNA
molecule captured. The colloid is moved away to a fixed location (x = 5 µm in
these experiments), and the voltage switched off. The position of the colloid is
monitored as it relaxes back into the trap (Figure 8.7).
The relaxation process of the colloid can be characterised by a position relaxation
timescale, as discussed in Chapter 3 where the Langevin dynamics of a trapped
colloid was introduced. This timescale is different for a DNA-coated colloid com-
pared to a bare colloid; intuitively we would expect the DNA-coated particle to
relax more slowly due to its larger drag coefficient. It turns out that the relaxation
of a colloid which is attached to a recoiling DNA molecule (that is, an initially
taut DNA molecule recoiling back into its equilibrium state) is much slower than
the relaxation of a DNA-coated colloid by itself [142]. The difference is due to the
extra drag created while the DNA undergoes dynamic recoil.
A large amount of theoretical work has been done to study tension propagation
along a polymer [147, 148]. Simulation results in Figure 8.8 show what would
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Figure 8.8: Theoretical tension propagation along a DNA strand. This plot
shows the calculated force along the normalised contour length of a DNA strand
which is suddenly released at one end. Numbers on the curves indicate the time
(in ms) after release. Initially, between t = 0 to 0.1 ms, the tension propagates
along the DNA backbone without a change in the force on the held end, which
is the experimentally measured quantity. This measured force only decays after
tension propagation has been completed. Adapted from [142].
happen if an initially-stretched DNA molecule is released at one end, in the pres-
ence of a viscous fluid. There are two regimes to the behavior: the first is the
propagation of the tension change from the free end to the held end; this happens
within ∼ 1 ms for λ-DNA, which has a contour length of 16.5 µm. The second is
the slow decay of tension along the held end, which takes place over a few tens of
ms. This decay of tension is limited by viscous drag on the polymer as it relaxes.
The tension at the held end is always balanced by the optical force, and it is this
quantity which we measure.
Figure 8.9 shows the experimental results of this decay at different salt concen-
trations, plotted with a theoretical prediction (solid black lines) which takes into
account the complete forces on the bead; by far the greatest contribution comes
from the recoil-induced viscous drag. The dashed black lines show the predicted
relaxation behaviour for a colloid containing a rigid-rod DNA molecule which
is not allowed to recoil; the rigid molecule relaxes significantly faster than the
experimentally-observed traces. The theory therefore does a reasonably good job
of explaining the experimental behaviour. These results were published in [142].
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Figure 8.9: DNA relaxation measurements. The experimental results of
tension relaxation carried out at five different salt concentrations, from 36 inde-
pendent experiments: (A) low salt, 20 mM (coloured dot-dash lines) and 50 mM
(coloured solid lines); (B) 100 mM; (C) 500 mM; (D) 750 mM. The coloured
traces represent the raw data subject to a 5 ms moving average window. Solid
black lines represent the theoretical prediction in each case, while for compari-
son the dashed black lines represent the theory assuming a rigid-rod model for
the DNA, which neglects the friction due to dynamic recoil. The qualitative
behaviour of the relaxation is broadly independent of salt concentration. Ex-
perimental conditions: 150 nm pore, applied voltage +100 mV. Adapted from
[142].
The DNA relaxation measurements demonstrate that our setup can be used to
answer questions in polymer physics as well as nanopore transport. A straight-
forward extension of this work would be to measure the sub-millisecond tension
propagation dynamics along the DNA backbone: in other words, the time it takes
for the force change on one end to propagate to the colloid. The relevant experi-
mental quanitity is the time difference between switching the voltage off, and the
beginning of the bead movement back into the trap. So far, our position and cur-
rent detection setup is only synchronised to ∼ 1 ms; this experiment would involve
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submillisecond synchronisation, which requires a substantial change in the hard-
ware used. However, in principle, it should be possible, and having the nanopore
as a voltage-controlled handle on the DNA molecule is by far the easiest way to
achieve this measurement.
8.3 Conclusion
Combining single-molecule techniques clearly results in a more powerful setup than
individual techniques by themselves. We have shown that combining optical tweez-
ers and nanopores can not only result in the characterisation of electrokinetic flow
fields in the nanopore, as discussed in the other chapters in this thesis; we are also
able to probe the properties of a fluctuating DNA origami hybrid nanopore as well
as the dynamics of a single tethered DNA molecule. These experimental insights
can hopefully motivate further work into the development of new experiments and
applications involving these systems.
Chapter 9
Conclusions
Our work has revealed a number of physical effects at the nanometric scale.
By combining sensitive force detection at the pN level with low noise ionic cur-
rent monitoring, we have investigated the translocation of single DNA molecules
through nanopores and found that hydrodynamic effects play a crucial role in gov-
erning this process. In particular, electroosmotic flows are readily produced due
to the charged nature of our pores’ glass walls and the polymer backbone, and
act in opposition to the electrophoretic transport of DNA molecules. When many
DNA molecules are inserted into a nanopore, the electroosmotic coupling between
them reduces the translocation force on each strand. All of these effects can be
successfully explained by the equations of classical continuum physics.
In the far field, electroosmotic flows from a conical nanopore are found to obey
the classical Landau-Squire solution for a point force in a fluid. We have measured
the velocity and vorticity fields associated with this flow, using a new technique
based on rotating colloidal particles to decouple electric and hydrodynamic effects.
It turns out that electric contributions outside the pore are negligible, and simple
drag force measurements are sufficient to characterise the flow. This allows the
flow field to be measured quickly under a wide range of experimental conditions.
This study revealed that the magnitude and direction of the flow was found to
depend on salt concentration and pore size. Specifically, the flow direction reverses
as salt concentration is reduced. Finite element simulations suggested that this was
due to the total EOF being generated from a competition between the inner and
outer walls of the pore, which act in opposite directions. As salt concentration is
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lowered, both EOF contributions increase; however the inner EOF is geometrically
constrained by the small pore size, and the net flow eventually becomes dominated
by the flow from outer wall. The geometric constraint is proportional to pore size:
thus larger pores require stronger contributions from the outer wall, and hence
lower salt concentrations, before flow reversal is observed.
In addition to flow reversal, we discovered that voltage reversal does not preserve
the magnitude of the flow: the flow field exhibits rectification with respect to
voltage. In order to probe this asymmetry, we simulated the flow inside a short
conical nanochannel. This revealed that nanochannels exhibit concentration polar-
isation under applied voltage, leading to depletion of ions inside the channel under
positive bias, and enrichment under negative bias. The change in conductivity
properties leads to ionic current rectification, a well-studied effect. Additionally,
a reduced conductivity is associated with high electric fields, while enrichment is
associated with low fields: this leads to rectification of electroosmotic flow, but in
the opposite sense to the ionic current. This flow rectification contributes to the
experimentally observed asymmetry, and its study paves the way for the design of
new microfluidic flow-rectifying devices.
We have come a long way towards a complete understanding of the physics of our
nanopore system. As described in the Introduction, it is hoped that these stud-
ies will lead to answers of biological and technological relevance. While polymer
translocation has applications in biological nanopore transport, single-molecule
sensing, and perhaps next-generation sequencing, electroosmotic flows may be har-
nessed in microfluidic circuits for novel detection and characterisation devices. At
a more basic level, though, we have demonstrated that there is a wealth of phenom-
ena at submicron lengthscales amenable to physical explanation. Whether these
lead to applications or not, their investigation reveals the richness and diversity
inherent in natural processes. As another famous 20th century scientist put it,
‘Nature’s imagination far surpasses our own.’ (Feynman, 1965 [149])
We should seek inspiration from Her if we can.
Appendix A
Nanopore properties
Capillaries were pulled using a P-2000 laser puller (Sutter Instruments). Through-
out the experiments we used three different kinds of nanocapillaries. The table
below summarises their properties.
Program Glass Parameters Typical Tip
pull time diameter
Quartz Fil=0 0.95± 0.03 s 15± 3 nm
dinner = 0.2 mm Heat=480
53 douter = 0.5 mm Vel=25
length=70 mm Delay=170
Intracel, Pull=200
#QF050-20-7
Quartz Fil=0 0.81± 0.06 s 148± 25 nm
dinner = 0.3 mm Heat=450
94 douter = 0.5 mm Vel=25
length=70 mm Delay=170
Intracel, Pull=150
#QF050-30-7
Borosilicate Fil=0 1.04± 0.05 s 1018± 30 nm
dinner = 0.2 mm Heat=170
30 douter = 0.4 mm Vel=16
length=70 mm Delay=130
Hilgenberg, Pull=95
#1471116
Table A.1: Summary of nanocapillary properties
Before pulling, capillaries were cleaned by sonication in acetone for 10 min, fol-
lowed by methanol for 10 min. The capillaries were blown dry with a nitrogen
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gun, and pulled immediately. After pulling, the capillaries were broken down to
the correct length using a glass cutter, and assembled into sample cells as described
in Appendix B.
Appendix B
Preparation of sample cells
The following protocol was used to prepare sample cells.
Materials
• silicone elastomer base and curing agent (Sylgard 184, Dow Corning)
• pulled nanocapillaries
• coverslides (50× 24 mm, Deckgla¨ser, Thickness 1 (0.13-0.16 mm))
Procedure
1. Mix the silicone elastomer base with curing agent at a ratio of 10:1 by weight.
2. Remove bubbles by repeated vacuum dessication.
3. Pour mixture into mould and bake in an oven at 150◦C for 10 min.
4. Cut the PDMS forms out of the mould and clean with water and detergent.
5. Clean coverslides by sonication in acetone for 10 min followed by methanol
for 10 min.
6. Using a dissecting microscope, position the pulled nanocapillaries inside the
PDMS form so that the tip is as close as possible to the coverslide, taking
advantage of the asymmetry of the capillaries.
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7. Attach the coverslide onto the PDMS/capillary construct using a tiny amount
of PDMS mixture, making sure the reservoirs are completely sealed. Set the
mixture by heating on a hot plate at 150◦ for 2 min.
Appendix C
Plasma treatment of capillaries
The assembled sample cells are treated with air plasma using a Femto plasma
oven (Diener, Germany). This is to make the glass surfaces more hydrophilic and
easily wetted during the filling process. The following protocol was used in all
experiments.
1. Switch on unit.
2. Vent chamber to open the door then switch ventilation off.
3. Load the sample cell into the chamber.
4. Pump out the chamber for at least 2 min.
5. Switch on gas and adjust pressure to a reading of 30.
6. Set timer to 10 min, and power to a value of 10.
7. Switch on the generator.
8. After the specified time, the generator automatically shuts off. Switch off
the gas.
9. Vent the chamber for 30 sec to purge the chamber of plasma by-products.
10. Turn pump off.
11. Unload samples.
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12. Turn ventilation off.
13. Pump out chamber until door securely held by vaccum, then switch pump
off.
14. Switch off unit.
Appendix D
Biotinylation of λ-DNA
The following protocol was used to attach biotin to λ-DNA, taking advantage of
the single-stranded cohesive ends (cos-sites) of the molecule.
Materials
• λ-DNA (500 µg/mL) (New England Biolabs)
• biotinylated cos-1 primer, sequence 5’-Phos-AGG TCG CCG CCC T-Biotin-
3’ (Invitrogen) at 100 µM in TE buffer (replace with cos-2 for modification
at the opposite end)
• T4 ligase (New England Biolabs)
• T4 ligase reaction buffer (10x) (New England Biolabs)
• 1x TE Buffer (10 mM Tris-HCl, 1 mM EDTA) (Sigma Aldrich)
• PCR tubes (200 µL)
• filter columns, cut-off weight 100 kDA (Amicon Ultra-0.5 Ultracell-100 100
kDA cutoff, Millipore)
Protocol 1-1, Biotinylation of DNA
1. First, we hybridize the primer to the cos site of the λ-DNA molecule, using
a 100 times molar excess of the primer. For the hybridization, mix the
following amounts in a PCR tube:
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(a) 50 µL λ-DNA (500 µg/mL)
(b) 15 µL T4 ligase buffer (10x buffer)
(c) 2 µL primer (100 µM)
(d) 78 µL milliQ water.
2. Use the following hybridization program (in a PCR machine) with a slow
cool-down program: 65◦C for 1 h, followed by 5 min at each of the follow-
ing temperatures: 63.8◦C-62.5◦C-61.3◦C-60◦C-58.8◦C-57.5◦C-56.3◦C-55◦C-
53.8◦C-52.5◦C-51.3◦C-50◦C-48.8◦C-47.5◦C-46.3◦C-45◦C-43.8◦C-42.5◦C-41.3◦C-
40◦C-38.8◦C-37.5◦C-36.3◦C-35◦C-33.8◦C-32.5◦C-31.3◦C-30◦C-28.8◦C-27.5◦C-
26.3◦C-25◦C. This program is already stored in the PCR machine under the
name HYB1NL.
3. Cool to 4◦C following the last step of the program.
4. For ligation, add 5 µL of T4 DNA ligase after running the hybridization
program.
5. Ligate overnight at 16◦C.
6. Following the ligation, heat inactivate ligase at 65◦C for 10 minutes, and
recover DNA by filtration (Protocol 1-2).
7. Resuspend the DNA in 10mM Tris-EDTA buffer at pH 8.0 and store at
−20◦C. The typical concentration is 100-200 ng/mL but each stock was
checked individually with the NanoDrop machine.
Protocol 1-2, Recovery of DNA by filtration
1. Transfer sample into a filter column and add 350 µL of 10 mM TE buffer
solution (final volume of 500 µL).
2. Centrifuge at room temperature for 10 min at 5000 rpm (1675 g) in Eppen-
dorf Minispin (or other centrifuge, not exceeding 2000 g).
3. Discard filtrate, and add 500 µL of 10 mM TE buffer. Very carefully mix
with pipette.
4. Repeat centrifugation steps two more times.
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5. After discarding the filtrate for the last time, the DNA is in solution above
the filter. Place filter upside down in a new Eppendorf tube and centrifuge
for 2 min at 2200 rpm (324 g) (or up to 1000 g) to recover biotinylated DNA
solution.
6. Aliquot into 55 µL samples for long term storage.

Appendix E
Coating of polystyrene colloids
with biotinylated DNA
The following protocol was used to coat polystyrene colloids with biotinylated
DNA.
Materials
• streptavidin-functionalised polystyrene colloids (PC-S-2.0, 0.5% w/v, Kisker)
• biotinylated λ-DNA
• measurement solution
• washing buffer: 100 mM KCl, 10 mM TE pH 8
• binding buffer: 2 M KCl, 10 mM TE pH 8
• PCR tubes (200 µL)
Protocol 2-1, Coating of colloids
1. Wash 50 µL of 0.5% w/v colloid solution in washing buffer twice (Protocol
2-3).
2. Resuspend the colloids in 50 µL of binding buffer in a clean Eppendorf tube.
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3. Add 50 µL of biotinylated DNA at a concentration of ∼ 100 ng/µL in 10
mM TE into the tube, making up a total volume of 100 µL. Pipetting should
be done very carefully and with wide-bore pipette tips if possible.
4. Incubate for 15 min at room temperature, carefully shaking the vials from
time to time.
5. Heat for 15 minutes at 55◦C to remove nonspecific binding.
6. Wash the colloids in washing buffer (Protocol 2-3), but at a lower speed of
6000 rpm (2412 g).
7. Resuspend in 50 µL of measurement solution by vortexing very gently. Di-
lution of this stock by 1000× gives a good concentration for tweezers exper-
iments.
Protocol 2-2, Washing colloids
1. Add 100 µL of washing buffer and mix thoroughly.
2. Centrifuge for 10 min at 13,000 rpm (11,324 g) in the Eppendorf Minispin.
3. A pellet of colloids should be visible (NB smaller starting volumes (< 50 µL)
of colloid give unclear pellets).
4. Discard supernatant.
5. Repeat centrifugation steps two more times.
6. Finally resuspend in target buffer.
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