Abstract
Introduction
Today we observe an increasing need for traffic safety systems to reduce the risk of accidents. There are a large number of vision based systems for vehicle control, collision avoidance and lane departure warning, which have been developed during the last two decades across the world [1] [2] [3] [4] [5] .
The development of advanced driver assistance systems and ultimately autonomous driving requires the ability to analyze the road circumstance. One principal precondition for this is the extraction of lanes and lane markings which is the essential information in order to obey traffic rules and to detect potential hazards. An approach for detecting lane markings by using tracking information was proposed in [6] , however it doesn't work if lane detection fails in the former frame. [7] also proposed a method to remove the arrow markings by using RBF classifier, but it usually costs too much time.
In this paper, we propose a novel method for robustly extracting lane markings in complex traffic circumstances (see Figure 1 ), such as complex light conditions, the interferences from the arrow markings and the vehicle ahead. However, these complex traffic circumstances are less considered in some existing methods.
In our experiments, the test bed vehicle can achieve the data collection and testing simultaneously. A color CCD camera which is mounted behind the driving mirror is used to collect image data, a vehicle-mounted data analysis system is used to test data in a real time.
The rest of the paper is organized as follows. In section 2, we give the proposed method of detecting lane markings in an image stream in real time. In section 3, we present experimental results with real world data. Finally, the conclusions are given in section 4. 
The proposed lane line segmentation and detection method
In this section, we propose a new method on lane marking segmentation and detection. The lane markings segmentation in image data is always a very difficult problem. This is because it is difficult to find out a unique model for this problem. Poor quality of lane markings due to wear, occlusions due to the presence of traffic and complex light conditions are also some unfavorable conditions.
The idea of the proposed method is to make the segmentation of lane markings more accurate by using an inverse perspective mapped image. And then we apply Hough transform on gray scale to detect the lane lines in the original image.
Inverse Perspective Mapping
In reality, road boundaries are parallel to each other. However, in the 2D perspective view, they seem to converge to a common point, which is known as the vanishing point. The perspective projection effect has distorted the shape of the actual road boundaries.
Fundamental operation of a computer vision system involves capturing the image of a 3D object and projects it onto a 2D perspective view. Due to the perspective projection, the end-result (captured image) may contain some distortion caused by the foreshortening factor and vanishing point problems [8] .
In order to fit the lane model to the acquired road images a geometrical image warping is performed with Inverse Perspective Mapping (IPM). The IPM technique projects each pixel of a 2D perspective view to a 3D object, and then re-maps it to a new position to construct a new image on an inverse 2D plane. Conversely, this will result in an overhead view of the road, removing the perspective effect. Each pixel represents the same portion of the road, allowing a homogeneous distribution of the information among all image pixels. To remove the perspective effect, it is necessary to know a priori of the specific acquisition conditions (camera position, orientation, optics) and the scene represented in the image (the road, which is now assumed to be flat). Mathematically, IPM can be described as a projection from a 3D Euclidean space  = (, , ) onto a planar 2D space  = (, ). This will result in the overhead view of the image and thus, removes the perspective effect [4, 8, 9] . The IPM model is as shown in Figure 3 and Figure 4 . Figure 3 represents the top view geometrical model while Figure 4 represents the side view geometrical model. 
The segmentation algorithm based on IPM
The freeway lane marking has the standard width, and it is commonly 15cm -30cm in China. And the color of lane markings is almost completely white or yellow, which is in strong contrast with the road surface. Normally, the gray scale of the lane markings is brighter than the road surface's in the gray image. Hence the lane markings have the following two characteristics: a) Uniform standard width; b) Stronger brightness;
The images after inverse perspective mapping in Figure 5 reproduce the width feature of the lane markings, which is weakened due to the perspective effect. We propose a segmentation algorithm based on threshold traversal with the width restraint. The segmentation algorithm as a function of (, , ) is given as the following, Because the arrow marking width exceeds the empirical range [  ,   ], the arrow markings can be removed in the IPM image while the lane markings can be integrally preserved (see Figure 6 ).
The detection algorithm based on Hough transform
Although the lane markings are reserved well in the IPM segmentation image, the noises from bright lines come up in the mean time, like the highway guardrail and the edge of vehicles. To reduce the disturbances of the noises, we remap the IPM image back to the original size image (see Figure 7) . It can be seen that lane markings are easier to be detected by Hough Transform. Hough transform is a method which transforms a set of points defined over the image space to a set of points defined over some parameter space. Points in parameter space represent particular instances of the curve in the image. Therefore, the strategy used by the Hough transform is to map sets of points from a particular instance of the considered line to a single point representing the line in Hough space and, in effect, cause a peak to occur at that point [10] .
The straight line  =  +  can be expressed in polar coordinates as  =    +    , where (, ) defines a vector from the origin to the nearest point on the line. Here, we map the probability of points in the IPM image, which could belong to lane markings, to the parameter space. Therefore, the peak in parameter space is the most possible parameter of the lane marking.
Experimental results
We conducted many experiments on the propose method. The method was tested with several gigabytes of data sets captured by a color CCD camera mounted behind the driving mirror on our testbed vehicle. The CCD camera is used to continuously monitor the traffic scenes at the driving speed between 40km/hr and 100km/hr. The grabbed images (320 × 240) are delivered to the mobile computer which is equipped with Intel Pentium II 900MHz processor and 256MB RAM. Performance measures in a C++ implementation give an average processing time for a single image of approximately 0.1 second.
Figure 8. Results of some complex traffic circumstances
For it is virtually impossible to define a ground truth we had to rely on visual control to check the results. Therefore, only qualitative expression about the detection performance can be given and are supported by the images. It can be seen that the proposed method is still able to obtain good results in situations of bad light conditions (see Figure 8 ).
Conclusions
In this work we have presented a novel and robust IPM based method for lane marking detection. The method runs in real-time and is able to pick up lanes in complex traffic circumstances. The main advantage of the detection algorithm lies in segmentation in the IPM image, which can expel the disturbance of arrow markings, shade and vehicles. This is also the main distinction to many of the existing methods. Furthermore, the basic method is relatively easy to implement and offers good results.
