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Abstract—Taking advantage of high computing capabilities of modern distributed architectures is fundamental to run large-scale
simulation models based on the Parallel Discrete Event Simulation (PDES) paradigm. In particular, by exploiting clusters of modern
multi-core architectures it is possible to efficiently overcome both the power and the memory wall. This is more the case when relying
on the speculative Time Warp simulation protocol. Nevertheless, to ensure the correctness of the simulation, a form of coordination
such as the GVT is fundamental. To increase the scalability of this mandatory synchronization, we present in this paper a coordination
algorithm for clusters of share-everything multi-core simulation platoforms which is both wait-free and asynchronous. The nature of this
protocol allows any computing node to carry on simulation activities while the global agreement is reached.
F
1 INTRODUCTION
A classical technique to achieve high-performance simu-
lation runs is to rely on Parallel-DES (PDES) [1]. PDES
grounds on partitioning the simulation model into several
distinct objects, known as Logical Processes (LPs), which
concurrently execute simulation events, possibly on a dis-
tributed environment.
To deliver high-performance simulation runs, a core
aspect of PDES systems is synchronization, which ensures
causally-consistent (i.e. timestamp-ordered) execution of
simulation events at each LP. Several synchronization pro-
tocols have been proposed, among which the optimism-
oriented ones, such as the Time Warp protocol [2], are a
viable solution to tackle simulation performance aspects.
In Time Warp, events are processed speculatively, thus
significantly exploiting parallelism, while causal consistency
is guaranteed through rollback/recovery techniques, which
restore the simulation model to a correct state upon the
a-posteriori detection of consistency violations. These are
originated when LPa schedules a new event destined to
LPb having a timestamp lower than the one of some event
already speculatively processed by LPb. In case this occurs,
the rollback of LPb might also require undoing the send
operation of events that were produced by LPb during
the rolled back portion of the computation. This is done
via anti-messages (carrying anti-events), which annihilate
the originally-sent events, thus possibly causing cascading
rollbacks across chains of LPs.
This high level of independence among different LPs is
the key to high-performance simulation. In fact, this execu-
tion model tries to capture time independence, without any
manual intervention from the simulation model developer.
Nevertheless, Time Warp has the need for a global notion
of time. In fact, a core abstraction is the Global Virtual Time
(GVT), which is defined as the smallest timestamp among
events (or anti-events) that are still unprocessed, or that are
currently being processed. The GVT allows to identify the
commitment horizon of the speculative simulation run—
no LP can ever rollback to simulation time preceding the
GVT value [2]. Its value is used both to execute actions that
cannot be subject to rollback, such as displaying/inspecting
intermediate simulation results [3], [4], and to reclaim mem-
ory [5] (the fossil collection operation).
To determine the GVT value, some sort of coordination
among the computing nodes is required. This coordination
can significantly affect the simulation performance, in a way
that is directly affected by the organization of the computing
environment. This is an aspect that must be explicitly taken
into account, since computing architectures have recently
hit some physical limits: the power wall [6] and the memory
wall [7] have posed strict limitations on what can be done
with out-the-shelf computers.
2 RELATED WORKS
Several GVT algorithm have been proposed in the last 30
years, and usually they are designed for a specific un-
derlying architecture: either focusing on shared-memory
(e.g. [8], [9]) or distributed computers. In 2008 Chen and
Szymanski [10] presented an in-dept comparison and tried
to classify them. As outlined in their study, some of these
algorithms rely on assumptions or make use of some prop-
erties that limit their scalability. For instance, the usage of
message acknowledgments (e.g. [11], [12], [13]) in order to
cope with non observability of transient messages, is an
obstacle to scalability, because it introduces big overhead
in the communication. Mattern proposed a two-cuts [14]
approach in which by using colors, it is possible to keep
track of the transient messages without requiring explicit
acknowledgments. Only recently, with the goal of reaching
very large-scale simulations, some hybrid algorithms ap-
peared. Lin and Yao [15] proposed the first GVT algorithm
targeting a multi-thread PDES platform, that exploits the
shared-memory capability of each machine while reaching
a global virtual time agreement among them.
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2Fig. 1. Representation of phases of the distributed GVT algorithm
3 REFERENCE SYSTEM MODEL
Communication latency and cluster nodes topology can
really impact on the simulation performance. To enforce
highly-scalable simulations and give them the flexibility
to adapt to the underlying network interconnection, it is
important to design a truly distributed software architecture
and to avoid any use of centralized algorithms.
Each computing node (i.e., a core in the distributed
system) is associated with a thread. The LPs are distributed
among all the simulation threads in such a way that each of
the thread will carry on simulation activities of a subgroup
of LPs bound to it. The threads running on the same ma-
chine are grouped together into the same simulation kernel
and they share a portion of the main memory. Commu-
nication among threads running on different kernels need
to pass through the interconnection network, while threads
living within the same kernel will take advantage of shared-
memory for local communication activities.
Unlike the organization used in [15], all the threads in
our architecture have exactly the same role, meaning that
no special thread is used to carry on communication tasks.
This homogeneity between all the worker threads simplify
the scheduling process and allows to better distribute the
simulation workload among the nodes of the cluster.
4 ASYNCHRONOUS NON-BLOCKING GVT
The algorithm to compute the GVT that we present here
works at two different levels. It uses the wait-free algorithm
proposed in [9] to reach consensus between threads of
a single kernel while implementing a variant of the two
cuts Mattern’s idea [14] to make all the kernels agree on
a common global virtual time. The 2-color scheme [14] is
used to solve the well known transient message problem. A
thread becames red colored while it is participating on a
GVT round, while normally it is white. Every outgoing
message takes the color of the sender thread. This coloring
scheme allows to include all the messages that are in transit
in the current GVT agreement round. In fact, while red
messages are always accounted by the sender, the white
ones will be accounted by the receiver. As shown in Figure 1
each thread participating in a GVT round, pass through the
phases of the algorithm that are actually determined by a
combination of the state of the thread itself and the shared
state of the kernel to which it belongs. At the beginning
of each GVT round, during the Start phase, every thread
switch its color to red. After that, every kernel collects the
number of white messages that have been sent to it. Once
the kernel has verified that no white message destined to it
is still in transit, it triggers the start of the local Kernel Virtual
Time (KVT) algorithm. This local algorithm, executed at each
kernel, is the one presented in [9] where, by exploiting
shared memory, all the threads reach an agreement upon the
KVT. In addition to the orginal version, during this phase,
every thread needs to leave from the red state and enter
again into the white one. This allow to collect the minimum
timestamps among all the red messages sent and to account
for it in the current KVT calculation. Once all the KVTs
are locally computed, all the kernels participate to a global
reduction in order to elect the minimum among these values
as the new GVT.
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