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АНАЛОГ ЯВИЩА ПЕАНО
ДЛЯ СТОХАСТИЧНИХ РIВНЯНЬ З ЛОКАЛЬНИМ ЧАСОМ
Розглядається послiдовнiсть мiр, породжених розв’язками стохастичних рiвнянь з локальним часом
та малою дифузiєю. Отримано умови слабкої збiжностi цих мiр до мiри, зосередженої з певними
вагами на екстремальних розв’язках вiдповiдної задачi Кошi за умови прямування коефiцiєнту
дифузiї до нуля. Отриманi формули для обчислення згаданих вагiв.
Ключовi слова: слабка збiжнiсть мiр, стохастичнi рiвняння, локальний час.
1. Вступ. Задачу про слабку збiжнiсть мiр, породжених розв’язками стохастич-
них рiвнянь Iто з малою дифузiєю вигляду
xε(t) =
∫ t
0
b(xε(s))ds+ εw(t), (1)
при ε→ 0 до мiри, що зосереджена на розв’язку вiдповiдної задачi Кошi
y˙(t) = b(y(t)), y(0) = 0, (2)
за умови єдиностi цього розв’язку, розглянуто в кiлькох роботах, серед яких зга-
даємо [1] та [2]. Випадок неєдиностi розв’язку задачi (2) (так зване "явище Пеано")
розглядався в роботах – [3]-[8]. В цих роботах дослiджуються рiзнi питання, пов’язанi
з граничною поведiнкою розв’язкiв (1) та розглядаються рiзнi умови на коефiцiєн-
ти. На вiдмiну вiд згаданих робiт, у данiй роботi будемо розглядати стохастичне
рiвняння з локальним часом.
А саме, замiсть рiвняння (1) розглядаємо такое стохастичне рiвняння з локаль-
ним часом
ξε(t) = βLξε(t, 0) +
∫ t
0
b(ξε(s))ds+ ε
∫ t
0
σ(ξε(s))dw(s), t ∈ [0, 1], (3)
та дослiджуємо поведiнку при ε → 0 мiр, породжених розв’язками цього рiвнян-
ня. В данiй роботi доводиться слабка збiжнiсть цих мiр до мiри, зосередженої на
екстремальних розв’язках задачi Кошi (2).
Робота органiзована таким чином: у роздiлi 2 вводяться основнi позначення та
умови, в роздiлi 3 наведено результати для звичайних диференцiальних рiвнянь.
Основнi результати роботи сформульованi в роздiлi 4, а доведенi – в роздiлi 5. У
роздiлi 6 наведений модельний приклад.
2. Позначення та умови. Введемо такi позначення: IA(x) – iндикатор мно-
жини A; a+ = max(a, 0); C[0,∞) – простiр неперервних функцiй f(t), t ∈ [0,∞) з
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метрикою рiвномiрної збiжностi на компактах з [0,∞):
ρ(f, g) =
∞∑
N=1
1
2N
supt∈[0,N ] |f(t)− g(t)|
1 + supt∈[0,N ] |f(t)− g(t)|
.
Через B позначимо σ – алгебру борелiвських множин цього простору. Ймовiрнiсний
простiр позначатимемо (Ω,=,=t,P), =t – потiк σ-алгебр, t ≥ 0, (w(t),=t) – стандарт-
ний одновимiрний вiнерiвський процес.
Позначення f(x) ∼ g(x) при x→ x0 буде означати асимптотичну еквiвалентнiсть
функцiй f(x) та g(x) при x→ x0, тобто наявнiсть рiвностi
lim
x→x0
f(x)
g(x)
= 1.
Функцiя sgnx визначається так:
sgnx =

1, при x > 0,
0, при x = 0,
−1, при x < 0.
Будемо говорити, що рiвняння (3) має слабкий розв’язок, якщо для даних функ-
цiй b(x), σ(x) i константи β iснує ймовiрнiсний простiр (Ω,=,=t,P) з потоком σ-
алгебр =t, t ≥ 0, неперервний семiмартингал (ξ(t),=t) i стандартний одновимiрний
вiнерiвський процес (w(t),=t) такi, що
Lξ(t, 0) = lim
δ→0
1
2δ
∫ t
0
I(−δ,δ)(ξ(s))ds (4)
iснує майже напевно i (3) виконується майже напевно.
Будемо говорити, що рiвняння (3) має сильний розв’язок, якщо для даних функ-
цiй b(x), σ(x) i константи β спiввiдношення (3) i (4) виконуються майже напевно
на даному ймовiрнiсному просторi (Ω,=,=t,P) з потоком σ-алгебр =t, t ≥ 0 i даним
вiнерiвським процесом (w(t),=t).
Для коефiцiєнтiв рiвняння (3) введемо таку умову ( I ).
Умова ( I ):
I1. Функцiя b(x) неперервна i точка ноль є її єдиним нулем.
I2. Iснує константа Λ ≥ 1 така, що
b2(x) + σ2(x) ≤ Λ(1 + x2), σ2(x) ≥ Λ−1.
I3. Функцiя σ(x) не змiнює знак i є функцiєю локально обмеженої варiацiї: для
будь-якого N <∞
sup
−N=x0<x1<x2<...<xk=N
k∑
i=1
|σ(xi)− σ(xi−1)| <∞.
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I4. Константа |β| < 1.
3. Результати для звичайних диференцiальних рiвнянь. Наведемо дея-
кi результати для задачi Кошi (2). Будемо вважати, що для функцiї b(x) задачi
(2) завжди мають мiсце умови I1 та I2. Тодi задача (2) має принаймнi один – ну-
льовий – розв’язок i всi розв’язки цiєї задачi проходять через точку (0; 0). З iсну-
вання двох рiзних розв’язкiв за теоремою Кнезера [9, теорема III.4.1] випливає, що
їх нескiнченно багато. Множину iнтегральных кривих – яку називають iнтеграль-
ною воронкою – позначимо через R. Кожен розв’язок з iнтегральної воронки можна
розташувати мiж двома спецiальними розв’язками – якi будемо називати екстре-
мальними – вiдповiдно верхнiм y(t) i нижнiм y(t), де згiдно [10, теорема II.1.2]
y(t) = sup{y(t), y(t) ∈ R}, y(t) = inf{y(t), y(t) ∈ R}.
Вiдмiтимо, що якщо b(x)x < 0 для x 6= 0, то задача (2) має лише нульовий
розв’язок.
Для iснування ненульового розв’язку (2) необхiдна збiжнiсть хоча б одного з
iнтегралiв [11, теорема 1.2.8]: ∫ δ
0
1
b(y)
dy,
∫ 0
−δ
1
b(y)
dy. (5)
Таким чином, ненульовi розв’язки (2) iснують у таких випадках:
A1. b(x)x > 0 при x 6= 0 i обидва iнтеграли в (5) збiжнi.
A2. b(x)x > 0 при x 6= 0 i перший iнтеграл в (5) збiжний, а другий - розбiжний.
A3. b(x)x > 0 при x 6= 0 i перший iнтеграл в (5) розбiжний, а другий - збiжний.
A4. b(x) > 0 при x 6= 0 i перший з iнтегралiв в (5) збiжний.
A5. b(x) < 0 при x 6= 0 i другий з iнтегралiв в (5) збiжний.
Позначимо H(x) =
∫ x
0
1
b(y)
dy для x ≥ 0 i K(x) =
∫ 0
x
1
b(y)
dy для x ≤ 0. За
умови виконання I1 данi функцiї строго монотоннi, тому iснують оберненi до них,
якi позначимо через H−1(x) та K−1(x), вiдповiдно.
Лема 1. 1. У випадку A1 всi ненульовi розв’язки задачi (2) мають вигляд:
yλ(t) = H−1
(
(t− λ)+), λ ≥ 0, (6)
yµ(t) = K−1
(− (t− µ)+), µ ≥ 0. (7)
При цьому екстремальними розв’язками є y(t) = H−1(t), y(t) = K−1(−t).
2. У випадках A2 i A4 всi ненульовi розв’язки задачi (2) мають вигляд (6). При
цьому екстремальними розв’язками є y(t) = H−1(t), y(t) = 0.
3. У випадках A3 i A5 всi ненульовi розв’язки задачi (2) мають вигляд (7). При
цьому екстремальними розв’язками є y(t) = 0, y(t) = K−1(−t).
Твердження леми 1 безпосередньо випливають з [8, лема 2.2] i [8, лема 2.3].
Далi для |β| < 1 введемо функцiю
κ(x) =
{
(1− β)x, x ≤ 0
(1 + β)x, x ≥ 0 ; (8)
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i ϕ(x) – обернену до κ(x). Будемо позначати для функцiї f(x):
f˜(x) =
f(κ(x))
1 + βsgnx
. (9)
У подальших дослiдженнях важливу роль вiдiграє така задача Кошi:
z˙(t) = b˜(z(t)), z(0) = 0. (10)
За лемою 1 задача (10) має розв’язки одного з двох типiв:
zλ(t) = H˜−1
(
(t− λ)+), λ ≥ 0,
zµ(t) = K˜−1
(− (t− µ)+), µ ≥ 0,
де H˜(x) =
∫ x
0
1
b˜(y)
dy для x ≥ 0 ; K˜(x) =
∫ 0
x
1
b˜(y)
dy для x ≤ 0.
Зрозумiло, що H˜−1(t) та K˜−1(−t) є вiдповiдно верхнiм i нижнiм екстремальним
розв’язком – позначатимемо їх z(t), z(t).
Встановимо зв’язок мiж екстремальними розв’язками задач (2) та (10). Має мiсце
такий результат:
Лема 2. y(t) = κ(z(t)), y(t) = κ(z(t)).
Доведення леми 2. Доведемо для функцiї y(t), для y(t) – аналогiчно. Нехай
функцiя y(t) - довiльний розв’язок задачi (2). Зрозумiло, що y(t) ≤ y(t). Розглянемо
функцiю z(t) = ϕ(y(t)). Функцiї з множини R не змiнюють свого знаку, тому з (2)
будемо мати
z(t) =
y(t)
1 + βsgny(t)
=
1
1 + βsgny(t)
∫ t
0
b(κ(ϕ(y(s)))ds =
=
∫ t
0
b(κ(ϕ(y(s)))
1 + βsgnϕ(y(s))
ds =
∫ t
0
b˜(z(s))ds.
Звiдси випливає, що функцiя z(t) = ϕ(y(t)) є розв’язком задачi (10). Функцiя ϕ(x)
є строго зростаючою, тому отримуємо
z(t) = ϕ(y(t)) ≤ ϕ(y(t)) = z(t). ¤
Позначимо
Aε(x) =
∫ x
0
exp
[
− 2
ε2
∫ t
0
(1 + βsgns)b
(
(1 + βsgns)s
)
σ2
(
(1 + βsgns)s
) ds]dt.
Дослiдження ваг граничної мiри приводить до обчислення виразу
ΓK = lim
ε→0
−Aε(−K)
Aε(K)−Aε(−K) . (11)
Для обчислення ΓK покладемо
L(x) =
∫ x
0
b(y)
σ2(y)
dy. (12)
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Лема 3. Нехай b(x)x > 0 при x 6= 0, для деяких констант d, γ та δ > 0 при
x→ 0+ має мiсце асимптотична еквiвалентнiсть
L(x) lnγ L(x) ∼ dxδ (13)
та для деяких констант k, θ та µ > 0 при x → 0− має мiсце асимптотична
еквiвалентнiсть
L(x) lnθ L(x) ∼ k|x|µ. (14)
Тодi величина ΓK не залежить вiд K (то ж будемо позначати її просто Γ) i
мають мiсце такi твердження:
1. Якщо δ = µ i γ = θ, то
Γ =
1
1 + 1−β1+β
(
k
d
) 1
δ
.
2. Якщо δ < µ або δ = µ i γ < θ , то Γ = 1.
3. Якщо δ > µ або δ = µ i γ > θ , то Γ = 0.
Доведення леми 3. Позначимо
L∗(x) =
∫ x
0
(1 + βsgny)b
(
(1 + βsgny)y
)
σ2
(
(1 + βsgny)y
) dy.
Розглянемо випадок x > 0. Будемо мати:
L∗(x) =
∫ x
0
(1 + β)b
(
(1 + β)y
)
σ2
(
(1 + β)y
) dy = ∫ (1+β)x
0
b
(
y
)
σ2
(
y
)dy = L((1 + β)x),
де функцiя L(x) визначена в (12). Тодi з умови (13) маємо
L∗(x)| lnL∗(x)|γ ∼ d(1 + β)δxδ = d(1 + β)δxδ.
При x < 0 з умови (14) аналогiчно отримуємо
L∗(x)| lnL∗(x)|γ ∼ k(1− β)µ|x|µ.
Скориставшись тепер [8, лема 2.8] для функцiї Aε(x) =
∫ x
0
exp
[
− 2
ε2
L∗(t)
]
dt
отримаємо твердження даної леми. ¤
4. Основнi результати. Розглядаємо рiвняння (3). Вiдомо, що за умов I2 i I4
iснує єдиний слабкий розв’язок цього рiвняння – [12, теорема 4.35]. З результату
роботи [13] i [8, теорема 3.2] випливає така теорема.
Теорема 1. Нехай виконуються умови I2, I3, I4. Тодi рiвняння (3) має єдиний
сильний розв’язок.
Позначимо через µε мiру, породжену процесом ξε(·) на просторi (C[0,∞),B).
Основними результатами роботи є такi двi теореми.
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Теорема 2. Нехай для коефiцiєнтiв рiвняння (3) мають мiсце умови I1, I2, I4,
A1, (13), (14). Тодi для мiр {µε} i для будь-якого неперервного обмеженого функ-
цiонала F, заданого на просторi C[0,∞), має мiсце рiвнiсть
lim
ε→0
∫
C[0,∞)
F (f)µε(df) = ΓF (y) +
(
1− Γ)F (y), (15)
де y, y – екстремальнi розв’язки задачi (2), а величина Γ визначена лемою 3.
При дослiдженнi випадкiв A2 − A5 буде застосовано теорему порiвняння. Тому
тут потрiбнi сильнi розв’язки стохастичних рiвнянь.
Теорема 3. Нехай для коефiцiєнтiв рiвняння (3) має мiсце умова (I).
У випадках A2 i A4 за умови (13) гранична мiра для послiдовностi {µε} зосереджена
лише на верхньому екстремальному розв’язку задачi (2).
У випадках A3 i A5 за умови (14) гранична мiра для послiдовностi {µε} зосереджена
лише на нижньому екстремальному розв’язку задачi (2).
5. Доведення основних результатiв. За формулами (8)-(9) введемо функцiї
κ(x), ϕ(x), b˜(x), σ˜(x), та розглянемо таке стохастичне рiвняння Iто
ηε(t) =
∫ t
0
b˜(ηε(s))ds+ ε
∫ t
0
σ˜(ηε(s))dw(s), t ∈ [0, 1]. (16)
Зауважимо, що для функцiй b˜(t), σ˜(t) так само мають мiсце умова (I) i та ж
умова з A1-A5, що й для b(t), σ(t). Рiвняння (16) має єдиний слабкий розв’язок
згiдно з [14] i з [13] маємо ηε(t) = ϕ(ξε(t)) або ж ξε(t) = κ(ηε(t)).
Рiвнянню (16) вiдповiдає задача Кошi (10).
Позначимо через νε мiру, породжену процесом ηε(·) на просторi (C[0,∞),B).
Доведення теореми 2. З умов теореми 2 випливає, що для коефiцiєнтiв процесу
ηε(t) мають мiсце умови [8, теорема 4.1]. Тому мiри {νε}ε слабко збiгаються i для
будь-якого неперервного обмеженого функцiонала F, заданого на просторi C[0,∞),
має мiсце рiвнiсть
lim
ε→0
∫
C[0,∞)
F (f)νε(df) = Γ˜F (z) +
(
1− Γ˜)F (z). (17)
Гранична мiра ν задається правою частиною рiвностi (17), тобто
ν(A) = Γ˜I{z(·)∈A} + (1− Γ˜)I{z(·)∈A};
z, z - екстремальнi розв’язки задачi (10); величина Γ˜ за [8, формула (2.11)] дорiвнює
Γ˜ = lim
ε→0
− ∫ −K0 exp [− 2ε2 ∫ t0 b˜(s)σ˜2(s)ds]dt∫K
0 exp
[
− 2
ε2
∫ t
0
b˜(s)
σ˜2(s)
ds
]
dt− ∫ −K0 exp [− 2ε2 ∫ t0 b˜(s)σ˜2(s)ds]dt = Γ,
де величина Γ визначена в (11).
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Далi, з означення мiри, породженої процесом, маємо:
µε{A} = P{ξε(·) ∈ A} = P{κ(ηε(·)) ∈ A} = P{ηε(·) ∈ ϕ(A)} = νε{ϕ(A)}.
З (17) та леми 2 можемо отримати
ν(ϕ(A)) = Γ˜I{z(·)∈ϕ(A)} + (1− Γ˜)I{z(·)∈ϕ(A)} =
= Γ˜I{κ(z(·))∈A} + (1− Γ˜)I{κ(z(·))∈A} = ΓI{y(·)∈A} + (1− Γ)I{y(·)∈A} = µ(A),
де мiра µ визначається правою частиною рiвностi (15), тобто
µ(A) = ΓI{y∈A} + (1− Γ)I{y∈A}.
Використовуючи все це, для будь-якого неперервного обмеженого функцiонала
F, заданого на просторi C[0,∞), будемо мати
lim
ε→0
∫
C[0,∞)
F (y)µε{dy} = lim
ε→0
∫
C[0,∞)
F (y)νε{ϕ(dy)} = lim
ε→0
∫
C[0,∞)
F (κ(y))νε{dy} =
=
∫
C[0,∞)
F (κ(y))ν{dy} =
∫
C[0,∞)
F (y)ν{ϕ(dy)} =
∫
C[0,∞)
F (y)µ{dy}.
¤
Доведення теореми 3. Теорема 3 доводиться аналогiчно теоремi 2 з використан-
ням [8, теорема 4.3] замiсть [8, теорема 4.1]. ¤
6. Приклад. Нехай в рiвняннi (3) коефiцiєнти мають вигляд
b(x) =
{
xα, x ≥ 0,
−|x|α, x ≤ 0, 0 < α < 1.
σ(x) =
{
2− cosx, x ≥ 0,
2 + cosx, x < 0.
В цьому випадку будемо мати асимптотичну еквiвалентнiсть: при x→ 0+
L(x) ∼ 1
α+ 1
xα+1,
а при x→ 0−
L(x) ∼ 1
9(α+ 1)
|x|α+1.
Тобто мають мiсце умови (13) i (14) з константами
γ = 0, d =
1
α+ 1
, δ = α+ 1; θ = 0, k =
1
9(α+ 1)
, µ = α+ 1.
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Крiм того, має мiсце умова A1. Таким чином, виконуються умови теореми 2,
отже має мiсце слабка збiжнiсть мiр. Границю (11) можна обчислити за допомогою
леми 3:
Γ =
1
1 + 1−β1+β9
1
α+1
,
i гранична мiра зосереджена iз вказаною вагою Γ на верхньому екстремальному
розв’язку та з вагою 1−Γ на нижньому екстремальному розв’язку вiдповiдної задачi
Кошi (2).
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I.H. Krykun
Analogue of Peano phenomenon for stochastic equations with local time.
We consider sequence of measures generated by solutions of stochastic equations with local time and
small diffusion. The conditions of weak convergence of these measures to measure, generated by extreme
solutions of the corresponding Cauchy problem, when diffusion coefficient tends to 0 is obtained. Formulae
for weights of extreme solutions is obtained.
Keywords: weak convergence of measures, stochastic equations, local time.
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Аналог явления Пеано для стохастических уравнений с локальным временем.
Рассматривается последовательность мер, порожденных решениями стохастических уравнений с
локальным временем и малой диффузией. Получены условия слабой сходимости этих мер к мере,
сосредоточенной с некоторыми весами на экстремальных решениях соответствующей задачи Коши
при стремления коэффициента диффузии к нулю. Получены формулы для вычисления упомяну-
тых весов.
Ключевые слова: слабая сходимость мер, стохастические уравнения, локальное время.
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