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a b s t r a c t
In 2002, H. Kotakemori et al. proposed themodifiedGauss–Seidel (MGS)method for solving
the linear system with the preconditioner P = I + Smax [H. Kotakemori, K. Harada, M.
Morimoto, H. Niki, A comparison theorem for the iterativemethodwith the preconditioner
(I + Smax) J. Comput. Appl. Math. 145 (2002) 373–378]. Since this preconditioner is
constructed by only the largest element on each row of the upper triangular part of
the coefficient matrix, the preconditioning effect is not observed on the nth row. In
the present paper, to deal with this drawback, we propose two new preconditioners.
The convergence and comparison theorems of the modified Gauss–Seidel methods with
these two preconditioners for solving the linear system are established. The convergence
rates of the new proposed preconditioned methods are compared. In addition, numerical
experiments are used to show the effectiveness of the new MGS methods.
Crown Copyright© 2009 Published by Elsevier B.V. All rights reserved.
1. Introduction
We consider the following preconditioned linear system
PAx = Pb, (1.1)
where A = (ai,j)n×n ∈ Rn×n is a known nonsingularM-matrix, P ∈ Rn×n, called the preconditioner, is nonsingular, b ∈ R(A)
is known and x ∈ Rn×1 is unknown, R(A) is the range of A. Throughout this paper, without loss of generality, we always
assume that the coefficient matrix A has a splitting of the form A = I − L−U , where I is the identity matrix,−L and−U are
strictly lower triangular and strictly upper triangular parts of A, respectively.
To effectively solve the preconditioned linear system (1.1), a variety of preconditioners have been proposed by several
authors, see [1–6] and the references therein. Since some preconditioners are constructed only from a part of upper
triangular part of A, the preconditioning effect is not observed on the last row of matrix A. For example, the preconditioners
PS = I + S presented in [1] and PSmax = I + Smax in [7] are formed respectively by
S = (si,j) =
{
ai,i+1, i = 1, 2, . . . , n− 1;
0, otherwise
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and
Smax = (smi,j) =
{−ai,ki , i = 1, . . . , n− 1, j > i;
0, otherwise,
ki = min{j| max
j
|ai,j|, i < n}.
To provide the preconditioning effect on the last row, Niki et al. [8] recently proposed a new preconditioner based on the
preconditioner PS = I + S. Motivated by their results, in this paper we propose the following two preconditioners:
Pmax = I + Smax + Rmax (1.2)
and
PR = I + Smax + R, (1.3)
where
(Rmax)i,j =
{−an,kn , i = n, j = kn,
0, otherwise
with kn = min{j| |an,j| = max{|an,l|, l = 1, . . . , n− 1}} and
(R)i,j =
{−ai,j, i = n, 1 ≤ j ≤ n− 1,
0, otherwise.
For the preconditioner (1.2), the preconditioned matrix Amax = (I + Smax + Rmax)A can be split as
Amax = Mmax − Nmax
= (I − D− L− E + Rmax − D′ − E ′)− (U − Smax + F + SmaxU),
where D, E and F are respectively the diagonal, strictly lower triangular and strictly upper triangular parts of SmaxL, while
D′ and E ′ are the diagonal, strictly lower triangular parts of Rmax(L+ U). IfMmax is nonsingular, the MGS iterative matrix is
Tmax = M−1maxNmax.
For the preconditioner (1.3), the preconditioned matrix AR = (I + Smax + R)A can be split as follows:
AR = MR − NR
= (I − D− L− E + R− D′′ − E ′′)− (U − Smax + F + SmaxU),
whereD′′, E ′′ are the diagonal, strictly lower triangular parts of R(L+U), respectively. IfMR is nonsingular, theMGS iterative
matrix is TR = M−1R NR. The remainder of the present paper is organized as follows.
Next section is the preliminaries. The convergence of the proposedmethods and some comparison theorems are studied
in Section 3. In Section 4, we compare the convergence rate of two new proposed preconditioned methods. Finally, in
Section 5 we present some numerical examples to confirm our theoretical analysis.
2. Preliminaries
For the convenience of the readers, we first give some of the notations, definitions and lemmas which will be used in
what follows.
For A = (ai,j), B = (bi,j) ∈ Rn×n, we write A ≥ B if ai,j ≥ bi,j holds for all i, j = 1, 2, . . . , n. A ≥ O, called nonnegative, if
ai,j ≥ 0 for all i, j = 1, 2, . . . , n, where O is an n× n zero matrix. For the vectors a, b ∈ Rn×1, a ≥ b and a ≥ 0 can be defined
in the similar manner.
Definition 2.1 ([9]). A matrix A is a L-matrix if ai,i > 0, i = 1, . . . , n and ai,j ≤ 0 for all i, j = 1, . . . , n, i 6= j. A nonsingular
L-matrix A is a nonsingularM-matrix if A−1 ≥ 0.
Lemma 2.1 ([10]). Let A be a nonnegative n× n nonzero matrix. Then
(a) ρ(A), the spectral radius of A, is an eigenvalue;
(b) A has a nonnegative eigenvector corresponding to ρ(A);
(c) ρ(A) is a simple eigenvalue of A;
(d) ρ(A) increases when any entry of A increases.
Definition 2.2. Let A be a real matrix. Then
A = M − N
is called a splitting of A ifM is a nonsingular matrix. The splitting is called
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(a) regular ifM−1 ≥ 0 and N > 0 [10];
(b) weak regular ifM−1 ≥ 0 andM−1N ≥ 0 [11];
(c) nonnegative ifM−1N ≥ 0 [12];
(d) M-splitting ifM is a nonsingularM-matrix and N ≥ 0 [13].
Definition 2.3 ([8]). We call A = M−N the Gauss–Seidel splitting of A, ifM = (I−L) is nonsingular andN = U . In addition,
the splitting is called
(a) Gauss–Seidel convergent if ρ(M−1N) < 1;
(b) Gauss–Seidel regular ifM−1 = (I − L)−1 ≥ 0 and N = U ≥ 0.
Lemma 2.2 ([14]). Let A = M − N be an M-splitting of A. Then ρ(M−1N) < 1 if and only if A is a nonsingular M-matrix.
Lemma 2.3 ([15]). Let A and B be n× n matrices. Then AB and BA have the same eigenvalues, counting multiplicity.
Lemma 2.4 ([16]). Let A be a nonsingular M-matrix, and let A = M1−N1 = M2−N2 be two convergent splittings, the first one
weak regular and the second one regular. If M−11 ≥ M−12 , then
ρ(M−11 N1) ≤ ρ(M−12 N2) < 1.
3. Convergence and comparison theorems
We begin this section with a lemma given in [7]. For the preconditioner PSmax = I + Smax, the preconditioned matrix
ASmax = (I + Smax)A can be written as
ASmax = MSmax − NSmax = (I − D− L− E)− (U − Smax + F + SmaxU).
in which D, E and F are defined as in Section 1. Hence, if ai,kiaki,i 6= 1(i = 1, 2, . . . , n − 1), then the MGS iterative matrix
TSmax for ASmax can be defined by
TSmax = M−1SmaxNSmax = (I − D− L− E)−1(U − Smax + F + SmaxU)
as (I − D− L− E)−1 exists. In this case there is the following result:
Lemma 3.1 ([7]). Let A = I − L − U be a nonsingular M-matrix. Assume that 0 ≤ ai,kiaki,i < 1, 1 ≤ i ≤ n − 1, then
ASmax = MSmax − NSmax is regular and Gauss–Seidel convergent.
3.1. On the preconditioner Pmax = I + Smax + Rmax
In this part, we first study the convergence of the MGS method with the preconditioner Pmax = I + Smax + Rmax. And
then we compare such MGS method with the classical Gauss–Seidel method and the MGS method with the preconditioner
PS = I + Smax [7], respectively. The comparison results show that the MGS method with the preconditioner Pmax is superior
to the classical Gauss–Seidel method and the MGS method with the preconditioner PS .
Theorem 3.2. Let A be a nonsingular M-matrix. Assume that 0 ≤ ai,kiaki,i < 1, 1 ≤ i ≤ n − 1 and 0 ≤ an,kjakj,n < 1,
kj = 1, . . . , n− 1, then Amax = Mmax − Nmax is regular and Gauss–Seidel convergent splitting.
Proof. We observe that when 0 ≤ ai,kiaki,i < 1, 1 ≤ i ≤ n − 1 and 0 ≤ an,kjakj,n < 1, kj = 1, . . . , n − 1, the diagonal
elements of Amax are positive and M−1max exists. It is known that (see [11]) an L-matrix A is a nonsingular M-matrix if and
only if there exists a positive vector y such that Ay > 0. By taking such y, the fact that I + Smax + Rmax ≥ 0 implies
Amaxy = (I + Smax + Rmax)Ay > 0. Consequently, the L-matrix Amax is a nonsingularM-matrix, which means A−1max ≥ 0.
We note that L − Rmax + E + E ′ ≥ 0 since L ≥ Rmax ≥ 0. When 0 ≤ ai,kiaki,i < 1, 1 ≤ i ≤ n− 1 and 0 ≤ an,kjakj,n < 1,
kj = 1, . . . , n− 1, we have D+ D′ < I , so that (I − D− D′) ≥ 0. Hence
M−1max = [(I − D− D′)− (L− Rmax + E + E ′)]−1
= [I − (I − D− D′)−1(L− Rmax + E + E ′)]−1(I − D− D′)−1
= {I + (I − D− D′)−1(L− Rmax + E + E ′)+ [(I − D− D′)−1(L− Rmax + E + E ′)]2 + · · ·
+ [(I − D− D′)−1(L− Rmax + E + E ′)]n−1}(I − D− D′)−1
≥ 0.
On the other hand, it is easy to see that Nmax = U − Smax + F + SmaxU ≥ 0 since U ≥ Smax and F + SmaxU ≥ 0. Therefore,
Amax = Mmax − Nmax is a regular and Gauss–Seidel convergent splitting by Definition 2.3 and Lemma 2.2. 
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For the splittingA = I−L−U ofmatrix A, the iterationmatrix of the classical Gauss–Seidelmethod forA is T = (I−L)−1U .
Comparing ρ(T )with ρ(Tmax), the spectral radius of the MGS with the preconditioner Pmax = I + Smax + Rmax, we have the
following comparison theorem:
Theorem 3.3. Let A be a nonsingular M-matrix. Then under the assumptions of Theorem 3.2, we have
ρ(Tmax) ≤ ρ(T ) < 1.
Proof. For Mmax = I − D − L − E + Rmax − D′ − E ′ and Nmax = U − Smax + F + SmaxU , by Theorem 3.2 we know
that Amax = PmaxA = Mmax − Nmax is a Gauss–Seidel convergent splitting. Since A is a nonsingular M-matrix, the classic
Gauss–Seidel splitting A = (I − L)− U of A is clearly regular and convergent.
To compare ρ(Tmax)with ρ(T ), we consider the following splitting of A:
A = (I + Smax + Rmax)−1Mmax − (I + Smax + Rmax)−1Nmax.
If we takeM1 = (I+Smax+Rmax)−1Mmax and N1 = (I+Smax+Rmax)−1Nmax, then ρ(M−11 N1) < 1 sinceM−1maxNmax = M−11 N1.
Also note that
M−11 = (I − D− L− E + Rmax − D′ − E ′)−1(I + Smax + Rmax)
≥ (I − D− L− E + Rmax − D′ − E ′)−1
= [I − (I − D− D′)−1(L− Rmax + E + E ′)]−1(I − D− D′)−1
≥ [I − (I − D− D′)−1(L− Rmax + E + E ′)]−1
≥ (I − L)−1,
it follows fromLemma2.4 thatρ(M−11 N1) < ρ(M−1N) < 1. Henceρ(M−1maxNmax) < ρ(M−1N) < 1, i.e.,ρ(Tmax) ≤ ρ(T ) < 1.

Next we give a comparison theorem between the MGS methods with the preconditioners Pmax and PSmax respectively. It
can be seen that the preconditioner Pmax is better than PSmax presented in [7] for MGS method.
Theorem 3.4. Let A be a nonsingular M-matrix. Then under the assumptions of Theorem 3.2 and akn,j ≤ akn,nan,j, 1 ≤ j ≤ n−1,
we have
ρ(Tmax) ≤ ρ(TSmax) < 1.
Proof. For the matrices MSmax ,Mmax,NSmax and Nmax in the splittings of matrices PSmaxA = MSmax − NSmax and PmaxA =
Mmax − Nmax, they can be expressed in the partitioned forms as follows:
MSmax = I − D− L− E =
(
Mˆ 0
uT 1
)
,
Mmax = MSmax + RmaxA =
(
Mˆ 0
vT vn
)
,
Nmax = NSmax =
(
Nˆ w
0 0
)
,
where
Mˆ = (mˆi,j), mˆi,j =
{0, 1 ≤ i < j ≤ n− 1,
1− ai,kiaki,i, i = j,
ai,j − ai,kiaki,j, j < i ≤ n− 1,
uT = (an,1, . . . , an,n−1),
vT = (v1, . . . , vn−1), vj = an,j − an,knakn,j (1 ≤ j ≤ n− 1),
vn = 1− an,knakn,n,
w = (w1, . . . , wn−1)T, wi = −ai,n + ai,kiaki,n (1 ≤ i ≤ n− 1),
and Nˆ ≥ 0 is an (n− 1)× (n− 1) strictly upper triangular matrix.
Direct computation yields
M−1Smax =
(
Mˆ−1 0
−uTMˆ−1 1
)
and M−1max =
(
Mˆ−1 0
−v−1n vTMˆ−1 v−1n
)
.
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Therefore,
NSmaxM
−1
Smax =
(
TˆSmax w
0 0
)
≥ 0
and
NmaxM−1max =
(
T¯max v−1n w
0 0
)
≥ 0,
where TˆSmax = NˆMˆ−1−wuTMˆ−1 and T¯max = NˆMˆ−1−wv−1n vTMˆ−1. Obviously,ρ(NSmaxM−1Smax) = ρ(TˆSmax) andρ(NmaxM−1max) =
ρ(T¯max). By simple computation, we know that T¯max ≤ TˆSmax under the assumption akn,j ≤ akn,nan,j, 1 ≤ j ≤ n − 1. Hence
by Lemma 2.1, we have
ρ(NmaxM−1max) = ρ(T¯max) ≤ ρ(TˆSmax) = ρ(NSmaxM−1Smax).
Therefore, by Lemma 2.3 we immediately know that
ρ(M−1maxNmax) = ρ(NmaxM−1max) ≤ ρ(NSmaxM−1Smax) = ρ(M−1SmaxNSmax),
which means that ρ(Tmax) ≤ ρ(TSmax). 
Remark. From Theorem 3.4, we know that the preconditioner Pmax is better than PSmax presented in [7] for MGS method
under the assumption akn,j ≤ akn,nan,j, 1 ≤ j ≤ n − 1. This assumption is reasonable for some practical problems, for
example, when the central difference scheme applied to discretizing the two dimension convection–diffusion equationwith
Dirichlet boundary condition, we can obtain anM-matrix linear system and the assumption is satisfied, see Example 5.3.
3.2. On the preconditioner PR = I + Smax + R
We now study theMGSmethodwith the preconditioner PR = I+Smax+R. The following theorem gives the convergence
of such MGS method.
Theorem 3.5. Let A = I − L − U be a nonsingular M-matrix. Assume that 0 ≤ ai,kiaki,i < 1, 1 ≤ i ≤ n − 1 and
0 ≤∑n−1k=1 an,kak,n < 1, then AR = MR − NR is regular and Gauss–Seidel convergent.
Proof. We observe that when 0 ≤ ai,kiaki,i < 1, 1 ≤ i ≤ n− 1 and 0 ≤
∑n−1
k=1 an,kak,n < 1, the diagonal elements of AR are
positive and M−1R exists. Similar to the proof of Theorem 3.2, we can show that AR = (I + Smax + R)A is also a nonsingular
M-matrix when A is a nonsingularM-matrix. Thus the inverse of the matrix AR is nonnegative, that is A−1R ≥ 0.
Since L ≥ R ≥ 0, we have L−R+E+E ′′ ≥ 0. Note that when 0 ≤ ai,kiaki,i < 1, 1 ≤ i ≤ n−1 and 0 ≤
∑n−1
k=1 an,kak,n < 1,
we have D+ D′′ < I and so (I − D− D′′) ≥ 0. Hence
M−1R = [(I − D− D′′)− (L− R+ E + E ′′)]−1
= [I − (I − D− D′′)−1(L− R+ E + E ′′)]−1(I − D− D′′)−1
= {I + (I − D− D′′)−1(L− R+ E + E ′′)+ [(I − D− D′′)−1(L− R+ E + E ′′)]2 + · · ·
+ [(I − D− D′′)−1(L− R+ E + E ′′)]n−1}(I − D− D′′)−1
≥ 0.
Since U ≥ Smax and F + SmaxU ≥ 0, we know NR = U − Smax + F + SmaxU ≥ 0. Therefore, by Definition 2.3 and Lemma 2.2,
AR = MR − NR is a regular and Gauss–Seidel convergent splitting. 
Similar to the proof of Theorem 3.3, we can compare ρ(T ) with ρ(TR), the spectral radius of the MGS method with the
preconditioner Pmax = I + Smax + R. The following is a comparison result and we will state it without proof.
Theorem 3.6. Let A be a nonsingular M-matrix. Then under the assumptions of Theorem 3.5 we have
ρ(TR) ≤ ρ(T ) < 1.
Next we further give a comparison theorem between the MGS methods with the preconditioners PR and PSmax
respectively. It can be seen that the preconditioner PR is also better than PSmax for the MGS method.
Theorem 3.7. Let A be a nonsingular M-matrix. Then under the assumptions of Theorem 3.5 and an,j
∑n−1
k=1 an,kak,n ≤∑n−1
k=1 an,kak,j, 1 ≤ j ≤ n− 1 we have
ρ(TR) ≤ ρ(TSmax) < 1.
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Proof. Let Mˆ, Nˆ,uT andw be the same as those in Theorem 3.4. ThenMSmax ,NSmax ,MR andNR have the following partitioned
forms:
MSmax = I − D− L− E =
(
Mˆ 0
uT 1
)
,
MR = MSmax + RA =
(
Mˆ 0
xT xn
)
,
NR = NSmax =
(
Nˆ w
0 0
)
,
where
x = (x1, . . . , xn−1)T, xj = an,j −
n−1∑
k=1
an,kak,j (1 ≤ j ≤ n− 1),
xn = 1−
n−1∑
k=1
an,kak,n.
By the invertibility of Mˆ and xn 6= 0, the matricesMSmax andMR are also invertible and their inverses possess the forms
M−1Smax =
(
Mˆ−1 0
−uTMˆ−1 1
)
and M−1R =
(
Mˆ−1 0
−x−1n xTMˆ−1 x−1n
)
.
Hence
NSmaxM
−1
Smax =
(
NˆMˆ−1 −wuTMˆ−1 w
0 0
)
,
NRM−1R =
(
NˆMˆ−1 −wx−1n xTMˆ−1 x−1n w
0 0
)
.
Note that
0 ≤ NˆMˆ−1 −wx−1n xTMˆ−1 ≤ NˆMˆ−1 −wuTMˆ−1
when an,j
∑n−1
k=1 an,kak,n ≤
∑n−1
k=1 an,kak,j, 1 ≤ j ≤ n − 1. Similar to the proof of Theorem 3.4, we know that the inequality
ρ(NRM−1R ) ≤ ρ(NSmaxM−1Smax) holds. Hence from Lemma 2.3 we have ρ(TR) ≤ ρ(TSmax). 
4. Comparison theorem of MGS methods with Pmax and PR
Wenow further compare the preconditioners Pmaxwith PR, whichwere presented in the previous section. The comparison
result shows that the preconditioner PR is better than Pmax for solving the preconditioned linear system (1.1).
Theorem 4.1. Let A be a nonsingular M-matrix. If (an,knakn,j−an,j)
∑n−1
k=1 an,kak,n−an,knakn,j ≤ (an,knakn,n−1)
∑n−1
k=1 an,kak,j−
an,jan,knakn,n (1 ≤ j ≤ n− 1), then under the assumptions of Theorems 3.4 and 3.7 we have:
ρ(TR) ≤ ρ(Tmax) ≤ ρ(TSmax).
Proof. The inequality ρ(Tmax) ≤ ρ(TSmax)was shown in Theorem 3.4. Hence, it suffices to show that ρ(TR) ≤ ρ(Tmax).
Since
NmaxM−1max =
(
NˆMˆ−1 −wv−1n vTMˆ−1 v−1n w
0 0
)
and
NRM−1R =
(
NˆMˆ−1 −wx−1n xTMˆ−1 x−1n w
0 0
)
,
it is easy to see that ρ(NmaxM−1max) and ρ(NRM
−1
R ) exist in NˆMˆ
−1−wv−1n vTMˆ−1 and NˆMˆ−1−wx−1n xTMˆ−1, respectively. Under
the hypothesis (an,knakn,j − an,j)
∑n−1
k=1 an,kak,n − an,knakn,j ≤ (an,knakn,n − 1)
∑n−1
k=1 an,kak,j − an,jan,knakn,n (1 ≤ j ≤ n − 1),
the inequality NˆMˆ−1 −wx−1n xTMˆ−1 ≤ NˆMˆ−1 −wv−1n vTMˆ−1 holds. Therefore by Lemma 2.1 we have
ρ(NRM−1R ) ≤ ρ(NmaxM−1max),
which immediately results in the inequality ρ(TR) ≤ ρ(Tmax) by using Lemma 2.3. 
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5. Numerical examples
In this part, we give some examples to illustrate the theory in Sections 3 and 4.
Example 5.1. Let us consider the matrix A of (1.1), given by
A =

1 −0.1 0 −0.1 0 −0.1 0 −0.2 −0.4 0
−0.1 1 −0.1 −0.3 −0.1 0 0 −0.1 −0.1 0
−0.2 −0.1 1 −0.1 0 −0.1 0 0 −0.3 −0.1
−0.1 −0.1 0 1 0 −0.1 −0.4 0 −0.1 0
0 −0.1 0 −0.1 1 −0.4 −0.2 0 −0.1 −0.1
−0.2 0 −0.1 0 0 1 0 −0.4 −0.1 −0.1
0 −0.1 −0.2 −0.1 0 −0.1 1 0 −0.3 −0.1
−0.2 −0.1 −0.2 0 0 −0.1 0 1 −0.3 0
0 −0.1 −0.1 0 −0.2 0 −0.1 −0.2 1 −0.1
−0.1 0 0 −0.1 0 −0.1 −0.3 0 −0.1 1

.
We can see that the assumptions of Theorems 3.4, 3.7 and 4.1 are satisfied. By computation in Matlab, we have
ρ(TR) = 0.6302 < ρ(Tmax) = 0.6399 < ρ(TSmax) = 0.6429.
Example 5.2. Let the coefficient matrix A of (1.1) be given by
A =

1 −0.2 −0.3 −0.1 −0.2
−0.1 1 −0.1 −0.3 −0.1
−0.2 −0.1 1 −0.1 −0.2
−0.2 −0.1 −0.1 1 −0.3
−0.1 −0.2 −0.2 −0.1 1
 .
It can be verified that the conditions in Theorem 3.4 are satisfied. By simple computation, we know
NSmaxM
−1
Smax =

0.3980 0.7064 0.4144 0.4190 0.7354
0.1970 0.2458 0.3106 0.1694 0.3859
0.0828 0.0940 0.0704 0.1715 0.0788
0 0 0 0 0
0 0 0 0 0

and
NmaxM−1max =

0.2708 0.4856 0.2266 0.3237 0.6577
0.1303 0.1299 0.2121 0.1194 0.3451
0.0692 0.0703 0.0503 0.1612 0.0704
0 0 0 0 0
0 0 0 0 0
 .
In this case
TˆSmax =
0.3980 0.7064 0.4144 0.41900.1970 0.2458 0.3106 0.16940.0828 0.0940 0.0704 0.1715
0 0 0 0

and
T¯max =
0.2708 0.4856 0.2266 0.32370.1303 0.1299 0.2121 0.11940.0692 0.0703 0.0503 0.1612
0 0 0 0
 .
Obviously T¯max ≤ TˆSmax . Also we have ρ(Tmax) = 0.5299 and ρ(TSmax) = 0.7937. Clearly, ρ(Tmax) < ρ(TSmax) holds.
It iswell known that theHermitian and skew-Hermitian splittingmethods (HSS) [17–19] is an efficientmethod for solving
linear systems. To further illustrate the effectiveness of MGS methods in this paper, we compare the numerical behaviors
of the MGS method (with preconditioners Pmax and PR) with HSS method by next example. As the effective preconditioners,
Pmax and PR can be also used in the preconditioned HSS methods (PHSS) for solving the linear systems.
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Table 1
Numerical results for Example 5.3
N 8 16 24
MGS-I CPU 0.0156 1.9038 9.1563
IT 20 26 28
ρ 0.4543 0.5386 0.5575
MGS-II CPU 0.0313 1.9038 9.1563
IT 20 26 28
ρ 0.4543 0.5386 0.5575
HSS(αopt) CPU 0.0469 3.0156 28.3125
IT 22 28 32
ρ 0.4784 0.5187 0.5293
PHSS-I CPU 0.0313 2.2656 20.4063
IT 17 21 23
ρ 0.3901 0.4443 0.4562
PHSS-II CPU 0.0469 2.2969 20.4844
IT 17 21 23
ρ 0.3899 0.4443 0.4562
Example 5.3. When the central difference scheme on a uniform grid with N × N interior nodes (N2 = n) is applied to the
discretization of the two dimension convection–diffusion equation
−∆u+ ∂u
∂x
+ 2∂u
∂y
= f
in the unit squireΩ with Dirichlet boundary conditions, we obtain a system of linear equation (1.1) of the coefficient matrix
A = I ⊗ P + Q ⊗ I,
where⊗ denotes the Kronecker product,
P = tridiag
(
−2+ h
8
, 1, − 2− h
8
)
, and Q = tridiag
(
−1+ h
4
, 0, − 1− h
8
)
are N × N tridiagonal matrices, and the step size is h = 1N .
The numerical results are listed in Table 1. In our implementations, all iterations are started from the zero vector and
terminated when
‖xi − x∗‖2 ≤ 10−6,
where xi is the ith iterative vector for the corresponding iterative method, while x∗ is the solution of the given linear system.
In Table 1, we denote spectral radius by ρ, iterative number by IT, CPU time by CPU, MGS method with Pmax by MGS-I,
MGS method with PR by MGS-II, HSS method with optimal parameter by HSS(opt), PHSS method with Pmax by PHSS-I, PHSS
method with PR by PHSS-II.
From the numerical results, we see that the MGS-I and MGS-II outperform the HSS(opt) method, as they require less
iteration steps and less computing times to achieve the stopping criterion. The number of iteration steps and computing
time of the PHSS-I and PHSS-II are less than those of the HSS(opt). In addition, the number of iteration steps of the MGS-I
and MGS-II are larger than those of PHSS-I and PHSS-II, but the computing times are less than those of PHSS-I and PHSS-II.
Obviously, the preconditioning of Pmax and PR can effectively improve the convergence behavior of the HSS method.
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