Abstract. A flat of a matroid is cyclic if it is a union of circuits. The cyclic flats of a matroid form a lattice under inclusion. We study these lattices and explore matroids from the perspective of cyclic flats. In particular, we show that every lattice is isomorphic to the lattice of cyclic flats of a matroid. We give a necessary and sufficient condition for a lattice Z of sets and a function r : Z → Z to be the lattice of cyclic flats of a matroid and the restriction of the corresponding rank function to Z. We define cyclic width and show that this concept gives rise to minor-closed, dual-closed classes of matroids, two of which contain only transversal matroids.
Introduction
A flat of a matroid is cyclic if it is a (possibly empty) union of circuits. Cyclic flats have played several important roles in matroid theory, starting with the theory of transversal matroids (see, for example, [4, 11] ). The cyclic flats of a matroid M , ordered by inclusion, form a lattice, Z(M ): the join of two cyclic flats A and B in Z(M ) is cl(A ∪ B) and their meet is the union of all circuits contained in A ∩ B.
(See Figure 1. ) This paper studies the lattice of cyclic flats and offers insights into some topics in matroid theory from this perspective. Figure 1 shows that properties of the lattice of flats, such as being graded, may fail in the lattice of cyclic flats. Indeed, in Section 2 we prove that every lattice is isomorphic to the lattice of cyclic flats of some matroid. Figure 1 also shows that the collection of cyclic flats alone does not determine the matroid. However, as Brylawski showed [4, Proposition 2.1], the cyclic flats together with their ranks determine the matroid. Section 3 gives a necessary and sufficient condition for a collection Z of sets and a function r : Z → Z to be the lattice of cyclic flats of a matroid and the restriction of the corresponding rank function to Z. This new axiom scheme for matroids is used in Section 4 to give a simple, alternative perspective on the free product [5, 6] . Section 5 introduces the concept of cyclic width and shows that the class of matroids of cyclic width k or less is closed under minors and duals. We explore these classes for small values of k. The final section contains open problems.
We assume familiarity with matroid theory. We follow the notation of [13] . We call a matroid bitransversal if it is both transversal and cotransversal (or a strict gammoid). Recall that the free extension M + e of M by e, for e ∈ E(M ), is the matroid on E(M ) ∪ e whose circuits are the circuits of M together with the sets B ∪ e for bases B of M . Free coextension is the dual of free extension.
Our lattice theory notation follows [7] except that we use 0 Z and 1 Z for the least and greatest elements of a lattice Z. As is true of a lattice of flats and a lattice of cyclic flats, the elements of most lattices in this paper are sets and the order relation is containment; we use the term lattice of sets for such a lattice. The meet and join operations of a lattice of sets need not be intersection and union. We close this introduction by noting that cyclic flats link duality in matroid theory and lattice theory. Brylawski [4, Proposition 2.1] noted that, since cyclic flats are unions of circuits as well as intersections of hyperplanes, X is a cyclic flat of M if and only if E(M ) − X is a cyclic flat of M * . Thus, Z(M * ) is isomorphic to the dual (as a lattice) of Z(M ).
The Lattice of Cyclic Flats
By considering matroids in which every element is in a nontrivial parallel class, it follows that every geometric lattice is isomorphic to the lattice of cyclic flats of some matroid. The main result of this section is that for any lattice Z, there is a matroid M (in fact, a bitransversal matroid) for which the lattice Z(M ) of cyclic flats is isomorphic to Z. We also show that the counterpart of this result does not hold for matroids that are representable over a fixed finite field.
We will use fundamental transversal matroids and their simplex representation ( [4, 11] or [13, Section 12.2] ). A fundamental (or principal ) transversal matroid is a matroid M that has a basis B such that each cyclic flat of M is spanned by a subset of B. To construct a geometric representation of M , let B be {v 1 , v 2 , . . . , v n } and put v 1 , v 2 , . . . , v n at the n vertices of an n-simplex in R n−1 . For each x in E(M ) − B, place x freely in the (possibly empty) face of the simplex spanned by C(x, B) − x, where C(x, B) is the fundamental circuit of x with respect to B. This gives an affine representation of M . Note that if X is a rank-k cyclic flat of M , then X consists of the points in a k-face of the simplex. Conversely, any matroid with a geometric representation on a simplex that has elements at each vertex and for which each rank-k cyclic flat consists of the points in a k-face of the simplex is a fundamental transversal matroid. Fundamental transversal matroids are indeed transversal matroids; in fact, every transversal matroid is a deletion of a fundamental transversal matroid. It is well known that these matroids are bitransversal.
We are ready to treat the main result of this section.
Theorem 2.1. Every lattice is isomorphic to the lattice of cyclic flats of a bitransversal matroid.
Proof. Let Z be a lattice. We construct a fundamental transversal matroid M for which Z(M ) is isomorphic to Z. We first realize Z as a lattice of sets. Let B be the set of elements in Z other than 1 Z . For z in Z, let V z be {y : y ≥ z}. Thus, V z ⊆ B. The map z → V z is an isomorphism between Z and the lattice of sets {V z : z ∈ Z} since it is a bijection and x ≤ z in Z if and only if V x ⊆ V z . Let M be the following fundamental transversal matroid on B ∪ {s z : z ∈ Z}. Place the elements of B at the vertices of a |B|-simplex in R |B|−1 and, for each z in Z, put s z freely in the face spanned by V z . By construction, V z spans a cyclic flat of M , namely, V z ∪ {s x : x ≤ z}. With the isomorphism above, the theorem follows upon showing that these are the only cyclic flats of M .
Assume the subset V of B spans a cyclic flat F of M . For any s z in F −V , we have C(B, s z ) = V z ∪ s z ⊆ F . Also, each element v of V is in such a fundamental circuit, for if v were not, then all elements of F − V would be in cl(V − v), so F − v would be a flat, contrary to F being cyclic. Thus, F is the closure of {V z :
Thus, as needed, the cyclic flats of M are the sets V z ∪ {s x : x ≤ z}.
Since transversal matroids are representable over the reals, the counterpart of (1) start with any matroid M 0 for which
partition T into two nonempty subsets T i and T f , (3) take the direct sum of M 0 and the free matroid on
take free extensions of M 1 by the elements in T f to get M 2 , and finally (5) let M be the direct sum of M 2 and any free matroid. Note that in steps (2)-(4), only the cardinalities |T i | and |T f |, not the elements in these sets, matter. These observations give us the following result, which is essentially Lemma 2 of [14] . Recall that a chain is a linearly ordered set. We now show that some lattices do not arise as the lattice of cyclic flats of any matroid that is representable over GF(q). Theorem 2.3. For a prime power q, if Z(M ) is a chain with q + 2 or more elements, then M is not representable over GF(q).
Proof. We show that if Z(M ) is a chain with k + 2 elements, then M has U k,k+2 as a minor; thus if k ≥ q, then M is not representable over GF(q). Let the cyclic flats of M be X 0 ⊂ X 1 ⊂ · · · ⊂ X k+1 . By Lemma 2.2, M is a nested matroid, so M |X j , for 1 ≤ j ≤ k + 1, is obtained by partitioning X j − X j−1 into nonempty sets I j and F j , taking the direct sum of M |X j−1 and the free matroid on I j , and then taking free extensions by the elements in F j . Therefore the minor
has just two cyclic flats, namely, ∅ and
, and so is a uniform matroid; that the rank and nullity of this uniform minor are at least k and 2, respectively, completes the proof.
3. An Axiom Scheme for Cyclic Flats As Brylawski [4, Proposition 2.1] showed, the cyclic flats together with their ranks determine the matroid (see also Lemma 3.1 below). Thus, there should be a way to formulate the definition of a matroid using cyclic flats and their ranks; we develop such a formulation in this section. The mixed character of this axiom scheme sets it apart from most others: it is built jointly on lattice properties (but using only some of the flats) and partial information about the rank function.
We will use the following characterization of independent sets and circuits in terms of cyclic flats and their ranks.
is a circuit of M if and only if C is minimal with the property that there is a cyclic flat X with C ⊆ X and |C| = r(X) + 1.
Proof. Statement (i) is immediate. As the minimal dependent sets, the circuits are the minimal sets C with |C ∩ X| > r(X) for some cyclic flat X; since X can be cl(C), this property can be replaced by the simpler one in statement (ii).
To motivate our main result, we note three properties of the lattice Z(M ) and the rank function r of M . First, 0 Z(M) , which is cl(∅), has rank 0. Next, if X and Y are in Z(M ) and X Y , then 0 < r(Y ) − r(X) < |Y − X| since M |Y has no isthmuses. Finally, since for cyclic flats X and Y we have r(
we get the following specialization of semimodularity:
We next show that these properties give an axiom scheme for matroids. Theorem 3.2. Let Z be a collection of subsets of a set S and let r be an integervalued function on Z. There is a matroid for which Z is the collection of cyclic flats and r is the rank function restricted to the sets in Z if and only if (Z0) Z is a lattice under inclusion,
Proof. We have seen that these properties are necessary; we focus on sufficiency. Assume Z and r satisfy properties (Z0)-(Z3). We define a collection C (following Lemma 3.1) that we show is the set of circuits of a matroid on S. We then show that the cyclic flats of this matroid are the sets in Z and that r gives their ranks.
The collection C of all minimal subsets C of S for which there is a set X ∈ Z with C ⊆ X and |C| = r(X) + 1 is the collection of circuits of a matroid.
Proof of (3.2.1). We focus on circuit elimination since the other two circuit axioms clearly hold. Thus, let C and C ′ be distinct sets in C with a in C ∩ C ′ ; let X and X ′ in Z contain C and C ′ , respectively, with |C| = r(X) + 1 and
− a contains a set in C, it suffices to prove the inequality
Property (Z3) and the equalities |C| = r(X) + 1 and
Thus, the desired inequality follows upon showing that the sum of the last three terms is nonnegative, that is,
and therefore circuit elimination holds.
Let M Z be the matroid on S that has C as its collection of circuits and let r Z be its rank function. The next step in essence identifies some elements of Z as the closures of circuits. 
We have C ⊆ X ∧ Y , for otherwise, since |C| > r(X ∧ Y ) + 1, some proper subset of C would be in C, which is impossible. Property (Z3) and the equality r(X) = |C| − 1 give
Thus, the last two terms in inequality (1) contribute at least |C|, so inequality (1) implies r(Y ) − 1 ≥ r(X ∨ Y ), contrary to property (Z2). Thus, X ⊆ Y .
We useC to denote the unique set in (3.2.2). The next step is used to prove (3.2.4), that r and r Z agree on the sets in Z.
Proof of (3.2.3). Assume X and Y are incomparable, otherwise the result is trivial. Let B be a basis of X ∧ Y and let
spans X ∩ Y , so it suffices to show that B ′ is independent. Assume, to the contrary, that B ′ contains a circuit C. Thus, C is contained in both X and Y , soC and, consequently, (X ∧ Y ) ∨C are contained in both X and Y . However,
This contradicts the definition of meet and so proves the claim.
Proof of (3.2.4) . By the definition of C, any subset of X with more than r(X) elements contains a circuit, so r Z (X) ≤ r(X). Thus, it suffices to show that X contains an independent set of size r(X). This statement clearly holds for 0 Z . Let X be a minimal set in Z for which this property has not yet been established. We consider two cases, according to whether X covers one or more elements of Z.
First assume X covers only Y in Z. Now Y contains an independent set J with |J| = r(Y ) by the choice of X. Let I be the union of J and any set of r(X) − r(Y ) elements of X − Y . If I were dependent, it would contain a circuit C with at most r(X) elements. Thus, r(C) < r(X), so, by (3.2.2),C X. Since J is independent, C ⊆ Y . These conclusions contradict the assumption that X covers only one set in Z. Thus, I is an independent subset of X with r(X) elements, as desired. Now assume X covers X 1 and X 2 (and perhaps more sets) in Z. Let B ′ be a basis of X 1 ∧ X 2 and let
′′ is a basis of X 1 ∩ X 2 . Choose bases B 1 of X 1 and B 2 of X 2 , both containing B ′′ , and let B consist of B 1 and any r(X) − r(X 1 ) elements of B 2 − B ′′ . (By condition (Z3), |B 2 − B ′′ | ≥ r(X) − r(X 1 ).) Thus, |B| = r(X). We claim that B is independent. Assume, to the contrary, that B contains a circuit C. Since C ⊆ X 1 , we have X 1 X 1 ∨C ⊆ X; since X covers X 1 , we have X 1 ∨C = X. Also, r(X 1 ∧C) = r Z (X 1 ∧C) since X 1 ∧C X. Applying property (Z3) to X 1 andC and using (3.2.3) gives
(The last inequality follows by the construction of B.) This contradiction implies that B contains no circuit and hence is independent, as needed.
The next two steps show that the sets in Z are cyclic flats of M Z . Proof of (3.2.5). To show this, let x be in a circuit C of M Z with C ⊆ X ∪ x; we need to show that x is in X. Property (Z3) applied to X andC, together with where the last inequality follows since C − x is an independent subset of X ∩C. Hence r(X) ≥ r(X ∨C), so X = X ∨C. Thus x ∈ X since x ∈C.
(3.2.6) Each set X in Z is a union of circuits and so is a cyclic flat.
Proof of (3.2.6). The claim holds for 0 Z since, by property (Z1), its elements are loops. Let X be a minimal set in Z for which the claim has not yet been verified and let X cover the set Y in Z. Since Y is a union of circuits, we need only show that each element x in X − Y is in a circuit that is contained in X. Let B be a basis of Y and let I be a set of r(X) − r(Y ) elements of X − (Y ∪ x), which exists by property (Z2). The subset B ∪ I ∪ x of X has r(X) + 1 elements and so must contain a circuit C; we claim that x is in C. Assume, to the contrary, that x is not in C. Therefore r(X) − r(Y ) ≥ |C − Y |. SinceC ⊆ X and C contains some elements of I ∪ x, we have Y Y ∨C ⊆ X; that X covers Y forces Y ∨C = X. Applying property (Z3) to Y andC, we obtain
Combining this with the inequality r(X) − r(Y ) ≥ |C − Y | noted above gives the contradiction |C| − 1 ≥ |C|. Thus, x is in C, so X is a union of circuits.
Lastly, we show that the cyclic flats of M Z are in Z.
Proof of (3.2.7). The assertion clearly holds for the least cyclic flat of M Z . Let X be a minimal cyclic flat of M Z for which the claim has not yet been verified and assume that X covers Y in Z(M Z ). Thus, Y is in Z. Let B be a basis of Y and let T be any set of r Z (X) − r Z (Y ) + 1 elements of X − Y . Since X is cyclic and covers Y , it follows that B ∪ T contains a circuit C and that C ∩ (X − Y ) is T . Note that X = cl MZ (Y ∪ C) since X covers Y and contains C. Since Y andC are in Z, their join Y ∨C in Z is a cyclic flat of M Z by (3.2.6), and this flat must contain the smallest flat that contains Y and C, which is X. We will show that Y ∨C is X, which implies that X is in Z, as claimed. It suffices to prove the inequality r(C ∨ Y ) ≤ r Z (X). Note that in the semimodular inequality in M Z ,
The left side is clearly at least as large, so we have
By (3.2.3) and property (Z3), we have
r(C ∨ Y ) + r Z (C ∩ Y ) = r(C ∨ Y ) + r(C ∧ Y ) + |(C ∩ Y ) − (C ∧ Y )| ≤ r(C) + r(Y ),
which, with Eqn. (2) and statement (3.2.4), gives r(C
Thus, as needed, from Z and r : Z → Z, we have constructed a matroid M Z for which Z(M Z ) is Z and r is the restriction of the rank function of M Z to Z.
We close this section by noting that viewing matroid operations from the perspective of cyclic flats can suggest extensions of familiar operations. For instance, relaxing a circuit-hyperplane H consists of removing H from the lattice of cyclic flats. It follows from Theorem 3.2 that one can remove any cyclic flat that, like a circuit-hyperplane, is comparable only to the least and greatest cyclic flats.
The Free Product from the Perspective of Cyclic Flats
Crapo and Schmitt [5] introduced a noncommutative matroid operation called the free product. Many interesting properties and applications are treated in [5, 6] , including a proof of an inequality conjectured by Welsh in 1969: f m+n ≥ f m f n , where f n is the number of nonisomorphic matroids on n elements. In this section we show that cyclic flats give a transparent path to the free product. We connect this approach with the definition in [5] , which uses independent sets, and we use a corollary of this link to compute Tutte polynomials of free products.
Our starting point for the free product is the description of the cyclic flats given in [6, Proposition 6.1]. The new observation is that from this description of the cyclic flats, it is obvious that properties (Z0)-(Z3) of Theorem 3.2 hold. Thus, cyclic flats give a simple way to define the free product.
Theorem 4.1. Let M and N be matroids on disjoint ground sets. Set
Let Z be Z ′ ∪{E(M )} if M has no isthmuses and N has no loops; otherwise let Z be Z ′ . Set r(X) = r M (X) and r(E(M )∪Y ) = r(M )+r N (Y ). The pair (Z, r) satisfies conditions (Z0)-(Z3) of Theorem 3.2 and so defines a matroid on E(M ) ∪ E(N ).
We take this as the definition of the free product M 2N . Note that if M has an isthmus and N has a loop, then Z is isomorphic to the linear sum of Z(M ) and Z(N ); otherwise the difference between Z and the linear sum is that the greatest element of Z(M ) and the least element of Z(N ) are, in effect, identified in Z. Only property (Z3) requires even a minor observation: the only nontrivial instances of this property are either instances of this property in M or shifts by 2 r(M ) of instances of this property in N .
Two cases of the free product, treated in [5, 6] , deserve special mention. The lattice of cyclic flats of M 2U 0,1 agrees with that of M except that E(M ) ∪ E(U 0,1 ) is a cyclic flat in M 2U 0,1 while E(M ) is not; ranks are unchanged; this is the free extension of M . The lattice of cyclic flats of U 1,1 2M is formed from that of M by augmenting every nonempty set by E(U 1,1 ); ranks increase by 1; this is the free coextension of M . Theorem 4.1 and this view of free coextension give the following geometric description of the free product: M 2N is formed by taking r(M ) free coextensions of N , say by e 1 , e 2 , . . . , e r(M) , gluing M freely into the flat spanned by e 1 , e 2 , . . . , e r(M) , and then deleting e 1 , e 2 , . . . , e r(M) .
We now show that the independent sets of M 2N , which were used to define this operation in [5, Proposition 1] , can be identified easily from the cyclic flat perspective. We let ν(X) denote the nullity, |X| − r(X), of X. 
The proof is completed by noting that the maximum of
By [6, Proposition 7.2] , the free product M 2N is the freest matroid (in the weak order) on E(M ) ∪ E(N ) whose restriction to E(M ) is M and whose contraction to E(N ) is N ; also, the direct sum M ⊕ N is the least matroid in the weak order with these specified minors. Both operations are simple from the perspective of cyclic flats: the lattice of cyclic flats of M ⊕ N is isomorphic to the direct product of the lattices of cyclic flats of M and N and, as noted above, the lattice of cyclic flats of M 2N is related to the linear sum of those for M and N .
Recall that the Tutte polynomial of a matroid M is given by
We now show that, given the Tutte polynomials of two matroids, it is easy to compute the Tutte polynomial of their free product. However, unlike the simple formula t(M ⊕ N ; x, y) = t(M ; x, y)t(N ; x, y) for direct sums, for the free product we get a formula for each coefficient in the Tutte polynomial. We use the next lemma [5, Proposition 3.5], which follows from Theorem 4.2.
Theorem 4.4. The Tutte polynomial of a free product can be computed in polynomial time in the size of its ground set from the Tutte polynomials of its factors.
We prove the theorem using the Whitney rank generating function R(M ; x, y), which is t(M ; x + 1, y + 1). Thus, the coefficient of x i y j in R(M ; x, y) is the number of subsets A of E(M ) with r(M ) − r M (A) = i and ν M (A) = j. Let R(M ; x, y) and R(N ; x, y) be
The number of coefficients in these polynomials is at most (ν(M ) + 1)(r(M ) + 1) and (ν(N )) + 1)(r(N ) + 1), respectively. By the equations in the first sentence, the coefficient of
Thus, each of the (|E(M )| + |E(N )| + 1)
2 or fewer coefficients of R(M 2N ; x, y) can be computed with polynomially many steps from R(M ; x, y) and R(N ; x, y), so R(M 2N ; x, y) can be computed from R(M ; x, y) and R(N ; x, y) in polynomial time in |E(M )| + |E(N )|.
Cyclic Width
Do any order-theoretic properties of the lattice Z(M ) imply matroid-theoretic properties of M ? We explore one aspect of this line of inquiry in this section. Our results revolve around the notion of cyclic width, which we introduce below. Recall that the width of an ordered set is the maximal cardinality of an antichain (i.e., a set of incomparable elements) in the ordered set. For instance, the matroids in Figure 1 have cyclic width 4. We use CW(k) to denote the class of all matroids whose cyclic width is at most k. By Lemma 2.2, the class of nested matroids is CW(1). We first show that CW(k) is closed under several basic matroid operations. Proof. Closure under duals and free products follows from the views of these operations in terms of cyclic flats given in Sections 1 and 4. For the result on minors, it suffices to show that if M ∈ CW(k) and x ∈ E(M ), then M \x is in CW(k). If this were false, then there would be flats X 1 , X 2 , . . . , X k+1 in Z(M \x) with X i ⊆ X j for i = j. Note that exactly one of X i and
for some distinct i and j. This inclusion gives the contradiction X i ⊆ X j , so M \x is, as claimed, in CW(k).
Recall that the truncation T (M ) of M is (M + e)/e; this is the matroid on E(M ) whose bases are the independent sets of M of size r(M ) − 1. Elongation is the dual of truncation. Note that CW(k) is not closed under direct sums. We make some remarks about the excluded minors for CW(k). The excluded minors for CW(1) were shown in [14] to be P n , for n ≥ 2, where P n is the (iterated) truncation to rank n of U n−1,n ⊕ U n−1,n . Likewise, CW(k) has infinitely many excluded minors, including, for n ≥ 2, the truncation to rank n of the direct sum of k+1 copies of U n−1,n ; the dual is also an excluded minor. For k > 1, there are other excluded minors for CW(k), such as the truncation to rank 3 of the (k + 1)-whirl. Not all excluded minors for CW(k) have cyclic width k + 1. Indeed, as k grows, the difference between k and the cyclic width of an excluded minor for CW(k) can be arbitrarily large, as the following example shows. Let M n be the truncation to rank three of the rank-(n + 1) binary projective geometry PG(n, 2). We claim that M n is an excluded minor for CW(k), where k is (2 n+1 − 4)(2 n − 1)/3, and the cyclic width of M n exceeds k by 2 n − 1. The cyclic width of M n is the number of lines of PG(n, 2), which is (2 n+1 − 1)(2 n − 1)/3. Every element of PG(n, 2) is on 2 n − 1 lines, all of which have three points, so every single-element deletion of M n has cyclic width (2 n+1 − 1)(2 n − 1)/3 − (2 n − 1) (which is k) and every single-element contraction of M n has cyclic width 2 n − 1. We now turn to CW (1) . The class of nested matroids has many interesting properties, which partly explains why these matroids have been introduced a number of times in different contexts (see [2, Section 4] ). Recall that a class of matroids is well-quasi-ordered if it contains no infinite antichain in the minor order, that is, there is no infinite set of matroids in the class none of which is isomorphic to a minor of another. Theorem 5.5 shows that CW (1) is an example (apparently the first known) of a well-quasi-ordered class of matroids that, as mentioned above, has infinitely many excluded minors. This result, along with well-known examples, shows that there is no connection between the following two properties that a minor-closed class M of matroids may have: (a) M is well-quasi-ordered; (b) M has a finite set of excluded minors.
We use Higman's theorem (Lemma 5.4; see, e.g., [15, Theorem 5.2] ) to prove Theorem 5.5. Recall that if X is quasi-ordered, then the set of finite sequences in X is quasi-ordered as follows: for x = x 1 , x 2 , . . . , x m and y = y 1 , y 2 , . . . , y n , set x ≤ y if there are integers 1 ≤ i 1 < i 2 < · · · < i m ≤ n with x j ≤ y ij for 1 ≤ j ≤ m.
Lemma 5.4. If X is well-quasi-ordered, then so is the set of finite sequences of X.
Theorem 5.5. Nested matroids are well-quasi-ordered.
Proof. We treat isomorphic matroids as equal. Encode a nested matroid M as a sequence in the well-quasi-order N × N as follows. Let X 1 ⊂ X 2 ⊂ · · · ⊂ X t be the cyclic flats of M ; set X 0 = ∅ (which may be X 1 ) and X t+1 = E(M ) (which may be X t ); let v M be v 1 , v 2 , . . . , v t+1 where v j = (i j , f j ) with i j = r(X j ) − r(X j−1 ) and 
A. M. H. Gerards [9] has noted that Theorem 5.5 is a concrete instance of a general result: any quasi-order X that is not a well-quasi-order and that has no infinite descending chains contains a well-quasi-order Y for which infinitely many elements in X are minimal in X − Y . This follows by letting Y be the set of all elements of X that are smaller than at least one element of a fixed minimal bad sequence (as defined in [8] ).
Note that CW (2) is not well-quasi-ordered; the excluded minors for CW(1) (the matroid P n mentioned above) are an infinite antichain in CW (2) .
It appears that few matroids in CW(2) have been studied previously. Acketa [1] proved that any matroid whose lattice of cyclic flats is a product of two 2-element chains is transversal. Our next result shows that this conclusion holds for all matroids in CW (2) . This result is a consequence of the following characterization of transversal matroids due to Ingleton [11] , which refines a result of Mason. Lemma 5.6. A matroid is transversal if and only if, for every nonempty family (X 1 , . . . , X n ) of cyclic flats of M ,
Theorem 5.7. All matroids in CW(2) are bitransversal.
Proof. By duality it is enough to show that any matroid M in CW(2) satisfies the condition in Lemma 5.6. Since no three flats in Z(M ) are mutually incomparable, for any flats X 1 , . . . , X n in Z(M ), the intersection X 1 ∩ · · · ∩ X n is either one of these flats or the intersection of two of these flats. We check inequality (3) in both cases. For a subset J of {1, 2, . . . , n}, let X J be j∈J X j . In the first case, reindex if necessary so that X 1 ∩ · · · ∩ X n is X n . The right side of inequality (3) can be written as J⊆{1,2,...,n−1}
Since X n ⊆ X i for all i, every summand except −r(∅) + r(X n ) is zero, so the sum is r(X n ). Thus, inequality (3) holds.
In the second case, reindex if necessary so that X 1 ∩ · · · ∩ X n is X n−1 ∩ X n ; thus, each X i contains at least one of X n−1 and X n . The right side of inequality (3) is the sum of the terms (4) (−1) |J| −r(X J ) + r(X J ∪ X n−1 ) + r(X J ∪ X n ) − r(X J ∪ X n−1 ∪ X n )
as J ranges over the subsets of {1, 2, . . . , n − 2}. If J is not empty, then X J contains either X n−1 or X n , say X n−1 ; therefore X J = X J ∪ X n−1 and X J ∪ X n = X J ∪ X n−1 ∪ X n , so the sum (4) is zero. Thus, the right side of inequality (3) is r(X n−1 ) + r(X n ) − r(X n−1 ∪ X n ) (the case J = ∅ in (4)), which is at least r(X n−1 ∩ X n ) by semimodularity, so inequality (3) holds.
It follows from the definition of nested matroids that there are, up to isomorphism, 2 n nested matroid on n elements. In contrast, the class CW(2) is superexponential, as shown by the following result due to O. Giménez [10] .
Theorem 5.8. In CW (2) , there are at least n! matroids on 4n + 5 elements that all have isomorphic lattices of cyclic flats.
Proof. Let S be {a, a ′ , a ′′ , b, b ′ , x 1 , . . . , x n , y 1 , . . . , y n , z 1 , . . . , z n , w 1 , . . . , w n }. For a permutation σ of {1, 2, . . . , n}, let Z σ be {∅, A 0 , A 1 , . . . , A n , B 0 , B 1 , . . . , B n , S} where A 0 = {a, a ′ , a ′′ , x 1 , . . . , x n }, B 0 = {b, b ′ , y 1 , . . . , y n }, A i = A i−1 ∪ {z i , w i }, for 1 ≤ i ≤ n, B i = B i−1 ∪ {z i , w σ(i) }, for 1 ≤ i ≤ n.
Note that the only inclusions among these sets are ∅ ⊂ A 0 ⊂ · · · ⊂ A n ⊂ S and ∅ ⊂ B 0 ⊂ · · · ⊂ B n ⊂ S. Also, Z σ is a lattice. Define r : Z σ → Z by r(∅) = 0, r(A i ) = r(B i ) = n + 1 + i for 0 ≤ i ≤ n, and r(S) = 2n + 2. We show that the pair (Z σ , r) satisfies conditions (Z1)-(Z3) of Theorem 3.2 and so defines a matroid M σ . Conditions (Z1) and (Z2) hold by construction. For condition (Z3), we need r(A i ) + r(B j ) ≥ r(A i ∨ B j ) + r(A i ∧ B j ) + |(A i ∩ B j ) − (A i ∧ B j )| for all i, j between 0 and n. The left side is n + i + 1 + n + j + 1; since A i ∨ B j = S and A i ∩ B j = ∅, the right side is at most 2n + 2 + 2 min{i, j}, so the required inequality holds. Finally, note that σ can be recovered from Z(M ) for any matroid M isomorphic to M σ , so different permutations give nonisomorphic matroids.
The construction in this proof can be adapted (using k − 1 permutations) to show that there are at least (n!) k−1 nonisomorphic matroids in CW(k) on a set of (k + 2)n + k+2 2 − 1 elements, all with isomorphic lattices of cyclic flats. We now consider the matroids in CW(3) that are binary, ternary, or have rank 3. (See [11] or [13] for the definitions of gammoids and base-orderable matroids.) Theorem 5.9. Binary matroids in CW(3) are direct sums of series-parallel networks. Rank-3 matroids in CW(3) are base-orderable. Ternary matroids in CW(3) are gammoids.
of matroids in CW(2)? Under certain linear orders, the broken circuit complex of a matroid in CW(1) is the independence complex of another matroid in CW(1) (see [3] ). Do matroids in CW(2) have a similar property? Are all matroids in CW(3) gammoids? A weaker question is this: are all matroids in CW(3) base-orderable? (This is not the case for CW(4) since M (K 4 ) is both the smallest matroid that is not a gammoid and the smallest matroid that is not base-orderable.)
