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(A)NN (artiﬁcial) neural network nevronska mreºa
CNN convolutional neural network konvolucijska nevronska mreºa
RL reinforcement learning spodbujevalno u£enje
MCTS Monte Carlo tree search drevesno preiskovanje Monte Carlo
DQN Deep Q-Network globoka Q-mreºa
HP hit/health points to£ke zdravja
FPS frames per second sli£ice na sekundo
CPU central processing unit centralna procesna enota




Implementirajte u£ljivega agenta, ki se bo s samo-igranjem nau£il igrati pretepa²ko
igro za dva igralca.
Najprej poi²£ite primerno ogrodje (igro), ki bo omogo£ala implementacijo takega
agenta. Po potrebi v ogrodje dodajte funkcionalnosti, ki jih boste tekom razvoja
agenta potrebovali.
Nato se lotite implementacije agenta. Za osnovo naj vam sluºijo agenti AlphaGo
[52], AlphaGo Zero [54] in AlphaZero [53], ki jih je za namizne igre razvila Googlova
ekipa DeepMind.
Odlo£iti se boste morali za strukturo nevronske mreºe, ki jo prilagodite obliki
podatkov, ki jih boste iz ogrodja prejemali. Verjetno bo tu ²lo za slikovno informa-
cijo  v tem primeru lahko uporabite podobno mreºo, kot jo uporablja AlphaZero.
Nato to nevronsko mreºo implementirajte z uporabo primernih knjiºnic za globoko
u£enje. Pazite na £asovno zahtevnost, namre£ v pretepa²kih igrah boste imeli na vo-
ljo za odlo£anje precej manj £asa kot AlphaZero  temu primerno na£rtujte velikost
nevronske mreºe. Prirediti boste morali tudi algoritem za spodbujevalno u£enje, da
bo primeren za pretepa²ke igre. Pazite, da ogrodje omogo£a simuliranje prihodnjih
stanj igre, saj je simulacija potrebna za delovanje drevesnega preiskovanja Monte
Carlo. e takega simulatorja v ogrodju ni, ga boste morali implementirati sami.
Ve£ primerov uporabe globokega spodbujevalnega u£enja (ki pa, razen agentov
Alpha, ne vsebujejo samo-igranja  le-to je namre£ precej²nja novost v literaturi)
lahko najdete v zbirki literature spodaj.
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Naslov: FighterZero: Pristop samo-igranja za u£enje igranja pretepa²ke igre z glo-
bokim spodbujevalnim u£enjem
Podro£je globokega u£enja je v zadnjem desetletju doºivelo precej²en razcvet.
Uporablja se za re²evanje premnogih problemov, v zadnjih petih letih pa precej tudi
za igranje iger. Dva pomembna doseºka sta bila globoke Q-mreºe (DQN) in Alpha-
Zero. DQN se je nau£ila igrati klasi£ne igre za Atari 2600 (Pong, Space Invaders,
itd.), AlphaZero pa se je s samo-igranjem nau£il igrati ²ah, ²ogi in Go. Mi smo na
temelju AlphaZero poskusili zgraditi agenta FighterZero, ki bi se prav tako s samo-
igranjem nau£il igrati pretepa²ke ra£unalni²ke igre. Rezultati so bili manj uspe²ni,
kot smo pri£akovali, saj se je £asovna zahtevnost izkazala za nepremagljivo oviro.
Math. Subj. Class. (2010): 68T05
Klju£ne besede: umetna inteligenca, inteligentni agent, igre, samo-igranje, glo-





Title: FighterZero: a Self-Playing Deep Reinforcement Learning Agent for Fighting
Game AI
Deep learning has been a ﬁeld of great academic interest and substantial break-
throughs over the last decade. Its applications are many and over the last ﬁve years
it has spread also to the ﬁeld of game playing, owing largely to two chief accom-
plishments of Google's DeepMind team: Deep Q-Networks (DQN), which learned
to play classic Atari 2600 games, and AlphaZero, which learned, strictly through
self-play, to play the board games chess, shogi and Go. In this thesis we attemp-
ted to build on the success of AlphaZero by adapting its self-playing architecture
to ﬁghting games, a popular genre of video games. The results were, however, less
successful than we had expected and hoped, as the time constraints proved to be an
insurmountable obstacle.
Math. Subj. Class. (2010): 68T05
Keywords: artiﬁcial intelligence, intelligent agent, games, self-playing, deep le-






Umetna inteligenca je podro£je, ki se je za£elo razvijati v petdesetih letih prej²njega
stoletja, uporablja pa se v ²tevilne zelo raznolike namene. Tako pristope umetne
inteligence najdemo v medicini, v gospodarstvu, v robotiki, v matematiki, v biome-
triji, . . .
V zadnjem desetletju pa se je precej raz²irilo predvsem podro£je globokega u£e-
nja. K temu so najve£ pripomogli precej²nji napredki v hitrosti in sposobnosti
strojne opreme, ki je na voljo. Algoritmi globokega u£enja so sicer, vsaj v osnovni
obliki, obstajali ºe pred desetletji, vendar pa s takratno strojno opremo niso bili
zmoºni dose£i dobrih rezultatov na podro£jih, kjer se uporabljajo danes. Globoko
u£enje v zadnjih letih na mnogih problemih dosega bolj²e doseºke kot katerikoli drugi
pristopi. Uporablja se za prepoznavo govora [22, 24, 70], ra£unalni²ki vid [13], proce-
siranje naravnega jezika [7, 20, 67], v priporo£ilnih algoritmih [14], v bioinformatiki
[10], . . .
Mi se v tem delu osredoto£amo na uporabo globokega u£enja za igranje iger.
V ta namen se umetna inteligenca uporablja ºe prav od za£etka. Tako je ºe v
petdesetih letih prej²njega stoletja Arthur Samuel razvil program za damo, ki je
nekoliko kasneje igro igral na nivoju zmerno dobrega £love²kega igralca [47]. e
danes je igranje iger eno najbolj raz²irjenih podro£ij v umetni inteligenci.
V tem delu razvijemo agenta, ki se sam nau£i igrati pretepa²ko igro. Na² agent
temelji na enem od izrednih doseºkov umetne inteligence v zadnjem desetletju: Deep-
Mindovem agentu AlphaZero, ki se je sam nau£il igrati ²ah, ²ogi in Go ter v vseh
treh igrah premagal dosedanje najbolj²e ra£unalni²ke agente razvite za vsako od teh
treh iger posebej. Tako je AlphaZero pri vseh treh igrah dosegel nad£love²ki nivo
igranja.
Pretepa²ke igre so (za razliko od ve£ine preostalih priljubljenih zvrsti ra£unal-
ni²kih iger) namenjene boju med dvema igralcema, obenem pa so deterministi£ne
(angl. deterministic  to pomeni, da trenutno stanje okolja in izbira akcije enoli£no
dolo£ata naslednje stanje [45]) in popolnoma vidne (angl. fully observable  agentu
je v vsakem stanju na voljo informacija o celotnem stanju okolja [45]). Vse te last-
nosti spominjajo na prej omenjene igre za igralno desko ²ah, ²ogi in Go in res so




V 2. poglavju pregledamo pristope globokega u£enja, ki so se predvsem v zadnjih
petih letih uporabljali tako za igranje iger kot tudi za re²evanje sorodnih problemov.
V 3. poglavju predstavimo ogrodje, ki ga uporabljamo za implementacijo na²ega
agenta. Natan£neje opi²emo uporabljeno igro FightingICE ter na kratko povemo,
kaj smo igri dodali za laºjo uporabo v raziskavah.
V 4. poglavju predstavimo glavne tri metode, ki jih na² algoritem uporablja:
nevronske mreºe, spodbujevalno u£enje in drevesno preiskovanje Monte Carlo. Pri
vsaki od metod na kratko razloºimo glavno idejo metode, pri £emer si pomagamo
z diagrami, in podamo literaturo za bolj podroben pregled. Nato povemo, kako
te tri metode zdruºimo v kon£ni algoritem FighterZero, pokaºemo pa tudi psevdo-
kodo celotnega algoritma. Opi²emo tudi arhitekturi obeh mreº, ki ju verziji na²ega
algoritma uporabljata. Nadaljujemo s pregledom teºav, do katerih je pri²lo pri im-
plementaciji in testiranju algoritma ter opi²emo, kako smo se lotili re²evanja teh
teºav. Poglavje kon£amo z opisom postopka testiranja  opi²emo, kak²ne nastavitve
ogrodja smo uporabili in agente, ki smo jih v testiranju uporabili kot nasprotnike.
V 5. poglavju v tabelni obliki prikaºemo rezultate, ki jih je na² agent dosegel proti
testnim agentom. Rezultate nato analiziramo in pojasnimo nekaj podrobnosti.
V 6. poglavju naredimo pregled celotne naloge. e enkrat omenimo teºave, s
katerimi smo se sre£ali pri razvoju agenta in kako uspe²ne so bile re²itve, ki smo jih
uporabili. Omenimo, katerih re²itev nam ni uspelo implementirati zaradi pomanj-
kljivosti ogrodja in premislimo, kako bi se agent odrezal ob druga£ni izbiri igre in
pripadajo£ega ogrodja ter programskega jezika. Na koncu predlagamo tudi nekaj
izbolj²av, ki bi morda pripomogle k bolj²emu delovanju agenta, £e bi uspeli razre²iti
teºave s £asovno zahtevnostjo.
1.2 Licenca
Izvorna koda celotne aplikacije je objavljena na spletnem repozitoriju [62].
Del kode, ki predstavlja ogrodje in igro FightingICE, je last laboratorija Intelli-
gent Computer Entertainment (ICE) Lab., Ritsumeikan University. Vse pravice in
lastni²tvo za ta del kode pripadajo izklju£no temu laboratoriju. Koda ogrodja je
na spletni repozitorij naloºena zaradi manj²ih sprememb, ki so natan£neje opisane
v razdelku 3.1. Te spremembe so v skladu z dovoljenjem za uporabo v raziskovalne
namene, ki ga laboratorij ICE podaja na svoji spletni strani [26].
Izvorna koda agenta FighterZero je originalna lastnina avtorja tega dela. Za²£i-
tena je z licenco GNU General Public Licence v3, ki omogo£a prosto distribucijo in
predelavo pod dolo£enimi pogoji. Podrobnosti licence so dostopne na uradni spletni
strani licence GNU GPL [21].
Natan£nej²a informacija o tem, kateri del kode na repozitoriju pripada ogrodju
in kateri na²emu agentu, je na voljo v datoteki readme.txt, ki se prav tako nahaja




Uporaba umetne inteligence za igranje ra£unalni²kih iger je v zadnjih dveh deset-
letjih eno ²ir²ih podro£ij umetne inteligence tako v industriji kot tudi v akademskih
raziskavah. V zadnjih petih letih pa se je (predvsem na akademski strani) za£elo v
ta namen uporabljati tudi globoko spodbujevalno u£enje, ki je v umetni inteligenci
relativno mlado podro£je.
Prva uspe²na implementacija globokega spodbujevalnega u£enja za igranje iger
je pri²la leta 2013, ko je Googlova ekipa DeepMind globoko Q-mreºo (angl. deep Q-
network, DQN) nau£ila igrati klasi£ne igre za Atari 2600 (med njimi Pong, Seaquest
in Space Invaders) [38, 39].
DeepMindov DQN sicer temelji na ²e enem pomembnem doseºku. e leta 1995 je
G. Tesauro [60] uspe²no uporabil kombinacijo spodbujevalnega u£enja in nevronske
mreºe za implementacijo agenta za igranje igre backgammon. Ta doseºek pa je za
nas pomemben tudi, ker je uporabljal pristop samo-igranja, ki ga za u£enje uporablja
(med drugimi) tudi na² algoritem.
Leta 2014 je nato ekipa z michiganske univerze nadgradila DQN s tremi pristopi
drevesnega preiskovanja Monte Carlo (angl. Monte Carlo tree search, MCTS), ki
so pomagali pri u£enju mreºe [23]. MCTS se v njihovem pristopu uporablja le za
u£enje, dejansko igranje pa potem izvaja mreºa sama. Ta pristop je opazno izbolj²al
rezultate DQN.
Januarja 2016 je ekipa DeepMind presenetila svet s svojim agentom AlphaGo
[52], ki je v igri Go premagal evropskega prvaka Fana Huija z rezultatom 5-0. S tem
je postal prvi ra£unalni²ki program, ki je v igri Go premagal profesionalnega igralca
 to je bil doseºek, ki se mu do tedaj ni niti pribliºal katerikoli ra£unalni²ki agent.
Nekoliko kasneje (marca 2016) je rahlo spremenjena verzija z imenom AlphaGo
Lee s 4-1 premagala ²e Leeja Sedola, zmagovalca 18 mednarodnih naslovov. e
kasneje (januarja 2017) pa je novej²i AlphaGo Master premagal takrat najmo£nej²e
£love²ke igralce z rezultatom 60-0 [54]. Podobno kot v [23] je tudi v AlphaGo globoko
spodbujevalno u£enje zdruºeno z MCTS. Vendar pa se v AlphaGo MCTS uporablja
tudi pri samem igranju, ne le pri u£enju mreºe. AlphaGo uporablja dve mreºi, ki
se nau£ita napovedati strategijo in vrednost stanj. Za u£enje mreºe strategije so
najprej uporabili nadzorovano u£enje na primerih potez strokovnjakov iz preteklih
iger, nato pa so obe mreºi nau£ili ²e s spodbujevalnim u£enjem s samo-igranjem.
Leta 2017 je DeepMind nato AlphaGo nadgradil v AlphaGo Zero [54], ki je vse
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Poglavje 2. Pregled podro£ja
prej²nje verzije agenta AlphaGo premagal prepri£ljivo. Glavna razlika med agen-
toma je, da se je AlphaGo Zero igro Go nau£il igrati povsem brez kakr²negakoli
predznanja (razen pravil igre). U£enje je torej v celoti realizirano s spodbujevalnim
u£enjem s samo-igranjem brez uporabe preteklih iger £love²kih strokovnjakov. Poleg
tega sta mreºi strategije in vrednosti zdruºeni v eno, saj imata sedaj enoten postopek
u£enja. Nadalje je bil vhod v obe mreºi v AlphaGo sestavljen iz 84 ro£no dolo£enih
atributov za vsako pozicijo na igralni deski (teh je v profesionalni verziji igre Go
19 × 19 = 361). Skupaj je bil torej vhod v mreºi velikosti 19 × 19 × 84 = 30324.
AlphaGo Zero pa uporablja le trenutno stanje igralne deske (bolj natan£no 8 zadnjih
stanj in informacijo o tem, kateri igralec je na potezi), kar zahteva vhod velikosti
19× 19× 17 = 6137. Ta pristop za razliko od AlphaGo torej ne uporablja nikakr²ne
£love²ke interpretacije pozicije. Nekaj implementacijskih razlik je tudi v MCTS, ki
je v AlphaGo Zero nekoliko poenostavljen.
Proti koncu leta 2017 pa je DeepMind svoj algoritem posplo²il ²e na igri ²ah in
²ogi in predstavil splo²nega agenta AlphaZero [51, 53]. Ta je v vsaki od teh treh iger
premagal do tedaj najbolj²e ra£unalni²ke igralce: v Goju je premagal AlphaGo in
AlphaGo Zero, v ²ogiju je premagal program Elmo (zmagovalec svetovnega prven-
stva CSA 2017), v ²ahu pa je premagal program Stockﬁsh (zmagovalec svetovnega
prvenstva TCEC 2016). V AlphaZero je dodana moºnost izena£enih izidov (in bolj
splo²no kakr²nihkoli izidov, ki omogo£ajo to£kovanje). Poleg tega se AlphaZero ne
zana²a ve£ na invariantnost igre na rotacije in zrcaljenje. V igri Go taka invari-
antnost velja, v ²ahu in ²ogiju (in bolj splo²no v igrah) pa ne. Nadalje je razlika
tudi v postopku u£enja. V AlphaGo Zero je bila shranjena najbolj²a mreºa, ki jo
je po vsakem koraku u£enja nova mreºa nadomestila le, £e je proti njej zmagala
vsaj 55% medsebojnih iger. V AlphaZero se shranjuje le ena mreºa, ki se u£i brez
kakr²negakoli sprotnega preverjanja uspe²nosti proti prej²njim mreºam. Nazadnje
pa je bila razlika tudi v prilagajanju parametrov mreºe. V AlphaGo Zero so se pa-
rametri tekom u£enja prilagajali s postopkom bayesovske optimizacije, v AlphaZero
pa parametri ostanejo enaki £ez celoten postopek u£enja.
Poleg doseºkov DeepMinda pa se je tudi v splo²nem v zadnjih treh letih pre-
cej razcvetela uporaba globokega u£enja za igranje iger. Kar nekaj del na to temo
uporablja podobne pristope, kot jih je uporabila ekipa DeepMind, nekateri pa po-
sku²ajo tudi z druga£nimi pristopi globokega u£enja. Tako najdemo npr. uporabo
DQN za igranje igre Pac-Man [44], iger za Atari 2600 [18], igre FlappyBird [3] in
Tetrisa [57]. Poskus nadgradnje AlphaGo najdemo v [71] in v [33]. HearthBot [50]
uporablja prilagodljive nevronske mreºe (angl. adaptive neural networks) za igranje
spletne igre s kartami Hearthstone. Prav tako v literaturi najdemo uporabo glo-
bokega u£enja za igranje 3D dirkalnih iger [43]. Kakr²nokoli 3D okolje predstavlja
nekoliko teºji problem, saj dobimo iz okolja ve£ dimenzij podatkov. Za igranje 3D
prvoosebne strelja²ke igre zato zaenkrat obstaja le nekaj delnih agentov, ki se po-
svetijo posameznim problemom, ki jih agent v takem okolju sre£a, ne pa celotni igri
[49, 63]. Za ²e nekoliko teºje podro£je pa se izkaºejo realno-£asovne strate²ke igre.
Za realno-£asovno igro Starcraft najdemo dve deli, ki naredita nekaj korakov proti
razvoju celotnega agenta z globokim u£enjem [27, 56].
Nekaj literature obstaja tudi na temo nadgrajevanja DQN, da bi dosegli bolj
£love²ko obna²anje agenta [37]. V igrah pogosto ºelimo, da agent sicer predsta-
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vlja izziv, ni pa nepremagljiv. V tem delu tako obna²anje doseºejo z zdruºenjem
spodbujevalnega in nadzorovanega u£enja, za evaluacijo pa uporabijo tako doseºene
to£ke kot tudi Turingov test, ki se najpogosteje uporablja za merjenje £love²kosti
agentov.
Najbliºja na²emu delu pa je uporaba DQN za igranje pretepa²kih iger [69]. Ven-
dar niti to delo niti kak²no od zgoraj na²tetih (z izjemo nadgradenj AlphaGo [33, 71])
ne uporablja pristopa samo-igranja, ki ga je ekipa DeepMind uporabila v svojih agen-
tih Alpha [52, 53, 54]. Uporaba le-tega je torej na podro£ju pretepa²kih iger novost,
ki je, kolikor nam je znano, v literaturi ne najdemo.
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FightingICE [26] je pretepa²ka igra (angl. ﬁghting game), ki so jo razvili v Intelligent
Computer Entertainment (ICE) Lab., Ritsumeikan University. Razvita je bila v
namen uporabe v raziskavah in na tekmovanju FighTing Game AI Competition
(FTGAIC), ki ga prav tako organizira ta laboratorij v okviru IEEEjeve konference
CIG [17].
Igralec igra enega od treh likov, ki so v igri na voljo: Zen, Garnet in Lud. Cilj igre
je s premikanjem, udarci, branjenjem, protiudarci in posebnimi napadi premagati
nasprotnika. Posamezni liki se med sabo razlikujejo po tipih udarcev, ki jih znajo
izvesti, za laºjo uporabo v raziskavah pa so vhodne kombinacije (torej zaporedja
pritiskov gumbov), ki jih te udarci zahtevajo, pri vseh treh enake. Za potrebe
na²ega agenta smo se osredoto£ili le na en lik in tako so vse bitke, ki smo jih izvedli
v tem delu, potekale v obliki Zen proti Zenu. Delo pa bi se sicer trivialno posplo²ilo
tudi na preostala dva lika, saj so vhodne kombinacije edina informacija, ki jo agentu
damo vnaprej, te pa so za vse like enake.
Ena igra je sestavljena iz treh rund, vsaka od rund pa traja 60 sekund, po katerih
je zmagovalec runde igralec, ki je izgubil manj to£k zdravja (angl. hit points, HP).
Ogrodje omogo£a tudi na£in omejenih to£k zdravja, pri katerem igralca za£neta z
dolo£enim ²tevilom HP (privzeta vrednost je 400) in se runda pred£asno kon£a, £e
kateri od njiju izgubi vse. Po koncu runde zmagovalec dobi to£ko, poraºenec pa ni£,
v primeru izena£enega izida pa dobita to£ko oba. Ob zaklju£ku igre je zmagovalec
tisti igralec, ki je zbral ve£ to£k  moºen je torej tudi neodlo£en izid celotne igre.
Ve£ informacij o poteku igre, likih in ogrodju samem je na voljo na spletni strani
tekmovanja [26]. Na sliki 3.1 pa vidimo, kako igra izgleda. Polna pravokotnika zelene
in oranºne barve predstavljata HP igralcev, nad njima pa vidimo ²e tekstovno infor-
macijo o HP in energiji igralcev (energija je potrebna za posebne napade, pridobimo
pa jo tako z napadanjem kot tudi z obrambo). Na vrhu pa je informacija o ²tevilki
trenutne runde in preostanku £asa v rundi. Prazna pravokotnika, ki obdajata lika,
pa ozna£ujeta povr²ino, ki jo lika zasedata z vidika logike igre. Izrisana sta le v
pomo£ programerju, medtem ko v slikovno informacijo, ki jo agenta prejmeta, nista
vklju£ena.
Ogrodje je implementirano v Javi, omogo£a pa tudi uporabo Pythona preko
ovojnice Py4J [16]. To moºnost smo uporabili tudi mi, saj smo za globoko u£enje
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Slika 3.1: Igra FightingICE v na£inu omejenih to£k zdravja.
uporabljali knjiºnici Keras [11] in TensorFlow [1], ki sta na voljo le v Pythonu1.
3.1 Spremembe ogrodja
Za laºjo uporabo je bilo potrebno ogrodje popraviti in mu dodati nekaj novih mo-
ºnosti. Tako obogateno ogrodje je na voljo na repozitoriju [62]. Taka uporaba in
popravljanje ogrodja za raziskovalne namene sta v skladu z navodili, ki so podana
na spletni strani ogrodja [26] (ve£ o tem v razdelku 1.2).
V ogrodje smo dodali moºnost izbire naklju£nega lika. Naklju£na izbira se lahko
izvede le ob za£etku prve igre (iger namre£ lahko poºenemo ve£ zapored), lahko pa
tudi na za£etku vsake. V na²em delu smo na koncu sicer uporabljali le Zena, a je za
morebitno posplo²itev na preostala dva lika taka moºnost naklju£ne izbire v veliko
pomo£.
Dodali smo moºnost, da agente implementirane v Javi dodamo v ogrodje kar v
kodi. Pred tem je bilo agente potrebno zapakirati v .jar datoteko in jih prenesti v
pravilen direktorij, kar je lahko nerodno, £e moramo to po£eti ob vsakem popravku,
ki ga na agentu izvedemo.
e ºelimo poganjati agente napisane v Pythonu, moramo najprej ogrodje pognati
z zastavico --py4j. S tem se ogrodje zaºene kot streºnik za ovojnico Py4J. ele ko
streºnik uspe²no zaklju£i inicializacijo, lahko nanj poveºemo pythonskega agenta.
Postopku inicializacije smo zato ob zaklju£ku dodali izpis sporo£ila. To omogo£a
1TensorFlow ima sicer na voljo tudi javanski vmesnik, vendar pa Keras Jave ne podpira.
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uporabo skripte za samodejen zagon pythonskega agenta takoj, ko se inicializacija
streºnika kon£a. Tako skripto smo tudi implementirali.
Dodali smo moºnost spreminjanja ²tevila rund na igro in trajanja vsake runde z
zastavicami --rounds in --time.
Implementirali smo tudi pribliºek simulatorja slikovne informacije  ve£ o tem v
razdelku 4.4.4.
Pythonskim agentom smo dodali podporo za uporabo niti.
9




Na² agent temelji na agentu AlphaZero, ki je sestavljen iz treh razli£nih metod
umetne inteligence: nevronske mreºe, spodbujevalnega u£enja in drevesnega prei-
skovanja Monte Carlo. V tem poglavju naredimo kratek pregled vsake od teh treh
posameznih metod, nato pa si pogledamo, kako se zdruºijo v kon£ni algoritem in
kako se na² algoritem razlikuje od osnovnega algoritma AlphaZero. Na koncu ²e
opi²emo teºave, s katerimi smo se sre£ali pri implementaciji in re²itve, ki smo jih
uporabili.
4.1 Nevronske mreºe
Nevronske mreºe (angl. (artiﬁcial) neural networks, (A)NN) [35, 66] so eno najbolj
raz²irjenih podro£ij strojnega u£enja.
Nevronska mreºa je v osnovni obliki uteºen polni dvodelni graf. Sestavljena je
iz vhodne in izhodne plasti (angl. input/output layer), ki sta sestavljeni iz vozli²£
 tem v nevronskih mreºah pravimo nevroni. Na vhodno plast vnesemo podatke o
trenutnem stanju (to je lahko npr. £lovekova telesna temperatura, teºa, vi²ina, sta-
rost, . . . ) v obliki t. i. oznak (angl. labels)  normiranih realnih ²tevil. Na izhodni
plasti pa na koncu dobimo vrednost, ki jo posku²amo napovedati (npr. ali je £lovek
zdrav ali ne). Vhodni in izhodni nevroni so med sabo povezani z uteºenimi pove-
zavami, posamezne uteºi na povezavah pa povejo, kak²en doprinos ima vrednost na
vhodnem nevronu pri izra£unu vrednosti izhodnega nevrona. Ko re£emo, da u£imo
nevronsko mreºo, to v resnici pomeni spreminjanje teh uteºi tako, da nevronska
mreºa £im bolje napoveduje izhodno vrednost. Preprost primer nevronske mreºe je
prikazan na sliki 4.1.
Ker tako preproste mreºe niso dovolj za re²evanje teºjih problemov, vstavimo med
vhodno in izhodno plast ²e eno ali ve£ skritih plasti (angl. hidden layer). Tako je
vhodna plast polno povezana s prvo skrito plastjo, le-ta polno povezana z naslednjo
in tako naprej do izhodne plasti. Na ta na£in zgradimo splo²no nevronsko mreºo, ki
je zmoºna aproksimirati funkcijo, ki slika iz vhodnega vektorja v izhodni, ne glede
na to, kak²na ta funkcija je (glej izrek 4.1.1 v [15]). e je skritih plasti ve£, govorimo
o globoki nevronski mreºi (ta deﬁnicija sicer v literaturi ni enotna).
Globoko u£enje poleg globokih nevronskih mreº sicer zajema ²e povratne ne-
vronske mreºe (angl. recurrent neural networks, RNN) [12, 36, 46], mreºe globokega
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Slika 4.1: Preprosta nevronska mreºa. Na vhodni plasti so ozna£ene ²tiri vhodne
vrednosti, povezave pa so ozna£ene z uteºmi, ki jim pripadajo. Na izhodni plasti na
koncu dobimo izhodno vrednost, ki je v tem primeru ena sama.
prepri£anja (angl. deep belief networks) [6], globoke Boltzmannove stroje [6], . . . Za
natan£nej²o deﬁnicijo globokega u£enja, ve£ arhitektur globokih mreº in ve£ prime-
rov uporabe le-teh je odli£en pregled globokega u£enja narejen v [48].
Konvolucijske nevronske mreºe (angl. convolutional neural networks, CNN) [30,
72, 73] so posebna vrsta globokih nevronskih mreº, ki se predvsem uporablja za
u£enje na slikovnih podatkih. Prav tako kot zgoraj opisana splo²na globoka nevron-
ska mreºa je tudi CNN sestavljena iz vhodne plasti, nekaj skritih plasti in izhodne
plasti, ima pa precej manj²e ²tevilo povezav med sosednimi plastmi in precej manj
uteºi, ki se jih mora nau£iti. Tako delujejo precej bolj u£inkovito, kar je pri u£enju
iz slik pomembno, saj so ponavadi slikovni vhodi precej ve£ji od podatkovnih.
Nevronske mreºe se ve£inoma uporabljajo za nadzorovano u£enje (angl. supervi-
sed learning), kjer se u£ijo iz ºe znanih, ozna£enih primerov. Mi pa nevronske mreºe
uporabljamo v spodbujevalnem u£enju.
4.2 Spodbujevalno u£enje
Spodbujevalno u£enje (angl. reinforcement learning, RL) [28] je ²e eno podro£je
strojnega u£enja. Ukvarja se z u£enjem optimalnega obna²anja agenta v nekem da-
nem okolju. Formalno se problem spodbujevalnega u£enja opi²e s slede£imi elementi:
• Agent je ra£unalni²ki program, ki bi ga s spodbujevalnim u£enjem radi nau£ili
£im bolj²ega vedenja.
• Okolje je svet, v katerega je agent postavljen. Lahko gre za resni£ni svet ali
pa virtualno okolje.
• Mnoºica stanj okolja (in agenta v njem) S = {si}. Informacije o teh stanjih
agent prejema preko senzorjev. Lahko pa je v nekaterih (ali tudi vseh) stanjih
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Slika 4.2: Cikel spodbujevalnega u£enja.
zmoºen pridobiti le delno informacijo.
• Mnoºica akcij, ki so agentu na voljo A = {ai} in funkcija pravil R : S×A →
{True, False}, ki nam pove, katere akcije so agentu na voljo v katerem stanju.
• Nagrada r ∈ R je takoj²nja povratna informacija, ki jo agent dobi iz okolja
ob izvedbi akcije. Nagrada je lahko pozitivna (izbolj²anje stanja) ali negativna
(poslab²anje stanja).
Cikel poteka takega problema vidimo na sliki 4.2. Agent ob £asu t od okolja
prejme nagrado rt (odziv na predhodno spremembo) in informacijo o trenutnem
stanju st. Nato se odzove na informacijo z akcijo at in v naslednjem £asovnem
koraku spet dobi povratno informacijo o spremembi okolja in nagrado.
V razli£nih algoritmih spodbujevalnega u£enja se uporabljajo ²e naslednje oznake:
• Strategija (angl. policy) π : S → A je agentova funkcija izbiranja akcij. Na-
mesto v a ∈ A lahko slika tudi v verjetnostni vektor velikosti |A|, v katerem
potem vsak od elementov predstavlja verjetnost, da agent izbere pripadajo£o
akcijo.
• Vrednost stanj Vπ : S → R je funkcija, ki nam ob strategiji π za vsako
stanje pove njegovo pri£akovano vrednost  torej kako zaºeleno je tako stanje.
Bolj formalno, Vπ(s) = E [R | s, π], kjer je R =
∑∞
t=t0
γt−t0rt in je γ ∈ [0, 1]
parameter, ki se imenuje diskontni faktor (angl. discount factor), E pa ozna£uje
pri£akovano vrednost. Diskontni faktor γ dolo£a, kolik²en deleº k vrednosti
prispevajo prihodnje nagrade. e je γ = 0, se upo²teva le takoj²nja nagrada,
£e pa je γ = 1, pa imajo vse prihodnje nagrade enak donos. R v tej deﬁniciji
predpostavlja, da akcije v prihodnosti ²e naprej izbiramo po strategiji π.
• Q-vrednost Qπ : S×A → R je funkcija, ki ob strategiji π za vsako stanje pove
pri£akovano vrednost vsake od moºnih izbir akcije. Formalno torej Qπ(s, a) =
E [R | s, a, π].
e poznamo funkcijo Vπ ali Qπ, lahko vedno izberemo najbolj²o moºno akcijo
(pri Vπ moramo sicer poznati ²e posledice na²ih akcij). Cilj spodbujevalnega u£enja
je torej, da £im bolje aproksimiramo eno izmed teh dveh funkcij. Ve£ina najbolj
priljubljenih metod se osredoto£a na aproksimacijo Q-vrednosti. Ena izmed teh je
13
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npr. Q-u£enje (angl. Q-learning) [64, 65], ki deluje tako, da inkrementalno izvaja
akcije. Ob £asovnem koraku t v stanju st izbere akcijo at in nato izvede posodobitev:
Q(st, at) = (1− α) ·Q(st−1, at−1) + α · (rt + γ ·max
a
Q(st+1, a)).
Parameter α ∈ [0, 1] se imenuje hitrost u£enja.
V na²em algoritmu Q-u£enje zdruºimo z drevesnim preiskovanjem Monte Carlo,
s £imer dobimo primer metode Monte Carlo za spodbujevalno u£enje. Za bolj po-
droben opis spodbujevalnega u£enja v splo²nem priporo£amo [28] in [58]. Globoko
spodbujevalno u£enje je podrobno predstavljeno v [48] in [4].
4.3 Drevesno preiskovanje Monte Carlo
Drevesno preiskovanje Monte Carlo (angl. Monte Carlo tree search, MCTS) [9] je
hevristi£en preiskovalni algoritem. V osnovni obliki se uporablja za igranje iger
za 2 igralca, kjer igralca igrata eden proti drugemu. To so lahko prave igre (npr.
²ah, igre s kartami, ra£unalni²ke igre, . . . ) ali pa bolj splo²ne (teoretske) igre po
deﬁniciji iz teorije iger. Obstajajo pa tudi raz²iritve algoritma za igre z ve£ igralci
[19, 40, 41, 68].
MCTS poteka v ²tirih korakih, ki jih vidimo tudi na sliki 4.3. Eni ponovitvi teh
²tirih korakov pravimo simulacija. Koraki so:
1. Izbira vozli²£a: Od korena drevesa se sprehodimo do lista. Postopek vsake
izbire otroka v sprehodu je odvisen od konkretne implementacije, najpogosteje








V sprehodu vsaki£ izberemo otroka z maksimalno vrednostjo UCT. V vozli²£u
v oznaka wv ozna£uje ²tevilo zmag, ki so bile do sedaj doseºene iz v, nv pa
²tevilo vseh simulacij, ki so bile do sedaj iz v izvedene. wv
nv
je torej deleº zmag,
ki smo jih iz v dosegli. Parameter c je konstanta raziskovanja, N pa pomeni
²tevilo vseh simulacij, ki smo jih do sedaj izvedli.
Tak postopek izbire doseºe dobro ravnovesje med izbiranjem akcij, ki so ºe
znane kot dobre in akcij, ki jih ²e nismo dobro raziskali. Konstanta raziskovanja
c uravnava razmerje med tema dvema izbirama. e je c visok, se ve£krat
izberejo ²e neraziskane akcije, £e pa je nizek, pa se ve£krat izberejo dobre
akcije. V praksi se ponavadi vzame vrednost
√
2, izbiro pa potem izbolj²amo
empiri£no.
2. Raz²iritev: e doseºeni list predstavlja kon£no stanje, je simulacija zaklju-
£ena  pridobimo informacijo o izidu in sko£imo na 4. korak. Sicer list raz²irimo
tako, da ustvarimo njegove naslednike z izvedbo vseh moºnih akcij (odvisno
od implementacije lahko tukaj ustvarimo tudi le enega naslednika ali pa jih
ustvarimo nekaj).
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Tukaj je morda vredno omeniti, da so vse izvedbe akcij del simulacije in jih
v resnici ne izvajamo. Zato MCTS zahteva, da imamo za dano igro na voljo
simulator, ki nam zna iz trenutnega stanja in izbrane akcije povedati, kak²no
bo naslednje stanje.
Od ustvarjenih naslednikov nato izberemo enega. Postopek izbire je lahko
hevristi£en, lahko pa povsem naklju£en.
3. Evaluacija: Izbranega naslednika nato ocenimo z metodo, ki je odvisna od
izbranega algoritma. V osnovni obliki MCTS se uporablja naklju£no igranje
(angl. rollout, playout), lahko pa le-to nadomestimo tudi s kako hevristi£no
oceno stanja. V na²em algoritmu se za evaluacijo stanja uporablja nevronska
mreºa.
4. Vzvratno ²irjenje izida: Dobljeno oceno izida na koncu raz²irimo nazaj po
isti poti, kot smo jo prehodili v 1. koraku.
Bolj podroben pregled razli£nih izvedb MCTS je na voljo v [8].
4.4 Kon£ni algoritem FighterZero
Na² algoritem FighterZero temelji na algoritmu AlphaZero [51, 52, 53, 54], ki ga je za
²ah, ²ogi in Go implementirala Googlova ekipa DeepMind. Ker ogrodje FightingICE
omogo£a dva na£ina pridobivanja informacij o stanju  podatkovni in slikovni  smo
implementirali dva agenta, ki se med seboj razlikujeta v uporabljeni nevronski mreºi.
4.4.1 Nevronska mreºa
Nevronska mreºa, ki je v algoritmu uporabljena, dobi na vhod informacijo o stanju
s. Ima dva izhoda: evaluacijo trenutnega stanja v(s) (ali stanje vodi v zmago ali
poraz) in strategijo p⃗(s) (iz razdelka 4.2 se spomnimo, da je to verjetnostni vektor
nad mnoºico moºnih akcij).
Z A ozna£imo mnoºico vseh moºnih akcij (|A| = 41). Nevronski mreºi, ki smo
ju uporabili imata slede£i strukturi:
• Podatkovna mreºa: Vhodna plast je velikosti ~300 (toliko podatkov se na-
mre£ da pridobiti o trenutnem stanju iz ogrodja). Med vhodno in izhodno
plastjo so 4 polno povezane skrite plasti, ki po velikosti padajo po principu li-
nearne interpolacije med vhodno velikostjo (~300) in izhodno velikostjo (|A|).
Za izhod strategije ima mreºa izhodno plast velikosti |A|. Za evaluacijo stanja
ima ²e eno polno povezano skrito plast velikosti |A|
2
, nato pa izhodno plast
velikosti 1. Arhitekturo te mreºe vidimo na sliki 4.4a.
• Slikovna mreºa: Gre za konvolucijsko mreºo preostankov (angl. convolutio-
nal residual network). Ta mreºa temelji na tisti, ki jo uporablja tudi Alpha-
Zero. Konvolucijske mreºe preostankov so se namre£ izkazale za izredno dobre
pri analizi slik [25].
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(a) Izbira vozli²£a. (b) Raz²iritev.
(c) Evaluacija. (d) Vzvratno ²irjenje izida.
Slika 4.3: Cikel ene simulacije drevesnega preiskovanja Monte Carlo (za bolj²o pre-
glednost je drevo narisano le do globine 2). V vsakem vozli²£u je zapisan trenutni
rezultat doseºen iz tega vozli²£a v obliki zmage-porazi. Opazimo, da se na vsakem
nivoju rezultati obrnejo, saj algoritem vedno deluje z vidika igralca, ki je na potezi.
16
4.4. Kon£ni algoritem FighterZero
Vhodna plast je velikosti 96 × 64. Nato sledi za£etna konvolucijska plast s
konvolucijskim jedrom velikosti 7 × 7. Nato pridejo 4 plasti preostankov. Na
koncu za izhod strategije pride ²e konvolucijska plast s konvolucijskim jedrom
velikosti 1× 1 in izhodna plast velikosti |A|, za evaluacijo stanja pa prav tako
konvolucijska plast z jedrom 1× 1, nato ²e ena polno povezana plast velikosti
|A|
2
in na koncu izhodna plast velikosti 1. Ta mreºa je prikazana na sliki 4.4b.
Plast preostankov (angl. residual layer) je sestavljena iz 2 konvolucijskih plasti
z jedrom 3× 3. Rezultat teh dveh konvolucij se na koncu pri²teje vhodu, ki je
pri²el v plast preostankov.
V obeh mreºah se po vsaki od plasti izvede ²e normalizacija in aktivacija nevro-
nov. Za prepre£evanje prekomernega prileganja (angl. overﬁtting) pa smo uporabili
odpadne plasti (angl. dropout layers) [55].
4.4.2 Izbolj²anje strategije z MCTS
Nevronsko mreºo bi radi nau£ili £im bolje izbrati strategijo. To doseºemo z dreve-
snim preiskovanjem Monte Carlo. V drevesu, ki ga preiskujemo, vozli²£a predsta-
vljajo stanja, povezave med vozli²£i pa akcije. Z s torej ozna£imo vozli²£e, s parom
(s, a) pa povezavo. V koraku izbiranja vozli²£a (glej razdelek 4.3) namesto UCT iz
ena£be (4.1) uporabljamo zgornjo mejo Q-vrednosti, ki jo ozna£imo z U(s, a) in jo
izra£unamo po slede£i ena£bi:





Q(s, a) je tu trenutna ocena, ki jo ima algoritem za Q-vrednost para (s, a) (glej
razdelek 4.2). Oznaka p⃗(s)[a] pomeni vrednost, ki v vektorju strategije p⃗(s) pripada
akciji a. N(s) in N(s, a) sta ²tevili obiskov vozli²£a s in povezave (s, a). Konstanta
c je parameter raziskovanja, ki deluje podobno, kot smo opisali v razdelku 4.3.
Na koncu vrnemo izbolj²ano strategijo π⃗(s), ki jo dobimo tako, da za vsako









Nekoliko bolj podrobno je postopek opisan v psevdokodi 1.
4.4.3 Samo-igralno spodbujevalno u£enje
Za u£enje nevronske mreºe (izbolj²anje njenih napovedi) potrebujemo izbolj²ane
vektorje strategije in to£ne evaluacije stanj. V razdelku 4.4.2 smo opisali, kako
dobimo bolj²e vektorje strategije, to£ne evaluacije pa dobimo v obliki nagrade ºe iz
igre same, ko se ta zaklju£i. V AlphaZero je ta nagrada 1, £e je igralec na koncu
zmagal partijo, -1 pa, £e je izgubil (v ²ahu je moºen ²e remi, ki ima vrednost 0).
Mi pa smo nagrado deﬁnirali druga£e, saj smo jo prilagodili na²emu problemu.
V na²em algoritmu je nagrada sestavljena iz nagrade runde in nagrade igre:
r = ρ · rr + (1− ρ) · ri. (4.3)
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(a) Podatkovna mreºa. Za ve£jo preglednost so nekatere povezave med vhodno in prvo skrito
plastjo opu²£ene.
(b) Slikovna mreºa. Po konvolucijski plasti 7×7 vidimo razgrnjeno plast preostankov, ki se potem
ponovi ²e nekajkrat.
Slika 4.4: Uporabljeni nevronski mreºi. V obeh so zaradi preglednosti izpu²£ene
normalizacijske, aktivacijske in odpadne plasti.
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Psevdokoda 1 Na²a verzija MCTS.
◃ This is the main function of policy improvement.
1: function GetBetterPolicy(tree_root, nn, simulator, game_rules)
2: while ¬ game_rules.action_choice_time_expired() do








6: function Search(s, nn, simulator, game_rules)
7: if game_rules.game_ended(s) then
8: return −game_rules.reward(s) ◃ Always return opposite of eva-
luation (alternating rewards for
alternating players).
9: if ¬ s.visited then
10: s.visited = True
11: p⃗(s), v(s) = nn.predict(s)
12: return −v(s)
13: with game_rules.get_valid_actions(s) do
14: a = Find best action according to eq. (4.2).
15: next = simulator.next(s, a)
16: v(s) = Search(next, nn, simulator, game_rules)
17: Q(s, a) = N(s,a)·Q(s,a)+v(s)
N(s,a)+1





Parameter ρ je tu konstanta, ki pove kolik²en deleº prinese vsaka izmed posameznih
nagrad. Mi smo uporabili ρ = 0, 8.
Nagrada igre ri se dodeli na koncu celotne igre kot v AlphaZero: 1 za zmago, -1
za poraz in 0 za neodlo£en izid. Nagrada runde pa se dodeli na koncu runde in je





za igralca P2 pa zrcalno. sHPi ozna£uje HP igralca Pi ob za£etku runde, HPi ∈
[0, sHPi] pa HP, ki ga je imel na koncu runde. Opazimo, da sta rr in ri na intervalu
[−1, 1], torej je na tem intervalu tudi njuno uteºeno povpre£je r.
Taka nagrada precej bolje zajame dejanski vpliv akcije, saj nam rezultat runde
pove o tem vplivu precej ve£ kot rezultat celotne igre. Vseeno pa moramo upo²tevati
tudi rezultat celotne igre, saj se nekatere posledice akcij (npr. pridobitev energije)
prenesejo med rundami.
Za celoten postopek u£enja uporabljamo samo-igralno spodbujevalno u£enje.
Agenta ustvarimo z nevronsko mreºo s poljubno izbranimi uteºmi (mi smo jih inicia-
lizirali naklju£no). Nato agent igra oba lika (torej igra sam proti sebi) in tako odigra
eno igro, po kateri dobi u£ne primere oblike (st, π⃗t, rt). Pri tem je π⃗t strategija, ki
jo iz MCTS dobimo v stanju st, rt ∈ [−1, 1] pa je nagrada z vidika igralca, ki je
bil ob £asu t na potezi (akcije izvajamo izmeni£no, £eprav so v ogrodju moºne tudi
so£asne izbire akcij). Nagrada se podeli ²ele na koncu igre.
S temi u£nimi primeri na koncu igre potem mreºo nau£imo tako, da minimizira
slede£o funkcijo napake: ∑
t
((v(st)− rt)2 − π⃗t · ln p⃗(st)).
Tako posku²amo dose£i, da se nevronska mreºa nau£i £im bolje oceniti trenutno
stanje in £im bolje izbrati najbolj²o akcijo.
Te korake agent potem ponavlja. V na²em algoritmu smo odigrali 500 iger z
vsako mreºo, posamezna igra pa je bila sestavljena iz 3 rund po 30 sekund (vse
skupaj torej pribliºno 1 dan u£enja). Celoten algoritem samo-igranja je opisan v
psevdokodi 2 (da je psevdokoda enostavnej²a, smo igre skraj²ali na 1 rundo).
4.4.4 Re²evanje teºav in optimizacija
Za implementacijo algoritma smo poleg ogrodja FightingICE [26] (in pripadajo£e
ovojnice Py4J [16]) uporabili Pythonovi knjiºnici Keras [11] in TensorFlow [1].
Ovojnica Py4J je ºe pri sami implementaciji povzro£ila nekaj teºav, saj ob
uporabi ve£nitnih programov (kot je ogrodje FightingICE) povsem odpove njeno
obravnavanje izjem (angl. exception handling). Tako pri kakr²nikoli napaki v na²em
(pythonskem) delu kode dobimo nazaj precej neuporabno poro£ilo o napaki:
Exception in thread "main"py4j.Py4JException: An exception was rai-
sed by the Python Proxy. Return Message: x
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Psevdokoda 2 Samo-igranje in u£enje.
◃ This is the main function of our algorithm.
1: function SelfPlay(game_rules, nn_type ∈ {′Data′,′ Image′})
2: nn = build_neural_network(nn_type)
3: nn.randomize_weights()
4: for in game_rules.number_of_games() do
5: training_examples = PlayGame(nn, game_rules)
6: nn.train(training_examples)
7: return nn
8: function PlayGame(nn, game_rules)
9: training_examples = []
10: s = game_rules.starting_state()
11: simulator = game_rules.get_simulator()
12: while ¬ game_rules.game_ended(s) do
13: π⃗(s) = GetBetterPolicy(s, nn, simulator, game_rules)
14: training_examples.add([s, π⃗(s), ])
15: a = game_rules.random_action(probability_distribution=π⃗(s))
16: s = simulator.next(s, a)
17: Assign rewards to training_examples as per equation (4.3).
18: return training_examples
To teºavo smo na koncu razre²ili tako, da smo (precej v nasprotju s splo²nimi
pravili pisanja lepe kode) na²o celotno kodo ovili v
try:
our_code()
except Exception as e:
print(e.args)
Ve£ino dodelave ogrodja FightingICE smo opisali ºe v razdelku 3.1, vendar pa
je bila potrebna ²e ena sprememba. Ogrodje namre£ sicer omogo£a pridobivanje
slikovne informacije o trenutnem stanju, vendar pa enake funkcionalnosti nima im-
plementirane za simulirana stanja iz simulatorja, ki je v ogrodje vgrajen. Simulator
pa nujno potrebujemo v drevesnem preiskovanju Monte Carlo (glej psevdokodo 1
in razdelek 4.3). Ta teºava torej povsem onemogo£i delovanje agenta s slikovno ne-
vronsko mreºo, saj v MCTS ne moremo dobiti slikovne informacije o simuliranih
stanjih.
Zato smo implementirali pribliºek slikovnega simulatorja, ki je iz slike trenutnega
stanja, podatkov o trenutnem stanju in podatkov o simuliranem stanju (pridobljenih
iz vgrajenega simulatorja) naredil pribliºek slike v simuliranem stanju. To je izvedel
tako, da je popravil pravokotnike, ki predstavljajo HP in energiji likov, nato pa ²e
lika preslikal na pravi novi poziciji (in ju pobrisal s stare). S tem simulatorjem smo
si potem pomagali pri agentu s slikovno nevronsko mreºo.
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Delovanje na²ega pribliºka simulatorja vidimo na sliki 4.5. Simulator deluje na
slikovni informaciji, ki jo dobimo iz ogrodja, ta pa je ºe nekoliko predelana. Natan£-
neje, pomanj²ana je na velikost 96× 64 in spremenjena v £rno-belo. Sivo ozadje in
uporaba barvnega negativa za enega od igralcev sta doseºena z nastavitvami ogrodja
(glej razdelek 4.5). Kot vidimo na sliki, simulator ni popoln, saj ne zna pravilno
popraviti poloºaja rok in nog. Za implementacijo tega bi potrebovali moºnost simu-
lacije dejanske slikovne izvedbe akcij, tega pa ogrodje ne omogo£a.
Ve£ teºav pa se je pojavilo po kon£ani implementaciji, saj je celoten algoritem
deloval precej prepo£asi:
1. Igra FightingICE te£e s 60 sli£icami na sekundo (angl. frames per second,
FPS), vsaka od teh sli£ic pa je eno stanje, v katerem naj bi izvedli postopek
izbire akcije. To pomeni, da imamo za eno izvedbo funkcije GetBetterPolicy
iz psevdokode 1 na voljo pribliºno 16 ms. Za primerjavo, AlphaZero je imel v
igri proti Stockﬁshu za eno potezo na voljo celo minuto (torej 3600-krat ve£
£asa).
2. Klici javanske kode preko Py4J so £asovno precej zamudni. Zato je grajenje
podatkovnih vhodnih vektorjev1 trajalo precej predolgo, saj je tam teh klicev
pribliºno 300 (toliko kot nam ogrodje daje na voljo podatkov o stanju). Za
gradnjo enega samega vektorja je program tako porabil kar 3040 ms, zgraditi
pa bi jih morali v postopku ene same izbire ve£  toliko, kolikor napovedi
bi radi naredili. Ta teºava torej precej oteºi delovanje agenta s podatkovno
nevronsko mreºo. Pri slikovni nevronski mreºi te teºave ni, saj je za pridobitev
trenutne slike potreben le en javanski klic, v MCTS pa  kot opisano zgoraj 
uporabljamo svojo, simulirano sliko.
3. Posamezne napovedi nevronske mreºe so prav tako trajale nekoliko predolgo:
45 ms pri podatkovni mreºi in 56 ms pri slikovni. Ta £as bi si ºeleli zmanj²ati,
saj bi teh napovedi radi naredili ve£ kot le 34 na odlo£itev.
Teh teºav smo se lotili na naslednje na£ine:
1. Kljub temu da igra res te£e s 60 FPS, izbire akcije ni potrebno izvesti prav v
vsaki sli£ici. Akcije namre£ ve£inoma ne zahtevajo vnosa na sli£ico natan£no,
poleg tega pa se zaporedne izbire pogosto ignorirajo, saj akcije ve£inoma ne
moremo izvesti, £e se izvaja ºe kak²na druga. Zato smo £as izbire raje po-
dalj²ali in se odlo£ali le na vsakih 5 sli£ic. Poskusili smo podalj²ati tudi na
10 sli£ic, vendar pa se je to izkazalo za pretirano tako pri na²em agentu kot
tudi, ko smo enako podalj²anje preizkusili na ºe obstoje£ih delujo£ih agentih
iz ogrodja. Sprememba na izbiranje vsakih 5 sli£ic je £as izbire podalj²ala na
nekoliko bolj sprejemljivih 80 ms.
Poskusili smo tudi celotno igro upo£asniti (da bi tekla npr. z 10 FPS), vendar
pa je ta nastavitev precej globoko zape£atena v ogrodje in je nismo mogli
spremeniti, ne da bi s tem pokvarili delovanje ogrodja.
1Zgraditi vhodni vektor pomeni iz stanja izlu²£iti podatke in jih preoblikovati v obliko, ki jo
potem lahko po²ljemo v nevronsko mreºo.
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(a) Za£etna slika.
(b) Rezultat na²e simulacije.
Slika 4.5: Delovanje na²ega pribliºka simulatorja. Levi lik je izvedel hitri korak
naprej (angl. forward dash) in posebni napad, ki ga je nekoliko dvignil. Desni lik pa
je med tem sko£il nazaj.
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2. Za dolgo grajenje podatkovnega vhodnega vektorja ni bilo druge re²itve, kot
da smo vektor precej zmanj²ali in tako zmanj²ali ²tevilo javanskih klicev, ki se
izvedejo ob vsaki gradnji. Tako smo na koncu pristali na 8 vhodnih atributih,
in sicer: X in Y koordinati obeh likov, HP obeh likov in energiji obeh likov. S
tem se je £as gradnje enega podatkovnega vektorja zmanj²al na 12 ms.
3. Keras smo med napovedovanjem poskusili poganjati na CPU namesto na GPU.
Poganjanje na GPU je bolj²e, ko lahko izkoristimo visoko ²tevilo paralelnih
jeder, ki jih GPU ponuja, pri eni sami napovedi pa se precej dela izvaja se-
kven£no, kar pomeni, da se visoka paralelnost ne izkori²£a dovolj dobro. V
postopku u£enja smo potem preklopili nazaj na GPU.
Nevronski mreºi smo zmanj²ali. Pri podatkovni mreºi smo ²tevilo skritih plasti
prepolovili na dve, poleg tega pa se je ob zmanj²anju vhodnega vektorja (glej
prej²njo to£ko) precej zmanj²alo tudi ²tevilo nevronov v mreºi. V slikovni
mreºi smo prav tako poskusili z dvema plastema ostankov namesto ²tirih, na
koncu pa tudi z le eno.
Namesto Kerasovega model.predict smo uporabili funkcijo direktno iz Kera-
sove hrbtenice  TensorFlowa. S tem smo se ºeleli izogniti zamudnim odve£nim
delom Kerasovega napovedovanja.
S temi koraki smo £as napovedi uspeli skraj²ati na 34 ms za obe mreºi.
Po implementaciji vseh teh optimizacij smo algoritem uspeli pripeljati do tega, da
je izvajal 2030 simulacij MCTS v postopku ene odlo£itve. Za primerjavo, AlphaZero
je v bitki proti Stockﬁshu izvajal pribliºno 80.000 simulacij na sekundo, torej je na
vsako potezo izvedel nekaj milijonov simulacij.
4.5 Metodologija testiranja
Za testiranje smo na²a agenta pognali proti trem nasprotnikom, ki so na voljo na
spletni strani ogrodja FightingICE [26]. V nara²£ajo£em vrstnem redu glede na
teºavnost so to bili:
1. KickAI je najpreprostej²i agent, ki stalno izvaja akcijo brcanja ne glede na
situacijo.
2. MctsAi je agent, ki, prav tako kot na²a dva, temelji na drevesnem preisko-
vanju Monte Carlo. Uporablja pa klasi£no obliko tega preiskovanja, torej ne
izvaja napovedi z nevronsko mreºo, pa£ pa uporablja naklju£no igranje. Ta
agent je uradni primerjalni agent tekmovanja in se tudi uporablja kot naspro-
tnik v njihovem hitrostnem tekmovanju (angl. speedrunning competition).
3. GigaThunder je zmagovalec tekmovanja FTGAIC iz leta 2017. Je precej
bolj kompleksen in za vsakega od likov uporablja druga£na pravila obna²anja.
Prav tako si pomaga z drevesnim preiskovanjem Monte Carlo, ima pa ²e mnogo
drugih pravil oblike £e-potem, po katerih se ravna. Ne uporablja pa nobenih
bolj naprednih metod strojnega u£enja.
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Vsaka tekma je bila sestavljena iz 9 iger po 3 runde. Vsaka runda je pri tem
trajala 60 sekund, oziroma dokler eden od likov ni izgubil vseh to£k zdravja. Oba
lika sta vsako rundo za£ela s 400 HP. Za izgubljeno igro agent ni prejel nobene to£ke,
za zmago je prejel to£ko, za morebiten neodlo£en izid pa 0,5 to£ke. Ogrodje smo
pognali z argumenti, ki se uporabljajo tudi na uradnem tekmovanju:






V tabeli 5.1 so izidi, ki sta jih na²a dva agenta dosegla pri igranju proti agentom
iz ogrodja in s tekmovanja. Izid oblike x-y pomeni, da je na² agent dosegel x to£k,





Podatkovna 9-0 0-9 0-9
Slikovna 8, 5-0, 5 0-9 0-9
Tabela 5.1: Rezultati testnih iger na²ih dveh agentov proti tekmovalnim.
Rezultati so bili dokaj neuspe²ni  oba agenta sta zmage dosegla le proti najo-
snovnej²emu nasprotniku.
Za glavno teºavo se je izkazal kratek £asovni interval, ki sta ga agenta imela na
voljo za posamezno izbiro akcije. AlphaZero je pri igranju ²aha proti Stockﬁshu
za vsako potezo dobil 1 minuto £asa za razmislek, poleg tega pa so ga poganjali
na ra£unalniku s 4 tenzorskimi procesnimi enotami. Na²a dva agenta sta za izbiro
akcije imela pribliºno 16 ms, po implementaciji dalj²ega intervala za izbiro (glej
razdelek 4.4.4) pa 80 ms. Poleg tega se je precej £asa izgubilo tudi pri uporabi
ovojnice Py4J. Agenta sta na koncu tako (kljub vsem poskusom optimizacije, ki smo
jih uporabili) izvajala pribliºno 2030 simulacij v algoritmu MCTS. Za primerjavo
povejmo, da je AlphaZero na sekundo izvedel pribliºno 80.000 simulacij. Pri ²ahu je
preiskovalno drevo sicer bolj razvejano, poleg tega pa pogosto zahteva precej globlje
preiskovanje kot pretepa²ka igra, vendar pa je taka razlika v ²tevilu preiskanih stanj
vseeno prevelika za primerljivo delovanje.
Poleg tega se je z uporabljenimi postopki optimizacije izgubilo tudi nekaj natan£-
nosti (kot opisano v razdelku 4.4.4), kar je prav tako negativno vplivalo na delovanje
agentov.
Agenta sta vseeno uspela premagati vsaj najosnovnej²ega nasprotnika. Pri²lo je
sicer do nekaj izena£enih rund (v primeru slikovnega agenta celo do ene izena£ene
celotne igre), saj sta se na²a agenta ob£asno ujela v zanko izbire iste akcije. To se
zgodi, £e agent v nekem stanju zelo visoko oceni akcijo premika, ki se kon£a na istem
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mestu (to je npr. skok naravnost navzgor). Ker agent potem spet kon£a na istem
mestu, se stanje spremeni le s premikom nasprotnika. Ker pa se KickAI sam po sebi
ne premika, pridemo spet v isto stanje in zato agent spet visoko oceni isto akcijo. V
tem primeru se potem lika nikoli ne dotakneta in pride do izena£enega rezultata.
To teºavo bi lahko re²evali z ro£no implementiranimi pravili ali pa bi akcije z
nevtralnimi premiki izklju£ili iz postopka izbire. Vendar pa bi se s tem oddaljili od
namena agenta, ki naj bi se igro nau£il igrati s £im manj dodatnimi informacijami,
poleg tega pa se teºava pojavi samo v bitkah proti agentom, ki ne izvajajo nikakr²nih




Pristop, ki smo ga izbrali je sicer v osnovi deloval, vendar pa smo se sre£ali s premno-
gimi teºavami, od katerih so bile nekatere nere²ljive v za£rtanem £asovnem okvirju.
Za klju£no teºavo z vidika £asovne zahtevnosti se je izkazala ovojnica Py4J,
ki jo za svoj pythonski vmesnik uporablja ogrodje FightingICE. Tako bi v tem
ogrodju verjetno dobili bolj²e rezultate, £e bi uporabili programski jezik Java in
temu primerno prilagodili izbiro knjiºnice za globoko u£enje. Vendar pa tudi ºe
samo ogrodje ni popolno, saj med drugim (vsaj zaenkrat) ne omogo£a simulacije na
slikovnih podatkih. S tem je precej onemogo£en pristop s konvolucijsko nevronsko
mreºo (kot jo uporablja tudi AlphaZero), pri katerem smo se morali zadovoljiti z
implementacijo pribliºka simulatorja. al pa so preostala podobna ogrodja ²e bolj
nedokon£ana, tako da zaenkrat, kolikor nam je znano, bolj²a izbira ne obstaja.
Potrebi po simulatorju bi se lahko izognili tudi tako, da bi v mreºo poleg tre-
nutnega stanja vnesli ²e zaporedje izbranih akcij agenta in nasprotnika. Mreºo bi
potem nau£ili ocenjevati vrednost kombinacije trenutnega stanja in izvedbe izbra-
nih akcij. S tem simulatorja ne bi potrebovali, poleg tega pa bi vsaki£ v postopku
izbire akcije vhodni vektor gradili le enkrat, v simulacijah MCTS pa bi mu dodali le
zaporedja akcij. Precej pa bi se s tem seveda pove£ala kompleksnost u£enja mreºe.
Upo£asnitev ogrodja bi nam omogo£ila vsaj prikaz tega, kako dobro bi na² agent
deloval, £e £asovna zahtevnost ne bi bila usodna. al pa nam take upo£asnitve ni
uspelo dose£i.
Slikovno in podatkovno mreºo bi, £e bi re²ili teºave s £asovno zahtevnostjo,
lahko tudi zdruºili. Na ta na£in bi hkrati uporabljali tako slikovno informacijo kot
tudi podatke o stanju, ki nam jih omogo£i ogrodje. Taka mreºa bi bila ve£ja in
kompleksnej²a (kar pomeni, da bi napovedovanje in u£enje trajalo dlje), bi se pa
verjetno pove£ala tudi natan£nost napovedovanja.
Smiselna bi bila morda tudi implementacija katere izmed metod so£asnega dre-
vesnega preiskovanja Monte Carlo [5, 31, 42, 59]. Za razliko od ²aha, ²ogija in
podobnih iger igralci potez v pretepa²kih igrah ne izbirajo izmeni£no, MCTS pa
je v osnovi namenjen igram z izmeni£nimi potezami. Kljub temu v praksi osnovni
algoritem deluje dobro tudi v primeru so£asnih potez. V na²em primeru zamuda
pri izbiri akcije, do katere pride zaradi predpostavke o izmeni£nosti ni bistvena. Za-
muda namre£ ve£inoma ne ²koduje, saj pri ve£ini akcij takoj²en odziv ni potreben.
e pa bi zamuda pomagala (da najprej vidimo, kaj bo naredil nasprotnik), pa bi jo
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tudi v so£asni verziji algoritma lahko dosegli preprosto tako, da ne naredimo ni£.
Pristop preigravanja izku²enj (angl. experience replay) [2, 32, 34, 38, 61, 74] v
podobnih okoljih pomaga pri prepre£evanju prekomernega prileganja (angl. overﬁt-
ting). Zaporedni u£ni primeri so si pri zvezno-£asovnih igrah pogosto zelo podobni,
kar lahko povzro£i prekomerno prileganje mreºe podatkom. Pri preigravanju izku-
²enj se temu izognemo tako, da mreºi ob£asno namesto trenutnega u£nega primera
posredujemo u£ni primer iz preteklosti. Mi smo za prepre£evanje prekomernega pri-
leganja v mreºi uporabili odpadne plasti, poleg tega pa pomaga tudi, da v mreºo
po²iljamo sliko samo na vsakih 5 sli£ic. Vseeno bi morda preigravanje izku²enj lahko
pripomoglo k bolj²emu konvergiranju u£enja.
Agenta s slikovno mreºo bi brez teºav posplo²ili tudi na igranje drugih prete-
pa²kih iger, dokler le-te omogo£ajo implementacijo simulatorja. Ta je v algoritmu




V nalogi smo najprej pregledali pristope, ki so se do sedaj uporabljali za globoko
u£enje v igrah. Nato smo predstavili ogrodje FightingICE in dodatke, ki smo jih v
ogrodje implementirali v namen laºje uporabe v raziskavah. Predstavili smo glavne
tri metode, ki smo jih v na²em algoritmu uporabili (nevronske mreºe, spodbujevalno
u£enje in drevesno preiskovanje Monte Carlo) in opisali, kako se na koncu zdruºijo
v celoto. Opisali smo ²e teºave, s katerimi smo se ob implementaciji algoritma
sre£ali in re²itve, ki smo jih uporabili. Na koncu smo ²e prikazali in analizirali
dobljene rezultate, nato pa se ²e nekoliko posvetili teºavam in rezultatom ter moºnim
nadgradnjam in izbolj²avam.
Implementirali smo samo-igralnega u£ljivega agenta za pretepa²ko igro Fighting-
ICE. Pri tem smo uporabili pristop, ki je temeljil na algoritmu AlphaZero, ki ga
je za igranje iger na igralni deski razvila Googlova ekipa DeepMind. Na² agent je
sicer deloval in se je u£il, vendar pa se je kratka £asovna doba odlo£anja (16 ms)
izkazala za problemati£no, ²e posebej ob teºavah, ki so nastale pri uporabi ovojnice
Py4J. Tako je agent izvajal premalo simulacij MCTS, kar je onemogo£ilo tako dobro
u£enje kot tudi dobro igranje igre.
Implementacija torej lahko sluºi kot osnova za samo-igralnega u£ljivega agenta
za pretepa²ke igre, vendar pa v trenutnem stanju v tem ogrodju ni primerna za tek-
movanje. Nadgradnja ogrodja z uporabo bolj²e pythonske ovojnice ali pa prevedba
agenta v programski jezik Java (in uporaba temu primernih knjiºnic za globoko u£e-
nje) pa bi ga lahko pripravila do precej bolj²ega delovanja in morda celo do zmage
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