Background-Brain surgery faces important challenges when trying to achieve maximum tumor resection while avoiding post-operative neurological deficits.
Introduction
Brain surgery faces important challenges when trying to achieve maximum tumor resection while avoiding post-operative neurological deficits 1 . Mounting evidence suggests that more extensive surgical resection is associated with an increase in time to tumor progression, a reduction in the incidence of recurrence, decreased risk for seizures, and an improved life expectancy for both low and high grade brain tumors [2] [3] [4] . Moreover, new neurologic deficits associated with surgery worsen prognosis 5 .
Differentiating the tumor from normal brain parenchyma during surgery can be challenging, as visual inspection alone is often insufficient. Tumors located near eloquent cortical areas or critical white matter (WM) fiber tracts pose particular challenges when deciding the extent of resection due to the uncertainty of how the tumors interact with these regions 6 . Even if eloquent cortical anatomy has been respected, neurological deficits will occur if damage to critical WM tracts takes place 7 . Furthermore, many primary brain tumors grow by infiltration of healthy tissue, meaning that there may be functional WM tracts within tumor boundaries 8 .
High resolution structural Magnetic Resonance Imaging (MRI) can demonstrate anatomy and intra-cranial pathology and is routinely integrated into neuronavigation systems to guide surgery. Functional MRI (fMRI), positron emission tomography, and magnetic source imaging can help define functional cortical regions in the brain. However, these procedures are restricted to grey matter, and cannot reveal the spatial location of critical subcortical structures 9 . Subcortical stimulation mapping can be performed during tumor resection to identify the motor pathways in deep WM structures, but the technique does not reveal the full three dimensional (3D) extent of the motor tract 10, 11 , does not demonstrate the tract until it has been encountered surgically, and is technically very demanding.
Diffusion tensor magnetic resonance imaging (DTI) is presently the only technique that allows measurement of WM fiber orientation in the human brain in vivo. Based on the preferential diffusion of water along WM tracts, diffusion tensor MRI is able to demonstrate tissue microstructure 12 . This information can be used to generate a detailed 3D representation of the configuration of the WM tracts, using a process called tractography 13 , which in conjunction with other imaging techniques can show displacement, interruption, or infiltration of the WM tracts by the tumor 14, 15 .
To cluster and isolate WM tracts of interest, tractography trajectories, referred to here as "fibers", are often seeded or selected from points of interest. Manually identified regions of interest (ROI), such as contours or spheres, can be used to select specific relevant fibers that pass through them 16, 17 . We recently developed a software tool that can display fibers that pass within a certain variable distance of the tumor, a cortical or subcortical location, an fMRI activation, or other similar segmented structures (see associated manuscript) 18 . This tool can also allow the placement of a fiducial of variable size which seeds all the tracts passing through the fiducial volume. By interactively moving the location of the fiducial around the 3D dataset and changing its volume, tracts can be selected "on the fly" in order to display specific tracts of interest. By interactively querying the data, the surgeon can build a mental representation of the relevant WM tracts and their relationship to the lesion and critical anatomic structures.
Visualization of selected critical fiber tracts can be very useful during the intra-operative procedure, and there have been several intents to incorporate this information into the neuronavigation setup to improve decision-making during surgery [19] [20] [21] [22] [23] . These studies involve pre-operatively selecting and clustering the critical tracts using ROI seeding methods before exporting it to the neuronavigation system for availability during surgery 19 . These methods do not include the option of querying specific parts of the tracts intraoperatively or of showing only the tracts that are close to the tool tip location during surgery. This would be especially useful when correlating the spatial location of WM tracts based on intra-operative findings, such as electrocortical stimulation testing. Tractography-integrated neuronavigation has been shown to be a reliable way to map WM connections 24, 25 .
This report describes the development of hardware and software tools which integrate tractography datasets into a commercial neuronavigation system and allow interactive realtime querying of the critical WM tracts during surgery. The tracked position of the neurosurgical tools during the intervention is exported from the clinical neuronavigation system to a research hardware station running 3D Slicer which allows the performance of the investigational image-processing. The position of the navigation tool tip is used to seed the WM tracts, providing visualization of the relevant fibers and their spatial configuration in the surgical field with respect to the lesion. The system was tested during frameless stereotactic surgery in five patients undergoing tumor resection, as well as bench tested for latency evaluation.
Materials and Methods

Subjects
Five patients undergoing surgery for brain tumors or cavernous malformation with neuronavigation were selected for an initial feasibility study for the intra-operative real-time querying of critical WM tracts in the surgical field. All subjects were recruited in accordance to the Institutional Review Board policies and gave written informed consent. Patients received pre-operative structural MRI, fMRI, and DTI. As required by clinical considerations and tumor location, fMRI was used to define motor, visual, somato-sensory, and/or language cortices. DTI was acquired for the whole brain in all subjects. Table 1 displays the demographic information and fMRI behavioral paradigms used for the subjects recruited for the study.
Image Acquisition
All MR images were acquired with a 3T EXCITE Signa scanner (GE Medical Systems, Milwaukee, WI, USA) with Excite 14.0. Structural images using an 8 channel head coil and ASSET included a high resolution whole brain T1-weighted axial 3D Spatial Gradient Recalled Echo image (TR=7500ms, TE=30ms, matrix=256×256, FOV=25.6cm, flip angle=20°; 176 slices, voxel size=1×1×1mm). Either a high-resolution T2-weighted gradient-echo MR image (TR=7200 ms, TE=70 ms, flip angle=90°, matrix=256×256, 100 slices, voxel size=1×1×1.5mm) or a SPGR gadolinium enhanced image (TR=30ms, TE=5ms, flip angle=45°, matrix=224×224, voxel size = 0.94×0.94×1.4mm) were then acquired to demonstrate surgical pathology and for neuronavigation. Diffusion Weighted Imaging (DWI) for DTI was acquired with a multi-slice single shot echo-planar-imaging sequence (TR=14000ms, TE=80ms, 31 gradient directions with a b-value of 1000 s/mm 2 , and 1 baseline T2 image, FOV = 25.6cm, matrix=128×128, voxel size=2×2×2.6mm). A quadrature head coil and single-shot gradient-echo echo-planar imaging sequence was used to acquire BOLD functional images for fMRI (TR=2000ms, TE=40ms, flip angle=90°, FOV=25.6cm, dimensions = 128×128, slice gap=0mm, voxel size=2×2×4mm). In each image volume, 27 axial slices were acquired using an ascending interleaved scanning sequence. Behavioral paradigms were selected based on clinical considerations and included visual alternating checkerboard, paced motor tasks for hand, foot, and face/mouth, somatosensory stimulation, and language tasks.
Image Analysis
The fMRI data acquired was realigned, analyzed, and motion corrected using SPM2 software (Welcome Department of Cognitive Neurology, Institute of Neurology, London, UK).
Most image processing and analysis, including registration, segmentation of critical structures, and tractography, was performed using the functions of the 3D Slicer software package (www.slicer.org), an open source image visualization and processing software developed at the Brigham and Women's Hospital 26 . In tissues such as WM, which have an oriented fibrous structure, water diffusion is anisotropic (varies with direction), and the direction(s) of fastest diffusion parallels the fibrous structure 27 . DTI models the diffusion in each voxel in the brain using a tensor, the primary eigenvector of which represents the direction of least restricted diffusion and thus the orientation of the axons in WM 28 . Intervoxel connectivity can be modeled by following the primary eigenvector, a process called tractography, which estimates the trajectories of WM tracts. Tractography for the entire brain was performed using the 2 nd order Runge-Kutta method implemented in 3D Slicer. A single tensor model described the estimated WM tracts in the brain using a standard streamline tractography method 28 which repeatedly steps in the principal diffusion direction as defined by the tensor at each location. The visualization of the fibers can be color coded based on the fractional anisotropy parameter calculated from the diffusion tensor of each voxel.
Image-based registration between the different image types is required to account for patient motion during acquisition and image acquisition at different sessions. The method brings the different images into anatomical alignment. An affine registration technique, which can compensate for variations in scale, translation, rotation, and shear 29 between acquired images, proved to be a good method for brain alignment. It is based on an algorithm which looks to maximize the Mattes mutual information metric 30 between images, delivering a favorable trade-off between computation time and accuracy 31 . This method is available in 3D Slicer using functions from the Insight Toolkit library (ITK, http://www.itk.org). The tumor and other anatomical structures of interest were manually segmented using standard functions in 3D Slicer software. The processed images were then transferred pre-operatively to the commercial neuronavigation system software in order to be displayed during the intervention. The BrainLAB VVCranial pre-surgical workstation running PatXfer 5.2 and iPlan 2.6.1 software (Brainlab AG, Feldkirchen, Germany) enabled image transfer, tumor segmentation, image fusion, and co-localization of multi-modality imaging 32 .
Real-Time Interactive Tractography System -Overview
Several components, both in terms of hardware and software, are required to enable realtime interaction with WM tractography using a commercial neuronavigation system during surgery. Figure 1 displays an overview of the system set-up.
We connected our research interface software, 3D Slicer 3.3, which contains the algorithms and software modules which allow real-time interaction with white matter fiber bundles, to the VVCranial image guided surgical navigation system. The VVCranial system offers a client-server communication link, called VectorVision Link (VVLink 33 ), which allows the bidirectional transfer of data from the VVCranial system to external advanced image processing and visualization research software packages. In order to connect from the VVCranial system to 3D Slicer, the data exported using VVLink must be converted into OpenIGTLink, 3D Slicer's own peer-to-peer network communication protocol architecture 34 . This conversion was done using Yale BioImage Suite 35 which acted as a bridging software ( Figure 1 ). With this set-up in place, position data from the tracked surgical instruments proceeding from the VVCranial neuronavigation system were transferred to 3D Slicer, and used to define a fiducial which will seed the tractography dataset, allowing visualization of white matter fibers in the vicinity of the surgical tool.
Real-Time Interactive Tractography System -Components
We used the BrainLAB VectorVision Cranial (VVCranial) image guided surgical navigation system (Brainlab AG, Feldkirchen, Germany) to perform frameless stereotactic neurosurgery. It provides navigation of the pre-surgical plan and can track surgical tool positions using optical technology (Polaris, NDI, Ontario, Canada). Patient registration takes place by either surface laser scanning 36 or fiducial-based registration markers. After successful registration, the VVCranial system tracks the location of the surgical instruments (e.g. pointer, suction device, microscope) during the procedure using an optical reference array consisting of a set of disposable reflective markers. Virtual representations of the tracked surgical instruments are displayed on the pre-operative images to provide frameless stereotactic navigation during the surgical procedure.
To export data from the VVCranial system, BrainLAB provides a proprietary communication protocol called VVLink 33, 37 . It is a custom designed TCP/IP client/server architecture that enables data transfer of image data sets, visualizations, and tool positions in real-time between the VVCranial system and other image analysis software packages. VVLink was developed as a joint effort between Yale University, BrainLAB AG, and the Technical University of Munich, and is now available as part of the BrainLAB product line 33 . This technology facilitates the communication between the commercial FDA approved device and a research platform, allowing the testing of novel features and algorithms in the clinical setting while isolating the normal and stable functioning of the navigation system during the routine clinical procedure.
3D Slicer receives data using the OpenIGTLink protocol, its own peer-to-peer network communication protocol architecture, which also allows for bi-directional data transmission 34 . OpenIGTLink was designed to standardize the exchange of tracking data, images, and device control information among tracking devices, imaging scanners, and systems software with 3D Slicer. Since the VVCranial system does not have an OpenIGTLink compatible layer, bridging software is required to establish communication between the OpenIGTLink and VVLink protocols. The bridge was done through Yale BioImage Suite 34, 35 , an integrated image analysis software suite which includes a VVLink interface. The bridging software receives images and tracking data from the VVCranial system using VVLink and converts them into OpenIGTLink messages, which are then sent to the 3D Slicer client over the network (Figure 1 ).
Once the coordinates of the tracked surgical instruments have been received by 3D Slicer, they are used in a custom developed 3D Slicer navigation software module. This module uses the position data of the tracked tool tip location to specify a 3D fiducial point which seeds the tractography dataset around the fiducial location. The size of the seeded area defined by the fiducial can be modified by the user, allowing a controlled exploration of the tractography dataset in the surgical region of interest. As the surgical tool is moved, so too are the fiducial seeds which update the visualized WM tracts. The 3D Slicer navigation module can display all the relevant pre-operative image information (MRI, fMRI, segmented structures) in order to provide an anatomic and functional reference frame for localization of the visualized WM tracts. The 3D Slicer navigation module also allows the tracked tool position data to be used as a reference position from which to define additional seed fiducials as required. A fiducial seed can be defined at an extended geometric location from the current tool tip position in order to display the WM tracts at a given depth from the tip of the instrument. This allows probing the surgical region "virtually" to visualize WM fibers before the anatomical area is resected.
System Hardware
All data analysis and the real-time interactive tractography were performed on a mid-end workstation (Dell Precision T7400 64bit, Intel Dual Xeon processors E5420 at 2.5GHz, 4 Gb of RAM, nVidia Quadro FX570 graphics accelerator with 256 Mb dedicated memory, Linux Fedora 6 operating system), which runs both the BioImage Suite and 3D Slicer software. The VVCranial system has a high end graphic workstation (Intel P4 3.2GHz processors, 1GB of RAM, Windows XP) equipped with two infrared cameras for wireless passive marker optical tracking in the operating room. Both workstations are connected by a dedicated 1GB TCP/IP network link. Figure 2 shows an image of the hardware set-up in the OR, with both the VVCranial system and the workstation (laptop) which runs BioImage Suite and 3D Slicer.
Evaluation of System Performance
The objective of this research is to develop a system that can allow real-time interactive querying of WM tracts in and around the surgical region of interest during neurosurgery. The real-time nature of the system depends greatly on the latency between tracking and fiber visualization, that is, the time taken between the tracking of the tool tip position by the VVCranial system and the visualization of the fiducial seed and WM tracts in the 3D Slicer software. Computation time for rendering the seeded WM tracts is a function of the size of the fiducial, as the larger the seed fiducial volume, the greater the potential number of fibers that need to be calculated and rendered. Off-line benchmarking was performed to quantify the time delay between tracking and visualization.
To measure the latency of the interactive querying of WM tracts, the entire process was divided into parts and the time taken for each part quantified. Tool tracking by the VVCranial system is done using an optical tracker, which has a refresh rate of 20Hz 33 . The update rate at which the VVLink client in BioImage Suite could receive tracking data over the network was measured in 33 , and at its slowest was 26.4Hz, implying that the update rate for 3D tool position tracking is limited by the camera system, at a rate of 20Hz (5ms).
BioImage Suite then converts the tracking data into a format compatible with the OpenIGTLink protocol and sends the data to 3D Slicer using the local host as it runs on the same workstation (transfer rates average approximately 50Mb/s). Once received in 3D Slicer, the tracking data is used to define a fiducial point which then seeds the WM tracts in the region, calculating and rendering their location for visualization. This is the process that takes the largest amount of time when compared to the previous steps. We performed experiments to quantify the time required for computation and visualization of seeded WM tracts from the moment in which 3D Slicer receives the tracking data over the OpenIGTLink protocol until the WM tracts are seeded and displayed. The clock time at the moment the tracking data was received by 3D Slicer was compared to another reading of the clock time once visualization of the fiducial and WM tracts was completed. The test was performed for fiducial radius sizes ranging from 1 to 10 mm, in 1mm increments, and for each test the fiducial seed was placed at 20 different locations in a single patient dataset, and the average time computed.
Results
The clinician was able to successfully perform the procedure in all 5 cases with scarcely any added complexity to the workflow. Data from the structural MRI, fMRI, and DTI datasets were visualized in 3D Slicer along with the relevant WM tracts seeded by the fiducial position that corresponded to the surgical tool tip location. The 3D Slicer visualization area was displayed on a separate monitor from the VVCranial navigation system display, as can be seen in Figure 2 .
The intra-operative querying of the tractography dataset was performed and visualized on the 3D Slicer navigation module, as can be seen in Figure 3 (a). Structural MR images were superimposed with segmented structures such as the brain tumor and eloquent cortical regions as mapped by fMRI. Figure 3 In addition to tracking the tool tip location, it was possible to use the tracked microscope focal point position to seed the tractography dataset. Figure 4 shows a screen shot from the intra-operative microscope view and the 3D Slicer navigation module.
Latency between tracking and visualization increases with fiducial radius as potentially more white matter tracts are included and rendered within the volume of the fiducial. Figure  5 shows the latency recorded from when 3D Slicer receives the fiducial seed position from the BioImage Suite software until the seeded white matter tracts are actually calculated, rendered, and visualized on the screen. Latency varies from an average of 37ms for a 1mm fiducial radius, to a total of 4130ms with a 10mm fiducial radius. In practice a fiducial radius of 4mm is generally selected during the procedure, which is a good trade off between the number of fibers visualized and the latency, which is just under 654ms.
Discussion
Including DTI and tractography into the pre-operative datasets available for procedure planning can help surgeons form a mental map of the localization of critical WM tracts in relation to the tumor area. Presenting this information intra-operatively can make the anatomical and topographical relations between the WM tracts and the tumor readily available during surgery. We demonstrated the implementation of real-time intra-operative querying of white matter tracts by integrating a novel tractography algorithm with a standard neuronavigation system. The connection between the research software 3D Slicer and the VVCranial navigation system was accomplished using network protocols which isolated any adverse effects the research software could have on the commercial system. By tracking surgical instruments, the microscope focal point, or a geometric extension from these positions, a fiducial was defined which could then seed the tractography dataset at the tracked location. This allows visualization of the interaction between the surgical tools and the WM tracts close to the tumor resection site, and their relationship to any intraoperatively acquired information. The system was successfully tested with five patients.
The visualization of white matter tracts derived from DTI can be useful during neurosurgical planning and intervention, especially in patients with brain tumors in functional eloquent areas [38] [39] [40] [41] [42] . Incorporating preoperative diffusion tensor MR imaging and WM fiber trajectory and location can facilitate maximum tumor resection with minimal neurological deficits 19-22, 43, 44 . Functional mapping and image guidance methods have undergone considerable development in the last two decades, helping surgeons devise improved surgical strategies to reduce neurological deficits and increase tumor resection 45, 46 . Intraoperative cortical mapping remains an important tool for the definitive demonstration of critical cortical areas [47] [48] [49] [50] . Using intraoperatively acquired information about critical cortical areas to define which white matter bundles are carrying critical information is one potential advantage of an approach which allows near real-time querying of the data.
Current methods for the intra-operative display of tractography data generally involve preoperative clustering of certain critical fibers using a ROI approach, representing the selected fibers in a static 3D geometric form and displaying the polygon onto the structural and functional images already included in the clinical navigation system 20 . The system presented here allows seeding the tracts using a fiducial defined by the surgical tool tip location, and interactive probing of the relevant fiber tracts, eliminating unnecessary data from the already information-overloaded environment. Tractography-integrated neuronavigation, despite its limitations, has been shown to be a reliable way to demonstrate WM connections intraoperatively 24, 25 .
Any method that relies on pre-operatively acquired data can suffer from brain shift induced displacements, which is potentially the largest and most unpredictable source of error in navigation systems. Nimsky et al. 51 , in work combining pre-operative and intra-operative MRI acquisition of DTI based tractography datasets, demonstrated that WM tracts can move an average of 2.7±6mm during tumor resection. Hence, there is a role for further intraoperative image acquisition to update the anatomical and tractography data after brain shift and/or tissue resection has taken place. In this sense, our method for querying fibers intraoperatively is compatible with any techniques that can successfully obtain intra-operative acquisition of anatomical and/or DTI datasets during the intervention (for example using intraoperative high field MRI). These newly acquired images can be co-registered and processed in 3D Slicer, and made available for intra-operative querying of the white matter tracts, although depending on the set-up of the operating room, it may be necessary to repeat the patient to image registration in order to take into account the brain shift. Our system can also be used with improved DTI acquisition techniques and tractography algorithms, for example, using two tensor models for resolving fiber crossing 52 , combinatorial fiber tracking of the brain 53 , or a flow based approach 54 .
Intraoperative stimulation mapping remains the gold standard for identifying functional cortical areas [55] [56] [57] . However, despite improvements in cortical mapping methods, the identification and preservation of eloquent pathways within the white matter remains problematic. Subcortical stimulation testing has been fruitfully used in a few centers but is limited in its ability to delineate the full extent of the tract and does not provide a positive control until the tract of interest has already been encountered 9, 56, [58] [59] [60] [61] [62] [63] . The method presented in this study could be used in conjunction with electro-cortical and sub-cortical mapping during surgery, where available, to help identify, confirm, and avoid eloquent cortical areas 46, 58, 59, 64, 65 and for cross-modal validation 9, 14, 46, 63 . This combined approach of fiber tract visualization using DTI and subcortical mapping of critical tracts has shown to have an impact on surgical procedures by reducing the duration of the mapping and the number of clinically evident seizures 14 . In addition, the intra-operative findings from cortical stimulation sites can be used to initiate the delineation of DTI based fiber tracts 65 by providing a seed fiducial position or defining a seed ROI. This can be especially advantageous for identifying critical functional tracts.
Although this study has emphasized the clinical usefulness of the integration of white matter tracts in the intra-operative setting, the use of a gold standard for comparison and validation has been difficult to establish. Some studies have compared the fiber delineation from DTI with the intraoperative findings from subcortical electrical stimulation, 7, 9, 14, 25, 46, 65 and results in rodents show compelling data 66, 67 . However, a true validation of DTI based fiber delineation in humans has yet to be reported. Additionally, it is important to consider the accuracy of correspondence between the fiducial position used to seed the WM tracts in the 3D Slicer software and the real location of the surgical tool tip with respect to the brain anatomy. Several factors can induce an error between these two elements in the system, which include (i) the optical tracking error of the surgical tool tip, (ii) the patient to image registration error, (iii) the registration error due to the affine registration between the images from the different modalities, and (iv) brain shift errors during the intervention. Regarding the optical tracking there are two sources of error which can affect accuracy of the tracked tool tip position. The first is due to the inherent error associated to the optical tracking technology, with the VVCranial optical tracker presenting an average error of 0.5mm (with 95% confidence) when tracking the reflective markers on the tools 68 . The second type of error refers to the extrapolation of tool tip location from the tracked reflective markers on the handle of the tools. The offset between the reflective markers of the tools and the tip location is a pre-calculated transform obtained through a prior calibration process. Supposing that the tool is relatively rigid, the tool tip extrapolation error is sufficiently small to ignore compared to the inherent optical tracking error. If however tool bending is significant, then there can be a considerable discrepancy between tracked tool position and its real location. The integration of our intra-operative tractography system into the clinical navigation system means that it is subject to these errors, although it does not affect or increase these errors in any way. Regarding patient to image registration, this is performed at the beginning of the procedure with the VVCranial system, and is not affected by the presence of our system. Affine registration provides a method to bring all the images from the different structural and functional modalities into anatomical alignment. The method can compensate for changes between several acquired images only in terms of rotation, translation, shearing, and changes in scale 69 , but not for all nonlinear distortions of the images inherent in DTI/fMRI acquisitions. Our system requires the registration between the functional DTI dataset and the anatomical images, and as such, will be affected by the error of this registration process. Finally, intra-operative brain shift, which is not accounted for by the navigation system, can introduce a large and unpredictable error between the tracked location of the tool and its real position with respect to brain anatomy, as shown by intraoperative imaging techniques such as open MRI 70 . Other less resource-intensive methods include using an ultrasound probe to measure deformation [71] [72] [73] , and a stereo vision tracking system which tracks markers located on the cortical surface of the brain 74 . Once deformation has been estimated, it can then be used to update the pre-operative brain images using non-rigid techniques, such as biomechanical modeling or elastic registration. As our system relies on the navigation system and the patient to image registration process performed at the beginning of the intervention, it is also subject to the inherent errors due to brain shift.
From a systems perspective, the current method of acquiring data from the VVCranial system requires using a third software system, BioImage Suite, to convert the data from VVLink to OpenIGTLink in order to be imported into the 3D Slicer software. By using this bridging software, we enable several potential points of failure in the system, and hence it is desirable to have a direct connection from the VVCranial directly into 3D Slicer.
Future work is being directed in three areas. The first includes reducing the latency between tool tracking and tractography visualization. This might include exploring ways of accelerating the required tractography computation using very high end workstations or using the processing power available on modern graphic processing units. Secondly, it is currently only possible to visualize seeded white matter tracts generated from whole brain tractography. It would be clinically useful to visualize only some pre-selected major white matter tract systems (like pyramidal tract or optical pathway) in the vicinity of the tool-tip position, and hence we are modifying the current algorithm to allow pre-selection of fibers during pre-operative planning. This would allow showing only those fibers which are considered clinically relevant for the procedure, thus removing superfluous information. Thirdly, we are developing the capability to enable visualization of the seeded white matter fibers through the view of the microscope. This would allow the spatial relationship between the white matter tracts and the brain anatomy to be presented in an intuitive manner closely related to the surgical view, but will require transferring data generated by our research system to a separate commercial system.
Conclusions
Real-time interactive querying of relevant WM tracts during tumor resection has been reliably integrated into a frameless stereotactic navigation and used during five clinical cases. The tracked position of a tool tip, microscope focal point, or any geometric offset can be used to define a fiducial point, which in turn seeds the tractography dataset and renders relevant WM tracts on the pre-operative images used for navigation. This will provide knowledge of the functionally relevant tracts that interact with the tumor, giving the surgeon more detailed and specific information with which to execute the planned surgical resection with minimal neurological deficit.
Supplementary Material
Refer to Web version on PubMed Central for supplementary material. System overview of neuronavigation with intra-operative seeding and visualization of WM tracts. The surgical tool tip position is tracked using BrainLAB VVCranial's optical tracking technology and sent over a TCP/IP network protocol using VVLink. The BioImage Suite image processing and analysis software then converts the tracking data from the VVLink protocol to the OpenIGTLink protocol, and sends it over a TCP/IP network connection to the 3D Slicer software. The tracked tool tip position is then used to seed the fibers in the tractography dataset, allowing visualization of the relevant fibers in the surgical region of interest. (a) Hardware set-up for the intra-operative interactive tractography navigation system. The image shows the VVCranial system and the workstation (laptop) required to run intraoperative tractography during a surgical intervention. (b) Set-up in the operating room showing two different displays corresponding to the output from the VVCranial navigation system and the 3D Slicer navigation module. Images shown in 3D Slicer using the intra-operative tractography navigation software module. The light green volume delineates the tumor location, the orange sphere represents the seed fiducial which is located at the tracked surgical tool tip location, the yellow regions indicate eloquent cortex as shown by language task-associated fMRI and the tubular fibers represent the white matter tracts seeded by the fiducial location. White matter tracts are color coded according to their fractional anisotropy (color scale). (a) White matter fibers being seeded by a fiducial representing tool tip position. Some infiltrating fibers can be seen within the segmented tumor volume (arrows). (b) Intra-operative querying of tractography datasets using the tool offset function. Fiducials F1 and F2 represent the surgical tool tip location and a fixed geometric offset respectively. The navigation module allows for geometric offsets from −80 to 80mm from the tool tip position. The two fiducials can seed the tractography dataset simultaneously Graph showing mean latency performance of the system, with error bars showing a standard deviation. The graph indicates the total time taken from when 3D Slicer receives the tracking data indicating fiducial seed location until the seeded white matter tracts are visualized on the screen. The latency increases with fiducial size (except between 7 and 8 mm, where the latency is approximately the same), as the bigger the fiducial, the larger the amount of potential tracts which must be calculated and rendered. Table 1 Demographic and fMRI scanning information of patients who underwent neurosurgical tumor resection with frameless stereotactic navigation integrated with real-time interactive tractography. 
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