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Abstract
We review the properties of BPS, or supersymmetric, magnetic monopoles, with
an emphasis on their low-energy dynamics and their classical and quantum bound
states.
After an overview of magnetic monopoles, we discuss the BPS limit and its relation
to supersymmetry. We then discuss the properties and construction of multimonopole
solutions with a single nontrivial Higgs field. The low-energy dynamics of these
monopoles is most easily understood in terms of the moduli space and its metric. We
describe in detail several known examples of these. This is then extended to cases
where the unbroken gauge symmetry include a non-Abelian factor.
We next turn to the generic supersymmetric Yang-Mills (SYM) case, in which
several adjoint Higgs fields are present. Working first at the classical level, we describe
the effects of these additional scalar fields on the monopole dynamics, and then
include the contribution of the fermionic zero modes to the low-energy dynamics.
The resulting low-energy effective theory is itself supersymmetric. We discuss the
quantization of this theory and its quantum BPS states, which are typically composed
of several loosely bound compact dyonic cores.
We close with a discussion of the D-brane realization of N = 4 SYM monopoles
and dyons and explain the ADHMN construction of monopoles from the D-brane
point of view.
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Chapter 1
Introduction
The magnetic monopole may be the most interesting, and perhaps the most impor-
tant, particle to be never found.
Once the unity of electricity and magnetism was understood, it was quite natural
to conjecture the existence of isolated magnetic poles that would be the counterparts
of electric charges and that would complete the electric-magnetic duality of Maxwell’s
equation. Interest in the possibility of such objects was increased by Dirac’s observa-
tion in 1931 [1] that the existence of even a single magnetic monopole would provide
an explanation for the observed quantization of electric charge.
A new chapter opened in 1974, when ’t Hooft [2] and Polyakov [3] showed that in
certain spontaneously broken gauge theories — a class that includes all grand unified
theories — magnetic monopoles are not just a possibility, but a prediction. These
objects are associated with solutions of the corresponding classical field equations
and, in the weak coupling regime, their mass and other properties are calculable.
These theoretical developments were accompanied by experimental searches for
monopoles in bulk matter (including rocks from the Moon) and cosmic rays as well
as by attempts to produce them in particle accelerators. To date all of these have
been negative, and theoretical arguments now suggest, at least for GUT monopoles,
that their abundance in the universe is so low as to make the detection of even one
to be extraordinarily unlikely. Already in 1981, Dirac wrote [4], in response to an
invitation to a conference on the fiftieth anniversary of his paper,
“I am inclined now to believe that monopoles do not exist. So many years
have gone by without any encouragement from the experimental side.”
Yet, in the half-decade preceeding Dirac’s statement magnetic monopoles had in-
spired two important lines of theoretical inquiry. First, the attempt to understand
why there is not an overabundance of monopoles surviving from the early universe
[5] led Guth to the inflationary universe scenario [6], which has revolutionized our
understanding of cosmology. The second direction, initiated by the approximation
introduced by Prasad and Sommerfield [7] and by Bogomolny [8], has led to consid-
erable insights into the properties of supersymmetric field theories and string theory.
It is this latter line of research that is the subject of this review.
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The Bogomolny-Prasad-Sommerfield (BPS) limit of vanishing scalar potential was
first proposed simply as a means of obtaining an analytic expression for the classical
monopole solution. However, over the next few years several remarkable properties
of the theory in this limit emerged. First, it was shown that solutions of the full
second-order field equations could be obtained by solving the Bogomolny equation, a
kind of self-duality equation that is first order in the fields. Solutions of this equation
are guaranteed to have an energy that is exactly proportional to the magnetic charge.
This suggests that there might be static solutions composed of two or more separated
monopoles, with their mutual magnetic repulsion exactly cancelled by the attractive
force mediated by the Higgs field, which becomes massless in the BPS limit. This
possibility is actually realized, with there being continuous families of multimonopole
solutions.
In the context of the classical SU(2) theory, the BPS limit seems to be rather
ad hoc, and the properties that follow from it appear to be curiosities with no deep
meaning. Their relevance for the quantum theory seems uncertain. Indeed, it is
not even clear that the BPS limit can be maintained when quantum corrections are
included. However, matters are clarified by the realization that this theory can be
naturally expanded in a way that makes it supersymmetric. The resulting supersym-
metric Yang-Mills (SYM) theory has a nonvanishing scalar field potential — whose
form is preserved by quantum corrections — but yet yields the same classical field
equations. The classical energy-charge relation is seen to correspond to an operator
relation between the Hamiltonian and the central charges, with states obeying this
relation lying in a special class of supermultiplets and leaving unbroken some of the
generators of the supersymmetry. This relation implies the Bogomolny equation in
the weak coupling limit, but is still meaningful when the coupling is so large that the
semiclassical approximation can no longer be trusted.
There is another motivation for making the theory supersymmetric. Montonen
and Olive [9] had noted that the classical mass spectrum was invariant under an
electric-magnetic duality symmetry, and suggested that this might be a symmetry of
the full theory. However, when particle spins are taken into account, the spectrum is
seen to only be fully invariant if the theory is maximally expanded, to N = 4 SYM. If
the field theory is viewed as a low-energy approximation to string theory, this duality
symmetry is a reflection of the S-duality of the string theory.
The supersymmetry brings in other new features. If the gauge group is larger
than SU(2), the additional scalar fields of the SYM theory give rise to new classical
solutions that can be viewed as loosely bound collections of two or more dyonic cores.
These can be studied within the quantum theory with the aid of a low-energy effec-
tive theory. This is a truncation of the full quantum field theory that retains only
the bosonic collective coordinates of the individual monopoles and their fermionic
counterparts associated with fermion zero modes. The correspondence between the
classical and quantum theories turns out to be rather subtle, revealing some unex-
pected aspects of the spectra of supersymmetric, or BPS, states in SYM theories.
The spectrum of BPS states becomes of particular importance in the context of
duality, both in field theory and in string theory. In the 1990’s, as the notion of
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duality took on a more definite formulation, the study of the BPS spectra became a
primary tool for checking whether a duality existed between a pair of theories. This
was true not only for the self-duality of N = 4 SYM field theory, but for the various
dualities between the five string theories in ten dimensions and M theory in eleven
dimensions, where supersymmetric states involving D-branes are often counted and
matched with their dual BPS states.
Although the initial investigations in this direction were fairly successful, the
counting of more general BPS states turned out to be anything but straightforward.
This was particularly true for those BPS states that preserve four or fewer super-
charges. The existence of such states is often sensitive to the choice of vacuum and to
the choice of coupling constants, which are then interwoven with the duality in a sub-
tle manner. So far, no general theory of BPS spectra is known, although much effort
has been devoted to attacking this problem in the many guises in which it presents it-
self, including D-branes wrapping cycles in Calabi-Yau manifolds, boundary states in
conformal field theories, open membranes ending on appropriately curved M5 branes,
and BPS dyons in the Seiberg-Witten description of N = 2 SYM.
We believe the material presented in this review will shed much light on this gen-
eral unsolved problem. While the methodology used here is itself somewhat limited,
in that it deals with weakly coupled SYM, some of the qualitative features should
prove to be common to all these related problems. These include both the marginal
stability domain wall and the large degeneracy, unrelated to any known symmetry,
that is often found in BPS states with large charges.
We begin our review, in Chap. 2, with an overview of the SU(2) magnetic mono-
pole solution of ’t Hooft and Polyakov. We describe how it arises as a topological
soliton. We also discuss the zero modes about the solution, and explain how one of
these, related to the unbroken global gauge symmetry, leads to the existence of dyonic
solutions carrying both electric and magnetic charges. We introduce the moduli
space of solutions and its metric; these concepts play an important role in our later
discussions.
In Chap. 3, we specialize to the case of BPS solutions. We discuss in detail
their relation to supersymmetry, and describe how magnetically charged states that
preserve part of the supersymmetry can be obtained. The Montonen-Olive duality
conjecture is also introduced here.
Chapter 4 is devoted to the discussion of classical multimonopole solutions. After
developing the formalism for describing monopoles in theories with gauge groups
larger than SU(2), we show how index theory methods can be used to determine the
dimension of the space of solutions. We describe a powerful method, introduced by
Nahm, for constructing multimonopole solutions and illustrate its use with several
examples.
For a given magnetic charge, the multimonopole solutions obtained in Chap. 4
form a manifold, the moduli space, with the coordinates on this manifold naturally
taken to be the collective coordinates of the component monopoles. In the low-
energy limit, a good approximation to the full field theory dynamics is obtained
by truncating to these collective coordinates, whose behavior is governed by a purely
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kinetic Lagrangian that is specified by a naturally defined metric on the moduli space.
The classical motions of the monopoles correspond to geodesics on the moduli space.
We discuss the moduli space and its metric in Chap. 5, and describe, with examples,
some methods by which the metric can be determined.
Most of the discussion in this review assumes that the gauge group is maximally
broken, to a product of U(1)’s. In Chap. 6 we discuss some of the consequences of
the alternate possibility, where there is an unbroken non-Abelian subgroup. Among
these are the presence of “massless monopoles” that are the dual counterparts of the
massless gauge bosons and their superpartners. These massless monopoles cannot be
realized as isolated classical solitons, but are instead found as clouds of non-Abelian
field surrounding one or more massive monopoles.
Although SYM theories with extended supersymmetry contain either two (for
N = 2) or six (for N = 4) Higgs fields, the discussion of classical solutions up to this
point assumes that only one of these is nontrivial. For an SU(2) gauge theory this
can always be arranged by a redefinition of fields. However, for larger gauge groups
it need not be the case, a point that was fully appreciated only relatively recently.
The generic solution then has two nontrivial Higgs fields, and is typically a dyonic
bound state with components carrying both magnetic and electric charges. The BPS
solutions preserve only one-fourth, rather than one-half, of the supersymmetry. The
low-energy dynamics can still be described in terms of the collective coordinates and
the moduli space that they span, but the moduli space Lagrangian now includes a
potential energy term. In Chap. 7 we discuss the effects of these additional scalar
fields, and show how to derive the potential energy that they generate.
Although we are considering supersymmetric theories, the effects of the fermions
have been omitted so far. This is remedied in Chap. 8, where we introduce fermionic
counterparts to the bosonic collective coordinates, and derive the effects of the fermion
fields on the low-energy dynamics. The resulting moduli space Lagrangian possesses
a supersymmetry that is inherited from that of the underlying field theory. The
discussions thus far, although being set in the context of a quantum field theory,
have been essentially classical. In this chapter we also show how to quantize this
low-energy Lagrangian.
In Chap. 9, we discuss the quantum BPS dyons that arise as bound states of this
Lagrangian. In a sense, this is the quantum counterpart of the classical discussion
of Chap. 7. We present the exact wavefunctions for several states comprising only
two dyonic cores. Although it appears to be much more difficult to obtain explicit
wavefunctions for states with many cores, we show how index theorems can be used
to count such states. An important point that emerges here is the striking difference
between the spectra of the N = 2 and N = 4 SYM theories. In particular, only
the latter includes certain zero-energy bound states that are required to satisfy the
duality conjecture for larger gauge groups.
Although the monopoles that we discuss arise originally in the context of field
theory, they find a very natural setting when the quantum field theory is viewed as
the low-energy limit of string theory. In Chap. 10, we describe how the monopoles
and dyons of N = 4 SYM can be realized, in a rather elegant fashion, in terms of D-
8
branes. In particular, we describe how this picture provides a very natural motivation
for the multimonopole construction of Nahm.
There are two appendices. Appendix A provides some background material on
complex geometry and zero modes. Appendix B describes the extension of the dis-
cussions of Chap. 8 to N = 2 SYM theories containing matter hypermultiplets.
9
Chapter 2
The SU(2) magnetic monopole
The first example of a magnetic monopole solution was discovered by ’t Hooft [2]
and Polyakov [3], working in the context of an SU(2) gauge theory. Although many
examples with larger gauge groups have subsequently been found, the SU(2) solution
remains the simplest, and is perhaps the best suited for introducing some concepts
that will be important for our subsequent discussions. Furthermore, this solution
will play an especially fundamental role for us, because in the Bogomolny-Prasad-
Sommerfield (BPS) [7, 8] limit the monopole solutions for larger groups are all built
up, in a sense that will later become clear, from components that are essentially
SU(2) in nature.
We start our discussion in Sec. 2.1, where we describe how nonsingular magnetic
monopoles can arise as topological solitons, and then focus on the ’t Hooft-Polyakov
solution in Sec. 2.2. These static solutions actually belong to continuous families of
solutions, all with the same energy. In the one-monopole case considered in this chap-
ter, these solutions are specified by four parameters, all related to the symmetries of
the theory; in later chapters we will explore the much richer multimonopole structure
that arises in the BPS limit. As we explain in Sec. 2.3, infinitesimal variations of
these parameters are associated with zero modes about a given solution. Excitation
of these modes gives rise to time-dependent monopole solutions. Translational zero
modes thus give rise in a straightforward manner to solutions with nonzero linear
momentum. The case of global gauge modes, which lead to dyonic solutions with
nonzero electric charge [10], is somewhat more subtle, as we describe in Sec. 2.4.
In Sec. 2.5 we describe how a family of degenerate static solutions can be viewed
as forming a manifold, known as the moduli space, with a naturally defined metric.
Although this concept is relatively trivial for the one-monopole solutions considered
in this chapter, it proves to be a powerful tool for understanding the multimonopole
solutions we will study in later chapters. Finally, in Sec. 2.6, we discuss the relevance
of these classical soliton solutions for the quantum theory.
Our main focus in this chapter is on providing the background for the discus-
sion for monopoles in the BPS limit. Of necessity, there are many other aspects of
magnetic monopoles that we must omit. For further discussion of these, we refer the
reader to two classic reviews [11, 12].
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2.1 Magnetic monopoles as topological solitons
We consider an SU(2) gauge theory whose symmetry is spontaneously broken to U(1)
by a triplet Higgs field Φ. With the generalization to other gauge groups in mind, we
will usually write the fields as Hermitian matrices in the fundamental representation
of the group. However, for this SU(2) example it will sometimes be more convenient
to work in terms of component fields defined by
Aµ =
1
2
τaAaµ , Φ =
1
2
τaΦa . (2.1.1)
Our conventions will be such that ΦaΦa = 2TrΦ2 ≡ |Φ|2.
The Lagrangian is
L = −1
2
TrFµνF
µν + TrDµΦD
µΦ− V (Φ) (2.1.2)
where
V (Φ) = −µ2TrΦ2 + λ(TrΦ2)2 , (2.1.3)
DµΦ = ∂µΦ+ ie[Aµ,Φ] , (2.1.4)
and
Fµν = ∂µAν − ∂νAµ + ie[Aµ, Aν ] . (2.1.5)
It is often convenient to separate the field strength into magnetic and electric parts
Bi =
1
2
ǫijkFjk (2.1.6)
and
Ei = F0i . (2.1.7)
In order that there be a lower bound on the energy, λ must be positive. If µ2 > 0,
as we will assume, there is a degenerate family of asymmetric classical minima with
|Φ| = v ≡
√
µ2
λ
. (2.1.8)
These preserve only a U(1) subgroup, which we will describe with the language of
electromagnetism.
For definiteness, let us choose the vacuum solution
Φ(x) = v
τ 3
2
≡ Φ0
Aµ(x) = 0 (2.1.9)
so that the unbroken U(1) corresponds to the “a = 3” direction of the SU(2). The
physical fields may then be taken to be
Aµ = A3µ
11
Wµ =
A1µ + iA
2
µ√
2
ϕ = Φ3 . (2.1.10)
The corresponding elementary quanta are a massless “photon”, a pair of vector
mesons with mass mW = ev and electric charges ±e, and an electrically neutral
scalar boson with mass mH =
√
2µ.
This theory also has nontrivial classical solutions. The existence of these can be
demonstrated without having to examine the field equations in detail. The key fact
is that any static configuration that is a local minimum of the energy is necessarily
a solution of the classical field equations. Our strategy will be to identify a special
class of finite energy configurations and then show that the configuration of minimum
energy among these cannot be the vacuum.
It is fairly clear that in a finite energy solution the fields must approach a vacuum
solution as r →∞ in any fixed direction. However, this need not be the same vacuum
solution in every direction. Thus, we could allow
lim
r→∞
Φ(r, θ, φ) ≡ Φ∞(Ω) = U(Ω)Φ0U−1(Ω) (2.1.11)
to vary with direction, provided that it is accompanied by a suitable asymptotic gauge
potential. (Note that the smoothness of Φ does not imply that U must be smooth.
In the cases of most interest to us, U has a singularity.) The function Φ∞(Ω) is
a continuous mapping of the two-sphere at spatial infinity onto the space of Higgs
fields obeying Eq. (2.1.8), which happens to also be a two-sphere. Such maps can
be classified into topologically distinct classes corresponding to the elements of the
homotopy group Π2(S
2). Any two maps within the same class can be continuously
deformed one into the other, while two maps in different classes cannot.
One can show that Π2(S
2) = Z, the additive group of the integers, so that con-
figurations can be labelled by an integer winding number
n =
1
8π
ǫijk ǫabc
∫
d2Si φˆ
a ∂jφˆ
b ∂kφˆ
c (2.1.12)
where φˆa is the unit vector Φa/|Φ| and the integration is taken over a sphere at spatial
infinity. In fact, since the value of the integral is quantized, it must be invariant under
smooth deformations of the surface of integration that do not cross any of the zeroes
of Φ, where φˆa is undefined. It follows that any configuration with nonzero winding
number must have at least |n| zeroes of the Higgs field (precisely n if one distinguishes
between zeroes and “antizeroes” and counts the latter with a factor of −1).1
The vacuum solution of Eq. (2.1.9) clearly has n = 0 and falls within the trivial,
identity, element of the homotopy group.
Now consider the set of field configurations such that the Higgs field at spatial
infinity has unit winding number, n = 1. Among these configurations, there must be
1This relation between topological charge and zeroes of the Higgs field does not have a simple
extension to the case of larger groups.
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one with minimum energy. This cannot be a vacuum solution (because it has a dif-
ferent winding number) and cannot be smoothly deformed into the vacuum (because
winding number is quantized). Hence, this configuration must be a local minimum
of the energy and thus a static classical solution.2
Some of the asymptotic properties of this solution can be obtained from general
arguments. In order that the energy be finite, the asymptotic Higgs field must be of
the form
Φa = vφˆa . (2.1.13)
Further, the covariant derivative DiΦ must fall faster than r
−3/2, which implies that
∂iφˆ
a − e ǫabcAbi φˆc < O(r−3/2) . (2.1.14)
This in turn requires that the gauge potential be of the form
Aai =
1
e
ǫabc φˆ
b ∂iφˆ
c + fi(r)φˆ
a + · · · (2.1.15)
where the ellipsis represents terms that fall faster than r−3/2.
The corresponding magnetic field is
Bdi =
1
2
ǫijk
[
1
e
ǫabc φˆ
a ∂jφˆ
b ∂kφˆ
c + (∂jfk − ∂kfj)
]
φˆd + · · · . (2.1.16)
Its leading terms are proportional to φˆa and thus lie in the “electromagnetic” U(1)
defined by the Higgs field. We define the magnetic charge by
QM =
∫
d2Si φˆ
aBai . (2.1.17)
When Eq. (2.1.16) is inserted into this expression, the first term gives a contribution
proportional to the winding number (2.1.12), which we are assuming to be unity,
while the contribution from the second term vanishes as a consequence of Gauss’s
theorem; hence, the solution corresponds to a magnetic monopole with charge 4π/e.
More generally [15], a solution with Higgs field winding number n has a magnetic
charge3
QM =
4πn
e
. (2.1.18)
2There is actually a loophole in this argument. Because the space of field configurations is not
compact, there might not be a configuration of minimum energy. For example, there is in general no
static solution with winding number n = 2, because the minimum energy for a pair of monopoles is
achieved only when the monopoles are infinitely far apart. (An exception occurs in the BPS limit.)
Even for n = 1, the existence of singular configurations causes the extension of this argument to
curved spacetime to fail if v is too large [13, 14].
3The Dirac quantization condition would have allowed magnetic charges 2πn/e. The more re-
strictive condition obtained here can be understood by noting that it is possible to add SU(2) doublet
fields to the theory in such a way that the classical solution is unaffected. After symmetry breaking
these doublets would have electric charges ±e/2 and the Dirac condition would become the same as
the topological condition obtained here.
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The classical energy of the solution, which gives the leading approximation to the
monopole mass, is
E =
∫
d3x
[
TrE2i + Tr (D0Φ)
2 + TrB2i + Tr (DiΦ)
2 + V (Φ)
]
. (2.1.19)
For a static solution with no electric charge, one would expect the first two terms
to vanish. The contribution of the remaining terms can be estimated by rewriting
Eq. (2.1.19) in terms of the dimensionless quantities s = evx, ψ = Φ/v, and ai = Ai/v.
This isolates the dependence on e and v, and shows that the mass must be of the
form
M =
4πv
e
f(λ/e2) (2.1.20)
where f(λ/e2) is expected to be of order unity.
2.2 The ’t Hooft-Polyakov solution
In trying to proceed beyond this point, considerable simplification is achieved by
restricting to the case of spherically symmetric solutions. In a gauge theory this
means that the fields must be invariant under the combination of a naive rotation
and a compensating gauge transformation, which may be position-dependent. With
unit winding number, n = 1, this position-dependence can be eliminated by adopting
a special gauge choice that correlates the orientation of the Higgs field in internal
space with the direction in physical space. In this “hedgehog” gauge, rotational
invariance requires that the fields be invariant under combined rotation and global
internal SU(2) transformation. This gives the ansatz4
Aai = ǫiamrˆ
m
[
1− u(r)
er
]
Φa = rˆah(r) (2.2.1)
for the Higgs field and the spatial components of the gauge potential [2, 3]. It is easy
to verify that for time-independent fields one can consistently set A0 = 0 in the field
equations, and we do so now.
The equations obeyed by u and h can be obtained either by substituting the ansatz
(2.2.1) directly into the field equations, or by substituting it into the Lagrangian in
Eq. (2.1.2) and then varying the resulting expression with respect to these coefficient
functions. (The latter procedure is allowed because the ansatz is the most general
one consistent with a symmetry of the Lagrangian.) Either way, one obtains
0 = h′′ +
2
r
h′ − 2u
2h
r2
+ λ(v2 − h2)h
0 = u′′ − u(u
2 − 1)
r2
− e2uh2 (2.2.2)
4Rotational symmetry would also allow contributions to Aai proportional to δia or rˆ
irˆa, both of
which have opposite parity from the terms included in this ansatz. Including these terms does not
lead to any new solutions.
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with primes denoting derivatives with respect to r. Finiteness of the energy requires
that u(∞) = 0 and h(∞) = v, while requiring that the fields be nonsingular at the
origin implies that u(0) = 1 and h(0) = 0.
In general, these equations can only be solved numerically. There is a central core
region, of radius Rmon ∼ 1/ev, outside of which u and |h− v| decrease exponentially
with distance. The function appearing in Eq. (2.1.20) for the monopole mass is a
monotonic function of λ/e2 with limiting values f(0) = 1 and f(∞) = 1.787 [16]
It is instructive to gauge transform this solution from the hedgehog gauge into
a “string gauge” where the Higgs field direction is uniform. This can be done, for
example, by the gauge transformation
U = e−iφτ3/2eiθτ2/2eiφτ3/2 . (2.2.3)
(This gauge transformation is singular along the negative z-axis. Such a singularity
is an inevitable consequence of any transformation that changes the homotopy class
of the Higgs field at infinity.) In terms of the physical fields defined in Eq. (2.1.10),
this leads to
Ai = −ǫij3 rˆj
er
1
(1 + cos θ)
Wi =
u(r)
er
vi
ϕ = h(r) (2.2.4)
where the complex vectors
v1 = − i√
2
[
1− eiφ cosφ(1− cos θ)
]
v2 =
1√
2
[
1 + ieiφ sinφ(1− cos θ)
]
v3 =
i√
2
eiφ sin θ (2.2.5)
obey v∗j vj = 1.
The gauge transformation that connects the string and hedgehog gauges is not
uniquely determined. If we had multiplied the gauge transformation of Eq. (2.2.3) on
the left by eiατ3/2, the only effect would have been to multiply Wj by a phase factor
e−iα. This freedom to rotate by an arbitrary phase while staying within the string
gauge is a reflection of the unbroken U(1) symmetry.
The Aj that appears in Eq. (2.2.4) is just the Dirac magnetic monopole potential
and yields a Coulomb magnetic field corresponding to a point magnetic monopole.
Usually such a field would imply a Coulomb energy that diverged near the location
of the monopole. This divergence is avoided because the charged massive vector field
gives rise to a magnetic moment density
µij = −ie(W ∗i Wj −W ∗jWi) (2.2.6)
that orients itself relative to the magnetic field in such a way as to cancel the diver-
gence in the Coulomb energy.
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2.3 Zero modes and time-dependent solutions
The unit monopole described in the previous section should be viewed as just one
member of a four-parameter family of solutions. Three of these parameters corre-
spond to spatial translation of the monopole and are most naturally chosen to be the
coordinates z of the monopole center. The fourth parameter is the U(1) phase noted
in the discussion below Eq. (2.2.5). Infinitesimal variation of these parameters gives
field variations δAi and δΦ that leave the energy unchanged and preserve the field
equations. Hence, they correspond to zero-frequency modes of fluctuation (or simply
“zero modes”) about the monopole.
In addition to these four modes, there are an infinite number of zero modes corre-
sponding to localized gauge transformations of the monopole. However, these are less
interesting because the new solutions obtained from them are physically equivalent
to the original solution. These zero modes are eliminated once a gauge condition is
imposed.
One might wonder why we should want to retain the mode associated with the
U(1) phase, since it is also a gauge mode. If we were only concerned with static
solutions, then we could indeed ignore this mode. The distinction between this global
gauge mode and the local gauge modes only becomes important when we consider
time-dependent excitations of these modes. As we will describe below, excitation of
the global gauge mode leads to solutions with nonzero electric charge. By contrast,
the solutions obtained by time-dependent excitations of the local gauge modes are
still physically equivalent to the original solution.5
We begin by considering time-dependent excitations of the translational zero
modes. These should yield solutions of the field equations with nonvanishing linear
momentum. At first thought, one might expect to obtain a time-dependent solution
by simply making the substitution r→ r − vt in the static solution. This is almost,
but not quite, right. First, the Lorentz contraction of the monopole modifies the field
profile. However, since this is an effect of order v2, we can ignore it for sufficiently
low velocities. Second, we must ensure that the Gauss’s law constraint
0 = DjF
j0 − ie[Φ, D0Φ] (2.3.1)
is obeyed. For most choices of gauge, this implies a nonzero A0.
6
Even without solving for A0, we can still calculate the kinetic energy associated
with this linear motion of the monopole. The time-dependence of Ak and of Φ comes
5The distinction between the two types of gauge modes is also seen in the corresponding Noether
charges. The conserved quantity corresponding to the global phase invariance is the electric charge.
The conservation laws associated with the local gauge symmetries are simply equivalent to the
Gauss’s law constraint at each point in space, and yield no additional conserved quantities.
6Neither the hedgehog gauge nor the string gauge is well-suited for dealing with moving
monopoles. In the former the configurations develop gauge singularities once the zero of the Higgs
field moves away from the origin, while in the latter the position of the Dirac string must be allowed
to move. There are other gauges (e.g., axial gauge) that avoid these difficulties [17]; since this issue
is peripheral to our main focus, we will not pursue it further.
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solely from the factors of vt in the solution. Hence,
F0i = ∂0Ai −DiA0
= −vk∂kAi −DiA0
= −vkFki −Di(vkAk + A0) (2.3.2)
D0Φ = ∂0Φ + ie[A0,Φ]
= −vk∂kΦ + ie[A0,Φ]
= −vkDkΦ+ ie[(A0 + vkAk),Φ] . (2.3.3)
The kinetic energy can then be written as
∆E =
∫
d3xTr
{
F 20i + (D0Φ)
2
}
=
∫
d3xTr
{
(vkFki)
2 + (vkDkΦ)
2
}
+
∫
d3xTr
{
(A0 + v
jAj)
[
Di(F0i − vkFki) + ie[Φ, (D0Φ− vkDkΦ)]
]}
.
(2.3.4)
The second factor in the last integral vanishes as a result of Gauss’s law and the field
equations obeyed by the static solution. Using the rotational invariance of the static
solution, we can rewrite the remaining terms to obtain
∆E = v2
∫
d3xTr
[
2
3
B2i +
1
3
(DiΦ)
2
]
. (2.3.5)
The fact that the static solution must be a stationary point of the energy under
rescalings of the form x→ ρx, Ai → ρ−1Ai implies a virial theorem
0 =
∫
d3x
[
TrB2i − Tr (DiΦ)2 − 3V (Φ)
]
. (2.3.6)
Multiplying this by v2/6, subtracting the result from the previous equation, and then
recalling Eq. (2.1.19) for the mass, we find that the translational kinetic energy is
∆E =
1
2
Mv2 , (2.3.7)
in perfect accord with non-relativistic expectations.
2.4 Dyons
Let us now consider time-dependent excitations of the zero mode that rotates the
phase of the charged vector meson fields. Just as excitation of the translational zero
modes leads to solutions with nonzero values of the linear momentum, the conserved
quantity corresponding to translational symmetry, excitation of this U(1)-phase zero
mode produces a nonzero value for the corresponding Noether charge. The physical
significance of this lies in the fact that the Noether charge of a gauged symmetry
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is (up to a factor of the gauge coupling) also the source of the gauge field. In the
case at hand, the Noether charge is the electric charge of the unbroken U(1), and the
solutions produced by excitation of this zero mode are dyons, objects carrying both
electric and magnetic charge.
At least to start, it is easiest to work in the string gauge. In terms of the field
variables defined in Eq. (2.1.10), the electric charge is
QE = −ie
∫
d3x
[
W j∗(D0Wj −DjW0)−W j(D0W ∗j −DjW ∗0 )
]
(2.4.1)
where the U(1) covariant derivative DµWν = (∂µ − ieAµ)Wν .
To construct dyon solutions, we begin with a static solution in the string gauge and
multiply theW -field by a uniformly varying U(1) phase factor eiωt. The U(1) Gauss’s
law requires a nonzero A0 [which itself contributes to QE through the covariant
derivative in Eq. (2.4.1)]. It also guarantees that the asymptotic U(1) electric field
F0j = ∂0Aj − ∂jA0 satisfies
QE =
∫
d2SiF0i =
∫
d2Siφˆ
aEai (2.4.2)
where the integrals are over a sphere at spatial infinity. Plugging the resulting A0
back into the other field equations yields corrections to the field profiles that are
proportional to ω2. These are analogous to the O(v2) corrections due to Lorentz con-
traction that were noted in the previous section, and can be neglected for sufficiently
small QE .
To be more explicit, we start with the string-gauge form of the spherically symmet-
ric solution, given in Eq. (2.2.4), and assume a spherically symmetric A0(r). Gauss’s
law, Eq. (2.3.1), reduces to
0 = A′′0 +
2
r
A′0 −
2u2
r2
(
A0 − ω
e
)
. (2.4.3)
Recalling that u(0) = 1, we see that we must require A0(0) = ω/e in order to avoid
a singularity at the origin. We also require7 A0(∞) = 0. With these boundary
conditions imposed, A0(r), and hence QE , are proportional to ω.
This time-dependent solution can be transformed into a static solution by a U(1)
gauge transformation of the form
Wi → W˜i = eiΛWi
Aµ → A˜µ = Aµ + 1
e
∂µΛ (2.4.4)
with Λ = −ωt. This shifts the scalar potential by a constant, so that A˜0(0) = 0
and A˜0(∞) = −ω/e. In this static form it is easy to transform the solution into the
manifestly nonsingular hedgehog gauge, with Aai and Φ
a as in Eq. (2.2.1) and
Aa0 = rˆ
aj(r) (2.4.5)
7It is not necessary to require that A0(∞) vanish. However, after following through steps anal-
ogous to those shown below, one finds that starting with a nonzero A0(∞) is equivalent to starting
with A0(∞) = 0 and a different value for ω.
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with j(r) = A˜0(r). After this modification to the spherically symmetric ansatz, the
static field equations become [10]
0 = h′′ +
2
r
h′ − 2u
2h
r2
+ λ(v2 − h2)h (2.4.6)
0 = u′′ − u(u
2 − 1)
r2
− e2u(h2 − j2) (2.4.7)
0 = j′′ +
2
r
j′ − 2u
2j
r2
. (2.4.8)
The first of these equations is the same as in the purely magnetic case, while the
second differs only by the addition of the O(Q2E) term 2e
2uj2, in accord with the
remarks above. The last is equivalent to Eq. (2.4.3)
In this static form, which was the approach used by Julia and Zee [10] in their
original discussion of the dyon solution, the electric charge does not directly appear
as a consequence of a rotating phase. Instead, the spectrum of electric charges corre-
sponds to the existence of a one-parameter family of solutions to Eqs. (2.4.6) - (2.4.8)
characterized by j(∞) = −ω/e. From the large distance behavior of the second of
these equations, we see that the existence of a solution requires that |j(∞)| < h(∞),
and hence that |ω| < ev.
To obtain a relation between QE and ω, we return to Eq. (2.4.1). Substituting
our ansatz into the right-hand side of that equation, and recalling that W0 = 0, we
obtain
QE =
8πω
e
∫
dr u(r)2
[
j(r)
j(∞)
]
≡ Iω . (2.4.9)
The integral can be estimated by noting that u(r) falls exponentially outside a region
of radius ∼ 1/ev, implying that
I =
4πk
e2v
(2.4.10)
with k of order unity. For |QE| ≪ QM the the field profiles are, apart from an overall
rescaling, only weakly dependent on the charge, and so I is essentially independent
of ω. However, as |ω| approaches its limiting value ev, the profiles are deformed so
that I grows without bound. As a result, the upper bound on |ω| does not imply an
upper bound on |QE|.
As a consistency check, let us verify that the electric charge given in Eq. (2.4.1)
agrees with that obtained from the asymptotic behavior of the electric field, whose
radial component is equal to −j′(r). Integrating Eq. (2.4.8) leads to
− j′(r) = − 2
r2
∫ r
0
ds u(s)2j(s) . (2.4.11)
For large r, where the integrand is exponentially small, we introduce a negligible error
by replacing the upper limit of the integral by infinity. Together with Eq. (2.4.9),
this gives
− j′(r) = QE
4πr2
, (2.4.12)
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as required.
Finally, let us calculate the correction to the mass associated with the electric
charge. To lowest order,
∆E =
∫
d3xTrF 20i
=
∫
d3x [−∂i(TrA0F0i) + TrA0DiF0i]
= −1
2
j0(∞)QE = ω
2e
QE . (2.4.13)
(We have used the equations of motion and the fact that D0Φ = 0 to eliminate the
final term in the integrand on the second line.) Recalling Eqs. (2.1.19) and (2.4.13),
we then obtain
∆E =
Q2E
2eI
=
(
e
4π
)2 Q2EM
2kf
∼ Q
2
E
2Q2M
M . (2.4.14)
2.5 The moduli space and its metric
The results of the previous two sections can be reformulated by introducing the
concept of a moduli space. While the advantage for these relatively simple examples
may seem slight, this formalism will be of considerable utility when we turn to less
trivial cases.
To motivate this, let us first consider a purely bosonic non-gauge theory whose
fields, which we assume to all be massive, are combined into a single multicomponent
field ψ(x, t). Let us suppose that there is a family of degenerate static solutions,
parameterized by n collective coordinates zr, that we denote by ψ
cl(x; z). These
static solutions may be viewed as forming a manifold, known as the moduli space,
with the zr being coordinates on the manifold. This manifold is itself a subspace of
the full space of field configurations.
An arbitrary field configuration can be decomposed as
ψ(x, t) = ψcl(x; z(t)) + δψ(x; z(t), t) (2.5.1)
with δψ required to be orthogonal to motion on the moduli space, in the sense that
at any time t
0 =
∫
d3x
∂ψcl
∂zr
δψ (2.5.2)
for all r. Thus, δψ measures how far the configuration is from the moduli space.
Stated differently, if ψ is expanded in terms of normal modes of oscillation about
ψcl(x; z(t)), only the modes with nonzero frequency contribute to δψ; the zero-mode
contribution is included by allowing the zr to be time-dependent.
If the kinetic energy is of the standard form, with L = (1/2)ψ˙2+ · · ·, then substi-
tution of Eq. (2.5.1) into the Lagrangian leads to
L = −Estatic + 1
2
grs(z)z˙r z˙s + Lquad + · · · (2.5.3)
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where Estatic is the energy of the static solutions, Lquad is quadratic in δψ and the
ellipsis denotes terms that are cubic or higher in δψ. The coefficients grs(z) are given
by
grs(z) =
∫
d3x
∂ψcl
∂zr
∂ψcl
∂zs
(2.5.4)
and may be viewed as defining a metric on the moduli space.
Now assume that the collective coordinates are slowly varying and that the energy
is small compared to the lowest nonzero normal frequency. The deformations of the
solution corresponding to excitation of the modes with nonzero frequency are then
negligible, and the field configuration will never wander far from the moduli space. A
good approximation to the dynamics is then given by the moduli space Lagrangian
[18]
LMS =
1
2
grs(z) z˙rz˙s . (2.5.5)
In this approximation, the time dependence of the field comes only through the
collective coordinates; i.e.,
ψ(x, t) = ψcl(x; z(t)) (2.5.6)
with z(t) being a solution of the Euler-Lagrange equations that follow from LMS. If
grs(z) is viewed as a metric, these equations require that z(t) be a geodesic motion
on the moduli space.
We now turn to the SU(2) gauge theory in which we are actually interested. It
will be convenient to adopt a Euclidean four-dimensional notation in which Aj and
Φ are combined into a single field Aa, with a running from 1 to 4. In this notation
Da and Fab have their usual meanings if a and b are 1, 2, or 3, while
D4Aa = −ie[Φ, Aa]
Fa4 = −F4a = DaΦ . (2.5.7)
Note that Aa does not include A0; in this notation zero subscripts on fields and
derivatives will always be explicitly displayed.
This theory differs from the above example in two significant aspects. First,
because there are massless fields in the theory, the spectrum of normal frequencies
extends down to zero. Hence, there is no range of energies that is small compared
to all of these frequencies, and so one might wonder whether this invalidates the
moduli space approximation. We will postpone a detailed discussion of this point
until Sec. 5.5. We will see there that the presence of massless fields does not have
a significant effect on the approximation for the monopoles in the SU(2) theory,
although it does have consequences in some other theories.
The second difference is that the fact that we are dealing with a gauge theory
means that there is an infinite-dimensional family of static solutions. From these,
we pick out a finite-dimensional set of gauge-inequivalent configurations Acla (x; z).
The specific choice that is made here is essentially a specification of gauge, and
21
therefore cannot affect any physical results. Now let us introduce a time-dependence
by allowing the zr to be slowly varying. As we saw in Secs. 2.3 and 2.4, Gauss’s law,
0 = DaF
a0 = Da
[
DaA0 − z˙r ∂(A
cl)a
∂zr
]
, (2.5.8)
then requires a nonzero A0.
From the form of this equation, it is clear that A0 is proportional to the collective
coordinate velocities, and so can be written in the form
A0 = z˙rǫr . (2.5.9)
Hence,
F a0 = −z˙r δrAa (2.5.10)
where
δrA
a =
∂(Acl)a
∂zr
−Daǫr . (2.5.11)
The second term in δrA
a has the same form as an infinitesimal gauge transformation.
This suggests a second approach to the motion on the moduli space, in which we
work in the temporal gauge, A0 = 0. Because of the Gauss’s law constraint, the
time evolution of the fields can no longer be restricted to the family of configurations
Acla (x; z) with which we started. Instead, the fields must also move “vertically” along
some purely gauge directions, with the specific choice of gauge function being dictated
by Eq. (2.5.8).
Whichever approach one takes, δrA
a has two important properties:
1) It is a zero mode of the linearized static field equations. This follows imme-
diately from the fact that zr is a collective coordinate if ǫr vanishes. Since a time-
independent gauge transformation preserves the static equations, δrA
a must still be
a zero mode even if ǫr 6= 0.
2) It obeys the “background gauge” condition
DaδrA
a = 0 (2.5.12)
as a result of Eq. (2.5.8).
The moduli space Lagrangian can be obtained by substituting Eq. (2.5.10) into
the Lagrangian of Eq. (2.1.2). The resulting metric is
grs = 2
∫
d3xTr δrA
aδsA
a (2.5.13)
Let us now specialize to the case of a single SU(2) monopole. Not counting local
gauge modes, there are four zero modes [19], and thus a four-dimensional moduli
space whose coordinates can be chosen to be the location R of the monopole center
and a U(1) phase α. From the discussion in Secs. 2.3 and 2.4 we find that
grs(z) z˙r z˙s =MR˙
2 +
I
e
α˙2 . (2.5.14)
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where M is the mass of the monopole and I is defined by Eq. (2.4.9). The factor of
e enters the second term on the right hand side because I was defined with reference
to the electric charge QE , whereas the canonical momentum conjugate to α (i.e., the
Noether charge),
Pα =
Iα˙
e
=
QE
e
, (2.5.15)
differs from QE by a factor of the gauge coupling.
The metric in Eq. (2.5.14) is manifestly flat. Because α is a periodic variable, the
moduli space is a cylinder, R3 × S1. The geodesic motions are straight lines with
constant v = R˙ and ω = α˙, and correspond to dyons moving with constant velocity.
The special cases ω = 0 and v = 0 give the moving monopole of Sec. 2.3 and the
stationary dyon of Sec. 2.4, respectively.
2.6 Quantization
The relevance of these classical solutions for the quantum theory is most easily un-
derstood in the weak coupling limit. For small e the radius of the monopole core,
Rmon ∼ 1/ev, is much greater than the monopole Compton wavelength, 1/Mmon ∼
e/v. Consequently, the quantum fluctuations in the monopole position can be small
enough relative to the size of the monopole for the classical field profile to be physi-
cally meaningful.
In this weak coupling limit the quantum corrections to the monopole mass can be
calculated perturbatively. The calculation follows the standard method for quantizing
fields in the presence of a soliton [20, 21, 22, 23, 24, 25, 26, 27, 28, 29]. For a theory
with only bosonic fields, one decomposes the fields as in Eq. (2.5.1) and takes the zr
and δψ(x) as the dynamical variables to be quantized, thus leading to the expression
for the Lagrangian given in Eq. (2.5.3). The first term on the right-hand side of
Eq. (2.5.3) is a number, the classical energy of the soliton. The next two terms can
be taken as the unperturbed Lagrangian; note that to lowest order the zr and δψ
do not mix, and so these two terms can be treated separately. Finally, the terms
represented by the ellipsis can be treated as perturbations.
If δψ is expanded in terms of normal modes about the soliton, the quadratic term
Lquad is diagonalized and becomes a sum (or, more precisely, an integral) of simple
harmonic oscillator Lagrangians. The contribution to the soliton mass from the zero-
point energies of these oscillators might seem to be divergent. However, one must
subtract from this the zero-point oscillator contributions to the vacuum energy. The
difference between the two — i.e., the shift in the zero-point energies induced by the
presence of the soliton — is finite and, for weak coupling, suppressed relative to the
classical energy.
For the specific case of the monopole, the classical energy is, as we have seen, of
order v/e = mW/e
2. The contribution from the shift of the zero point energies is of
order mW . Because the metric is flat, the quantization of the collective coordinates
is particularly simple. The position variables range over all of space, and so their
conjugate momenta P take on all real values. The phase angle α has period 2π,
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implying that Pα is quantized in integer units and that the electric charge is of the
form QE = ne.
The monopole energy can thus be written as
E = Mcl + (∆M)zero−point +
P2
2Mcl
+
eQ2E
2I
+ · · ·
= mW
[
O(1/e2) +O(1) +O(v2/e2) +O(n2e2) + · · ·
]
. (2.6.1)
The terms represented here by the ellipsis are due to the perturbations, and contain
additional powers of e2. They include terms that are quartic in the momenta, and so
cannot be neglected if either v or QE is too large. This last condition can be made
more precise by requiring that the terms quadratic in the momenta be at most of
order unity, which implies v2 <∼ e2 and n <∼ 1/e.
Now imagine that the theory is extended to include additional fields, with the
couplings of these being such that the previous monopole solution, with all of the
new fields vanishing identically, remains a solution of the classical field equations.
If the new fields are bosonic, the analysis is unchanged except for the addition of
new eigenmodes. The same is true for the nonzero-frequency modes of any fermion
fields, apart from the usual restriction that the occupation numbers must be 0 or 1.
However, the spectrum of a fermion field in the presence of a monopole typically also
contains a number of discrete zero modes [30]. Because the energy of the system is
independent of whether these modes are occupied or not, it is not useful to interpret an
occupation number of 0 or 1 as corresponding to the absence or presence of a particle.
Instead, a set of N fermion zero modes should be viewed as giving rise to multiplets
containing 2N degenerate states that all have equivalent status. In particular, the
monopole ground state becomes a degenerate set of states with varying values for the
spin angular momentum.
24
Chapter 3
BPS Monopoles and Dyons
For the remainder of this review we will concentrate on monopoles and dyons in the
BPS limit [7, 8], which we introduce in this chapter. As we describe in Sec. 3.1, this
limit was originally invented as a trick for obtaining an analytic expression for the one-
monopole solution to Eqs. (2.2.2). It was soon realized [8, 31] that the solutions thus
obtained saturate an energy bound and satisfy a generalized self-duality equation,
as we explain in Sec. 3.2. These insights led to the discovery that the BPS limit
gives rise to a rich array of classical multimonopole and multidyon solutions with
very interesting properties. Further, it turns out that the special features of this
limit can be naturally explained in terms of supersymmetry. This connection, which
is described in Sec. 3.3, allows these features to be seen as properties, not simply
of the classical field equations, but also of the underlying quantum field theory. In
particular, one is naturally led to conjecture a duality symmetry of the theory, as was
first done by Montonen and Olive [9]; we discuss this in Sec. 3.4.
3.1 BPS as a limit of couplings
We begin by recalling Eqs. (2.2.2) for the coefficient functions entering the spherically
symmetric monopole ansatz of Eq. (2.2.1). These equations depend on the three
parameters e, λ, and v. Two of these parameters can be eliminated by rescaling h
and r, but the combination λ/e2 still remains.
In general, these equations cannot be solved analytically. However, one might
hope to be able to proceed further for special values of λ/e2. In particular, Prasad
and Sommerfield [7] proposed considering the limit λ/e2 → 0. More precisely, they
took the limit µ2 → 0, λ → 0, but with v2 = µ2/λ held fixed so as to maintain
the boundary condition on h(∞). The last term in the first of Eqs. (2.2.2) then
disappears, and by trial and error one can find the solution
u(r) =
evr
sinh(evr)
h(r) = v coth(evr)− 1
er
. (3.1.1)
Notice that h(r) only falls as 1/r at large distance, in contrast with its usual expo-
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nential decrease. This is a consequence of the fact that mH =
√
2µ vanishes in this
“BPS limit”. Because the Higgs field is now massless, it mediates a long-range force,
a fact that turns out to be of considerable significance.
These results can be easily extended to the case of nonzero electric charge. The
dyon Eqs. (2.4.6) - (2.4.8) are solved by
u(r) =
ev˜r
sinh(ev˜r)
h(r) =
√
Q2M +Q
2
E
QM
[
v˜ coth(ev˜r)− 1
er
]
j(r) = −QE
QM
[
v˜ coth(ev˜r)− 1
er
]
(3.1.2)
where
v˜ = v
QM√
Q2M +Q
2
E
(3.1.3)
3.2 Energy bounds and the BPS limit
Further special properties associated with this limit were pointed out by Bogomolny
and by Coleman et al. [8, 31]. Although the argument was first formulated in terms
of the SU(2) theory, it immediately generalizes to any gauge group, provided that
the Higgs field is in the adjoint representation. As in the SU(2) case, we take all
parameters in the Higgs potential to zero, but keep appropriate ratios fixed so that
the Higgs vacuum expectation value is unchanged.
With the Higgs potential omitted, and Aµ and Φ written as elements of the Lie
algebra, the energy is
E =
∫
d3x
[
TrE2i + Tr (D0Φ)
2 + TrB2i + Tr (DiΦ)
2
]
=
∫
d3x
[
Tr (Bi ∓ cosαDiΦ)2 + Tr (Ei ∓ sinαDiΦ)2 + Tr (D0Φ)2
]
±2
∫
d3x [cosαTr (BiDiΦ) + sinαTr (EiDiΦ)] (3.2.1)
where α is arbitrary. If we integrate by parts in the last integral and use the Bianchi
identity DiBi = 0 and Gauss’s law, Eq. (2.3.1), we obtain
E =
∫
d3x
[
Tr (Bi ∓ cosαDiΦ)2 + Tr (Ei ∓ sinαDiΦ)2 + Tr (D0Φ)2
]
± cosαQM ± sinαQE
≥ ± cosαQM ± sinαQE (3.2.2)
where
QM = 2
∫
d2SiTr (ΦBi)
QE = 2
∫
d2SiTr (ΦEi) . (3.2.3)
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with the integrations being over the sphere at spatial infinity. For the case of
SU(2), these quantities are related to the magnetic and electric charges defined in
Eqs. (2.1.17) and (2.4.2) by QM = vQM and QE = vQE .
The inequality (3.2.2) holds for any choice of signs and of α. The most stringent
inequality,
E ≥
√
Q2M +Q2E (3.2.4)
is obtained by setting α = tan−1(QE/QM) and choosing the upper or lower signs
according to whether QM is positive or negative; without loss of generality, we can
take QM > 0. This lower bound is achieved by configurations obeying the first-order
equations
Bi = cosαDiΦ
Ei = sinαDiΦ
D0Φ = 0 . (3.2.5)
Configurations that minimize the energy for fixed values of QM and QE are solu-
tions of the full set of second-order field equations, provided that they also obey the
Gauss’s law constraint. Using the Bianchi identity, together with the fact that Ei
is proportional to Bi, one readily verifies that this latter condition is satisfied here.
Hence, solutions of the first-order Eqs. (3.2.5) are indeed classical solutions of the
theory.1 They are referred to as BPS solutions, and their energy is given by the BPS
mass formula
M =
√
Q2M +Q2E . (3.2.6)
We will be particularly concerned with the case QE = 0, and hence with static
configurations with A0 = 0 that satisfy the Bogomolny equation
Bi = DiΦ . (3.2.7)
This equation is closely related to the self-duality equations satisfied by the instanton
solutions [33] of four-dimensional Euclidean Yang-Mills theory. The latter equations
can be reduced to Eq. (3.2.7) by taking the fields to be independent of x4 and writing
A4 = Φ. Because of this analogy, solutions of Eq. (3.2.7) are often referred to as
being self-dual.
We have thus found that going to the BPS limit leads to two striking results. First,
we have found a set of first-order field equations whose solutions actually satisfy the
full set of second-order field equations of the theory. Second, the energy of these
classical solutions is simply related to their electric and magnetic charges. Analogous
properties are actually found in a number of other settings, including Yang-Mills
instantons [33], Ginzburg-Landau vortices at the Type I-Type II boundary [34], and
certain Chern-Simons vortices [35, 36]. These examples all have in common the fact
that they can be simply extended to incorporate supersymmetry, an aspect that we
turn to next.
1There are also solutions of the second-order field equations that are not solutions of these first-
order equations [32]. However, these correspond to saddle points of the energy functional, and are
therefore not stable.
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3.3 The supersymmetry connection
The approach to the BPS limit described above is somewhat artificial and unsatisfac-
tory. One introduces a potential to induce a nonzero Higgs field vacuum expectation
value, but then works in a delicately tuned limit in which the potential vanishes.
Aside from the conceptual difficulties at the classical level, it is hard to see how this
limit would survive quantum corrections.
These difficulties can be overcome by enlarging the theory. To start, consider the
bosonic Lagrangian
L = −1
2
TrF 2µν +
k∑
P=1
Tr (DµΦP )
2 +
e2
2
k∑
P,Q=1
Tr [ΦP ,ΦQ]
2 (3.3.1)
where ΦP (P = 1, . . . , k) are a set of Hermitian adjoint representation scalar fields.
The scalar potential vanishes whenever the ΦP all commute, leading to a large number
of degenerate vacua. In particular, let us choose a vacuum with Φ1 6= 0 and ΦP = 0
for all P ≥ 2 and seek soliton solutions with corresponding boundary conditions.2
If we impose the constraint that ΦP (x) vanish identically for P ≥ 2, then the field
equations reduce to those of the BPS limit described in the previous subsections.
The form of the potential in Eq. (3.3.1) is not in general preserved by quantum
corrections. However, for k = 2 (k = 6), Eq. (3.3.1) is precisely the bosonic part of
the Lagrangian for a SYM theory with N = 2 (N = 4) extended supersymmetry [37].
Adding the fermionic terms required to complete the supersymmetric Lagrangian will
not affect the field equations determining the classical solutions, but will ensure, via
the nonrenormalization theorems, that quantum corrections do not change the form
of the potential.
The BPS self-duality equations take on a deeper meaning in this context of ex-
tended supersymmetry. We illustrate this for the case of N = 4 supersymmetry.3 It
is convenient to write the six Hermitian spinless fields as three self-dual scalar and
three anti-self-dual pseudoscalar fields obeying
Grs = −Gsr = 1
2
ǫrstuGtu Hrs = −Hsr = −1
2
ǫrstuHtu (3.3.2)
(with r, s = 1, . . . , 4), while the fermion fields are written as four Majorana fields χr.
The Lagrangian
L = Tr
{
−1
2
F 2µν +
1
4
DµG
2
rs +
1
4
DµH
2
rs
+
e2
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[Grs, Gtu]
2 +
e2
32
[Hrs, Htu]
2 +
e2
16
[Grs, Htu]
2
2In the SU(2) theory, any symmetry-breaking vacuum can be brought into this form by an SO(k)
transformation of the scalar fields. For gauge groups of higher rank there are more possibilities, to
which we will return in Chap. 7.
3Our conventions in this section generally follow those of Sohnius [38], although our γ5 differs by
a factor of i.
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+iχ¯rγ
µDµχr + ieχ¯r[χs, Grs] + eχ¯rγ
5[χs, Hrs]
}
(3.3.3)
is invariant under the supersymmetry transformations
δAµ = iζ¯rγµχr
δGrs = ζ¯rχs − ζ¯sχr + ǫrstuζ¯tχu
δHrs = −iζ¯rγ5χs + iζ¯sγ5χr + iǫrstuζ¯tγ5χu
δχr = − i
2
σµνζrFµν + iγ
µDµ(Grs − iγ5Hrs)ζs
+
ie
2
[Grt + iγ
5Hrt, Gts − iγ5Hts]ζs (3.3.4)
where the ζr are four Majorana spinor parameters and σ
µν = (i/2)[γµ, γν ].
Now consider the effect of such a transformation on an arbitrary classical (and
hence purely bosonic) configuration. The variations of the bosonic fields are propor-
tional to the fermionic fields and so automatically vanish. The variations of the χr,
on the other hand, are in general nonzero. However, for certain choices of the ζr
there are special configurations for which the fermionic fields are also invariant, so
that part of the supersymmetry remains unbroken.
To illustrate this, let us suppose that G12 = G34 ≡ b and H12 = −H34 ≡ a are
the only nonzero spin-0 fields. Requiring that the δχr all vanish gives two pairs of
equations, one involving ζ1 and ζ2 and one involving ζ3 and ζ4. Using the identity
γ5σij = iǫijkσ0k ≡ 2iǫijkSk, we can write these as
0 = 2
{
S ·
[
(Bγ5 − iE)δrs +D(b+ iγ5a)γ0ǫrs
]
+iD0(b+ iγ
5a)γ0ǫrs − e [b, a]γ5δrs
}
ζs , r, s = 1, 2
0 = 2
{
S ·
[
(Bγ5 − iE)δrs +D(b− iγ5a)γ0ǫrs
]
x
+iD0(b− iγ5a)γ0ǫrs + e [b, a]γ5δrs
}
ζs , r, s = 3, 4 (3.3.5)
where ǫ12 = −ǫ21 = ǫ34 = −ǫ43 = 1. We will list three special solutions to these
equations:
1) Suppose that the four ζr are related by
ζ1 = −eiαγ5γ5γ0ζ2
ζ3 = −eiαγ5γ5γ0ζ4 . (3.3.6)
Equation (3.3.5) then requires
Bi = cosαDib
Ei = sinαDib
D0b = 0
Dµa = [b, a] = 0 . (3.3.7)
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Thus, the BPS solutions of Eq. (3.2.5), possibly supplemented by a constant field a
that commutes with all the other fields, are invariant under a two-parameter set of
transformations, and thus preserve half of the supersymmetry.
2) If we further restrict the ζr by requiring
ζ1 = −γ5γ0ζ2
ζ3 = ζ4 = 0 , (3.3.8)
then Eq. (3.3.5) requires
Bi = Dib
Ei = −Dia
D0b = ie [b, a]
D0a = 0 . (3.3.9)
In contrast with case 1, these equations do not guarantee that the fields satisfy Gauss’s
law,
DiEi = e
2 [b, [b, a]] , (3.3.10)
which must be imposed separately. However, any configuration that satisfies both
Gauss’s law and Eq. (3.3.9) is also a solution of the full set of field equation.
3) Alternatively, one can require that
ζ1 = ζ2 = 0
ζ3 = −γ5γ0ζ4 . (3.3.11)
This leads to
Bi = Dib
Ei = Dia
D0b = −ie [b, a]
D0a = 0 . (3.3.12)
As with case 2, Eq. (3.3.12) must be supplemented by the Gauss’s law constraint in
order to guarantee a solution of the field equations.
In both case 2 and case 3, there is only one independent ζr, and so only one
fourth of the N = 4 supersymmetry is preserved by the solution. We will return to
these 1/4-BPS solutions in Chap. 7. The case of N = 2 supersymmetry is obtained
by restricting the values of the indices r and s to 1 and 2. In this case, both solu-
tions 1 and 2 preserve half of the supersymmetry, while solution 3 breaks all of the
supersymmetry.
The significance of a configuration’s preserving a portion of the supersymmetry
can be illuminated by considering the supersymmetry algebra. Recall that the the
most general form of the algebra of the supercharges can be written as
{Qrα, Q¯sβ} = 2δrs(γµ)αβPµ + 2iδαβXrs − 2(γ5)αβYrs (3.3.13)
where Xrs = −Xsr and Yrs = −Ysr are central charges that commute with all of the
supercharges and with all of the generators of the Poincare´ algebra. These central
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charges can be calculated by writing the supercharge as the spatial integral of the time
component of the supercurrent Sµr . Performing a supersymmetry transformation on
S0s (x) gives {Qr, S0s (x)}. A spatial integral then gives {Qr, Qs}. The central charges
arise as surface terms that are nonvanishing in the presence of electric or magnetic
charges. Explicitly,
Xrs = 2
∫
d2SiTr [GrsEi +HrsBi]
Yrs = 2
∫
d2SiTr [GrsBi +HrsEi]. (3.3.14)
Multiplying Eq. (3.3.13) on the right by γ0βγ we obtain {Qr, Q¯sγ0}. Because this is
a positive definite matrix, its eigenvalues must all be positive, thus implying a lower
bound on the mass. This bound is most easily derived by multiplying this matrix by
its adjoint and then taking the trace to obtain
M2 ≥ 1
4
[XrsXrs + YrsYrs] . (3.3.15)
For the case of a single nonzero scalar field, this is equivalent to the BPS bound,
Eq. (3.2.4), that we obtained previously.
For a state to actually achieve this lower bound, it must be annihilated by a subset
of the supersymmetry generators. To see how this works, let ηr and η
′
r be a set of su-
persymmetry parameters that satisfy relations of the form of Eq. (3.3.6). Within the
subspace of states annihilated by the corresponding combinations of supersymmetry
transformations, the matrix elements of
F = η¯rγ
µPµη
′
r +Xrsη¯rζ
′
s + iYrsη¯rγ
5η′s (3.3.16)
must vanish for all choices of ηr and η
′
r. By considering in turn the cases η4 = η
′
4 = 0
and η2 = η
′
2 = 0, we find that within this subspace
0 = F = 2η¯2
(
γµPµ − sinαγ0X12 − cosαγ0Y12
)
η′2 (3.3.17)
and
0 = F = 2η¯4
(
γµPµ − sinαγ0X34 − cosαγ0Y34
)
η′4 . (3.3.18)
In order that these hold for all allowed choices of ηr and η
′
r, the spatial momentum
P must vanish and
P0 = M = sinαX12 + cosαY12 = sinαX34 + cosαY34 . (3.3.19)
Further, by considering the cases η2 = η
′
4 = 0 and η4 = η
′
2 = 0, one can show that all
of the other independent components of Xrs and Yrs must vanish. Combining the two
parts of Eq. (3.3.19), and recalling that Grs and Hrs are self-dual and anti-self-dual,
respectively, we obtain
M = 2 sinα
∫
d2SiTr (G12Ei) + 2 cosα
∫
d2SiTr (G12Bi) . (3.3.20)
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The integrals in this equation are, in fact, just the quantities QE and QM that were
defined in Eq. (3.2.3), with G12 playing the role of Φ. Recalling now the relation
between the electric and magnetic charges that follows from Eq. (3.3.7), we see that
the energy bound is indeed achieved by these BPS states.
Although this relation between the mass and the charges is the same as we found
in Sec. 3.2, the crucial difference is that we have now obtained it as an operator
expression, rather than by relying on the classical solutions. Indeed, the connection
between the BPS conditions and the central charges guarantees that there are no
corrections to Eq. (3.2.6). In the absence of central charges, massless supermulti-
plets are smaller than massive ones. The analogous result in the presence of central
charges is that states preserving half of the supersymmetry form supermultiplets that
are smaller than usual; with N -extended supersymmetry, a minimal supermultiplet
obeying Eq. (3.3.15) has 2N states, compared to 22N states otherwise. In the weak
coupling regime, where one would expect perturbation theory to be reliable, it would
not seem surprising if one-loop effects gave a small correction to Eq. (3.2.6). However,
this would imply an increase in the size of the supermultiplet, which would be quite
surprising. Hence, we conclude [39] that the BPS mass formula must be preserved
by perturbative quantum corrections.4
3.4 Montonen-Olive duality
Montonen and Olive [9] pointed out that the particle spectrum of the SU(2) theory
defined by Eq. (2.1.2) has an intriguing symmetry in the BPS limit. Table 1 shows
the masses and charges for the elementary bosons of the theory, together with those
of the monopole and antimonopole. If one simultaneously interchanges magnetic and
electric charge (QM ↔ QE) and weak and strong coupling (e↔ 4π/e), the entries for
the W -boson are exchanged with those for the monopole, but the overall spectrum of
masses and charges is unchanged. [This reflects the fact that the elementary particles
of the theory obey the BPS mass relation of Eq. (3.2.6).]
It is tempting to conjecture that this symmetry of the spectrum reflects a real
symmetry of the theory, one that generalizes the electric-magnetic duality symmetry
of Maxwell’s equations. Such a symmetry would interchange the W states corre-
sponding to quanta of an elementary field with the monopole states arising from a
classical soliton. This may seem strange, but it may well be that the apparent dis-
tinction between these two types of states is merely an artifact of weak coupling. In
other words, there could be a second formulation of the theory in which the monopole,
rather than the W , corresponds to an elementary field. For large e (and hence small
4π/e), this second formulation would be the more natural one, and the W would
be seen as a soliton state. This would be analogous to the equivalence between the
sine-Gordon and massive Thirring models [44], except that the two dual formulations
4It was first pointed out in Ref. [40] that the bosonic and fermionic corrections to the supersym-
metric monopole mass should cancel. However, there turn out to be a number of subtleties involved
in actually verifying that the BPS mass formula is preserved by quantum corrections. For recent
discussions of these, see Refs. [41, 42, 43].
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of the theory would both take the same form; i.e., the theory would be self-dual.
Mass QE QM
photon 0 0 0
φ 0 0 0
W± ev ±e 0
Monopole
4πv
e
0 ±4πv
e
Table 1: The particle masses and charges in the BPS limit of the SU(2)
theory.
In addition to the self-duality of the particle spectrum, further evidence for this
conjecture can be obtained by considering low-energy scattering. As we will see
in the next chapter, there is no net force between two static monopoles, because
the magnetic repulsion is exactly cancelled by an attractive force mediated by the
massless Higgs scalar. The counterpart of this in the elementary particle sector
can be investigated by calculating the zero-velocity limit of the amplitude for W -W
scattering. Two tree-level Feynman diagrams contribute in this limit — one with a
single photon exchanged, and one with a Higgs boson exchanged. Their contributions
cancel, and so there is no net force [9].
There is, however, one very obvious difficulty. TheW -bosons have spin 1, whereas
the quantum state built upon the spherically symmetric monopole solution must
have spin 0. (Had the solution not been spherically symmetric, there would have
been rotational zero modes whose excitation would have led to monopoles with spin.)
The resolution is found by recalling that the BPS limit is most naturally understood
in the context of extended supersymmetry. On the elementary particle side, the
additional fields of the supersymmetric Lagrangian clearly add new states. ForN = 2
supersymmetry, the massive W becomes part of a supermultiplet that also contains
a scalar and the four states of a Dirac spinor, all with the same mass and charge;
for N = 4, there are five massive scalars and eight fermionic states, corresponding to
two Dirac spinors.
New states also arise in the soliton sector, although by a more subtle mechanism.
Recall that the existence of a fermionic zero-mode about a soliton leads to two de-
generate states, one with the mode occupied and one with it unoccupied; with k such
modes there are 2k degenerate states. In the presence of a unit monopole (BPS or
not) an adjoint representation Dirac fermion has two zero modes. (We will prove this
statement for the BPS case in the next chapter, but note that these modes can be
obtained by acting on the bosonic BPS solution with the supersymmetry generators
that do not leave it invariant.) The N = 2 SYM theory has a single adjoint Dirac
field, and thus two zero modes giving rise to four degenerate states. These have
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helicities 0, 0, and ±1/2, and so the magnetically charged supermultiplet does not
match the electrically charged one. With N = 4 supersymmetry, on the other hand,
there are 16 states, and one can check that their spins exactly match those of the
electrically charged elementary particle supermultiplet [45]. Thus, the N = 4 theory
is a prime candidate for a self-dual theory.
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Chapter 4
Static multimonopole solutions
We now want to discuss BPS solutions with more structure than the unit SU(2)
monopole, including both solutions with higher magnetic charge in the SU(2) theory
and solutions in theories with larger gauge groups.
Within the context of SU(2), one might envision two classes of multiply-charged
solutions. The first would be multimonopole solutions comprising a number of com-
ponent unit monopoles. At first thought, one might expect that the mutual magnetic
repulsion would rule out any such solutions. However, this is not obviously the case
in the BPS limit, because the massless Higgs scalar carries a long-range attractive
force that can counterbalance the magnetic repulsion [46, 47, 48]. In fact, it turns
out that there are static solutions for any choice of monopole positions.
One might also envision localized higher charged solutions that were not multi-
monopole configurations and that would give rise, after quantization, to new species
of magnetically charged particles. This possibility is not realized, at least for BPS
solutions. While there are localized higher charge solutions, the parameter counting
arguments that we give in Sec. 4.2 show that these are all multimonopole solutions
in which the component unit monopoles happen to be coincident.
For larger gauge groups, there turn out to be not one, but several, distinct topo-
logical charges. Associated with each is a “fundamental monopole” [49] carrying a
single unit of that charge. These fundamental monopoles can be explicitly displayed
as embeddings of the unit SU(2) monopole. As with the SU(2) case, we find that
there are static multimonopole solutions, which may contain several different species
of fundamental monopoles. Also as before, there are no intrinsically new solutions
beyond these multimonopole configurations.
We begin our discussion in Sec. 4.1 by reviewing some properties of Lie algebras
and establishing our conventions for describing monopoles in larger gauge groups. The
fundamental monopoles are described in this section. Next, in Sec. 4.2, we use index
theory methods to count the number of zero modes about an arbitrary solution with
given topological charges. We find that an SU(2) solution with n units of magnetic
charge, or a solution in a larger group with topological charges corresponding to a set
of n fundamental monopoles, has exactly 4n zero modes.1 It is therefore described
1There are some complications if the unbroken gauge group contains a non-Abelian factor, as we
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by 4n collective coordinates and corresponds to a point on a 4n-dimensional moduli
space. These collective coordinates have a natural interpretation as the positions and
U(1) phases of the component monopoles.
While these methods determine the number of parameters that must enter a
solution with arbitrary charge, they do not actually show that any such solutions
exist. In Sec. 4.3 we present some general discussion of the problem of finding explicit
solutions. Then, in Sec. 4.4, we describe a method, due to Nahm [50, 51, 52, 53],
that establishes a correspondence between multimonopole solutions and solutions of a
nonlinear differential equation in one variable. Not only does this method yield some
multimonopole solutions more readily than a direct approach, but it also provides
insights in some cases where an explicit solution cannot be obtained. Some examples
of the use of this construction are described in Sec. 4.5.
4.1 Larger gauge groups
The topological considerations that give rise to monopole solutions in the SU(2)
theory can be generalized to the case of an arbitrary of gauge group G, with the Higgs
field Φ being in an arbitrary (and possibly reducible) representation.2 If the vacuum
expectation value of Φ breaks the gauge symmetry down to a subgroup H , then the
vacuum manifold of values of Φ that minimize the scalar field potential is isomorphic
to the quotient space G/H . Topologically nontrivial monopole configurations exist
if the second homotopy group of this space, Π2(G/H), is nonzero. This homotopy
group is most easily calculated by making use of the identity Π2(G/H) = Π1(H),
which holds if Π2(G) = 0 (as is the case for any semisimple G) and Π1(G) = 0 (which
can be ensured by taking G to be the covering group of the Lie algebra).
Because we are interested in BPS monopoles, our discussion in this review will
be restricted to the case where Φ transforms under the adjoint representation of the
gauge group.
4.1.1 Lie algebras
Let us first recall some results concerning Lie groups and algebras. Let G be a simple
Lie group of rank r. A maximal set of mutually commuting generators is given by
the r generators Hi that span the Cartan subalgebra; it is often convenient to choose
these to be orthogonal in the sense that
Tr (HiHj) =
1
2
δij . (4.1.1)
(This normalization agrees with the conventions we have used in the preceding chap-
ters.) The remaining generators can be taken to a set of ladder operators Eα that are
generalizations of the raising and lowering operators of SU(2). These are associated
will explain in Chap. 6.
2For a detailed discussion, see Ref. [54].
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with roots α that are r-component objects defined by the commutation relations
[H, Eα] = αEα (4.1.2)
of the ladder operators with the Hi. These roots may be viewed as vectors forming a
lattice in an r-dimensional Euclidean space. We will also make use of the dual roots,
defined by
α∗ ≡ α/α2 . (4.1.3)
Any root can be used to define an SU(2) subgroup with generators
t1(α) =
1√
2α2
(Eα + E−α)
t2(α) = − i√
2α2
(Eα− E−α)
t3(α) =
1
2α2
α ·H . (4.1.4)
The remaining generators of G fall into irreducible representations of this SU(2). The
requirement that they correspond to integer or half-integer values of t3 implies that
any pair of roots α and β must satisfy
α · β
α2
= α∗ · β = n
2
(4.1.5)
for some integer n. Further, if β2 ≥ α2, then β2/α2 ≡ k must equal 1, 2, or 3, and
|n| ≤ k. It follows that at most two different root lengths can occur for a given Lie
algebra.
One can choose a basis for the root lattice that consists of r roots βa, known as
simple roots, that have the property that all other roots are linear combinations of
these with integer coefficients all of the same sign; roots are termed positive or nega-
tive according to this sign. The inner products between the simple roots characterize
the Lie algebra and are encoded in the Dynkin diagram. This diagram consists of r
vertices, one for each simple root, with vertices a and b joined by
mab =
4(βa · βb)2
β2aβ
2
b
(4.1.6)
lines. The Dynkin diagrams for the simple Lie algebras are shown in Fig. 4.1.
The choice of the simple roots is not unique (although the mab are). However, it
is always possible to require that the βa all have positive inner products with any
given vector. If these inner products are all nonzero, then this condition picks out a
unique set of simple roots.
4.1.2 Symmetry breaking and magnetic charges
By an appropriate choice of basis, any element of the Lie algebra — in particular the
Higgs vacuum expectation value Φ0 — can be taken to lie in the Cartan subalgebra.
We can use this fact to characterize the Higgs vacuum by a vector h defined by
Φ0 = h ·H . (4.1.7)
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SO(2N)
E8
6E
7E
G F2 4
SU(N+1)
SO(2N+1)
Sp(2N)
Figure 4.1: Dynkin diagrams for all simple Lie algebras. SU(N), SO(2N),
and Ek are simply laced, meaning that all roots have the same length. For the
remaining groups, the arrow points toward the long root(s).
The generators of the unbroken subgroup are those generators of G that commute
with Φ0. These are all the generators of the Cartan subalgebra, together with the
ladder operators corresponding to roots orthogonal to h. There are two cases to be
distinguished. If none of the α are orthogonal to h, the unbroken subgroup is the
U(1)r generated by the Cartan subalgebra. If instead there are some roots γ with
γ · h = 0, then these form the root diagram for some semisimple group K of rank r′,
and the unbroken subgroup is K × U(1)r−r′.
For the time being we will concentrate on the former case, which we will term
maximal symmetry breaking (MSB), leaving consideration of the case with a non-
Abelian unbroken symmetry to Chap. 6. Because Π2(G/H) = Π1[U(1)
r] = Zr, the
single integer topological charge of the SU(2) case is replaced by an r-tuple of integer
charges.
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To define these charges, we must examine the asymptotic form of the magnetic
field. At large distances Bi must commute with the Higgs field. Hence, if in some
direction Φ is asymptotically of the form of Eq. (4.1.7), we can choose Bi to also lie
in the Cartan subalgebra, and can characterize the magnetic charges by a vector g
defined by
Bk =
rˆk
4πr2
g ·H . (4.1.8)
The generalization of the SU(2) topological charge quantization is the requirement
that
eieg·H = I (4.1.9)
for all representations of G [57, 58]. This is equivalent to requiring that g be a linear
combination
g =
4π
e
k∑
a=1
naβ
∗
a (4.1.10)
of the duals of the simple roots. The integers na are the desired topological charges.
We noted above that there are many possible ways to choose the simple roots.
Each leads to a different set of na, with the various choices being linear combinations
of each other. A particularly natural set is specified by requiring that the simple
roots all satisfy
βa · h > 0 . (4.1.11)
Associated with this set are r fundamental monopole solutions, each of which is a
self-dual BPS solution carrying one unit of a single topological charge. Thus, the ath
fundamental monopole has topological charges
nb = δab (4.1.12)
and, by the BPS mass formula of Eq. (3.2.6), has mass
ma =
4π
e
h · β∗a . (4.1.13)
This fundamental monopole can be obtained explicitly by embedding the unit
SU(2) solution in the subgroup defined by βa via Eq. (4.1.5). If A
(s)
i (r; v) and
Φ
(s)
i (r; v) (s = 1, 2, 3) are the gauge and scalar fields of the SU(2) monopole with
Higgs expectation value v, then the ath fundamental monopole solution is
Ai =
3∑
s=1
A
(s)
i (r;βa · h) ts(βa)
Φ =
3∑
s=1
Φ
(s)
i (r;βa · h) ts(βa) + [h− (h · β∗a)βa] ·H . (4.1.14)
(The second term in Φ is needed to give the proper asymptotic value for the scalar
field.)
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With the aid of Eqs. (4.1.10) and (4.1.13), the energy of a self-dual BPS solution
with topological charges na can be written as a sum of fundamental monopole masses,
M = nama . (4.1.15)
While it may not be obvious that such solutions actually exist for all choices of the
na (an issue that we will address later in this chapter), some higher charge solutions
can be written down immediately. Since every root, simple or not, defines an SU(2)
subgroup, the embedding construction used to obtain the fundamental monopoles can
be carried out for any composite root α. The topological charges of the corresponding
solution are the coefficients in the expansion
α∗ = naβ
∗
a . (4.1.16)
At first sight, the embedded solutions based on composite roots seem little dif-
ferent than the fundamental monopole solutions. However, there is an essential,
although quite surprising, difference. Whereas the fundamental monopoles are unit
solitons corresponding to one-particle states, the index theory results that we will ob-
tain in the next section show that the solutions obtained from composite roots are ac-
tually multimonopole solutions. They correspond to several fundamental monopoles
that happed to be superimposed at the same point, but that can be freely separated.
The ideas of this section can be made a bit more explicit by focussing on the case
of SU(N), which has rank N − 1. Its Lie algebra can be represented by the set of
traceless Hermitian N ×N matrices. The Hi can be taken to be the N − 1 diagonal
generators. The Eα are then the N(N − 1) matrices that have a single nonzero
element in an off-diagonal position. The Higgs expectation value Φ0 can be taken to
be diagonal, with matrix elements3
s1 ≤ s2 ≤ · · · ≤ sN . (4.1.17)
If any k ≥ 2 of the sj are equal, there is an unbroken SU(k) subgroup. Otherwise,
the symmetry breaking is maximal, and the simple roots defined by Eq. (4.1.11) cor-
respond to the matrix elements lying just above the main diagonal. The fundamental
monopoles are embedded in 2×2 blocks lying along the diagonal, with the ath funda-
mental monopole lying at the intersections of the ath and (a+1)th rows and columns
and having a mass proportional to sa+1 − sa. In a direction where the asymptotic
Higgs field is diagonal with matrix elements obeying Eq. (4.1.17), the asymptotic
magnetic field is
Bk =
1
2e
rˆk
r2
diag (−n1, n1 − n2, . . . , nN−2 − nN−1, nN−1) . (4.1.18)
Finally, we conclude this section with a brief note about normalizations. It is
sometimes convenient to modify the normalization given by Eq. (4.1.1), so that the
Hi obey
Tr (HiHj) =
c2
2
δij (4.1.19)
3While this ordering of the eigenvalues is the most convenient one for our purposes, it should
be noted that it corresponds to an ordering of the rows and columns of the matrices in the Cartan
subalgebra that is the opposite of the usual one; e.g., for SU(2), H1 = diag(−1, 1).
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with c 6= 1. Under a rescaling of the normalization constant c, the roots α ∼ c, while
their duals α∗ ∼ c−1. To maintain the correct quantization of the topological charge,
g ∼ c−1.
4.1.3 Generalizing Montonen-Olive duality
At the end of Chap. 3 we discussed the duality conjecture of Montonen and Olive.
This conjecture was motivated by the invariance of the BPS spectrum if the trans-
formation e ↔ 4π/e is accompanied by a simultaneous interchange of electric and
magnetic charges. We are now in a position to ask how this duality conjecture might
be generalized to the case of larger gauge groups.
The first step is to identify the particles to be exchanged by the duality. In the
SU(2) theory these are the massive electrically charged gauge boson and its superpart-
ners, on the one hand, and the magnetically charged supermultiplet obtained from
the unit monopole and the various possible excitations of the fermion zero modes in
its presence. With a larger gauge group, the particle spectrum of the electrically-
charged sector is again composed of the gauge bosons that acquire masses through
the Higgs mechanism, and their superpartners. On the magnetically charged side,
matters are more subtle. The simpest guess is that the dual states should be built
upon the classical solutions obtained by using the various roots of the Lie algebra to
embed the SU(2) unit monopole. The problem with this is that, as we noted in the
previous section, the embedded solution is actually a multimonopole solution if the
root α used for the embedding is composite; only embeddings via the simple roots
yield one-monopole solutions.
As we will explain in Chap. 9, this difficulty is resolved by the existence of thresh-
old bound states of the appropriate fundamental monopoles. These arise by a rather
subtle mechanism involving the fermion fields, and are only possible if the theory
has N = 4 supersymmetry. The existence of these bound states has been explicitly
demonstrated for the case where the embedding root α is the sum of two simple roots
[55, 56]. Because the construction used for this case becomes much more tedious when
more than two simple roots are involved, the existence of the bound states for these
cases has not been verified, although there seems little doubt that they are present.
For the remainder of this discussion, we will simply assume their existence.
The next step is to look more closely at the masses of these particles. The gauge
boson associated with the root α has a mass
Mα = eh ·α . (4.1.20)
This should be compared with the mass
mα =
4π
e
h ·α∗ = 4π
e
h ·α
α2
(4.1.21)
of the magnetically charged state (whether a fundamental monopole or a threshhold
bound state) associated with the same root. The crucial point to note here is the
appearance of the root in the former case, but of its dual in the latter.
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For gauge groups whose root vectors all have the same length µ (the so-called
“simply laced” groups), the roots and their duals differ by a trivial factor of µ2. All
that is necessary to generalize the duality conjecture is to replace the transformation
e↔ 4π/e by e↔ 4π/eµ2; indeed, the necessity of the additional factor becomes clear
as soon as one recalls that the normalization of the gauge coupling depends on the
convention that determines the root length.
However, the situation is not so simple if the gauge group has roots of two different
lengths, since in this case the roots and their duals are not related by a common
rescaling factor. Instead, replacing all of the roots by their duals is equivalent, up
to an overall rescaling, to simply interchanging the short and the long roots. It is a
remarkable fact [57, 58] that the new set of roots obtained in this fashion is again the
root system of a Lie algebra, although not necessarily the original one.
This is easily demonstrated for the rank N algebras SO(2N +1) and Sp(2N). Let
ei, i = 1, 2, . . . , N be a set of unit vectors in N -dimensional Euclidean space. The
roots of SO(2N +1) can then be written as ±√2 ei and (±ei± ej)/
√
2 (i 6= j), while
those of Sp(2N) can be chosen to be ±ei/
√
2 and (±ei ± ej)/
√
2 (i 6= j). Replacing
each root of SO(2N + 1) by its dual then simply yields the roots of Sp(2N), and
conversely. The other two non-simply laced Lie algebras, F4 and G2, are self-dual,
up to a rotation; i.e., replacing the roots by their duals yields the initial root system,
but rotated. [The same is actually true of the algebras SO(5) and Sp(4), which are
identical.]
The generalized Montonen-Olive conjecture can now be stated as follows [59].
Theories with simply laced gauge groups are self-dual under the interchange of electric
and magnetic charges and weak and strong coupling. If the gauge group has a Lie
algebra that is not simply laced, but is still self-dual, the theory is again self-dual,
but with appropriate relabeling of states. In the remaining cases [SO(2N + 1) and
Sp(2N) with N ≥ 3], the duality maps the gauge theory onto the theory with the
dual gauge group.
4.2 Index calculations
In Chap. 2 we noted the existence of four zero modes (in addition to those due to
local gauge transformations) about the unit monopole, and related that fact to the
existence of a four-dimensional moduli space of solutions. We will now consider the
zero modes about BPS solutions of arbitrary charge. In contrast with the previous
case, we do not know the form of the unperturbed solution. Also unlike the case of
unit charge, the zero modes do not all arise from the action of symmetries on the
monopole solution. It is, nevertheless, possible to determine the number of these zero
modes [49, 60].
The first step, which we describe in Sec. 4.2.1, is to formulate the problem in
terms of a matrix differential operator D, and to define a quantity I that counts the
normalizable zero modes of D. Next, in Sec. 4.2.2, we rewrite the problem in terms of
a Dirac equation. This translation from bosonic to fermionic language both simplifies
the calculation and illuminates some important properties of the moduli space. The
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actual evaluation of I is described in Sec. 4.2.3.
4.2.1 Perturbation equations
For the calculations in this section, it will be convenient to adopt a notation where the
fields Ai and Φ of the unperturbed solution are written as anti-Hermitian matrices
in the adjoint representation of the group, while the perturbations δAi and δΦ are
written as column vectors. Using this notation, we expand Eq. (3.2.7). Keeping
terms linear in the perturbation gives
0 = DiδΦ− eΦδAi − ǫijkDjδAk (4.2.1)
where
Di = ∂i + eAi (4.2.2)
is the covariant derivative with respect to the unperturbed solution.
The solutions of Eq. (4.2.1) include perturbations that are local gauge transfor-
mations of the form
δAi = DiΛ , δΦ = eΦΛ . (4.2.3)
We are not interested in these, and so require that our perturbations be orthogonal
to such gauge transformations, in the sense that
0 =
∫
d3x
[
(DiΛ)
†δAi + e(ΦΛ)
†δΦ
]
= −
∫
d3xΛ† [DiδAi + eΦδΦ] +
∫
d2Si Λ
†δAi . (4.2.4)
(The last integral is to be taken over a surface at spatial infinity.) For gauge functions
Λ(x) that fall off sufficiently rapidly that the surface term vanishes, orthogonality is
ensured by imposing the background gauge condition
0 = Di δAi + eΦ δΦ . (4.2.5)
This does not eliminate all of the gauge modes for which Λ(∞) is nonzero. The sur-
viving modes correspond to global gauge transformations in the unbroken subgroup.
These modes are physically significant, as we saw in the analysis of the U(1) phase
mode and the related dyons in Sec. 2.4.
Our goal is to count the number of linearly independent solutions of Eqs. (4.2.1)
and (4.2.5). These equations can be combined into a single matrix equation
0 = DΨ (4.2.6)
where Ψ = (δA1, δA2, δA3, δΦ)
t and
D =

−eΦ D3 −D2 D1
−D3 −eΦ D1 D2
D2 −D1 −eΦ D3
−D1 −D2 −D3 eΦ
 . (4.2.7)
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The quantity that we want is the number of normalizable zero modes of D. These
are the same as the normalizable zero modes of D†D, where D† is the adjoint of D.
(Note that D† differs from D only in the signs of the diagonal elements.)
Let us define
I = lim
M2→0
I(M2) (4.2.8)
where
I(M2) = Tr
(
M2
D†D +M2
)
− Tr
(
M2
DD† +M2
)
(4.2.9)
and Tr indicates a combined matrix and functional trace.4 Each normalizable zero
mode of D†D contributes 1 to the right-hand side of Eq. (4.2.9), while each normal-
izable zero mode of DD† contributes −1. However, by making use of the fact that Ai
and Φ obey the Bogomolny equation, it is easy to show that
DD† = −D2j − e2Φ2 . (4.2.10)
This is a manifestly positive definite operator (remember that Φ is an anti-Hermitian
matrix) and therefore has no normalizable zero modes. It would thus seem that I is
precisely the quantity that we want.
There is one potential complication. Because we are dealing with operators that
have continuum spectra extending down to zero, we must worry about a possible
contribution to I from the continuum. Such a contribution would be of the form
Icont = lim
M2→0
M2
∫
d3k
(2π)3
1
k2 +M2
[
ρD†D(k
2)− ρDD†(k2)
]
(4.2.11)
where ρO(k
2) is the density of continuum eigenvalues of the operator O. For this to
be nonvanishing, the ρO(k
2) must be rather singular at k2 = 0.
Singularities of this sort are absent when there is maximal symmetry breaking.
This is most easily understood by viewing the theory in a string gauge, where the
correspondence between particles and field components is clearest. First, note that
the small-k behavior of the densities of states is determined by the large-distance
structure of the differential operators. Hence, terms in D and D† that fall expo-
nentially with distance can be ignored. The potentially dangerous terms that fall
as inverse powers of r can only arise from field components corresponding to the
massless gauge and Higgs bosons. Further, the only modes that can have eigenvalues
near zero are those with components corresponding to perturbations of these massless
fields. Because the unbroken theory is Abelian, the massless fields do not interact
with themselves. The long-range terms in D and D† therefore have negligible effect
on the small-k behavior and cannot give rise to any singularities. Hence, Icont = 0.
If, instead, the unbroken gauge group is non-Abelian, the long-range fields in the
unperturbed solution can act on the massless perturbations, and the above arguments
no longer apply [61]. We will return to this issue in Sec. 6.1, where we will see that
a nonzero continuum contribution to I actually does arise in certain situations.
4On a compact space, where D†D and DD† would have discrete spectra with identical nonzero
eigenvalues, I(M2) would be independent of M2. The fact that it is not is a consequence of the
continuum spectra.
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4.2.2 Connection to Dirac zero modes and supersymmetry
Let us define a 2× 2 matrix ψ by
ψ = IδΦ+ iσjδAj . (4.2.12)
Equations (4.2.1) and (4.2.5) can then be rewritten as the Dirac-type equation [62]
0 = (−iσjDj + eΦ)ψ ≡ Dfψ . (4.2.13)
Note, however, that when Eq. (4.2.12) is inverted to give δAj and δΦ in terms of ψ,
the bosonic perturbations obtained from iψ are linearly independent of those obtained
from ψ. The number of normalizable zero modes of D is thus twice the number of
normalizable zero modes of the Dirac operator Df . Hence, if If is defined in the same
manner as I, but with D replaced by Df , the two quantities will be related by
I = 2If . (4.2.14)
This shows that the number of bosonic zero modes must be even. In fact, an even
stronger result holds. If ψ is a solution to Eq. (4.2.13), then so is ψU , where U is
any unitary 2 × 2 matrix. By this means a second linearly independent ψ can be
constructed from the first. Together, this complex doublet of Dirac modes implies a
set of four linearly independent bosonic zero modes. To make this explicit, let us use
a four-dimensional Euclidean notation, similar to that introduced in Sec. 2.5, where
δΦ = δA4. If δAa is the bosonic zero mode corresponding to the Dirac solution ψ,
then the zero mode corresponding to ψ′ = iψσr has components
(δA)′a = −η¯rabδAb (4.2.15)
where the anti-self-dual tensor η¯rab and its self-dual counterpart η
r
ab (with r = 1, 2, 3)
are defined by ηrij = η¯
r
ij = ǫrij , η
r
a4 = −η¯ra4 = δra. Because of the antisymmetry of the
η¯rab, δA
′ is orthogonal to δA at each point in space.
The zero modes form a basis for the tangent space at a given point on the moduli
space. We thus have three maps J (r) of this tangent space onto itself, with
J (r)m
n δnAa = −η¯rabδmAb . (4.2.16)
These obey the quaternionic algebra
J (r)J (s) = −δrs + ǫrstJ (t) (4.2.17)
and thus define a local quaternionic structure on the moduli space. In Sec. 5.1 we
will obtain an even stronger result, that the moduli space is hyper-Ka¨hler.5
The existence of these multiplets of zero modes, and of the hyper-Ka¨hler structure
that follows from them, can be understood in terms of supersymmetry. We have
seen that by the addition of appropriate fermion and scalar fields the Lagrangian
5A discussion of quaternionic and hyper-Ka¨hler manifolds is given in Appendix A.
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can be extended to that of N = 4 SYM theory, and that this is the most natural
setting for the Bogomolny equation. Because the BPS solution breaks only half of the
supersymmetry, the zero modes about any solution must fall into complete multiplets
under the unbroken N = 2 supersymmetry. The smallest possible multiplet has four
real bosonic and four real fermionic components, with the fermionic components
transforming as a complex doublet under the SU(2) R-symmetry.
In fact, there are always four bosonic zero modes that can be obtained directly
from a supersymmetry transformation. We saw in Sec. 3.3 that half of the super-
symmetry in the N = 2 or N = 4 SYM theories is preserved by the BPS solutions.
Acting on these solutions with the generators of the broken supersymmetry produces
Dirac zero modes. In particular, by examining Eqs. (3.3.4) – (3.3.6), with α = 0 and
ζ1 = iγ
5γ0ζ2, we see that
ψ = iσ ·B (4.2.18)
should be a solution of Eq. (4.2.13), as can be easily verified. Guided by Eq. (4.2.12),
we immediately read off the bosonic zero mode
δAi = Bi , δΦ = 0 (4.2.19)
that corresponds to a global U(1) phase rotation. Acting on this mode with the three
J (p) yields the three translation zero modes
δpAi = Fpi , δΦ = DpΦ . (4.2.20)
[These differ from the naive form of the translation zero mode, δpAi = ∂pAi and
δpΦ = ∂pΦ, by a local gauge transformation with gauge function Λ = −Ap, and
thereby satisfy the background gauge condition, Eq. (4.2.5).]
4.2.3 Evaluation of I
Returning to our calculation, let us define a set of Euclidean Dirac matrices
Γk =
(
0 −iσk
iσk 0
)
, Γ4 =
(
0 I
I 0
)
(4.2.21)
obeying
{Γa,Γb} = 2δab , (4.2.22)
as well as
Γ5 = Γ1Γ2Γ3Γ4 =
(
I 0
0 −I
)
. (4.2.23)
As in the preceding section, it will sometimes be convenient to use the four-dimen-
sional notation in which A4 = Φ, Fa4 = DaΦ, and (because we are using adjoint
representation matrices for the unperturbed fields in this section) D4 = eΦ. However,
we will at times need to switch back to the three–dimensional notation. To distinguish
between the two, we will let indices a, b, . . . range from 1 to 4, while i, j, . . . will range
from 1 to 3.
46
With this notation,
Γ ·D = ΓaDa =
(
0 Df
−D†f 0
)
(4.2.24)
and
If(M2) = −Tr Γ5 M
2
−(Γ ·D)2 +M2
= −
∫
d3x tr
〈
x
∣∣∣∣∣Γ5 M
2
−(Γ ·D)2 +M2
∣∣∣∣∣ x
〉
= −
∫
d3x tr
〈
x
∣∣∣∣∣Γ5M [−(Γ ·D) +M ]−(Γ ·D)2 +M2
∣∣∣∣∣x
〉
= −
∫
d3x tr
〈
x
∣∣∣∣∣Γ5 M(Γ ·D) +M
∣∣∣∣∣x
〉
(4.2.25)
where tr indicates a trace only over Dirac and group indices. (To obtain the third
equality, one must use the cyclic property of the trace and the fact that Γ5 anticom-
mutes with an odd number of Γ-matrices.)
The trick to the evaluation of I is to show that the integrand on the right-hand
side is a total divergence. This allows If (M2) to be written as a surface integral at
spatial infinity that depends only on the asymptotic behavior of the fields. To this
end, we define a nonlocal current
Ji(x, y) = tr
〈
x
∣∣∣∣∣Γ5Γi 1(Γ ·D) +M
∣∣∣∣∣ y
〉
. (4.2.26)
Using the identities
δ(x− y) =
[
Γi
∂
∂xi
+ eΓ · A+M
] 〈
x
∣∣∣∣∣ 1(Γ ·D) +M
∣∣∣∣∣ y
〉
=
〈
x
∣∣∣∣∣ 1(Γ ·D) +M
∣∣∣∣∣ y
〉−Γi ←−∂
∂xi
+ eΓ · A +M
 (4.2.27)
and the cyclic property of the trace, we find that(
∂
∂xi
+
∂
∂yi
)
Ji(x, y) = −tr [2M − eΓ ·A(x) + eΓ · A(y)]
〈
x
∣∣∣∣∣Γ5 1(Γ ·D) +M
∣∣∣∣∣ y
〉
.
(4.2.28)
The manipulations here are analogous to those used in the calculation of the
divergence of the four-dimensional axial current. In four dimensions, there are short-
distance singularities as y approaches x that produce an anomaly. In three dimensions
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these singularities are weaker and there is no anomaly. We can therefore set x = y
in Eq. (4.2.28) and, by comparing with Eq. (4.2.25), obtain
If (M2) = 1
2
∫
d3x ∂iJi(x, x)
=
1
2
lim
R→∞
∫
R
dSi Ji(x, x) (4.2.29)
where the surface of integration in the last line is a sphere of radius R.
We now rewrite Ji(x, x) as
Ji(x, x) = −tr
〈
x
∣∣∣∣∣Γ5Γi (Γ ·D) 1−(Γ ·D)2 +M2
∣∣∣∣∣x
〉
. (4.2.30)
Because
− (Γ ·D)2 +M2 = −D2j − e2Φ2 +M2 −
e
4
[Γa,Γb]Fab (4.2.31)
the last factor in Eq. (4.2.30) can be expanded as
1
−(Γ ·D)2 +M2 =
1
−D2j − e2Φ2 +M2
+
1
−D2j − e2Φ2 +M2
(
e
4
[Γa,Γb]Fab
)
1
−D2j − e2Φ2 +M2
+ · · · . (4.2.32)
When this expansion is inserted into Eq. (4.2.30), the contribution from the first
term vanishes after the trace over Dirac indices is taken, while the 1/x2 falloff of Fab
implies that the terms represented by the ellipsis do not contribute to the surface
integral. To evaluate the remaining term, we write
Fij = ǫijkFk4 = ǫijkBk = ǫijk
xˆk
4π x2
Q+O(1/x3) (4.2.33)
where Q is an element of the Lie algebra specifying the magnetic charge. Inserting
this into Eq. (4.2.30) and performing the Dirac trace leads to
xˆiJi(x, x) = − e
2
π x2
tr
〈
x
∣∣∣∣∣Φ 1−∇2j − e2Φ2 +M2Q
1
−∇2j − e2Φ2 +M2
∣∣∣∣∣x
〉
+O(1/x3) (4.2.34)
where now tr indicates a trace only over group indices.
By an appropriate gauge transformation, we can put the asymptotic Higgs and
magnetic fields into forms corresponding to those in Eqs. (4.1.7) and (4.1.8). Keeping
track of the sign changes that arise because the Hi are Hermitian, we obtain
xˆiJi(x, x) =
e2
π x2
tr
〈
x
∣∣∣∣∣∣∣
(h ·H)(g ·H)[
−∇2j + e2(h ·H)2 +M2
]2
∣∣∣∣∣∣∣x
〉
+O(1/x3) . (4.2.35)
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In the adjoint representation the matrix elements of the generators are given by the
structure constants. In particular, the matrix elements of the Hi are determined by
the roots. The matrix trace in the above equation thus leads to a sum over roots,
and
xˆiJi(x, x) =
e2
π x2
∑
α
〈
x
∣∣∣∣∣∣∣
(h ·α)(g ·α)[
−∇2j + e2(h ·α)2 +M2
]2
∣∣∣∣∣∣∣x
〉
+O(1/x3) . (4.2.36)
Using the identity
〈
x
∣∣∣∣∣∣∣
1(
−∇2j + µ2
)2
∣∣∣∣∣∣∣x
〉
=
∫
d3k
(2π)3
1
(k2 + µ2)2
=
1
8πµ
(4.2.37)
then gives
xˆiJi(x, x) =
e2
8π2 x2
∑
α
(h ·α)(g ·α)
[e2(h ·α)2 +M2]1/2 +O(1/x
3) . (4.2.38)
The contributions to the sum from the positive and negative roots are clearly
equal, so we can insert a factor of two and restrict the sum to the positive roots.
Then substituting this last equation into Eq. (4.2.29), we obtain
If (M2) = e
2
2π
∑
α
′ (h ·α)(g ·α)
[e2(h ·α)2 +M2]1/2 . (4.2.39)
Taking the limit M2 → 0, using the fact that all positive roots satisfy α · h > 0, and
inserting Eq. (4.1.10), we then find
If = e
2π
∑
α
′
g ·α
= 2
∑
a
na
∑
α
′
β∗a ·α (4.2.40)
where the prime indicates that the sum is only over the positive roots. We now
make use of the fact that if βa is any simple root, and α 6= βa is a positive root,
then reflection in a hyperplane orthogonal to βa gives another positive root α
′ with
α′ ·βa = −α ·βa. Hence, all the terms in the sum over α cancel pairwise, except for
the one with α = βa, and we have
If = 2
∑
a
na . (4.2.41)
Finally, the quantity that we want is
I = 2If = 4
∑
a
na . (4.2.42)
Equation (4.2.42) tells us that the SU(2) solutions with n units of magnetic charge
lie on a 4n-dimensional moduli space. The natural interpretation is that there are
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four moduli for each of n independent monopoles. One would expect three of these
to specify the position of the monopole. The fourth modulus should be analogous to
the fourth zero mode of the unit monopole, which is associated with a global U(1)
phase. It is perhaps most easily understood by considering its conjugate momentum.
For the unit monopole, this is the electric charge divided by e; for solutions with
higher charge, excitation of these “U(1)-phase modes” leads to independent electric
charges on each of the n component monopoles.6
The story is very much the same with larger gauge groups. The fundamental
monopoles are obtained by embeddings of the SU(2), and they have only the four
position and U(1) modes inherited from that solution. All solutions with higher
charge live on higher-dimensional moduli spaces, and are thus naturally understood
as multimonopole solutions.
4.3 General remarks on higher charge solutions
The BPS mass formula suggests the possibility of static multimonopole solutions,
with the Higgs scalar field mediating an attractive force that exactly cancels the
magnetic repulsion between the monopoles. Further, the index theory calculations
of the previous section show that the number of parameters entering solutions with
higher magnetic charge — if any such solutions exist — is just what might be expected
for a collection of noninteracting static monopoles.
While suggestive, neither of these considerations actually establishes that multi-
monopole solutions exist. However, an existence proof has been given by Taubes [63].
In the context of the SU(2) theory, he showed that there is a finite distance R such
that, given arbitrary points r1, r2 . . . , rN with all |ri − rj| > R, there is a magnetic
charge N solution with zeroes of the Higgs field at the given locations.7
In the next section we will describe a construction for obtaining these higher
charge solutions. Before doing so, we present here some general remarks concerning
the nature of these solutions. While we will focus on SU(2) solutions, similar con-
siderations apply with larger gauge groups. We start by considering solutions with
N monopoles whose mutual separations are all large compared to the monopole core
radius. There are N zeroes of the Higgs field, with a monopole core surrounding each
zero and the massive fields falling exponentially outside these cores. These solutions
are in a sense both rather complex and yet quite simple.
The complexity becomes evident as soon as one considers the twisting of the Higgs
field. In any nonsingular gauge the Higgs field orientation in the neighborhood of each
individual monopole must look like that for a singly-charged monopole. However,
these Higgs fields must join up at large distances to give a configuration with winding
6Note, however, that while a dyon with unit magnetic charge satisfies the BPS mass formula of
Eq. (3.2.6) for any value of QE , a multidyon solution is only BPS if each of the component dyons
has the same electric charge.
7The existence of the minimum distance R is not simply a technical restriction that might be
eliminated from the proof by further analysis. We will see below that when the monopole cores
overlap, the simple connection between zeroes of the Higgs field and monopole positions can be lost.
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number N . The analytic expression for such a configuration cannot be simple.
At the same time, there is an underlying simplicity arising from the fact that,
apart from the exponentially small massive fields, the physical fields outside the
cores are purely Abelian. These obey linear field equations, and so it should be
possible to obtain approximate solutions by superposition. This is most easily done
by working in a gauge with uniform Higgs field direction, Φ = (0, 0, ϕ), and defining
electromagnetic and massive vector fields Aµ and Wµ as in Eq. (2.2.4). In this gauge
there is a Dirac string originating at each of the zeros of the Higgs field and running
off to spatial infinity. The specific paths of the strings are gauge-dependent; let us
assume that they are chosen to avoid all monopole cores except the one in which they
originate.
For a single monopole centered at the origin, the electromagnetic field in this
gauge is Aj(r) = ADiracj (r). The Higgs field can be written as
ϕ(r− x(a)) = v + ϕ˜(r; v) . (4.3.1)
For |r| ≫M−1W ,
ϕ˜(r; v) = − 1
er
+O(e−evr) (4.3.2)
and the massive vector field Wj(r; v) is exponentially small.
Now consider a solution for which the Higgs field has zeros at x(a), with a =
1, 2, . . . , N . The linearity of the Abelian theory implies that outside the n core regions
Aj(r) =
N∑
a=1
ADiracj (r− x(a)) + · · ·
ϕ(r) = v −
N∑
a=1
1
e|r− x(a)| + · · · (4.3.3)
where the ellipsis represents terms that, like theWj field itself, fall exponentially with
distance from the cores.
The fields inside the core regions are similar to those for a single monopole, but
with a few notable differences. First, the scalar field tails of the other monopoles
reduce the Higgs expectation value seen in the ath core from v to
vaeff = v −
∑
b6=a
1
e|x(a) − x(b)| +O(e
−evrmin) . (4.3.4)
This produces an increase in the core radius, and implies that the Higgs and W fields
inside this core are approximately
ϕ(r) ≈ veff + ϕ˜(r− x(a); vaeff)
Wj(r) ≈ Wj(r− x(a); vaeff) . (4.3.5)
Because the massive fields fall exponentially with distance, they have negligible
effects on the interactions between the monopoles. However, they can have a curious
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effect on the symmetry of the solutions, with interesting physical consequences. This
can be seen most clearly by considering a solution containing two monopoles, one
centered at (0, 0,−R) and one at (0, 0, R), with the Dirac string of the first (second)
chosen to run along the z-axis from the monopole to z = −∞ (z =∞). Since a single
monopole is spherically symmetric, it would be natural to expect that this solution
would be axially symmetric under rotations about the z-axis.
Let us examine this in more detail. If only the first monopole were present,
its Higgs and electromagnetic fields would be invariant under rotation by an angle α
about the z-axis. ItsW field would also be invariant if this rotation were accompanied
by a global U(1) gauge transformation with gauge function Λ = e−iα. Similarly, if
only the second monopole were present, it would be invariant under the same rotation,
except that the change in direction of the Dirac string would require that Λ = eiα.
The mismatch between the two gauge transformations means that, despite naive
expectations, the solution cannot be axially symmetric. A gauge invariant measure
of this is given by the scalar product W∗(1) ·W(2), where W(a) denotes the field due
to the ath monopole; this is O(e−evR).
One consequence of this breaking of axial symmetry is that the spectrum of fluctu-
ations about the solution must include a zero mode corresponding to spatial rotation
about the z-axis. A time-dependent excitation of this mode gives a solution with
nonzero angular momentum oriented along the axis joining the two monopoles. This
can be understood by noting that, because of the mismatch in Λ’s noted above, this
rotation also corresponds to a shift in the relative U(1) phase between the monopoles.
When done in a time-dependent fashion, this turns the monopoles into a pair of dyons
with equal and opposite electric charges. The angular momentum is just the usual
charge-monopole angular momentum, which for a pair of dyons with electric and
magnetic charges qj and gj points toward dyon 1 and has a magnitude g1q2 − g2q1.
In contrast to the case of widely separated monopoles, where the general properties
of the solutions could have been anticipated, some surprising features arise when
several monopoles are brought close together. We will just note a few examples:
1) When two monopoles are brought together [64, 65, 66, 71], the axial symmetry,
whose curious absence we have noted, actually emerges when the two zeros of the
Higgs field coincide. The profiles of the energy density and of the Higgs field have a
toroidal shape.8
2) There is a solution with tetrahedral symmetry [73, 74], with the energy density
contours looking like tetrahedra with holes in the centers of each face. Although the
Higgs field has a zero at each vertex of the tetrahedron, there is also an antizero (i.e.,
a zero with opposite winding) at the center. Thus, this is actually a three-monopole
solution, illustrating quite dramatically that the zeroes of the Higgs field are not
always the same as the monopole positions [75].
3) Solutions corresponding to the other Platonic solids, but again with nonintu-
itive charges, have been found. There is a cubic N = 4 solution [73, 74] for which
the Higgs field has a four-fold zero at the center and no other zeros [76], an N = 5
8There are also axially symmetric solutions with more than two units of magnetic charge [67, 68,
69, 70]. One can show that in all such cases the zeros of the Higgs field must all coincide [72].
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octahedral solution [77] with zeros at the vertices and an antizero at the center [76],
an N = 7 dodecahedral solution [77] with a seven-fold zero at the center [76], and an
N = 11 icosahedral solution [78].
One feature that cannot emerge is spherical symmetry. Not only are there no
spherically symmetric SU(2) solutions with N ≥ 2, there are not even any finite
energy configurations with spherical symmetry. This result was first obtained by
a detailed analysis of the behavior of gauge fields under rotations, including the
effects of the possible compensating gauge transformations [79]. However, a much
simpler proof can be obtained by considering the properties of generalized spherical
harmonics. This analysis is best done in the string gauge used above, with a uniform
SU(2) orientation for the Higgs field, and electromagnetic and massive gauge fields
Aµ and Wµ. Each of these fields can be expanded in spherical harmonics, with the
coefficients being functions only of r. A spherically symmetric configuration is one
that contains only harmonics with total angular momentum quantum number J = 0.
The spin and charge of a field determine what type of harmonics are appropriate
for its expansion. A neutral scalar field can be expanded in terms of the YLM , the
eigenfunctions of the orbital angular momentum L = r × p. For a charged scalar
field one must use the monopole spherical harmonics [80, 81] that take into account
the extra charge-monopole angular momentum; because the latter contribution is
orthogonal to the usual orbital angular momentum, it places a lower bound on J and
implies that the harmonics for a monopole with q units of charge have J ≥ q. The
additional spin angular momentum of a charged vector field, such as Wj, leads to
vector monopole spherical harmonics [82, 83]. These all have J ≥ q− 1, so Wj would
vanish identically in any spherically symmetric configuration with multiple magnetic
charge. This would leave only the the Higgs and electromagnetic fields, giving an
essentially U(1) configuration that has infinite energy because of the singularity of
the Coulomb field at the origin.9
4.4 The Atiyah-Drinfeld-Hitchin-Manin-Nahm con-
struction
Several methods for constructing multimonopole solutions have been developed, in-
cluding ones using twistor methods [64, 90, 91], Ba¨cklund transformations [92, 93,
94, 95], and rational maps [96, 97, 98, 99]. However, the method due to Nahm
[50, 51, 52, 53] has proven to be the most fruitful.10 It is readily extended from
SU(2) to the other classical groups [102], and also has a natural string theoretic
interpretation in terms of D-branes [103].
Nahm’s approach is based on the observation that the monopole solutions of
the Bogomolny equation can be viewed as dimensionally reduced analogues of the
9Spherically symmetric solutions with higher magnetic charges are possible, however, if the gauge
group is larger than SU(2). See the discussions of these in Refs. [84, 85, 86, 87, 88] and their
construction by the ADHMN method in [89].
10For further discussion of the other construction methods, see Refs. [100] and [101].
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instanton solutions of the self-dual Yang-Mills equation. For the latter, the Atiyah-
Drinfeld-Hitchin-Manin (ADHM) construction [104] gives an equivalence between the
solutions of the nonlinear self-duality differential equations in four variables and a set
of algebraic matrix equations. From a solution of these matrix equations, an instanton
solution can be obtained by solving linear equations.
Nahm generalized this construction to the monopole problem. Instead of an equiv-
alence between differential equations in four variables and a set of purely algebraic
equations, this Atiyah-Drinfeld-Hitchin-Manin-Nahm (ADHMN) construction gives
an equivalence between the Bogomolny equation in three variables and the Nahm
equation, which is a nonlinear differential equation in one variable [105]. The coun-
terparts of the ADHM matrices are matrix functions Tµ(s) (µ = 0, 1, 2, 3), known
as the Nahm data. [We will see that it is always possible to eliminate T0(s). This
is usually done, yielding the more familiar form of the construction in terms of the
three Tj(s).]
We begin our discussion in Sec. 4.4.1 by presenting, without proof, the prescription
for constructing a k-monopole solution in the SU(2) theory. Then, in Sec. 4.4.2, we
describe some gauge freedoms associated with this construction, and also describe
how the symmetries of spacetime are reflected in the Nahm data. In Sec. 4.4.3 we
show that the fields obtained by the construction are indeed self-dual; the argument
is quite parallel to that for the ADHM construction. We also verify here that the
solutions have the correct magnetic charge and that they lie in SU(2). Next, in
Sec. 4.4.4, we demonstrate the completeness of the construction by showing that any
solution of the Bogomolny equation yields a solution of the Nahm equation. Finally,
the extension to other classical groups is described in Sec. 4.4.5.
In order to simplify the equations, we will set the gauge coupling e to unity
throughout this section. The factors of e can be easily restored by simple rescalings.
4.4.1 The construction of SU(2) multimonopole solutions
The ADHMN construction of a BPS SU(2) solution with k units of magnetic charge
can be viewed as a three-step process:
1) Solving for the Nahm data
The first step is to find a quartet of Hermitian k × k matrices Tµ(s) that satisfy
the Nahm equation,
0 =
dTi
ds
+ i[T0, Ti] +
i
2
ǫijk[Tj , Tk] , (4.4.1)
where the indices i, j, and k run from 1 to 3, and the auxiliary variable s lies in the
range −v/2 ≤ s ≤ v/2, with v being the Higgs vacuum expectation value. For k = 1,
the Ti(s) are clearly constants. For k > 1, we impose the condition that the Ti(s)
have poles at the boundaries of the form
Ti(s) = − L
±
i
s∓ v/2 +O(1) . (4.4.2)
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The Nahm equation implies that the L±i form k-dimensional representations of the
SU(2) Lie algebra,
[L±i , L
±
j ] = iǫijkL
±
k . (4.4.3)
The final boundary condition is that these representations be irreducible; i.e., they
must be equivalent to the angular momentum (k − 1)/2 representation of SU(2).
There are no boundary conditions on T0.
2) The construction equation
The next step is to define a linear operator
∆(s) =
d
ds
+ iT0(s)⊗ I2 − Ti(s)⊗ σi + riIk ⊗ σi (4.4.4)
and to solve the construction equation
0 = ∆†(s)w(s, r) =
[
− d
ds
− iT0 ⊗ I2 − Ti ⊗ σi + riIk ⊗ σi
]
w(s, r) (4.4.5)
where w(s, r) is a 2k-component vector. (We will usually suppress the indices denoting
the components of w.)
We are only interested in the normalizable solutions of this equation. We denote
by wa a complete linearly independent set of such solutions, and require that they
obey the orthonormality condition
δab =
∫ v/2
−v/2
dsw†a(s, r)wb(s, r) . (4.4.6)
3) Obtaining the spacetime fields
We assert now, and prove below in Sec. 4.4.3, that there are only two normalizable
wa(s, r). The spacetime fields are obtained as 2 × 2 matrices from these by the
equations
Φab(r) =
∫ v/2
−v/2
ds sw†a(s, r)wb(s, r) (4.4.7)
and
Aabj (r) = −i
∫ v/2
−v/2
dsw†a(s, r)∂jwb(s, r) . (4.4.8)
4.4.2 Gauge invariances and symmetries
Every set of Nahm data satisfying the Nahm equation and boundary conditions yields
a self-dual spacetime solution. Furthermore, every Φ(r) and Ai(r) obeying the Bo-
gomolny equation can be obtained in this fashion. However, because of the existence
of gauge freedom on both sides, the correspondence between Nahm solutions and
Bogomolny solutions is not one-to-one.
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The usual spacetime gauge transformations correspond to changes in the basis of
the solutions of the construction equation,
wa(s, r)→ w′a(s, r) = wb(s, r)Uba(r) (4.4.9)
with the SU(2) matrix U(r) being the usual spacetime gauge function.
The corresponding gauge symmetry on the Nahm side is an SU(k) gauge action
that preserves the Nahm equation. It takes the form
Tj(s) → T ′j(s) = g(s)Tj(s) g−1(s)
T0(s) → T ′0(s) = g(s)T0(s) g−1(s) + i
dg(s)
ds
g−1(s) (4.4.10)
where g(s) is an element of SU(k). If w(s, r) is a solution of the construction equation
defined by the Tµ, then
w′(s, r) = g(s)⊗ I2w(s, r) (4.4.11)
is a solution of the construction equation defined by the T ′µ. Referring to Eqs. (4.4.7)
and (4.4.8), one then sees that, just as the spacetime gauge transformation has no
effect on the Tµ(s), this SU(k) action leaves Φ(r) and Aj(r) unchanged.
By exploiting this SU(k) gauge action, it is always possible to transform away any
nonzero T0(s). We will usually assume that this has been done, and will write the
Nahm equation as
dTi
ds
=
i
2
ǫijk[Tj , Tk] (4.4.12)
and the construction equation as
0 =
[
− d
ds
− Ti ⊗ σi + riIk ⊗ σi
]
w(s, r) . (4.4.13)
In addition to these gauge actions, there are also transformations on the Nahm
data that reflect the symmetries of spacetime. If Ti(s) is a solution of the Nahm
equation, then so is
T ′i (s) = Ti(s) +DiIk . (4.4.14)
Referring to the construction equation, we see that the T ′i (s) generate a solution that
is translated in physical space by a displacement D.
Similarly, if Rij is an s-independent SO(3) matrix, the replacement of Ti(s) by
T ′i (s) = Rij Tj(s) (4.4.15)
corresponds to a rotation of the spatial coordinates in the construction equation, and
thus to a rotation of the solution in physical space.
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4.4.3 Verification of the construction
We now show that the fields obtained by the ADHMN construction have the desired
properties. Thus, we must show that they are self-dual, i.e., that they satisfy the
Bogomolny equation (3.2.7); that they lie in SU(2); and that they have k units of
magnetic charge.
1) Proof of self-duality
To verify the self-duality of the fields, we separately calculate Bi and DiΦ and
show that the two are equal. The approach described here [105] closely follows that
used in Ref. [106] to demonstrate the self-duality of the instanton solutions obtained
by the ADHM construction. For the sake of clarity, we will not explicitly show the
dependence on the spatial position r, although we will have to make use of the spatial
derivative ∂i.
We begin with
Baci =
1
2
ǫijkF
ac
ij
= −i ǫijk
[∫
ds ∂jw
†
a(s) ∂kwc(s) +
∫
ds ds′w†a(s) ∂jwb(s)w
†
b(s
′) ∂kwc(s
′)
]
= −i ǫijk
∫
ds ds′ ∂jw
†
a(s)F(s, s′) ∂kwc(s′) (4.4.16)
where
F(s, s′) = δ(s− s′)− wb(s)w†b(s′) (4.4.17)
obeys ∫
ds′F(s, s′)F(s′, s′′) = F(s, s′′) . (4.4.18)
These last two equations show that F is the projection operator onto the space
orthogonal to the kernel of ∆†. It can therefore be written as
F(s, s′) = ∆(s)G(s, s′)∆†(s′) (4.4.19)
where the Green’s function G = (∆†∆)−1 obeys
∆†(s)∆(s)G(s, s′) = δ(s, s′) . (4.4.20)
To show that G actually exists; i.e., that ∆†∆ is indeed invertible, note that
∆†∆ = −
(
d
ds
+ iT0
)2
I2k + (Ti − riIk)2 ⊗ I2 +
{
dTi
ds
+ i[T0, Ti] + iǫijkTjTk
}
⊗ σi .
(4.4.21)
The last term vanishes because the Tµ obey the Nahm equation, and so ∆
†∆ is a
positive operator. The vanishing of this term also means that ∆†∆, and hence G,
commute with all of the σj .
Returning to Eq. (4.4.16), we substitute the expression in Eq. (4.4.19) for F , and
then use the definition of the adjoint to obtain
Baci = −i ǫijk
∫
ds ds′
[
∆†(s) ∂jwa(s)
]†
G(s, s′)∆†(s′) ∂kwc(s
′) . (4.4.22)
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Next, by differentiating the construction equation, Eq. (4.4.5), we obtain the identity
∆†(s) ∂iw(s) = −
[
∂i∆
†(s)
]
w(s) = −Ik ⊗ σi w(s) . (4.4.23)
Substituting this identity into Eq. (4.4.22) and using the facts that the σi commute
with G and obey ǫijk σjσk = 2iσi, we obtain
Baci = 2
∫
ds ds′wa(s)G(s, s
′) σi wc(s
′) . (4.4.24)
This must be compared with
(DiΦ)
ac =
∫
ds s ∂i[w
†
a(s)wc(s)]−
∫
ds ds′
[
s′ ∂iw
†
a(s)wb(s)w
†
b(s
′)wc(s
′)
+sw†a(s)wb(s)w
†
b(s
′) ∂iwc(s
′)
]
=
∫
ds ds′
[
∂iw
†
a(s)F(s, s′) s′wc(s′) + sw†a(s)F(s, s′) ∂iwc(s′)
]
.
(4.4.25)
Proceeding as before, we can rewrite this as
(DiΦ)
ac =
∫
ds ds′
{[
∆†(s) ∂iwa(s)
]†
G(s, s′)∆†(s′) s′wc(s
′)
+
[
∆†(s) swa(s)
]†
G(s, s′)∆†(s′) ∂iwc(s
′)
}
. (4.4.26)
By making use of Eq. (4.4.23) and the identity
∆†(s) swa(s) = −wa(s) , (4.4.27)
Eq. (4.4.26) can be rewritten as
(DiΦ)
ac = 2
∫
ds ds′w†a(s)G(s, s
′) σi wc(s
′) . (4.4.28)
Comparing this with Eq. (4.4.24), we see that the Bogomolny equation is indeed
satisfied.
2) Proof that the solutions lie in SU(2)
In general, Eq. (4.4.5) will have 2k linearly independent solutions. However, in
order for Φ and Aj to be SU(2) fields, all but two of these solutions must be eliminated
as being non-normalizable. To do this, we must examine the behavior of the Nahm
data near the endpoints s = ±v/2.
Substituting Eq. (4.4.2) into the construction equation (4.4.5), we see that near
the endpoints the latter can be approximated by
0 =
[
d
ds
− L
±
i ⊗ σi
s∓ v/2
]
w . (4.4.29)
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Either by explicit calculation, or by noting that the tensor product is essentially
equivalent to the addition of two angular momenta [L = (k− 1)/2 and S = 1/2], one
finds that L±i ⊗σi has only two distinct eigenvalues: (k−1)/2 with degeneracy k+1,
and −(k + 1)/2 with degeneracy k − 1.
In a subspace where L±i ⊗σi has eigenvalue λ, the solutions of Eq. (4.4.29) behave
as (s−v/2)λ. Hence, a normalizable solution must lie in the subspace with positive λ.
Requiring that w(−v/2, r) be orthogonal to the subspace with eigenvalue −(k+1)/2
gives k−1 conditions, and the analogous requirement at the other boundary, s = v/2,
gives another k − 1 conditions. Since w has 2k components in all, this leave two
independent normalizable solutions, just as we wanted.
It is at this point that the necessity for the L±i to be irreducible arises. Had either
of them been reducible, the construction equation would have had more than two
normalizable solutions.11
In order to be SU(2) fields, Φ and Ai must not only have the correct dimension,
but must also be Hermitian and traceless. The Hermiticity follows immediately from
Eqs. (4.4.7) and (4.4.8), but the tracelessness requires a bit more work. To show this,
we first note that if Φ and Ai obey the Bogomolny Eq. (3.2.7), as we have shown,
then their traces obey the Abelian form of this equation,
∂i(TrΦ) = ǫijk ∂j(TrAk) . (4.4.30)
It immediately follows that TrΦ is harmonic. Further, since it is finite at spatial
infinity, TrΦ must be constant. (Evaluation of the asymptotic fields, which we will
do in the next subsection, shows that this constant is actually zero.) Equation (4.4.30)
then implies that TrBi = 0, and that TrAi is therefore a pure gradient that can be
gauged away by a U(1) gauge transformation; i.e., by an r-dependent rotation of the
phases of the wa.
3) Evaluation of the magnetic charge
To verify that the fields obtained by this construction actually have k units of
magnetic charge, all we need to do is to examine the long-distance behavior of the
fields. We will follow the approach of Ref. [107]. For sufficiently large r, the Tµ(s)
terms in Eq. (4.4.5) are significant only in the pole regions. Hence, after using an
SU(k) gauge action of the form of Eq. (4.4.10) to set L+i = L
−
i = Li, we can approx-
imate ∆† by
∆˜† = − d
ds
+
(
1
s− v/2 +
1
s+ v/2
)
Li ⊗ σi + riI⊗ σi (4.4.31)
and try to solve the approximate construction equation
∆˜†w = 0 . (4.4.32)
Because of the spherical symmetry of the asymptotic fields, we can, without any
loss of generality, work on the positive z-axis and take r = (0, 0, r). Now note that
11One can show that Nahm data with reducible L±i correspond to monopole solutions for a larger
group, with the unbroken gauge group having, in general, a non-Abelian component.
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there is a unique vector η+ that is both an eigenvector of L3 with the maximum
eigenvalue, (k − 1)/2, and an eigenvector of σ3 with eigenvalue 1. This is also an
eigenvector of Li ⊗ σi with eigenvalue (k − 1)/2. Similarly, there is a unique vector
η− that is an eigenvector of L3 with eigenvalue −(k− 1)/2, of σ3 with eigenvalue −1,
and of Li ⊗ σi with eigenvalue (k − 1)/2. Hence, two solutions of Eq. (4.4.32) are
given by
w±(s, r) = g±(s, r)η± (4.4.33)
with [
− d
ds
+
(
k − 1
2
)(
1
s− v/2 +
1
s+ v/2
)
± r
]
w = 0 . (4.4.34)
This equation is solved by
g± = N
[(
s− v
2
)(
s+
v
2
)](k−1)/2
e±rs (4.4.35)
with the constant N being fixed by the normalization condition. These two solutions
are clearly normalizable. By the arguments we gave above, the remaining solutions
of Eq. (4.4.32) must be non-normalizable, and so can be ignored for our purposes.
Since η+ and η− correspond to different eigenvalues of L3 and σ3, the functions
w+(s) and w−(s) are pointwise orthogonal. It follows that Φ is diagonal, with eigen-
values
Φ±(r) =
∫ v/2
−v/2
ds s g2±(s, r)∫ v/2
−v/2
ds g2±(s, r)
. (4.4.36)
The exponential behavior of g±(s) allows us to make some simplifying approximations
in the limit of large r. Because g+(s) is concentrated near s = v/2, there is little
error in replacing −v/2 by −∞ in the lower limits of the integrals for Φ+. Writing
y = (v/2)− s and cancelling some common factors, we then have
Φ+(r) =
∫ ∞
0
dy
(
v
2
− y
)
yk−1(v − y)k−1 e−2ry
∫ ∞
0
dy yk−1(v − y)k−1 e−2ry
=
v
2
−
∫ ∞
0
dy yk(v − y)k−1 e−2ry
∫ ∞
0
dy yk−1(v − y)k−1 e−2ry
. (4.4.37)
To leading order in 1/r we can replace the factors of (v−y)k−1 by vk−1. The integrals
are then easily evaluated to give
Φ+(r) =
v
2
− k
2r
+O
(
1
r2
)
. (4.4.38)
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An analogous argument gives
Φ−(r) = −v
2
+
k
2r
+O
(
1
r2
)
. (4.4.39)
This is precisely the behavior expected for the Higgs field in an SU(2) BPS solution
with k units of magnetic charge. As a bonus, we see how the eigenvalues of the
asymptotic Higgs field are determined by the location of the boundaries.
4.4.4 Completeness of the construction
In the previous subsection we showed that a solution of the Nahm equation leads, via
the ADHMN construction, to spacetime fields that satisfy the Bogomolny equation.
We now prove the converse; i.e., that given a solution of the Bogomolny equation,
one can obtain a set of matrices Tµ that obey the Nahm equation [105].
Thus, let us assume that Aj(r) and Φ(r) are a magnetic charge k solution of the
Bogomolny equation, with v being the vacuum expectation value of Φ. We define
D = i [σ ·D− Φ+ z]
D† = i [σ ·D+ Φ− z] (4.4.40)
where Dj is the gauge covariant derivative with respect to the Aj(r) and z is a real
number. Because Aj and Φ are self-dual,
D†D = −D2 + (Φ− z)2 . (4.4.41)
It follows from this that D has no normalizable zero modes. However, one can show
by an index theorem [108] that
D†ψ = 0 (4.4.42)
has precisely k linearly independent normalizable solutions if −v/2 < z < v/2, and
none otherwise. It is convenient to assemble these solutions into a 2 × k matrix12
normalized so that ∫
d3xψ†(x, z)ψ(x, z) = Ik . (4.4.43)
Note that Eq. (4.4.42) implies that
ψ†
←−D = 0 . (4.4.44)
We also define Green’s function Gz(x,y), Sz(x,y), and S¯z(x,y) by
D†DGz(x,y) = δ(3)(x,y)
D†Sz(x,y) = δ(3)(x,y)
12The construction of ψ assumes a particular basis for the solutions of Eq. (4.4.42). The freedom
to make a z-dependent change of basis (i.e., to multiply ψ on the right by a unitary matrix) gives
rise to the SU(k) gauge action described in Sec. 4.4.2.
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DS¯z(x,y) = δ(3)(x,y)− ψ(x, z)ψ†(x, z) . (4.4.45)
These Green’s functions are related by
DGz(x,y) = Sz(x,y)
Gz(x,y)
←−D = S¯z(x,y) . (4.4.46)
Next, we need an expression for dψ/dz. Differentiating Eq. (4.4.42) with respect
to z gives
D† dψ
dz
= iψ , (4.4.47)
which implies that
dψ(x)
dz
= i
∫
d3y Sz(x,y)ψ(y) + Cψ(x) (4.4.48)
for some constant C. (For the sake of clarity we have suppressed the z-dependence
of ψ, here and below.) To determine C, we multiply this equation on the left by
ψ†(x) and integrate over x. After noting that the resulting double integral involving
Sz(x,y) vanishes, we find that
dψ(x)
dz
= i
∫
d3y Sz(x,y)ψ(y) + ψ(x)
∫
d3y ψ†(y)
dψ(y)
dz
. (4.4.49)
Having completed these preliminaries, we assert that the Nahm data are given by
Tj(z) = −
∫
d3xxj ψ
†(x)ψ(x)
T0(z) = i
∫
d3xψ†(x)
dψ(y)
dz
. (4.4.50)
These matrices are manifestly Hermitian, and are defined on the interval v/2 < z <
v/2. To verify that they satisfy the Nahm equation, we first calculate
TiTj =
∫
d3xd3y xiyj ψ
†(x)ψ(x)ψ†(y)ψ(y)
=
∫
d3xxixj ψ
†(x)ψ(x) +
∫
d3xd3y xiyj ψ
†(x)DS¯z(x,y)ψ(y)
=
∫
d3xxixj ψ
†(x)ψ(x) +
∫
d3xd3y xiyj ψ
†(x)DGz(x,y)←−D ψ(y)
=
∫
d3xxixj ψ
†(x)ψ(x)−
∫
d3xd3y ψ†(x)σiσjGz(x,y)ψ(y) (4.4.51)
where the last equality is obtained by integrating by parts twice. It follows that
[Ti, Tj ] = −2i ǫijk
∫
d3xd3y ψ†(x)σkGz(x,y)ψ(y) . (4.4.52)
Next,
dTk
dz
= −
∫
d3xxk
dψ†
dz
ψ −
∫
d3xxk ψ
† dψ
dz
. (4.4.53)
62
Using Eq. (4.4.49) and integrating by parts in the last step, we find that∫
d3xxk ψ
† dψ
dz
= i
∫
d3xd3y xk ψ
†(x)Sz(x,y)ψ(y) + iTkT0
= i
∫
d3xd3y xk ψ
†(x)DGz(x,y)ψ(y) + iTkT0
= i
∫
d3xd3y ψ†(x)σkGz(x,y)ψ(y) + iTkT0 . (4.4.54)
This equation and its adjoint then give
dTk
dz
= −2
∫
d3xd3y ψ†(x)σkGz(x,y)ψ(y) + i[Tk, T0] . (4.4.55)
Together with Eq. (4.4.52), this verifies that the Tµ satisfy the Nahm equation.
4.4.5 Larger gauge groups
SU(N)
The next step is to generalize the ADHMN construction for SU(2) to the case of
an arbitrary classical group [102]. (The construction does not readily extend to the
exceptional groups.) The natural starting point is SU(N). We seek a construction
for solutions with asymptotic Higgs field
Φ = diag (s1, s2, . . . , sN) (4.4.56)
[with the sp ordered as in Eq. (4.1.17)] and asymptotic magnetic field
13
Bk =
rˆk
2r2
diag (−n1, n1 − n2, . . . , nN−2 − nN−1, nN−1) . (4.4.57)
We will often refer to such SU(N) solutions as (n1, n2, . . . , nN−1) solutions. Their
asymptotic properties can be captured graphically in a “skyline” diagram [109], such
as that shown in Fig. 4.2.
Clearly, the SU(2) construction somehow must be modified so that there are N ,
rather than just two, normalizable wa. In addition, the construction must somehow
encode N eigenvalues for the asymptotic Higgs field and for the magnetic charge
obtained from the asymptotic magnetic field.
Clues as to how to proceed can be found in the last part of Sec. 4.4.3. We saw
there that the positions of the boundaries corresponded to the two eigenvalues of the
asymptotic Higgs field, and that the dimensions of the SU(2) representations in the
pole terms gave the eigenvalues of the magnetic charge, with a plus or minus sign
depending on whether the pole term was to the right or left of the boundary.
We start by dividing the interval s1 ≤ s ≤ sN into N − 1 subintervals separated
by the sp. On the pth subinterval, sp ≤ s ≤ sp+1, the Nahm data are np × np
13The factor of 1/e is absent from the magnetic field because we are setting e = 1 throughout this
section.
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Figure 4.2: An example of a skyline diagram that illustrates the magnetic
charges and Higgs expectation value for an SU(N) solution.
matrices T (p)µ . Within a given subinterval, these obey the same Nahm equation as
the SU(2) Nahm data, Eq. (4.4.1). The behavior at the outer boundaries, s = s1 and
s = sN , is just as for SU(2). The behavior at the boundaries between the subintervals
depends on the size of the adjacent Nahm data. Let us first suppose that np > np+1.
The Nahm data just to the left of the boundary at s = sp+1 (i.e., corresponding to
s < sp+1) are np × np matrices that can be divided into submatrices
T (p)µ =
 P
(p)
µ Q
(p)
µ
R(p)µ S
(p)
µ
 (4.4.58)
with S(p)µ being np+1 × np+1; i.e., the same size as T (p+1)µ . There are no restrictions
on T
(p)
0 . For the T
(p)
j , we require that the lower right corners be continuous across
the boundary, and that the upper left corners have poles with residues forming an
irreducible (np − np+1)-dimensional representation of SU(2). This implies that the
off-diagonal blocks must vanish at the boundary, and that
T
(p)
j =

− L
(p)
j
s− sp+1 +O(1) O
[
(s− sp+1)(mp−1)/2
]
O
[
(s− sp+1)(mp−1)/2
]
T
(p+1)
j +O(s− sp+1)
 . (4.4.59)
The prescription is the same if np < np+1, except that the T
(p+1)
j are divided into
blocks and the pole lies to the right of the boundary. The case np = np+1 is more
complex, and will be addressed shortly.
The modifications to the construction equation are similar. Within a given in-
terval, the construction equation is as before, with w(p)a having 2np components on
the pth subinterval. If np > np+1, then the lower 2np+1 components of w
(p)
a match
continuously onto the components of w(p+1)a , while the upper 2(np−np+1) components
must be such that wa is normalizable. The case np < np+1 is similar but, again, the
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case np = np+1 is more complex. As long as np+1 6= np for every p, the normalization
conditions are the obvious generalization of Eq. (4.4.6), with the single integral being
replaced by a sum of integrals over the various subintervals.
Likewise, the prescription for obtaining the spacetime fields is the obvious gen-
eralization of the SU(2) case, with Eqs. (4.4.7) and (4.4.8) now involving a sum of
integrals. Again, this prescription must be modified, as we describe below, if any two
consecutive np are equal.
It is easy to see why this construction works. To count the wa, let us divide the
sp (including s1 and sN) into “rising” and “falling” boundaries according to whether
np+1 is greater or less than np; at each such boundary we define ∆p = np − np−1,
with the outer boundaries giving ∆1 = n1 and ∆N = −nN−1. We can schematically
imagine solving the construction equation by starting with initial data on the left and
then integrating to larger values of s. From this point of view, each rising boundary
gives 2∆p initial degrees of freedom. However, by an obvious generalization of the
arguments given below Eq. (4.4.29), normalizability imposes |∆p| − 1 conditions at
each boundary. Subtracting these off, each rising boundary gives ∆p + 1 degrees
of freedom that must be adjusted to satisfy the constraints arising at the falling
boundaries. Noting that each of the latter gives −∆p − 1 conditions, and that the
sum of the ∆p vanishes, we find that there are
∑
∆p>0
(∆p + 1)−
∑
∆p<0
(−∆p − 1) =
N∑
p=1
(∆p + 1) = N (4.4.60)
independent normalizable wa, as required for an SU(N) solution. As in the SU(2)
case, the wa can be chosen so that for large r one wa is concentrated near each of the
sp, giving a diagonal element of Φ of the form
Φpp = sp +
np − np−1
2r
+O
(
1
r2
)
. (4.4.61)
This is just what is required to satisfy Eqs. (4.4.56) and (4.4.57).
This counting of solutions to the construction equation goes astray if any of the
∆p vanish, since there clearly can’t be ∆p − 1 = −1 conditions at the corresponding
boundary. To remedy this, a new degree of freedom must somehow be introduced.
This is done as follows. At every boundary where ∆p vanishes we introduce new
“jumping data” in the form of a (2np)-component vector a
(p)
rα , with r = 1, 2, . . . np
and the spinor index α = 1, 2. (The subscripts on a(p) correspond exactly to those on
the wb, so it can be thought of as an np-vector of two-component spinors.) Instead
of requiring that the Nahm data be continuous across the boundary, we require that
the discontinuity
(δTj)
(p) ≡ T (p−1)j (sp)− T (p)j (sp) (4.4.62)
be an np × np matrix of the form
(δTj)
(p)
rs =
1
2
a(p)∗rα (σj)αβ a
(p)
sβ . (4.4.63)
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Correspondingly, the solutions of the construction equation are allowed to be
discontinuous, with the discontinuity required to be proportional to a(p):
(δwb)
(p) ≡ w(p−1)b (sp, r)− w(p)b (sp, r) = S(p)b (r)a(p) . (4.4.64)
The freedom to adjust S
(p)
b (r) provides the additional degree of freedom that was
needed. The orthonormality conditions on the solutions of the construction equation
now take the form
δab =
N−1∑
p=1
∫ sp+1
sp
w(p)†a (s, r)w
(p)
b (s, r)ds+
∑
p
S(p)∗a (r)S
(p)
b (r) . (4.4.65)
The second sum, of course, only receives contributions from the boundaries at which
∆p = 0.
There are similar modifications in the prescriptions for the spacetime fields, which
are now given by
Φab =
N−1∑
p=1
∫ sp+1
sp
ds sw(p)†a (s, r)w
(p)
b (s, r) +
∑
p
sp S
(p)∗
a (r)S
(p)
b (r) (4.4.66)
and
Aabj = −i
N−1∑
p=1
∫ sp+1
sp
dsw(p)†a (s, r)∂jw
(p)
b (s, r)− i
∑
p
S(p)∗a ∂jS
(p)
b . (4.4.67)
At first glance, the introduction of the jumping data and the modifications to the
ADHMN construction seem quite strange. We can gain some physical insight [110]
into what is going on by considering the case of two adjacent subintervals, with n+1
and n monopoles, respectively, and then removing one of the n + 1 monopoles by
a distance R ≫ ℓ, where ℓ is the spatial separation of the remaining n monopoles.
Intuitively, one would expect that as R tended toward infinity, the last monopole
should in some sense decouple from the rest. This is reflected as follows in the Nahm
data. Outside a narrow region of width ∆sR ∼ R−1 ln(R/ℓ) near the boundary, the
Nahm matrices on the (n + 1)-monopole side are essentially block diagonal, with
nontrivial 1×1 and n×n blocks and exponentially small off-diagonal 1×n and n×1
blocks. The Nahm equation then naturally separates into two independent parts, as
does the construction equation.
Inside the narrow boundary region, however, the off-diagonal blocks are nontrivial,
and the n×n parts of the Nahm data (which must be continuous across the subinterval
boundary) are rapidly varying with a net change ∆Tj . As R → ∞, the width
∆sR → 0, but the ∆Tj have a finite nonzero limit. This limiting value is precisely of
the form of Eq. (4.4.63), with the arα being naturally obtained from the off-diagonal
blocks of the Tj corresponding to the two spatial directions orthogonal to that along
which the (n+ 1)th monopole was removed.
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SO(N) and Sp(N)
The strategy for obtaining multimonopole solutions for orthogonal and symplectic
gauge groups is based on the fact that SO(N), for all N , and Sp(N), for even N ,
are subgroups of SU(N). Specifically, if K is an N ×N matrix with KK∗ = I, then
SO(N) is the subgroup of SU(N) whose elements obey GtKG = K. Its generators
satisfy
T tK +KT = 0 . (4.4.68)
If J is an N×N matrix with JJ∗ = −I, then Sp(N) is the subgroup of SU(N) whose
elements obey GtJG = J . Its generators obey
T tJ + JT = 0 . (4.4.69)
Hence, the solutions for these groups are also SU(N) solutions, but must satisfy
certain additional restrictions. More specifically, note that the rank of Sp(N) is N/2,
while that of SO(N) is N/2 for even N and (N − 1)/2 for odd N . By comparison,
the rank of SU(N) is N − 1. This reduction in rank is accompanied by a reduction
in the number of species of fundamental monopoles. This is accomplished by the
identification of certain pairs of SU(N) monopoles, which is manifested by a type of
reflection symmetry of the Nahm data.
Thus, we first require that the eigenvalues of the SU(N) Higgs field obey
sp = sN+1−p (4.4.70)
and that the topological charges satisfy
np = nN−p (4.4.71)
These conditions imply that the skyline diagram will be symmetric under the reflec-
tion s→ −s. Next, the Nahm data must satisfy
Tj(−s) = C(s)T t(s)C(s)−1 (4.4.72)
where the matrix C obeys
C(−s) =

C(s)t Sp(N)
−C(s)t SO(N)
(4.4.73)
and it is understood that dimension of C(s), like that of the Tj(s), varies in a stepwise
fashion according to the value of s.
The spacetime solutions corresponding to these Nahm data have two possible
interpretations. They can be viewed as SU(N) solutions with topological charges na
(a = 1, 2, . . . , N−1) that have the special property that the locations of certain pairs
of fundamental monopoles happen to coincide. Alternatively, they can be viewed as
Sp(N) or SO(N) solutions with topological charges n˜a. The two sets of topological
charges are related (in an obvious notation) as follows:
Sp(N) : na = n˜a , a = 1, 2, . . . , N/2
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SO(2k) : na = n˜a , a = 1, 2, . . . , k − 2
nk−1 = n˜+ + n˜−
nk = 2n˜+
SO(2k + 1) : na = n˜a , a = 1, 2, . . . , k − 1
nk = 2n˜k (4.4.74)
4.5 Applications of the ADHMN construction
In this section we will illustrate the ADHMN construction by applying it to several
examples. We begin with the SU(2) k = 1 and k = 2 solutions, the only SU(2)
cases for which a general closed form solution of the Nahm equation is known. Once
one knows the Nahm data for these cases, it turns out to be a fairly straightforward
matter to obtain the Nahm data for two cases with larger gauge groups: the (2, 1)
solutions for SU(3) broken to U(1)×U(1), and the (1, 1, . . . , 1) solution for SU(N)
broken to U(1)N−1. Throughout, we set T0 = 0.
4.5.1 The unit SU(2) monopole
It is natural to begin by showing how the unit BPS solution is recovered in the
ADHMN construction [111]. Because k = 1, the Ti are simply numerical functions of
s. The commutator terms in the Nahm equation then vanish, implying that the Ti
must be constants. From the manner in which the Ti enter the construction equation,
it is evident that these constants are simply the spatial coordinates of the center of
the monopole. By translational invariance, we can set Ti = 0, so that the monopole
is centered at the origin.
The construction equation (4.4.13) then reduces to
dw
ds
= r · σ . (4.5.1)
A pair of orthonormal solutions are
wa(s, r) = N(r)e
s r·σηa (4.5.2)
where N is a normalization factor and the ηa are orthonormal two-component con-
stant vectors.
Making use of the integrals∫ v/2
−v/2
e2s r·σ ds =
sinh vr
r
I2 (4.5.3)
and ∫ v/2
−v/2
s e2s r·σ ds =
r · σ
r3
[vr cosh vr − sinh vr] , (4.5.4)
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we find that
N =
√
r
sinh vr
(4.5.5)
and
Φab =
1
2
(
v coth vr − 1
r
)
η†a rˆ · σ ηb . (4.5.6)
A slightly lengthier calculation gives
(Ai)ab = −iη†a ∂iηb − iǫijk rˆj η†aσkηb
(
− 1
2r
+
v
2 sinh vr
)
. (4.5.7)
The hedgehog gauge solution of Eqs. (2.2.1) and (3.1.1) is obtained by choosing
η1 = (1, 0)
t and η2 = (0, 1)
t. Alternatively, we can take the ηa to be eigenvectors of
rˆ · σ, with
η1 =
√
r − z
2r

x− iy
r − z
1
 , η2 =
√
r − z
2r

1
x+ iy
r − z
 . (4.5.8)
This gives the string gauge form of the solution in which the Higgs field is everywhere
proportional to σ3.
4.5.2 SU(2) two-monopole solutions
The Nahm construction for the k = 2 case [112] is much less trivial.14 From our count-
ing of zero modes, we know that these solutions should form an eight-dimensional
moduli space. One of the eight parameters corresponds to an overall U(1) phase and,
as in the k = 1 case, does not enter the Nahm data. Of the remaining parameters,
three correspond to spatial translations of the solution and three more to spatial
rotations, leaving only a single nontrivial parameter.
The Ti are Hermitian 2× 2 matrices, and so can be expanded as
Ti(s) =
1
2
Ci(s) · τ +Ri(s)I2 . (4.5.9)
Substituting this expression into the Nahm equation shows that the Ri are constants,
while the Ci obey
dCi
ds
=
1
2
ǫijkCj ×Ck . (4.5.10)
It follows that the elements of the real symmetric matrix
Mij = Ci ·Cj − 1
3
δijCk ·Ck (4.5.11)
are independent of s. If A is the orthogonal matrix that diagonalizes M , the three
vectors
Bi(s) = AjiCj(s) (4.5.12)
14For an alternative approach to the general k = 2 solution, see Ref. [113].
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are mutually orthogonal and so can be written as
Bi(s) = gi(s)eˆi(s) (4.5.13)
where the eˆi are a triplet of orthogonal unit vectors obeying eˆ1 × eˆ2 = eˆ3, and no
sum over i is implied. Substituting these expressions into Eq. (4.5.10), we find that
the eˆi are independent of s, while the gi(s) obey the Euler-Poinsot equations
dg1
ds
= g2 g3
dg2
ds
= g3 g1
dg3
ds
= g1 g2 . (4.5.14)
These imply that the differences ∆ij = g
2
i −g2j are constants. It follows that once two
of the gi(s) are known, the third is determined. Hence, there are only two independent
constants of integration, which must be chosen so that the Ti have poles at s = ±v/2.
Adopting the convention that |g1(s)| ≤ |g2(s)| ≤ |g3(s)|, we can write
gi(s) = fi(s+ v/2; κ,D) (4.5.15)
where the fi are the Euler top functions
f1(u; κ,D) = −D cnκ(Du)
snκ(Du)
f2(u; κ,D) = −D dnκ(Du)
snκ(Du)
f3(u; κ,D) = − D
snκ(Du)
. (4.5.16)
The fi have poles at u = 0 and at Du = 2K(κ), where K(κ) is the complete
elliptic integral of the first kind. The u = 0 pole gives the required behavior at
s = −v/2. Requiring that the second pole be at s = v/2 gives the relation
2K(κ) = Dv (4.5.17)
between κ and D. Because K(κ) increases monotonically over the allowed range
0 ≤ κ < 1, with K(0) = π/2 and K(1) =∞, we see that D must lie in in the range
π
v
≤ D <∞ . (4.5.18)
Putting all of this together gives
Ti(s) =
1
2
∑
j
Aijfj(s+ v/2; κ,D)τ
′
j +RiI2 (4.5.19)
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where κ and D are related by Eq. (4.5.17) and τ ′j ≡ (eˆj)kτk. Because Ejk = (eˆj)k
is an orthogonal matrix, there exists an SU(2) matrix g such that an s-independent
gauge action of the form of Eq. (4.4.10) will rotate the τ ′k back into the standard
Pauli matrices. Hence, the most general k = 2 Nahm data can be written as
Ti(s) =
1
2
∑
j
Aijfj(s+ v/2; κ,D)τj +RiI2 . (4.5.20)
The next step in the construction would be to solve the construction equation
obtained by inserting these Ti(s) into Eq. (4.4.13). Unfortunately, it has not proven
possible to obtain a closed-form analytic solution of this equation. (For some progress
in this direction, see Refs. [114, 115, 116].)
Nevertheless, we can obtain a physical understanding of the parameters that enter
these Nahm data. As expected, there are seven of these, with the components of R
giving the center-of-mass position and the three Euler angles in the orthogonal matrix
A determining the spatial orientation of the solution. All three of these angles enter
the solution (thus verifying the lack of axial symmetry) as long as the three fj are
all different, as is true for all15 D > π/v.
The physical meaning of the last parameter, D, is most easily seen by studying the
limit Dv ≫ 1, where the construction equation simplifies somewhat. For simplicity,
let us set R = 0 and Aij = δij.
Equation (4.5.17) implies that κ must approach unity for large D; specifically,
κ ≈
(
1− 16e−Dv
)
. (4.5.21)
For κ close to unity, and s not too close to 0 or 2K(κ),
cnκ(s) ≈ dnκ(s) ≈ sechs
snκ(s) ≈ tanh s . (4.5.22)
Hence, for v/2− |s| >∼ D−1 (i.e., away from the poles of the Ti)
T1 ≈ T2 ≈ 0
T3 ≈ D
2
τ3 . (4.5.23)
In the pole regions, we have
Ti ≈ 1
s+ v/2
τi
2
(4.5.24)
near s = −v/2, and
Ti ≈ − 1
s− v/2
τ1τiτ1
2
(4.5.25)
15The exceptional case occurs when D = π/v, its minimum allowed value. Recalling that K(0) =
π/2, we see that this implies that κ = 0. The Jacobi elliptic functions simplify when κ = 0, giving
f1(u, 0, π/v) = − cot(πu/v) and f2(u, 0, π/v) = f3(u, 0, π/v) = −csc(πu/v).
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near s = v/2.
In the interval −v/2 + D−1 < s < v/2 − D−1, where Eq. (4.5.22) applies, the
construction equation can be approximated by
dw
ds
=Mw (4.5.26)
with M being the block diagonal matrix
M =
(
r+ · σ 0
0 r− · σ
)
(4.5.27)
and r± = r − x± with x± = (0, 0,±D/2). Hence, in this region four independent
solutions of the construction equation are
v1(s) = e
−r+(s+v/2) η1
v2(s) = e
−r+(v/2−s) η2
v3(s) = e
−r−(s+v/2) η3
v4(s) = e
−r−(v/2−s) η4 (4.5.28)
where η1 and η2 are eigenvectors of rˆ+ · σ with eigenvalues 1 and −1, and η3 and η4
are eigenvectors of rˆ− ·σ with eigenvalues 1 and −1. Of these solutions, v1 and v3 are
of order unity at the left end of the interval and then decrease monotonically with s,
while v2 and v4 are of order unity at the right end and monotonically decreasing as
one moves back toward the lower limit of s.
These solutions all develop singularities if they are integrated all the way out to
the poles of the Nahm data at s = ±v/2. However, we know that there must be two
linearly independent combinations of these solutions that remain finite even in the
pole region. These can be chosen to be of the form
w1(s) = N1 [v1(s) + b3 v3(s) + b4 v4(s)]
w2(s) = N2 [v2(s) + c3 v3(s) + c4 v4(s)] (4.5.29)
with appropriately chosen constants bj and cj .
Now consider a point in space that is much closer to x+ than to x−, so that
r+ ≪ r−. Here the exponential falloffs of v3 and v4 are much faster than those of v1
and v2. As a result, over most of the central interval (which is itself most of the total
range of s) w1 ≈ v1 and w2 ≈ v2. In fact, both the normalization integrals and the
integrals that give Φ and Ai are, to first approximation, the same as they would be
if v1 and v2 were everywhere given by Eq. (4.5.28). The result is that the spacetime
fields at this point are approximately those due to an isolated monopole centered at
x+. By a similar analysis, the fields in the region where r− ≪ r+ are approximately
those of a monopole centered at x−. Hence, for widely separated monopoles D is
simply the intermonopole distance.
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4.5.3 (2, 1) solutions in SU(3) broken to U(1)×U(1)
These solutions contain three fundamental monopoles, two associated with β1 and
one with β2, and thus form a twelve-dimensional moduli space [117]. The two global
U(1) phases do not enter the Nahm data, which therefore depend on ten parameters:
six corresponding to overall spatial translations and rotations, and four specifying
intrinsic properties of the solutions.
We denote the eigenvalues of the asymptotic Higgs field as s1 < s2 < s3. On the
“left” interval s1 < s < s2 the Nahm data are 2×2 matrices TLi , while for s2 < s < s3
the data are a triplet of numbers tRi . The T
L
i obey the same equations as the Nahm
data for the k = 2 SU(2) solutions, except that they have poles only at s1, but not at
s2. The t
R
i are constants, just like the k = 1 SU(2) data, with the matching conditions
at s2 requiring that t
R
i be equal to the 22 component of T
L
i (s2).
Thus, by recalling the steps that led to Eq. (4.5.19), we find that
TLi (s) =
1
2
∑
j
Aijfj(s− s1; κ,D)τ ′j +RiI2 . (4.5.30)
Previously, κ was determined by D. Now, the requirement that the TLi be finite at
s = s2 (and not have any poles for s1 < s < s2) gives the inequality
2K(κ) > D(s2 − s1) . (4.5.31)
A second difference from the SU(2) case concerns the gauge action. Before, the full
SU(2) gauge action was available to rotate the τ ′j into the standard Pauli matrices.
Because the matching condition at s2 picks out the 22 components of the τ
′
j , the only
available gauge action is the U(1) subgroup that leaves these components invariant.
Thus, the four intrinsic parameters of the solutions can be taken to be κ, D, and
two of the three Euler angles in the matrix Ejk that defines the τ
′
j . We expect the
physical interpretation of these to be clearest when the three monopoles are well-
separated. Let us see what this means.
It it clear that in this regime the tRi specify the position of the β2-monopole
relative to the two β1-monopoles. For the β2-monopole to be far from the other two,
the tRi , and hence the T
L
i (s2), must be large, which means that s2 must be near the
pole in the fj. The behavior of the fj in the pole region then gives, to leading order,
f1(s2 − s1) = −f2(s2 − s1) = −f3(s2 − s1) = 2r (4.5.32)
where r is defined by
2r(s2 − s1) = D(s2 − s1)
2K(κ)−D(s2 − s1) ≫ 1 . (4.5.33)
In order that the two β1-monopoles be well separated from each other, we must also
require that D be large and hence that κ be close to unity.
Assuming these conditions to hold, let us choose our spatial axes so that Aij = δij
and Ri = 0. The Nahm data on the left interval are then
TLi (s) =
1
2
fi(s− s1; κ,D)τ ′i (4.5.34)
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with no sum on i. These correspond to two β1-monopoles centered at the points
(0, 0,±D/2). The data on the right interval are
tRi =
[
TLi (s2)
]
22
(4.5.35)
and correspond to a β2-monopole whose center is a distance r from the origin, at
(−rE13, rE23, rE33).
4.5.4 (1, 1, . . . , 1) solutions in maximally broken SU(N)
These solutions [118] contain N − 1 distinct fundamental monopoles, one of each
type.16 They form a 4(N − 1)-dimensional moduli space, with 3(N − 1) parameters
entering the Nahm data. As with the k = 1 solution for SU(2), the commutator
terms in the Nahm equation vanish, and so the Nahm data are constant within each
interval. Thus, on the pth interval we write
T
(p)
j (s) = x
p
j (4.5.36)
where xp is naturally identified as the position of the pth fundamental monopole.
Because adjacent intervals have equal numbers of monopoles, we must introduce
jumping data. At s = sp, the boundary between the (p − 1)th and pth intervals,
there is a two-component spinor a(p) that, according to the matching condition of
Eq. (4.4.63), must obey
xpj − xp−1j = −
1
2
a(p)† σj a
(p) . (4.5.37)
Up to an irrelevant overall phase, the solution is
a(p) =
√
2|xp − xp−1|
 cos(θ/2) e
−iφ/2
sin(θ/2) eiφ/2
 (4.5.38)
where θ and φ specify the direction of the vector dp ≡ xp−1 − xp.
(It is a nontrivial result that jumping data satisfying the matching condition can
be found for arbitrary choices of the xp. The jumping data at the boundary between
two intervals with the same value of k contain at most 4k real numbers, while the
matching condition imposes 3k2 constraints. Hence, for k > 1, the Nahm data within
the intervals must satisfy nontrivial restrictions for the matching to be possible.)
Having obtained the Nahm data, the next step is to solve the construction equa-
tion. In order to obtain an SU(N) solution, there must be N linearly independent
solutions, with the ath such solution consisting of N − 1 functions w(p)a (s), one for
each interval, and N − 2 complex numbers S(p)a , one for each inter-interval boundary.
Within each interval, the construction equation is easily solved, giving
w(p)a (s) = e
(s−sp) (r−xp)·σ w(p)a (sp) . (4.5.39)
16For earlier results, by a different method, on the (1, 1) solutions in SU(2), see Refs. [120] and
[119].
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The matching conditions at the boundaries then give
w(p)a (sp) = e
(sp−sp−1)dp·σ w(p−1)a (sp−1)− S(p)a a(p) (4.5.40)
so that the entire solution is specified by giving its value at s = s1, together with the
S(p)a (p=2, 3, . . . , N − 1).
For each solution, the two components of w(1)a (s1) contain four real numbers and
the S(p)a give 2N−4 more. All together, there should be N such solutions obeying the
orthonormality condition of Eq. (4.4.65). This orthonormality condition gives N2 real
constraints on the 2N2 numbers specifying the solutions. Of the remaining degrees
of freedom, N2 − 1 correspond to the allowed changes of basis that are equivalent to
SU(N) gauge transformations on the spacetime fields, while the last is an an overall
phase that has no effect on the spacetime fields.
It is a straightforward, albeit tedious, matter to obtain a complete set of solutions
and to then insert them into Eqs. (4.4.66) and (4.4.67) to obtain Φ and Ai. All of the
required integrals are readily evaluated, and the spacetime fields can be expressed in
closed (but not very compact) form in terms of elementary functions.
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Chapter 5
The moduli space of BPS
monopoles
Up to this point we have considered monopoles and dyons as classical solitons of
Yang-Mills-Higgs theory. While we started with general theories, we saw how super-
symmetry introduced many simplifications into the study of solutions. The study of
these BPS monopoles and dyons has, in turn, contributed immensely toward our un-
derstanding of SYM theories, especially in regard to the nonperturbative symmetries
of N ≥ 2 SYM theories known as dualities.
One important handle for studying the behavior and classification of monopoles
and dyons is the low-energy moduli space approximation [18]. In this description,
most of the field theoretical degrees of freedom are ignored, leaving only a finite
number of bosonic and fermionic variables to be quantized. The bosonic variables
are the collective coordinates that encode the positions and phases of the individ-
ual monopoles, while the fermionic pieces are needed to complete certain low-energy
supersymmetries that are preserved by the monopole solutions. Dyons arise in this
description as excited states with nonzero momenta conjugate to the phase coordi-
nates.
The moduli space approximation ignores radiative interactions and is relevant only
when we ask questions suitable for the low-energy limit. For instance, while one can
study the scattering of monopoles within this framework, the result is only reliable
if none of monopoles are moving rapidly or radiating a lot of electromagnetic energy.
This can be ensured by restricting to low velocity and by working in the regime with
small Yang-Mills coupling constant [121, 122].1 This restriction is harmless when we
are investigating the possible types of low-energy monopole bound states, which will
be one of our main goals when we want to make contact with the nonperturbative
aspects of the underlying Yang-Mills theories.
Although supersymmetry, specifically the supersymmetry that is left unbroken by
the monopoles, is important for understanding the low-energy dynamics, we will start,
1We are assuming here that the gauge group has been broken to an Abelian subgroup. Matters
are more complicated if there is an unbroken non-Abelian subgroup, as we will see in the next
chapter.
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in this chapter, with the purely bosonic part of the theory. When there is only one
adjoint Higgs we have the notion of fundamental monopoles, which was introduced
in Chap. 4. Each fundamental monopole carries four collective coordinates, and
thus a 4n-dimensional moduli space emerges as the natural setting for describing n
monopoles interacting with each other. We will presently define, characterize, and
find explicit examples of such moduli spaces.
Of course, SYM theory with extended supersymmetry comes with either two or
six adjoint Higgs fields in the vector multiplet. Except in the SU(2) theory, this
feature turns out to qualitatively modify the low-energy dynamics and is in fact quite
crucial for recovering most of the dyonic states in the theory. However, by taking a
suitable limit in which one of the Higgs fields takes a dominant role in the symmetry
breaking, we can study monopole dynamics in such multi-Higgs vacua with a simple
and universal modification of the moduli space dynamics. This modified moduli space
dynamics will occupy the second half of this review. For now, we will concentrate on
the conventional moduli space dynamics, with only a single Higgs field.
We begin, in Sec. 5.1, by describing some general properties of monopole moduli
spaces. We then go on to describe how the moduli space metric can be determined
in several special cases. In Sec. 5.2, we use the interactions between well-separated
monopoles to infer the metric for the corresponding asymptotic regions of moduli
space. Next, in Sec. 5.3, we show how these asymptotic results, together with the
general mathematical constraints on the moduli space, determine the full moduli
space for the case of two fundamental monopoles. If the two monopoles are of distinct
types, it turns out that the asymptotic form of the metric is actually the exact form
for the entire moduli space. This result is extended to the case of an arbitrary number
of distinct monopoles in Sec. 5.4. Finally, in Sec. 5.5, we will illustrate the use of the
moduli space approximation by using the metrics we have obtained to discuss the
scattering of two monopoles.
5.1 General properties of monopole moduli spaces
We recall from the discussion in Chap. 2 that in the moduli space approximation the
dynamics is described by a Lagrangian of the form
L = −(total rest mass of monopoles) + 1
2
grs(z)z˙
r z˙s (5.1.1)
where the zr are the collective coordinates that parameterize the monopole configu-
rations, and the constant first term will usually be omitted in our discussions.
The moduli space is naturally viewed as a curved manifold with metric gmn(z),
as illustrated in Fig. 5.1. As was shown in Sec. 2.5, the metric can be obtained from
the background gauge zero modes via
grs(z) = 2
∫
d3x tr {δrAiδsAi + δrΦδsΦ} = 2
∫
d3x tr {δrAaδsAa} . (5.1.2)
In the last integral we have used the convention, introduced previously, of letting
Roman indices from the beginning of the alphabet run from 1 to 4, with A4 ≡ Φ.
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Figure 5.1: The monopole moduli space is a curved manifold whose points
correspond to monopole solutions. Thus, the tangent vectors at any given point
on the moduli space of a BPS monopole encode the infinitesimal deformations
of the corresponding monopole solution that preserve the BPS condition.
This expression for the metric is anything but accessible. The computation of
the metric would seem to require that we know the entire family of BPS monopole
solutions, which remains a very difficult task. Historically, moduli space metrics have
been found by various indirect methods that invoke the symmetries of the underlying
gauge theory and the moduli space properties that are derived from them.
One essential property of a monopole moduli space is its hyper-Ka¨hler structure.
In Sec. 4.2.2 we found that at each point on the moduli space there are three com-
plex structures J (r) that map the the tangent space onto itself and that obey the
quaternionic algebra
J (s)J (t) = −δst + ǫstuJ (u) . (5.1.3)
Furthermore, as we will now show, it turns out that the manifold is Ka¨hler with
respect to each of the J (r), which is equivalent to saying that
∇J (s) = 0 (5.1.4)
with respect to the Levi-Civita connection of the moduli space metric. When a
manifold possesses such a triplet of Ka¨hler structures, it is called a hyper-Ka¨hler
manifold. This puts a tight algebraic constraint on the curvature tensor and thus
provides a differential constraint on the moduli space metric.2
As explained in Sec. A.1.2 of Appendix A, to prove that a manifold is hyper-Ka¨hler
it is sufficient to show that the three Ka¨hler forms
ω(s)qr = −gqnJ (s)nr
2A more detailed discussion of complex structures, integrability, and Ka¨hler and hyper-Ka¨hler
geometry is given in Appendix A.
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= 2
∫
d3xη¯sabTr (δqAaδrAb) (5.1.5)
are all closed.
We start by rewriting Eq. (2.5.11) for the zero modes as
δrAa = ∂rAa −Daǫr . (5.1.6)
It is is convenient to view ǫr as defining a connection on the moduli space, and to
define the covariant derivative
Dr = ∂r + ie[ǫr, ] (5.1.7)
and the field strength
φrs = [Dr,Ds] = ∂rǫs − ∂sǫr + ie[ǫr, ǫs] . (5.1.8)
To show that the Ka¨hler forms are closed, we must evaluate
ǫpqr∂pω
(s)
qr = 2ǫpqr
∫
d3x η¯sabTr [Dp(δqAa δrAb)]
= 4ǫpqr
∫
d3x η¯sabTr [(DpδqAa)δrAb]
= −2ǫpqr
∫
d3x η¯sabTr [(Daφpq)δrAb] . (5.1.9)
Using Eq. (4.2.16), an integration by parts, and the background gauge condition,
Eq. (2.5.12), we obtain
ǫpqr∂pω
(s)
qr = 2J
(s)
r
n
∫
d3xTr [(Daφpq)δnAa]
= −2J (s)r n
∫
d3xTr [φpqDaδnAa]
= 0 , (5.1.10)
verifying that all three Ka¨hler structures are closed, and thus that any BPS monopole
moduli space is hyper-Ka¨hler [123, 124, 125].
It is also important to take note of the isometries of the moduli space, which
reflect the underlying symmetries of the BPS monopole solutions themselves. For
instance, since we are discussing monopoles in an R3 space with rotational and trans-
lational symmetries, the moduli space should possess corresponding isometries. The
translation isometry shows up somewhat trivially in the center-of-mass part of the
collective coordinates and does not enter the interacting part of the moduli space.
The SO(3) rotational isometry (which can, in general, be elevated to an SU(2)
isometry), turns out to be particularly useful, because it acts on the relative position
vectors of the monopoles. Spatial rotation of a BPS solution always produces another
BPS solution. This takes one point on the moduli space to another, and thus induces
a mapping of the moduli space onto itself. Because the physics is invariant under
such spatial rotations, this mapping preserves the moduli space Lagrangian, and thus
the metric.
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The infinitesimal generators of the isometries are realized as vector fields on the
moduli space. We will denote the three generators of the rotational isometry by Ls
with s = 1, 2, 3. The statement that the Ls generate isometries is reflected in the fact
that they are Killing vector fields, whose components therefore satisfy
0 = (LLs[g])mn ≡ ∇mLsn +∇nLsm (5.1.11)
where LV denotes the Lie derivative with respect to the vector field V .
The SU(2) structure of these isometries is in turn encoded in the commutators of
these vector fields,
[Ls, Lt] = ǫstuLu , (5.1.12)
where the commutator of two vector fields, X and Y , is defined as
[X, Y ]m ≡ Xn∂nY m − Y n∂nY m . (5.1.13)
This SU(2) isometry does not leave the complex structures, J (s), invariant. Instead,
the complex structures transform as a triplet:
LLs [J (t)] = ǫstuJ (u) . (5.1.14)
Equivalently, the three Ka¨hler forms ws transform as
LLs[wt] = ǫstuwu . (5.1.15)
The fact that the J (s) transform as a rotational triplet can be easily understood by
recalling, from Eq. (4.2.16), that their action originates from the action of the ’t Hooft
tensor ηsµν on the zero modes. After carefully sorting through how spatial rotation
acts on the ηsµν , one finds that the J
(s) form a triplet.
The unbroken gauge group, U(1)r, can also be used to transform a BPS solution;
this generates another set of isometries of the moduli space. (There are at most r
independent isometries of this sort.) The zero modes associated with these gauge
isometries take the particularly simple form
δAAs = DsΛA, δAΦ = ie[Φ,ΛA] (5.1.16)
with A = 1, 2, . . . , r labelling the r possible gauge rotations. The zero mode equations
then simplify to a single second-order equation,
D2ΛA + e
2[Φ, [Φ,ΛA]] = 0 . (5.1.17)
Although the long-range part of the solution commutes with the unbroken gauge
group, the monopole cores, which contain charged fields, are transformed. Through-
out this review, we will denote the Killing vector fields associated with these U(1)
isometries by KA. Returning to Eq. (4.2.16), we see that the effect of a gauge trans-
formation commutes with those of the J (s). Hence, these U(1) isometries, unlike the
rotational isometry, preserve the complex structures of the moduli space,
LKA[J (s)] = 0 , (5.1.18)
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and are thus “triholomorphic”.
In the following we will find it useful to have an explicit coordinate system where
the gauge isometries act as translations of the angular coordinates. Generally, we
may consider a coordinate system where these Killing vectors are written as
KA =
∂
∂ξA
(5.1.19)
for some angular coordinates ξA. The Lagrangian must then have no explicit depen-
dence on the ξA, other than via their velocities, and so may be written most generally
as
L =
1
2
hpq(y)y˙
py˙q +
1
2
kAB(y)
[
ξ˙A + y˙pwAp (y)
] [
ξ˙B + y˙qwBq (y)
]
(5.1.20)
where the yp are the other coordinates. In other words, the ξA are all cyclic coordi-
nates whose conjugate momenta are conserved quantities, just as in the case of SU(2)
monopoles. We can identify these conjugate momenta as the electric charges that
arise when the monopole cores are excited in such a manner that the monopoles are
converted into dyons.
5.2 The moduli space of well separated monopoles
The metric on the moduli space determines the motion of slowly moving dyons.
Conversely, the form of the moduli space metric can be inferred from a knowledge of
the interactions between the dyons. In general, this is not a simple task, since the
complete interaction between the dyons is no easier to understand than the complete
form of the classical Yang-Mills solitons.
On the other hand, a drastic simplification occurs when we restrict our attention
to cases where the monopole cores are separated by large distances. In this limit,
the only interactions between the monopoles come about by the exchange of massless
fields, which are completely Abelian [126, 127, 128]. In other words, the interactions
involved are simply the Maxwell forces and their scalar analogue. By studying these
interactions, then, we will be able to recover those regions of the moduli space where
the intermonopole distances are all large. In this section, we will show how to do
this.
5.2.1 Asymptotic dyon fields and approximate gauge isome-
tries
Let us imagine that we have a set of N fundamental monopoles, all well separated
from each other. We label these by an index j. Because only Abelian interactions are
relevant at long distances, the non-Abelian process of electric charge hopping from one
monopole core to another is extremely suppressed. Consequently, in this regime we
have a larger number of “gauge” isometries than we have a right to expect. Instead of
having a conserved electric charge for each unbroken U(1) gauge group, we effectively
have a conserved electric charge for each monopole core. The 4N moduli of the
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monopole solution are easily visualized as 3N position coordinates xj and N angular
coordinates ξj, with j labelling the monopole cores. Translation along ξj is then
an approximate symmetry of the moduli space metric, so we have an approximate
gauge isometry associated with each monopole. The effective Lagrangian of this
approximate moduli space must be of the form
L =
1
2
Mij(x)x
i · xj + 1
2
Kij(x)
(
ξ˙i +Wik(x) · x˙k
) (
ξ˙j +Wjl (x) · x˙l
)
(5.2.1)
for some functions Mij , Kij, and W
i
j of the xk. This Lagrangian is similar in form to
that displayed in Eq. (5.1.20), but with the significant difference that there is now a
phase angle for every monopole, rather than just one for each unbroken U(1) factor,
no matter how many fundamental monopoles of a given species are present.
Let us work in a gauge where the asymptotic Higgs field lies in the Cartan sub-
algebra. Then, as was described in Sec. 4.1, the jth monopole, located at xj , gives
rise to an asymptotic magnetic field
B(j) = gj (α
∗
j ·H)
(x− xj)
4π |x− xj |3 (5.2.2)
where αj is one of the fundamental roots and gj = 4π/e. Exciting Qj, the momentum
conjugate to ξj , gives rise to a long-range electric field
E(j) = Qj (α
∗
j ·H)
(x− xj)
4π |x− xj|3 . (5.2.3)
Because of the appearance of α∗j , instead of αj , the electric charge Qj is quantized
in integer units of eα2j .
We will also need the long-range effects of these dyons on the Higgs field. Applying
a Lorentz transformation to the solution of Eq. (4.1.14), we see that the jth dyon
induces a deviation
∆Φ(j) = − (α
∗
j ·H)
4π|x− xj |
√
1− v2j
√
g2j +Q
2
j +O(r
−2) (5.2.4)
from the vacuum value Φ0.
The interactions among these dyons are most easily described by a Legendre
transformation of the original monopole Lagrangian, in which we trade off the ξj in
favor of their conjugate momenta Qj/e. The resulting effective Lagrangian is often
called the Routhian, and has the form
R = L− Qj
e
ξ˙j =
1
2
Mij x˙
i · x˙j − 1
2
(K−1)ij
Qi
e
Qj
e
+
Qi
e
Wij · x˙j . (5.2.5)
In the following section we will compute this Routhian directly from the long-range
interactions of dyons and then extract the asymptotic geometry of the moduli space.
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5.2.2 Asymptotic pairwise interactions and the asymptotic
metric
We begin by considering a pair of well-separated dyons, and asking for the effect of
dyon 2 on the motion of dyon 1. This has two parts — the long-range electromagnetic
interaction and the scalar interaction. The former is a straightforward generalization
of the interaction between a pair of moving point charges in Maxwell theory. Given
two U(1) dyons with electric and magnetic charges Qj and gj, the electromagnetic
effects of the second on the first are described by the Routhian
R
(1)
Maxwell = Q1
[
v1 ·A(2)(x1)− A(2)0 (x1)
]
+ g1
[
v1 · A˜(2)(x1)− A˜(2)0 (x1)
]
. (5.2.6)
Here A(2) and A
(2)
0 are the ordinary vector and scalar electromagnetic potentials due
to charge 2, while A˜(2) and A˜
(2)
0 are dual potentials defined so that E = −∇× A˜ and
B = −∇A˜0 + ∂A˜/∂t.
Using standard methods to obtain these potentials, and keeping only terms of up
to second order in Qj or vj, we obtain
R
(1)
maxwell =
g1g2
4πr12
[
v1 · v2 − Q1Q2
g1g2
]
− 1
4π
(g1Q2 − g2Q1)(v2 − v1) ·w12 (5.2.7)
where r12 = |x1 − x2| and the Dirac monopole potential
w12 = w(x1 − x2) (5.2.8)
obeys
∇×w(r) = − r|r|3 . (5.2.9)
In terms of the usual spherical coordinates for r, we can write
w(r) · dr = cos θ dφ (5.2.10)
locally.
These electromagnetic interactions can all be traced back to the F 2µν term in the
Maxwell Lagrangian. In the Yang-Mills case, the analogous term involves a trace
over the group generators. The result is that the right-hand side of Eq. (5.2.7) must
be multiplied by a factor of3
2Tr [(α∗1 ·H)(α∗2 ·H)] = α∗1 ·α∗2 . (5.2.11)
The scalar interaction is manifested as a position-dependent modification of the
dyon mass [127]. The effective mass of dyon 1 becomes
meff1 = 2
√
g21 +Q
2
1 Tr [(α
∗
1 ·H) (Φ + ∆Φ(2)(x1))] (5.2.12)
3The factor 2 arises because our normalization convention, Eq. (4.1.1), replaces the usual 1/4 of
the Maxwell Lagrangian by a 1/2, as in Eq. (2.1.2).
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and hence
R
(1)
scalar = m
eff
1
√
1− v21
= m1
(
1− v
2
1
2
+
Q21
g21
)
− g1g2 α
∗
1 ·α∗2
8πr12
(
v21 + v
2
2 −
Q21
g21
− Q
2
2
g22
)
.
(5.2.13)
Adding these contributions, subtracting the rest mass m1, and keeping terms up
to second order in Qj or vj, we obtain
R(1) = = −m1
(
1− 1
2
v21 +
Q21
2g21
)
− g1g2 α
∗
1 ·α∗2
8πr12
(v1 − v2)2 −
(
Q1
g1
− Q2
g2
)2
− α
∗
1 ·α∗2
4π
(g1Q2 − g2Q1)(v2 − v1) ·w12 . (5.2.14)
By interchanging particles 1 and 2, a similar expression is obtained for R(2), the
Routhian describing the effects of particle 1 on particle 2.
The extension to an arbitrary collection of well-separated dyons [128] is straight-
forward. Since we are considering fundamental dyons that all carry unit magnetic
charges, we can set all of the gj equal to 4π/e. The Routhian obtained by adding all
the pairwise interactions is of the form of Eq. (5.2.5), with
Mij =

mi −
∑
k 6=i
4πα∗i ·α∗k
e2rik
, i = j
4πα∗i ·α∗j
e2rij
, i 6= j
(5.2.15)
Wji =

−∑k 6=i α∗i ·α∗kwik , i = j
α∗i ·α∗jwij , i 6= j
(5.2.16)
and
K =
(4π)2
e4
M−1 . (5.2.17)
The asymptotic moduli space metric is obtained by returning from the Routhian
back to the Lagrangian via a Legendre transform. Substituting Eqs. (5.2.15)–(5.2.17)
into Eq. (5.2.1), we obtain the desired asymptotic metric [128],4
Gasym =Mijdxi · dxj + (4π)
2
e4
(M−1)ij(dξi +Wik · dxk)(dξj +Wjl · dxl) . (5.2.18)
4Bielawski [129, 130, 131] has shown rigorously that this asymptotic metric approaches the exact
metric exponentially rapidly as the separations between monopoles are increased.
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5.2.3 Why does the asymptotic treatment break down?
It is easy to see that this asymptotic approximation to the moduli space metric
cannot be exact for the case of two identical monopoles. First of all, the Mjj vanish
and the asymptotic form becomes singular if the intermonopole distance is too small.
Second, for the case of two identical monopoles the approximate metric is independent
of the relative phase angle ξ1 − ξ2. If this isometry were exact, it would imply that
the two-monopole solutions was axially symmetric, which we know is not the case.
Furthermore, such an isometry would correspond to an additional U(1) isometry, but
for the SU(2) case there is only one unbroken U(1) gauge group.
Neither of these problems would arise if we were considering a pair of distinct
monopoles [55]. Because α∗1 ·α∗2 is now negative, the Mjj never vanish. Also, for two
distinct monopoles there are always two different unbroken U(1) isometries acting
on the BPS solutions, so the appearance of an additional U(1) is actually desired.
In fact, as will be shown in detail in the next section, the asymptotic metric for
a pair of distinct monopoles can be extended without modification to all distances
and is identical to the exact moduli space metric found via rigorous mathematical
considerations.
The difference between these two cases can be understood by noting that two
fundamental monopoles of the same type can interact via the exchange of a massive
gauge boson. This additional interaction is short-range, and so gives a correction to
the moduli space metric that falls exponentially with distance. If the monopoles are of
different types, such gauge boson exchange is impossible, and there is no modification
to the metric.
5.3 Exact moduli spaces for two monopoles
For a pair of monopoles, the moduli space is eight-dimensional. Of these eight di-
mensions, three encode the center-of-mass motion of the two-body system and must
remain free, while at least one corresponds to an exact gauge rotation. Thus the
nontrivial part of the moduli space is at most four-dimensional. With the various
constraints on the moduli space, in particular its hyper-Ka¨hler property and the
SO(3) isometry from spatial rotations, not much choice is left. In fact, it is via these
abstract considerations that Atiyah and Hitchin [123, 124, 125] were able to find the
exact moduli space for two identical monopoles. In this section, we will consider an
arbitrary pair of monopoles, identical or distinct, and find the exact moduli space
thereof.
5.3.1 Geometry of two-monopole moduli spaces
Symmetry considerations tell us a great deal about the form of the two-monopole
moduli spaceM. First of all, there must be three directions, corresponding to overall
spatial translations of the two-monopole system, that are free of interaction. In other
words, the metric components for these directions must be trivial. Furthermore, the
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hyper-Ka¨hler structure relates these three free directions to a fourth one, at least
locally, so that at least a four-dimensional part of the moduli space comes with a flat
metric. This fourth direction must come from gauge rotations that are a mixture of
the two U(1) gauge angles associated with the fundamental monopoles. This allows,
in principle, a discrete mixing between the free part of the gauge angles and the rest,
and so we conclude that the space must be of the form
M = R3 × R
1 ×M0
D (5.3.1)
where D is a discrete normal subgroup of the isometry group of R1 ×M0.
The isometry group of M0 is also easily determined. Since spatial rotation of a
BPS solution about any fixed point yields another BPS solution, M0 must possess
a three-dimensional rotational isometry. As we noted in Sec. 5.1, this rotational
isometry does not preserve the complex structures, but rather mixes them among
themselves.
If the two monopoles are of different types, there will be an additional U(1)
isometry. This is possible only if the gauge group is rank 2 or higher, with at least
two unbroken U(1) factors. One linear combination of the two unbroken U(1) gauge
degrees of freedom generates the translational symmetry, alluded to above, along
the overall R1. The remaining generator must then induce a U(1) isometry acting
on M0. Hence, M0 must be a four-dimensional manifold that is equipped either
with four Killing vector fields that span an su(2)×u(1) algebra, or with three Killing
vectors that span su(2), depending on whether the monopoles are distinct or identical.
Furthermore, the results of the previous section show that the orbits of the rotational
isometry on the asymptotic metric are three-dimensional; clearly the exact metric
must also possess this property at large r.
For a four-dimensional manifold the fact that the moduli space is hyper-Ka¨hler
implies that the manifold is a self-dual Einstein manifold. From this, together with
the rotational symmetry properties of the manifold, it follows that the metric can be
written as
ds2 = f(r)2 dr2 + a(r)2σ21 + b(r)
2σ22 + c(r)
2σ23 (5.3.2)
where the metric functions obey
2bc
f
da
dr
= b2 + c2 − a2 − 2ǫbc (5.3.3)
(and cyclic permutations thereof) with ǫ either 0 or 1, while the three one-forms σk
satisfy
dσi =
1
2
ǫijkσj ∧ σk . (5.3.4)
An explicit representation for these one-forms is
σ1 = − sinψdθ + cosψ sin θdφ,
σ2 = cosψdθ + sinψ sin θdφ,
σ3 = dψ + cos θdφ (5.3.5)
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where the ranges of θ and φ are [0, π] and [0, 2π], respectively.
The function f depends on the coordinate choice for r. A convenient choice for
making contact with the results of the previous section is to take θ and φ to be the
usual spherical coordinates on R3, r to be a radial coordinate, and ψ to be a U(1)
angle. With this choice, it is easy to see that
σ3 = dψ +w(r) · dr (5.3.6)
where w is the same Dirac potential as in Eq. (5.2.10). In order that the metric tend
to the asymptotic form Grel, the range of ψ must be [0, 4π].
We now quote the results of Atiyah and Hitchin [123, 124, 125] and list all the
smooth geometries that are obtained from solutions to these conditions:
• ǫ = 0 produces only one smooth solution with an asymptotic region, the so-
called Eguchi-Hanson gravitational instanton [132]. Its asymptotic geometry is
R4/Z2 and does not have a compact circle corresponding to a gauge U(1) angle.
• ǫ = 1, a = b = c gives a solution with
f = 1 , a = b = c = −r
2
. (5.3.7)
This corresponds to a flat R4. Dividing it by Z gives a cylinder, R3×S1, which
would be M0 for a pair of noninteracting monopoles. For an interacting pair,
however, this manifold is not acceptable, because it has too much symmetry.
• ǫ = 1, a = b 6= c gives
f =
√
1 +
2l
r
, a = b = −rf , c = −2l
f
(5.3.8)
with l > 0. (A possible overall multiplicative constant has been suppressed.)
This gives the Taub-NUT geometry with an SU(2) rotational isometry [133],
which is illustrated in Fig. 5.2. The range of ψ is [0, 4π]. Since a = b, the
metric has no dependence on ψ, and a shift of ψ is a symmetry. This generates
an additional U(1) isometry, which is also triholomorphic and thus could be
associated with an unbroken U(1) gauge symmetry.
• ǫ = 1, a 6= b 6= c yields the Atiyah-Hitchin geometry with an SO(3) rotational
isometry and no gauge isometry [123, 124, 125]. There are two such smooth
manifolds, whose topology and global geometry are a bit involved. We will
come back to them in Sec. 5.3.3
Thus, only two of the four cases, namely the Taub-NUT manifold and the Atiyah-
Hitchin manifold, can be part of the exact moduli space for a pair of interacting
monopoles. These two geometries share the same form for the asymptotic metric,
ds2 =
(
1 +
2l
r
)(
dr2 + r2σ21 + r
2σ22
)
+
(
4l2
1 + 2l/r
)
σ23
=
(
1 +
2l
r
)
dr2 +
(
4l2
1 + 2l/r
)
(dψ + cos θ dφ)2 (5.3.9)
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r =0
r
Figure 5.2: The Taub-NUT manifold with two of the three Euler angles sup-
pressed. The origin r = 0 is a special point where one circle collapses to a
point. Everywhere else, we have a squashed S3 at each fixed value of r > 0.
up to an overall multiplicative constant. The difference between the two is that
the parameter l is positive for the Taub-NUT manifold and negative for the Atiyah-
Hitchin manifold. With negative l this metric develops an obvious singularity at
r = 2l, signalling that the Atiyah-Hitchin geometries must deviate from this asymp-
totic form as r become comparable to 2l. On the other hand, with positive l, this
asymptotic form is exact for the Taub-NUT geometry.
Finally, note that in the limit l2 → ∞, the metric of Eq. (5.3.9) becomes a flat
metric with (after an overall rescaling by 2l) a2 = b2 = c2 = f−2 = r. A coordinate
transformation with r → r˜ = r2/4 brings this into the form given in Eq. (5.3.7).
5.3.2 Taub-NUT manifold for a pair of distinct monopoles
Let us now specialize the results of Sec. 5.2 to the case of two distinct fundamental
monopoles. If the corresponding simple roots are orthogonal (i.e., if they are not
connected in the Dynkin diagram), then Eq. (5.2.18) reduces to a flat metric, corre-
sponding to the fact that the monopoles do not interact with each other. The more
interesting case is when α1 and α2 are connected in the Dynkin diagram. These may
be roots of equal length; if not, we can, without loss of generality, take α2 to be the
shorter root. If we define
λ = −2α∗1 ·α∗2 (5.3.10)
then the general properties of Dynkin diagrams imply that λα22 = 1 and that
p = λα21 =
α21
α22
(5.3.11)
is an integer equal to 1, 2, or 3.
The first step is to convert from the original coordinates to center-of-mass and
relative variables. For the spatial coordinates we define the usual variables
R =
m1x1 +m2x2
m1 +m2
, r = x1 − x2 . (5.3.12)
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To separate the phase variables, we first define a total charge qχ and a relative charge
qψ by
qχ =
(m1Q1 +m2Q2)
e (m1 +m2)
, qψ =
λ(Q1 −Q2)
2e
. (5.3.13)
The coordinates conjugate to these charges are
χ = (ξ1 + ξ2) , ψ =
2(m2ξ1 −m1ξ2)
λ (m1 +m2)
. (5.3.14)
When expressed in these variables, the metric of Eq. (5.2.18) separates into a sum of
two terms
Gasym = Gcm + Grel (5.3.15)
where
Gcm = (m1 +m2)
[
dR2 +
(4π)2
e4(m1 +m2)2
dχ2
]
(5.3.16)
is a flat metric and [55, 56, 134]
Grel =
(
µ+
2πλ
e2r
)
dr2 +
(
2πλ
e2
)2 (
µ+
2πλ
e2r
)−1
[dψ +w(r) · dr]2
=
(
µ+
2πλ
e2r
) (
dr2 + r2σ21 + r
2σ22
)
+
(
2πλ
e2
)2 (
µ+
2πλ
e2r
)−1
σ23 .
(5.3.17)
Here µ is the reduced mass and w(r) = w12(r).
Apart from an overall factor and a rescaling of r by a factor of µ, this relative
metric has the same form as the Taub-NUT metric of Eq. (5.3.8), with l = πλ/e2. To
verify that the manifold defined by the asymptotic metric is indeed the Taub-NUT
space, all that remains is to show that ψ has periodicity 4π, which is required for the
manifold to be nonsingular at r = 0.
We first recall, from the discussion in Sec. 5.2.1, that Qj is quantized in units of
eα2j . This implies that ξj has period 2π/α
2
j . Hence, a shift of ξ1 by 2π/α
2
1 implies
the identification
(χ, ψ) =
(
χ+
2π
α21
, ψ +
4πm2
λα21(m1 +m2)
)
, (5.3.18)
while a −2π/α22 shift of ξ2 gives
(χ, ψ) =
(
χ− 2π
α22
, ψ +
4πm1
λα22(m1 +m2)
)
. (5.3.19)
Combining p steps of the first shift and one of the second then gives
(χ, ψ) = (χ, ψ + 4π) , (5.3.20)
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showing that ψ has the required 4π periodicity. The identification in Eq. (5.3.18)
then defines the discrete subgroup D that appears in Eq. (5.3.1)
As a consistency check, note that Eq. (5.3.13) shows that the quantization of Qj in
units of eα2j implies that qψ has integer or half-integer eigenvalues, as is appropriate
for a momentum conjugate to an angle with periodicity 4π. By contrast, χ is not
periodic, and qχ is not quantized, unless the ratio of the monopole masses is a rational
number.
Thus, by simply continuing the asymptotic form of the moduli space metric, we
have found a smooth manifold that has all the properties required of the exact moduli
space. Not only have we learned that the Taub-NUT manifold is the interacting part
of the exact moduli space, but we also learned that the naive asymptotic approxima-
tion yields the exact metric for the case of a pair of distinct monopoles [55].
5.3.3 Atiyah-Hitchin geometry for two identical monopoles
This brings us to the other possibility for a pair of interacting monopoles. The
decomposition of the full moduli space into a free part and an interacting part should
follow from the asymptotic form of the metric. Since two identical monopoles have
exactly the same mass and the same magnetic charge, this decomposition should be
M = R3 × S
1 ×M0
Z2
. (5.3.21)
where, again, M0 is a four-dimensional hyper-Ka¨hler space. Proceeding as in the
case of two distinct monopoles, but now with λα21 = λα
2
2 ≡ λα2 = −2, we find that
the asymptotic form of the relative metric is
Gasymrel =
(
µ− 4π
e2α2r
)
dr2 +
(
4π
e2α2
)2 (
µ− 4π
e2α2r
)−1
[dψ +w(r) · dr]2
=
(
µ− 4π
e2α2r
) (
dr2 + r2σ21 + r
2σ22
)
+
(
4π
e2α2
)2 (
µ− 4π
e2α2r
)−1
σ23 .
(5.3.22)
This has a singularity at r = 4π/e2α2µ, which tells us that there must be some
correction when the separation between the two monopoles is small.
Up to a rescaling of r and an overall factor, this asymptotic metric has the form
of Eq. (5.3.9), with negative l. As we noted previously, this is the asymptotic metric
for the Atiyah-Hitchin geometry, the one remaining solution of Eq. (5.3.3). In the
remainder of this section, we will characterize this geometry, with an emphasis on its
topology and its global geometry.
The general form of the metric given in Eq. (5.3.2) leaves us the freedom to
redefine the radial coordinate r. Following Gibbons and Manton [135], we fix this
freedom by setting
f = − b
r
. (5.3.23)
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We next parameterize the radial coordinate by a variable β, defined by
r = 2K(sin(β/2)) (5.3.24)
where
K(x) ≡
∫ pi/2
0
dt
1√
1− x2 sin2 t (5.3.25)
is the complete elliptic integral of the first kind. As β varies from 0 to π, the range
of r is [π,∞). The Atiyah-Hitchin solution is then specified by
ab = −(sin β)r dr
dβ
+
1
2
(1− cosβ)r2
bc = −(sin β)r dr
dβ
− 1
2
(1 + cosβ)r2
ca = −(sin β)r dr
dβ
(5.3.26)
with β determined as a function of r by Eq. (5.3.24).
This metric indeed asymptotes to Eq. (5.3.9) (with l = −1) as r → ∞ (β → π).
In order to see how the singularity at small r is replaced by a regular geometry, we
must also understand the metric near r = π. Again following Gibbons and Manton,
we have
ds2 ≃ dr2 + 4(r − π)2σ21 + σ22 + σ23 . (5.3.27)
In order that this metric give a smooth manifold near r = π, the angle associated with
σ1 must have a period π instead of the usual 2π. We can rephrase this by defining a
new set of Euler angles by
σ1 = dψ˜ + cos θ˜dφ˜
σ2 = − sin ψ˜dθ˜ + cos ψ˜ sin θ˜dφ˜
σ3 = cos ψ˜dθ˜ + sin ψ˜ sin θ˜dφ˜ (5.3.28)
and imposing the identification
I : ψ˜ → ψ˜ + π . (5.3.29)
In terms of the original Euler angles, this is
I : θ→ π − θ , φ→ φ+ π , ψ → −ψ . (5.3.30)
From the viewpoint of the monopole solutions this identification is quite natural,
since it exchanges the positions of the two identical monopoles, and thus maps any
two-monopole solution to itself. The manifold that is obtained after making this
identification is known as the double-cover of the Atiyah-Hitchin manifold [123]. Near
the “origin” at r = π its geometry is that of R2 × S2.
A second smooth manifold can be obtained by making a further Z2 division,
defined by
I ′ : θ → θ , φ→ φ , ψ → ψ + π . (5.3.31)
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This is known as the Atiyah-Hitchin manifold, and is the manifold denoted as M02 in
Ref. [123]. Near r = π it has the geometry of R2 ×RP 2.
To decide which is the proper choice of M0, we need to return to the definition
of the center-of-mass and relative phase angles χ and ψ. We proceed as in Sec. 5.3.2,
except that, as noted above, when α1 = α2 = α we have λα
2 = −2. The analogues
of the identifications in Eqs. (5.3.18) – (5.3.20) tell us that ψ has period 2π, χ has
period 4π/α2, and
(χ, ψ) = (χ +
2π
α2
, ψ − π) . (5.3.32)
This identification corresponds to a Z2 division on the product manifold, thus yielding
a manifold
M = R3 × S
1 ×M0
Z2
. (5.3.33)
We now remember that the only role of the R3 × S1 in monopole-monopole scat-
tering is to supply a conserved total momentum and total electric charge that are
not affected by the scattering process. If we set these quantities equal to zero, then
the scattering is completely described by M0/Z2; in order that this be a smooth
manifold, we must take M0 to be the double-cover of the Atiyah-Hitchin manifold.
5.4 Exact moduli spaces for arbitrary numbers of
distinct monopoles
In the previous section, we saw that the asymptotic form of the moduli space metric
for a pair of distinct fundamental monopoles is in fact the exact moduli space metric
for all values of the monopole separation. The key to this surprising result lies in
the gauge isometry. As we noted at the very beginning of our discussion of the
asymptotic interactions between monopoles, the long-range interactions involve only
the interchange of photons and their scalar analogues, because in the maximally
broken phase all the other particles — the charged vector and scalar mesons — are
heavy and cannot propagate over long distances. The interactions mediated by these
massive particles fall exponentially with distance. Thus, the asymptotic form of the
metric for k monopoles is always equipped with k U(1) isometries.
For a pair of SU(2) monopoles, or for a pair of identical monopoles, the two U(1)
isometries cannot both be exact, since there is only one U(1) gauge rotation acting on
these monopoles. One might view the short distance corrections in the Atiyah-Hitchin
manifold as the removal of the redundant gauge isometry. This is also reflected in
the fact that electric charge can hop from one monopole to the other.
For a pair of distinct monopoles, on the other hand, two U(1) gauge isometries
are, in fact, required. However small the impact parameter is, the electric charges on
the two monopole cores are separately conserved. If there were some short-distance
correction to the asymptotic metric, it would have to respect the additional constraint
of preserving two U(1) gauge isometries, in addition to all the usual properties that
are associated with monopole moduli spaces. In the case of a two-monopole system,
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this constraint turns out to be sufficiently stringent to fix the metric uniquely to be
Taub-NUT.
What really happened here is that the only possible short-distance correction
comes from the exchange of heavy charged vector mesons, but this is disallowed by
the gauge symmetry combined with the BPS equation. Even with many distinct
monopoles, this intuitive picture of why the asymptotic form of the metric is actually
the exact metric should still work as long as no two monopoles are identical [128].
In this section, we will show that the asymptotic metric for an arbitrary number of
distinct monopoles is in fact the exact moduli space metric. We will start by showing
that it is smooth.
5.4.1 The asymptotic metric is smooth everywhere
We consider a system of n fundamental monopoles with charges α∗i , each correspond-
ing to a different simple root of the Lie algebra. This set of simple roots defines a
subdiagram of the Dynkin diagram of the algebra. If this subdiagram has several
disconnected components, the monopoles belonging to one component will have no
interactions with those belonging to others, and the the total moduli space will be a
product of moduli spaces for each connected component. It is therefore sufficient to
to consider the case where the αj correspond to a connected subset of simple roots,
and thus to the full Dynkin diagram of a (possibly smaller) simple gauge group.
There are several ways in which this moduli space could fail to be smooth. First,
the n × n matrix M would not be invertible if detM vanished. Second, the metric
would be degenerate if its determinant vanished; since
det Gasym =
(
4π
e2
)2n
(det M)2 , (5.4.1)
this possibility is equivalent to the first. Finally, there could be singularities when
one or more of the rij vanish.
We begin by showing that detM is nonzero whenever the rij are nonzero. We
start by recalling that its matrix elements are of the form
Mii = mi +
∑
j 6=i
cij
Mij = −cij , i 6= j, (5.4.2)
where the cij are all nonnegative functions of the rij and the mi are all positive
definite.
It is trivial to see that detM > 0 for n = 2. We then proceed inductively. We note
that the determinant vanishes if all of the mi are zero, and that its partial derivative
with respect to any one of the masses is the determinant of the (n − 1) × (n − 1)
matrix obtained by eliminating the row and column corresponding to that mass. The
new matrix is of the same type as the first (but with a shifting of the mj), and so
has a positive determinant by the induction hypothesis. If follows that detM > 0.
To study the behavior when some of the rij vanish, it is more convenient to switch
to center-of-mass and relative coordinates. To do this, we observe that the Dynkin
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diagram contains n links, which we label by an index A. Each of these is associated
with a pair of roots αi and αj for which λA ≡ −2α∗i · α∗j is nonzero. By analogy
with our treatment of the two-monopole case, we define center-of-mass and relative
coordinates
R =
∑
mixi∑
mi
, rA = xi − xj , (5.4.3)
and charges
qχ =
∑
miQi
e
∑
mi
, qA =
λA
2e
(Qi −Qj) . (5.4.4)
As before, the qA have half-integer eigenvalues and their conjugate angles ψA have
period 4π.
When rewritten in terms of these variables, the metric splits into the sum of a
flat metric for R and χ and a relative moduli space metric,
Grel = CAB drA · drB
+
(2π)2λAλB
e4
(C−1)AB [dψA +w(rA) · drA][dψB +w(rB) · drB] , (5.4.5)
where the (n− 1)× (n− 1) matrix CAB is
CAB = µAB + δAB
2πλA
e2rA
(5.4.6)
with rA = |rA| and µAB being a reduced mass matrix.
This relative metric is manifestly invariant under independent constant shifts of
the periodic coordinates ψA. These isometries, together with the isometry under uni-
form translation of the global phase χ, correspond to the action of the n independent
global U(1) gauge rotations, generated by the αj ·H, of the unbroken gauge group.
The αi’s are connected and distinct. It is easy to see that the sum
∑
α∗i is then
equal to γ∗ for some positive root γ of the group G. Embedding of the SU(2) BPS
monopole using the subgroup generated by γ gives a solution that is both spherically
symmetric and invariant under the n − 1 U(1) gauge rotations orthogonal to γ ·H.
It thus corresponds to a maximally symmetric point on the relative moduli space
that is a fixed point both under overall rotation of the n monopoles and under the
n − 1 U(1) translations. This fixed point is clearly the origin, rA = 0 for all A. In
the neighborhood of this point, the factors of 1/rA are all sufficiently large that the
matrix CAB is effectively diagonal, so that
Grel ≃ 2π
e2
∑
A
λA
(
1
rA
dr2A + rA [dψA +w(rA) · drA]2
)
, (5.4.7)
with the leading corrections being linear in the rA. Comparing this with the results
of Sec. 5.3.2, we see that the manifold is nonsingular at the origin.
Finally, we consider the points where only some of the rA’s vanish; we use a
subscript V to distinguish those that vanish. In inverting CAB to leading order,
it suffices to remove all components of µAB in the rows or the columns labeled by
94
the V ’s. The matrix C then becomes effectively block-diagonal, and consists of the
diagonal entries 2πλV /e
2rV and a number of smaller square matrices. Looking for
the part of metric along the rV and ψV directions, we find
Grel ≃ 2π
e2
∑
V
λV
(
1
rV
dr2V + rV [dψV +w(rV ) · drV ]2
)
+ · · · . (5.4.8)
The terms shown explicitly give a smooth manifold, as previously. The remaining
terms, indicated by the ellipsis, consist of harmless finite terms that are quadratic in
the other drA and dψA as well as mixed terms that involve a drV or a dψV multiplied
by a drA or a dψA. The off-diagonal metric coefficients corresponding to the latter
vanish linearly near rV = 0, and hence cannot introduce any singular behavior at
that point. We thus conclude that the relative metric, and thus the total metric,
remains smooth as any number of monopoles come close together.
5.4.2 The asymptotic metric is a hyper-Ka¨hler quotient
Actually, a cleaner way of showing that the asymptotic metric is smooth (as well
as that it is hyper-Ka¨hler) is to show that it can be obtained by a hyper-Ka¨hler
quotient procedure [136]. This alternate derivation is important not only for showing
the smoothness, but also for making contact with the moduli space metric derived
from the Nahm data, which should give the exact form. For simplicity, we take the
case of an SU(n + 2) theory broken to U(1)n+1, and consider a collection of n + 1
distinct fundamental monopoles.
The hyper-Ka¨hler quotient [137] procedure is more or less the same as for a
symplectic quotient, so let us briefly recall the latter first. For more complete details,
we refer readers to Appendix A. Suppose that one is given a symplectic form w (say
on a phase space) together with a symmetry coordinate ξ, or equivalently a Killing
vector ∂/∂ξ that not only preserves the metric but also preserves the symplectic form
w. A symplectic quotient is a procedure for removing two dimensions associated with
such a cyclic coordinate. Formally, one does this by first identifying a “moment map”
ν — a function on the manifold — by
dν =
〈
∂
∂ξ
, w
〉
. (5.4.9)
The right hand side is an inner product between the Killing vector field and the
symplectic 2-form w, and the resulting 1-form is guaranteed to be closed if
dw = 0 , LKw = 0 . (5.4.10)
Assuming trivial topology, the moment map ν is well-defined.
The submanifold on which ν takes a particular value, say f , is a manifold ν−1(f)
with one fewer dimensions. One can reduce by one more dimension by dividing ν−1(f)
by the group action G of the Killing vector ∂ξ. The resulting manifold with two fewer
dimensions, ν−1(f)/G, is the symplectic quotient of the original manifold, and is itself
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a symplectic manifold. The symplectic quotient takes a more familiar shape if we
consider the manifold as the phase space for some Hamiltonian dynamics. There, the
quotient effectively corresponds to restricting our attention to motions with a definite
conserved momentum, ν = f , along a cyclic coordinate.
A hyper-Ka¨hler manifold is essentially a symplectic manifold with three symplectic
forms, namely the three Ka¨hler forms, defined componentwise from the complex
structure and the metric by
w(s)mn = gmk(J
(s))kn . (5.4.11)
The hyper-Ka¨hler quotient reduces the dimension by four, since we can now impose
three moment maps for each Killing vector field. We define the moment maps by
dνs =
〈
∂
∂ξ
, w(s)
〉
(5.4.12)
where ∂/∂ξ preserves all three Ka¨hler forms, and consider the manifold(
ν−11 (f1) ∩ ν−12 (f2) ∩ ν−13 (f3)
)
/G . (5.4.13)
This new manifold is also a hyper-Ka¨hler manifold. If the initial manifold was smooth
the quotient is also smooth, provided that the group action does not have a fixed
submanifold, since the metric on the quotient is inherited from the old manifold.
Consider a flat Euclidean space, Hn × Hn = R4n × R4n, whose 8n Cartesian
coordinates are grouped into 2n quaternions qA and tA (A = 1, 2, . . . , n). We will
assume a flat metric of the form
ds2 =
∑
dqA ⊗s dq̂A +
∑
µAB dt
A ⊗s dt̂B . (5.4.14)
(Here conjugation is denoted by a hat, and acts like Hermitian conjugation,
âb = b̂ â , (5.4.15)
because quaternions do not commute.)
The three Ka¨hler forms can be compactly written as the expansion of
− 1
2
(∑
dqA ∧ dq̂A +∑µABdtA ∧ dt̂B) = iw(1) + jw(2) + kw(3) , (5.4.16)
which is necessarily purely imaginary since µAB is a symmetric matrix. The metric
and the Ka¨hler forms are nondegenerate as long as the matrix µ is nondegenerate.
A useful reparameterization of the qA is obtained by introducing n three-vectors
rA such that
qAiq̂A = ir1A + jr
2
A + kr
3
A , (5.4.17)
and n angular coordinates χA defined indirectly by rewriting the first term in the
metric as∑
dqA ⊗s dq̂A = 1
4
∑[ 1
rA
dr2A + rA(dχ
A +w(rA) · drA)2
]
. (5.4.18)
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A shift of χA by ∆χA is a multiplicative map
qA → qAei∆χA/2 . (5.4.19)
The reparameterization we want for tA is
tA =
∑
B
(µ−1)ABy
B
0 + iy
A
1 + jy
A
2 + ky
A
3 , (5.4.20)
from which it follows that the second term in the metric is∑
µAB dt
A ⊗s dt̂B =
∑[
(µ−1)ABdy
A
0 dy
B
0 + µAB dy
A · dyB
]
. (5.4.21)
In the new coordinates the Ka¨hler forms are the three imaginary parts of
1
4
∑
A
dχA∧ (i drA1 + j drA2 +k drA3 )+
∑
A
dyA0 ∧ (i dyA1 + j dyA2 +k dyA3 )+ · · · , (5.4.22)
where the ellipsis denotes parts involving neither χA nor y
A
0 .
We wish to start with this flat hyper-Ka¨hler metric and use a hyper-Ka¨hler quo-
tient to obtain a 4n-dimensional curved hyper-Ka¨hler manifold. To this end, consider
the n Killing vectors
KA = 2
∂
∂χA
+
∂
∂yA0
(5.4.23)
that generate
qA → qAeiθA
tA → tA +∑
B
(µ−1)AB θB . (5.4.24)
The 3n moment maps are thus the n purely imaginary triplets in
1
2
(
ir1A + jr
2
A + kr
3
A
)
+
(
iyA1 + jy
A
2 + ky
A
3
)
=
1
2
[
qAiq̂A + (tA − t̂A)
]
. (5.4.25)
Setting these 3n moment maps to zero, we may remove the yA in favor of the rA,
yA = −1
2
rA . (5.4.26)
This replacement gives us a 4n+n dimensional manifold which can be further reduced
by the symmetry action of Rn.
The simplest method for doing this last step is to express the metric in the dual
basis in terms of some basis vector fields, instead of one-forms, and set the generators
of the isometry in Eq. (5.4.23) to zero. We will choose to work with the coordinates
defined by
∂
∂ψA
=
∂
∂χA
,
∂
∂θA
= 2
∂
∂χA
+
∂
∂yA0
(5.4.27)
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and set ∂/∂θA to zero. With this choice of coordinates, the metric of the quotient
manifold (
ν−11 (0) ∩ ν−12 (0) ∩ ν−13 (0)
)
/Rn (5.4.28)
is
ds2 =
1
4
CAB drA · drB
+
1
4
(C−1)AB [dψA +w(rA) · drA][dψB +w(rB) · drB] (5.4.29)
where the matrix CAB is
CAB = µAB + δAB 1
rA
. (5.4.30)
Up to an overall factor of 1/4 and a rescaling of distance by a factor of 2π/e2α2, this
is precisely the relative part of the asymptotic metric for a chain of n + 1 distinct
monopoles in SU(n + 2) theory. The reduced mass matrix µAB is a positive definite
matrix of rank n, as the construction here assumes. Furthermore, its inverse µ−1 is
also nondegenerate as long as the monopoles are all of finite mass, and this ensures
that there is no fixed point under the Rn action used above. From this, we can
conclude that this manifold is free of singularities.
5.4.3 The asymptotic metric is the exact metric
While there is plenty of reason to believe that the asymptotic metric for the case
of all distinct monopoles is exact, there is as yet no direct field theoretical proof of
this assertion.5 However, very compelling support can be found from the ADHMN
construction. The Nahm data reproduces the complete family of BPS monopoles
and, furthermore, has its own intrinsic definition of a moduli space metric. At first
encounter, this latter definition appears to have little to do with the field theoretical
definition of the moduli space metric, although for the case of an SU(2) gauge group
it has been shown mathematically [138] that the two definitions give the same metric.
However, recent progress in string theory has given us a much better understand-
ing of the ADHMN construction in terms of D-branes. In particular, it has become
quite clear why the two definitions of the moduli space metric should produce one
and the same geometry; we refer readers to Chap. 10 for more details. Using this
knowledge, we show here that the asymptotic form of the metric is precisely the same
as the exact metric from the Nahm data [139] and thereby prove the main assertion
of this section.
Before invoking the Nahm data, however, it is useful to generalize slightly the
hyper-Ka¨hler quotient construction above. Instead of using Hn ×Hn as the starting
point, we want to start with Hn × Hn+1, where the Hn is to be taken the same as
the first factor in the previous construction. We have 2n + 1 quaternionic variables,
qA (A = 1, 2, . . . , n) and
T i =
1
mi
xi0 + ix
i
1 + jx
i
2 + kx
i
3 , i = 0, 1, 2, . . . , n . (5.4.31)
5An alternate approach to this proof can be found in Ref. [140].
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We introduce the flat metric
ds2 =
∑
A
dqA ⊗s dq̂A +
∑
i
mi dT
i ⊗s dT̂ i . (5.4.32)
As the notation suggests, the mi will later be identified with the masses of individual
monopoles.
Let us take a hyper-Ka¨hler quotient with the action
T i → T i + η (5.4.33)
for any real number η. The three moment maps are the imaginary parts of
ν =
1
2
∑
i
mi(T
i − T̂ i) . (5.4.34)
The subsequent hyper-Ka¨hler quotient reduces the Hn+1 factor to Hn with the metric
dsˆ2 =
∑
A,B
[
(µ−1)ABdy
A
0 dy
B
0 + µAB dy
A · dyB
]
(5.4.35)
where the reduced mass matrix µ is associated with the mi and the y coordinates are
constructed from the x coordinates by writing
yA = xA−1 − xA, ∂
∂yA0
=
∂
∂xA−10
− ∂
∂xA0
(5.4.36)
while setting
0 =
∑
mix
i, 0 =
∑
mi
∂
∂xi0
. (5.4.37)
From this, then, we can proceed as before to produce the relative part of the
smooth asymptotic metric by a hyper-Ka¨hler quotient. Since the two quotient oper-
ations commute, we conclude that our moduli space metric can be thought of as the
hyper-Ka¨hler quotient of Hn ×Hn+1 with respect to the n + 1 isometries generated
by the Killing vectors
K0 =
n∑
i=0
mi
∂
∂xi0
(5.4.38)
and
KA =
∂
∂xA−10
− ∂
∂xA0
+ 2
∂
∂χA
, (5.4.39)
where the χA are certain phases of the qA, as in Eq. (5.4.18). In fact, the role of the
first isometry is not difficult to guess. Its associated moment maps are
∑
imix
i, so
the quotient due to this simply removes the center-of-mass part of the moduli space.
We leave it to interested readers to verify that the quotient of Hn×Hn+1 by Rn, with
only the n isometries of Eq. (5.4.39), reproduces our asymptotic form for the total
moduli space metric, up to a periodic identification of one free angular coordinate.
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The condition that the 3n moment maps vanish can be written more suggestively in
terms of the coordinates of Hn ×Hn+1,
1
2
qAiq̂A = Im(TA − TA−1) , (5.4.40)
where Im(T ) ≡ (T − T̂ )/2.
There is a very obvious correspondence with the Nahm data for this system, which
were discussed in Sec. 4.5.4. Because we are considering a chain of n + 1 distinct
SU(n+ 2) monopoles, we need n+ 1 contiguous intervals, of lengths proportional to
the mp. Since there is only one monopole of each type, the Nahm data on the pth
interval includes a triplet of functions T
(p)
i (s) that, by the Nahm equation, are equal
to a constant, xpi , on the interval, together with T
(p)
0 (s), which we are not assuming
to have been gauged away. We can identify the former with the imaginary part of a
quaternion T˜ p, with the real part being
1
mp
xp0 ≡
∫
dsT
(p)
0 (s) . (5.4.41)
A natural metric for this part of the Nahm data is then∑
p
1
mp
(dxi0)
2 +mp (dx
p · dxp) =∑
p
mi dT˜
p ⊗s d ̂˜T p . (5.4.42)
In this trivial example of the ADHMN construction, the only subtle part was
obtaining the jumping data at the boundaries. It is not hard to see that the matching
condition of Eq. (4.5.37) is equivalent to requiring that there be quaternions q˜A such
that
1
2
q˜Aî˜qA = Im(T˜A − T˜A−1) . (5.4.43)
The natural metric for these is q˜A is the canonical one,
ds˜2 =
∑
A
dq˜A ⊗s d̂˜qA . (5.4.44)
When we studied this example in Sec. 4.5.4, we worked in a gauge where the T
(p)
0
were identically zero. Had we not done so, we would have found that the gauge action
of Eqs. (4.4.10) and (4.4.11) also acts on the jumping data, with the effect being that
the phase χ˜A associated with q˜A is shifted by an amount that is determined by the
transformations of the T
(p)
0 in the adjacent intervals. The invariance under this local
gauge action is then equivalent to the isometry generated by
K˜A =
∂
∂x˜A−10
− ∂
∂x˜A0
+ 2
∂
∂χ˜A
. (5.4.45)
The correspondence with the moduli space metric is clear. We simply drop the
tildes and associate the Nahm data and the jumping data with the Hn+1 and Hn
factors, respectively. The vanishing of the moment maps is the matching condition
on the Nahm data, while the division by Rn is the identification due to the gauge
action on the Nahm data. With this mapping of variables, the metric derived from
the Nahm data is exactly equal to the asymptotic form of the metric that we found
by considering only the long-range interactions. This concludes the proof.
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5.5 Monopole scattering as trajectories in moduli
spaces
In the moduli space approximation, one assumes that the low-energy dynamics of
the full field theory can be reduced to that of the zero modes, and can therefore be
described by the Lagrangian of Eq. (5.1.1). Time-dependent solutions are then given
by geodesics on the moduli space, with open geodesics corresponding to monopole
scattering and closed geodesics to bound states. The essential justification for this ap-
proximation is energetic. The excitation of a mode of oscillation is greatly suppressed
if the available energy is small compared to the scale set by the eigenfrequency of the
mode. Hence, for a system with no massless fields, the dynamics at sufficiently low
energy should involve only the zero modes.
However, our situation is not quite so simple, because the theories we are con-
sidering all have massless U(1) gauge fields. Excitation of these fields, in the form
of radiation, is always energetically allowed. To establish the validity of the mod-
uli space approximation [121, 122], one must show that such radiation is suppressed
when the monopole velocities are small. For the case of two monopoles of masses ∼M
with relative velocity v, this can be done by treating the monopoles as point sources
moving along a geodesic trajectory. Standard electromagnetic techniques then show
that the total dipole radiation is proportional to Mv3, with higher multipoles sup-
pressed by additional powers of v. (For two identical monopoles, the dipole radiation
vanishes and the quadrupole contribution, proportional to Mv5, dominates.) This
argument breaks down when the cores overlap. However, the modes significantly af-
fected by the core overlap are those with wavelengths comparable to the core radius
∼ e2M−1. These modes have quanta with energies ∼ e−2M , and so their excitation
is energetically suppressed for slowly moving monopoles.
As an illustration, let us consider the geodesics for a two-monopole system, whose
relative moduli space metric has the form shown in Eq. (5.3.2). This system can be
viewed as a top, with “body-frame” components of the angular velocity defined by
σj = ωj dt and a
2, b2, and c2 being position-dependent principal moments of inertia
[123, 124, 135]. The quantities
J1 = a
2ω1
J2 = b
2ω2
J3 = c
2ω3 (5.5.1)
are then the body-frame components of angular momentum. Unlike the “space-
frame” components, these are not separately conserved, although the sum of their
squares,
J2 = J21 + J
2
2 + J
2
3 , (5.5.2)
is. After converting from the angular velocities to the angular momenta by means of
a Legendre transformation, we can describe the dynamics by means of the Routhian
R =
1
2
f 2r˙2 − J
2
1
2a2
− J
2
2
2b2
− J
2
2
2c2
. (5.5.3)
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If the two monopoles are distinct, we have the Taub-NUT metric with a2 = b2,
and the system is a symmetric top. This additional symmetry implies that J3 is
conserved, from which it follows that J21 + J
2
2 is also constant. The latter quantity is
(up to a multiplicative constant) the ordinary orbital angular momentum, while J3 is
proportional to the relative U(1) charge. If, instead, the monopoles are identical, the
moduli space is the Atiyah-Hitchin space with a2 6= b2, and so J3 is not separately
conserved; trajectories with a net change in J3 correspond to scattering processes in
which U(1) charge is exchanged between the two monopoles [123, 124].
Both cases allow open trajectories corresponding to nontrivial scattering. For
distinct monopoles, Eq. (5.3.17) shows that the principal moments of inertia are all
increasing functions of r. It follows that all geodesics begin and end at r = ∞, so
there are no closed geodesics and no bound states. For identical monopoles, on the
other hand, c2 — but not a2 or b2 — is a decreasing function of r, making it possible
to have bound orbits.
We will not discuss the scattering trajectories in detail, reserving our comments
for one particularly interesting case.6 If the monopoles approach each other head-
on, with vanishing impact parameter, all three Ji vanish. The trajectories are then
purely radial. With our conventions for the principal moments of inertia, the line of
approach is along the 3-axis. [To see this, note that at large r, with units restored
as in Eqs. (5.3.17) and (5.3.22), a2 ≈ b2 ≈ µr2, while c2 tends to a constant.] It is a
straightforward matter to integrate the geodesic equations to obtain r as a function
of time. The only subtlety occurs at the point of minimal r.
For distinct monopoles, this minimal value is r = 0. In the neighborhood of this
point, the Taub-NUT metric approximates that of flat four-dimensional Euclidean
space. It is then clear that the geodesic we want passes straight through the ori-
gin without bending. Thus, the two monopoles pass through each other without
any deflection. Indeed, the only other possibility allowed by the axial symmetry of
the problem would have been a complete reversal of direction, with the monopoles
receding along their initial paths of approach.
The situation is different when the two monopoles are identical. Equation (5.3.27)
shows that the minimum value, r = π, corresponds to a two-sphere rather than
a point. In this region the manifold is approximately the product of a flat two-
dimensional plane, with polar coordinates r˜ = r−π and ψ˜, and a two-sphere spanned
by θ˜ and φ˜. As an incoming radial trajectory passes through r˜ = 0, ψ˜ increases by π/2
(i.e., half of its total range), while θ˜ and φ˜ are unchanged. This shift in ψ˜ corresponds
to an interchange of σ2 and σ3. Hence, the monopoles approach head-on, merge and
cease to be distinct objects as r approaches π, and then re-emerge and recede back-
to-back along a line perpendicular to their line of approach [123, 124]. This 90◦
scattering gives a rather dramatic demonstration of the lack of axial symmetry in the
two-monopole system.
6Further discussions of scattering and bound trajectories can be found in [75, 141, 142, 143, 144,
145, 146, 147, 148, 149].
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Chapter 6
Nonmaximal symmetry breaking
We have focussed up to now on monopoles in theories where the adjoint Higgs field
breaks the gauge group maximally, to a product of U(1)’s. However, monopoles can
also occur when there is a larger, non-Abelian, unbroken symmetry, as long as it
contains at least one U(1) factor. This brings in a number of interesting features,
which we will describe in this chapter.
The case of non-Abelian unbroken symmetry can be viewed as a limiting case
of maximal symmetry breaking, corresponding to a special value of the Higgs vac-
uum expectation value [degenerate eigenvalues, in the case of SU(N)]. In this limit,
additional gauge bosons (and their superpartners) become massless. The formulas
obtained in Chap. 4 imply that, correspondingly, some of the fundamental monopoles
should also become massless. On the one hand, such massless monopoles are to be
expected from a duality symmetry, to be the duals of the gauge bosons of the unbro-
ken non-Abelian group. From another viewpoint, however, they seem problematic,
since it is clear that the theory cannot have a nontrivial massless classical solution.
The resolution is found by looking at solutions containing both massive and mass-
less monopoles, with the constituents chosen so that the total magnetic charge is
purely Abelian. At the level of classical solutions, the massless monopoles are then
realized as one or more clouds of non-Abelian field that enclose the massive monopoles
and shield their non-Abelian magnetic charge. Turning to their dynamics, one finds
that the collective coordinates that described the massive fundamental monopoles
survive even when some of these monopoles become massless, and that the moduli
space Lagrangian has a smooth limit as the unbroken symmetry is enlarged.
We begin, in Sec. 6.1, by adapting the formalism and results of Chap. 4 to the
case where the symmetry breaking is no longer maximal. Next, in Sec. 6.2, we
describe several classical solutions containing both massive and massless monopoles.
We discuss the moduli space and its metric in Sec. 6.3, focussing in particular on the
examples described in the previous section. Finally, in Sec. 6.4, we discuss the use
of this metric to treat the scattering of the massive monopoles and massless clouds.
In the course of this discussion, we will see that the range of validity of the moduli
space approximation is more limited than when the symmetry breaking is maximal,
and we will discuss the conditions under which it can be considered reliable.
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6.1 Simple roots, index calculations, and massless
monopoles
As we saw in Eq. (4.1.7), the vacuum expectation value of the Higgs field defines a
vector h whose properties determine the nature of the symmetry breaking. Maximal
symmetry breaking occurs when h ·α is nonzero for all roots α. If, instead, there are
some roots orthogonal to h, then these are the roots of some non-Abelian semisimple
group K, of rank r′, and the unbroken subgroup is K × U(1)r−r′. One consequence
for monopole solutions is that the homotopy group is now smaller, since Π2(G/H) =
Π1[K ×U(1)r] = Zr−r′. As a result, there are only r− r′ integer topological charges.
As in the maximal symmetry breaking (MSB) case, it is useful to define a set of
simple roots βa. However, we can no longer require that these satisfy Eq. (4.1.11),
but rather can only impose the weaker condition
h · βa ≥ 0 . (6.1.1)
We will sometimes need to distinguish the simple roots that are orthogonal to h. We
will denote these by γj (j = 1, 2, . . . , r
′), and the remaining simple roots (possibly
renumbered) by βp (p = 1, 2, . . . , r− r′). Note that the γj form a set of simple roots
for the subgroup K.
Equation (6.1.1) does not uniquely determine the simple roots. There will be
several possible choices, related to each other by gauge transformations in the un-
broken group K. This can be illustrated by considering the case of SU(3), whose
root diagram is shown in Fig. 6.1. With h oriented as in the left-hand diagram, the
unbroken subgroup is U(1)×U(1), and Eq. (4.1.11) fixes the simple roots to be the
ones denoted β1 and β2. When the symmetry breaking is to SU(2)×U(1), as shown
on the right-hand side, the simple roots can be chosen to be either β and γ or β′ and
γ ′, with the two pairs related by a rotation by π in the unbroken SU(2).
For the MSB case, the magnetic charge quantization, the BPS mass formula, and
the counting of zero modes all suggested that a general BPS solution should be viewed
as being composed of a number of fundamental monopoles, each associated with a
particular simple root. The situation is a bit more complex now. The arguments that
led to Eq. (4.1.10) go through essentially unchanged, and imply that the magnetic
charge vector g defined in Eq. (4.1.8) must be of the form
g =
4π
e
r∑
a=1
naβ
∗
a =
4π
e
r−r′∑
p=1
npβ
∗
p +
r′∑
j=1
kjγ
∗
j
 (6.1.2)
where the np and the kj are all integers. (This will, in general, entail a renumbering
of the βa.) In general, the kj depend on which set of simple roots was chosen and
are not even gauge invariant. The remaining coefficients, np, on the other hand, are
gauge invariant and do not depend on the particular choice of simple roots. They are
the topological charges.
For the MSB case, there are solutions corresponding to any set of positive na. This
might lead one to expect that with nonmaximal symmetry breaking there would be a
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Figure 6.1: Two symmetry breaking patterns of SU(3). With generic symme-
try breaking, as on the left, the unbroken gauge group is U(1) × U(1) and β1
and β2 are the simple roots that define the fundamental monopoles. When h
is orthogonal to γ, as on the right, the unbroken group is SU(2) × U(1) and
the simple roots can chosen to be either β and γ or β′ and γ′.
solution for any choice of positive np and kj. However, with a different set of simple
roots some of these would correspond to negative kj, and thus would not be expected
to give rise to classical solutions. Thus, for SU(3) broken to SU(2)×U(1) one would
only expect to find solutions with k ≤ n. Outside the BPS limit the restrictions on
the kj are even more severe, because solutions for which the non-Abelian component
of the magnetic charge is nonminimal [e.g., |n − k| > 1/2 for this SU(3) example]
are unstable [11, 150]. These instabilities are absent in the BPS limit, because of the
effects of the long-range massless Higgs fields.
The BPS mass formula of Eq. (4.1.15) becomes
M =
r∑
a=1
nama =
r−r′∑
p=1
npmp (6.1.3)
where the second equality uses the fact that the orthogonality of γj to h implies the
vanishing of the corresponding mass.
When we turn to the index theory calculations, matters become somewhat more
complicated. Two separate issues arise. The first concerns the calculation of I. The
derivation used in the MSB case goes through unchanged up to Eq. (4.2.39), but the
next step in the derivation used the fact that the h · α were all nonzero, which is
no longer the case. The terms arising from the roots orthogonal to h (i.e., the roots
of the unbroken subgroup) make no contribution to the sum, with the result that
Eq. (4.2.42) is replaced by
I = 4
r∑
a=1
na − e
π
∑
α∈K
′
g ·α (6.1.4)
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with the sum in the second term being over the positive roots of K.
The second issue relates to the possible continuum contribution, Icont. A nonzero
contribution of this type can only arise from the large-r behavior of the terms in D
and D† that affect the massless fields. With maximal symmetry breaking there can
be no such contribution, since the long-distance behavior of D and D† is determined
by the massless fields and these fields, being Abelian, do not interact with themselves
or each other. This simple argument for the vanishing of Icont clearly fails when there
are non-Abelian massless fields. In fact, one can show explicitly that a nonzero Icont
can actually occur. Returning to the SU(3) example above, we can use the root β
to obtain an embedding of the SU(2) unit monopole via Eq. (4.1.14). Because of the
spherical symmetry of this solution, the zero mode equations can be explicitly solved
[49]. There turn out to be precisely four normalizable zero modes, whereas evaluation
of the right-hand side of Eq. (6.1.4) gives I = 6. The difference is due to a nonzero
Icont.
These difficulties in counting the zero modes disappear if the magnetic charge is
purely Abelian; i.e., if [61]
g · γj = 0 (6.1.5)
for all j, so that the long-range magnetic field is invariant under the subgroup K.
(Note that this does not imply that the kj vanish.) First, the kj are now gauge-
invariant and independent of the choice of simple roots. [Thus, for our example of
SU(3) broken to SU(2)×U(1) the magnetic charge is purely Abelian when g is of the
form
g =
4π
e
(2nβ∗ + nγ∗) =
4π
e
(
2nβ′
∗
+ nγ ′
∗
)
. (6.1.6)
As we see, the coefficients are the same for either choice of simple roots.] Next, since
g is orthogonal to all the roots of K, the second term in Eq. (6.1.4) vanishes, so1
[151]
I = 4
r∑
a=1
na = 4
r−r′∑
p=1
np + 4
r′∑
j=1
kj . (6.1.7)
Finally, the vanishing of the non-Abelian components of the magnetic charge implies
a faster falloff for the non-Abelian fields. A detailed analysis shows that this falloff is
rapid enough to guarantee the vanishing of Icont, so that the number of normalizable
zero modes is correctly given by Eq. (6.1.7).
With these results in mind, we will restrict our considerations to solutions that
obey2,3 Eq. (6.1.5). For such solutions, Eqs. (6.1.2), (6.1.3), and (6.1.7) suggest an
1In Ref. [61] an equivalent expression was given in which only the np appeared, but with coeffi-
cients that depended on the particular βp. This turns out [152] to not be as useful in elucidating
the structure of these configurations.
2This condition can always be satisfied by adding an appropriate of collection of monopoles at a
large distance from the configuration of interest. The fact that adding distant monopoles makes a
difference reflects the fact that the difficulties associated with solutions that violate Eq. (6.1.5) are
all due to their slow long-range falloff.
3For more on solutions with non-Abelian magnetic charge that violate Eq. (6.1.5), including a
discussion of the dimensions of the spaces of solutions, see Refs. [153, 154, 155].
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interpretation in terms of fundamental monopoles, each corresponding to a simple
root, and each with four degrees of freedom. However, Eq. (6.1.3) would imply that
the fundamental monopoles corresponding to the γj — which would have purely
non-Abelian magnetic charges — would be massless. As we have already noted,
this seems somewhat problematic, since it is easy to show that the theory cannot
have any massless classical solitons. Indeed, using Eq. (4.1.14) to construct the
fundamental monopole solution corresponding to the one of the γj simply yields
the pure vacuum. Nevertheless, we will see that it can be meaningful to speak of
such “massless monopoles”, which can be viewed as the counterparts of the massless
elementary “gluons” carrying electric-type non-Abelian charge. Note however that,
in contrast with the massive fundamental monopoles, the massless monopoles do not
carry topological charges.
6.2 Classical solutions with massless monopoles
One way to gain insight into the massless monopoles is to examine some classical solu-
tions with nonzero values for the kj. In this section, we will examine three of these in
some detail. One, arising in an SO(5) model, is comprised of just two monopoles, one
massive and one massless, and is the simplest possible solution containing a massless
monopole [156]. In fact, it is sufficiently simple that it can be obtained by direct
solution of the Bogomolny equations. We will then use the ADHMN construction to
study two solutions that each contain one massless and two massive monopoles — an
SU(N) solution with two distinct massive monopoles [118], and an SU(3) solution in
which the massive monopoles are identical [157].
6.2.1 One massive monopole and one massless monopole in
SO(5) broken to SU(2)×U(1)
The simplest example [156] containing a massless monopole, but with a purely Abel-
ian total magnetic charge, occurs in a theory with SO(5) broken to SU(2)×U(1) as
illustrated by the root diagram in Fig. 6.2. A solution with
g =
4π
e
(β∗ + γ∗) (6.2.1)
would correspond to one massive β-monopole and one massless γ-monopole and,
according to Eq. (6.1.7), should have eight normalizable zero modes. Three of these
must correspond to spatial translations of the solution, and four others must be global
gauge modes corresponding to the generators of the unbroken SU(2)×U(1). While
the origin of the last zero mode may not be immediately apparent, it certainly cannot
be a rotational mode, because any solution that is not rotationally invariant must
have at least two rotational zero modes. Hence, this zero mode must correspond to
the variation of a parameter that has no direct interpretation in terms of a symmetry.
Since there are no rotational zero modes, the solution must be spherically sym-
metric. The resulting simplifications make it possible to directly solve the Bogomolny
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Figure 6.2: Two symmetry breaking pattern of SO(5). With generic symmetry
breaking, as on the left, the unbroken gauge group is U(1)×U(1) and β∗ and
γ∗ are the two fundamental monopole charges. When h is orthogonal to γ,
as on the right, the unbroken group is SU(2) × U(1), and the γ∗ monopole
becomes massless.
equations.4 We begin by noting that any element of the Lie algebra of SO(5) can be
written as
P = P(1) · t(α) +P(2) · t(γ) + trP(3)M (6.2.2)
where t(α) and t(γ) are defined as in Eq. (4.1.4), and
M =
i√
β2
Eβ −E−µ
Eµ E−β
 . (6.2.3)
We then consider the spherically symmetric ansatz
Aai(1) = ǫaimrˆ
mA(r) , φa(1) = rˆ
aH(r) ,
Aai(2) = ǫaimrˆ
mG(r) , φa(2) = rˆ
aK(r) ,
Aai(3) = τiF (r) , φ
a
(3) = iJ(r) . (6.2.4)
Substituting this into the Bogomolny equation gives
0 = A′ +
A
r
+ e
(
A+
1
er
)
H + 2eF (F + J)
0 = H ′ + e
(
A+
2
er
)
A+ 2eF (F + J)
0 = G′ +
G
r
+ e
(
G+
1
er
)
K + 2eF (F − J)
4For the construction of this solution by the ADHMN method, see Ref. [158]
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0 = K ′ + e
(
G+
2
er
)
G+ 2eF (F − J)
0 = F ′ +
e
2
(H −A−G+K)F + e
2
(A−G)J
0 = J ′ +
e
2
(2A−H +K − 2G)F . (6.2.5)
In order that the solutions be nonsingular, A, G, H , and K must all vanish at the
origin; F (0) and J(0) are unconstrained. As r tends to infinity, all of the functions
except for H must vanish; to get the desired symmetry breaking, we must require
that H(∞) ≡ v be nonzero.
If we try setting F = −J , the first two lines in Eq. (6.2.5) give a pair of equations
involving only A and H . These are the same as would be obtained for the unit SU(2)
monopole. Referring to the results in Eq. (3.1.1), and converting from the conventions
of Eq. (2.2.1) to those used here, we obtain
A(r) =
v
sinh evr
− 1
er
H(r) = v coth evr − 1
er
. (6.2.6)
The remaining four lines of Eq. (6.2.5) then imply that G = K, and that
0 = G′ + e
(
G+
2
er
)
G+ 4eF 2
0 = F ′ +
e
2
(H − 2A +G)F . (6.2.7)
These are solved by
F =
v√
8 cosh(evr/2)
L(r, a)1/2
G = A(r)L(r, a) (6.2.8)
where
L(r, a) =
a
a + r coth(evr/2)
. (6.2.9)
We see that there is a core region, of radius ∼ 1/ev, outside of which the massive
fields fall exponentially.
The quantity a, which enters here as a constant of integration, can take on any
positive real value. It has no effect on the energy, and so the eighth zero mode
evidently corresponds to variation of a. Some physical understanding of a can be
obtained by examining the fields outside the core region. Let us assume, for the sake
of simplicity, that a is much greater than the core radius. We see that L ≈ 1 in
the region 1/ev ≪ r ≪ a, so that both A and G fall as 1/r. The 1/r2 part of the
magnetic field is then just that which would be produced by an isolated β-monopole,
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corresponding to a magnetic charge with both Abelian and non-Abelian components.
On the other hand, when r ≫ a we find that L ∼ a/r. It follows that G ∼ 1/r2
and that the Coulomb part of the magnetic field comes only from A and is purely
Abelian. Thus, we can view the solution as being composed of a massive β-monopole,
with a fixed core radius ∼ 1/ev, that is surrounded by a cloud of non-Abelian field
of radius ∼ a that shields the non-Abelian part of the magnetic charge [159]. This
cloud, whose radius is apparently arbitrary, can be seen as the manifestation of the
massless monopole.
It is instructive to look at this solution from another point of view. The case
of SU(2)×U(1) breaking can be viewed as a limit of the maximally broken theory
in which the Higgs vacuum expectation value has been varied so that one of the
fundamental monopole masses goes to zero. Thus, we can imagine starting with a
solution of maximally broken SO(5) containing two monopoles, one of each type,
separated by a distance R. As we begin to restore SU(2) gauge symmetry, one
of the two monopoles begin to decrease in mass and grow in size. However, the
growth of this would-be massless monopole is affected by its nonlinear coupling to
the other monopole. When the radius of the lighter monopole becomes of order R,
this interaction prevents any further increase in size, and the monopole evolves into
the non-Abelian cloud [160].
A curious feature is that the limiting solution depends only on the initial monopole
separation, and not on the relative spatial orientation of the two massive monopoles.
We will encounter this from another viewpoint when we study the moduli space metric
in Sec. 6.3.1, where we will find that the angular spatial coordinates of the maximally
broken case are replaced by internal symmetry variables when the symmetry breaking
is nonmaximal.
As a final remark, note that we could also imagine starting with a (1, 1) solution
of maximally broken SU(3) and taking a similar limit. In this case, which does not
satisfy Eq. (6.1.5), the growth of the lighter monopole is not cut off by the presence of
the massive monopole, but instead continues until, in the massless limit, the monopole
has infinite radius but is essentially indistinguishable from the vacuum [160]. Indeed,
the limiting (1, [1]) solution that one obtains in this fashion is gauge-equivalent to
the (1, [0]) massive monopole.
6.2.2 (1, [1], . . . , [1], 1) monopole solutions in SU(N) broken
to U(1)×SU(N − 2)×U(1)
A somewhat more complicated example [118] is obtained by considering SU(N) bro-
ken to U(1)×SU(N−2)×U(1), with our notation indicating that the unbroken U(1)’s
correspond to the simple roots at the ends of the Dynkin diagram. We will use the
notation introduced below Eq. (4.4.57) to indicate the magnetic charges of a solution,
with the only modification being that massless monopoles will be indicated with a
square bracket. Thus, a solution composed of one monopole of each type — two
massive and N − 3 massless, in all — would be a (1, [1], . . . , [1], 1) solution.
This solution is a limiting case of the (1, 1, . . . , 1) solution whose Nahm data was
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obtained in Sec. 4.5.4. For that solution, the range s1 < s < sN was divided into
N −1 subintervals. The Tj were constant on each of these intervals, with their values
giving the locations xp of the corresponding monopoles. There were also jumping
data at each of the interval boundaries, with the data at the boundary between the
(p− 1)th and pth boundaries obeying
a(p)† σ a(p) = 2(xp−1 − xp)
a(p)† a(p) = 2|xp − xp−1| . (6.2.10)
The (1, [1], . . . , [1], 1) solution corresponds to the limit in which all but the first
and last subintervals have zero width, so that s2 = s3 = . . . = sN−1. The previously
obtained Nahm data are unaffected by this limit.
Going from the Nahm data to the spacetime fields involves solving for the w(p)a (s)
within each interval, and then finding S(p)a that satisfy the condition
w(p)a (sp)− w(p−1)a (sp) = −S(p)a a(p) . (6.2.11)
With the intermediate intervals reduced to zero width, the corresponding w(p)a (s)
become simply numbers, rather than functions. Furthermore, they do not contribute
to the spacetime fields, since they only enter through integrals over a zero range.
Thus, the scalar field is given by
Φab =
∫ s2
s1
ds sw(1)†a (s)w
(1)
b (s) +
∫ sN
s2
ds sw(N−1)†a (s)w
(N−1)
b (s) + s2
N−2∑
p=1
S(p)a
∗S
(p)
b ,
(6.2.12)
with similar simplifications occurring in the normalization integral, Eq. (4.4.65), and
in the expression for the gauge field, Eq. (4.4.67). Hence, the N − 2 constraints
implied by Eq. (6.2.11) effectively reduce to the single constraint
w(N−1)a (s2)− w(1)a (s2) = −
N−2∑
p=1
S(p)a ap . (6.2.13)
Examining these last two equations, we see that the substitution
S(p)a → S˜(p)a = UpqS(q)a
ap → a˜p = Upqaq (6.2.14)
with 2 ≤ p, q ≤ N − 1 and U an (N − 2) × (N − 2) unitary matrix, has no effect
on the spacetime fields. [This is a reflection of the additional unbroken SU(N − 2)
gauge symmetry.] However, the changes in the a(p) would, through Eq. (6.2.10), imply
changes in the xp for 2 ≤ p ≤ N − 2, leaving invariant only the quantities
N−2∑
p=2
xp−1 − xp = x1 − xN−1 ≡ R (6.2.15)
and
N−2∑
p=2
|xp−1 − xp| ≡ b . (6.2.16)
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Figure 6.3: As the unbroken symmetry becomes enlarged, some of the fun-
damental monopoles become very light and grow in its size. In this figure,
we show four distinct monopoles for SU(5) maximally broken to U(1)4. As the
limit of unbroken U(1)×SU(3)×U(1) is approached, the two middle monopoles
become light, large and dilute. Eventually the massless monopoles lose their
individual identities and merge into a single monopole cloud, as illustrated in
Fig. 6.4.
Thus, the individual massless monopole positions lose their significance and together
yield a single gauge invariant quantity, b. Note that b ≥ R, where R = |R| is the
distance between the two massive monopoles. (See Figs. 6.3 and 6.4).
The physical significance of b becomes clear once the spacetime fields are obtained
from the Nahm data. Let yL and yR be the distances from a given point to the two
massive monopoles. In the region outside the massive monopole cores, but with
yL+yR ≪ b, the long-range parts of the magnetic and scalar fields have both Abelian
and non-Abelian components and are just what would they would have been if only
the two massive monopoles were present. On the other hand, in the region where
yL + yR ≫ b only the Abelian parts of the long-range fields survive. Thus, the effect
of the massless monopole(s) is to create an ellipsoidal cloud that, like the cloud in
the SO(5) example, shields the non-Abelian magnetic charges. The size of this cloud
is measured by the “cloud parameter” b.
In the SU(4) case, there are twelve zero modes. Six correspond to the massive
monopole positions and five to the global gauge modes of the unbroken subgroup.
The one remaining zero mode corresponds to variations of b. More generally, for
N > 4 there are 4(N − 1) zero modes, with six again corresponding to the massive
monopole positions and one to the cloud parameter. The leaves 4N − 11, which
is smaller than the dimension of the unbroken gauge group. This is explained by
realizing that the solutions for N > 4 are actually embeddings of SU(4) solutions.
Hence, for any given solution there is a U(N − 4) subgroup that leaves the solution
invariant and does not give rise to any zero modes. The number of global gauge
modes is therefore dim [U(1)×SU(N −2)×U(1)]−dim [U(N −4)] = 4N −11, which
accounts for all the remaining zero modes.
Thus, although going to a larger group brings in additional massless monopoles, it
does not give any additional gauge invariant parameters. Indeed, the spacetime fields
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Figure 6.4: This figure shows the monopoles of Fig. 6.3 in the limit where
the unbroken symmetry is U(1) × SU(3) × U(1). The two remaining mas-
sive monopoles are denoted by black circles. The two massless monopoles
have turned into a cloud of non-Abelian field that surrounds the two massive
monopoles and screens their non-Abelian magnetic charge. The cloud param-
eter b measures the size of this ellipsoidal cloud. When b has the minimum
allowed value, equal to the the separation between the two massive monopoles,
the cloud merges completely into the massive monopoles.
themselves are essentially unchanged as the group is enlarged. We see one cloud,
even though there are N − 3 massless monopoles.
6.2.3 (2, [1]) solutions in SU(3) broken to SU(2)×U(1)
The last example [157] we will consider in detail is that of one massless and two
massive monopoles5 for SU(3) broken to SU(2)×U(1). The Nahm data for these
can be obtained directly from the results in Sec. 4.5.3, where we treated the (2, 1)
solutions of maximally broken SU(3). For the latter case, the Nahm data consists of
a triplet of 2×2 matrices TLi (s) on the interval s1 < s < s2 and a triplet of constants
tRi corresponding to the interval s2 < s < s3. The form of the T
L
i (s) was given in
Eq. (4.5.30), and the matching conditions at s = s2 required that t
R
i be equal to the
22 component of TLi (s2).
These data continue to satisfy the Nahm equation when the interval (s3−s2)→ 0.
However, a new symmetry appears in the limit. When the interval has zero width, the
construction equation solutions on that interval, w(2)a (s), make no contribution to the
spacetime fields. Now suppose that we were to apply an SU(2) gauge action to the
TLi (s). The resulting redefinition of basis would change their 22 components, and thus
the tRi , and so would not be an invariance of the maximally broken theory. However,
since the tRi only enter the construction in the determination of the w
(2)
a (s), this gauge
action has no effect on the spacetime fields when the breaking is to SU(2)×U(1).
5For earlier work on this SU(3) case, see Ref. [161]. The closely related Nahm construction of
Sp(4) solutions with one massless and two massive monopoles is described in Ref. [162].
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Hence, there is no loss of generality in using this gauge action to rotate the τ ′j of
Eq. (4.5.30) into the standard Pauli matrices τj, and writing
TLi (s) =
1
2
∑
j
Aijfj(s− s1; κ,D)τj +RiI2 . (6.2.17)
The vector R and the orthogonal matrix Aij correspond to spatial translations and
spatial rotations, respectively, of the solution. They contain six independent pa-
rameters which, when taken together with the four global gauge parameters that do
not enter the Nahm data, leave only two non-symmetry parameters. These are the
quantities κ and D, which must satisfy 0 ≤ κ ≤ 1 and
0 ≤ D(s2 − s1) < 2K(κ) . (6.2.18)
Our experience with the (2, 1) solution suggests that, for values large compared
to the massive monopole core radius, D should correspond to the separation between
the massive monopoles. Further, we might guess that
r =
D
2[2K(κ)−D(s2 − s1)] , (6.2.19)
which gave the distance of the β2-monopole from the center-of-mass of the β1-
monopoles in the (2, 1) case, would specify the size of a non-Abelian cloud similar to
that found in the previous two examples. In the limit where D and r are both large,
these interpretations are borne out by analysis of asymptotic cases and examination
of numerical solutions [163, 164]. (In particular, note that for limiting case r → ∞
the Nahm data has a pole at s2, and the solution is an embedding of the SU(2) two-
monopole solution into SU(3), as should be expected when the non-Abelian cloud
becomes infinite in size.)
Although the generic (2, [1]) solution has no rotational symmetry, there are two
special cases that are axially symmetric. In both, the spacetime fields can be obtained
explicitly [157]. If κ = 1, the elliptic functions become hyperbolic functions, and
f1(s− s1; κ,D) = f2(s− s1; κ,D) = − D
sinh(Ds)
f3(s− s1; κ,D) = −D coth(Ds) . (6.2.20)
For large D these “hyperbolic solutions” correspond to a pair of massive monopoles,
separated by a distance D, that are surrounded by a massless monopole cloud of
minimum size.
The “trigonometric solutions” are obtained by setting κ = 0, so that
f1(s− s1; κ,D) = −D cot(Ds)
f2(s− s1; κ,D) = f3(s− s1; κ,D) = − D
sin(Ds)
. (6.2.21)
Because K(0) = π/2, Eq. (6.2.18) implies that D < π/(s2 − s1), so the cores of
the two massive monopoles must overlap in this case. In fact, examination of the
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solutions suggests that they can be interpreted as two coincident massive monopoles
surrounded by a massless cloud that varies from minimal size to infinite radius as D
ranges over its allowed values.
Finally, if D = 0 the elliptic functions become independent of κ. The hyperbolic
and trigonometric solutions then coincide and yield a spherically symmetric solution
with f1 = f2 = f3 = 1/s.
6.2.4 Multicloud solutions
The three examples above all had a single non-Abelian cloud. This remained true
even if there were several massless monopoles, as in the SU(N) solutions of Sec. 6.2.2
with N > 4. However, this is not necessarily the case. Solutions with multiple clouds
can be obtained [165] by considering the same breaking of SU(N) as in Sec. 6.2.2,
but choosing the magnetic charges to be (2, [2], . . . , [2], 2); for simplicity,6 we will
assume thatN ≥ 6. These solutions include, as a special case, ones that are essentially
combinations of two disjoint (1, [1], . . . , [1], 1) solutions, each with its own massless
cloud enclosing a pair of massive monopoles. However, in the generic solution the
massive monopoles are not paired up in this fashion. Instead, there is a somewhat
more complex structure. For each of the massive species of monopole, there is a
massless cloud surrounding two identical monopoles [essentially, a copy of the (2,
[1]) solution of Sec. 6.2.3]. These two (2, [1]) structures can either overlap or be
disjoint, but in either case are enclosed by two other clouds, one nested within the
other. There are thus a total of four clouds (although there are at least six massless
monopoles). There is an independent size parameter for each of these clouds, and
in addition there are parameters that specify the relative group orientations of the
various clouds. For a more detailed description of these solutions, see Ref. [165].
6.3 Moduli space metrics with massless monopoles
Just as in the case of maximal symmetry breaking, one can define a metric on the
moduli space. Provided that the net magnetic charge is purely Abelian and satisfies
Eq. (6.1.5), this metric is a smooth limit of the moduli space metric for the corre-
sponding solutions with maximal symmetry breaking. As examples of such metrics,
we will consider in this section the three single-cloud solutions with clouds that were
described in detail in the previous section. In the next section we will discuss the
application of these metrics to the study of monopole dynamics.
6.3.1 SO(5) solutions with one massive monopole and one
massless monopole
We start by returning to the SO(5) example considered in Sec. 6.2.1. Regardless
of whether the unbroken group is U(1) × U(1), with two massive monopoles, or
6The solutions for N > 6 are essentially embeddings of those for SU(6), while those for SU(4)
and SU(5) can be viewed as constrained SU(6) solutions.
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SU(2) × U(1), with one massless monopole and one massive monopole, the moduli
space is eight-dimensional. In the maximally broken case, the moduli space splits into
a flat four-dimensional space, spanned by the three center-of-mass coordinates and the
overall U(1) gauge angle, and a four-dimensional relative moduli space whose metric
Grel takes the Taub-NUT form given in Eq. (5.3.17). Three of the coordinates on this
relative moduli space are naturally interpreted as specifying the relative positions of
the two monopoles, while the fourth can be taken to be the U(1) angle ψ defined by
Eq. (5.3.14). We can now go to the nonmaximally broken case by taking one of the
monopole masses to zero. In this limit the reduced mass µ vanishes and the metric
becomes
Grel −→ Grel(µ = 0) = 2πλ
e2
(
1
r
dr2 + r [dψ +w(r) · dr]2
)
. (6.3.1)
Alternatively, we can exploit the fact that this is the one nontrivial case where we
have a complete family of explicit classical solutions. From these we can obtain the
background gauge zero modes and then use the defining Eq. (5.1.2) to get the metric
[151]. Thus, varying the cloud parameter a in the expressions given in Sec. 6.2.1 gives
a zero mode, which happens to already satisfy the background gauge conditions. The
three other zero modes can be obtained from infinitesimal SU(2) transformations or,
more easily, by utilizing the local quaternionic symmetry on the moduli space and
applying the transformations of Eq. (4.2.15). The metric obtained by this procedure
has precisely the same form as that in Eq. (6.3.1), but with r replaced by a and the
three gauge SU(2) Euler angles replacing the spatial angles θ and φ associated with
r and the U(1) phase angle ψ.
Note that this limit of the Taub-NUT manifold is actually a flat R4. Mapping to
the usual Cartesian coordinates via
w + iz =
√
r cos(θ/2) e−i(φ+ψ)/2, x+ iy =
√
r sin(θ/2) e−i(φ−ψ)/2 , (6.3.2)
transforms the metric of Eq. (6.3.1) to the manifestly flat form
Grel = 8πλ
e2
(
dw2 + dx2 + dy2 + dz2
)
. (6.3.3)
The isometry of the Taub-NUT metric is enhanced to SO(4) = SU(2)×SU(2) in this
limit. The first SU(2) is the rotational isometry that was always there, whose action
on the classical solution becomes trivial in the massless limit, while the second SU(2)
is the gauge isometry, enhanced from the U(1) triholomorphic isometry of Taub-NUT.
This is consistent with the the well-known fact that when we pick a particular hyper-
Ka¨hler structure on R4, only one of the two SU(2)’s becomes triholomorphic, while
the other rotates the three Ka¨hler structures.7
It was important here that we were dealing with a system whose magnetic charge
was purely Abelian. If we had started out with the (1, 1) solutions of maximally
7This SO(5) (1, [1]) solution can be extended, by embedding, to a (1, [1], . . . [1]) solution with
one massive and N massless monopoles in a theory with Sp(2N + 2) broken to U(1)×Sp(2N). The
above derivation of the moduli space metric is readily generalized, and one finds that the relative
moduli space is R4N [151].
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broken SU(3), we would have obtained the same flat R4 relative moduli space in the
massless limit. However, as we have already noted, the classical (1, 1) solutions do
not behave smoothly in this limit: the massless monopole expands without bound
[160], and the (1, [1]) solution that is obtained in the limit is gauge equivalent to the
(1, [0]) solution which, having only a single monopole, has no relative moduli space.
Furthermore, the triholomorphic SU(2) isometry of the moduli space metric can-
not possibly correspond to the enhanced unbroken gauge symmetry. The first indica-
tion of this is the fact that the long-range tail of the solution, which is not invariant
under the SU(2), would naively seem to give an infinite moment of inertia for SU(2)
gauge rotations. (On closer inspection [166], one finds that the moment of inertia
actually vanishes, an equally troubling result.) A deeper problem emerges on closer
inspection. The long-range tails of the non-Abelian components of the fields produce
a topological obstruction that makes it impossible to find a basis for the unbroken
SU(2) that is smooth over all of space (or even over the sphere at spatial infinity). As
a result, one cannot even define an action of this gauge SU(2) on the moduli space
[167, 168, 169, 170]. This obstruction, which is sometimes referred to as the global
color problem, only arises when the magnetic charge has a non-Abelian component,
and is absent when Eq. (6.1.5) is satisfied.
6.3.2 SU(N) (1, [1], . . . [1], 1) solutions
We next turn to the case of the (1, [1], . . . [1], 1) SU(N) solutions that were described
in Sec. 6.2.2. As was noted there, these solutions can be obtained as a limiting case
of the (1, 1, . . . , 1) solutions of the maximally broken theory. Thus, we should be
able to obtain the moduli space metric by taking the appropriate limit of the metric
of Eq. (5.4.5).
The (4N − 4)-dimensional moduli space splits into a four-dimensional center-of-
mass part and a (4N − 8)-dimensional relative part. As in the SO(5) example, only
the latter part is affected by the enhanced symmetry. In fact, the only effect on
the metric comes through the reduced mass matrix µAB. Computing this first with
nonvanishing masses mi, and then taking the middle N − 3 masses to zero, we find
that all of its components are equal; i.e.,
µAB = µ¯ ≡ m1mN−1
m1 +mN−1
(6.3.4)
for all A and B from 1 to N − 2. If we set the root lengths to unity, so that λA = 1
for all pairwise interactions in the SU(N), and then eliminate the coupling constant
factors by rescaling the intermonopole separations rA and the metric itself, the metric
of Eq. (5.4.5) becomes [151]
Grel = CAB drA · drB
+(C−1)AB [dψA +w(rA) · drA] [dψB +w(rB) · drB] (6.3.5)
with
CAB = µ¯+ δAB 1
rA
. (6.3.6)
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We now want to show that this metric remains well-behaved in the limit of en-
hanced symmetry breaking, even though the reduced mass matrix is now degenerate.
Again, the simplest way to show this is by realizing the metric via a hyper-Ka¨hler
quotient. We start with the HN−2 ×H spanned by the quaternions
qA = aAeiχ
A/2 , A = 1, 2, . . . , N − 2 ; t = 1
µ¯
y0 + iy1 + jy2 + ky3 (6.3.7)
and with the flat metric
ds2 = µ¯ dt⊗s dt̂+
∑
A
dqA ⊗s dq̂A . (6.3.8)
We take the quotient using the symmetry
χA → χA + 2θ , y0 → y0 + θ , (6.3.9)
whose moment map is
ν =
1
2
[∑
A
qAiq̂A + (t− t̂)
]
. (6.3.10)
Proceeding as in Sec. 5.4, we identify
qAiq̂A = irA1 + jr
A
2 + kr
A
3 (6.3.11)
and
∂
∂ψA
=
∂
∂χA
(6.3.12)
and set both the moment map and
K = 2
∑
A
∂
∂χA
+
∂
∂y0
(6.3.13)
to zero. This produces the smooth metric of Eq. (6.3.5), known as the Taubian-Calabi
metric, as the hyper-Ka¨hler quotient.
We expect this geometry to have both an SU(2) rotational isometry and a U(N −
2) = SU(N − 2)×U(1) gauge isometry. The rotational isometry was already present
in the maximally broken case, and so should remain in the massless limit as well. To
see how the triholomorphic gauge isometry emerges in the massless limit, we note
that the hyper-Ka¨hler structure of HN−2×H is invariant under right multiplication,
qA → qBpBA , (6.3.14)
by any quaternionic matrix p such that∑
C
pA
C pˆB
C = δAB . (6.3.15)
Of this invariance, only the part involving matrices that commute with the action
of the hyper-Ka¨hler quotient procedure survives as a triholomorphic isometry of the
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Taubian-Calabi metric. This eliminates the matrices that involve either j or k, leaving
only complex unitary matrices p, and thus a U(N − 2) triholomorphic isometry, just
as expected.
This U(N − 2) leaves the separation vector
R =
∑
A
rA =
∑
A
qAiqˆA = −t+ tˆ (6.3.16)
invariant. Further, by using the fact that QQˆ = QˆQ is real for any quaternion Q, it is
easy to show that |QiQˆ|2 = |QQˆ|2 = (QQˆ)2. It then follows that the cloud parameter
b defined in Eq. (6.2.16) can be written as
b =
∑
A
|rA| =∑
A
|qAiqˆA| =∑
A
qAqˆA . (6.3.17)
It is clear from the last expression that b is also invariant under the U(N−2) isometry.
In this language the rotational SU(2) is realized in terms of unit quaternions u
(uuˆ = uˆu = 1) via
qA → uqA , t→ utuˆ . (6.3.18)
Under this SU(2), R rotates as a triplet, while b is invariant, just as expected.
The relative metric of Eq. (6.3.5) can be rewritten in an alternative form, expressed
in terms of b, R = |R|, and 4N − 10 angular and group orientation variables, that
proves to be quite useful for studying the actual dynamics of the monopoles [171].
The solutions with fixed b and R lie on (4N − 10)-dimensional orbits in the relative
moduli space that are defined by the action of the rotational and gauge symmetries
of the theory. Locally, these orbits are
M4N−10 =
SU(2)× U(1)× SU(N − 2)
SO(2)× U(N − 4) . (6.3.19)
Here the SU(2) is the rotational symmetry, while the U(1)×SU(N−2) is the unbroken
gauge symmetry with the overall center-of-mass U(1) symmetry factored out. As we
noted previously, for any given solution there is a U(N − 4) subgroup of the gauge
symmetry that leaves the solution invariant. In addition, the action of the rotational
SU(2) mixes with the gauge symmetry (something that is not unusual for monopoles)
in such a way that there there is one combination of a rotation about R and a gauge
rotation that leaves the solution invariant; this leads to the SO(2) factor in the
denominator.
This suggests defining a natural basis as follows. We can always compute a one-
form λv dual to any isometry generator v by contracting with the metric
λv = ds
2(·, v) . (6.3.20)
This λv can be thought of as the associated conserved momentum, in the sense that
the time-derivative λv/dt is the conserved quantity. In this way we can construct
the “conserved” one-forms from the SU(2)×U(1)× SU(N − 2) symmetry. As in the
simpler two-monopole case we considered in Sec. 5.5, what we actually need are not
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the “space components” of these quantities, defined relative to axes that are fixed in
(real or gauge) space, but rather the “body-frame” components that are defined with
respect to axes that move with the monopole configuration. These can be organized
nicely as follows:
• Rotational symmetry gives three angular momentum components Js. Although
these body-frame components are not individually conserved in general, angular
momentum conservation does imply that
J2 = J21 + J
2
2 + J
2
3 (6.3.21)
is constant. Furthermore, if the body axes are chosen so that R = (0, 0, R),
the moments of inertia for J1 and J2 are equal so, as in a symmetric top, J3 is
conserved.
• The U(1) gauge isometry leads to a conserved quantity Q that is the relative
electric charge of the two massive monopoles.
• The unbroken gauge group gives both a triplet Ts, corresponding to the SU(2)
subgroup defined by the decomposition SU(N−2)→ SU(2)×U(N−4), and a set
of 2N−8 complex (or 4N−16 real) components τ 1α and τ 2α (α = 1, 2, . . . , N−4)
that correspond to the off-diagonal components in the same decomposition. The
conserved quadratic Casimir is
T 2 = T 21 + T
2
2 + T
2
3 +
∑
α
[τ 1α(τ
1
α)
∗ + τ 2α(τ
2
α)
∗] , (6.3.22)
where the U(N − 4) terms that vanish identically have been omitted.
Finally, because of the mixing between the gauge rotation and spatial rotation,
there is one identity among the above,
J3 = T3 , (6.3.23)
leaving us with a total of 4N − 10 basis one-forms, as required. These, together with
dR and db, constitute a complete basis.
In terms of these quantities, and with the rescaling of lengths undone, the metric
takes the form
ds2 = µ¯ dR2 +
κ
2
[
(db+ dR)2
(b+R)
+
(db− dR)2
(b−R)
]
+ ds2angular (6.3.24)
where κ = 2π/e2 and
ds2angular =
1
R2(κ + µ¯b)
∑
s=1,2
[
bJ2s +
(
b+
µ¯R2
κ
)
T 2s − 2
√
b2 −R2JsTs
]
+
µ¯
κ2
Q2 +
1
κ(b2 − R2)
[
b(J23 +Q
2) + 2RJ3Q
]
+
4
κ
N−4∑
α=1
[
τ 1α(τ
1
α)
∗
b+R
+
τ 2α(τ
2
α)
∗
b− R
]
. (6.3.25)
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This representation of the metric is useful because, by fixing the conserved quantities,
one can obtain an effective Lagrangian involving only R and b only.
In particular, trajectories with J2 = T 2 = Q lie on the two-dimensional quotient
space Y that is obtained by dividing the relative moduli space by the group of rota-
tions and unbroken gauge symmetries. The metric ds2Y on this space, which is given
by the first two terms in Eq. (6.3.25), has an apparent singularity at b = R. This
singularity is not physical and can be eliminated by defining
x =
√
κ
[√
b+R+
√
b−R
]
y =
√
κ
[√
b+R−√b− R
] 0 ≤ y ≤ x , (6.3.26)
in terms of which the metric is
ds2Y = dx
2 + dy2 +
µ
4κ2
(x dy + y dx)2 . (6.3.27)
This definition maps the entire physical range 0 ≤ R ≤ b <∞ to the octant 0 ≤ y ≤
x <∞. This octant is bounded by the x-axis, corresponding to R = 0 (i.e., solutions
in which the massive monopoles coincide) and by the line x = y, corresponding to
b = R (i.e., solutions with minimal cloud size). It is not geodesically complete,
because geodesics can reach the boundaries in finite time.8 A geodesically complete
space can be obtained by extending the definitions of x and y outside their original
range by appropriate changes in signs. For example, in the octant 0 ≤ −y ≤ x <∞
we define
x =
√
κ
[√
b− R +√b+R
]
y =
√
κ
[√
b− R−√b+R
] 0 ≤ −y ≤ x . (6.3.28)
A trajectory crossing the x-axis then corresponds to one in which the two massive
monopoles approach head-on, meet, and then pass through each other. Proceeding
in a similar fashion in the remaining octants gives an eightfold mapping of the b-R
moduli space onto the x-y plane.
6.3.3 SU(3) (2, [1]) solutions
In the previous two examples the moduli space metric was obtained either directly
from the explicit solutions or by taking the massless limit of a known metric that
had previously been obtained by more indirect means. Neither of these options is
available to us when we turn to the SU(3) solutions with one massless and two massive
monopoles that we described in Sec. 6.2.3. Instead, we will quote the results of Dancer
[172], who obtained the metric as the metric on the space of Nahm data.9
The relative moduli space is eight-dimensional, with solutions of fixed κ and D
lying on six-dimensional orbits generated by the rotational SO(3) and unbroken gauge
8This is a reflection of the fact that this quotient space is not a manifold, because some solutions
— those lying on the boundaries of the octant — have an enlarged invariance group.
9The metric for the maximally broken (2, 1) solutions was subsequently determined [117], but
again by approaching the problem through the Nahm data.
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A
y
Figure 6.5: The geodesically complete space containing six copies of the quo-
tient space Y for the (2, [1]) solutions for SU(3) broken to SU(2)×U(1). The
long straight lines correspond to the axially symmetric hyperbolic solutions,
and the short line segments to the trigonometric solutions. The curved bound-
aries, which are not included in the space, correspond to the solutions with two
massive, but no massless, monopoles.
SU(2) groups. Rather than display the full expression for the metric, we will focus on
the two-dimensional space, which we will again denote Y , that is obtained by taking
the quotient by these symmetry groups. It is convenient to replace κ and D by the
variables
x = (2− κ2)D2 = f 23 (u; κ,D) + f 22 (u; κ,D)− 2f 21 (u; κ,D)
y = −
√
3κ2D2 = −
√
3
[
f 23 (u; κ,D)− f 22 (u; κ,D)
]
(6.3.29)
where the fj(u; κ,D) are the top functions defined in Eq. (4.5.16). (Note that the
combinations of these functions that appear on the right-hand side are independent
of u.)
The allowed values of κ and D are then mapped onto region A in Fig. 6.5, and
the metric is (up to an overall constant)
ds2Y = H
[√
3(g1 + g2)dx+ (g1 − g2)dy
]2
+g1(
√
3 dx+dy)2+g2(
√
3 dx−dy)2 (6.3.30)
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where
H(x, y) = f1(s2 − s1; κ,D) f2(s2 − s1; κ,D) f3(s2 − s1; κ,D)
g1(x, y) =
∫ s2−s1
0
du
1
f 22 (u; κ,D)
g2(x, y) =
∫ s2−s1
0
du
1
f 23 (u; κ,D)
. (6.3.31)
The long and short straight lines bounding region A correspond to the axially
symmetric hyperbolic and trigonometric solutions of Eqs. (6.2.20) and (6.2.21), re-
spectively. The curved boundaries corresponds to the (2, 0) solutions, which are
actually embeddings of the SU(2) two-monopole solutions of Atiyah and Hitchin.
This boundary is geodesically infinitely far from any point in the interior and so is
not actually part of Y .
A geodesically complete manifold can be obtained, in a procedure similar to that
used in the previous example, by mapping six copies of Y (corresponding to the six
possible orderings of the fj) onto the x-y plane, as shown in Fig. 6.5. Points far out
on the legs correspond to configurations with two well-separated monopoles, with the
three legs corresponding to three perpendicular axes of separation. The boundary
curves are the geodesics for the SU(2) two-monopole solutions, and thus illustrate
the 90◦ scattering angle for head-on collisions that was discussed in Sec. 5.5.
6.4 Geodesic motion on the moduli space
Having found the metric on the moduli space, we can now investigate the interactions
of the massive and massless monopoles by studying the geodesic motions.
We start with a particularly simple case, the SO(5) example that was discussed
in Sec. 6.2.1. We saw in Sec. 6.3.1 that the moduli space was flat four-dimensional
Euclidean space, R4. If this is described by spherical coordinates, the radial distance
is proportional to the square root of the cloud parameter,
√
a, while the three an-
gular coordinates correspond to the Euler angles that specify the orientation in the
unbroken SU(2).
The geodesics are straight line motions with constant velocity. Purely radial
geodesics correspond to fixed SU(2) orientation with
√
a varying linearly with time;
i.e., to solutions whose cloud parameters obey
a = k(t− t0)2 (6.4.1)
where k and t0 are constants.
Nonradial geodesics correspond to motions that include excitation of the SU(2)
gauge zero modes, and thus to time-dependent solutions with nonzero SU(2) electric
charge. It is evident that at large times the cloud size in these solutions also grows
quadratically with time.
The solutions with two massive monopoles and a single cloud provide less trivial
examples. In the SU(N) solutions of Sec. 6.2.2 the massive monopoles correspond
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to two nodes in the Dynkin diagram that are not joined by a common link. Hence,
these monopoles do not interact directly with each other and so can only affect each
other through their mutual interactions with the massless monopoles that form the
cloud. This suggests that nontrivial scattering effects should only happen when the
massive monopoles are near the cloud.
These expectations can be tested by analyzing [171] the geodesics of the metric
of Eq. (6.3.24). When b≫ R, these behave as
R = v|t|+ . . .
b = kt2 + . . . (6.4.2)
where v and k are constants and the ellipsis represents subdominant terms. Thus,
asymptotically the massive monopoles move at constant velocity on straight lines,
while the cloud (which is almost spherical when b≫ R) behaves like the cloud of the
SO(5) example. In this regime the energy associated with the geodesic motion,
E ≈ µ
2
R˙2 +
κ
2
b˙2
b
, (6.4.3)
can be separated into two parts, associated with the massive monopoles and the
cloud, respectively, that are each approximately constant.
One can go beyond this asymptotic analysis by numerically integrating the geo-
desic equations of motion. First, suppose that the angular momentum and the
gauge charges all vanish, so that the motion is described by a trajectory on the
two-dimensional space spanned by x and y, with the metric given by Eq. (6.3.27). At
large negative time all solutions have b≫ R, with the cloud contracting and the mas-
sive particles approaching each other at constant velocity, in accord with Eq. (6.4.2).
This behavior continues until b ≈ R; i.e., until the cloud collides with the massive
monopoles. At this point the cloud and massive monopoles interact, as evidenced by
a change in the velocity of the massive monopoles; in some cases, this interaction can
be strong enough to reverse the direction of motion of the massive monopoles. All
trajectories have at least one such interaction. (Some have two points with b = R,
but none have more than two.) A striking fact about these interactions is that they
are of short duration, restricted to the time when b is very close to R. At least in its
interactions, the cloud behaves as if it were a thin shell.
The overall effect of the monopole-cloud interaction can be measured by compar-
ing the division of energy between the cloud and the massive monopoles at t = −∞
and at t = ∞. This effect turns out to be greatest if the collision(s) between the
cloud and the massive monopoles [i.e., the point(s) where b = R] occurred at small
values of b.
On every trajectory there is a point where R = 0; i.e., where the massive particles
pass through each other. (If the interaction with the cloud is strong enough to reverse
the massive monopole directions, then they pass through each other twice.) There is
no change in the motion, either of the massive monopoles or of the cloud, when this
happens. This is in agreement with expectations, since there is no direct interaction
between the massive monopoles.
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The main qualitative effect of having nonzero angular momentum and gauge
charges can be seen by examining the angular part of the metric, given in Eq. (6.3.25).
Because of the factors of R and b−R that appear in the denominators of the various
terms, there are effective potential barriers that prevent the system from reaching
either R = 0 or b = R. As a result, the motion is restricted to a single octant of the
x-y plane.
The other possibility with two massive monopoles and a single cloud is the SU(3)
solution described in Sec. 6.2.3. In this case the massive monopoles are of the same
type and so can interact directly as well as through their mutual interactions with
the cloud. The geodesics for the case of vanishing angular momentum and SU(2)
charge lie on the two-dimensional surface shown in Fig. 6.5. Numerical studies of
these [173] show that their behavior is consistent with that found when the massive
monopoles are distinct. As with distinct massive monopoles, the cloud starts large,
contracts to a minimum size, and then expands indefinitely. Again, the interaction
of the massive monopoles with the massless one is significant only when the massive
monopoles are close to the cloud and is strongest if this happens when the cloud is
small. The main difference from before is that the massive monopoles interact with
each other even when the cloud is far in the distance. Instead of passing undeflected
through each other, as the distinct massive monopoles do, they scatter by 90◦, just
as a pair of SU(2) monopoles would.
There is, however, a problem with these results. In all three of these cases the
geodesics on the moduli space predict a cloud whose size grows quadratically with
time at large t, which means that its expansion velocity eventually exceeds the speed
of light. This strongly suggests that there is a breakdown of the moduli space ap-
proximation.
When we discussed the validity of this approximation previously, in Sec. 5.5, we
noted that there is a potential problem when massless fields are present, because
excitation of these is always energetically allowed. However, we saw that when the
symmetry breaking is maximal and the massless fields are Abelian the radiation
is sufficiently suppressed at low monopole velocities to preserve the validity of the
approximation. An essential ingredient in this argument was the fact that the charged
massive fields, which are the potential sources for the radiation, are confined to the
fixed-radius monopole cores.
The situation is rather different now. The possible sources for the radiation now
include the non-Abelian gauge fields, which extend throughout the core, and even be-
yond. Some insight can be gained from an analysis that compared numerical solutions
of the spacetime field equations with the predictions of the moduli space approxima-
tion for the SO(5) example [174]. The two agree well until roughly the time, tcr,
when the moduli space approximation predicts that the cloud velocity should reach
the speed of light. Beyond this time, the field profiles in the cloud region are no longer
well approximated by simply allowing the collective coordinates of the BPS solution
to be time-dependent. Instead, the expanding cloud essentially becomes a wavefront
moving outward at constant velocity c. In the regions well inside the cloud, however,
the fields continue to be well approximated by the moduli space approximation, sug-
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gesting that the predictions for the asymptotic motion of the massive monopoles in
the (1, [1], . . . , 1) and (2, [1]) solutions remain reliable.
It is interesting to note that the duration of the period when the moduli space
approximation is valid is inversely proportional to the energy. Using Eqs. (6.4.2) and
(6.4.3), for example, one finds that
tcr ∼ κ
E
=
2π
e2E
. (6.4.4)
As we noted in Sec. 2.6, weak coupling ensures that the radius of a massive monopole
is much greater than its Compton wavelength, so that the classical field profile remains
meaningful even in the quantum theory. Equation (6.4.4) gives a complementary
result for massless monopoles. For weak coupling, the period in which the moduli
space description of the cloud gives a good approximation is much longer than the
uncertainty in time set by the uncertainly principle. Hence, the classical description
should be reliable on the times scales relevant for this analysis.
There is one last topic we should address in this section. So far, we have only
considered trajectories in which the gauge orientation collective coordinates remain
constant, so that the gauge charges vanish. Relaxing this condition might be expected
to give dyonic solutions carrying both magnetic and electric charges. Of particular
interest would be solutions in which the electric charge was in the non-Abelian un-
broken subgroup; because of the analogy with QCD, such objects have been termed
“chromodyons”.
These were first investigated in the context of an SU(5) grand unified model. It
was soon found that the fundamental massive monopoles in this theory [175] cannot
give rise to chromodyons [166], because of the topological obstruction, noted at the
end of Sec. 6.3.1, to globally defining a basis for the unbroken gauge group [167,
168, 169, 170]. Because the examples we have considered in this chapter have purely
Abelian magnetic charges, they have no such obstruction and so one might ask if they
could be used to construct chromodyons.
The obvious starting point would be the SO(5) example with a single massive
monopole. A stable chromodyon would correspond to a geodesic trajectory with
fixed cloud parameter a and one (or more) of the gauge orientation angles varying
periodically with time. Since we already know that the geodesics are all straight lines
in R4, such trajectories are clearly excluded. They would be allowed, at least within
the moduli space approximation, if the cloud size could somehow be held fixed. This
can be done by going beyond the BPS regime and adding an appropriate potential.
However, a new difficulty, again associated with massless radiation, arises. Not only
are the non-Abelian gauge bosons massless, but they also carry non-Abelian electric
charge. This opens up the possibility that the would-be chromodyon could radiate
away its electric charge. Numerical studies of the SO(5) example [176] suggest that it
suffers from precisely this affliction, and there seems little reason to believe that the
difficulty would be absent in other cases. Hence, it appears that even when topology
allows chromodyons, dynamics may not.
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Chapter 7
Multi-Higgs vacua in SYM theory
and multicenter dyons
Up to now, we have concentrated on the physics of monopoles and dyons when only
one adjoint Higgs field acquired a vacuum expectation value. For the simplest gauge
group with monopoles, SU(2), this restriction hardly matters, because one can always
use the global R symmetry of SYM theory to remove all but one of the vevs. This
appears to be one reason why the rich new physics of multi-Higgs vacua had been
neglected for a long time.
For larger gauge groups and generic Higgs vevs, this possibility is no longer avail-
able. The reason is simple: the expectation value of an adjoint Higgs field entails r
mass scales, corresponding to the generators of the Cartan subalgebra. If there are
two adjoint Higgs expectation values, there are 2r independent mass scales. On the
other hand, the global R symmetry is independent of the rank of the gauge group,
and so in general cannot rotate 2r masses into r masses. For the classification of
generic monopoles and dyons in a generic vacuum, we can no longer stick to the
single-Higgs model.
We have already noted, in Sec. 3.3, that when both magnetic and electric charges
are present the conditions for maintaining some unbroken supersymmetry are a bit
involved, and we saw the possibility of 1/4-BPS dyons [177, 178] in N = 4 theories.
Yet, all the monopoles and dyons we have discussed so far have been 1/2-BPS from the
N = 4 viewpoint. In this chapter, we will see how 1/4-BPS dyons arise in the context
of generic vacua of N = 4 SYM theory, and will explore the nature of these solitons.
In the process, we will learn that the modified BPS equations involve at most two
independent adjoint Higgs fields, and are thus directly applicable to the N = 2 case
as well; the only difference is the amount of supersymmetry that is preserved. Any
given 1/4-BPS soliton solution of N = 4 SYM theory can be thought of as a solution
to N = 2 SYM theory with the same gauge group. The supersymmetry properties
of the latter are a more subtle issue, to which we will return in later chapters.
In the first half of this chapter, Sec. 7.1, we will show how the BPS energy bound
and equations are modified in the presence of additional Higgs fields. Then, in
Sec. 7.2, we will specialize to the case where all but one of the Higgs fields can
be treated as small, in a sense that we will make more precise, and show that their
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effects can be described by adding a potential energy to the moduli space Lagrangian.
7.1 Generalized BPS equations
It turns out that when more than one adjoint Higgs field has a nonzero expectation
value the BPS equations are modified in an essential way, leading to a new class
of dyonic BPS solutions. One unexpected and important characteristic of these new
solutions is that they should be really regarded as composites of two or more solitonic
cores balanced against each other by long-range static forces. These static forces can
be derived rigorously from the Yang-Mills-Higgs Lagrangian and are a combination
of long-range Coulomb forces and forces mediated by scalar particle exchange.
7.1.1 Energy bound
We start by recalling the purely bosonic part of the Lagrangian for SYM theory with
extended supersymmetries that was given in Eq. (3.3.1). The corresponding energy
density is [179]
H = Tr
E2i +B2i +∑
P
(D0ΦP )
2 +
∑
P
(DiΦP )
2 − e
2
2
∑
P,Q
[ΦP ,ΦQ]
2
 . (7.1.1)
ForN = 4, there are six adjoint scalar fields. We choose two arbitrary six-dimensional
unit vectors mˆP and nˆP that are orthogonal to each other and decompose the scalar
fields as
ΦP = bmˆP + anˆP + φP . (7.1.2)
Here φP is orthogonal to both mˆP and nˆP , in the sense that
mˆPφP = nˆPφP = 0 , (7.1.3)
and represents four independent adjoint scalar fields. We may regard (7.1.1) as the
energy density of N = 2 SYM theory by restricting the ΦP to just Φ1 and Φ2 or,
equivalently, to a and b. In the latter case, the four adjoint scalar fields associated
with φP would be absent.
Using this decomposition, we rewrite the energy density as
H = Tr
{[
B2i + (Dib)
2
]
+
[
E2i + (Dia)
2
]
+
[
(D0b)
2 + e[a, b]2
]
+
∑
P
[
(D0φP )
2 + e[a,φP ]
2
]
+ (D0a)
2 + e2
∑
P
[b,φP ]
2
+e2
∑
P,Q
[φP ,φQ]
2 +
∑
P
(DiφP )
2
}
= Tr
{
(Bi −Dib)2 + (Ei −Dia)2 + (D0b− ie[a, b])2
+
∑
P
(D0φP − ie[a,φP ])2 + (D0a)2 + e2
∑
P
[b,φP ]
2
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+e2
∑
P,Q
[φP ,φQ]
2 +
∑
P
(DiφP )
2
+2BiDib+ 2EiDia+ 2ie[a, b]D0b+ 2ie
∑
P
[a,φP ]D0φP
}
. (7.1.4)
The last four cross terms can be rewritten with the aid of the Bianchi identity,
DiBi = 0, and Gauss’s law,
DiEi − ie[ΦP , D0ΦP ] = 0 , (7.1.5)
to give
H = Tr
{
(Bi −Dib)2 + (Ei −Dia)2 + (D0b− ie[a, b])2 +
∑
P
(D0φP − ie[a,φP ])2
+(D0a)
2 + e2
∑
P
[b,φP ]
2 + e2
∑
P,Q
[φP ,φQ]
2 +
∑
P
(DiφP )
2
+2∂i(Bib) + 2∂i(Eia)
}
. (7.1.6)
Every term is nonnegative, except for the last two, which are total derivatives.
The surface terms arising from the latter then give the bound
E =
∫
d3x H ≥ nˆPQEP + mˆPQMP (7.1.7)
where
QMP = 2
∫
d3x ∂i (TrΦPBi) (7.1.8)
QEP = 2
∫
d3x ∂i (TrΦPEi) (7.1.9)
are defined in a manner analogous to the QM and QE of Eq. (3.2.3). However, while
the latter two were proportional to the actual electric and magnetic charges, differing
from them only by a common factor of the SU(2) Higgs vev v, the situation now
is a bit more complicated. At large distance, the asymptotic magnetic, electric, and
scalar fields must all commute. Therefore, in any fixed direction the asymptotic forms
of these fields can be simultaneously rotated into the Cartan subalgebra. By analogy
with Eqs. (4.1.7) and (4.1.8), they can then be represented by vectors g, q, and the
eigenvalue vectors hP of the expectation values 〈ΦP 〉. We then have
QMP = hP · g , QEP = hP · q , (7.1.10)
while the bound of Eq. (7.1.7) can be rewritten as
E ≥ a · q + b · g (7.1.11)
where a = nˆPhP and b = mˆPhP .
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The most stringent bound is obtained by varying nˆP and mˆP so as to maximize
the right-hand side of Eq. (7.1.7). This requires, first of all, that mˆP and nˆP both
lie on the plane spanned by QMP and QEP . Next, the directions of mˆP and nˆP should
be chosen so that nˆPQEP and mˆPQMP are both positive. Assuming both of these
conditions to hold, let θ be the angle between mˆP and QMP , and α < π the one
between between QMP and QEP . One then finds that the right-hand side of Eq. (7.1.7)
is maximized when
tan θ =
QE| cosα|
QM +QE sinα (7.1.12)
where QM and QE are the magnitudes of the vectors QMP and QEP . (Note that this
implies that b · q = a · g.) This gives the bound
E ≥
√
(QM )2 + (QE)2 + 2QMQE sinα . (7.1.13)
7.1.2 Primary and secondary BPS equations
The lower bound on E is saturated when the bulk terms in the energy density all
vanish. From this we obtain a total of eight sets of equations. The first is the most
familiar,
Bi = Dib . (7.1.14)
This is the usual Bogomolny equation, which admits magnetic monopole solutions.
Note that this magnetic equation can be solved independently of the remaining equa-
tions. The other BPS equations influence only the choice of the unit vector mˆP .
This fact is of crucial importance when we construct the BPS solution later. For this
reason, we call Eq. (7.1.14) the primary BPS equation.
The other BPS equations are to be solved in the background of this purely mag-
netic BPS solution. They are
Ei = Dia (7.1.15)
D0b = −ie[b, a] (7.1.16)
D0φP = −ie[φP , a] (7.1.17)
D0a = 0 (7.1.18)
and
[b,φP ] = 0 (7.1.19)
[φP ,φQ] = 0 (7.1.20)
DiφP = 0 . (7.1.21)
In addition, we must impose Gauss’s law,
DiEi = ie ([b,D0b] + [a,D0a] + [φP , D0φP ]) . (7.1.22)
Inserting Eqs. (7.1.15) – (7.1.18) in Gauss’s law gives a linear equation for a,
DiDi a = e
2 [b, [b, a]] + e2[φP , [φP , a]] . (7.1.23)
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Matters can be simplified further by writing the solution to the primary equation
in a form where the nontrivial fields occupy irreducible blocks, and working in the
unitary, or string, gauge where b is diagonal and time-independent. With this gauge
choice, ∂0Ai is also zero and Eq. (7.1.15) is solved by
A0 = −a (7.1.24)
while D0φP − ie [a,φP ] = ∂0φP = 0 requires that φP also be time-independent. In
the background of a generic monopole solution, the last three equations, (7.1.19),
(7.1.20), and (7.1.21), imply that φP is a constant times the identity in each of the
irreducible blocks occupied by the monopole solution.1
Now Eq. (7.1.23) is a zero-eigenvalue problem for a nonnegative operator acting
linearly on a. In order to have the bosonic potential vanish at infinity, a(∞) must
commute with b(∞) and φP (∞). Furthermore, the actual solution can have nontrivial
behavior only inside each of the irreducible blocks, defined by b, where the φP are just
numbers times the identity matrix. Thus the φP must commute with a everywhere
and the last term in Eq. (7.1.23) drops out, yielding [179, 181]
DiDi a = e
2 [b, [b, a]] , (7.1.25)
which we call the secondary BPS equation.
Finally, recall that in Sec. 3.3 we showed that a 1/4-BPS solution of the N = 4
theory was obtained by requiring that all but two scalar fields vanish and that the
remaining two satisfy Eq. (3.3.12). These requirements are identical to2 Eqs. (7.1.14)
– (7.1.21), thus verifying that solutions obeying the primary and secondary BPS
equations are indeed 1/4-BPS. (For the special case α = 0, these solutions can be
rotated into a form with only a single nontrivial scalar, and are actually 1/2-BPS.)
7.1.3 Multicenter dyons are generic
Now that we have generalized the BPS equations, let us characterize the solutions.
We saw above that the BPS equations split into two groups, one involving the original
Bogomolny equation for the magnetic sector, and the other leading to the second-
order Eq. (7.1.25) to be solved in the background of a purely magnetic solution to the
first. Because of this, the solutions are parameterized by the same monopole moduli
space. The new story is that for any given BPS monopole solution the electric sector is
uniquely determined, because the solution to the second-order equation is completely
fixed by the Higgs expectation values and the moduli coordinates that characterize
the BPS monopole. Note in particular that the electric sector must, in general, be
nontrivial; with gauge groups larger than SU(2), it is only in special cases that a
purely magnetic solution is possible.
1In the language of string web, to be discussed in chapter 10, this translates to the requirement
that the string web be planar.
2We could have obtained, instead, the equivalent of Eq. (3.3.9) if we had made a different choice
of sign when completing the squares in Eq. (7.1.4). In this case, we would have found that the most
stringent energy bound was obtained by requiring nˆPQ
E
P to be negative, and so would have been
led to the same solutions, but with a redefined in such a way that its sign was reversed.
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A somewhat unexpected consequence of this result is that, if we fix the asymptotic
Higgs field and the electric charge, the relative positions of the monopole cores are
constrained and generically lead to a collection of well-separated dyonic cores [179,
185]. Unlike the case with only one nontrivial Higgs field, these cores cannot be
moved freely relative to one another, unless we also change the electric charge or the
Higgs vevs. In the next section we will study this odd behavior in more detail, and
find that there is really nothing mysterious about it; it is simply a result of classical
forces generated by the Yang-Mills-Higgs system on these solitonic objects.
To illustrate the general structure of these solutions, it is instructive to consider
the secondary BPS equation (7.1.25) when we have a single fundamental monopole.
Since the latter is an embedded SU(2) monopole solution, we have
D2SU(2) a = e
2 [ΦSU(2), [ΦSU(2), a]] . (7.1.26)
For this somewhat degenerate case, there is really only one solution for a, which can
be written as
a = cΦSU(2) + constant (7.1.27)
where c is an integration constant and the last term must commute with the magnetic
part of the solution everywhere. Thus, we also have
Ei = cDiΦSU(2) = cB
SU(2)
i . (7.1.28)
Note that the electric field is proportional to the magnetic field.
For a collection of well-separated fundamental monopoles, this form of the solu-
tion is a good approximation near each of the monopole cores. Thus, turning on the
vacuum expectation value 〈a〉 endows each core with an electric charge in the corre-
sponding SU(2) subgroup. The amount of electric charge is determined by 〈a〉 and by
the particulars of the magnetic solution. Since the general magnetic solution to the
primary BPS equation consists of separated fundamental monopoles, the generic dy-
onic solution in a SYM theory looks like a collection of many embedded SU(2) dyons
whose relative positions are determined by the balance between various long-range
forces. An explicit solution involving two such dyonic cores in SU(3) gauge theory
can be found in Ref. [179].3
7.2 Additional Higgs expectation values as pertur-
bations
Understanding this new breed of solution becomes a little easier, however, when we
approach these solutions from a different perspective. In this section we will try
3A somewhat special solution of 1/4 BPS dyons with a single spherically symmetric core can be
found in Refs. [181, 182, 183]. For this solution, however, the electric charge is fixed and incompatible
with the charge quantization condition. See also Ref. [180], which considers 1/4-BPS dyons in the
case where the b field only breaks the SU(3) symmetry to SU(2)×U(1), with a further breaking to
U(1)×U(1) arising from the second Higgs field.
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to construct these dyons as classical bound states of monopoles or, equivalently, as
static orbits in the moduli space of monopoles. To do this, we will assume that the
additional Higgs expectation values are much smaller than the first, and show that
the perturbation due to the additional Higgs fields generates an attractive bosonic
potential energy between the monopole cores.
We thus start with a Yang-Mills theory with a single adjoint Higgs field Φ and
solve its Bogomolny equation,
Bi = DiΦ . (7.2.1)
We then begin to turn on expectation values of additional adjoint Higgs fields aI
where I = 1, 2, 3, 4, 5 for N = 4 SYM theory and I = 1 for N = 2 SYM theory. In
terms of the decomposition of the six (or two) adjoint scalar fields in the previous
section, we are assigning
b = mˆPΦP → Φ , (7.2.2)
and treating the other five scalar field on an equal footing,
φP and a = nˆPΦP → aI , I = 1, 2, 3, 4, 5. (7.2.3)
Because of the quartic commutator term in the Lagrangian, the vacuum condition on
the 〈aI〉 requires that they commute with the expectation value of Φ. With an SU(2)
gauge group, this uniquely fixes the direction of the vevs, which then allows one to
use a global R-symmetry to remove all but one vacuum expectation value. This is
no longer true for gauge groups of rank ≥ 2.
Note that we did not need to make any assumption about the relative sizes of
these Higgs expectation values when finding the Bogomolny bound in the previous
section. In contrast, here we need to assume that that the mass scales in 〈aI〉 are
much smaller than those in 〈Φ〉 = 〈b〉. One immediate effect of turning on such extra
expectation values of the aI ’s is that the BPS monopole solutions (A¯a, Φ¯) of the
magnetic BPS equation(7.2.1) are not, in general, solutions to the full field equations
when the expectation values 〈aI〉 are turned on [184]. As a result, the monopoles
exert static forces on each other. In this language the electric charge behaves as
an angular momentum and generates a repulsive angular momentum barrier. The
resulting BPS dyons are then obtained via the balance between the potential energy
and the angular momentum barrier.
7.2.1 Static forces on monopoles
For sufficiently small 〈aI〉, we should be able to treat these forces as arising from
an extra potential energy due to the nontrivial aI fields in the background of the
monopole solution. In other words, when 〈aI〉 6= 0, the monopole background induces
a nontrivial behavior in the aI that “dresses” the monopoles and contributes to the
energy of the system in a manner that depends on which monopole solution was used
for the background.
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Let us parameterize the size of the additional Higgs expectation values by assum-
ing that
|〈aI〉|/|〈Φ〉| = O(η) (7.2.4)
where η is a small dimensionless number. To find the effect to leading order in η, we
imagine a static configuration of monopoles that satisfies the Bogomolny equation.
Let us try to dress this configuration with a time-independent aI field, at the smallest
possible cost in energy. The strategy is a two-step process. First, we find the minimum
energy due to this additional Higgs vev for a given monopole configuration, and then
incorporate it into the low-energy monopole dynamics. Second, we solve this modified
dynamics to find out how the monopoles react to the additional Higgs vev.
With some hindsight we will call this new interaction energy V, for it will prove to
be a potential energy term. V is obtained by using the aI field equations to minimize
[186]
∆E =
∫
d3x Tr
{
(D¯jaI)
2 − e2
(
[aI , Φ¯ ]
)2}
(7.2.5)
with the 〈aI〉 held fixed. (We will ignore terms, such as [ aI , aJ ]2, that are higher
order in η.) Thus, we solve
D¯2jaI − e2[Φ¯, [Φ¯, aI ]] = 0 (7.2.6)
and insert the result back into ∆E to obtain the minimum energy needed to maintain
the monopole configuration in the presence of the 〈aI〉.
A crucial point to note here is that the equation for the aI is identical to that
obeyed by the gauge zero modes [187]. The gauge zero modes are always of the form4
δAa = D¯aǫ and must obey the background gauge condition, Eq. (4.2.5). The latter
implies that the gauge function ǫ must satisfy
D¯2j ǫ− e2[Φ¯, [Φ¯, ǫ]] = 0 . (7.2.7)
We notice that the D¯aaI have exactly the same form as the global gauge zero modes,
δAa = D¯aǫ, with the gauge function ǫ = aI . Thus, it must be true that we can
express the D¯aaI as linear combinations of gauge zero modes. Consequently, each aI
picks out a linear combination
KrA
∂
∂zr
=
∂
∂ξA
(7.2.8)
of U(1) Killing vector fields on the moduli space. More precisely, each KA corre-
sponds to a linear combination KrAδrAa of gauge zero modes and each DaaI is a
linear combination of these,
D¯aaI = a
A
I K
r
AδrAa ≡ GrIδrAa , (7.2.9)
where we have expanded the Cartan-valued vev as
aI =
∑
A
aAI λA (7.2.10)
4We are using here the four-dimensional Euclidean notation in which a runs from 1 to 4, with
δA4 = δΦ.
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with the λA being the fundamental weights, which obey λA · βB = δAB.
We then express the potential energy V, obtained by minimizing the functional
∆E in Eq. (7.2.5) in the monopole background, in terms of the monopole moduli
parameters [188, 189] as
V =
∫
d3x Tr
{
(aAI K
r
AδrAa)(a
B
I K
s
BδsAa)
}
=
1
2
grs a
A
I K
r
Aa
B
I K
s
B =
1
2
grsG
r
IG
s
I .
(7.2.11)
The value of this potential energy depends on the monopole configuration we started
with. The low-energy effective Lagrangian, which was purely kinetic when the aI
were absent, picks up a potential energy term that lifts some of the moduli, and
takes the form
L = 1
2
grsz˙
r z˙s − 1
2
grsG
r
IG
s
I . (7.2.12)
In the current approximation, where the additional Higgs fields are treated as per-
turbations, the mass scale introduced by the potential energy is much smaller than
that of the charged vector mesons, and we can still consistently truncate to this
moduli space mechanics. The procedure we employed here should be a very familiar
one. When we talk about, say, the Coulombic interactions among a set of charged
particles, we also fix the charge distribution by hand, and then estimate the poten-
tial energy that it costs. Using this potential energy, we then find how the charged
particles interact at slow speed.
Of course, there is the possibility of interaction terms involving the moduli ve-
locities as well as the aI fields, but in the low-energy approximation used here the
only relevant such terms would be of order vη. However, it is clear that neither the
back-reaction of the aI on the magnetic background nor the time-dependence of the
aI can produce such a term. Thus, to leading order, the Lagrangian of Eq. (7.2.12)
captures all of the bosonic interactions among the monopoles in the presence of the
nonzero aI .
A special solution to the aI equation deserves further attention. Since
∇2Φ¯− e2[Φ¯, [Φ¯, Φ¯]] = ∇2Φ¯ = ∇ · B¯ = 0 (7.2.13)
one can always separate from aI the part proportional to Φ¯ by writing
aI = cIΦ¯ + ∆aI (7.2.14)
and requiring Tr
(
〈∆aI〉〈Φ¯〉
)
= 0. The U(1) Killing vector associated with the gauge
function ǫ = Φ¯ is the free U(1) angle that is one of the center-of-mass degrees of
freedom. The square of this Killing vector is independent of the moduli, and the
potential energy term in question simply adds a positive constant to the energy of
the system.
This “extra” energy can be easily understood by going back to the field theory
and reanalyzing the BPS equation. As was mentioned at the beginning of the section,
an aI vacuum expectation value proportional to that of Φ can be rotated away by a
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redefinition of Φ. Once this is done, we can make the replacement
Φ¯ →
(
1 +
∑
I
c2I
)1/2
Φ¯
aI → ∆aI . (7.2.15)
Expanding the mass formula in terms of the small cI , we get back the constant
energy terms ∼ c2I/2. Thus, we could have started with these rotated Higgs fields
and regarded the ∆aI , instead of the aI , as the perturbation. The potential energy
would then be generated entirely by the ∆aI , and there would be no constant energy
shift from the center-of-mass part of the moduli space. For this reason, the part of
the aI proportional to Φ¯ will be ignored for most of this review.
7.2.2 Dyonic bound states as classical orbits
In the classical moduli space approximation bound dyons should appear as closed,
stationary orbits along U(1) phase angles. Let us consider now the effect on the
existence of such closed orbits of adding the potential energy V generated by one5
additional Higgs field a [190]. It is immediately clear that one will generically find
many more closed orbits in the presence of V than otherwise. For example, if one
considers the case of n distinct monopoles, it can be shown rigorously that no closed
orbits are possible in the absence of such a potential energy. The existence of a
potential energy will, understandably, change this completely.
As a special case, let us take a pair of distinct monopoles in a theory with SU(3)
broken to U(1) × U(1). Before turning on the additional Higgs fields, the purely
kinetic interaction Lagrangian of the pair can be distilled down to
L0 =
1
2
(
1 +
1
r
)
r˙2 +
1
2
(
1 +
1
r
)−1 [
ψ˙ +w(r) · r˙
]2
(7.2.16)
where, for the sake of simplicity, we have started with the Taub-NUT relative metric
of Eq. (5.3.17) and transformed to dimensionless quantities defined by the rescalings
r→ 2πr
e2µ
, t→ (2π)
2t
e4µ
, L→ e
4µL
(2π)2
. (7.2.17)
We have also taken the root lengths to be equal to unity, so that λ = 1.
A dyonic state with a relative electric charge q would be governed by the Routhian
R0 =
1
2
(
1 +
1
r
)
r˙2 − q
2
2
(
1 +
1
r
)
+ qw(r) · r˙ . (7.2.18)
5As will become clear in Chap. 8, dyons such as these classical monopole bound states can
become BPS only if just one such bosonic potential energy is turned on; i.e., only one of the aI can
be excited (up to an orthogonal transformation among the aI). This corresponds to having only two
adjoint Higgs fields participating in the low-energy dynamics and, in the language of the classical
BPS equations of Sec. 7.1, corresponds to the decoupling of the φP . This motivates removing all
but one of the aI .
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This has three interaction terms: one that modifies the inertia as a function of the
separation r; a repulsive potential energy; and a velocity-dependent coupling that
generates a Lorentz force, due to a unit monopole sitting at the origin r = 0, on a
particle of charge q. Despite the various interaction terms, the (rescaled) conserved
energy takes the simple form
E =
1
2
(
1 +
1
r
) (
v2 + q2
)
. (7.2.19)
From the form of the effective potential energy, which is monotonically decreasing
toward r = ∞, it is fairly clear that, as we saw in Sec. 5.5, no bound orbits are
possible with this classical dynamics.
A more complete characterization of the classical trajectories is possible if we
utilize an additional conserved quantity. The conserved angular momenta has the
familiar form
J =
(
1 +
1
r
)
r× v + qrˆ (7.2.20)
with the last term being characteristic of charged particles in a monopole background.
This severely restricts the possible trajectories because
J · rˆ = q (7.2.21)
is also a conserved quantity. This says that the trajectories lie along a cone going
through the origin r = 0, with an opening angle cos−1(q/J) around J. Also note the
inequality
J2 − q2 ≥ 0 , (7.2.22)
which is saturated only when the cone collapse to a line.
One more conserved vector is known to exist. It is of the Runge-Lenz type [190],
K =
(
1 +
1
r
)
v× J− (E − q2)rˆ . (7.2.23)
The linear combination
N ≡ qK+ (E − q2)J (7.2.24)
of these two conserved vectors gives us another conserved inner product,
[qK+ (E − q2)J] · r = q(J2 − q2) . (7.2.25)
Thus, the trajectories also must lie on a plane which is orthogonal toN and displaced
from the origin by
∆r =
q(J2 − q2)
N2
N . (7.2.26)
Combined with the previous result, this shows that the trajectories are always conic
sections.
Now let us consider what happens when we turn on a second Higgs field as a
perturbation. The only U(1) Killing vector on the Taub-NUT manifold is ∂ψ, and
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the effect of turning on a small, second Higgs expectation value a should show up as
a potential energy term. The unbroken gauge group is U(1)× U(1), with one factor
acting on the center-of-mass part. Because of this, there is only one independent
component in the expectation value 〈∆a1〉 that generates a nontrivial potential energy
term; we denote this value by a. Keeping in mind that ψ has period 4π, we see that
this generates a potential energy gψψ(ea)
2/2. After introducing the dimensionless
combination
a˜ ≡ (2π)
2a
e3µ
(7.2.27)
and rescaling as in Eq. (7.2.17), we have
V = 1
2
a˜2
1 + 1/r
. (7.2.28)
A remarkable fact is that this potential gives a Lagrangian,
L =
1
2
(
1 +
1
r
)
r˙2 +
1
2
(
1 +
1
r
)−1 [
ψ˙ +w(r) · r˙
]2 − V , (7.2.29)
whose dynamics admits exactly the same forms for the conserved vectors J, K and
N, provided that when writing K and N we keep in mind that the conserved energy
E =
1
2
(
1 +
1
r
) (
v2 + q2
)
+
1
2
(
1 +
1
r
)−1
a˜2 (7.2.30)
now includes an additional contribution from the potential energy. Thus, after we
take into account the additional Higgs field, all trajectories are still conic sections.
Of the five kinds of conic sections, only circles and ellipses correspond to bound
trajectories. The condition for a closed trajectory is then expressible in terms of the
angle between N and J in the following manner.6 Given the angular momenta J, the
cone encloses J with an opening angle 0 ≤ α = cos−1 q/J ≤ π. Let β be the angle
between J and N. From the explicit form of the conserved vectors, it is a matter of
straightforward computation to show that
cosβ =
√
J2 − q2
J
× E − q
2
√
E2 − a˜2q2 (7.2.31)
while
cos(π/2− α) = sinα =
√
J2 − q2
J
. (7.2.32)
In addition to the inequality J2 ≥ q2, the fact that N2 ≥ 0 gives another constraint,
E ≥ |a˜q| . (7.2.33)
For the sake of simplicity, we will assume that q ≥ 0 so that α < π/2. Then, the
trajectory will be an ellipse (or a circle) if α + β is smaller than π/2, a parabola if
6We thank Choonkyu Lee for useful conversations on this classical dynamics.
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r  ~ q / (a−q)
V(r)
U
eff
r
Potential Energy
q
~
EBPS
(r)
Figure 7.1: Potential energies between a pair of distinct monopoles as a func-
tion of separation. The solid line is the potential energy V between a pair of
bare monopoles, while the dotted line is an angular momentum barrier gen-
erated by assigning a relative electric charge q. The thick line is the effective
potential energy Ueff between such a pair of dyons, which has a minimum at a
separation r = q/(a˜−q), with the excitation energy saturating the BPS bound.
α + β = π/2, and a hyperbola if α + β is larger than π/2. Hence, the trajectory is
bound and closed if and only if the ratio
cosβ
cos(π/2− α) =
E − q2√
E2 − a˜2q2 (7.2.34)
is strictly larger than 1. This is equivalent to requiring that
a˜2 + q2
2
> E > q2 (7.2.35)
which, in turn, implies that |q| < |a˜|. The same result is obtained for negative q.
One simple corollary is that if the potential energy term ∼ a˜2 is absent, no bound
orbit at all is possible in this two-body problem. This last statement also holds in
the many-body problem with all distinct monopoles, as was shown by Gibbons [191].
Without the potential energy, all classical orbits are hyperbolic.
7.2.3 Static multicenter dyons and balance of forces
An interesting limiting case of a bound orbit is found when the cone collapses to
a line, so that α = 0 with positive q, in which case the entire angular momentum
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comes from the qrˆ piece. In this case the energy must saturate its lower bound,
E = a˜q, and the “orbit” is simply a stationary point at a fixed distance. With the
two monopoles as above, this static configuration is easy to understand. The effective
potential energy in the charge q sector is
q2
2
(
1 +
1
r
)
+ V = q
2
2
(
1 +
1
r
)
+
a˜2
2
(
1 +
1
r
)−1
(7.2.36)
which, for a˜ > q, has a global minimum at
r =
q
a˜− q (7.2.37)
with the minimum energy being E = a˜q. The contribution from the charge q to
the effective potential energy behaves exactly like an angular momentum barrier that
balances against the attractive potential energy V.
Restoring the physical units is easy; we only need to reverse the rescaling per-
formed above, so that Eq. (7.2.37) becomes
e2
2π
r =
q
4π2a/e3 − µq . (7.2.38)
Because the time must be also rescaled back, the physical energy receives an addi-
tional multiplicative factor and becomes
E =
e4µ
(2π)2
a˜q = eaq . (7.2.39)
For a larger collection of distinct monopoles, the general form of the effective potential
energy in physical units is
Ueff =
1
2
4π2
e2
∑
A,B
(C−1)AB λAa
A λBa
B +
e4
4π2
∑
A,B
CAB
qA
λA
qB
λB
 (7.2.40)
with aA defined as in Eq. (7.2.10). CAB is the matrix in Eq. (5.4.5) that characterized
the relative moduli space metric, while the dimensionless number that encodes the
strength of the interaction between a pair of monopoles is λA = −2β∗j · β∗k, with βj
and βk being the simple roots joined by link A of the Dynkin diagram. The static
minimum energy configuration is found when
e3
4π2
∑
B
CAB
qB
λB
= λAa
A . (7.2.41)
(Note that there is no sum over A on the right-hand side.) The solution is
e2
2π
rA =
qA
4π2λAaA/e3 −∑B µAB qB/λB . (7.2.42)
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We thus find a static dyon solution involving interacting cores separated by finite
distances. In particular, the distance rA becomes infinite as aA approaches the critical
value
acA =
e3µ
4π2
∑
B
µAB
λAλB
qB . (7.2.43)
Note that, although the distances are thus fixed, there are some moduli that remain
massless. For instance, the distance between the first and second dyon cores is fixed,
as is the distance between the second and third, but the distance between the first
and third is not. When a finite size bound state of this type exists, its energy is
E = e
∑
A
aA qA (7.2.44)
regardless of the λA.
Such a dyonic configuration, with several soliton cores balanced against each other
at fixed separations, is quite typical of dyons that preserve at most four supersymme-
tries.7 In Chap. 9 we will study the quantum counterparts of these dyons by realizing
dyons as quantum bound states of monopoles. To do this, we must first derive the
most general monopole moduli space dynamics, which will be the subject of the next
chapter. As we saw above, the existence of more than one adjoint Higgs field changes
the traditional moduli space dynamics by adding a potential energy term. The main
objective of the next chapter is to determine how this modifies the complete moduli
space dynamics, with fermionic contributions included.
7 The same phenomenon has been observed in various different regimes. In the strongly coupled
description of N = 2 SYM theories, this was observed by solving for approximate solutions based
on the Seiberg-Witten geometry of the vacuum moduli space [192, 193, 194, 195]. These solutions
resemble a stringy picture that had been investigated earlier [196, 197, 198, 199], although the
latter authors apparently did not realize the multicentered nature of these states. Interestingly,
the multicentered nature of the dyons persists when strong gravity is introduced and the dyons are
hidden behind extremal horizons. See Refs. [200, 201].
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Chapter 8
Moduli space dynamics from SYM
theories
In the earliest examples of monopole moduli space dynamics, for theories with just a
single nontrivial adjoint Higgs vev, one finds a purely kinetic supersymmetric quan-
tum mechanics on a smooth hyper-Ka¨hler manifold.1 This is sufficient for studying
certain BPS states, such as the dyons in SU(2) SYM theories and the purely magnetic
states in an arbitrary N = 4 SYM. However, for gauge groups of rank two or higher
this approach misses a vast class of BPS states. These dyonic states, which preserve
only one-fourth of the supersymmetry, require the presence of two nontrivial Higgs
fields, and for this case the purely kinetic low-energy dynamics is no longer valid. Al-
though the low-energy dynamics can still be described in terms of the moduli space,
it is governed by a Lagrangian that is considerably more complex. In this chapter we
will derive this low-energy Lagrangian for both N = 2 and N = 4 SYM theories.
In the general Coulombic vacuum of N = 2 or N = 4 SYM theory, where we
have two or more adjoint Higgs vevs turned on, many of the would-be moduli of a
BPS monopole solution are lifted by a potential energy [179, 188]. As we saw in the
previous chapter, this phenomenon is crucial in the construction of 1/4-BPS dyons in
N = 4 SYM theory, since the static multiparticle nature of these dyons is tied to the
long-range behavior of this potential energy [179]. Similarly, many of the fermionic
zero modes are lifted by the same mechanism. The mass scale of these lifted modes
is proportional to the square of the additional Higgs expectation values. As long as
the latter are sufficiently small, we may be able to describe monopole interactions in
terms of these light, would-be moduli parameters. The usual moduli space dynamics
is a nonrelativistic mechanics where the bare masses of the monopoles are far larger
than the typical kinetic energy scale, and the slow motion justifies ignoring radiative
interactions with the massless fields [18]. Adding a similarly small potential energy
1Although the general features had been known for some time, a precise derivation of the super-
symmetric low-energy dynamics from the SYM theory was only given in the early 1990’s. General
issues concerning the treatment of the fermionic collective coordinates were addressed in Ref. [202],
while a full-fledged derivation of the low-energy effective actions for pure N = 2 SYM [203] and for
N = 4 SYM [204, 205] followed shortly after. In all of these, only a single adjoint Higgs field was
included in the analysis.
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to the system is not likely to upset this approximation scheme [186].
In the previous chapter, we discovered the general structure of this potential en-
ergy for a purely bosonic theory with only bosonic moduli. However, supersymmetry
requires that fermionic fields also be present. In this chapter we will see that these
fermionic fields lead to the introduction of fermionic moduli. In fact, the low-energy
moduli space dynamics possesses a supersymmetry that is inherited from the super-
symmetry of the underlying field theory [203, 204, 205, 188, 206, 189, 207]. Under-
standing this low-energy supersymmetry will pave the way for searching for quantum
BPS states in general SYM theories, which will be the topic of the next chapter.
We begin in Sec. 8.1 with a brief discussion of the bosonic and fermionic zero
modes and the geometry of the moduli space; much of this is a collection of results
obtained earlier in this review. Next, in Sec. 8.2, we derive the low-energy effective
Lagrangians for both pure N = 2 and N = 4 SYM theories. We borrow in part
some notation and tools introduced in Refs. [203, 204, 205] but go beyond these
papers in that we consider the effects of multiple adjoint Higgs fields, and therefore
include potential energy terms in the low-energy effective Lagrangian. Similar but
independent derivations, in the context of the most general N = 2 SYM theories, are
also given in Refs. [207, 208].
Then, in Sec. 8.3, we discuss the supersymmetry properties and quantization of
these low-energy Lagrangians. We begin this discussion in Sec. 8.3.1, where the main
features of the low energy superalgebra for a sigma model with a potential energy
are illustrated with the examples of N = 1 real and complex supersymmetry with a
flat target manifold. The key difference from the usual nonlinear sigma model is the
emergence of a central charge associated with an isometry. Such central charges will
eventually contribute to the central charges of N = 2 and N = 4 SYM dyons as an
extra energy contribution due to the electric fields. In Sec. 8.3.2, we summarize the
supersymmetry transformation rules on the moduli space for the case of pure N = 2
SYM theory, and give the quantum supersymmetry algebra. Section 8.3.3 repeats
this exercise for the moduli space dynamics arising from N = 4 SYM theory.
These low-energy Lagrangians have solutions that saturate Bogomolny-type bounds
and preserve some of the supersymmetry of the moduli space dynamics. As one might
expect, these moduli space BPS solutions are closely related to the BPS solutions of
the full quantum fields. In Sec. 8.4 we discuss and clarify this relationship. Finally,
in Sec. 8.5, we discuss the connections with Seiberg-Witten theory.
This moduli space dynamics with a potential energy was developed first in Refs.
[188] and [243], where the authors found a supersymmetric mechanics that reproduced
the known 1/4-BPS dyon spectra of N = 4 theories. This effort was later extended
to the N = 2 pure SYM case in Ref. [206]. These papers were, however, based on
constraints from the anticipated spectrum and low-energy supersymmetry. A field
theoretical derivation of the moduli dynamics was carried out in related papers. The
derivation of the bosonic part of the potential was first developed in Refs. [186] and
[189] and this was later generalized in Ref. [207] to include the full set of bosonic and
fermionic degrees of freedom for a general N = 2 SYM theory with hypermultiplets.
We will concentrate in this chapter on the cases of pure N = 2 and N = 4 SYM
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theories, and postpone the case of N = 2 SYM theory with hypermultiplets to
Appendix B.
8.1 Moduli space geometry and adjoint fermion
zero modes
We recall that, given a family of BPS solutions Aa(x, z), the bosonic zero modes can
be written in the form2
δrAa =
∂Aa
∂zr
−Daǫr ≡ ∂rAa −Daǫr (8.1.1)
where ǫr is chosen so that the background gauge condition
0 = DaδrAa (8.1.2)
is satisfied. As we have noted previously, one can view ǫr as defining a connection on
the moduli space, with a corresponding gauge covariant derivative
Dr = ∂r + ie [ǫr, ] (8.1.3)
and a field strength
φrs = ∂rǫs − ∂sǫr + ie[ǫr, ǫs] . (8.1.4)
We note, for later reference, that
D2a φrs = 2ie[δrAa, δsAa] . (8.1.5)
The moduli space has a naturally defined metric
grs = 2
∫
d3xTr δrAa δsAa ≡ 〈δrA , δsA〉 . (8.1.6)
As we showed in Sec. 5.1, this metric is hyper-Ka¨hler, with a triplet of complex
structures J (i)r
s that obey the quaternionic algebra, Eq. (5.1.3), and act on the zero
modes by
J (i)r
s δsAa = −η¯iab δrAb . (8.1.7)
A straightforward (although somewhat tedious) calculation using Eqs. (8.1.1) and
(8.1.2) shows that the Christoffel connection associated with this metric is given by
Γprs = gpqΓ
q
rs = 〈δpA ,DrδsA〉 = 〈δpA ,DsδrA〉 . (8.1.8)
The calculation of the Riemann tensor is somewhat more complex. Straightfor-
ward calculation yields
Rpqrs = gst
[
∂qΓ
t
pr − ∂pΓtqr + ΓuprΓtqu − ΓuqrΓtpu
]
2Here we have again adopted the four-dimensional Euclidean notation, to be used throughout
this chapter, in which Roman letters at the beginning of the alphabet run from 1 to 4, with A4 ≡ Φ.
We will also use the convention that partial derivatives with indices q, r, . . . from the middle of the
alphabet are derivatives with respect to the moduli space coordinates.
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= ie〈φqp [δrA, δsA]〉+ 〈DqδsA ,DpδrA〉 − 〈DpδsA ,DqδrA〉
−〈DqδsA , δtA〉gtu〈δuA ,DpδrA〉+ 〈DpδsA , δtA〉gtu〈δuA ,DqδrA〉 .
(8.1.9)
To proceed further, we use the facts that the δpA are annihilated by the zero mode
operator Dˆ, and that these together with the nonzero eigenmodes of DˆDˆ† form a
complete set, to write
〈DqδsA ,DpδrA〉 − 〈DqδsA , δtA〉gtu〈δuA ,DpδrA〉 = −〈DqδsA ,ΠDpδrA〉 (8.1.10)
where
Π = Dˆ†
(
DˆDˆ†
)−1 Dˆ = −Dˆ† (DaDa)−1 Dˆ (8.1.11)
projects onto the space orthogonal to the zero modes.
The evaluation of the expression on the right-hand side is simplified by working
in the equivalent quaternionic formulation defined by Eqs. (4.2.12) and (4.2.13); in
this language,
Dˆab δpAb = 1
2
tr eaecDce
†
b δpAb (8.1.12)
where the ea, defined by ej = −iσj , e4 = I, obey
eae
†
b = δab + iσk η¯
k
ab . (8.1.13)
Making use of Eqs. (8.1.5) and (8.1.7), and defining J (4)qp ≡ δpq, one eventually obtains
Rpqrs = ie
{
〈φqp, [δrA, δsA]〉 − 1
2
〈J (c)tq J (c)up φur, [δtA, δsA]〉
+
1
2
〈J (c)tp J (c)uq φur, [δtA, δsA]〉
}
. (8.1.14)
In this chapter we will be concerned solely with fermion fields that transform under
the adjoint representation of the gauge group. The zero modes of such fermions are
closely related to the bosonic zero modes.3 In Sec. 4.2, we showed that the δrAa could
be obtained by first seeking solutions of the Dirac equation
ΓaDaχ = 0 (8.1.15)
for an adjoint representation χ, with Γi = γ0γi and Γ4 = γ0 being a set of Hermitian
Euclidean gamma matrices. These fermionic solutions are all antichiral with respect
to Γ5 = Γ1Γ2Γ3Γ4. This construction can be inverted to express the fermionic zero
modes in terms of the bosonic ones via
χr = δrAa Γ
a ζ (8.1.16)
3The more complex issues that arise with fermions in other representations are discussed in
Appendix B.
145
where ζ is a c-number spinor. Without loss of generality, we can require that ζ satisfy
ζ†ΓaΓbζ = δab + iη¯
3
ab . (8.1.17)
The actions of the complex structures on the bosonic zero modes have counterparts
on the fermionic modes. If ζ is chosen to obey Eq. (8.1.17), then
J (1)r
sχs = iΓ
0 χcr (8.1.18)
J (2)r
sχs = −Γ0 χcr (8.1.19)
J (3)r
sχs = i χr (8.1.20)
where the charge conjugate spinor is defined by
χc = C(χ¯)T (8.1.21)
with4 C−1γµC = −(γµ)T . These equations reflect the fact that the mapping from
bosonic to fermionic modes is two-to-one, as was first noted in Sec. 4.2. Thus, while
the hyper-Ka¨hler structure relates four bosonic zero modes to each other, on the
fermionic side it only couples pairs of charge conjugate zero modes.
8.2 Low-energy effective Lagrangians from SYM
theories
Here, and for the remainder of this review, we will take a low-energy approach to
dyonic BPS states. Instead of solving for solitonic solutions, we will realize dyons
as excited states of monopoles in the moduli space dynamics, much as we did, in
the purely bosonic context, in Sec. 7.2. To this end, we assume that one linear
combination of the scalar fields, b, has a vev that is much greater than that of all the
others, and that to lowest order b satisfies the primary BPS Eq. (7.1.14). Furthermore,
we recall from Sec. 7.1.1 that the magnetic charge, the electric charge, and the scalar
field vacuum expectation values can all be simultaneously rotated into the Cartan
subalgebra and then represented by vectors in the root space. We assume that when
this is done b is parallel to g, and that the remaining scalar fields all have vevs that
are orthogonal to g.
8.2.1 N = 2 SYM
We first consider pure N = 2 SYM theory, whose Lagrangian5 we write as
L = Tr
{
−1
2
F 2µν + (Dµb)
2 + (Dµa)
2 + e2[b, a]2
4Equations (8.1.18) and (8.1.19) assume a particular choice of the arbitrary phase in C. This
choice, of course, has no effect on our final results.
5This can be obtained from the N = 4 Lagrangian of Eq. (3.3.3) by defining χ = χ1 + iχ2,
G12 = b, H12 = a, and setting the remaining fermionic and scalar fields to zero.
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+iχ¯γµDµχ− eχ¯[b, χ] + ieχ¯γ5[a, χ]
}
. (8.2.1)
As discussed above, we fix the U(1) R-symmetry by requiring that to lowest order
b ≡ A4 obey the purely magnetic primary BPS equation, and that a (which is assumed
to be small) be orthogonal to the magnetic charge (i.e., that a and g be orthogonal).
We construct our low-energy approximation by supplementing our previous re-
quirement that the motion of Aa be restricted to the moduli space with the assump-
tion that only the zero modes of χ are excited. Thus, we have
Aa = Aa(x, z(t)) (8.2.2)
χ = χr(x, z(t))λ
r(t) = δrAa(x, z(t)) Γ
aζ λr(t) . (8.2.3)
The λr are Grassmann-odd collective coordinates. Ordinarily, one might have allowed
these coefficients to be complex. However, Eq. (8.1.20) would then imply that they
were not all independent. Instead, we obtain a complete set of independent variables
by taking the λr to be all real.
The zr and λr are the only independent dynamical variables. The other bosonic
fields, A0 and a, are to be viewed as dependent variables to be expressed in terms of
these collective coordinates. As previously, we require these fields to be small, so that
our procedure will lead to a valid expansion. More precisely, if we denote the order of
our expansion by n, then the velocities z˙r and the field a are both of order n = 1, and
each fermionic variable is of order n = 1/2. We include terms up to order n = 2 in
the Lagrangian, and so only need the lowest order (n = 1) approximation to A0 and
a. To this order, A0 and a are determined by solving their static field equations in
a fixed background. The solutions of these equations must then be substituted back
into the Lagrangian to yield an effective action for the collective coordinates. This
generalizes the procedure by which we obtained the moduli space potential energy
from the low-energy dynamics of the bosonic fields in Chap. 7.
Substituting our ansatz for χ, and using Eq. (8.1.17) and the Grassmann proper-
ties of the λr, we find that Gauss’s law can be written as
Da
(
DaA0 − A˙a
)
= 2ieY rs[δrAa, δsAa] (8.2.4)
where
Y rs = − i
4
λrλs . (8.2.5)
The static field equation for a is
D2aa = 2ieY
rs[δrAa, δsAa] . (8.2.6)
(In obtaining this equation, we have used the fact that the chirality properties of the
fermion zero modes imply that γ0γ5χ = −iχ.) Recalling Eq. (8.1.5), we see that
these equations are solved by
A0 = z˙
rǫr + Y
rsφrs (8.2.7)
a = a¯+ Y rsφrs (8.2.8)
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where a¯ is a solution of the homogeneous equation D2aa¯ = 0. In fact, from the
discussion in Sec. 7.2, we know that
Daa¯ = G
r δrAa (8.2.9)
where
Gr = aAKrA (8.2.10)
is a linear combination of the triholomorphic Killing vector fields corresponding to
U(1) gauge transformations. The factor of aA, the coefficient that appears when the
expectation value of a is expanded in terms of fundamental weights, arises from the
requirement that a attain its vacuum expectation value at spatial infinity.
We must now substitute our results back into the Lagrangian. The lowest order
term,
L0 =
∫
d3xTr
{
−1
2
F 2ab + iχ¯γ
aDaχ
}
= −b · g (8.2.11)
is just minus the energy of the static purely magnetic solution, with the fermion term
giving a vanishing contribution. The leading nontrivial part of the dynamics arises
from the next contribution,
L1 =
∫
d3xTr
{
F 2a0 − (Daa)2 + iχ¯γ0D0χ+ ieχ¯γ5[a, χ]
}
=
∫
d3xTr
{
(−z˙rδrAa + Y rsDaφrs)2 − (Daa¯+ Y rsDaφrs)2
+iχ†χ˙ + eχ†[(−z˙rǫr + a¯), χ]
}
, (8.2.12)
whose evaluation we must now undertake.
We start with the first two, purely bosonic, terms. We note that:
• The square of the first part of the Fa0 term gives the usual bosonic collective
coordinate kinetic energy, (1/2)grsz˙
r z˙s.
• The square of the first part of the Daa term gives the bosonic potential energy
of Chap. 7, −(1/2)grsGrGs.
• There is no contribution from the cross-terms linear in Y . This follows by
integrating by parts and using the background gauge condition (in the first
term) and the fact that a¯ solves the homogeneous equation (in the second
term).
• The terms quadratic in Y cancel. When we turn to the N = 4 case, we will
find that the analogous terms survive and lead to four-fermion contributions to
the Lagrangian.
This leaves us with the fermionic terms. After integration over the spatial coor-
dinates, the terms independent of a¯ give
i
∫
d3xTr
(
χ†χ˙+ ieχ†[z˙pǫp, χ]
)
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= i
∫
d3x ζ†ΓaΓbζ λr
[
Tr (δrAaδsAb) λ˙
s + z˙pλsTr (δrAaDpδsAb)
]
=
i
2
grsλ
rλ˙s +
i
2
grsΓ
s
pqz˙
pλrλq
=
i
2
grsλ
rDtλ
s . (8.2.13)
HereDt is the covariant time derivative along the trajectory z(t), and we have dropped
a total time derivative term. The Yukawa term leads to
4ieY rs
∫
d3xTr δrAa [a¯, δsAa] = 4Y
rs
∫
d3xTr [δrAa (DaDsa¯−DsDaa¯)]
= −4Y rs
∫
d3xTr [δrAaDs (GuδuAa)]
= −2Y rs grq (∂sGq + ΓqusGu)
= 2Y rs∇rGs . (8.2.14)
Adding all these pieces together, we obtain the low-energy effective Lagrangian
L =
1
2
[grs z˙
rz˙s + igrsλ
rDtλ
s − grsGrGs − iλrλs∇rGs]− b · g . (8.2.15)
8.2.2 N = 4 SYM
In Eq. (3.3.3) we wrote the N = 4 SYM Lagrangian in a form that made the SU(4) =
SO(6) R-symmetry manifest. A form that is more convenient for our present purposes
is obtained by defining
Φ1 = η
2
rsGrs , Φ2 = η
1
rsGrs , Φ3 = η¯
2
rsHrs ,
Φ4 = η¯
3
rsHrs , Φ5 = −η¯1rsHrs , Φ6 = η3rsGrs ,
χ = χ1 + iχ2 , ξ = χ3 + iχ4 . (8.2.16)
This gives
L = Tr
−12F 2µν +∑P (DµΦP )2 +
e2
2
∑
P,Q
[ΦP ,ΦQ]
2 + iχ¯γµDµχ+ iξ¯γ
µDµξ
−eχ¯[Φ6, χ]− eξ¯[Φ6, ξ] + ieχ¯γ5[Φ4, χ]− ieξ¯γ5[Φ4, ξ]
+ieχ¯[(Φ1 − iΦ2), ξc]− ieξ¯c[(Φ1 + iΦ2), χ]
+eχ¯γ5[(Φ3 + iΦ5), ξ]− eξ¯γ5[(Φ3 − iΦ5), χ]
}
. (8.2.17)
We now choose Φ6 to be the primary BPS field b which plays the role of A4 in
the Euclidean four-dimensional notation, in whose background χ and η both have
zero modes given by Eq. (8.1.16). We generalize the N = 2 low-energy ansatz of
Eq. (8.2.3) to
Aa = Aa(x, z(t))
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χ = δrAa(x, z(t)) Γ
aζ λrχ(t)
ξ = δrAa(x, z(t)) Γ
aζ λrξ(t) (8.2.18)
with λχ and λξ both real. Again, we must determine the remaining fields in terms of
the collective coordinates.
Proceeding as in the N = 2 case, we write Gauss’s law as
Da(DaA0 − A˙a) = 2ieY rs0 [δrAb, δsAb] (8.2.19)
and the equations for the remaining scalar fields aI = ΦI (I = 1, 2, . . . , 5) as
D2aaI = 2ieY
rs
I [δrAb, δsAb] (8.2.20)
where
Y rs0 = −
i
4
(
λrχλ
s
χ + λ
r
ξλ
s
ξ
)
Y rs1 = −
i
4
(
λqχJ
(1)
q
rλsξ − λqξJ (1)q rλsχ
)
Y rs2 = −
i
4
(
λqχJ
(2)
q
rλsξ − λqξJ (2)q rλsχ
)
Y rs3 = −
i
4
(
λqχJ
(3)
q
rλsξ − λqξJ (3)q rλsχ
)
Y rs4 = −
i
4
(
λrχλ
s
χ − λrξλsξ
)
Y rs5 = −
i
4
(
λrχλ
s
ξ + λ
r
ξλ
s
χ
)
. (8.2.21)
If we combine λrχ and λ
r
ξ into a single two-component spinor
ηr =
λ
r
χ
λrξ
 (8.2.22)
and write η¯ = ηTσ2, then Y
rs
0 and the Y
rs
I can be written more compactly as
Y rs0 = −
i
4
η¯rσ2η
s (8.2.23)
and
Y rsI = −
i
4
η¯r(ΩI)
s
qη
q (8.2.24)
where
(Ωj)
s
q = iJ
(j)
q
s , j = 1, 2, 3
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(Ω4)
s
q = iσ1δ
qs
(Ω5)
s
q = −iσ3δqs . (8.2.25)
Equations (8.2.19) and (8.2.20) are solved by
A0 = z˙
rǫr + Y
rs
0 φrs
ΦI = aI = a¯I + Y
rs
I φrs (8.2.26)
with the a¯I being solutions of D
2
aa¯I = 0 that give the expectation values of the ΦI at
spatial infinity. These solutions must then be substituted back into the Lagrangian.
Most of the manipulations are completely analogous to those used in the N = 2 case.
The only new feature is that the four-fermion terms terms no longer cancel. Instead,
using the identity
(σj)αβ(σj)γδ = 2δαδδβγ − δαβδγδ (8.2.27)
and recalling Eq. (8.1.14), we find that these are equal to
− 2ie [Y pqI Y rsI − Y pq0 Y rs0 ] Tr
∫
d3xφrs [δpAa, δqAa] = − 1
12
Rrstu η¯
rηtη¯sηu . (8.2.28)
The final form of the low-energy effective Lagrangian is then
L =
1
2
[
grs z˙
r z˙s + igrs(η
r)TDtη
s − grsGrIGsI − iη¯r(ΩIη)s∇rGIs
]
−1
8
Rrstu (η
r)Tηs(ηt)Tηu − b · g , (8.2.29)
We have used here the identity
Rrstu η¯
rηtη¯sηu =
3
2
Rrstu (η
r)Tηs(ηt)Tηu , (8.2.30)
which can be derived by using the cyclic symmetry of the Riemann tensor together
with the symmetry properties of the products of four Grassmann variables.
Finally, we note that the structure of the ΩI , which may at first seem a bit strange,
can be understood in terms of an R-symmetry. The original field theory possessed an
SO(6) R-symmetry. This was broken to SO(5) when we singled out one of the scalar
fields as part of the solution to the primary BPS equation. This SO(5) symmetry is
inherited by the moduli space Lagrangian, and acts on the fermion variables by
η → e 12θKLJKL η (8.2.31)
where θKL = −θLK is a real parameter and the SO(5) generators are given by
Jij = 1⊗ ǫijk J (k) , J45 = iσ2 ⊗ 1 , J4i = σ1 ⊗ J (i) , J5i = −σ3 ⊗ J (i) (8.2.32)
with s, t, u = 1, 2, 3. The definition of the ΩI is such that the Y
rs
I transform as five-
vectors under this transformation. The ten generators of SO(5) in (8.2.32) exhaust
all the possible covariantly constant, antisymmetric structures present in the N=4
supersymmetric sigma model without potential, so this realization of the R-symmetry
is rather unique.
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8.3 Low-energy supersymmetry and quantization
The low-energy Lagrangians that we have obtained in the previous section possess
supersymmetries that are inherited from those of the underlying quantum field the-
ories. In this section we will describe these moduli space supersymmetries in detail
and then discuss the quantization of these theories.
8.3.1 Superalgebra with a central charge
An important feature of these low-energy effective theories is the presence of a bosonic
potential energy term of the form |G|2, where G is a triholomorphic Killing vector
field built out of generators of gauge isometries. It is instructive to examine how
such a potential can modify, but still preserve, a sigma-model supersymmetry. Of
particular importance is to realize how a central charge emerges from G, and how
a quantum state with this moduli-space dynamics can preserve all or part of the
supersymmetries of the quantum mechanics.
A classic paper that dealt with potentials in supersymmetric sigma models is
Ref. [209], where many of the mathematical structures we shall see in this chapter
were discussed in the context of two-dimensional supersymmetric sigma models. A
further generalization of this formal approach was given in Ref. [210], and the general
structure of the latter accommodates well the low-energy dynamics of monopoles from
SYM. Since we are dealing with quantum mechanics instead of a two-dimensional field
theory, our discussion is related to discussions in these two references by a dimensional
reduction, but the basic supersymmetry structures remain the same.6
Complex superalgebra
The conventional examples of moduli space dynamics are all sigma models whose
quantum mechanical degrees of freedom live freely on some smooth manifold. With
a flat target space, say Rn, the simplest sigma model Lagrangian with a complex
supersymmetry is
L =
1
2
z˙q z˙
q + iϕ∗q∂tϕ
q . (8.3.1)
Upon canonical quantization,
[zq, pr] = iδ
q
r , {ϕq, ϕ∗r} = δqr , (8.3.2)
one finds a Hamiltonian
H =
1
2
pqp
q (8.3.3)
and a complex supercharge
S = ϕqpq (8.3.4)
that satisfy
{S, S†} = 2H , {S, S} = {S†, S†} = 0 . (8.3.5)
6More recent papers which considers massive quantum mechanical non-linear sigma-model with
extended supersymmetries include Refs. [211, 212].
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All of this can be generalized to the more general case where the target manifold
is curved. However, if there is more than one possible supersymmetry, there will
often be restrictions on the target manifold. Thus, the fact that the monopole mod-
uli space is hyper-Ka¨hler may be understood as being due to the existence of four
supersymmetries. When the monopoles are from an N = 4 SYM theory, these super-
symmetries are complex, as in the trivial example above, while N = 2 theories lead
to real supersymmetries, which we will examine shortly.
Now let us imagine inventing a new supercharge of the form
Q ≡ S − ϕ∗qGq = ϕqpq − ϕ∗qGq (8.3.6)
where Gr is a vector field on the target manifold, and see if a sensible Lagrangian
exists and is invariant under such a supercharge. Actually, there is more than one
way of adding such an additional term associated with a vector field. The simplest
variation would be to rotate the second term by a phase; e.g.,
Q ≡ S + iϕ∗qGq = ϕqpq + iϕ∗qGq . (8.3.7)
In terms of the moduli dynamics we found for monopoles in N = 4 SYM, the first
choice corresponds to turning on only G4, while the second choice corresponds to
turning on only G5. For the sake of simplicity, we will consider here only the first
choice.
The anticommutator of the modified supercharges defines a Hamiltonian
H =
1
2
{Q,Q†} = 1
2
pqp
q +
1
2
GqG
q + i∂qGrϕ
q∗ϕr∗ + i∂qGrϕ
qϕr (8.3.8)
that can be easily derived from the Lagrangian
L =
1
2
z˙qz˙
q − 1
2
GqG
q + iϕ∗q∂tϕ
q − i ∂qGrϕq∗ϕr∗ − i ∂qGrϕqϕr . (8.3.9)
Note the appearance of both the potential term, G2/2, and its superpartner.
If the supercharge is to generate a symmetry, then [Q,H ] must vanish, which in
turn implies that [Q†, Q2] = 0. Computing this last identity, one finds that it is
satisfied if and only if
∂qGr + ∂rGq = 0 . (8.3.10)
In other words, G must be a Killing vector field. It then follows that
Z ≡ (Gqpq − i∂rGqϕrϕq∗) = −1
2
{Q†, Q†} = −1
2
{Q,Q} (8.3.11)
is a conserved quantity and becomes the central charge of the superalgebra. Thus,
the modified superalgebra closes as long as G generates an isometry on the target
manifold. In terms of
Q± = Q±Q† (8.3.12)
the superalgebra become
{Q±, Q±} = ±2H − 2Z , {Q±, Q∓} = 0 . (8.3.13)
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A BPS state of such a quantum mechanics typically preserves half of the supersym-
metry, either Q+ or Q−, depending on whether the eigenvalue of Z is positive or
negative. This is how the 1/4-BPS dyons we encountered in Chaps. 3 and 7 are
realized in the moduli space dynamics of monopoles in N = 4 SYM.
Having a potential energy term in a supersymmetric theory is hardly new; the
important point here is that this particular form extends naturally to cases with four
supersymmetries. In the case of sigma models with four (real or complex) super-
charges, the appropriate constraints on G are that it should be a Killing vector field,
as above, and that it should also be triholomorphic. That is, the diffeomorphism flow
induced by G should preserve not only the metric but also all three complex struc-
tures. Thus, the modified moduli space dynamics we have found fits quite naturally
with this deformation of supersymmetry.
Having an electric charge means that a state is not invariant under the gauge
isometries, but rather has nonzero momenta conjugate to the associated cyclic coor-
dinates. This generically translates to having a nontrivial eigenvalue of the central
charge Z, resulting in a state that preserves at most half of the supersymmetries.
The moduli space dynamics inherits four complex supercharges from the field theory;
from these, four real supercharges are preserved by the special states whose energies
equal the absolute value of the central charge. These states preserve 4 = 1/4 × 16
supercharges, just as 1/4-BPS states in N = 4 SYM theory should.
Real superalgebra
A curious variation on this happens if we consider real supersymmetry. Returning to
the example of a flat target manifold as above, but with real fermions obeying
{λq, λr} = δqr , (8.3.14)
we have a Lagrangian
L =
1
2
z˙q z˙
q +
i
2
λq∂tλ
q (8.3.15)
and a sigma-model supercharge
S = λqpq . (8.3.16)
Twisting gives
Q = S − λqGq = λq(pq −Gq) . (8.3.17)
This would normally be regarded as the introduction of a gauge field G on the target
manifold. However, we must try a different interpretation here.
Motivated by the appearance of a central charge in the case of complex super-
symmetry, let us split Q2 into two pieces as
Q2 = H − Z (8.3.18)
where
H =
1
2
(pqp
q +GqG
q)− i
4
(∂qGr − ∂rGq)λrλq
Z = Gqpq +
i
4
(∂qGr − ∂rGq)λrλq . (8.3.19)
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Again, the superalgebra closes, with two separately conserved quantities H and Z,
as long as G is a Killing vector field.
In actual examples, the identification of H (as opposed to H − Z) as the energy
has to be made by examining how the energy defined by the field theory propagates
to the moduli space dynamics. Once this is done, we are left with the possibility
of positive energy BPS states that preserve all the supercharges of the moduli space
dynamics. Again, four supersymmetries are preserved by such BPS states. The dyons
of N = 2 SYM theory generically arise from the moduli space dynamics, and the BPS
dyons obtained in this manner would be 1/2-BPS with respect to N = 2.
8.3.2 Low-energy superalgebra from pure N = 2 SYM
The low-energy dynamics for N = 2 SYM theory that we derived in Sec. 8.2.1
provides an example with real supersymmetry on a curved target space. The effective
Lagrangian, Eq. (8.2.15), gives an action that is invariant under the supersymmetry
transformations [206, 207]
δzq = −iǫλq − i
3∑
j=1
ǫ(j)λ
rJ (j)qr
δλq = ǫ(z˙q −Gq) + iǫλrΓqrsλs
+
3∑
j=1
ǫ(j)
[
−(z˙r −Gr)J (j)qr + iλrJ (j)tr Γqtsλs
]
(8.3.20)
with Grassmann-odd parameters ǫ and ǫ(j). The term containing Γ
q
rsλ
rλs in the
second line vanishes on its own due to the symmetry property of Γqrs, but we have
kept it to give the formula a more balanced appearance. The action is also invariant
under the symmetry transformation
δzq = kGq
δλq = kGq,rλ
r (8.3.21)
that is related to the requirement that G be a triholomorphic Killing vector field.
To quantize this effective action, we first introduce an orthonormal frame eEq and
define new fermionic variables λE = λqeEq that commute with all bosonic variables.
The remaining canonical commutation relations are then given by
[zq, pr] = iδ
q
r
{λE, λF} = δEF . (8.3.22)
Note that, to have consistent canonical commutators, we have to use the λE as the
canonical variables instead of the λq. If we insisted on starting with the λq, the
canonical conjugate pair of fermions would be λq and λq = gqrλ
r, but these two
cannot simultaneously commute with pq unless the metric is constant. By using λ
E ,
which is conjugate to itself, we neatly avoid this problem and, as a bonus, find a
natural map λE = γE/
√
2 of the fermions to the Dirac matrices on the moduli space.
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The supercovariant momentum operator, defined by
πq = pq − i
4
ωqEF [λ
E , λF ] , (8.3.23)
where ω Eq F is the spin connection, appears in the supercharge. If we make the above
identification between λE and γE/
√
2, the wave function is interpreted as a spinor on
the moduli space. In this picture, iπq behaves exactly as the covariant derivative on
a spinor, so that we may identify
πq = −i∇q . (8.3.24)
Other useful identities are
[πq, λ
r] = iΓrqsλ
s,
[πq, πr] = −1
2
Rqrstλ
sλt (8.3.25)
where we have chosen to present the action of πq on λ
q. These identities can be
derived from Eq. (8.3.23) after taking into account the fact that the λE commute
with pq.
The four supersymmetry charges take the form
Q = λq(πq −Gq)
Qj = λ
qJ (j)rq (πr −Gr) j = 1, 2, 3 (8.3.26)
with J (j)rs = −J (j)sr , and their algebra is given by
{Q,Q} = 2(H − Z)
{Qj , Qk} = 2 δjk(H − Z)
{Q,Qj} = 0 (8.3.27)
where the Hamiltonian H and the central charge Z are
H =
1
2
√
g
πq
√
ggqrπr +
1
2
GqG
q +
i
2
λqλr∇qGr
Z = Gqπq − i
2
λqλr(∇qGr) . (8.3.28)
Note that the operator iZ is the Lie derivative LG acting on spinors.
We see that, as in the real supersymmetry example of the previous section, the
states either preserve all four supersymmetries (if H = Z), or else none at all. A
simple, yet unexpected, corollary is that the dyon spectrum of the parent N = 2
SYM theory is asymmetric under a change in sign of the electric charges. If we flip
the sign of all electric charges (while maintaining those in the magnetic sector), the
central charge Z flips its sign as well, making Q2 = 0 impossible. With complex
supersymmetry, we can preserve either Q+Q† or Q− Q†, depending on the sign of
the central charge. With real supersymmetry, we do not have this luxury. We will
see in the next chapter how asymmetric spectra emerge in specific examples, but it is
important to remember that this asymmetry is largely a consequence of the general
form of the superalgebra.
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8.3.3 Low-energy superalgebra from N = 4 SYM theory
The low-energy effective Lagrangian for N = 4 SYM theory, given in Eq. (8.2.29), is
invariant under the complex superalgebra defined by the transformations [188, 189,
207]
δzq = ǫ¯ηq +
3∑
j=1
ǫ¯(j)(J
(j)η)q
δηq = −iz˙qσ2ǫ− ǫ¯ηrΓqrsηs − i(GIΩI)qǫ
+
3∑
j=1
[
i(J (j)z˙)qσ2ǫ(j) − ǫ¯(j)(J (j)η)sΓqstηt − i(GIJ (j)ΩI)qǫ(j)
]
(8.3.29)
where ǫ and ǫ(j) are two-component spinor parameters.
7 Thus, there are eight real
(or four complex) supersymmetries.
When the theory is quantized, the spinors ηE = eEq η
q commute with all the bosonic
dynamical variables. The remaining fundamental commutation relations are
[zq, pr] = iδ
q
r
{ηEα , ηFβ } = δEF δαβ . (8.3.30)
If we define supercovariant momenta by
πq ≡ pq − i
2
ωEF q(η
E)TηF (8.3.31)
where ωEF q is again the spin connection, the supersymmetry generators can be writ-
ten as
Qα = η
q
απq − (σ2 ΩIη)qαGIq (8.3.32)
Q(j)α = (J
(j)η)qαπq − (σ2J (j)ΩIη)qαGIq . (8.3.33)
These charges satisfy the N=4 superalgebra
{Qα, Qβ} = {Q(1)α , Q(1)β } = {Q(2)α , Q(2)β } = {Q(3)α , Q(3)β }
= δαβ H − 2(σ3)αβ Z4 − 2(σ1)αβ Z5
{Qα, Q(i)β } = 2(σ2)αβ Zi
{Q(1)α , Q(2)β } = 2(σ2)αβ Z3
{Q(2)α , Q(3)β } = 2(σ2)αβ Z1
{Q(3)α , Q(1)β } = 2(σ2)αβ Z2 (8.3.34)
where the Hamiltonian is
H =
1
2
[
1√
g
πq
√
ggqrπr +
1
4
Rqrst(η
q)T ηr(ηs)Tηt + gqrGIqG
I
r + iDqG
I
r η¯
qΩIηr
]
(8.3.35)
7As in the previous section, we define ǫ¯ = ǫTσ2 and ǫ¯(j) = ǫ
T
(j)σ2.
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and the
ZI = G
m
I πm −
i
2
∇mGIn (ηm)Tηn (8.3.36)
are central charges.
It is often useful to write these supercharges in a complex form. This can be done
by defining
ϕq ≡ 1√
2
(ηq1 − iηq2) =
1√
2
(λqχ − iλqξ) (8.3.37)
and then combining the supercharges of Eq. (8.3.32) to give
Q ≡ 1√
2
(Q1 − iQ2) = ϕqπq − ϕ∗q(G4q − iG5q)− i
3∑
j=1
Gjq(J
(j)ϕ)q
Q† ≡ 1√
2
(Q1 + iQ2) = ϕ
∗qπq − ϕq(G4q + iG5q) + i
3∑
j=1
Gjq(J
(j)ϕ∗)q .
(8.3.38)
with analogous definitions for Q(i) and Q(i)
†
. The positive definite nature of the
Hamiltonian can be seen easily in the anticommutators
{Q,Q†} = {Q(1), Q(1)†} = {Q(2), Q(2)†} = {Q(3), Q(3)†} = 2H (8.3.39)
while the central charges appear in other parts of superalgebra; e.g.,
{Q,Q} = {Q(j), Q(j)} = −2Z4 + 2iZ5
{Q†, Q†} = {Q(j)†, Q(j)†} = −2Z4 − 2iZ5 (8.3.40)
for j = 1, 2, or 3. Once we adopt this complex notation, it is natural to introduce
an equivalent geometrical notation for realizing the fermionic part of the algebra of
Eq. (8.3.30). Defining the vacuum state |0〉 to be annihilated by the ϕq gives the
one-to-one correspondence
(ϕ∗q1ϕ∗q2 · · ·ϕ∗qk)|0〉 ↔ dzq1 ∧ dzq2 ∧ · · · ∧ dzqk , (8.3.41)
in terms of which we can reinterpret ϕ∗q as the exterior product with dzq and ϕq as
the contraction with ∂/∂zq .
8.4 BPS trajectories and BPS dyons
The purely bosonic part of the low-energy Lagrangian obtained from N = 2 SYM
theory, Eq. (8.2.15), corresponds to a classical energy
E2 = 1
2
gqr(z˙
q z˙r +GqGr) + b · g
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=
1
2
(z˙q ∓Gq)(z˙q ∓Gq)± z˙qGq + b · g
≥ |z˙qGq|+ b · g . (8.4.1)
Using the expression for the metric, Eq. (8.1.6), as well as Eqs. (8.2.7) and (8.2.9),
and setting all fermionic quantities to zero, we obtain
gqrz˙
qGr = 2Tr
∫
d3x (z˙qδqAa)(G
rδrAa)
= 2Tr
∫
d3xF0aDaa
= 2Tr
∫
d3x ∂i(aF0i)
= a · q . (8.4.2)
This gives the Bogomolny-type bound
E2 ≥ |a · q|+ b · g (8.4.3)
that is saturated if and only if
z˙q = ±Gq , (8.4.4)
with the upper or lower sign being chosen according to whether a · q is positive or
negative.
Similarly, for the N = 4 low-energy Lagrangian, Eq. (8.2.29), we have
E4 = 1
2
gqr(z˙
q z˙r +GqIG
r
I) + b · g . (8.4.5)
If nˆI is any unit vector and G
⊥q
I is the part of G
q
I orthogonal to nˆI , then
E4 = 1
2
(z˙q ∓ nˆIGqI)(z˙q ∓ nˆIGIq)± z˙qnˆIGqI +
1
2
G⊥qI G
⊥
Iq + b · g
≥ |(nˆIaI) · q|+ b · g . (8.4.6)
For this bound to be saturated, the G⊥qI must all vanish. Using the SO(5) invariance
of the low-energy theory, we can then rotate the GI so that only a single one, say G5,
is nonvanishing. The solutions satisfying the Bogomolny bound will then have
E4 = |a5 · q|+ b · g (8.4.7)
and satisfy
GqI = ±δI5 z˙q (8.4.8)
with the upper or lower sign being chosen according to the sign of a5 · q.
Our experience with the monopole solutions that satisfy the Bogomolny bound
in the context of the classical field theory suggests that the moduli-space trajectories
satisfying Eqs. (8.4.4) or (8.4.8) should preserve some of the supersymmetry of the
low-energy dynamics. Surprisingly, this is only partially true. The N = 2 theory
has four real supersymmetries, whose actions were given in Eq. (8.3.20). Trajectories
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with Gq = z˙q preserve all of these. However, those with Gq = −z˙q preserve none.
Thus, despite saturating the energy bound at the classical level, the latter trajectories
are not BPS and do not lead to BPS dyons in the full quantum theory. As we will
see in the next chapter, this leads to an essential asymmetry in the dyon spectrum
of the N = 2 theory.
By contrast, for N = 4 the trajectories saturating the Bogomolny bound all pre-
serve half of the eight real supersymmetries of the low-energy theory. With conven-
tions chosen so that these solutions obey Eq. (8.4.8), the unbroken supersymmetries
are given by Eq. (8.3.29), with ǫ and the ǫ(j) required to be eigenvectors of σ3 with
eigenvalue 1 or −1 according to the sign of a5 · q.
The BPS moduli-space trajectories have a natural correspondence with the BPS
dyons of the full field theories. Indeed, the lower bounds on E2 and E4 coincide with
the dyon mass bounds, Eqs. (7.1.11) and (7.1.13), that we obtained in the previous
chapter. Moreover, the fact that only one choice of sign in Eq. (8.4.4) gives a true
BPS solution has a counterpart in the N = 2 SYM theory. The latter theory has only
a single central charge and so, as we saw in Sec. 3.3, the multi-Higgs dyon solutions
saturating the classical energy bound are either 1/2-BPS (for one choice of sign in
Ei = ±Dia) , or not BPS at all (for the other choice of sign). In N = 4 SYM theory,
both choices of sign give solutions that are 1/4-BPS.
There is one subtlety in this correspondence that must be pointed out. Achieving
the energy bound of Eq. (7.1.11) requires that a · g = b · q. Our treatment in this
chapter has been based on the assumption that a · g = 0, thus implying b · q = 0.
For generic electric charge, the latter need not vanish and, in fact, has a simple
interpretation. The electric excitation energy ±a · q captures only the energy due
to relative electric charges. The center-of-mass part of the electric charge, which is
necessarily parallel to g and thus orthogonal to a, gives an electric energy that arises
as a term (b · q)2/2b · g in the kinetic energy of the center-of-mass sector moduli.
8.5 Making contact with Seiberg-Witten theory
Before closing, we would like to comment on how the central charge Z of the super-
symmetric quantum mechanics relates to the Seiberg-Witten [213, 214] central charge
ZSW for N = 2 SYM theory. The Seiberg-Witten description of N = 2 SYM mainly
concerns the vacuum structure of the theory in the Coulomb phase. The Coulomb
phase, where the gauge symmetry is broken to the Cartan subgroup, comes with a
set of massless U(1) vector multiplets whose kinetic terms specify completely the low-
energy dynamics. Since an N = 2 vector multiplet contains a complex scalar field,
it is then a matter of specifying the geometry of the vacuum moduli space spanned
by these scalar fields. One way to represent the massless scalar fields associated with
the U(1)’s is to assemble r complex fields as the components of a column vector A so
that the massive vector meson with integer-quantized electric charge ne has a mass
|ne ·A|. In the weak coupling limit, A = e(h1 + ih2).
Because of the extended supersymmetry, the vacuum moduli space has a very
restrictive kind of geometry, known as special Ka¨hler geometry, and the low-energy
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dynamics of the N = 2 SYM in the Coulomb phase is completely determined by the
knowledge of a single locally holomorphic function, F , termed the prepotential. In
the weak coupling limit, this prepotential takes a universal form,
F ≃ τ(A)
2
A ·A , (8.5.1)
with
τ ≡ θ
2π
+
4πi
e2
. (8.5.2)
The prepotential is not a single-valued function, but instead transforms nontrivially
as we move around the vacuum moduli space. This turns out to be a blessing, because
its transformation properties are entirely determined by which BPS particles become
massless, and at which points; the knowledge of these transformation properties is
often enough to fix the entire prepotential exactly.
In fact, A also transforms nontrivially as we move around the moduli space. The
transformation properties of A and F are tied in the following sense. One can define
a magnetic version of A by
AD =
∂
∂A
F (8.5.3)
and, with this, form a 2r-dimensional column vector
P ≡
(
A
AD
)
. (8.5.4)
The vacuum moduli space of N = 2 SYM is riddled with singular points and cuts, but
these are all associated with some BPS particles becoming massless in some vacuum.
The transformations of F and P occur as one moves around such a singularity or
passes over a cut, and may be expressed generally as
P → UP , (8.5.5)
where U is an element of the infinite discrete group Sp(2r, Z). The set of U ’s are
called the monodromy group.
In the Coulomb phase, there are charged particles that are electrically and mag-
netically charged with respect to the unbroken U(1)’s above. In terms of P, the
central charge of these particles is written as
ZSW = nm ·AD + ne ·A+
∑
f
Nf(m
f
R + im
f
I ) , (8.5.6)
where ne and nm are the electromagnetic charge vectors. The last term is a con-
tribution from massive hypermultiplets with complex masses mf , with Nf being the
fermion excitation number for the fth flavor. While the quantities A and AD trans-
form under the U ’s, the central charge itself gives the masses of physical particles,
and so must be invariant. This means that one must also transform the charges as
(ne,nm) → (ne,nm)U−1 (8.5.7)
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so that
ZSW → ZSW (8.5.8)
as we move around singularities and cross cuts in the vacuum moduli space.
In the weak coupling regime, assuming θ = 0 for further simplicity, A and AD
are given by A = e(h1 + ih2) and AD = 4πiA/e
2. Rewriting the above expression
for ZSW in terms of a and b gives
ZSW = i(b · g + a · q+NfmI) + (b · q +NfmR) , (8.5.9)
where we have used a · g = 0. Because b · g is large, the BPS mass |ZSW | is approx-
imately
M = |ZSW | ≃ b · g + a · q+
∑
f
Nfm
f
I +
(b · q +∑f NfmfR)2
2b · g . (8.5.10)
Already we begin to recognize individual contributions to the BPS mass from the
low-energy dynamics. The first term is the rest mass of the monopoles. The last
term would be the energy from the center-of-mass electric charge if we could ignore
mfR. On the other hand, the approximation we have adopted demands that the bare
fermion mass is at most of the same order of magnitude as ea, which implies that mfR
should be much smaller than eb. The second and third terms are the central charges
of the low-energy dynamics,8
Z = a · q+∑
f
Nfm
f
I . (8.5.11)
Therefore, the mass formula is approximated by
M = |ZSW | ≃ b · g + Z + (b · q)
2
2b · g , (8.5.12)
which relates the central charge, Z, of the low-energy dynamics to that of the N = 2
SYM theory.
8See Appendix B.1.3 for discussion of massive fermion contributions to the low-energy dynamics.
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Chapter 9
BPS dyons as quantum bound
states
We will now use the low-energy dynamics developed in the previous chapter to explore
the spectrum of states in SYM theory. We will focus in particular on the BPS states;
the fact that these preserve some of the supersymmetry of the theory makes them
particularly amenable to analysis.
An important motivation for studying these states is to understand the duality
symmetries of these theories. As we first noted in Sec. 3.4, Montonen and Olive
[9] conjectured that there might be a symmetry that exchanged weak and strong
coupling and electric and magnetic charges. In the SU(2) theory the masses of the
elementary charged gauge boson and the monopole are consistent with this duality,
but the full multiplet structure of spin states with unit electric or magnetic charge is
only invariant when there is N = 4 supersymmetry.
The existence of dyonic states leads to further requirements. We have seen that
excitation of the U(1) gauge zero mode about the unit monopole leads to states whose
electric and magnetic charges (in units of e and 4π/e, respectively) are (n, 1), with
n any integer. The Montonen-Olive duals of these would have to have unit electric
charge and multiple magnetic charge, and so should be bound states containing n
monopoles. As we will see, not only do these states exist in the N = 4 SYM theory,
but they also imply the existence of still further states. In fact, the Montonen and
Olive duality extends to an SL(2,Z) symmetry that requires states with charges (n,m)
for all coprime integers n and m [215]
When the gauge group is larger than SU(2), duality requires bound states even for
the purely magnetic parts of the spectrum. Recall that the basic building blocks for
the BPS states are the fundamental monopoles. The number of types of these is equal
to the rank of the gauge group which, for all groups larger than SU(2), is smaller
than the number of massive gauge bosons carrying (positive) electric-type charges.
Thus, for maximally broken SU(N) there are N − 1 fundamental monopoles, but
N(N − 1)/2 massive vector mesons. The extra monopoles required for duality can
only arise as bound states. We will show that such bound states exist and are BPS,
but only in the N = 4 theory. In the N = 2 theory there are no corresponding BPS
bound states and, at least for some ranges of parameters, no such bound states at
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all. This is despite the fact that there are classical solutions that might seem to give
the duals of the gauge mesons.
Although N = 4 supersymmetry tends to make the spectrum of BPS states
relatively simple and easy to determine, the explicit construction of these states is
rarely trivial and becomes increasingly cumbersome, or even effectively impossible,
for larger charges. However, there are some additional tools that we can use. Some
N = 4 theories can be easily obtained as theories of D3-branes in type IIB string
theory, as we will discuss in the next chapter. In this approach, the SL(2, Z) duality
of N = 4 SYM theory follows from the SL(2, Z) duality of the type IIB theory; once
the latter is accepted as a fact, an SL(2, Z)-invariant spectrum is automatic. A more
conservative point of view might be to say that the SL(2, Z) invariance found in the
N = 4 field theory is strong evidence for the corresponding invariance of the string
theory. Either way, the stringy construction allows an easy generalization to a large
class of gauge groups and provides easy pictorial hints to novel BPS states.
A case in point is the 1/4-BPS dyons [179], whose existence was first realized
in type IIB theory [177], where these states are constructed by having a web of
fundamental strings and D-strings with ends on three or more D3-branes [216, 217].
These objects had not been recognized from the field theory approach because the
conventional treatment of low-energy monopole dynamics had been based on models
with a single adjoint Higgs, which necessarily excluded all such-1/4 BPS states,
At the same time, this is not to say that type IIB theory is more powerful in
counting and isolating precise BPS spectra. It is important to remember that the
correspondence between the two theories is not at the classical level, but rather at
the quantum level. Just as we must quantize the moduli space dynamics on the field
theory side, the string web must also be quantized. In particular, the moduli space
of the string web has little to do with that of the field theory dyons and is, in fact,
more difficult to quantize. Thus, the field theory side may give us better control for
addressing some of the more precise and specific questions concerning the spectrum.
In the later part of this chapter we will demonstrate the existence and determine the
degeneracy of some of the simpler 1/4 BPS dyons.
For the case of N = 2 SYM theories, both approaches tend to be more difficult
to handle. From the string theory side, there are diverse constructions of the gauge
theories, but in all of them it is quite nontrivial to find the corresponding BPS
spectrum. In the elegant formulation of Seiberg-Witten theory [213, 214] as a theory
of wrapped M5-branes in M-theory [218, 219], we know how to realize BPS dyons as
open membranes. Nevertheless, establishing the existence of a given dyon is all but
impossible, except at particular points of the moduli space [220, 221]. From the field
theory side also, the constraints [222, 223] coming from the Seiberg-Witten description
and S-duality are difficult to analyze beyond the simple rank 1 case of SU(2) theories
[224, 225]. The main culprit is the extremely interesting phenomena that the BPS
spectrum can change as we change the vacuum of the theory along the Coulomb phase
[214, 226]. Understanding the spectrum in this approach requires understanding the
latter phenomena everywhere on the Seiberg-Witten vacuum moduli space.
However, even if one managed to understand the structure of the vacuum moduli
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space completely and explicitly, this would be only the beginning of the problem.
The reason is that this approach is basically a bootstrap where one tries to find a
solution to a set of consistency conditions that becomes intractable as the rank of
the gauge group increases beyond unity. For practical purposes, one typically needs
additional input, such as the BPS spectrum in some corner of the vacuum moduli
space. An obvious place to look for BPS spectra is, of course, the weak coupling
regime, which is the main focus of this chapter. In this regard, some good news is
that the semiclassical approach involving the moduli space description remains more
or less manageable [55, 215, 228, 230], and does not get significantly worse than in
the N = 4 case.
We start, in Sec. 9.1, with some generalities concerning moduli space bound states,
especially those BPS states that preserve part of the supersymmetry. In Sec. 9.2 we
explicitly construct two-body bound states. We first consider the case of two identical
monopoles, showing how Montonen-Olive duality is naturally extended to an SL(2,Z)
duality, and then turn to the case of two distinct monopoles. Then, in Sec. 9.3, we
consider the problem of many-body bound states. Although the explicit construction
of these states is much more difficult than for the two-body case, their number can be
determined by using index theory methods. We conclude the chapter, in Sec. 9.4, with
a brief discussion of the difficulties in finding bound states with four supercharges.
9.1 Moduli space bound states
The fundamental degrees of freedom for the low-energy Hamiltonian are the bosonic
collective coordinates zr that span the moduli space, together with their fermionic
counterparts that arise from the fermion zero modes. Because each complex fermionic
variable corresponds to a two-state system (the zero mode being either occupied or
unoccupied), the states of the system are naturally described by a multicomponent
wave function in which each component is a function of the zr. A k-monopole system
in N = 2 SYM theory is described by 4k bosonic and 2k complex fermionic variables.
Its wave function has 22k components. As we saw in Sec. 8.3.2, these are most
naturally viewed as a column vector, with the action of the fermionic variables being
represented by Dirac matrices of appropriate dimension. For N = 4 SYM theory,
there are 4k complex fermionic variables and a 24k-component wave function that can
be conveniently written as a linear combination of differential forms, as described in
Sec. 8.3.3.
The moduli space is locally a product of a flat center-of-mass manifold, spanned
by the center-of-mass position and an overall U(1) phase angle, and a nontrivial
relative moduli space. This implies that the Hamiltonian can be written as the sum
of center-of-mass and relative pieces, and that its eigenstates can be described by wave
functions that are products of center-of-mass and relative wave functions. Because
of identifications, such as those in Eqs. (5.3.18) and (5.3.20), that follow from the
periodicities of certain phases angles, this factorization of the moduli space is only
local, and not global. Although this has no effect on the form of the Hamiltonian, it
does, as we will see, produce an entanglement between the quantization of the overall
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U(1) charge and the state of the relative variables.
The eigenstates of the center-of-mass Hamiltonian are labelled by the total mo-
mentum and a quantized U(1) charge. The corresponding fermionic variables do not
enter the Hamiltonian at all, and thus affect neither the energies nor the form of
the wave functions. Instead, their only effect is to generate a supermultiplet of de-
generate states. For N = 2 SYM theory, these supermultiplets contain 22 = 4 four
states, while for N = 4 there are 24 = 16 states, exactly matching the charged vector
meson supermultiplet; as we saw in Sec. 3.4, this N = 4 structure is precisely what
is required to have a Montonen-Olive duality between the states with unit magnetic
and unit electric charges in SU(2).
Thus, the nontrivial part of the spectrum of states is associated with the relative
moduli space. Our interest here is in bound states, which correspond to normalizable
wave functions on the relative moduli space. When combined with the states of the
center-of-mass Hamiltonian, each such bound state will yield a tower of states of
increasing overall U(1) charge, with each state in the tower having a degeneracy of 4
(for N = 2) or 16 (for N = 4) arising from the center-of-mass fermionic zero modes.
In our analysis of the relative moduli space Hamiltonian, we will focus in particular
on the BPS states that preserve some of the supersymmetry. There are two cases to
consider:
N = 4 SYM
States preserving one-half of the supersymmetries of the low-energy dynamics, and
thus one-fourth of the field theory supersymmetries, are only possible if there is just
a single nonzero GI , which we may take to be G5, and only one nonvanishing central
charge (Z5 in this case). Such states are annihilated by one of the operators
D± ≡
√
iQ±√−iQ† , (9.1.1)
which obey
D2± = ±2(H ∓ Z5) . (9.1.2)
If the state is represented by a differential form Ω, as described in Sec. 8.3.3, then
this BPS condition becomes
0 = D±Ω
≡ (
√
iϕm ±√−iϕ∗m)(πm ∓G5m)Ω
=
√−i(d− ιG5)±
√
i(d† − ιG5†) , (9.1.3)
where ιK denotes the contraction with a vector field K and ι
†
K is the exterior product
by the one-form obtained from K by lowering its index.
A complex conjugation that keeps operators, such as ϕ and d, untouched will
transform D+ into iD−. This conjugation thus pairs every state with nonvanishing
Z5 with a state carrying the opposite sign for this central charge.
Once a state solves one of these equation, it also solves three other similar equa-
tions where Q and Q† are replaced by Q(k) and Q
†
(k), for k = 1, 2, or 3, since the
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superalgebra is such that we have the identity(√
iQ(k) ±
√−iQ†(k)
)2
= ±2H − 2Z5 = D2± . (9.1.4)
Thus, solutions to Eq. (9.1.3) with a particular sign choice actually preserve four real
supersymmetries, or half of the low-energy supersymmetry. These are 1/4-BPS in
N = 4 SYM theory.
In the special case where the central charges all vanish, the states annihilated by
D+ are also annihilated by D−, and so preserve all of the low-energy supersymmetry.
These states are 1/2-BPS in N = 4 SYM theory.
N = 2 SYM
In N = 2 SYM theory, the BPS states preserve all of the low-energy supersymmetry,
and are 1/2-BPS with respect to the full field theory. These states have energy equal
to the central charge Z. From Eq. (8.3.26) we see that these can be represented by
spinors Ψ obeying
0 = DΨ ≡ γm(−i∇m −Gm)Ψ . (9.1.5)
where we have used the map
√
2λm = γm between the real fermions and the Dirac
matrices on the target manifold. A crucial difference from the N = 4 case is that
there is no pairing of BPS states; these states exist only for one sign of the moduli
space central charge.
As before, once a state solves this equation, it also solves three other similar
equations in which D = √2Q is replaced by √2Q(k) with k = 1, 2, or 3, since
2Q2(k) = 2H − 2Z = D2 . (9.1.6)
Thus, solutions to Eq. (9.1.5) preserve all four supersymmetries. These are BPS
states in N = 2 SYM theory.
9.2 Two-body bound states
When there are only two monopoles involved, the bound state problem is simple
enough to allow an explicit construction of states. We will start with the case of
two (necessarily identical) SU(2) monopoles and then consider that of two distinct
monopoles in a larger group.
9.2.1 Two identical monopoles
Since for SU(2) there is (up to a rotation) only a single nonzero Higgs vev, the
low-energy Hamiltonian has no potential energy term and is purely kinetic. The
low-energy dynamics then has no central charges, and so all N = 4 BPS states are
1/2-BPS within the full field theory. Any such bound states correspond to square
normalizable harmonic forms on the relative moduli space.
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In particular, Montonen-Olive duality would require a two-monopole bound state,
carrying one unit of electric charge, to provide the supermultiplet dual to the dyonic
supermultiplet with one unit of magnetic and two units of electric charge.1 Because
the electric-magnetic mapping is to be one-to-one, this bound state should be unique.
We recall, from Sec. 5.3.3, that the relative moduli space M0 for two SU(2)
monopoles is the double cover of the Atiyah-Hitchin manifold. Its metric may be
written as
ds2 =
∑
m
ωm ⊗ ωm (9.2.1)
where we have defined a basis of one-forms
ω0 = f(r) dr
ω1 = a(r) σ1
ω2 = b(r) σ2
ω3 = c(r) σ3 (9.2.2)
and the functions a, b, and c are those described in Sec. 5.3.3. Our conventions will
be such that these functions are all positive, and that a is the function that vanishes
at the “origin”, r = π.
For the bound state to be unique, it must be represented by a form that is either
self-dual or anti-self-dual. If it were not, another normalizable harmonic form could be
generated by a Hodge dual transform. Also, since the Hamiltonian (in the absence
of a potential energy) is really a Laplace operator and so does not mix forms of
different degree, the wave function should correspond to a form of definite degree.
This, combined with the uniqueness, restricts us to middle-dimensional forms (i.e.,
two-forms). Furthermore, the uniqueness also requires that the state be a singlet
under the SO(3) isometry, so we discover that the wave function must be one of the
six possibilities
Ω
(s)
± = N
(s)
± (r)
(
ω0 ∧ ωs ± 1
2
ǫstu ω
t ∧ ωu
)
, (9.2.3)
where s = 1, 2, or 3 and the summation is only over t and u. Harmonicity follows
if the two-form is closed, dΩ
(s)
± = 0. The latter condition gives a first-order equation
for the N
(s)
± , which is solved by
N
(1)
± =
1
bc
exp
[
∓
∫
dr
fa
bc
]
N
(2)
± =
1
ca
exp
[
∓
∫
dr
fb
ca
]
N
(3)
± =
1
ab
exp
[
∓
∫
dr
fc
ab
]
. (9.2.4)
Substituting the form of Atiyah-Hitchin metric, detailed in Sec. 5.3.3, we find that
only one of these six possibilities leads to a wave function that is normalizable and
1SL(2,Z) duality requires many additional bound states; we will return to this point shortly.
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yet nonsingular at r = π, namely N
(1)
+ . The only possible ground state is therefore
Ω
(1)
+ = N
(1)
+ (r)
(
ω0 ∧ ω1 + ω2 ∧ ω3
)
. (9.2.5)
The physical wave function on the entire moduli space is the product of Ω
(1)
+ with
a form on the center-of-mass moduli space. Now recall2 from Eq. (5.3.32) that the
angle ψ (with range 2π) of the approximate U(1) on M0 must be twisted with the
angle χ (with range 4π) of the exact U(1) on the center-of-mass moduli space in such
a way as to give the identification
(χ, ψ) ∼ (χ+ 2π, ψ − π) . (9.2.6)
Since increasing ψ by π flips the signs of
σ1 = − sinψdθ + cosψ sin θdφ ,
σ2 ∧ σ3 = dσ1 , (9.2.7)
and thus of Ω
(1)
+ , we can only obtain a single-valued total wave function if the center-
of-mass part also changes sign when χ→ χ+2π. Thus, the total wave function must
correspond to a form that can be written as
Ω = Ω
(1)
+ ⊗ ei(k+1/2)χ ⊗ ΩCM (9.2.8)
with k any integer.
It takes more care to show that the value k + 1/2 for the momentum conjugate
to χ translates to an electric charge n = 2k + 1. The key point is to recall that in
all two-body cases, whether the monopoles are identical or distinct, the momentum
conjugate to χ is always related to the (approximately) conserved electric charges Q1
and Q2 on the individual monopoles by
qχ =
m1Q1 +m2Q2
m1 +m2
. (9.2.9)
Hence, the total U(1) electric charge of a pair of identical monopoles is the simple
sum
Q1 +Q2 = 2qχ . (9.2.10)
Montonen-Olive duality required a unique supersymmetric bound state dyon with
one unit of electric and two units of magnetic charge. We have found not only
that (1,2) state, but a full tower of states with with electric and magnetic charges
(2k + 1, 2) for arbitrary integer k. Applying Montonen-Olive duality to these would
require additional states with charges (2, 2k + 1), and one might well expect that
the construction of these states would lead to still further states, thus continuing the
process.
The explanation for this is that the Montonen-Olive duality naturally extends to
an SL(2,Z) symmetry [215, 231, 232, 233, 234]. To understand this symmetry, recall
2Here, and below, we have set α2 = 1, which is the standard convention for SU(N)
169
that the Yang-Mills Lagrangian can be extended to include a topological “θ-term”
that has no effect on the classical field equations but that leads to important quantum
effects. If we rescale the gauge potential Aµ by a factor of e, so that the coupling
does not appear explicitly in the field strength, the pure gauge part of the extended
Lagrangian then takes the form
Lgauge = − 1
2e2
TrFµνF
µν +
θ
16π2
TrFµνF˜
µν (9.2.11)
where F˜ µν = (1/2)ǫµναβFαβ . The variable θ is periodic, with a shift θ → θ + 2π
having no effect on the physics.
When working with these rescaled gauge fields, it will also be convenient to define
rescaled charges QˆM = eQM and QˆE = eQE . The θ-term has no effect on the
quantization of the magnetic charge, so
QˆM = 4πm (9.2.12)
with m any integer. However, the quantization of electric charge is modified [227], so
that now
QˆE = e
2
(
n− θ
2π
m
)
(9.2.13)
with n an integer.
If we combine θ with e to define a complex coupling constant
τ =
θ
2π
+
4πi
e2
(9.2.14)
and define a complex charge
q = QˆM − iQˆE , (9.2.15)
the charge quantization conditions can be written more compactly as
Re q = 4πm , Re qτ = 4πn . (9.2.16)
For θ = 0, Montonen-Olive duality replaces e by e′ = 4π/e and interchanges
electric and magnetic charges, corresponding to the transformations
τ → τ ′ = −1
τ
, q → q′ = τq . (9.2.17)
It is natural to extend the duality conjecture by assuming that the transformations
of Eq. (9.2.17) leave the theory invariant even when θ 6= 0. We then have
4πm′ = Re q′ = Re τq = 4πn
4πn′ = Re τ ′q′ = −Re q = −4πm ; (9.2.18)
i.e., the vector (n,m)t is transformed by the matrix
S =
(
0 1
−1 0
)
. (9.2.19)
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A second invariance, under τ → τ − 1, follows from the periodicity of θ. This
corresponds to the transformation (n,m)→ (n+m,n), which can be represented by
T =
(
1 1
0 1
)
. (9.2.20)
The matrices S and T , when multiplied in an arbitrary sequence, generate SL(2,Z),
the group of 2 × 2 matrices with integer elements and unit determinant. We thus
are led to expect that the spectrum of states should be invariant under the action of
SL(2,Z).3
It is not hard to show that any pair of coprime integers (n,m) can be obtained
by acting on (1,0) with an SL(2,Z) matrix. Conversely, if n and m have a common
factor, then (n,m) cannot be obtained from (1,0). Hence, the generalized Montonen-
Olive duality, together with the existence of the unit charged vector meson state,
requires that there be states corresponding to all coprime integers m and n. With
only two monopoles present, these are just the states with charges (2k + 1, 2) that
we have found.4
In fact, one can extend the two-body computation above a little further and
establish a vanishing theorem stating that no other ground state exists onM0. This
reveals something that we might not have known a priori just from the SL(2, Z)
invariance. Not only does it show that the requisite (2k+1, 2) BPS states exist with
the right supermultiplet structure, but it would also be a strong indication that the
spurious states with charges (2q, 2p) are all absent.
In contrast with the rich spectrum of bound states in the N = 4 theory, there are
no dyonic bound states of two or more monopoles in N = 2 pure SU(2) SYM theory
[222, 230]. If there were any such bound states, they would imply the existence of
additional dyonic states in the N = 4 theory, in conflict with the uniqueness results
cited above.
This SL(2,Z) action naturally extends to N = 4 SYM for other simply laced
gauge groups, since the SL(2,Z) acts on each root of the gauge algebra equally and
simultaneously. As in Montonen-Olive duality, the subtleties arise in the case of
non-simply laced gauge groups, namely Sp(2N), SO(2N+1), F4, and G2, where the
electric-magnetic duality interchanges long roots and short roots. Recall that this, in
particular, exchanges SO(2N+1) with Sp(2N), where the magnetic charge associated
with a short root of SO(2N+1) is actually the long root of Sp(2N) and vice versa.
The SL(2,Z) is generated by two generators, S and T , and this exchange of odd-
dimensional orthogonal gauge group and symplectic gauge group happens under S.
3Although such an SL(2,Z) electromagnetic duality is a hallmark of N = 4 SYM theories,
there is a class of N = 2 SYM theories that also possess BPS spectra that respect an SL(2,Z)
duality [229]. These theories have gauge group Sp(2k) with four hypermultiplets in the fundamental
representation and one hypermultiplet in antisymmetric tensor representation, and include the SU(2)
theory of Ref. [228, 230] as a special case. Duality-invariant spectra for small magnetic charges were
demonstrated in these three references. However, in general N = 2 SYM theories have complicated
vacuum moduli spaces, plagued by marginal stability domain walls, and are not expected to admit
duality-invariant spectra; see Ref. [235] for an explicit example of this.
4For the counting of all the (q, p) towers of BPS states, see Refs. [236, 237, 238].
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T , on the other hand, shifts electric charge by a quantized amount proportional to
the magnetic charge, and does not by itself change the gauge group. The full SL(2,Z)
action can be reconstructed from these two generators, and mixes these two gauge
groups. For this pair the SL(2,Z) action can be also easily understood by realizing
the N = 4 SYM theory in terms of D3-branes and orientifold 3-planes, whereby the
SL(2,Z) duality of type IIB string theory is inherited by the worldvolume SYM theory
[239, 240, 241]. For the other non-simply laced cases, F4 and G2, the SL(2,Z) does
not change the gauge group but involves a shift of vacuum in addition to a change
of coupling constants, since the long roots and short roots can be interchanged. We
refer the reader to Ref. [242] for these two exceptional cases.
9.2.2 Two distinct monopoles
N = 4 SYM
We now consider a larger gauge group and turn to the case of two distinct fundamental
monopoles, with masses m1 and m2, that are associated with the simple roots β1
and β2 (which are assumed to be connected in the Dynkin diagram). We saw in
Sec. 5.3.2 that the relative moduli space is the Taub-NUT manifold with rotational
SU(2) isometry and a triholomorphic U(1) isometry. If we rescale coordinates as in
Eq. (7.2.17), its metric can be written as
ds2 =
(
1 +
1
r
)
dr2 +
(
1 +
1
r
)−1
(dψ + cos θdφ)2
=
∑
m
ωm ⊗ ωm (9.2.21)
where the basis forms ωm are now given by
ω0 =
√
1 + 1/r dr
ω1 =
√
r2 + r σ1
ω2 =
√
r2 + r σ2
ω3 =
√
r
1 + r
σ3 . (9.2.22)
Note that ω1+ iω2 transforms as a unit charge state under the U(1) gauge isometry,
while ω0 and ω3 are neutral.
Again, the full moduli space is the product of the relative moduli space and a
center-of-mass moduli space, with identifications on χ and ψ that are now given by
Eqs. (5.3.18) and (5.3.20). As we saw in Sec. 5.3.2, these imply that q, the momentum
conjugate to ψ, must be an integer or half-integer. The condition on the momentum
conjugate to χ is such that the total electric charge corresponds to a root space vector
q = e(n/2 + q)β1 + e(n/2− q)β2 (9.2.23)
where the integer n is odd (even) whenever 2q is odd (even).
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In contrast with the SU(2) case, there will in general be additional Higgs vevs
and, therefore, a potential energy V on the moduli space that is obtained from
G˜5 = a˜
∂
∂ψ
(9.2.24)
where
a˜ ≡ 4π
2a
e3µ
. (9.2.25)
In the sector with fixed relative charge q, there is a repulsive “angular momentum”
barrier that combines with V to produce an effective potential energy whose form
was given in Eq. (7.2.28). As was noted then, this has a minimum at a finite value
of r if and only if q2 < a˜2. Otherwise, the minimum moves out to infinity, implying
that a dyonic bound state cannot form.
We first look for BPS bound states in the N = 4 theory, which must satisfy
Eq. (9.1.3). Without any loss of generality, we can assume that a˜ ≥ 0, and look for
bound states obeying5
D+Ωq = 0 . (9.2.26)
These bound state wave functions can be chosen to carries three conserved quantum
numbers: the relative electric charge, q, the total angular momentum, j, and the
third component of the angular momentum, m. All of these are quantized to be an
integer or half-integer. We will denote the BPS wave functions with these quantum
numbers as Ωjm;q.
For the moment, we will put aside the special case case q = 0 (i.e., no relative
electric charge), and assume that q 6= 0. In this case there is always a nonvanishing
low-energy central charge, and so the BPS bound states only preserve 1/4 of the
field theory supersymmetry. When q ≥ 1, these states come in four distinct angular
momentum multiplets, of total angular momenta j = q, q − 1/2, q − 1/2, and q − 1,
giving a total of 8q wave functions. When q = 1/2, only the first three multiplets
are present, but these by themselves give a degeneracy of 8q. In either case, each of
these 8q states acquires an additional factor of 16 degeneracy from the center-of-mass
fermion zero modes. Taken all together, these 16×8q degenerate states form a single
1/4-BPS supermultiplet with highest angular momentum q + 1.
The wave functions for these states are most easily written in terms of the spherical
harmonics on S3, which are usually denoted by Djmk. A unit S
3 has SO(4) = SU(2)L×
SU(2)R isometry. The spherical harmonics, D
j
mk, have the same quadratic Casimir,
j(j+1), for the two SU(2)’s but independent values m and k for the third component
eigenvalues for SU(2)L and SU(2)R. However, because we only have an SU(2)L×U(1)R
isometry, our multiplets have a definite eigenvalue k, which is to be identified with
the electric charge contribution to q. In other words, in a given multiplet m ranges
over −j,−j + 1, . . . , j, while k takes a fixed value in that range.
5As noted below Eq. (9.1.3), the states annihilated byD− can be obtained by complex conjugation
of those annihilated by D+. To obtain the bound states for a˜ < 0, let us define a kind of Hodge
star operator, ⋆ ≡ ∏E(ϕE − ϕ∗E). The identity ⋆D−(a˜) = iD+(−a˜)⋆ then implies that Ω′q(−a˜) =
⋆ Ωq(a˜).
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After some trial and error, one finds that for q ≥ 1 the simplest angular momentum
multiplet, with j = q − 1, takes the form6
Ωq−1m;q = r
q−1e−(a˜−q)r (ω0 + iω3) ∧ (ω1 + iω2)Dq−1m(q−1) , (9.2.27)
with m taking values −q + 1,−q + 2, . . . , q − 1, and that the largest multiplet, with
j = q, is given by
Ωqm;q =
rqe−(a˜−q)r
1 + r
×{[
a˜
(
1 + ω0 ∧ ω1 ∧ ω2 ∧ ω3
)
+
(
a˜+
1
1 + r
)
(ω0 ∧ ω3 + ω1 ∧ ω2)
]
Dqmq
−
√
q/2 (ω0 + iω3) ∧ (ω1 + iω2)Dqm(q−1)
}
, (9.2.28)
with m taking values −q,−q + 1, . . . , q. [Note how the U(1) charge is a combination
of the charge on the spherical harmonics and that on the forms.]
The remaining wave functions, with angular momentum q − 1/2, can be found
most easily by acting with D− on those found above. This gives 2q − 1 states
D−Ωq−1m;q =
rqe−(a˜−q)r√
r + r2
(ω1 + iω2) ∧ (1 + ω0 ∧ ω3)Dq−1m(q−1) (9.2.29)
and 2q + 1 states
D−Ωqm;q
rqe−(a˜−q)r√
r + r2
[
(ω0+iω3) ∧ (1+ω1 ∧ ω2)
√
2qDqmq
+i(ω1+iω2) ∧ (1+ω0 ∧ ω3)Dqm(q−1)
]
. (9.2.30)
The states in the two j = q − 1/2 multiplets are obtained from linear combinations
of these 4q wave functions.
There is a slight modification if q = 1/2. In this case the expressions in Eqs. (9.2.27)
and (9.2.29) are undefined, and the entire set of 8q = 4 states is given by Eqs. (9.2.28)
and (9.2.30). Note that in both cases the 4q states with charge j = q− 1/2 are given
by forms of odd degree, while the remaining 4q wave functions are composed of forms
of even degree. Finally, all of these q > 0 wave functions are normalizable only if
q < a˜, providing a natural cut-off for the existence of a bound state. Recall that this
criterion was also present for the classical bound states discussed in chapter 7.
The case q = 0 (i.e., no relative electric charge) is special. There is a unique state,
with j = 0. The supercharges of the low-energy supersymmetry are all preserved, and
this state is 1/2-BPS from the viewpoint of the full field theory. Its wave function is
Ω00;0 =
e−a˜r
1 + r
[
a˜+ (a˜+
1
1 + r
)(ω0 ∧ ω3 + ω1 ∧ ω2) + a˜ ω0 ∧ ω1 ∧ ω2 ∧ ω3)
]
. (9.2.31)
6It is important to recognize that the SU(2) rotational isometry we rely on here is not quite the
physical angular momentum. Because of the triplet of complex structures, it turns out that a spin
contribution must be added to j to give the actual angular momentum. We refer the reader to
Ref. [243] for complete details.
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In the limit of aligned vacua (a = 0), this state becomes a threshold bound state of
two monopoles with the drastically simpler form [56, 55],
Ω00;0 = d
(
σ3
1 + 1/r
)
= d
 ω3√
1 + 1/r
 . (9.2.32)
Note that the solutions in this last case can be (and, in fact, first were) obtained by
the same line of attack as the SU(2) solutions of Sec. 9.2.1.
Note that all of these wave functions are chiral with respect to the natural chi-
rality operator of D+, namely the product of all the (
√
iϕm +
√−iϕ∗m). In Sec. 9.3,
this chirality operator is denoted as τ+s . With the wave function represented as a
differential form, this chirality translates to self-duality for even forms and imagi-
nary anti-self-duality for odd forms. Later we will count the dyonic bound states of
many distinct monopoles by computing the index of τ+s , i.e., the difference between
the numbers of chiral and of antichiral solutions to the D+ equations. This explicit
construction of bound states, where all of them come out to be chiral, suggests that
such an index counting will actually count the number of bound states, and not just
a difference.
N = 2 SYM
The main difference for monopoles in N = 2 SYM theory is that the wave function Ω
is now represented by a Dirac spinor on the moduli space, with a BPS state obeying
the Dirac Eq. (9.1.5). With a spinorial Ω, writing down the explicit form of the wave
function is more cumbersome, and so we will just summarize the results [206].
In the relative moduli space, the bound state wave functions exist only if 1/2 ≤
q < a˜ or a˜ < q ≤ −1/2. These wave functions are organized into a single angular
momentum multiplet with angular momentum j = |q| − 1/2, and are all of the same
chirality. When combined with the half-hypermultiplet structure from the center-
of-mass fermions, they form a single BPS multiplet with highest spin |q| and total
degeneracy 4 × 2|q|. Note that the dyons with large |q| are in multiplets with large
highest spin.7
Perhaps the most important, yet very counterintuitive aspect of the N = 2 dy-
namics is that is that, in stark contrast with the N = 4 case, BPS bound states with
q = 0 are nowhere to be found. The absence of these states is a dramatic illustration
of the fact that the relation between classical solutions and quantum states is more
subtle than is often appreciated.
Note first that if two monopoles are associated with simple roots β1 and β2 (and
thus have magnetic charges proportional to β∗1 and β
∗
2), they will interact only if β1
7 Such high-spin dyons remain massive everywhere on the vacuum moduli space, and do not
enter the Seiberg-Witten description of N = 2 theories in any crucial way. In particular, the states
with |q| > 1, and possibly those with |q| = 1, would be completely missed if we were to use a
bootstrap argument to generate dyons by acting with monodromies on simple elementary particles
or fundamental monopoles. In order to understand the complete BPS spectrum, one must at least
start with the above weak coupling spectrum as an input to the bootstrap.
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and β2 are linked in the Dynkin diagram. Given any two such linked simple roots,
there is always a composite root α whose dual is β∗1 + β
∗
2. We now show that it is
always possible to construct a classical solution whose magnetic charge is the sum of
these two monopole charges.
When there is only a single nonvanishing Higgs field, this solution is obtained by
using α to embed the SU(2) solution via Eq. (4.1.14). This result is easily extended
to the case with two nontrivial Higgs fields by using the R-symmetry to rotate the
Higgs fields, φ1 and φ2, into a new pair, φ
′
1 and φ
′
2, such that φ
′
2 is in the Cartan
subalgebra and of the form h′2 · H, with h′2 orthogonal to α. The desired solution
is then obtained by using the above embedding to generate the gauge fields and φ′1,
and then adding a spatially constant φ′2. In both of these cases, it is easy to show
that the energy of the classical solutions is related to the mass of the corresponding
gauge bosons by the replacement e→ 4π/e.
We showed in Sec. 4.2 that for a single Higgs field the classical solutions built
from composite roots are actually just special multimonopole solutions in which the
noninteracting monopoles happen to be coincident. Hence, one might reasonably
expect the corresponding quantum state to be a two-particle state. Once this is
realized, the absence of a BPS bound state in the N = 2 theory should not be
surprising. Rather, it is the fact that the N = 4 theory contains such a bound state,
in addition to the two-particle states, that should be seen as remarkable and as a
nontrivial test of the duality conjecture.
On the other hand, when there are two nonvanishing Higgs fields the classical BPS
solution obtained by embedding via a composite root has a mass that is less than
the sum of the masses of its components. Since the component monopoles cannot be
separated by a small perturbation, one is justified in interpreting this solution as a
classical bound state. This does not, however, guarantee the existence of a BPS quan-
tum bound state (or even, if the potential is too shallow, any quantum bound state
at all). This can be understood by noting that the classical solution corresponds to a
fixed value of the intermonopole separation. In the quantum state, the wave function
has a finite spread about this value, to values of the separation for which there is
no classical BPS solution. For the state to preserve some supersymmetry requires a
delicate interplay between the fermionic degrees of freedom and the quantum fluctu-
ations of the bosonic degrees of freedom. This interplay turns out to be possible only
in the N = 4 theory.
9.3 Many-body bound states and index theory meth-
ods
We need more a systematic approach to the problem to generalize the bound state
counting to the many-body case, since the explicit construction of bound states be-
comes much more difficult beyond the two-body case. Instead of the direct construc-
tion of bound states, we will proceed by using index theory methods. The index
calculations can be quite involved, given that the quantum mechanics involves many
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degrees of freedom with complicated interaction terms. However, we will later see that
it is precisely these interaction terms that simplify the index calculations enormously.
Let us start with some generalities, following Ref. [244].
We will define three different indices, each of which will be useful for counting one
type of BPS state. In each case, there is a Z2 grading τ that anticommutes with the
supercharges that annihilate the states in question. The index counts the difference
between the numbers n+ and n− of ground states with τ eigenvalues of 1 and −1.
We are actually interested in the sum, n+ + n−, for which one needs a more refined
understanding of the dynamics, such as a vanishing theorem. We will assume that
such a vanishing theorem does exist, so that either n+ = 0 or n− = 0, and assume
that the absolute value of the index equals the number of ground states of interest.
Finally, we note that in all of these cases we can calculate the indices separately
for each subspace of fixed central charges; in our problems these central charges are
completely determined by the electric charges.
• 1/2-BPS states in N = 4 SYM
These states are annihilated by all of the supercharges of the low-energy theory,
which is only possible if the central charges all vanish. There is a canonical Z2
grading, which in the geometric language is defined on k-forms by
τ4 ≡ (−1)k (9.3.1)
or, equivalently, by
τ4 ≡
∏
2ηE1 η
E
2 =
∏
2λEχλ
E
ξ =
∏
(ϕ∗EϕE − ϕEϕ∗E) , (9.3.2)
which anticommutes with all of the supercharges. Thus, the sign of τ4 is de-
termined by whether the state is bosonic and fermionic, and so the associated
index, I4, is just the usual Witten index. For the two-monopole example of
Sec. 9.2.2, our explicit construction of the bound states shows that I4 = 1 if
q = 0, and vanishes otherwise.
• 1/4-BPS states in N = 4 SYM
As we have seen, these can only occur if the Higgs vevs are such that there is
only a single nonvanishing GI , which we can choose to be G5. The 1/4-BPS
states are annihilated by one (or both, if the state is actually 1/2-BPS) of the
operators D± defined in Eq. (9.1.3). With only a single GI , there is a second
type of Z2 grading, defined by the operators
τ±s ≡
∏
(
√
i ϕE ±√−i ϕ∗E) (9.3.3)
that anticommute with D±. We will denote the corresponding indices by I±s .
This generalizes the signature index that counts the difference between the
numbers of self-dual and anti-self-dual wave functions. From the results of
Sec. 9.2.2, we see that for 0 < |q| < |a˜| and ±a˜q > 0 we have I±s = 8|q| and
that I+s = I−s = 1 if q = 0. For all other cases, I±s = 0.
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• 1/2-BPS states in N = 2 SYM
These are annihilated by the Dirac operator D of Eq. (9.1.5). This anticom-
mutes with the Z2 grading defined by the operator
τ2 =
∏√
2 λE =
∏
γE . (9.3.4)
The sign of τ2 is determined by whether the state is bosonic and fermionic,
and so the associated index I2, like I4 above, is the usual Witten index. For
the two-monopole examples of the previous section, I2 = 2|q| if aq > 0 and
1/2 ≤ |q| < |a|.
9.3.1 Bound states of many distinct N = 4 monopoles
We will consider specifically the bound states of many distinct SU(N) monopoles,
corresponding to fundamental roots β1, β2, . . . , βk+1. The moduli space potential
energy is derived from a single combination of the triholomorphic Killing vector fields,
G = e
∑
A a
AKA. From the analysis of Sec. 7.2.3, we find that the effective potential
has a nontrivial minimum, thus allowing a classical bound state, if
|qA| < |a˜A| ≡ 4π
2
e3
∑
B
(µ−1)AB aB . (9.3.5)
This condition also guarantees the existence of a mass gap in the system, and allows
us to compute the index using the index theorem [244]. Otherwise, there is a net
repulsive force between some of the monopoles, and there cannot be any bound state,
classical or quantum. The marginal case of |qA| = |a˜A| is more subtle; we will ignore
this case except for some special limits.
A standard theorem asserts that a Dirac operator D can be deformed continuously
without changing its index, as long as the deformation does not destroy an existing
mass gap. Thus, as long as we start with a case that has a mass gap as above, we can
safely multiply G by a large number T to find another Dirac operator with an even
larger mass gap, but with the same index. On the other hand, a larger coefficient
of G means that the potential energy gets stiffer and the low-energy motion gets
confined closer to the zeros of G or, equivalently, nearer to the fixed points of G. In
this special set of examples, the one and only fixed point of G is the origin, ~rA = 0,
so it suffices to solve a local index problem near the origin. Furthermore, the finite
curvature at the origin is overwhelmed by the ever-increasing scale associated with
the rescaled Killing vector T G.
For sufficiently large T , the problem reduces to one where the geometry is a
flat R4k, and G is a linear combination of certain rotational vectors from each R4
factor. The problem then decomposes into many R4 problems. On the other hand,
we may use the same kind of deformation of the two-monopole problem to reduce it
to a flat R4 problem as well. The two-monopole problem has been solved explicitly,
so we already know the value of the index for the R4 problem. Then, since the
multimonopole index problem factorizes into many R4 problems, all we need to do
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to recover the value of the index for the multimonopole case is to take the product
of the known two-monopole indices for each interacting pair of monopoles within the
group.
Thus, when we consider a bound state with relative charges q1, q2, . . . , qk, we can
count the number of states by considering successive pairs (βA,βA+1) with relative
charges qA. Counting the degeneracy dA of each pair as if no other monopoles were
present, the degeneracy of the bound state wave function involving all k+1 monopoles
would be simply the product of all the dA.
8 In the remainder of this subsection, we
will write out the resulting index formulae explicitly, and make some contact with
physics.
1/2-BPS bound states
Of the three indices, only I4 is robust against turning on more than one of the
GI . Turning on an additional GI always increases the mass gap, and is a Fredholm
deformation that preserves I4. The index computation [244] yields
I4 =
(∏
A
{
1 qA = 0
0 qA 6= 0
})
. (9.3.6)
Since the central charge of the state that contributes to the index is zero, the state
must be annihilated by all of the supercharges of the quantum mechanics and be
1/2-BPS in the N = 4 SYM theory. This is consistent with the existence of a unique
purely magnetic 1/2-BPS bound state of monopoles in a generic Coulomb vacuum, as
is expected from the SL(2, Z) electromagnetic duality. One of the generators of the
SL(2, Z) maps the massive charged vector supermultiplets to purely magnetic bound
states in a one-to-one fashion. After taking into account the automatic degeneracy of
16 from the free center-of-mass fermions, the total degeneracy of these bound states
is always 16, which fits the N = 4 vector multiplet nicely. This purely magnetic
bound state was previously constructed by Gibbons in special vacua where all the GI
vanish.9
1/4-BPS bound states
The existence of 1/4-BPS states requires that the relevant parts of the Higgs expec-
tation values be such that only one linearly independent GI is present, which is just
the condition that is needed to make I±s available. In addition, the effective potential
energy in the charge eigensector must be attractive along all asymptotic directions
8Of course, to get the true degeneracy, at the end of the day one must multiply by the factor of
either 16 or 4 from the center-of-mass part of the moduli space.
9One might think that the existence of this bound state is obvious, since the potential energies are
all attractive and there exists a classical BPS monopole with the same magnetic charge. However,
none of these guarantees the existence of a BPS bound state at the quantum level. In fact, the same
set of facts are true for a pair of distinct monopoles in N = 2 SU(3) SYM theory, but we know that
a purely magnetic bound state does not exist as a BPS state in that theory.
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for a bound state to exist. This condition takes the simple form
|qA| < |a˜A| . (9.3.7)
Given the mass gap, the index I±s was computed and the result [244] is
I±s =
∏
A

8|qA| ±a˜AqA > 0
1 a˜AqA = 0
0 ±a˜AqA < 0

 . (9.3.8)
Note that the index is nonvanishing only if each of the ±a˜AqA is nonnegative. This
is in addition to the usual requirement that
± ∑
A
a˜AqA > 0 , (9.3.9)
which is necessary for the states to be annihilated by H∓Z with Z = Z5 = ∑A a˜AqA
being the central charge. The index indicates that the degeneracy of such a 1/4-BPS
state is
16×∏
A
Max {8|qA|, 1}. (9.3.10)
with the factor of 16 arising from the free center-of-mass fermions.
In the two-monopole bound states, the number 8|q| is accounted for by four an-
gular momentum multiplets with j = |q|, |q| − 1/2, |q| − 1/2, and |q| − 1 (except for
|q| = 1/2, where the first three suffice). The top angular momentum |q| in the rela-
tive part of the wave function has a well-known classical origin: When an electrically
charged particle moves around a magnetic object, the conserved angular momentum
is shifted by a factor of eg/4π. While the fermions can and do contribute, the number
of fermions scales with the number of monopoles, and not with the charge qA. In
fact, for large charges the top angular momentum of such a dyonic bound state wave
function is
jtop =
∑
A
|qA|, (9.3.11)
so that the highest spin of a dyon would be
1 + jtop = 1 +
∑
A
|qA| (9.3.12)
after taking into account the universal vector supermultiplet structure from the free
center-of-mass part. The actual multiplet structure is not difficult to derive, and we
find
V4 ⊗
(
⊗A
{
[|qA|]⊕ [|qA| − 1/2]⊕ [|qA| − 1/2]⊕ [|qA| − 1]
})
. (9.3.13)
Here V4 denotes the vector supermultiplet of N = 4 superalgebra, and [j] denotes a
spin j angular momentum multiplet.
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The largest supermultiplet contained in this has highest spin jtop + 1; such a su-
permultiplet has a degeneracy (including the factor from the center-of-mass fermionic
zero modes) of
16× 8∑
A
|qA| . (9.3.14)
Unless all but one of the qA vanishes, this is much less than the number of states we
found above. Thus, this implies that there are many 1/4-BPS, and thus degenerate,
supermultiplets of dyons for a given set of electromagnetic charges. For large electric
charges qA, thus, the number of dyon supermultiplets scales as,
10(∏
A
Max {8|qA|, 1}
)
/
(∑
A
8|qA|
)
. (9.3.15)
While one would expect to find degenerate states within a supermultiplet, there is no
natural symmetry that accounts for the existence of many supermultiplets with the
same electromagnetic charges and the same energy.
9.3.2 Bound states of many distinct N = 2 monopoles
In N = 2 SYM theories, a state can be either BPS or non-BPS. There is no such
thing as a 1/4-BPS state. Dyons that would have been 1/4-BPS when embedded in
an N = 4 theory are realized as either 1/2-BPS or non-BPS, depending on the sign
of the electric charges.
Whenever there is a mass gap, the index I2 is [244]
I2 =
(∏
A
{
2|qA| a˜AqA > 0
0 a˜AqA ≤ 0
})
, (9.3.16)
which gives us a possible criterion for BPS dyons to exist.11 This condition is similar
to the condition for BPS dyons or monopoles to exist in N = 4 SYM theories, but
differs in two aspects. The first is that, given a set of aA, all of which are positive
(negative), the electric charges qA must be all positive (negative). The overall sign of
the electric charge matters.
The second difference from the N = 4 case is that, as we have already noted for
the two-monopole case, there is no purely magnetic BPS bound state of monopoles,
even though there exists a classical BPS solution with such a charge. In fact, the
index indicates that all relative qA must be nonvanishing for a BPS state to exist.
Assuming the vanishing theorem, the number of BPS dyonic bound state under the
above condition is [244]
4×∏
A
2|qA| , (9.3.17)
10It has been conjectured that for large electric and magnetic charges the degeneracy will even-
tually scale exponentially, with the exponent being linear in the charges [245]. There is, to date, no
field theoretical confirmation of this, although in the supergravity regime such large degeneracies
are implied by black hole entropy functions.
11This field theory counting was precisely reproduced later by a string theory construction using
D-branes wrapping special Lagrange submanifolds in a Calabi-Yau manifold [246].
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with the overall factor of 4 coming from the quantization of the free center-of-mass
fermions. The actual multiplet structure is
C2 ⊗
(
⊗A [|qA| − 1/2]
)
(9.3.18)
where C2 denotes the half hypermultiplet of the N = 2 superalgebra.
For large electric charges we again observe the proliferation of supermultiplets.
The top angular momentum, and thus the size of the largest supermultiplet, can only
grow linearly with
∑ |qA|. This means that the number of supermultiplets with the
same electric charges scales at least as(∏
A
2|qA|
)
/
(∑
A
2|qA|
)
(9.3.19)
for large qA.
9.4 Difficulties in finding BPS states with four su-
percharges
Much of this chapter has been devoted to counting dyonic states that are either 1/4-
BPS in N = 4 theories or 1/2-BPS in N = 2 theories. In either case, the BPS states
in question preserve four supercharges. We succeeded in counting the dyons made
out of a chain of distinct monopoles, and also found that their existence depends
sensitively on the choice of the vacuum and the coupling constant.
Just as we found in our earlier classical analysis, these dyons are typically loosely
bound states of more than one charged particle. The size of the wave function grows
indefinitely as we increase certain electric charges beyond critical values or as we move
the vacuum toward some limiting values. This behavior of a bound state breaking
up into two infinitely separated dyons is at the heart of the marginal stability that
became familiar from the study of N = 2 SYM theory.12
Although the same sort of marginal stability mechanism exists for the 1/4-BPS
dyons in N = 4 and the usual BPS dyons in N = 2, there are further subtleties in
N = 2 SYM theory. In particular, unlike in N = 4 SYM theory, the existence of a
classical BPS solution does not guarantee the existence of its quantum counterpart,
even when the low-energy effective theory has a mass gap. The clearest example of
this can be found in the N = 2 pure SU(3) theory. As we saw in the previous sections,
a purely magnetic bound state of the two monopoles does not exist as a quantum
bound state, even though classically it would be on equal footing with the other two,
lighter monopoles. This absence of the third, heaviest monopole was shown first for
the moduli dynamics without a potential energy [247] and then more recently for the
case where a potential energy is present [206].
12As was mentioned in Chap. 7, essentially the same phenomenon has been found as well in the
opposite limit of the strongly coupled regime [192, 193, 194, 195].
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Overall, cataloging states with four unbroken supercharges turns out to be a rather
difficult task, not only in SYM theories, but also in superstring theories. In fact, the
two problems are often closely related. For instance, if one realizes N = 2 SYM
theory as the dynamics of a wrapped M5 brane [218], the BPS states correspond to
supersymmetric open membranes with boundaries circling specific combinations of
topological cycles on the wrapped M5 brane [220, 221]. If one realizes these theories
by Calabi-Yau compactification of type II string theories [219], the BPS states are
D-branes completely wrapped on supersymmetric cycles of the Calabi-Yau manifold.
The problem of finding such states manifests itself in many diverse mathematical
forms in string theory, of which we have just mentioned two.
Other approaches to this general class of problem have been attempted. One
method involves a worldvolume approach, in which one tries to determine the exis-
tence and the degeneracy by studying boundary conformal field theories [248, 249] or
a topological version thereof [250, 251, 252, 253]. A more geometrical approach13 led
later to an attempt to encase the problem in a new mathematical framework called
a “derived category”; for the latter, see Refs. [259, 260]. However, these problems
remain largely unsolved.
In this respect, the counting of BPS dyons in this chapter represents one of the
most concrete and successful programs we know of. It is true that our approach here
is applicable for only a small corner of the entire landscape of this class of problem,
but it is also one where computation can be performed explicitly and with a well-
defined approximation procedure. The hope is that one can eventually find ways to
connect our findings to other regimes and find useful information about the behavior
of BPS spectra in other regimes.
13See, for example, Refs. [254, 255, 256, 257, 258].
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Chapter 10
The D-brane picture and the
ADHMN construction
D-branes are nonperturbative objects, found in some string theories, that accommo-
date the endpoints of open strings [261]. A Dp-brane is a D-brane that has p spatial
dimensions. A flat, infinitely extended D-brane in R9+1 preserves half of the 32 su-
percharges of the spacetime, so the dynamics of the D-brane itself must respect 16
supercharges. This fact restricts the possible form of the low-energy dynamics quite
severely and naturally gives it a gauge theory structure. Furthermore, a stack of many
identical Dp-branes is associated with a Yang-Mills dynamics with 16 supersymme-
tries. A soliton of the SYM theory is then transformed into a local deformation of
this stack of Dp-branes, and we can “view” such solitons by seeing how the Dp-branes
are deformed locally.
What makes this representation of the SYM theory especially useful for the study
of solitons is that there is an alternate picture of these Yang-Mills solitons in terms of
lower dimensional D-branes. For the BPS monopoles with which we are concerned,
the relevant picture is a segment of D1-brane stretched orthogonally between a pair of
D3-branes. The dynamics of the pair of D3-branes is exactly that of an N = 4 U(2)
SYM theory that is spontaneously broken to U(1)×U(1) by the separation between
the two D3-branes.
Thus, the motion of the monopole/D1-segment can be described from two com-
pletely different viewpoints — either as a trajectory on the moduli space or as a
motion in the space of the classical vacua of a (1 + 1)-dimensional SYM theory com-
pactified on an interval. From the latter viewpoint, the Nahm equation emerges as the
supersymmetric vacuum condition on the (1 + 1)-dimensional theory [103, 262, 263].
This is the underlying physics behind the Nahm data, and gives us a rationale for
identifying the geometry of the Nahm data moduli space with that of the monopole
moduli space.1
We will start our discussion, in Sec. 10.1, with a overview of D-branes and their
relation to SYM theories. Next, in Sec. 10.2, we will describe in more detail how
solitons — and monopoles in particular — fit into this picture. T-duality and the
1For a review of other topological solitons from the D-brane viewpoint, see Ref. [264].
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relationship between monopoles and instantons are discussed in Sec. 10.3. Finally,
the connection between the Nahm data and D-branes is explained in Sec. 10.4.
10.1 D-branes and Yang-Mills dynamics
D-branes are extended objects that are charged with respect to the so-called Ramond-
Ramond tensor fields. Historically, these objects were first found as black p-brane
solutions; i.e., as charged black-hole-like objects of an extended nature. A classic
paper by Polchinski [261] showed how to realize these objects in terms of conformal
field theory as boundaries on which a string can end. This latter characterization
provides a very powerful tool for studying D-branes. In this review, however, we do
not have space for a systematic introduction to open string theories. Rather, we will
approach D-branes heuristically and borrow key results from string theory whenever
convenient.
10.1.1 D-brane as a string background
The D-branes that we will be interested in are those found in type IIA and type IIB
string theories. The Ramond-Ramond tensor fields C(p+1) are antisymmetric tensor
fields, or equivalently (p + 1)-forms, living in the ten-dimensional spacetime. There
is a gauge transformation involving a p-form Λ(p),
C(p+1) → C(p+1) + dΛ(p) , (10.1.1)
in complete parallel with the case of the usual vector gauge fields. The invariant field
strength is thus
H(p+2) = dC(p+1) (10.1.2)
and a typical equation of motion takes the form
∇ ·H(p+2) = · · · (10.1.3)
with electric sources and interaction terms on the right hand side. The case of p = 0
corresponds to the usual Abelian gauge field.
One way to think about a D-brane is as a supersymmetric background for type II
superstrings. The action for the low-energy effective theory, type II supergravity, is
S =
∫
spacetime
√
ge−2φ
(
R + 4(∇φ)2 − 1
2 · 3! |dB|
2
)
+
∫
spacetime
√
g
∑
p
−1
2 · (p+ 2)! |dC
(p+1)|2 + · · · . (10.1.4)
This contains terms with a dilation φ and a Kalb-Ramond 2-form field B. The ellipsis
represents various interaction terms as well as those required for the supersymmetric
completion of the theory. Just as an electrically charged particle couples minimally
to a vector gauge field through
Sint =
∫
worldline
C(1) (10.1.5)
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and enters the equation of motion for the latter via
∇ ·H(2) = ∗δworldline + · · · , (10.1.6)
we may imagine extended objects with p spatial dimensions that couple minimally
to these higher rank tensor fields via
Sint =
∫
worldvolume
C(p+1) (10.1.7)
and provide electric source terms of the form
∇ ·H(p+2) = ∗δworldvolume + · · · . (10.1.8)
Here δworldvolume is the (9−p)-form delta function supported on the worldvolume and
∗ is the Hodge dual operation.
The coupling to gravity allows us to find solutions with finite energy per unit
volume that carry such electric charges. These are typically gravitational solitons of
an extended nature, which are generically black p-brane solutions with event horizons.
D-branes are represented by a specific subclass of these solutions that have the lowest
possible mass per unit volume. They have a universal form as follows. The metric is
an extremal black p-brane solution,2
g = f−1/2(−dy20 + dy21 + dy22 + · · ·+ dy2p) + f 1/2(dx2p+1 + · · ·+ dx29) (10.1.9)
where for n Dp-branes, located at ~x = ~X(i) (i=1, 2, . . . , n), f is a harmonic function
on R9−p of the form
f = 1 +Qp
n∑
i=1
1
|~x− ~X(i)|7−p
(10.1.10)
with Qp a quantized dimensionful quantity. This solution has event horizons at
~x = ~X(i), and can be thought of as an analog of the extremal Reissner-Nordstro¨m
black holes that appear in the four-dimensional Einstein-Maxwell theory.
The dilaton φ and the Ramond-Ramond tensor field C(p+1) are also fixed in terms
of the same harmonic function f via
eφ = eφ0f (3−p)/4
dC(p+2) = e−φ0dxI ∧ dy0 ∧ dy1 ∧ · · · ∧ dyp × ∂I
(
1
f
)
. (10.1.11)
10.1.2 D is for Dirichlet
These solutions are called D-branes because strings can end on them; i.e., they satisfy
a Dirichlet boundary condition at ~x = ~X(i) [261]. While we must understand how
D-branes are realized in the full string theory in order to show this fact, it turns out
that there is a more heuristic picture of why this happens [266, 267]. Here we will
2See Ref. [265] for a thorough review of supersymmetric solution of this types.
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follow Ref. [267] and consider a Nambu-Goto string propagating in the background
of two parallel D-branes, and ask what would happen if part of that string happened
to meet the horizon at ~x = ~X(i). If we denote the induced metric on the world-sheet
by hµν , the action is
S = − 1
2πα′
∫
dσ2
√−Det h , (10.1.12)
up to couplings to the dilaton and to the antisymmetric tensor B. (The latter is
absent in a D-brane background, while the dilaton coupling occurs at higher order in
α′ and will be subsequently ignored.)
The spacetime geometry for a pair of parallel Dp-branes located at ~x = ~X(1) and
~x = ~X(2) is completely determined by the harmonic function
f = 1 +
Qp
|~x− ~X(1)|7−p
+
Qp
|~x− ~X(2)|7−p
. (10.1.13)
We consider a string segment stretched between such a pair and denote its embedding
into the coordinates yµ and xI by Yµ(σ
s) and XI(σ
s), where the σs are the two
worldvolume coordinates. For the sake of simplicity, we will choose σ1 = σ to run
from 0 to 1 and adopt a static gauge where the world-volume time σ0 = τ is identified
with that of spacetime, y0, so that Y0(τ, σ) = τ . The induced metric is
h = −f−1/2dτ 2 + f−1/2∂sY n∂tY ndσsdσt + f 1/2∂sXI∂tXIdσsdσt . (10.1.14)
Taking its determinant, we find
Det h = −(∂σXI)2−f−1(∂σY n)2+Det
(
f−1/2∂sY
n∂tY
n + f 1/2∂sX
I∂tX
I
)
. (10.1.15)
Note that the third term contains two factors of the time derivatives ∂τX and ∂τY .
This implies that there exists a static solution
~X = σ~L , ∂sY
n = 0 , (10.1.16)
with ~L = ~X(1) − ~X(2), that corresponds to a straight BPS string segment located at
a constant yn coordinate. The action per unit time for a static configuration is the
energy, so we find the ground state energy to be
1
2πα′
L ≡ 1
2πα′
|~L| . (10.1.17)
We find that the BPS mass of this stretched string is insensitive to the gravitational
radius of the background. However, there is a subtlety here, in that the distance that
enters the mass formula is not the proper distance but rather a coordinate distance
in a preferred coordinate system, widely known as the isotropic coordinate system.
Consider small fluctuations around this ground state of the stretched string. Let
~X = σ~L+~ǫ(τ, σ), with ~ǫ orthogonal to ~L, and Y n = ηn(τ, σ). To the first nonvanishing
order, the determinant can be expanded as
Deth = − L2 + L2 (∂τηn)2 − f−1(∂σηn)2
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+ fL2 (∂τǫ
I)2 − (∂σǫI)2 + · · · . (10.1.18)
The ellipsis represents terms that are at least quartic in the small fluctuations, and
f here is to be evaluated along the ground state of the string, so f(~x) = f(σ~L). The
Lagrangian is obtained by taking the square root and expanding in powers of ǫI and
ηn.
For fluctuations orthogonal to the background Dp-branes, the combination fL2
is the effective (inertial) mass density. A finite energy motion must have a finite
integrated value of f (∂τǫ
I)2 and, in addition, f(ǫI)2 must integrate to a finite number
for any eigenmode of the Hamiltonian. With the divergence of f ∼ (∆σ)p−7 near
either end of the string (at least for small enough p), this immediately implies that
the ~ǫ part of the fluctuation must obey Dirichlet boundary conditions. In contrast,
no such condition is imposed on the other fluctuations, Y n = ηn, which are parallel
to the background Dp-brane. The boundary value of ~ǫ represents a fluctuation that
would take the endpoint of the string off the Dp-brane, so the Dirichlet boundary
condition means that the string cannot break away from the Dp-brane. This gives
a classical picture that tells us that Dp-branes are places where a string can end
and become an open string. A byproduct of this heuristic observation is that the
coordinates X i of the isometric coordinate system are the ones corresponding to the
world-sheet fields that must be quantized with Dirichlet boundary condition.
Finally we must caution the readers to be wary of this picture where we have
effectively “put the cart before the horse.” As is well known, the curved geometry
of the D-branes can be thought of as a higher-order effect from the viewpoint of the
open string. Here we have used this curved geometry to argue for the possibility of
open strings ending on the D-branes. This is one of many phenomena that must be
present if the D-brane story is to be a self-consistent one. Later in this section we
will provide further heuristic reasoning, based on charge conservation, as to why open
strings can end on D-branes. For this, however, we must first understand what kinds
of fields live on the worldvolumes of D-branes.
10.1.3 Low-energy interactions between D-branes
When we wrote the supergravity solution for many Dp-branes, we did not specify
what their positions ~X(i) should be; that was because these are moduli parameters. As
with ordinary solitons, we may imagine a low-energy approximation to the dynamics
of these D-branes, i.e., a moduli space approximation that includes the D-brane
positions as massless fields. An important constraint on such an attempt comes from
supersymmetry. The D-brane solution above preserves precisely half of the spacetime
supersymmetry, and thus must respect 16 supercharges. Recall that the number of
propagating field theory degrees of freedom is essentially independent of dimension
and is fixed solely by the supersymmetry. On the other hand, each position vector
~X(i) carries 9 − p parameters, so we must include additional bosonic, as well as the
fermionic, degrees of freedom. We must look for an appropriate supermultiplet into
which the moduli parameters can be organized.
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Except in two or six dimensions, where a chiral form of supersymmetry is possi-
ble, the smallest BPS supermultiplet in theories with 16 supersymmtries is unique.
Furthermore, this universal multiplet has exactly 9 − p scalars in it and generically
has a single gauge field as a superpartner carrying p − 1 degrees of freedom. Let
us call this the maximal vector multiplet. Thus, the low-energy effective action of a
single D-brane must involve a single maximal vector multiplet. Its action fits into the
Dirac-Born-Infeld action [268, 269, 270, 271, 272], whose bosonic part has two pieces.
The first term [273, 274, 275],
− µpe−φ
√
−Det (gµν + Bµν + 2πα′Fµν) . (10.1.19)
is a nonlinear kinetic term that dictates how the worldvolume moves. Here the tension
of the Dp-brane is µpe
−φ0 , where
µp =
2π
(2π
√
α′)p+1
(10.1.20)
is determined by the string tension and φ0, the asymptotic value of the dilaton, is
related to the asymptotic value of the string coupling constant by gs = e
φ0 .
Given a spacetime metric G, the induced metric that enters the action can be
written as
gµν =
9∑
I=0
∂µZ
I∂νZ
JGIJ (10.1.21)
with the Greek indices running over 0, 1, 2, . . . , p, and ZI embedding the D-brane
worldvolume into spacetime. Similarly,
Bµν =
9∑
I=0
∂µZ
I∂νZ
JBIJ (10.1.22)
is the pull-back of the NS-NS 2-form tensor B. (Throughout this report we will
consider only backgrounds with B ≡ 0.) The dilaton is given by
eφ = eφ0f (3−p)/4 . (10.1.23)
The second, topological, term [276, 277],
µp
[(p+1)/2]∑
n=0
C(p+1−2n) ∧ eB+2piα′F

(p+1)−form
, (10.1.24)
has no analogue in the usual gauge theory, since it dictates how worldvolume fields
couple to the spacetime Ramond-Ramond fields. This generalization of minimal
coupling has far-reaching consequences in what follows. One of its implications is that
a worldvolume configuration with nontrivial Chern-character, (i.e., nonzero integrals
of expressions like F n) couples minimally to a lower-rank Ramond-Ramond field and
behaves as if it were a D-brane of lower dimensions.
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Let us ask how such D-branes interact with each other in the low-energy limit. One
way to isolate the long-range interactions between these objects is to ask how a test D-
brane responds to another D-brane located far from the test D-brane. This is the same
sort of approximation that we adopted for determining the asymptotic form of the
moduli space metric for well-separated monopoles. To make it a valid approximation,
we would typically have to introduce many coincident D-branes, which would have
the effect of multiplying the charge Qp by a large integer. Since this does not change
the overall structure of the interaction, we will drop this step and pretend that we
are studying the interactions of just a pair of Dp-branes.
Thus, let us hold one Dp-brane at a fixed point, ~X(1), and ask for the low-energy
action of the other. This is simply achieved by inserting the background generated
by the first Dp-brane into the worldvolume action of the other. For instance, the
(p+ 1)× (p+ 1) matrix that enters the Born-Infeld term should be
gµν + 2πα
′Fµν = f
−1/2
12 ηµν + f
1/2
12
9∑
K=p+1
∂µX
K
(2)∂νX
K
(2) + 2πα
′F(2)µν
= f
−1/2
12
ηµν + f12 9∑
K=p+1
∂µX
K
(2)∂νX
K
(2) + 2πα
′f
1/2
12 F(2)µν

(10.1.25)
where we have chosen to use the yµ = (y0, y1, y2, . . . , yp) that appear in the D-brane
solution as the worldvolume coordinates and to encode the position of the second
D-brane in 9− p functions XK(2)(y). The effect of the first D-brane is encoded in
f12 = 1 +Qp
1
| ~X(2)(y)− ~X(1)|7−p
. (10.1.26)
Here we have kept an explicit subscript for X(2) and F(2) to emphasize that these are
fields defined on the worldvolume of the second D-brane. The function f12 also enters
the action via other background fields, φ and C(p+1). The first term in the derivative
expansion of the Born-Infeld action is
− µpe−φf−(p+1)/412 = −µpe−φ0
1
f12
. (10.1.27)
It appears that there is a potential term here from f12, but this interaction is precisely
cancelled by the minimal coupling, from Eq. (10.1.24), to the background C(p+1), so
the leading term in the derivative expansion is actually3
− µpe−φ0 . (10.1.28)
The next terms in the expansion, with two derivatives, are
− µpe−φ0 1
f12
[
1
2
f12 ∂µX
K
(2)∂
µXK(2) +
1
4
f12(2πα
′)2F(2)µνF
µν
(2)
]
. (10.1.29)
3As usual, there is an additive ambiguity in C(p+1), since only the field strength dC(p+1) is fixed
by the solution. This ambiguity can be resolved by asking that the leading constant term of the
worldvolume action be due entirely to the constant tension of the brane.
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These simplify considerably upon the introduction of a scalar field ΦK(2) = X
K
(2)/2πα
′
and become
− 1
2πeφ0
1
(2π
√
α′)p−3
[
1
2
(∂ΦK(2))
2 +
1
4
F 2(2)
]
. (10.1.30)
The dependence on the background has again disappeared, showing that, up to two
derivative terms, one D-brane does not feel the presence of the other.
In fact, supersymmetry combined with gauge symmetry is so restrictive that we
cannot write down any low-energy interactions between the D-branes if we stick only
to terms with two or fewer derivatives. Only when we include higher-order terms,
such as (velocity)4 or (field strength)4, do we begin to see long-range interactions
between the D-branes. For example, expanding the Born-Infeld term up to fourth
order in derivatives gives long-range interactions of the form
e−φ0(
√
α′)7−pf12 ×
[
F 4(2) or (∂Φ
K
(2))
4
]
(10.1.31)
from the position-dependent part of f12.
10.1.4 Yang-Mills description and open strings
This latter form for the interaction is, at best, cumbersome to handle. A remarkable
fact about D-branes, however, is that these higher-derivative interactions can be
encoded in a perfectly sensible two-derivative action by including additional massive
fields. To reclaim the correct long-range interaction, we must take the somewhat
unusual path of quantizing the theory and then integrating out these additional fields.
These auxiliary fields are charged and, order by order, generate the correct long-range
effective interaction between the original massless U(1) fields. Of course, this is no
accident. The additional charged fields have a natural stringy interpretation as open
strings stretched between the two Dp-branes. We will now finally come to the point
and discuss how the worldvolume dynamics at low energy is encoded in a SYM theory.
For the proposed two-derivative action for n parallel Dp-branes, let us start with
the sum of the two-derivative terms from the Born-Infeld actions of the individual
Dp-branes,4
− 1
g2YM
n∑
i=1
[
1
4
(F(i))
2 +
1
2
(∂ΦK(i))
2
]
, (10.1.32)
where
g2YM = 2πe
φ0
(
2π
√
α′
)p−3
. (10.1.33)
This is precisely the bosonic part of the action of a U(1)n gauge theory with maximal
supersymmetry in any dimension. The proposal is simply to elevate this action to
that of the maximally supersymmetric U(n) theory,
− 1
g2YM
tr
1
4
F 2 +
1
2
(DΦK)2 − 1
4
∑
K,M
[ΦK ,ΦM ]2
 , (10.1.34)
4Note that our conventions in this chapter differ somewhat from those of the previous chapters.
We use a (-+++) metric, and have rescaled the gauge fields by a factor of gY M = e/
√
2.
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Figure 10.1: Parallel D-branes. The dynamics of D-branes is described by
the elementary excitations of the open strings ending on them. When the D-
branes are separated, the corresponding Yang-Mills gauge group U(n) is broken
to U(1)n, and open strings with both ends on the same D-brane give rise to the
unbroken Abelian gauge theory on the D-brane. The open strings connecting
two parallel and separated D-branes produce massive vector mesons, which
correspond to the off-diagonal parts of the U(n) gauge fields.
with the ΦK being in the adjoint representation [278].
The dictionary for recovering individual D-branes is well-known. If we go to
the Coulomb phase of this non-Abelian theory, with the Higgs expectation value in
diagonal form, then the identification is
ΦK =

ΦK(1) 0 0 · · ·
0 ΦK(2) 0 · · ·
0 0 ΦK(3) · · ·
· · · · · · · · · · · ·
+ off-diagonal parts (10.1.35)
and similarly for the gauge field part. Since ΦK(i) = X
K
(i)/2πα
′, the diagonal parts of
the adjoint scalar fields encode the positions of the individual D-branes. When the
eigenvalues of the vev are all distinct, the fields corresponding to the off-diagonal
parts, Aij and Φ
K
ij with i 6= j, are all massive and do not correspond to moduli of
D-branes. Rather, they behave as massive fields that are charged with respect to the
diagonal U(1)n theory.
The origin of the off-diagonal components is also clear, once we know that D-
branes allow open strings to terminate on their worldvolume. Pictorially, we associate
the components Aij and Φ
K
ij (and their superpartners) with the lowest lying modes of
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a supersymmetric open string with ends on the ith and jth D-branes (see Fig.10.1).
The mass of such straight stretched strings should be, as we saw above in the classical
approximation, the string tension times the distance Lij between the two D-branes.
In the supersymmetric case, this naive classical formula actually gives the correct
energy,
E =
1
2πα′
Lij , (10.1.36)
of the lowest-lying mode (after the GSO projection) of such a string. The massive
particles corresponding to Aij and Φ
I
ij have masses√∑
I
[ΦI(i) − ΦI(j)]2 =
1
2πα′
√∑
I
[XI(i) −XI(j)]2 =
1
2πα′
Lij , (10.1.37)
thus supporting the claim that they correspond to these lowest-lying modes.
In the case of two parallel D-branes, corresponding to a U(2) = U(1) × SU(2)
theory, we identify the traceless part of the 2 × 2 matrices with the fundamental
representation of SU(2). The normalization is such that the Yang-Mills coupling here
is related to the (3 + 1)-dimensional electric coupling constant by e2 = 2g2YM . Recall
that our conventions are such that e is the electric charge, in terms of canonically
normalized gauge fields, of the vector meson that becomes massive when the SU(2)
symmetry is broken to U(1).
The electric charge of the massive vector meson is also consistent with such a
picture, thanks to the coupling of Bµν to 2πα
′Fµν . This coupling in the Dirac-Born-
Infeld action generates an additional source term for B such that
d ∗ dB = δstring + δD ∧ ∂LDBI
∂(2πα′F )
(10.1.38)
where LDBI is to be understood as a (p+1)-form density. In the absence of magnetic
sources for B, the left-hand side is an exact eight-form, so the two terms on the right-
hand side must cancel each other when evaluated on any compact eight-dimensional
hypersurface. Whenever n fundamental strings end on a Dp-brane, giving a net con-
tribution from the first source term, the second source term must be there to provide
an equal and opposite contribution. The latter is precisely the electric charge on the
worldvolume. In other words, the fundamental string flux which is a gauge charge for
B is transmuted to an electric flux on the worldvolume, making the endpoint appear
as a point charge.
Starting from this, the effective interactions between D-branes are reproduced
by integrating out these additional, massive fields. Because of supersymmetry, only
terms with four or more derivatives survive, with the leading terms reproducing
precisely the four-derivative interaction given previously. For the simple case of a pair
of D0-branes, the procedure of integrating out the massive and charged off-diagonal
part has been carried out up to two loops, and has been successfully compared to the
prediction from long-range supergraviton exchange.
The interactions among D-branes are reproduced by a quantum radiative cor-
rection. When the Lij/2πα
′ are finite, the fields corresponding to the off-diagonal
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parts of the matrices are all massive. The Wilsonian effective action is obtained by
integrating out all these massive fields, thus generating additional interactions among
the diagonal entries. If we lift the above bosonic action to that of a maximally super-
symmetric U(n) gauge theory, the leading one-loop terms are (up to a multiplicative
numerical constant)
∼ 1|~Φ(i) − ~Φ(j)|7−p
×
[
(F(i) − F(j))4 or (∂ΦK(i) − ∂ΦK(j))4
]
. (10.1.39)
This has exactly the right factors of α′ and the string coupling to match with the
long-range interaction of Eq. (10.1.31) that was found by expanding the Born-Infeld
action of one D-brane in the background of the other. In fact, the coefficient has been
found to match precisely.5
Strictly speaking, these two computations are really justified in two different
regimes. The open string picture is based on the regime where α′ and Lij are taken to
zero simultaneously while keeping Lij/α
′ finite. The previous (closed string) picture
is valid when we consider larger separations Lij while keeping the kinetic terms small
(in units of 1/α′) so that α′F ≪ 1 and α′∂Φ ≪ 1. In particular, this is why an F 4
term is absent from the self-energy in the open string picture while it is present in the
Born-Infeld action. It is the maximal supersymmetry enjoyed by the D-branes that
allows the naive extrapolation between the two regimes and renders the comparison
here possible.
10.2 Yang-Mills solitons on D3-branes
Let us concentrate on the case of many D3-branes parallel to each other, with po-
sitions XI(i) in R
6. According to the above discussion of the low-energy dynamics,
the worldvolume dynamics is then described by a maximally supersymmetric U(n)
Yang-Mills theory in a Coulomb phase, with the six adjoint scalars having diagonal
vevs 〈ΦIii〉 = XI(i)/2πα′. In such a theory there should be magnetic monopoles that
appear as solitons. In this section, we will describe how these solitons are represented
in the D-brane picture, and how their low-energy dynamics is again described by a
lower-dimensional Yang-Mills theory.
10.2.1 Magnetic monopoles as deformations of D3-branes
We must not forget that the D-brane action also contained topological terms,
µp
∑
i
[(p+1)/2]∑
n=0
C(p+1−2n) ∧ e2piα′F(i)

(p+1)−form
, (10.2.1)
that must be similarly elevated to a non-Abelian form. The leading term, involving
C(p+1), was already incorporated into the above Yang-Mills form of the action; it was
5Quite a few computations of this kind have been performed in recent years. Some of the more
explicit examples can be found in Refs. [279][280], which considered the case of D0-branes.
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used to cancel the static force coming from the NS-NS sector via the Born-Infeld
term. Once we have carried out the derivative expansion, the remaining terms from
the topological part of the action can be similarly expanded and elevated into a
Yang-Mills form as
µp
∑
i
[
C(p−1) ∧ (2πα′F(i)) + C(p−3) ∧ 1
2
(2πα′F(i))
2 + · · ·
]
(10.2.2)
where the ith term is to be evaluated on, and integrated over, the ith worldvolume.
With this in mind, let us consider an N = 4 U(2) theory spontaneously broken
to U(1)×U(1) by an adjoint Higgs, rescaled as in Eq. (10.1.34), with
〈Φ〉 = 1
2
( −v 0
0 v
)
. (10.2.3)
As we discussed above, the corresponding D-brane picture is a pair of parallel D3-
branes, separated from each other by a distance 2πα′v. Without loss of generality, we
may choose the separation to be along the x9-direction, which means that we should
identify Φ9 as the adjoint scalar with the above expectation value.
The BPS monopole of this theory has a very specific profile, which in the unitary,
or string, gauge take the form
Φ = −σ
3
2
[
v coth(vr)− 1
r
]
. (10.2.4)
In terms of the Abelian fields associated with each of the D3-branes, we have
Φ(1) = −Φ(2) = −1
2
[
v coth(vr)− 1
r
]
. (10.2.5)
Note that these scalar fields vanish at the origin. On the other hand, we gave an
interpretation of these scalar fields as positions of the individual D-branes. Visualizing
the shape of the two D3-branes, then, we conclude that the two D3-branes bend
themselves and touch each other along the middle hyperplane, x9 = 0, precisely at
the center of the monopole core.
In this gauge, the diagonal part of the gauge field satisfies an Abelian Bianchi
identity and must have the profile of a Dirac monopole,
A3 = (cos θ − 1)dφ , (10.2.6)
in the usual R3 spherical coordinates. The magnetic flux associated with this long-
range Abelian gauge field consists of two diagonal fields,
F(1) = −F(2) = −1
2
sin θ dθ dφ = −r · dr
2r3
, (10.2.7)
that represent 2π flux flowing from the first brane and flowing into the second brane.
The apparent singularity at the origin is smoothed out by the non-Abelian nature of
the true gauge field, whose off-diagonal part,
A1 + iA2 =
ivr√
2 sinh(vr)
(dθ + i sin θdφ) , (10.2.8)
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Figure 10.2: Two alternatative pictures of an SU(2) magnetic monopole
(charged vector meson) in terms of D-branes. The figure on the left shows
D3-branes deforming themselves to meet at a point. Supersymmetry requires
that a net magnetic (or electric) charge flow from one D3-brane to the other,
resulting in a BPS magnetic monopole (a charged vector meson). In terms of
conserved charges, this is equivalent to a segment of D1-string (fundamental
string) suspended between the D3-branes, as shown on the right.
becomes important near the origin but has an exponentially suppressed asymptotic
behavior.
For an even clearer picture, let us go to the limit where the vev v is very large. The
core of the monopole, where the deformation of the D3-brane worldvolume is most
pronounced, is small — of order 1/v — while the protruding part of the worldvolume
becomes elongated along the x9 direction and is roughly of length 2πα
′v. This looks
like a long thin tube, with a pinched middle point, connecting the two D3-branes,
as illustrated in Fig. 10.2. The pinching of the tube is related to the fact that we
can view the asymptotic regions as two D3-branes, rather than as a D3- and an anti-
D3-brane. (Without the pinching, the two parallel objects would necessarily have
opposite orientations.) Thus, we may view the magnetic monopole as a localized and
tubular deformation that connects two parallel D3-branes.
10.2.2 Magnetic monopoles as D1-brane segments
When this configuration is viewed in terms of closed string fields, Eq. (10.2.2) gives
the topological coupling
µ3C
(2) ∧ 2πα′F , (10.2.9)
which induces a D1-brane charge, coupled minimally to C(2), on the tube. Since the
flux is quantized in units of 2π, the D1-brane charge per unit length along the tube
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is
µ3πα
′
∮
S2
F = µ3(2π
√
α′)2 = µ1 , (10.2.10)
which is exactly the charge per unit length of a D1-brane. Thus the tube, if we ignore
its girth, looks exactly like a segment of a D1-brane (or D-string) stretched between
two D3-branes. The length of the segment is 2πα′v, the same as the distance between
the two D3-branes.
A less precise way of seeing this is to start with the the picture of two D3-branes
connected by a D-string segment. Because of the same topological coupling, but seen
from the opposite viewpoint, the gauge fields on the D3-branes see the end points
of the D-string segment as sources of the ∓2π magnetic flux. By itself, this does
not show the precise structure of the monopole solution, but it suffices as far as the
conserved charge goes [281].
This crude picture should be no stranger than our earlier assertion that massive
vector mesons are stretched fundamental string segments between a pair of D3-branes
[282]. The only difference here is that in the weak coupling limit the monopole is a
large solitonic object amenable to semiclassical treatment, while the vector meson is
small and must be treated quantum mechanically. If we go to the opposite extreme
of very large Yang-Mills coupling, monopoles will appear very small while vector
mesons are very large, so there is no fundamental distinction between a fundamental
string segment and a D-string segment. In ordinary field theories, the interpolation
between the weakly coupled and the strong coupled regime is dangerous, but for
the case at hand, where we are considering 1/2-BPS objects, the large number of
supersymmetries protects these pictures.
10.2.3 1/4-BPS dyons and string webs
In the context of this symmetric view of monopoles and vector mesons, the construc-
tion of some dyonic states follows naturally. The trick is to realize that, in addition to
the fundamental strings and D-strings, there are other varieties of (1+1)-dimensional
string-like objects, known as (q, p) strings. These are tightly bound states of q fun-
damental strings and p D1-branes, with q and p required to be coprime integers.
From the D1-brane viewpoint, a (q, 1) string is nothing but a D1-brane carrying q
units of quantized electric flux. When q and p are coprime integers, p D1-branes can-
not share q quantized electric fluxes equally among themselves, and must therefore
be at the same location in order to be able to carry such a charge and yet remain
supersymmetric.
Type IIB superstring theory possesses an SL(2, Z) duality, similar to that ofN = 4
SU(2) SYM theory, except that it acts on these string-like objects instead of on the
charged particles. The appearance of these additional strings is again a consequence
of the SL(2, Z). Having a segment of (q, p) string ending on a pair of D3-branes
generates q units of vector meson charge and p units of monopole charge, leading
to a simple (q, p) dyon of the SU(2) SYM theory. Thus, the SL(2, Z) of N = 4
SYM theories is a direct consequence of the SL(2, Z) of type IIB superstring theory.
Perhaps a more accurate way of phrasing this is to say that the existence of (q, p)
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Figure 10.3: The four simplest types of string junction corresponding to 1/4-
BPS dyons. The circles represent the D3-branes on which the strings end, while
the strings are labelled with their charges. Each of these four types preserves
a different 1/4 of the N = 4 supersymmetry.
dyons in the SYM theory is important evidence for the SL(2, Z) duality of the type
IIB theory.
At the same time, it is clear that most of the dyons we have found cannot be
realized in this simple manner. As we have seen, in a theory with gauge group of
rank ≥ 2, the electric and magnetic charges of a generic dyon do not correspond to
parallel vectors in the Cartan subalgebra. From the D-brane viewpoint, such a dyon
cannot be made from a single (q, p) string segment connecting a pair of D3-branes.
Instead the desired configuration must involve strings with ends on more than two
D3-branes, which is possible for rank 2 and higher gauge groups. The simplest case
would involve three types of strings, each with one end on a different D3-brane and
the other at the junction of the three strings.
For instance, a (1, 0) string and a (0, 1) string can join to become a (1, 1) string
[216][217], with the ends of this “three-pronged” configuration each on a different D3-
brane [177]. In the SU(3) theory, this corresponds (in a suitably chosen basis) to a
dyon with magnetic charge corresponding to β1+β2 and electric charge corresponding
to ±β1. Consideration of the energetics alone shows that the location of the junction
point is determined solely by the positions of the D3-branes. Each of the three
strings has a definite tension, regardless of its length, so the positions of the D3-
branes define three attractive force vectors acting on the junction. The balance of
forces determines where the junction will be, as shown in Fig. 10.3. For this three-
pronged string configuration, the balance of forces is enough to guarantee its BPS
nature. Just as in the field theory computation, these dyons would preserve 1/4 of
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Figure 10.4: A string web corresponding to a 1/4-BPS dyon made from a
sequence of distinct fundamental monopoles. The horizontal line has a D-
string charge while the vertical lines are fundamental strings. Note that the
fundamental strings are all flowing along the same direction.
the N = 4 supersymmetry.6
More generally, we can consider a web of (q, p) strings with many junctions and
many external ends ending on D3-branes [178]. With more than three external lines,
however, the balance of forces is not enough to guarantee the 1/4-BPS property.
We saw from the field theory BPS equations that at most two adjoint Higgs fields
can be involved in the formation of 1/4-BPS dyons. Since the adjoint Higgs field
encodes the configuration of the D3-branes and the strings, this translates to the
condition that the string web be planar. Furthermore, the field theory BPS equation
has only two overall sign choices, one for the primary BPS equation and another for
the secondary BPS equation. This translates to the condition that the orientation of
string segments be consistent with each other. Thus, for example, two (1, 0) string
segments in different parts of the web should be directed the same way.
Figure 10.4 illustrates the string web corresponding to the dyonic bound states
made from of a sequence of distinct monopoles, as in the previous chapter. It has
one D1-brane connecting two D3-branes and passing by many nearby D3-branes.
Fundamental strings shoot out from the latter set of D3-branes to meet the D1-brane.
The fundamental string charges can then be immersed into the worldvolume of the
D1-brane as electric fields. This pattern is uniquely determined by the magnetic and
electric charges on the D1-string and by how many fundamental strings come out of
each of the D3-branes. Apart from the balancing of forces at each and every junction,
the BPS condition requires that all fundamental string segments are directed in the
same way: all up or all down. While the string web picture is not particularly useful
for the counting of states, it proves to be a handy way of cataloging whether a given
dyonic state exists. In terms of the restrictions found in the index computations
for 1/4-BPS dyons in N = 4 SYM theory, the following correspondence can be
established:
6An interesting realization of this configuration in a gravitational setting is given in Ref. [283],
where the D3-branes at the ends of two of the three prongs are replaced by a gravitational back-
ground. See also Ref. [284].
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• ±a˜AqA > 0 ⇒ unidirectional property of (q, p) strings in any given web. The
same type of string cannot appear twice with opposite orientations.
• |qA| < |a˜A| ⇒ existence of three-point junctions. Too much electric charge (or
too many fundamental strings) will pull the junction to the side and destroy it.
The resulting string web configuration is not supersymmetric, and the corre-
sponding field theory configuration involves two or more charged particles that
repel each other.
10.3 T-Duality and monopoles as instanton par-
tons
Before proceeding to the Nahm data, let us consider a variation on the above D-
brane/Yang-Mills soliton picture. Instead of considering supersymmetric configura-
tions of D3-branes, we will consider D4-branes. Just as an open D1-brane acts like
a monopole in a D3-brane, a D0-brane can be embedded into a D4-brane and act
like an instanton soliton. Not only is this phenomenon of interest on its own but,
after T-dualizing the configurations, we will find important implications for monopole
physics. In this section, we start with the D0/instanton correspondence, then explain
how T-dualization acts on the classical field theory degrees of freedom, and finally
arrive at the conclusion that monopoles can be considered as partons of an instanton
soliton when the latter is defined on R3 × S1. This will naturally lead us to the
ADHM and ADHMN constructions in the next section.
10.3.1 An instanton soliton as an embedded D0-brane
The line of thought of Sec. 10.2.2 can be extended immediately to the next topological
coupling,
µpC
(p−3) ∧ 1
2
tr(2πα′F )2 . (10.3.1)
For instance, we can consider a stack of n coincident D4-branes. The worldvolume
theory is a maximally supersymmetric U(n) Yang-Mills theory, and this coupling
implies that a classical configuration with∫
R4
trF ∧ F 6= 0 (10.3.2)
generates a D0-brane charge, as seen by spacetime [281]. We are already familiar
with such configurations as the instantons of four-dimensional Euclidean Yang-Mills
theory. In the (4+ 1)-dimensional setting, these instanton solutions exist as solitons,
again solving the familiar self-dual equation,
F = ± ∗ F . (10.3.3)
The quantization of the instanton charge is such that
1
8π2
∫
R4
trF ∧ F = k (10.3.4)
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for integral k, and the instanton [33] soliton with this charge generates a D0 charge
µ4 × 1
2
(2πα′)2 × 8π2k = µ4 ×
(
2π
√
α′
)4 × k = µ0 × k (10.3.5)
that represents precisely k units of D0 charge. One major difference from the mono-
pole case is that this solution does not need the scalar fields. Since the latter dictate
the actual shape of the D4-branes, it means that D0-branes do not induce any defor-
mation of the D4-brane worldvolume. All that happens is that, when the D0-branes
are absorbed by the D4-brane worldvolume, their point-like charges are converted
into self-dual Yang-Mills flux of arbitrary width.
The vacuum condition on D0-branes in the presence of D4-branes leads to the
familiar ADHM construction of instantons. As the first step towards this, we con-
sider k D0-branes embedded inside n D4-branes. From the worldvolume perspective,
the configuration is k instanton solitons of a (4 + 1)-dimensional, maximally super-
symmetric U(n) Yang-Mills theory. As with magnetic monopoles, the dynamics of
such solitons can be described by a moduli space approximation. Instead of doing
so, however, we will stick to the D-brane interpretation of the instanton solitons and
ask what type of Yang-Mills theory lives on their worldlines.
10.3.2 T-duality maps on Yang-Mills theories
Let us consider the Yang-Mills field theory associated with an infinite number of
parallel Dp-branes separated at equal distances along the x9 direction. Furthermore,
let us constrain their motions in such a way that the motion of a single Dp-brane is
exactly mimicked by all the other Dp-branes. In other words, we require the fields
labelled by the gauge index pair (i, j) to behave exactly like those with (i+ k, j+ k),
for any integer k. To ensure this, it is sufficient to require that
(Aµ)i+1,j+1 = (Aµ)ij (10.3.6)
for all integer pairs (i, j). (As a matter of convenience, we have partially fixed the
gauge so that the constraint can be written in a particularly simple form. Resusci-
tating the full gauge symmetry at the end of the day is straightforward.) The one
exception to this rule is for Φp+1, which encodes the positions of the Dp-branes along
xp+1. For this latter, the restriction we should require is that
Φp+1i+1,j+1 = Φ
p+1
ij +
2πR
2πα′
δij (10.3.7)
where 2πR is the distance between successive pairs of Dp-branes. The other adjoint
Higgs fields, ΦK˜ with K˜ = p+ 2, . . . , 9, obey the same constraint as the gauge field,
ΦK˜i+1,j+1 = Φ
K˜
ij . (10.3.8)
This set of constraints is naturally imposed if we view the system in a slightly
different way, that is, by dividing it by a 2πR shift of along xp+1 [285]. From this
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viewpoint, we consider all the Dp-branes as mirror images of each other and effec-
tively study a single Dp-brane sitting at a point on a circle of radius R. What is the
mass spectrum of the elementary particles of this theory? Since we are effectively in
a Coulomb phase of a U(∞) theory broken to U(1)∞, we expect to find an infinite
number of massive vector mesons. In fact, from the form of the Φp+1 that is responsi-
ble for the symmetry breaking, we can see that the off-diagonal fields, such as ~Ai,i+n,
have masses given by
m2n =
(
nR
α′
)2
(10.3.9)
for every integer n. In fact, there is exactly one maximal vector multiplet for each n.
We are also familiar with another situation where one gets an infinite tower of
massive fields with such an integer-spaced mass formula. This happens when a field
theory is compactified on a circle, say of radius R˜, and then described in terms of a
field theory in one fewer dimension. The squared masses of the so-called Kaluza-Klein
tower are then
m˜2n =
(
n
R˜
)2
(10.3.10)
for all integer n. For now, we note that the two mass formulas coincide if
RR˜ = α′ . (10.3.11)
What we wish to show in the rest of this section is that the above worldvolume theory
of a single Dp-brane sitting on a circle of radius R is equivalent to a worldvolume
theory of a D(p + 1)-brane whose (p + 1)th direction is wrapping a circle of radius
R˜ = α′/R. The same kind of statements hold for multiple Dp-branes and multiple
D(p+ 1)-branes; establishing these requires no more than adding additional internal
indices in what follows.
To actually prove the above statement, it is convenient to introduce a new param-
eter σ, with period 2πR˜, and organize the matrices ~Aij , Φ
p+1
ij , and Φ
K˜
ij into bilocal
quantities
Aν(y
µ; σ, σ′) ≡ 1
2πR˜
∑
mk
(Aν)mk(y
µ) e−imσ/R˜eikσ
′/R˜
Φp+1(yµ; σ, σ′) ≡ 1
2πR˜
∑
mk
Φp+1mk (y
µ) e−imσ/R˜eikσ
′/R˜
ΦK˜(yµ; σ, σ′) ≡ 1
2πR˜
∑
mk
ΦK˜mk(y
µ) e−imσ/R˜eikσ
′/R˜ . (10.3.12)
The choice of the Fourier basis is, of course, dictated by the periodic nature of the
allowed configurations.
Imposing the periodicity constraint effectively reduces the number of degrees of
freedom in such a way that we can replace the matrices by column vectors or, equiva-
lently, reduce these general bilocal expressions to local ones. It is a matter of straight-
forward computation to see that the three types of fields can be written in the form
[286]
Aν(y
µ; σ, σ′) = Aν(y
µ; σ) δ(σ − σ′)
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Φp+1(yµ; σ, σ′) =
[
Ap+1(y
µ; σ) + i
∂
∂σ
]
δ(σ − σ′)
ΦK˜(yµ; σ, σ′) = ΦK˜(yµ; σ) δ(σ − σ′) (10.3.13)
where all quantities on the right-hand side are local fields in terms of yµ and σ.
The derivative operator in Φp+1 can be understood as follows. The original matrix
quantities have a natural operation among themselves, namely matrix multiplication.
When we replace the matrices by bilocal quantities, this matrix multiplication carries
over to an integration: if Zkn =
∑
mXkmYmn, then their bilocal versions obey
Z(σ, σ′) =
∫
dσ′′X(σ, σ′′)Y (σ′′, σ′) . (10.3.14)
Thus, each bilocal quantity is an operator acting on the right, and the derivative with
respect to σ should be understood as such.
The actual SYM theory on a Dp-brane has three types of purely bosonic terms in
the action,
Sbos =
1
g2YM
∫
dp+1y
(
−1
4
trFµνF
µν − 1
2
trDµΦ
KDµΦK +
1
2
tr
∑
K<M
[ΦK ,ΦM ]2
)
.
(10.3.15)
[Here gYM is again given by Eq. (10.1.33).] If we follow the procedure described
above, this becomes
Sbos =
1
g2YM
∫
dσ dσ′ δ(σ′ − σ)
∫
dp+1y δ(σ′ − σ)
(
−1
4
FµνF
µν
−1
2
DµΦ
K˜DµΦK˜ − 1
2
[Dµ, Ap+1 + i∂σ][D
µ, Ap+1 + i∂σ]
+
1
2
∑
K˜<M˜
[ΦK˜ ,ΦM˜ ]2 +
1
2
∑
K˜
[Ap+1 + i∂σ,Φ
K˜ ][Ap+1 + i∂σ,Φ
K˜ ]
 , (10.3.16)
where the integrations over σ and σ′ and one of the delta functions come from taking
the trace;
After the integration over σ′, the two delta functions reduce to δ(0). This infinite
factor is an artifact of counting mirror D-branes as if they were real, and should
be replaced by the inverse volume factor, 1/2πR˜. The correct normalization of this
factor can be found by tracing back to the discrete index notation and dropping
precisely one summation. If we now define a (p + 2)-dimensional coordinate system
yµ˜ = (yµ, σ), with yp+1 = σ, and regard Ap+1 as a component of the gauge field along
the new direction, we obtain
Sbos =
1
g˜2YM
∫
dp+2y tr
−1
4
Fµ˜ν˜F
µ˜ν˜ − 1
2
Dµ˜Φ
K˜Dµ˜ΦK˜ +
1
2
∑
K˜<M˜
[ΦK˜ ,ΦM˜ ]2
 .
(10.3.17)
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This is precisely the bosonic piece of the (p + 2)-dimensional maximally supersym-
metric Yang-Mills theory on a circle of radius R˜. The modified Yang-Mills coupling
g˜2YM = g
2
YM2πR˜ =
(
2πeφ0
R˜√
α′
)(
2π
√
α′
)p−2
(10.3.18)
can be interpreted as the correct Yang-Mills coupling on D(p+ 1)-branes in a string
theory with a different string coupling constant,
eφ0 → eφ˜0 = eφ0 R˜√
α′
= eφ0
√
α′
R
. (10.3.19)
What we discover from this is that there is no real distinction between a Dp-brane
sitting on a circle of radius R and a D(p+1)-brane wrapping a dual circle of radius R˜ =
α′/R, provided that we tweak the Yang-Mills couplings of the two sides appropriately
[285].
While this is shown here at the level of low-energy dynamics, it has of course a
deeper origin in string theory, which goes by the name of T-duality. This T-duality
transformation also flips a GSO projection, and actually maps between type IIA
theory (which has only even p D-branes) and type IIB theory (which has only odd p
D-branes). This well-known fact will not be of relevance for our purposes; we refer
interested readers to the standard string theory textbooks.
In the SYM theory, the background geometry is not part of the configuration
space, so we cannot quite consider this operation as a discrete local symmetry. This
is why it is sometimes stated that there can be no T-duality in local field theories.
The T-duality here can be understood as a sort of tautology, since as far as the purely
field theoretical picture goes, there is only one sensible description of the setup as a
(p+2)-dimensional theory compactified on a circle. Nevertheless, its “T-dual picture”,
with an infinite number of (p + 1) dimensional fields, becomes quite useful once we
visualize it in terms of Dp-branes. In the next section, we will see the most famous
example of this, and see how these two different geometrical pictures allow a simple
understanding of the mysterious relationship between monopoles and instantons.
10.3.3 Monopoles are partons of periodic instantons
A slight modification of the D0-D4 system occurs when we consider D4-branes com-
pactified on a circle. A D0-brane on n D4-branes is then a U(n) instanton on R3×S1.
Let us further imagine turning on some Wilson lines along S1, thus effectively break-
ing the U(n) gauge symmetry to a smaller group, generically to the maximal torus
U(1)n. Having a Wilson line can be viewed as having one component of the gauge
field, A4, acquire an expectation value. In the T-dual picture, however, A4 came from
the adjoint scalar field associated with the D3-branes. The latter encodes where these
D3-branes are sitting along the dual circle S˜1. So we can also visualize the Coulomb
phase due to a Wilson lines as a separation of D-branes along some spatial direction.
The only difference is that this direction is now compact.
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Let us ask what happens to the D0-brane upon such a T-duality mapping. By
the nature of T-duality, it has to be converted to a D1-brane winding along the dual
circle, S˜1. Along the S˜1, on the other hand, are n D3-branes distributed according to
the value of the Wilson line; these meet the D1-branes at right angles. In particular,
the D1-brane can be split up into n segments, each connecting adjacent pairs of
D3-branes. Note that each of these D1-brane segments behaves exactly like a BPS
monopole with respect to the relevant pair of D3-branes. We find that, in the presence
of a Wilson line, n such mutually distinct monopoles compose a single instanton on
R3 × S1 [287, 288, 289, 290, 291, 292, 293].
In fact, this is the simplest way to understand why an instanton of U(n) theory
has exactly 4n moduli parameters; 4n equals 4 times n, and the moduli are really
coming from the fact that the instanton is composed of n monopoles, each of which
always carries four moduli.7 This also leads to a new type of solution, in which we
start with an instanton on R3 × S1 and send one or more of the monopoles away to
infinity. We end up with a solitonic configuration carrying both quantized magnetic
charge and fractional instanton charge.
Even more drastically, we could collapse the S1 and thus expand the S˜1 until we
have R3 × R˜1 on the dual side, where we could maintain some number ≤ n of D3-
branes sitting at finite positions along R˜1. Taking various limits of sending some of
the D1-brane segments to infinity, we end up with perfectly ordinary BPS monopoles
on R3. This gives a natural map relating the worldvolume theory of a D0-brane on
D4-branes to that of open D1-branes ending on D3-branes, which is essentially how
one obtains the Nahm data from the ADHM construction. We will come back to
this relationship in the next section, after we have first examined in some detail the
relation between the ADHM construction and the D0-D4 system.
10.4 ADHM and ADHMN constructions
We have seen that a D0-brane absorbed by a stack of D4-branes acts like an instanton
soliton, and have mentioned that the conventional ADHM data is nothing but the
specification of a supersymmetric configuration of a D0-brane under the influence of
D4-branes [297, 298, 299, 300]. Here we will make this more precise and describe
the ADHM data from this viewpoint. Upon T-dualizing this picture we find a D3-
D1 complex in which the D1-brane vacuum configurations become the Nahm data,
leading us to the desired connection between Nahm data and BPS monopoles.8
7This remarkable fact allowed us a better understanding of gaugino condensate in N = 1 super
QCD. By compactifying the Euclidean time, the basic instantonic objects in R3 × S1 are these
monopole solutions which have exactly the right zero mode structure to contribute to a superpoten-
tial and a fermion bilinear consisting of gaugino. See Ref. [294, 295, 296] for more detail.
8A somewhat different approach, in which the D3-D1 configuration is obtained from the decay
of unstable D4-branes, has been proposed recently in Refs. [301, 302].
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10.4.1 ADHM from D0-D4
In the absence of D4-branes, the low-energy theory on a D0-brane must be the unique
SYM quantum mechanics with gauge group U(k) and 16 supercharges. It has one
gauge field (with only a time component), nine adjoint scalars, and eight complex
fermions, also in the adjoint representation. The action is the dimensional reduction
of ten-dimensional SYM theory down to (0 + 1) dimensions. When D4-branes are
present, half of the supersymmetry is broken by the D4-branes, so the vector multiplet
is smaller than otherwise. The time-like gauge field and the five adjoint scalars
transverse to the D4-branes combine with half of the fermions into a vector multiplet.
Let us denote these five scalars by Xi.
The other parts of the maximal supermultiplet survive, and organize themselves
into an adjoint hypermultiplet that contains four real adjoint scalars and the other
half of the fermions. The hypermultiplets are what we are interested in, and we will
write their scalars in terms of two complex adjoint scalar fields H¯1 and H¯2. Another
modification is that we can now have open strings connecting the D0-brane and the
D4-brane. This induces hypermultiplets in the fundamental representation of U(k).
We will denote the two complex scalar fields of these hypermultiplets as Qfα, with
α = 1 or 2 while f = 1, 2, . . . , n labels the flavors.
Since we are dealing with a simple mechanical system, the vacuum condition
demands that all fields take constant values in such a way that the potential vanishes
identically. There are two types of potential terms. The commutator term,
∫
dt tr
−1
2
∑
i<k
[Xi, Xk]
2 +
∑
i,α
∣∣∣[Xi, H¯α]∣∣∣2
 , (10.4.1)
can be set to zero by insisting that Xk = 0, which amounts to saying that the D0-
branes are stuck to the D4-branes. The other part of the potential arises from the
so-called D-terms,
1
2
∫
dt
3∑
b=1
tr D2a =
1
2
∫
dt
3∑
b=1
tr
∑
α,β
(τa)
αβ
[H¯α, H¯†β] +∑
f
Qfα ⊗Qf†β
2 , (10.4.2)
where the τa are the Pauli matrices and the trace and the tensor product here refer
to the (implicit) U(k) gauge group indices.
The point of this is that the supersymmetric vacuum condition Da = 0 is exactly
the same as the ADHM equation [106] if we identify the (n + k) × k quaternionic
ADHM matrix with  Q1 +Q2j
H¯1 + H¯2j
 (10.4.3)
where j is one of the three quaternionic imaginary units. Starting from this picture,
one can derive the ADHM prescription for obtaining the instanton configuration on
R4. Since this goes well beyond the scope of this review, we will simply refer interested
readers to Ref. [300].
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10.4.2 Nahm data from D1-D3
Suppose we compactify one spatial direction on the D4-brane. From the D0-brane
viewpoint this means that one real scalar field from the adjoint hypermultiplet has
to become a covariant derivative along the dual circle; the argument for this exactly
parallels that in Sec. 10.3.2. We rewrite the adjoint scalars as four real fields,
H¯1 =
1√
2
(Y3 + iY0) , H¯2 =
1√
2
(Y1 − iY2) . (10.4.4)
If we take the Y0-direction to be the one that is compactified, then Y0 turns into a
covariant derivative along the dual circle parameterized by s, while the remaining
three Yi become functions of s; i.e.,
Y0 → iδ(s− s′)D0 ≡ iδ(s− s′)
[
iT0(s) +
∂
∂s
]
Yi → δ(s− s′)Ti(s) . (10.4.5)
The two gauge indices in the matrices turn into two continuous variables, s and s′,
living on the dual circle. We thus find∑
α,β
(τi)
αβ [H¯α, H¯
†
β]→ −δ(s− s′)
(
D0Ti +
i
2
ǫijk[Tj , Tk]
)
. (10.4.6)
Aside from the delta function and an overall sign, this is precisely the right-hand side
of the Nahm equation, Eq. (4.4.1).
To complete the reconstruction of the Nahm data, we must determine what the
T-duality transformation does to the fundamental hypermultiplets, Qfα. In the dual
D3-D1 picture, we would proceed as in Sec. 10.3.2 to find an effective theory of
D3-branes transverse to a circle. The trick here is to regard the circle as R/Z and
consider an infinite set of mirror image D3-branes that repeat themselves with 2πR
shifts in the covering space. In the D4-D0 picture, with k D0-branes, we start with
a U(k ×∞) theory and, for all fields but Y0, identify any given k × k block with the
next k × k block along the diagonal direction. For Y0, the diagonal entries are to be
shifted by R/α′ when the indices are shifted by k.
The question, then, is precisely what kind of (quasi-)periodicity condition we
should impose on the fundamental scalars. Since these are charged with respect to
the U(n) on the D4-branes, the rule for them must reflect the configurations of the
D4-branes. In the D3-D1 picture, the n D3-branes are spread out and separated from
each other. From the (4 + 1)-dimensional Yang-Mills theory viewpoint, this position
information is encoded in the Wilson line of the gauge field along the compactification
circle as
(
Pei
∮
A
)
D4-Branes
=

eis1/R˜ 0 0 · · · 0
0 eis2/R˜ 0 · · · 0
0 0 eis3/R˜ · · · 0
· · · · · · · · · · · · · · ·
0 0 0 · · · eisn/R˜
 (10.4.7)
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with sf being the position of the fth D3-brane on the dual circle. (This can be seen
by inverting the process we used in Sec. 10.3.2.) We have normalized the sf so that
they are periodic in 2πR˜ = 2πα′/R; roughly speaking, s lives along the original circle
in the eigenvalue space of A4/2πα
′.
Since the fundamental hypermultiplet couples to the gauge field on the D4-branes,
the only sensible prescription is to parallel transport the Qfα along the 2πR shift. This
means that we should require
(Qfα)j+k = e
isf/R˜(Qfα)j (10.4.8)
for any value of the color U(k) index j and the flavor U(n) index f . The upshot is
that on the dual circle we find
Qfα →
√
2πR˜ δ(s− sf) Qf (s) . (10.4.9)
The reason that the Qfα depend only on s, instead on both s and s
′, is that they
come from a fundamental representation, which has only one U(k) index, rather than
from an adjoint representation, which has two. Furthermore, because of the factor of
δ(s−sf), they are really just a set of numbers sitting at s = sf , rather than functions
of s. In the bilinear Q⊗Q†, there is no summation over a U(k) gauge index, so the
two delta functions remain intact. Thus we find the map
Qfα ⊗Q†fβ → 2πR˜ δ(s− sf) δ(s′ − sf) Qfα(sf)⊗Q†fβ (sf) (10.4.10)
or, equivalently,
Qf (s)α ⊗Q†fβ (s)→ 2πR˜ δ(s− s′)
[
δ(s− sf ) Qfα ⊗Q†fβ
]
, (10.4.11)
where we have dropped the arguments of the Qfα on the right-hand side since they are
only defined on the D3-brane positions s = sf . Combining this with Eqs. (10.4.2) and
(10.4.6), we find that the D-term condition of the ADHM construction transforms
into
D0Ti +
i
2
ǫijk[Tj, Tk] =
∑
f
2πR˜ δ(s− sf)
∑
α,β
(τi)
αβQfα ⊗Q†fβ . (10.4.12)
The jumping data from the Qfα encode the spatial separations between distinct fun-
damental monopoles, that is, between two sets of D1-brane segments on opposite
sides of a D3-brane.
When considered locally in s, this is precisely the Nahm equation for a configura-
tion of k distinct fundamental monopoles in an SU(N) gauge theory that is sponta-
neously broken by an adjoint Higgs whose vev has eigenvalues (. . . , sf−1, sf , sf+1, . . .)
[262, 263]. The normalization of the coordinates is such that the mass of the vector
meson corresponding to an open string between the fth and the (f +1)th D3-branes
is (sf+1 − sf)/2πα′. As discussed in Sec. 4.4.5, the Nahm construction for this case
requires jumping data, consisting of a pair of complex k-vectors a1 and a2; these
correspond to
√
2πR˜ Q1 and
√
2πR˜ Q2.
208
Because we started with a D0-D4 system and then T-dualized, with the sf being
periodic variables associated with Wilson lines, the global interpretation of this sys-
tem of equations differs from that of the usual Nahm data. However, this is easy to
fix: We consider the limit where the radius R˜ = α′/R of the dual circle goes to infinity
while (some of) the sf remain finite. In the process, we will find that at least one
D1-brane segment becomes infinitely long. We then remove some D1-brane segments
to infinity. We must find a boundary condition for this limit that is consistent with
the monopole interpretation of the D1 segments.
For instance, suppose that we keep k D1-brane segments in one interval, say on
(s1, s2), while taking the segments in all other intervals to spatial infinity. Without
loss of generality, we can take −s1 = s2 = πα′v, so that this generates k SU(2)
monopoles of mass 4πv/e. We then have a one-dimensional self-duality equation on
a finite open interval, (−πα′v, πα′v),
D0Ti +
i
2
ǫijk[Tj , Tk] = 0 (10.4.13)
with delta-function sources at s = ±πα′v. Furthermore, since the other D1-brane
segments have been removed to spatial infinity, the Qfα at the ends, and therefore the
source terms, must diverge. The proper thing to do would be to first solve for the
Nahm data, and then in the solution take the limit of some branes going to infinity.
On the other hand, since we are dealing with a local field theory on the D1-branes,
there must be some boundary conditions at s = ±πα′v that effectively emulate this
procedure and give the correct Nahm data without having to go through this limiting
procedure.
As we discussed in Sec. 4.4, the Nahm equation without the source terms allows
singular behavior at the boundaries. The requirement that the divergence in the
commutation term balance against that in D0T constrains the singularity at s =
−πα′v to be a pole of the form
Ti(s) = − ti
s+ πα′v
+ · · · (10.4.14)
with
ti =
i
2
ǫijk[tj , tk] (10.4.15)
and with similar behavior at s2 = πα
′v. The singular boundary behavior is deter-
mined by the choice of the SU(2) representation ta. (Regular behavior also may be
included in this discussion by taking the trivial representation, ta = 0.) This matches
the known boundary condition for the Nahm data, given in Sec. 4.4, if and only if
the k × k matrices ta form an irreducible representation of SU(2).
While it remains quite difficult to show that the irreducible representation is
the only acceptable boundary behavior, there is a simple physical motivation for
this choice. Recall that the D1-brane picture is itself motivated from the shape of
monopole solitons on D3-branes. As we saw earlier, the monopole solution can be
regarded as a tubular deformation of flat D3-branes, with the tube carrying D1-brane
charge. For large charge or small electric coupling, however, it is clear that the shape
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s ~ 2piα Φ’
2piα’r  ~          T
Figure 10.5: Coordinates and scalar fields on the D1-brane and the D3-brane
have a reciprocal relationship. The linear coordinate s on the D1-brane is
encoded in the adjoint Higgs field Φ on the D3-brane, while the spatial coor-
dinates ra on the D3-brane are encoded in the adjoint Higgs fields T
a on the
D1-brane.
of the tube can be reliably described by the classical monopole solution where the
tube widens and continuously merges into the D3-branes. The asymptotic form of
the charge k SU(2) monopole solution in the unitary gauge scales as
Φ(2) −
(
−v
2
)
=
k
2r
+ · · · . (10.4.16)
On the other hand, near s1/2πα
′ = −v/2 the coordinate s/2πα′ on the D1-brane
encodes the value of the quantity Φ(2), since the latter is really the transverse position
coordinate of the deformed D3-brane (see Fig. 10.5). In the same spirit, the Ti specify
the position of the tube along the D3-brane worldvolume directions, and are related
to the position 3-vector ri by TiTi ≃ r2/(2πα′)2Ik×k. This map tells us that the
monopole solution on the D3-brane would appear as a configuration of the Ti on the
D1-brane such that
s− s1 ≃ k
2
√
TiTi
(10.4.17)
or, more precisely,
TiTi ≃
(
k/2
s− s1
)2
Ik×k , (10.4.18)
which suggests that the boundary condition must be chosen so that
titi ≃ (k/2)2Ik×k . (10.4.19)
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The quadratic Casimir of the k-dimensional irreducible representation is (k2−1)/4 ≃
(k/2)2, so the Nahm data boundary condition gives us a D1-brane picture consis-
tent with the D3-brane viewpoint. A reducible representation would be difficult
to reconcile with this in two aspects. The “size” of TiTi would be smaller since
l2 + (k − l)2 = k2 − 2l(k − l) < k2 for any positive l < k. Even apart from the
issue of the size, a reducible representation would make the configuration appear as
if there were two or more unrelated tubes whose sizes were labelled by the size of the
irreducible blocks.
This observation generalizes immediately to the case with arbitrary numbers of
D1-brane segments. If two families of D1-branes, with k and k′ < k components,
respectively, are on opposite sides of a D3-brane, the net magnetic charge on the D3-
brane is k−k′, and the asymptotics of the BPS monopole is determined by k−k′. We
therefore conclude that the boundary condition across the D3-brane should contain
a pole-like divergence on a (k − k′)× (k − k′) irreducible block. This again matches
the known Nahm data boundary condition precisely. A mathematical proof, from
string theory, of whether and why this generically singular boundary condition is the
only consistent choice is still absent as far as we know. A more detailed discussion
of the relationship between different Nahm data boundary conditions was given in
Ref. [110].
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Appendix A
Complex geometry and the
geometry of zero modes
A.1 Complex geometry
While the moduli space always comes with a metric that defines the affine connection
and curvature tensor, the moduli spaces of supersymmetric solitons are often endowed
with additional structures, such as the Ka¨hler and hyper-Ka¨hler structures that are
required by the constraints on the dynamics imposed by the supersymmetry. In this
brief appendix we outline some basic concepts and ideas in complex geometry that
are of some relevance for the monopole moduli space.
A.1.1 Complex structure and integrability
A manifold is “almost complex” if there is a tensor field Jmn that rotates any tangent
vector by 90 degrees. Since rotating by 90 degree twice reverses direction, an invariant
way to state this condition is to say that
JmnJ
n
k = −δmk . (A.1.1)
An example of this is, of course, the complex plane, where the action of J is induced by
multiplication of complex numbers by i. In terms of holomorphic and antiholomorphic
vector fields, the action of J is diagonal:
∂
∂z
→ −i ∂
∂z
∂
∂z¯
→ +i ∂
∂z¯
. (A.1.2)
However, this particular J satisfies many more properties than a generic “almost
complex structure.”
The idea of a complex manifold should be that we can model the manifold locally
by Cn, just as a real manifold is something that is locally Rm. The reason why a
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manifold with J2 = −1, is called almost complex is that, without a further integra-
bility condition on J , there is no guarantee that a holomorphic coordinate system zk
exists and that we can write J in a simple form as above. For the manifold to be
truly complex, an almost complex structure must satisfy the integrability condition
0 = Jmn(∂mJ
k
l − ∂lJkm)− Jml(∂mJk n − ∂nJkm) . (A.1.3)
The expression on the right-hand-side is known as the Nijenhuis tensor. If this con-
dition holds, the manifold can be equipped with holomorphic and antiholomorphic
coordinates on which J acts diagonally, as in the example of the complex plane. Such
a tensor J is called a complex structure.
The Nijenhuis tensor can be regarded as a mapping N of a pair of vector fields to
a third vector field,
1
2
N(X, Y ) = [JX, JY ]− [X, Y ]− J [JX, Y ]− J [X, JY ] . (A.1.4)
Note that if there exist a holomorphic coordinate system, as above, we can write any
vector field X in terms of this coordinate basis so that it can be decomposed into a
(1, 0) type vector field and (0, 1) type vector field,
X = xk
∂
∂zk
+ x¯k
∂
∂z¯k
. (A.1.5)
It is then straightforward to show that the Nijenhuis tensor acting on any pair of vec-
tor fields is zero, which shows that the N ≡ 0 condition is necessary for integrability.
The only facts we need to use for this are that J acts linearly and that
JX = −ixk ∂
∂zk
+ ix¯k
∂
∂z¯k
. (A.1.6)
More abstractly, the integrability N ≡ 0 follows if the commutator of a pair of vector
fields of (1, 0) type is again of (1, 0) type and if the corresponding statement holds
for vector fields of (0, 1) type. The converse statement is, of course, the difficult part,
for which we refer the reader to the mathematics literature.
A.1.2 Ka¨hler and hyper-Ka¨hler manifolds
A manifold can be equipped with a metric, as in the case of the moduli space. A
complex structure is defined without reference to the metric, but one may still ask
if there should be a compatibility condition between these two superstructures. One
obvious thing to require is that “rotation by 90 degree” by J be a symmetry of the
metric. That is, it should leave the metric invariant, so that
g(X, Y ) = g(JX, JY ) (A.1.7)
for any pair of vectors X and Y . This is called the Hermiticity condition.
Furthermore, when a manifold has a metric, it also inherits a Levi-Civita con-
nection that enables one to parallel transport tensors. So a natural compatibility
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condition to ask of any superstructure on a manifold with metric is that it be co-
variantly constant. A complex manifold with a complex structure J and a Hermitian
metric g is called Ka¨hler if
∇J = 0 . (A.1.8)
Because J is covariantly constant, the curvature tensor must act trivially on J . This
restricts the possible holonomy to be unitary. In other words, when a 2n-dimensional
manifold is Ka¨hler, one finds a U(n)-valued curvature tensor instead of the usual
SO(2n)-valued curvature tensor. The group generated by the holonomy of the man-
ifold is the structure group of the tangent bundle, so a fancy way of characterizing a
Ka¨hler manifold would be to say that the manifold has a unitary structure group.
Note that for the manifold to be complex J must already satisfy the integrability
condition, which constrains the gradient of J somewhat. Furthermore, because the
derivatives in the definition of the Nijenhuis tensor are promoted to covariant deriva-
tives on a manifold with a Hermitian metric and its affine connection, some terms in
∇J already vanish if the manifold is complex. It turns out that the remaining terms
can be grouped into another tensor, which vanishes if and only if the so-called Ka¨hler
two-form
wmn = −wnm = gmkJk n (A.1.9)
is closed,
dw = 0 . (A.1.10)
Conversely, if ∇J = 0 and the metric is Hermitian, the Nijenhuis tensor vanishes and
the Ka¨hler form is closed. Such a manifold is called Ka¨hler.
A manifold is called quaternionic if there are three such complex structures,1
(J (s))mn, that satisfy the integrability condition and that obey the algebraic relation-
ship
(J (s))mn(J
(t))n k = −δstδmk + ǫstu(J (u))mk (A.1.11)
at every point. The idea is, again, that the manifold can be equipped with a local
coordinate system that is modelled after that on the quaternionic space Hn = R4n.
When a quaternionic manifold has a metric, then, we may similarly require that
this metric be Hermitian with respect to all three complex structures and that, in
addition, the three Ka¨hler forms
w(s)mn = gmk(J
(s))k n (A.1.12)
obey
dw(s) = 0 . (A.1.13)
If a quaternionic structure has these properties, the manifold is called hyper-Ka¨hler.
Because there are three covariantly conserved complex structures, the curvature ten-
sor is even more severely restricted. A 4n-dimensional hyper-Ka¨hler manifold has a
symplectic structure group; i.e., the structure group of its tangent bundle is Sp(2n).
1In the literature there also exists a slightly different definition of a quaternionic manifold, which
refers to a manifold with three such complex structures and an Sp(2)×Sp(2k) holonomy that allows
the three complex structures to mix among themselves upon parallel transport.
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One unexpected aspect of the hyper-Ka¨hler condition is that the integrability
conditions are actually a lot simpler than suggested above. In fact, the vanishing
of the three Nijenhuis tensors is implied by the three conditions dw(s) = 0 [125].
We start by writing any vector field as a sum of two pieces, each of which is an
eigenvector of the almost complex structure. The J2 = −1 condition implies that
the only allowed eigenvalues are ±i; the eigenvectors with these eigenvalues are of
type (1, 0) and (0, 1) respectively. As already noted, the integrability condition on
a complex structure is equivalent to the statement that each of these eigensectors is
preserved under the commutator action of vector fields. Now recall that given an
almost complex structure J and a Hermitian metric g we have
w(X, Y ) = g(X, JY ) (A.1.14)
for any pair of the vector fields X and Y . With three complex structures that form
a hyper-Ka¨hler structure, we also have a series of algebraic identities of the form
w(2)(X, Y ) = g(X, J (2)Y ) = g(X, J (3)J (1)Y ) = w(3)(X, J (1)Y ) . (A.1.15)
Because of this, a vector field X being of type (1, 0) with respect to J (1) is equivalent
to the statement that
w(2)(X,Z) = iw(3)(X,Z) (A.1.16)
for any vector field Z.
The integrability of the complex structure J (1) follows if, for any such vector fields
X and Y , the same relationship holds for the commutator [X, Y ] as well. On the
other hand, [X, Y ] is the Lie derivative of Y with respect to X, so
w(2)([X, Y ], Z) = LX(w(2)(Y, Z))− w(2)(Y,LXZ)− (LXw(2))(Y, Z)
= iLX(w(3)(Y, Z))− iw(3)(Y,LXZ)− (LXw(2))(Y, Z)
(A.1.17)
for any vector field Z. Furthermore, if dw(2) = 0 we find
LXw(2) = d〈X,w(2)〉 = id〈X,w(3)〉 = iLXw(3) . (A.1.18)
Combining these results gives the identity
w(2)([X, Y ], Z) = iw(3)([X, Y ], Z) , (A.1.19)
showing that the commutator [X, Y ] of a pair of (1, 0) type vector fields is again of
(1, 0) type.
A.1.3 Symplectic and hyper-Ka¨hler quotients
The symplectic quotient should be familiar from classical mechanics. The phase space
of a classical mechanical system is always a symplectic manifold with the symplectic
two-form
Ω =
∑
m
dxm ∧ dpm , (A.1.20)
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where the xm are the coordinates and the pm their conjugate momenta. (Recall that
a symplectic form is a closed two-form, dΩ = 0, that is nowhere degenerate, and
that we call a manifold symplectic if such a two-form is given.) The phase space
is a particular example of a symplectic manifold, and has the general form of a
cotangent bundle T ∗(X) where X is the space spanned by the configuration space.
Together with the Hamiltonian H(p, x), its symplectic two-form is used to generate
the equation of motion.
If one of the coordinates happens to be cyclic, we can reduce the mechanics
problem by removing the associated degrees of freedom. This procedure can be
generalized to any symplectic manifold as the “symplectic quotient.” With the phase
space example above, this goes as follows. The momentum ν conjugate to a cyclic
coordinate ξ is a constant of motion and can be set equal to a fixed value for any
motion. Recalling that the symplectic form has a term dξ ∧ dν, we find an invariant
way to isolate the conjugate momentum ν by computing〈
∂
∂ξ
,Ω
〉
= dν (A.1.21)
where the inner product between a vector field V and a differential p-form Λ is defined
as
〈V,Λ〉i1i2···ip−1 =
1
k
p∑
k=1
V q(−1)k−1Λi1i2···ik−1 q ik ···ip−1 . (A.1.22)
Setting ν to a constant value, say f , will reduce the phase space dimension by one,
while we actually wish to remove ξ as well. This second step is achieved by considering
a new phase space
ν−1(f)/G , (A.1.23)
where G is the translational group acting on the phase space as ξ → ξ + constant.
The resulting reduced phase space is again symplectic. The reduced symplectic
form is obtained in two steps. First, we pull-back Ω to ν−1(f) by
Ω′ = i∗Ω (A.1.24)
where i is the embedding map of ν−1(f) into T ∗(X). Then, we choose any (local) lift
map σ from ν−1(f)/G into ν−1(f) and define
Ω′′ = σ∗Ω′ . (A.1.25)
This two-form on ν−1(f)/G is closed, since the pull-back and exterior derivative
always commute,
[d, i∗] = [d, σ∗] = 0 . (A.1.26)
There is a potential ambiguity in this procedure, since σ is not unique. Recall that
a lift map is defined by the property that when followed by the projection ν−1(f)→
ν−1(f)/G, the combined action is an identity map on ν−1/G. This leaves a lot of
freedom in the choice of σ. However, this ambiguity is harmless as long as Ω′(V, · ) = 0.
Thus, Ω′′ is naturally a symplectic form on the quotient manifold.
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This quotient procedure generalizes straightforwardly to any symplectic manifold
if we replace the pair (T ∗(X),Ω) by an arbitrary symplectic manifold (M,ω) with
dω = 0. The role of ∂/∂ξ is taken over by any vector field V that preserves the
symplectic form,
LV ω = 0 . (A.1.27)
The latter condition is essential because
0 = LV ω = 〈V, dω〉+ d 〈V, ω〉 = d 〈V, ω〉 (A.1.28)
ensures that the moment map is well-defined and also that
ω′′ = σ∗(i∗(ω)) (A.1.29)
is a good symplectic form on the quotient manifold.
When a manifold is hyper-Ka¨hler, it is equipped with three complex structures
J (s), a Hermitian metric g, and finally the three Ka¨hler two-forms w(s) that are related
to the first two by
w(s)(X, Y ) = g(X, J (s)Y ) (A.1.30)
for any vector fields X and Y . The Ka¨hler forms w(s) are nowhere degenerate, since
neither g nor J (s) is degenerate, and are also closed. Therefore, a Ka¨hler form is
always a symplectic two-form, and a hyper-Ka¨hler manifold is a symplectic manifold.
If there exists a vector field V that preserves both w(s) and g,
LV ω(s) = 0, LV g = 0 , (A.1.31)
one can proceed similarly to perform a symplectic quotient, except that now there
are three “conjugate momenta”, or moment maps, ν(s). The quotient manifold,
Q =
(
ν−11 (f1) ∩ ν−12 (f2) ∩ ν−13 (f3)
)
/G ≡ S/G , (A.1.32)
is referred to as the hyper-Ka¨hler quotient.
This reduced manifold is again hyper-Ka¨hler. The triplet of symplectic forms ω(s)
induce a triplet of symplectic forms
w′′(s) = σ∗(i∗(w(s))) (A.1.33)
on the reduced manifold, as before, with i being the embedding map of S into M
and σ any lift map from the quotient manifold Q into S. This triplet of two-forms
are all closed, and constitute three Ka¨hler forms on Q.
A.2 The index bundle and the geometry of zero
modes
Expanding a massless charged Dirac field in a monopole background, one encoun-
ters fermionic zero modes. Although the number of zero modes is invariant under
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continuous changes of the background, their precise form depends on the details of
the monopole background, and thus the zero modes can be thought of as forming a
bundle over the monopole moduli space, commonly known as the index bundle [202].
The geometry of this index bundle encodes a great deal of the information about the
low-energy monopole dynamics, as is shown in Chap. 8 for the case of pure N = 2
and N = 4 SYM theory, and in Appendix B for N = 2 SYM theory with additional
matter supermultiplets.
The index bundles are equipped with a natural connection whose holonomies are
nothing but the Berry phase associated with the zero mode equation, namely the
time-independent Dirac equation [202]. To see this clearly, let us concentrate on the
part of the action that couples the Dirac fermion directly to the monopole background.
For a Dirac fermion in a hypermultiplet this is a term
Shyper = −i
∫
dx4
(
Ψ¯γjDjΨ+ Ψ¯bΨ
)
= −i
∫
dx4 Ψ†ΓaD¯aΨ (A.2.1)
where the Γa are defined by Eq. (4.2.21), D¯j = Dj, and D¯4 = −D4 = b. The fact
that the sign in the D4 term is the opposite of that in the Dirac operator for the
adjoint representation fermion zero modes [as in, e.g., Eqs.(4.2.24) and (8.1.15)] is
simply a consequence of the standard conventions for fermions in vector multiplets
and hypermultiplets; the sign can be reversed by multiplying the fermion field on the
left by γ5. Our choice of signs here is such that the hypermultiplet zero modes are
chiral with respect to Γ5 = Γ1Γ2Γ3Γ4.
Denoting the zero modes by ΨA (A = 1, ..., l), we expand Ψ as
Ψ =
∑
A
ψA(t)ΨA(x, z(t)) , Ψ
† =
∑
A
ψ¯A(t)[Ψ
A(x, z(t))]† (A.2.2)
where the ψA and their complex conjugates ψ¯A are collective coordinates. The de-
pendence of the zero mode on the background is summarized by its z-dependence.
We will normalize the zero modes so that∫
dx3 (ΨA)†ΨB = δ
A
B . (A.2.3)
Inserting this back into the action, and integrating over space, we find
Shyper = i
∫
dt
(
ψ¯Aψ˙
A + ψ¯Az˙
mA Am BψB
)
(A.2.4)
where
A Am B ≡
∫
dx3 (ΨA)†∂mΨB (A.2.5)
is the holomorphic part of the natural connection.
A natural Hermitian metric
hA¯B = hA¯B = δA¯B (A.2.6)
exists on the bundle and can be used to raise and lower indices. One can consistently
keep track of the barred (antiholomorphic) and unbarred (holomorphic) indices with
two basic rules:
219
1) Raising and lowering indices changes barred indices to unbarred indices and
vice versa.
2) Complex conjugation changes barred indices to unbarred indices and vice versa.
By raising and lowering the indices on ψ¯A and ψ
B and exchanging their order in
the above effective Lagrangian, we find that the natural completion of the connection
A is
A B¯m A¯ = −A B¯mA¯ . (A.2.7)
This can be used to show
A B¯m A¯ = (A A¯mB¯ )∗ = (A Bm A)∗ (A.2.8)
where we have used the anti-Hermiticity of A Am B that follows from its definition.
Finally, A Am B¯ = A A¯m B = 0. With this, the tensor defined by
I BA = iδ
B
A , I
B¯
A¯ = −iδ B¯A¯ , I B¯A = I BA¯ = 0 (A.2.9)
is covariantly constant. This tensor is nothing but the complex structure of the index
bundle, so the bundle comes with the unitary structure group U(l).
When the hypermultiplet is in a real or a pseudoreal representation, the structure
group gets smaller. To see this, consider the charge conjugation operation
Ψ→ iγ5CΨ¯T = iγ0γ5CΨ∗ (A.2.10)
where the 4 × 4 real antisymmetric matrix C acts on spinor indices and satisfies
C2 = −1 and γµC = −C(γµ)T . It follows that ΓaC = −C(Γa)T = −C (Γa)∗. Taking
the complex conjugate of the Dirac equation and using the fact that the zero modes
are antichiral with respect to Γ5 = −iγ0γ5, one finds that
ΓaD¯
∗
a(CΨ
∗) = 0 , (A.2.11)
where D¯∗a is the complex conjugation of D¯a.
An irreducible representation of a Lie algebra is real or pseudoreal if there exists
a constant matrix R, acting only on gauge indices, such that
t = R−1t∗R (A.2.12)
where t is any of the anti-Hermitian generators of the gauge group acting on this
representation. Repeating the complex conjugation twice, and using Schur’s lemma,
we find that RR∗ and RTR−1 are both proportional to the identity matrix. By
rescaling R appropriately, then, we can make R to be unitary and to satisfy
RR∗ = ±1 . (A.2.13)
The representation is called real (pseudoreal) when RR∗ = 1 (RR∗ = −1).
When the spinor Ψ is in a real or pseudoreal representation of the gauge group,
we have
R−1D¯aR = D¯
∗
a , (A.2.14)
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so the transformation
Ψ→ Ψ˜ ≡ (R⊗ C) Ψ∗ (A.2.15)
maps a zero mode to another zero mode of the same Dirac field. If we denote the
complete basis of zero modes by ΨA, as above, then there must be a matrix C such
that
Ψ˜A = (R⊗ C)(ΨA)∗ = CAB ΨB . (A.2.16)
This leads to the complex conjugate relation
(Ψ˜A)
∗ = CAB (ΨB)∗ (A.2.17)
with CAB = (CAB)∗. Taking this conjugation twice, we find that
C2Ψ = −RR∗Ψ . (A.2.18)
(Note that the contraction of any tensor, including C, must be carried out via the
bundle metric h.)
The most important property of C is that it is covariantly constant. This can be
seen by evaluating the connection in the Ψ˜ basis and converting it to the Ψ basis in
two different ways. We find
−A A¯B¯ = CA¯E C FB¯ AEF (A.2.19)
or, equivalently,
AC + CAT = 0 , (A.2.20)
where indices are contracted using the canonical metric h. Thus, in addition to the
metric h and the complex structure I, we find another covariantly constant tensor C.
Covariantly constant tensors always imply reduced structure groups. Thus:
• For a Dirac spinor in a complex representation, the index bundle is complex
with the structure group U(l).
• For a Dirac spinor in a pseudoreal representation (RR∗ = −1, C2 = +1), the
index bundle is real, with the structure group being at most O(l). The tensor C
provides a new symmetric bilinear form on the index bundle that is preserved
by O(l).
• For a Dirac spinor in a real representation (RR∗ = +1, C2 = −1), the index
bundle is symplectic. The number of zero modes, l, is always even2, and the
structure group is at most Sp(l). The three complex structures that are associ-
ated with this symplectic structure group are I, C, and IC.
One immediate consequence of this is that the index bundle associated with any
adjoint fermion must be symplectic. Since supersymmetry forces the index bundle
of the adjoint fermion to be identical to the cotangent bundle of the moduli space
manifold, we essentially again recover the fact that the monopole moduli space is
always a hyper-Ka¨hler manifold. The integrability conditions of the three complex
structures were already demonstrated in Sec. 5.1.
2One can easily see that l is always even when C2 = −1 by taking the determinant of CAB CBC =
(CAB)∗ CBC = −δCA . The left-hand side gives |Det (CAB)|2, which is always positive, while the right
hand side gives (−1)l which is positive only when l is even.
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Appendix B
Moduli space dynamics with
potential in general N = 2 SYM
In Chap. 8 we studied the low-energy dynamics of monopoles for pure N = 2 and
N = 4 SYM theories. In this appendix we extend this program by considering
N = 2 SYM theory with arbitrary hypermultiplets. In most cases, a hypermultiplet
contributes to the low-energy monopole dynamics via its fermion zero modes. These
zero modes of the matter fermions reside in the so-called index bundle over the moduli
space, and supersymmetry constrains the geometry of this index bundle in much the
same way that it constrains the geometry of the cotangent bundle where the adjoint
fermion zero modes reside.
In addition, there are instances where the scalar field of a hypermultiplet can
develop a vev without inducing further breaking of the gauge symmetry. In such
cases, the additional vev also affects the low-energy dynamics. In this appendix,
we first derive how the matter fermion zero modes affect the low-energy dynamics,
and then consider cases where a hypermultiplet also develops a nonzero scalar vev.
We then discuss the resulting modifications to the supersymmetry algebra and the
quantization procedures. Finally, in Sec. B.4, we show how the results of Chap. 8 for
N = 4 SYM theory can be recovered by viewing this theory as N = 2 SYM theory
with an adjoint representation hypermultiplet.
B.1 Monopoles coupled to matter fermions
B.1.1 Pure N = 2 SYM theories revisited
Let us start by briefly recalling the results of Sec. 8.2 for pure N = 2 SYM theory,
whose Lagrangian we wrote as
L = Tr
{
−1
2
FµνF
µν + (Dµa)
2 + (Dµb)
2 + e2[a, b]2
+iχ¯γµDµχ− eχ¯[b, χ] + ieχ¯γ5[a, χ]
}
. (B.1.1)
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Given the low-energy ansatz
Aa = Aa(x, z(t))
χ = δqAaΓ
a ζλq(t) (B.1.2)
for the vector multiplet, the equations of motion imply
A0 = z˙
qǫq − i
4
φqrλ
qλr
a = a¯− i
4
φqrλ
qλr (B.1.3)
where a¯ is induced by a nonzero vacuum expectation value and obeys
Daa¯ = G
qδqAa (B.1.4)
for an appropriate triholomorphic gauge isometry G. The first term in a induces a
bosonic potential energy, while the interference between the first and second terms
produces a fermionic bilinear term proportional to G. The final result for the low-
energy effective action for pure N = 2 SYM theory is
S =
1
2
∫
dt[z˙qz˙rgqr + igqrλ
qDtλ
r −GqGrgqr − i∇qGrλqλr]− b · g , (B.1.5)
where
Dtλ
q = λ˙q + Γqrsz˙
rλs . (B.1.6)
B.1.2 Coupling to N = 2 matter fermions
A massless hypermultiplet with complex scalar fields H1 and H2 and a fermion field
Ψ enters the N = 2 SYM Lagrangian through the additional terms
LH = 1
2
DµH˜
†iDµH˜i + iΨ¯γ
µDµΨ− eΨ¯(b− iγ5a)Ψ
+eH˜†1χ¯Ψ+ eΨ¯χH˜1 + ieH˜
†2χ¯cγ5Ψ+ ieΨ¯γ5χ
cH˜2
−e
2
2
H˜†i(b2 + a2)H˜i − e
2
8
[(τi)
β
αH˜
†αtsH˜β]
2 (B.1.7)
where χc is the charge conjugate of χ. The ts are Hermitian generators in the matter
representation and τa are the three Pauli matrices, acting as generators of the SU(2)
R-symmetry.
The hypermultiplet zero modes ΨA enter the Lagrangian through the ansatz
Ψ = ψA(t)ΨA , (B.1.8)
with the Grassmanian complex variables ψA(t) playing the role of collective coor-
dinates. These live in the index bundle and show up in the low-energy effective
Lagrangian coupled to the connection A of the index bundle.
223
In addition, there are interaction terms that are generated because the excitation
of Ψ contributes to the equations of motion of the bosonic fields. To leading order
these excitations determine the scalar fields in the same hypermultiplet via
H˜1 =
2e
D2
(χ¯Ψ)
H˜2 =
2ie
D2
(χ¯cγ5Ψ) (B.1.9)
with Ψ given by Eq. (B.1.8). They also change the expressions for the vector multiplet
fields in Eq. (B.1.3) to
A0 = z˙
qǫq − i
4
φqrλ
qλr +
ie
D2
(Ψ†tsΨ)ts
a = a¯− i
4
φqrλ
qλr +
ie
D2
(Ψ†tsΨ)ts . (B.1.10)
These interactions generate terms in the effective action that are quartic and
quadratic in the fermionic variables. The quartic term,
FqrA¯BλqλrψA¯ψB , (B.1.11)
which couples a pair of ψA and a pair of λq via the curvature tensor of the index
bundle, arises in a manner similar to the quartic term in the N = 4 SYM case
studied in Chap. 8. Because the index bundle is now more general, the expression
for the curvature tensor in terms of fields is more involved. Following the procedure
of Cederwall et al. [205], one can show that the field strength for the index bundle of
Ψ is
FqrA¯B =< DqΨA¯|ΠDrΨB > − < DrΨA¯|ΠDqΨB > +e < ΨA¯|φqrΨB > , (B.1.12)
where the zero modes are related via the completeness relation
|ΨA > δAB¯ < ΨB¯|+Π +
1− Γ5
2
= 1 (B.1.13)
to the projection operator
Π = γ5 /D
1
DaDa
/D
1 + Γ5
2
γ5 (B.1.14)
that projects onto the chiral non-zero modes.
A less familiar term arises from the interaction between a¯ and the ψA in the
Yukawa coupling. This term has the general form
− iψA¯ψBTA¯B (B.1.15)
with ψA¯ being the complex conjugate of ψA and
TA¯B = = e
∫
d3xΨ†Aa¯ΨB
≡ e〈ΨA¯|a¯ΨB〉 (B.1.16)
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satisfying the consistency condition1
TA¯B;q = FqrA¯BGr . (B.1.22)
Because T is anti-Hermitian, in a real basis Eq. (B.1.15) becomes −iψMψNTMN/2
with TMN = −TNM .
Combining these terms with the results for the pure N = 2 SYM theory given in
Eq. (B.1.5), and employing a real basis for all fermions, we obtain [207],
L =
1
2
(
gqrz˙
q z˙r + igqrλ
qDtλ
r − gqrGqGr − i∇qGrλqλr
+iψMDtψM + 1
2
FqrMNλqλrψMψN − iTMNψMψN
)
− b · g .
(B.1.23)
B.1.3 Massive matter fields
Adding a bare mass term for the hypermultiplet slightly modifies the above action.
The mass term for the fermions is
LM = mRΨ¯Ψ−mI iΨ¯γ5Ψ . (B.1.24)
There is a global U(1) rotation in N = 2 SYM theory that mixes the real and the
imaginary parts of the fermion mass and also rotates the two adjoint Higgs fields of
the vector multiplet into each other. Once we have fixed this rotation by our choice
of the adjoint Higgs fields b and a, the real and imaginary parts of the fermion mass
are similarly determined.
If we regard this mass term as a small perturbation of the same order of magnitude
as a, the new terms in the low-energy Lagrangian are obtained by substituting our
1 To obtain this condition, consider
∂qTA¯B = e〈DqΨA¯|a¯ΨB〉+ e〈ΨA¯|(Dqa¯)ΨB〉+ e〈ΨA¯|a¯DqΨB〉 . (B.1.17)
By using Eq. (B.1.13), the first term in Eq. (B.1.17) can be rewritten using
〈DqΨA¯|a¯ΨB〉 = 〈DqΨA¯|ΨC〉δCC¯〈ΨC¯ |a¯ΨB〉+ 〈DqΨA¯|Πa¯ΨB〉 . (B.1.18)
The first term is −AqA¯CδCC¯TC¯B. Using the identity
/Dγ5(ea¯ΨA −GqDqΨA) = 0 , (B.1.19)
which can be proven by acting with GqDq on /Dγ5ΨA = 0, we can rewrite the second term as
Gr〈DqΨA¯|ΠDrΨB〉 . (B.1.20)
The last term in Eq. (B.1.17) can be manipulated in a similar manner. Putting all this together, we
obtain
∇qTA¯B = Gr{〈DqΨA¯|ΠDrΨB〉 − 〈DrΨA¯|ΠDqΨB〉+ e〈ΨA¯|φqrΨB〉} . (B.1.21)
The expression inside the bracket is precisely the curvature of the index bundle, which gives us the
condition in Eq. (B.1.22).
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ansatz, Eq. (B.1.8). Because the zero modes are chiral with respect to Γ5, only the
second term in Eq. (B.1.24) is nonvanishing, leading to
LM = mIψ
A¯ψBδA¯B =
i
2
mI ψ
MIMN ψ
N . (B.1.25)
In the second equality we have converted to a real basis, with I being the natural
complex structure on the index bundle. This mass term is readily incorporated in
the supersymmetric quantum mechanics by adding it to TMN via
T → T −mII , (B.1.26)
since the differential condition on T allows a shift of T by a covariantly constant
piece.
Note that I exists for any index bundle, regardless of the gauge representation
of the hypermultiplet. The structure group of the index bundle here is unitary by
default. When the matter fermion is in a real or pseudoreal representation of the
gauge group, the structure group becomes smaller and degenerates to an orthogonal
or symplectic group, but I always remains a part of the index bundle structure.
B.2 Monopoles coupled to a hypermultiplet vev in
a real representation
For certain hypermultiplets it is possible to turn on a scalar vev while leaving the
U(1) gauge symmetries of the Coulomb phase intact. More specifically, this can be
done when the matter representation contains a zero-weight vector. In such cases,
this leads to additional potential energy terms in the low-energy monopole dynamics,
in much the same way as the vector multiplet scalars did. Of particular importance
to us is the case of a hypermultiplet in the adjoint representation, but other cases
include symmetric tensors for SO(k) and antisymmetric tensors for Sp(2k). All three
of these are real representations, and we will restrict ourselves to this subclass.2
A low-energy ansatz that solves the equations of motion to leading order is ob-
tained by shifting the scalar fields so that Eq. (B.1.9) becomes
H˜1 = H¯1 +
2e
D2
(χ¯Ψ)
H˜2 = H¯2 +
2ie
D2
(χ¯cγ5Ψ) (B.2.1)
where the H¯i solve the covariant Laplace equation in the monopole background,
D2H¯i = 0 , (B.2.2)
and are equal to the corresponding nonzero expectation values at spatial infinity. The
new terms that arise from this shift can be either linear or quadratic in the H¯i. The
2The most general low-energy dynamics with a hypermultiplet vev in an arbitrary representation
has recently been worked out [208].
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former generate terms with fermionic bilinears, while the latter correspond to bosonic
potential energy terms. Since we are assuming that the hypermultiplet is in a real
representation, it is convenient to introduce four real fields Ha that are obtained from
the two complex scalars H¯i via
H¯1 = H3 + iH0
H¯2 = −H1 + iH2 . (B.2.3)
Now note that Eq. (B.2.2) implies that if ζ is an arbitrary spinor with positive
chirality under Γ5, then /DHaζ is annihilated by /D = Γ
bDb. It follows that we can
expand the former quantity in terms of the zero modes of γ5Ψ and write
/DHaζ = −iγ5
√
2
∑
A
K˜Aa ΨA . (B.2.4)
This defines sections K˜Aa over the moduli space. We will find it more convenient to
re-express these in terms of a real basis, denoted by KMa . Because the index bundle
of Ψ is symplectic, there are three complex structures, I(i), that act naturally on both
ψM and KMa . As in the pure N = 2 SYM case, these additional geometric quantities
are tightly constrained by supersymmetry and the zero-mode equations. Like the
J (i), the I(i) are all covariantly constant, and the section K must obey
∇qKMa = (J (k)∇)q(I(k)K)Ma (B.2.5)
for k = 1, 2, or 3. (No summation on k is implied here.)
A detailed derivation of the low-energy effective action can be found in Ref. [207].
Here we simply quote the results. The bosonic potential energy,
1
2
3∑
a=0
KMa KaM , (B.2.6)
is reminiscent of the bosonic potential energy from the adjoint Higgs field. The
fermion bilinears from the Yukawa terms are
− iλq∇qK0MψM + i
3∑
k=1
λqJ (k)rq ∇rKkMψM . (B.2.7)
The identity Eq. (B.2.5) allows us to combine these into a single sum,
− i
3∑
a=0
λqI
(a)N
M KaN ;qψ
M , (B.2.8)
by defining I(0) = I.
Adding these contributions to those found previously we find the low-energy ef-
fective Lagrangian for the case of one real hypermultiplet [207],
L =
1
2
(
gqrz˙
q z˙r + igqrλ
qDtλ
r + iψMDtψM + 1
2
FqrMNλqλrψMψN
−gqrGqGr − i∇qGrλqλr − iTMNψMψN
−
3∑
a=0
KMa KaM − 2i
3∑
a=0
I
(a)N
M KaN ;qλ
qψM
)
. (B.2.9)
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The action we have written here is appropriate for N = 2 SYM theory with
a single real hypermultiplet, with a vev, that contributes the tensors KM and the
Grassmann variables ψM . For other hypermultiplets without vevs, we can simply
turn off the KM and keep the ψM . The index bundle for the ψM is symplectic,
with structures I(k), only if the hypermultiplet is in a real representation. If the
representation is pseudoreal or complex the I(k) are absent, but they are not needed
once we drop the KM .
B.3 Symmetries and Superalgebra
Just as in the case of pure N = 2 SYM theory, the low-energy effective action for
the theory with additional matter hypermultiplets is invariant under four supersym-
metry transformations. In this section we will briefly describe these invariances and
discuss the quantization of the theory. Many of the equations here follow closely
those in Sec. 8.3.2, but with modifications arising from the presence of the additional
hypermultiplets.
B.3.1 Symmetries and Constraints
The low-energy effective action obtained by integrating Eq. (B.2.9) over time is in-
variant under the four supersymmetry transformations
δzq = −iǫλq − i
3∑
k=1
ǫ(k)λ
rJ (k)qr
δλq = ǫ(z˙q −Gq) + iǫλrΓqrsλs +
3∑
k=1
ǫ(k)
[
−(z˙r −Gr)J (k)qr + iλrJ (k)tr Γqtsλs
]
δψM = −AqMNδzqψN − ǫ
3∑
a=0
I(a)MNK
N
a −
3∑
k=1
3∑
a=0
ǫ(k)I
(a)M
NI
(k)N
LK
L
a
(B.3.1)
where ǫ and the three ǫ(k) are constant Grassmann-odd parameters. As in Eq. (8.3.20),
the Γqrsλ
rλs term in the second line vanishes identically but has been kept for the sake
of a symmetrical appearance of the four possible supersymmetry transformations.
The action is also invariant under the symmetry transformation
δzq = kGq
δλq = kGq,rλ
r
δψM = kTMNψ
N −AMqNδzqψN , (B.3.2)
with k a small real number, that is generated by the triholomorphic Killing vector
field G.
Demonstrating the invariance of the action under these symmetry transformations
requires certain geometric properties of various quantities on the moduli space. In
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addition to the hyper-Ka¨hler property of the moduli space and the triholomorphic
Killing condition on G, we have new constraints on K, I, and T . These must satisfy
Eqs. (B.1.22) and (B.2.5), as well as the differential constraint
Gq∇qKaM = T NM KaN (B.3.3)
and the algebraic constraints
KMs I
(k)
MNK
N
t = 0 (B.3.4)
I(k)LNTLM = I
(k)L
MTLN . (B.3.5)
We refer readers to the original literature [207] for a complete derivation of these
constraints from the supersymmetric field theory.
B.3.2 Quantization
As in Sec. 8.3.2, to quantize the effective action we first introduce a frame eEq and
define λE = λqeEq that commute with all bosonic variables. The remaining canonical
commutation relations are then given by
[zq, pr] = iδ
q
r
{λE, λF} = δEF
{ψM , ψN} = δMN . (B.3.6)
This algebra is realized in terms of spinors on the moduli space by letting λE =
γF/
√
2, where the γF are gamma matrices. The states must also provide a represen-
tation of the Clifford algebra generated by the ψM . The supercovariant momentum
operator defined by
πq = pq − i
4
ωqEF [λ
E , λF ]− i
2
AqMNψMψN , (B.3.7)
where ω Eq F is the spin connection, then becomes the covariant derivative acting on
spinors twisted in an appropriate way by A. Note that
[πq, λ
r] = iΓrqsλ
s
[πq, ψ
M ] = iAqMNψN
[πp, πq] = −1
2
Rpqrsλ
rλs − 1
2
FpqMNψMψN . (B.3.8)
The four supersymmetry charges take the form
Q = λq(πq −Gq)− ψM
3∑
a=0
[I(a)Ka]M
Qj = λ
qJ (j)rq (πr −Gr)− ψM
3∑
a=0
[I(a)I(j)Ka]M , j = 1, 2, 3 . (B.3.9)
229
They again satisfy
{Q,Q} = 2(H − Z)
{Qj , Qk} = 2 δjk(H − Z)
{Q,Qj} = 0 , (B.3.10)
but with the Hamiltonian H and the central charge Z now given by
H =
1
2
√
g
πq
√
ggqrπr +
1
2
GqG
q +
i
2
λqλr∇qGr
+
i
2
ψMψNTMN − 1
4
FqrMNλqλrψMψN
+
1
2
KMa KaM + iI
(a)N
M KaN ;qλ
qψM
Z = Gqπq − i
2
λqλr(∇qGr) + i
2
ψMψNTMN . (B.3.11)
The operator iZ is the Lie derivative LG acting on a spinor, twisted by T .
B.4 Recovering N = 4 from N = 2
A special case of the N = 2 theory we have considered is when there is a single
massless adjoint hypermultiplet, and no other matter fields. The field theory then
possesses enhanced supersymmetry and is, in fact, just N = 4 SYM theory. This
thus provides a second route to the low-energy action that we obtained in Sec. 8.3.2.
Let us examine in more detail how this comes about.
We start with the observation that the fermionic coordinates ψM now live in the
cotangent bundle of the moduli space, just as the λq do. These are then naturally
combined into a doublet,
ηq =
(
λq
ψq
)
. (B.4.1)
The curvature F on the index bundle for the ψ naturally becomes the curvature
tensor of the moduli space,
FpqMN → Rpqrs . (B.4.2)
The vevs (if any) of the hypermultiplet scalar fields lead to bosonic potential
energy terms, as well as to terms that are bilinear in both the vector multiplet and
hypermultiplet fermions. All of these terms contain tensors on the moduli space.
Since the sections Ka are now induced by adjoint scalar fields, they must become
triholomorphic Killing vectors, on an equal footing with G. We therefore introduce
the notation GI by
Kj → Gj , j = 1, 2, 3 ; G→ G4 ; K0 → G5 . (B.4.3)
As we saw in Chap. 8, these five Killing vectors can be intermingled by the action of
an SO(5) subgroup of the SO(6)R symmetry of N = 4 SYM theory in such a way as
to preserve the low-energy dynamics.
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The antisymmetric tensor T and the I(j) must also be associated with the moduli
space itself. Using the mapping of Eq. (B.4.2) in Eq. (B.1.22), we find that Tab
becomes proportional to dG. More specifically, we have
TMN → Tqr = −∇qGr , (B.4.4)
with the antisymmetrization of indices implicit because of the Killing properties of
G. Finally, the I(j) must become the three complex structures, J (j), on the moduli
space.
When all of these changes are incorporated, we recover precisely the low-energy
action for N = 4 SYM theory that was given in Eq. (8.2.29).
Furthermore, the various conditions on the Ki and on G must be lifted to condi-
tions on the GI in such a way that the five GI are on equal footing. Since G = G4
has to be a triholomorphic Killing vector, so should all of the GI ,
LGIg = 0 ; LGIJ (j) = 0 , j = 1, 2, 3 . (B.4.5)
Furthermore, T = −dG4 implies that the condition of Eq. (B.3.3) becomes [G4, GI ] =
0. Since the five GI must be on equal footing, we must have
[GI , GJ ] = LGIGJ = 0 (B.4.6)
for all pairs. Equations (B.2.5) and (B.3.5) imply that the two-forms dGI are all of
type (1, 1) with respect to each of the three complex structures on the moduli space.
That is,
[J (j)∇]q[J (j)GI ]r = ∇qGIr (B.4.7)
for j = 1, 2, or 3, and all five values of I.
Using the condition that the Ka¨hler forms be closed, dw(j) = 0, and Eqs. (B.4.6)
and (B.4.7), we find that
∇
[
GqI w
(j)
qr G
r
J
]
= 0 . (B.4.8)
However, the supersymmetry actually requires that the quantity inside the parenthe-
sis vanish, so
GqI w
(j)
qr G
r
J = 0 (B.4.9)
for all three values of j. This is the condition lifted from Eq. (B.3.4).
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