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Abstract
We define and study asymptotic Killing and conformal Killing vectors in d-dimensional Minkowski,
(A)dS, R × Sd−1 and AdS2 × Sd−2. We construct the associated quantum charges for an arbi-
trary CFT and show they satisfy a closed algebra that includes the BMS as a sub-algebra (i.e.
supertranslations and superrotations) plus a novel transformation we call ‘superdilations’. We
study representations of this algebra in the Hilbert space of the CFT, as well as the action of the
finite transformations obtained by exponentiating the charges. In the context of the AdS/CFT
correspondence, we propose a bulk holographic description in semi-classical gravity that repro-
duces the results obtained from CFT computations. We discuss the implications of our results
regarding quantum hairs of asymptotically flat (near-)extremal black holes.
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1
1 Introduction
Back in the sixties, Bondi, van der Burg, Metzner and Sachs (BMS) studied the symmetry algebra
of asymptotically flat space-times at future and past null infinity I± [1–3], and to their surprise,
found that instead of the finite dimensional Poincare´ algebra, space-time translations were enhanced
to an infinite dimensional sub-algebra they called supertranslations. It was later realized that by
relaxing certain technical conditions, the Lorentz transformations could also be enhanced into what
is commonly referred as superrotations [4–7]. In this paper, we call BMS algebra to the enhanced
version containing both supertranslations and superrotations.1 Infinite-dimensional symmetry alge-
bras should be taken seriously, as they have shown to play an important role in other setups, such
as in the AdS3/CFT2 [8] and Kerr/CFT [9] correspondence.
In recent years, BMS asymptotic symmetries have been investigated from several different promis-
ing perspectives. Studies of the gravitational scattering matrix in Minkowski [10] have lead to inter-
esting relations between BMS symmetry, soft theorems [11], and the so-called gravitational memory
effects [12] (see [13] for a review and further references). The structure of BMS symmetry has also
appeared at the horizon of classical black holes solutions [14, 15], and it has been suggested it sup-
plies the necessary additional structure to provide a possible resolution of the black hole information
paradox [16, 17].
The purpose of this paper is to study in detail quantum aspects of BMS symmetry in conformally
flat space-times, aiming towards possible applications to holography and black hole physics. To do
so, we consider a simple system obtained by placing an arbitrary conformal field theory (CFT) on
a fixed d-dimensional space-time. Using conformal symmetry, we are able to study BMS transfor-
mations that are defined not only on the asymptotic null regions of Minkowski I±, but on certain
Killing horizons H± on a variety of conformally flat space-times, including (A)dS, R × Sd−1 and
AdS2 × Sd−2.2 All the results of this paper hold for arbitrary CFTs on any of these space-times
and involve the following quantum aspects of BMS symmetry: the algebra satisfied by the charge
operators, its representations on the Hilbert space of the CFT as well as the group action obtained
by exponentiating the charges. For holographic CFTs that are well described by semi-classical Ein-
stein gravity, we propose and provide evidence in favor of a holographic description of our CFT
computations. Towards the end of this work we apply our construction to study some aspects of
asymptotically flat (near-)extremal black holes.
Our analysis does not only involve the ordinary supertranslation and superrotation BMS trans-
formation, but also a novel transformation that we call ‘superdilation’. We show how this asymptotic
transformation naturally arises when considering conformal theories and include it in all our analysis
1In the four dimensional case there are two different infinite dimensional extensions of the Lorentz algebra at null
infinity, one involving two copies of the Virasoro algebra and the other Diff(S2). In this work we shall mostly consider
the extension involving Diff(S2). While a more appropriate term for these elements would be ‘super-Lorentz’, we shall
follow most of the literature and call them superrotations.
2The BMS transformations we construct on the Killing horizons H± are closely related to previous work on horizon
symmetries [14, 15].
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throughout this paper.3 While we point out some issues associated to this novel superdilation trans-
formation, it is still an interesting asymptotic symmetry that might be valuable in the appropriate
setting.
1.1 Summary of results
We start in section 2 by describing a set of conformal transformations that map Minkowski to
(A)dSd, R×Sd−1 and AdS2×Sd−2 (see figure 1 for a sketch of some of their Penrose diagrams). The
future null boundary of Minkowski I+ is mapped to a Killing horizon H+ in the curved space-time,
e.g. for AdS2 × Sd−2 the surface H+ corresponds to the future boundary of the Poincare´ patch of
AdS2 (left diagram in figure 1). All the results of this paper apply to any of these space-times and
their associated surfaces I+ or H+.
We then construct asymptotic Killing and conformal Killing vectors on the surface I+ for
Minkowski, and H+ in the curved space-times. These vectors are a natural generalizations of trans-
lations, Lorentz transformations, special conformal transformations and dilations{
ξT (f), ξR(Y )
} ∪ {ξS(h), ξD(g)} . (1.1)
The first two vectors depend on a function f and a vector Y A, and generate the ordinary BMS
transformations, i.e. supertranslations and superrotations. The remaining vectors generalize special
conformal transformations and dilations respectively and depend on two functions h and g. These
are given in (2.12) for d = 3 and (2.19) for arbitrary dimensions, with the metric fall of conditions
preserved by them near I+ (H+) shown in tables 3 and 4. Evaluating the vectors (1.1) on the surface
I+ (H+) we compute their algebra and find that a subset of these vectors given by
Asymptotic symmetries =
{
ξT (f), ξR(Y )
} ∪ {ξD(g)} , (1.2)
satisfy the closed algebra in (2.18) and (2.24). This is an extension of the ordinary BMS algebra
that includes the superdilation vector ξD(g). It is the asymptotic transformations generated by the
three vectors in (1.2) the one we study in the rest of the paper.
At this point we should issue a word of warning regarding the superdilation vector ξD(g), since
the metric fall-off conditions preserved by this vector are more singular than those obtained for
the ordinary BMS vectors ξT (f) and ξR(Y ). This means that we should be careful when studying
superdilation transformations, as complications can (and will) arise when computing physical quan-
tities associated to ξD(g). More precisely, in the holographic analysis of section 5 we find that certain
conserved charges associated to ξD(g) diverge.
Despite these issues we have decided to study superdilations throughout this paper, since it is a
novel and interesting transformation that might be useful in the appropriate setting. Nevertheless,
we should stress that all the results in this paper involving the BMS transformations generated by
3See [18] for previous studies on the relation between asymptotic and conformal symmetries.
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ξT (f) and ξR(Y ) are not affected by any issue that might arise regarding ξD(g). Readers that do
not like superdilations can simply ignore our analysis involving ξD(g).
The quantum analysis of the transformation generated by the vectors in (1.2) starts in section 3,
where we consider an arbitrary CFT in any of the conformally flat space-times introduced in section 2.
We write the conserved charges in terms of the stress tensor operator Tµν , that in the Minkowski
case are given by
T (f) =
∫
I+
dSµTµνξ
ν
T (f) , R(Y ) =
∫
I+
dSµTµνξ
ν
R(Y ) , D(g) =
∫
I+
dSµTµνξ
ν
D(g) . (1.3)
We show how these operators can be mapped by a CRT transformation4 to the charges defined in
the past region I−. Using the conformal transformation they can also be mapped to the charges at
H+ defined for the CFT in the curved space-times. We finish this section using the results in [20]
(see also [21]) to prove the operators in (1.3) satisfy the same algebra as the associated vectors (1.2).
In section 4 we study the action of the quantum charges (1.3) on the Hilbert space of the CFT.
Applying the transformations on the vacuum allows us to study the following states
|f〉 ≡ e−iT (f) |0〉 , |Y 〉 ≡ e−iR(Y ) |0〉 , |g〉 ≡ e−iD(g) |0〉 , (1.4)
that are defined on I± in Minkowski (or H± in the curved space-times). Remarkably, using the
algebra satisfied by the charges together with some other natural ingredients, we are able to compute
several features of these states in full generality, summarized in table 5. Perhaps the stronger of these
results is that the supertranslated vacuum |f〉 is equivalent to the vacuum |f〉 = |0〉 for any function
f . This follows from the achronal Averaged Null Energy Condition (ANEC), proven for arbitrary
QFTs in [22–24]. In the remaining of section 4 we study the algebra satisfied by the charges (1.3) and
construct representations in the Hilbert space of the CFT, for three and four space-time dimensions.
In both cases we are able to make concrete statements that provide further insight into the action
of these asymptotic transformations on the Hilbert space.
In section 5 we propose a holographic description of the states (1.4), in the context of the
AdSd+1/CFTd correspondence where the bulk is well described by semi-classical gravity. As a first
step we extend the boundary vectors (1.2) into the bulk
Bulk vectors =
{
χT (f), χR(Y )
} ∪ {χD(g)} . (1.5)
While in principle there is an infinite number of ways of doing so, we fix them by imposing the
following conditions:
1. As we approach the boundary we must recover the boundary vectors χp → ξp where p = T,R,D.
2. For some particular values of the functions
{
f0, Y
A
0 , g0
}
entering in the definition of ξp in (1.2),
the vectors generate ordinary conformal isometries. When fixing the functions in this way for
χp, we require the bulk vectors to generate exact isometries of the AdSd+1 bulk space-time.
4CRT is a discrete transformation analogous to CPT, but instead of a complete spatial reflection ~x→ −~x, it involves
only a single component x1 → −x1. While in even space-time dimensions both CRT and CPT are symmetries of any
QFT, CPT is not when the space-time dimensions is odd (see subsection 5.1 of [19]).
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Boundary CFTd Semi-classical gravity dual
|0〉 gAdSµν
ξp χp
|ξp〉 ≡ e−iQ̂[ξp] |0〉 gµν(χp) ≡ eχp(gAdSµν )
〈ξp|Q̂[ξq]|ξp〉 Qgµν(χp)[χq]
Table 1: Summary of our proposal for the holographic description of the boundary states (1.4), that
correspond to |ξp〉 on the first column with p = T,R,D respectively. The boundary charge Q̂ in the
first column are written in (1.3), where we add a hat to remind ourselves it is an operator. The
metric gµν(χp) in the second column is obtained by acting on the pure AdSd+1 metric with the (finite)
transformation generated by χp. Qgµν(χp)[χq] corresponds to the Noether charge associated to the
vector χq computed in the metric gµν(χp).
3. The algebra satisfied by the bulk vectors χp must be exactly the same as the one obtained for
the boundary vectors ξp.
These conditions allow us to completely fix the bulk vectors according to (5.8) and (5.26), for a three
and arbitrary dimensional boundary respectively.
Our proposal is that the boundary states (1.4) are described by a bulk geometry obtained by
acting on the pure AdSd+1 metric with the (finite) transformation generated by χp. We denote the
resulting metric as gµν(χp) ≡ eχp(gAdSµν ). The ordinary AdS/CFT dictionary then gives the usual
mapping between boundary expectation values and gravitational bulk Noether charges. In table 1
we summarize this holographic proposal, that we put to test in section 5 by computing the resulting
bulk metrics and Noether charges, the final results shown in tables 7 and 8. Comparing with the
boundary CFT computations of section 4 (given in table 5) we find perfect agreement for all the
quantities involving the ordinary BMS transformations χT (f) and χR(Y ). This is strong evidence
in favor of our holographic description of the states |f〉 and |Y 〉 in (1.4).
For superdilations we get a very different result, as the bulk and boundary computations disagree
on several instances. In particular, some of the bulk Noether charges associated to the bulk vector
χD(g) diverge. A divergent charge associated to an asymptotic transformation is usually a sign that
the metric fall-off condition preserved by the vector is too permissive, that is precisely what we
previously noticed in the analysis of section 2 for the boundary vector ξD(g) (see tables 4 and 5). As
a result, we do not interpret the disagreement between bulk and boundary computations as a failure
of the holographic prescription, but as evidence that superdilation is not a well behaved asymptotic
symmetry. It would be interesting to understand how this issue arises directly from the boundary
CFT perspective.
We end in section 6, where we discuss the implications of our work regarding quantum hairs
of asymptotically flat (near-)extremal black holes. Building on our computations and focusing on a
CFT in AdS2 × Sd−2, we argue it is possible to construct an infinite family of zero energy quantum
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states on both the future and past horizons, and asymptotic regions. The states on these surfaces are
not independent but related in a precise way by conformal and CRT symmetry. Several appendices
include important technical results used throughout the paper.
2 Asymptotic (conformal) Killing vectors
In this section we construct and study asymptotic Killing and conformal Killing vectors in d-
dimensional Minkowski and a number of conformally flat space-times (see table 2). The algebra
satisfied by these vectors includes the BMS as a sub-algebra (supertranslations and superrotations)
together with a novel transformation that we call ‘superdilation’.
2.1 Conformally flat space-times
Let us start by considering the d-dimensional Minkowski metric written as
ds2 = −du2 + 2dudρ+ dΩ
2
d−2
ρ2
, (2.1)
where ρ = 1/r ∈ R≥0 and u = t − r, with t and r the ordinary time and radial coordinates in
Minkowski. In these coordinates the null surface ρ = 0 corresponds to future null infinity I+. An
analogous coordinate system allows us to describe past null infinity. The metric in the unit sphere,
Sd−2, can be parametrized in stereographic coordinates ~y ∈ Rd−2 as
dΩ2d−2 =
4 d~y · d~y
(1 + |~y |2)2 , (2.2)
with |~y | = 0,∞ corresponding to the Poles of the sphere.
There are several interesting conformal transformations we can apply to the Minkowski metric,
obtained by rewriting (2.1) as
ds2 = w2(xµ)
[
−ρ2du2 + 2dudρ+ dΩ2d−2
ρ2w2(xµ)
]
, (2.3)
and performing a Weyl rescaling that removes the conformal factor w2(xµ), so that the resulting
space-time is given by
ds¯2 =
−ρ2du2 + 2dudρ+ dΩ2d−2
ρ2w2(xµ)
. (2.4)
Taking the conformal factor as indicated in table 2, we obtain a variety of conformally flat space-times.
Since in each case the connection is not entirely obvious, let us comment on each case separately.
When the conformal factor is given by w2(ρ) = 1/ρ2 we obtain AdS2 × Sd−2, where the AdS2
factor is in Poincare´ coordinates. We can see this more clearly by going to global coordinates
(σ, θ) ∈ R× (0, pi), defined according to
2/ρ = tan
[
θ+ + (pi − θ0)
2
]
+ tan
[
θ− − (pi − θ0)
2
]
, u = − tan
[
θ− − (pi − θ0)
2
]
, (2.5)
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AdS2 × Sd−2 dSd R× Sd−1 AdSd
w2(xµ)
1
ρ2
(1 + ρu)2
ρ2
(1 + ρu)(1 + u2) + (ρ/2)2(1 + u2)2
ρ2
sin2(ψ)
ρ2
Table 2: Different choices for the conformal factor w2(xµ) in (2.4) that result in a variety of interesting
space-times.
where θ± = θ ± σ. In these coordinates the rescaled metric ds¯2 in (2.4) becomes
ds¯2AdS2×Sd−2 = −ρ2du2 + 2dudρ+ dΩ2d−2 =
−dσ2 + dθ2
sin2(θ)
+ dΩ2d−2 , (2.6)
that we recognize as AdS2 × Sd−2 in global coordinates, with the two AdS2 boundaries located at
θ = 0, pi, see figure 1. The original coordinates (ρ, u) do not cover the whole AdS2 space-time but
only its Poincare´ patch
Poincare´ patch : −pi ≤ θ± ± (pi − θ0) ≤ pi , (2.7)
which corresponds to the shaded blue region in the left diagram in figure 1. Depending on the value
of the parameter θ0 ∈ (0, pi) appearing in the change of coordinates (2.5), the coordinates cover a
different region of global AdS2. The transformation maps the Minkowski asymptotic null infinity I+
at ρ = 0 to the future Poincare´ horizon of AdS2 × Sd−2 at θ+ = θ0.
Next, we can analyze the de Sitter case, which corresponds to taking the adequate conformal
factor indicated in table 2. Same as in the previous case, it is instructive to rewrite the metric in the
coordinates (σ, θ) in (2.5) but in this case with θ0 = pi/2, so that the rescaled metric (2.4) becomes
ds¯2dSd =
−ρ2du2 + 2dudρ+ dΩ2d−2
(1 + ρu)2
=
−dσ2 + dθ2 + sin2(θ)dΩ2d−2
cos2(σ)
. (2.8)
We recognize this as global de Sitter, with the space-like boundaries at |σ| = pi/2. The coordinates
(ρ, u) do not cover the whole space-time but only the flat slicing of de Sitter, see figure 1. The future
null infinity of Minkowski I+ is mapped to the cosmological horizon H+ at ρ = 0.
To obtain the Lorentzian cylinder R×Sd−1 we perform the Weyl rescaling in table 2 and change
to the coordinates in (2.5) with an arbitrary value of θ0, so that we find
ds¯2R×Sd−1 =
−ρ2du2 + 2dudρ+ dΩ2d−2
(1 + ρu)(1 + u2) + (ρ/2)2(1 + u2)2
= −dσ2 + dθ2 + sin2(θ)dΩ2d−2 . (2.9)
The region covered by the coordinates (u, ρ) is indicated in the right diagram of figure 1, where we
see that ρ = 0 now corresponds to the horizon H+ at θ+ = θ0.
Finally, to make the connection between Minkowski and AdSd clear, we must explain the meaning
of the conformal factor in the last column of table 2. The angle ψ ∈ [−pi, pi] is obtained by writing
the metric in the unit sphere Sd−2 in (2.2) as
dΩ2d−2 = dψ
2 + cos2(ψ)dΩ2d−3 . (2.10)
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AdS 
Boundary
North
Pole
South 
Pole
North
Pole
South 
Pole
de Sitter
dS past boundary
dS future boundary
Figure 1: Penrose diagrams associated to AdS2×Sd−2, de Sitter and the Lorentzian cylinder R× Sd−1.
The coordinates (u, ρ) only cover the shaded blue region in each case, where several constant ρ trajec-
tories are sketched in gray. Future null infinity at ρ = 0 in Minkowski is mapped to the future horizon
H+ indicated with a dashed green line.
The ordinary spherical angle is obtained by shifting ψ → ψ+pi/2. The rescaled metric (2.4) in these
coordinates becomes
ds¯2AdSd =
−ρ2du2 + 2dudρ+ dψ2 + cos2(ψ)dΩ2d−3
sin2(ψ)
, (2.11)
where now the range of ψ is restricted to ψ ∈ (0, pi/2], with the AdSd boundary being at ψ = 0.
These coordinates do not cover the full space-time but only the Poincare´ patch, with the Poincare´
horizon being at ρ = 0. See section 5 for a construction of these coordinates from the embedding
description of AdS.
2.2 Three dimensions
We now consider asymptotic Killing and conformal Killing vectors defined in three dimensional
Minkowski at future null infinity, ρ = 0 in (2.1). Using the conformal relations explained in the
previous subsection means the asymptotic transformations are also defined for the horizons H+ in
the conformally flat space-times.
Let us start by writing the exact Killing and conformal Killing vectors of Minkowski in the coor-
dinates (u, ρ, φ), where the periodic angle |φ| ≤ pi is defined as y(φ) = tan(φ/2), so that dΩ21 = dφ2.
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Conformal transformations of Minkowski in these coordinates are generated by the following vectors
ξT (f) = f(φ)∂u − ρf ′(φ)∂φ − ρ2f ′′(φ)∂ρ ,
ξR(Y ) = uY
′(φ)∂u +
[
Y (φ)− ρuY ′′(φ)] ∂φ + ρ [Y ′(φ)− ρuY ′′′(φ)] ∂ρ ,
ξS(h) = u
2h(φ)∂u − u(2 + ρu)h′(φ)∂φ −
[
2(1 + ρu)h(φ) + (2 + ρu)2h′′(φ)
]
∂ρ ,
ξD(g) = ug(φ)∂u − ρug′(φ)∂φ − ρ
[
g(φ) + ρug′′(φ)
]
∂ρ ,
(2.12)
that correspond to translations, Lorentz transformations, special conformal transformations, and
dilation respectively, where the four functions of φ are fixed according to
f0(φ) = a0 + a1 cos(φ) + a2 sin(φ) ,
Y0(φ) = b0 + b1 cos(φ) + b2 sin(φ) ,
h0(φ) = c0 + c1 cos(φ) + c2 sin(φ) ,
g0(φ) = d0 .
(2.13)
This gives the ten independent transformations of the conformal group in three dimensions, SO(3, 2).
Let us denote the ordinary and the “conformal” Lie derivatives of the metric as
Lξ(gµν) = ∇µξν +∇νξµ ,
L̂ξ(gµν) = ∇µξν +∇νξµ − 2
d
(∇ · ξ)gµν ,
(2.14)
where d is the space-time dimension (d = 3 in this case). The vectors ξT (f) and ξR(Y ) (ξS(h) and
ξD(g)) have vanishing (conformal) Lie derivative when the functions are fixed according to (2.13).
Looking at the form (2.12), it is natural to consider the more general class of transformation
generated by arbitrary functions, not necessarily those given in (2.13), and compute the associated
(conformal) Lie derivatives. In this case, there are two components of the metric that do not vanish
but instead satisfy the fall-off conditions in ρ indicated in the first four columns in table 3. In
other words, table 3 gives the asymptotic boundary conditions at ρ = 0 that are preserved by the
asymptotic conformal Killing vectors (2.12) defined by arbitrary functions f(φ), Y (φ), h(φ), and
g(φ).
Note that the way in which we have written the vectors in (2.12) in order to obtain the conformal
transformations is non-unique. For instance, using that Y ′(φ) = −Y ′′′(φ) is satisfied by (2.13) or the
fact that g′(φ) = 0, we can find other ways of writing extensions of such vectors. The reason we have
chosen this precise way among others is that when we promote (2.13) to arbitrary functions, the
vectors satisfy the simple fall-off conditions given in table 3. In particular, note the (conformal) Lie
derivative of the metric components gρρ, gρφ and gφφ vanish exactly, corresponding to the components
that are fixed exactly when writing an arbitrary asymptotically flat metric in the Bondi gauge.
Let us now consider the action of the vectors in (2.12) on the rescaled metric g¯µν = gµν/w
2 in
(2.4) after the Weyl transformation. While conformal Killing vectors are preserved under conformal
transformations, this is not the case for exact Killing vectors. This becomes clear by noting the
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Lξ(guu) Lξ(guφ) L̂ξ(guu) L̂ξ(guφ) L̂ξ(g¯uu) L̂ξ(g¯uφ)
ξT (f) 0 O(1) 0 O(1) 0 O(ρ2)
ξR(Y ) O(1) O(1) O(1) O(1) O(ρ2) O(ρ2)
ξS(h) − − 0 O(1/ρ2) 0 O(1)
ξD(g) − − O(1) O(1/ρ) O(ρ2) O(ρ)
Table 3: Non vanishing ordinary and conformal Lie derivatives of the metric gµν and g¯µν = gµν/w
2(xµ)
when considering the vectors in (2.12) for arbitrary functions f(φ), Y (φ), h(φ) and g(φ). Since the
vectors ξT (f) and ξR(Y ) have vanishing divergence we can replace the ordinary Lie derivatives in the
first two columns by the conformal derivatives.
divergence of a vector ξµ behaves in the following way under a Weyl transformation
(∇¯ · ξ) = (∇ · ξ) + d(ξ · ∂) ln(w) , (2.15)
where ∇¯ is the covariant derivative with respect to the rescaled metric (2.4). Since both vectors
ξT (f) and ξR(Y ) have vanishing divergence computed with respect to the Minkowski metric, we can
trivially replace the ordinary Lie derivative by the conformal version (2.14). Therefore, with respect
to the rescaled metric it makes sense to compute conformal Lie derivatives of all the vectors. Doing
so, we find the Minkowski fall of conditions (shown in the first four columns of table 3) simply get
rescaled by the conformal factor as 1/w2(ρ). Given that all of the conformal factors we are considering
in table 2 have the same scaling behavior for small ρ, i.e. w2(ρ) ∼ 1/ρ2, all the conformally mapped
space-time satisfy the fall-off conditions given in the last two columns in table 3.
It is worth mentioning that, depending in the context, we can also consider the ordinary Lie
derivative of the vectors in (2.12) for the curved space-times. For instance, the near horizon sym-
metries studied in [15] can be recovered from this perspective by considering the AdS2 × Sd−2 case.
The asymptotic Killing vectors evaluated at ρ = 0 constructed in [15] that preserve some particular
boundary conditions take the following form5
ζ1
∣∣
ρ=0
= T (φ)∂u , ζ2
∣∣
ρ=0
= X(φ)u∂u , ζ3
∣∣
ρ=0
= Y (φ)∂φ . (2.16)
Comparing with the vectors defined in this work at ρ = 0 (see (2.17) below), we see they can be
obtained from (2.16) by considering simple linear combinations.
Let us now consider the algebra satisfied by the vectors (2.12) for arbitrary functions. Since the
vectors are in general pretty complicated, it is useful to first evaluate them at ρ = 0, where they
5See equations (67) and (85) in [15] for the boundary conditions and (68) and (86) for the vectors.
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have the following simpler structure
ξT (f)
∣∣
ρ=0
= f(φ)∂u ,
ξR(Y )
∣∣
ρ=0
= Y ′(φ)u∂u + Y (φ)∂φ ,
ξS(h)
∣∣
ρ=0
= h(φ)u2∂u − 2h′(φ)u∂φ − 2
[
h(φ) + 2h′′(φ)
]
∂ρ ,
ξD(g)
∣∣
ρ=0
= g(φ)u∂u .
(2.17)
Note that the vector ξS(h) is the only one with non-vanishing component in the ρ direction, meaning
the associated transformation makes the ρ = 0 surface fluctuate transversely. This is somehow
expected as special conformal transformations leave the origin of the space-time fixed while shift the
asymptotic region. This feature has the consequence that the associated algebra does not close.6
The algebra closes if we consider the remaining vectors at ρ = 0, so that we find[
ξT (f1), ξT (f2)
]
= 0 ,[
ξT (f), ξR(Y )
]
= ξT (f̂ ) , f̂(φ) = f(φ)Y
′(φ)− f ′(φ)Y (φ) ,[
ξR(Y1), ξR(Y2)
]
= ξR(Ŷ ) , Ŷ (φ) = Y1(φ)Y
′
2(φ)− Y ′1(φ)Y2(φ) ,[
ξD(g1), ξD(g2)
]
= 0 ,[
ξT (f), ξD(g)
]
= ξT (f̂ ) , f̂(φ) = g(φ)f(φ) ,[
ξR(Y ), ξD(g)
]
= ξD(ĝ ) , ĝ(φ) = g
′(φ)Y (φ) .
(2.18)
The first three relations in (2.18) give the BMS algebra, with ξT (f) and ξR(Y ) generating super-
translations and superrotations respectively. This algebra is naturally extended by incorporating
the vector ξD(g), that generates the novel transformation we call ‘superdilation’. Note that these
vectors and their associated algebra are not only defined on Minkowski but for all the conformally
flat space-times.
Before generalizing to higher dimensions let us highlight a feature of the vectors ξS(h) and ξD(g)
in (2.12). As we can see from the fourth column in table 3, the conformal Killing equation for guφ
behaves like O(1/ρ2) and O(1/ρ) respectively. This is an asymptotic behavior that is much more
singular than the conditions satisfied by the ordinary BMS vectors ξT (f) and ξR(Y ). Therefore we
should be careful when studying the transformations generated by ξS(h) and ξD(g) as complica-
tions can arise when extracting physical quantities associated to these vectors. This issue arises for
superdilations in the holographic analysis of section 5.
2.3 Arbitrary dimensions
Let us now generalize the previous discussion to arbitrary space-time dimensions d, where the
Minkowski metric is given in (2.1) with the unit sphere Sd−2 describe in stereographic coordinates
6If we try restrict to functions h(φ) such that the vector ξS(h)
∣∣
ρ=0
has no component in the ρ direction, then we find
the function h(φ) is not periodic in φ. It is possible that a closed algebra can be obtained by considering a modified
version of the Lie brackets that takes into account the variation of the metric [4, 5]. This might also be useful to show
the algebra (2.18) is satisfied by the vectors away from ρ = 0.
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~y ∈ Rd−2 (2.2). The vectors generating conformal transformations that generalize (2.12) are given
by
ξT (f) = f∂u − ρ(DAf)∂A − ρ
2
d− 2(D
2f)∂ρ ,
ξR(Y ) =
(D · Y )
d− 2 u∂u +
[
Y A − ρu
d− 2D
A(D · Y )
]
∂A +
ρ
d− 2
[
(D · Y )− ρu
d− 2D
2(D · Y )
]
∂ρ ,
ξS(h) = hu
2∂u − u(2 + ρu)(DAh)∂A −
[
2(1 + ρu)h+
(2 + ρu)2
d− 2 (D
2h)
]
∂ρ ,
ξD(g) = g u∂u − ρu(DAg)∂A − ρ
[
g +
ρu
d− 2(D
2g)
]
∂ρ ,
(2.19)
where DA is the covariant derivative on the unit sphere S
d−2. The vectors generating ordinary
conformal vectors are obtained by taking the functions according to
f0(~y ) = a0 +
d−2∑
B=1
aB
(
yB
|~y |2 + 1
)
+ ad−1
( |~y |2 − 1
|~y |2 + 1
)
,
Y A(~y ) = b0y
A +
d−2∑
B=1
{
wABy
B + pB
[
2yByA − δAB(|~y |2 + 1)]+ p˜B [2yByA − δAB(|~y |2 − 1)] } ,
h0(~y ) = c0 +
d−2∑
B=1
cB
(
yB
|~y |2 + 1
)
+ cd−1
( |~y |2 − 1
|~y |2 + 1
)
,
g0(~y ) = d0 ,
(2.20)
where wAB = −wBA. The functions f(~y ) and h(~y ) give d independent transformations corresponding
to space-time translations and special conformal transformations, while g(~y ) = d0 is the dilation.
Lorentz transformations generated by Y A(~y ) are determined by the parameters
{
b0, w
A
B, pB, p˜B
}
,
that give the appropriate number of independent transformations corresponding to SO(d − 1, 1),
namely
dim [Y A] = 1 +
(d− 2)(d− 3)
2
+ (d− 2) + (d− 2) = d(d− 1)
2
. (2.21)
Let us now consider vectors of the form (2.19) but defined with arbitrary functions, not necessarily
given by (2.20). When doing this for the conformal vectors ξS(h) and ξD(g), we find the conformal Lie
derivatives have non-vanishing components that explicitly violate some of the Bondi gauge conditions.
It is therefore convenient not to consider completely arbitrary function h(~y ) and g(~y ) but to restrict
them to those with the following dependence
g(~y ) = g(yA/y1) , h(~y ) = h(yA/y1) . (2.22)
These functions do not depend in an arbitrary way on all the (d− 2) components of yA, but only on
the (d − 1) coordinates obtained as yA/y1 (there is no special role played by y1, as we can change
this by any other component). As an example, for d = 5 we have g(~y ) = g(y2/y1, y3/y1). With
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Lξ(guu) Lξ(guA) Lξ(gAB) L̂ξ(guu) L̂ξ(guA) L̂ξ(gAB) L̂ξ(g¯uu) L̂ξ(g¯uA) L̂ξ(g¯AB)
ξT (f) 0 O(1) O(1/ρ) 0 O(1) O(1/ρ) 0 O(ρ2) O(ρ)
ξR(Y ) O(1) O(1) O(1/ρ2) O(1) O(1) O(1/ρ2) O(ρ2) O(ρ2) O(1)
ξS(h) − − − 0 O(1/ρ2) O(1/ρ2) 0 O(1) O(1)
ξD(g) − − − O(1) O(1/ρ) O(1/ρ) O(ρ2) O(ρ) O(ρ)
Table 4: Non vanishing ordinary and conformal Lie derivatives of the metric gµν and g¯µν = gµν/w
2(xµ)
when considering the vectors in (2.19) for arbitrary functions f(~y ) and Y A(~y ), while h(~y ) and g(~y )
are restricted to (2.22).
this restriction, the conformal Lie derivative of the metric satisfy much nicer relations that do not
violate the Bondi gauge conditions; these are given in the first six columns in table 4.7 If we consider
the transformations in the curved space-times obtained through the Weyl rescaling in (2.4), the
conformal Lie derivatives are replaced by the fall-off conditions in the last three columns in table 4
(we have used that all the conformal factors in table 2 scale as w2(ρ) ∼ 1/ρ2).
Same as in the three dimensional case, we obtain the associated algebra by first evaluating the
vectors at ρ = 0; namely
ξT (f)
∣∣
ρ=0
= f∂u ,
ξR(Y )
∣∣
ρ=0
=
(D · Y )
d− 2 u∂u + Y
A∂A ,
ξS(h)
∣∣
ρ=0
= hu2∂u − 2u(DAh)∂A − 2
[
h+
2
d− 2(D
2h)
]
∂ρ ,
ξD(g)
∣∣
ρ=0
= g u∂u .
(2.23)
Since the vector ξS(h) contains a non-trivial component in the ρ direction, the full algebra of these
vectors does not close. However, if we consider the algebra of the remaining vectors, it does close
and is given by [
ξT (f1), ξT (f2)
]
= 0 ,[
ξT (f), ξR(Y )
]
= ξT (f̂ ) , f̂ =
(D · Y )
d− 2 f − Y
ADAf ,[
ξR(Y1), ξR(Y2)
]
= ξR(Ŷ ) , Ŷ
A = Y B1 DBY
A
2 − Y B2 DBY A1 ,[
ξD(g1), ξD(g2)
]
= 0 ,[
ξT (f), ξD(g)
]
= ξT (f̂ ) , f̂ = f g ,[
ξR(Y ), ξD(g)
]
= ξD(ĝ ) , ĝ = Y
ADAg .
(2.24)
7The Bondi gauge conditions are gρρ = gρA = ∂ρ[ρ
2det(gAB)] = 0. The first two are satisfied by the fall-off
conditions given in table 4, while we have not checked the third condition. However if we consider the Newman-Unti
gauge condition [25, 26], the third condition is replaced by guρ = 2/ρ
2, that is preserved by the vectors in (2.19).
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The first three relations form a subalgebra that corresponds to the ordinary BMS algebra, obtained
from supertranslations and superrotations generated by ξT (f) and ξR(Y ) respectively. The full
algebra also includes the superdilation vector ξD(g). Same as in the three dimensional case, these
vectors and their algebra are defined in Minkowski as well as in any of the conformally flat space-times
discussed in subsection 2.1.
3 CFT charges and algebra
In this section, we consider an arbitrary CFT and construct the quantum charges associated to the
asymptotic (conformal) Killing vectors in (2.19). We start in subsection 3.1 by showing how the
charges for the CFT in the various conformally flat space-times are not independent but related
between themselves by conformal symmetry. In subsection 3.2 we use a discrete symmetry of the
CFT to map the charges in the future regions (either I+ or H+) to the regions in the past (I− or
H−). We finish in subsection 3.3 where we use the results of [20] to show all these charges satisfy
the same algebra as the associated vectors in (2.24).
3.1 Conformal transformation of the charges
Let us consider an arbitrary CFT in d-dimensional Minkowski space-time. The charge associated to
a vector ξ can be written in terms of the stress tensor operator, Tµν , as follows
Q[ξ] ≡
∫
Σ
dSµ Tµν ξ
ν , (3.1)
where Σ is a Cauchy surface in Minkowski with surface element dSµ = dS nµ, with nµ the future
directed unit normal. When constructing a conserved charge Q with ξν being an exact conformal
Killing vector, the Cauchy surface Σ we choose to write the operator is unimportant, as different
choices for Σ result in the same operator. For this reason, the charge is often said to be a topological
operator. In this case, however, we are interested in constructing the charges for asymptotic conformal
Killing vectors, which do not necessarily share this property precisely because they do not generate
exact symmetries of the theory. As a result, the Cauchy surface Σ we use to write the operator
becomes important and turns out to be part of the prescription.
While the full expression of the vectors in (2.19) is quite complicated, we consider the simpler
case ρ = 0, so that the charges obtained from (2.23) take the form
Q[ξT ] ≡ T (f) = lim
ρ→0
1
ρd−2
∫
Sd−2
dΩ(~y )f(~y )E(~y ) ,
Q[ξR] ≡ R(Y ) = lim
ρ→0
1
ρd−2
∫
Sd−2
dΩ(~y )
[
(D · Y )
d− 2 K(~y ) + Y
ANA(~y )
]
,
Q[ξD] ≡ D(g) = lim
ρ→0
1
ρd−2
∫
Sd−2
dΩ(~y )g(~y )K(~y ) ,
(3.2)
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where dΩ(~y ) is the volume element of Sd−2 and where we have defined the following light-ray
operators
E(~y ) ≡
∫ +∞
−∞
duTuu(u, ρ = 0, ~y ) , K(~y ) ≡
∫ +∞
−∞
duuTuu(u, ρ = 0, ~y ) , (3.3)
and
NA(~y ) ≡
∫ +∞
−∞
duTuA(u, ρ = 0, ~y ) . (3.4)
For the CFT defined in the curved conformally flat space-times we can apply exactly the same
procedure to write the charges. However, instead of writing the charges in these space-times from
scratch, it is convenient to apply the conformal transformations and map the Minkowski charges
(3.2) to the other space-times. This has the advantage that the functions f(~y ), Y A(~y ) and g(~y ) in
Minkowski space-time happen to determine the corresponding charges in the other space-times.
To apply the mapping we use that the stress tensor transforms under a conformal transformation
in the following way
UTµνU
† =
∂x¯α
∂xµ
∂x¯β
∂xν
(
T¯αβ − 〈T¯αβ〉0
w(x¯)d−2
)
, (3.5)
where U is the unitary operator implementing the conformal transformation U : H → H¯, and we
add a bar over quantities after the mapping. Using this on the general expression for the charge Q[ξ]
in (3.1), we find
Q¯[ξ] ≡ UQ[ξ]U † =
∫
H+
dS¯α
(
T¯αβ − 〈T¯αβ〉0
)
ξβ , (3.6)
where both vectors nα and ξβ are now written in the new coordinates x¯α and we have defined
dS¯α ≡ dSnα/wd−2. For each of the different conformal factors given in table 2 the surface element
can be written as
dS¯α = δαu dΩ(~y ) du×

1 , AdS2 × Sd−2 and dSd ,
(1 + u2)
2−d
2 , R× Sd−1 ,
sin(ψ)2−d , AdSd .
(3.7)
The term 〈T¯αβ〉0 in (3.6) corresponds to the vacuum expectation value and appears due to the
anomalous transformation of the stress tensor (for d = 2, it is fixed by the Schwartzian derivative). To
write the mapped charges in (3.6) we must compute the components 〈T¯uu〉0 and 〈T¯uA〉0 at ρ = 0, that
are highly constrained by symmetry. Consider the vacuum state of a QFT defined on a geometry
M obtained as the product of two maximally symmetric manifolds M = M1 ×M2. Using the
isometries in each factor and the fact that the vacuum state |0〉 remains invariant, we can reduce
〈T¯αβ〉0 to8
〈T¯αβ〉0 = a1g¯(1)ij + a2g¯(2)ab , (3.8)
8See the appendix B of [24] for a detailed discussion. The constants (a1, a2) can be related by the vanishing of the
trace of the stress tensor, since the space-times we are considering are conformally flat.
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where (a1, a2) are constants and (g¯
(1)
ij , g¯
(2)
ab ) are the metrics in each maximally symmetric manifold.
9
We can use this to compute the vacuum contribution of the stress tensor in (3.6). Since (3.8) applies
for the metric written in terms of the global coordinates (σ, θ) in (2.5), we must first compute the
appropriate components in the global coordinates and then translate to (u, ρ), so that the final result
gives
〈T¯uu〉0 =
{
0 , for AdS2 × Sd−2,dSd,AdSd ,
6= 0 , for R× Sd−1
, 〈T¯uA〉0 = 0 . (3.9)
The component 〈T¯uA〉0 vanishes since all the metrics have zero non-diagonal components g¯σA and
g¯θA. The contributions to 〈T¯uu〉0 vanish when they are obtained by projecting along a null tangent
vector. This is not the case for the CFT on the Lorentzian cylinder since the null geodesic moving
along H+ at (θ+, ~y ) = (θ0, ~y0) in the global coordinates (2.5) has a tangent vector with non-trivial
components along R and Sd−1 which does not vanish because the constants (a1, a2) in (3.8) are
different. This component can be computed explicitly using the results in [29] (see eq. (2.24) in
[30]).
We can now use (3.7) and (3.9) to write the mapped charge in (3.6) explicitly. For the AdS2×Sd−2
and dSd cases the final result is the same as in (3.2) but without the prefactor 1/ρ
d−2. Note that
the coordinate u is an affine parameter for the null geodesics in Minkowski, defined as ρ = 0 with
constant ~y . This follows from checking that the geodesic equation is satisfied in the Minkowski
metric (2.1); namely
d2xµ
du2
+ Γµρσ
dxρ
du
dxσ
du
= 0 . (3.10)
If u was not affine, then the right-hand side of (3.10) would be proportional to the tangent vector
along the curve. Having an affine parameter u is important since it allows us to identify the light-ray
operator E(~y ) in (3.3) as the ANEC, meaning E(~y ) ≥ 0.
When we apply a conformal transformation, the geodesic equation (3.10) is not invariant since
the connection transforms with an anomalous term due to the Weyl rescaling. The coordinate u
remains affine only if the following condition is satisfied (see section 2.1 of [30] for details)
u is affine in g¯αβ ⇐⇒ dw(x)
du
∣∣∣∣
ρ=0
= 0 . (3.11)
9Since the coordinates (u, ρ, ~y ) we are using to describe the curved manifold do not cover the whole space-time
(see blue regions in figure 1), one might ask whether the vacuum state appearing in the expectation value in (3.6)
is the same as the global vacuum in (3.8). For instance, this is the case when comparing the usual Minkowski and
Rindler vacuum, which are distinct states. The global vacuum is most conveniently defined by analytically continuing
the Lorentzian time t to tE = it and considering the path integral over half of the Euclidean manifold tE < 0,
namely |0〉 = ∫
Σt,tE<0
Dφ exp (−SE [φ]), where φ are the fields of the QFT and SE [φ] the Euclidean action. From this
description of the vacuum we see that as long as there is a Cauchy surface Σ that fits in the region covered by the
coordinates, the vacuum state will be equivalent to the global vacuum. From the diagrams in figure 1 we see we can
always choose a Cauchy surface of the whole manifold that fits entirely in the blue region. For the Rindler region in
Minkowski this is not the case, and therefore the vacuum states defined in each case are different. While this is a
formal argument, it can be shown explicitly for a free scalar by comparing the vacuum two-point functions in each
quantization scheme. See [27] for AdS2 and section 3 of [28] for dSd.
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From the first line in (3.7) we see this is satisfied in all space-times except for the Lorentzian cylinder.
In this case, we can define a new parameter λ = λ(u) that is affine in R× Sd−1 (i.e. it satisfies the
geodesic equation as written in (3.10)) according to
u(λ) = tan(λ) , |λ| ≤ pi/2 . (3.12)
The charges in R × Sd−1 are then given by (3.2) without the factor 1/ρd−2 and with the following
light-ray operators
E¯(~y ) =
∫ pi/2
−pi/2
dλ cosd(λ)
(
T¯λλ − 〈T¯λλ〉0
)
,
K¯(~y ) =
∫ pi/2
−pi/2
dλ sin(λ) cosd−1(λ)
(
T¯λλ − 〈T¯λλ〉0
)
,
N¯A(~y ) =
∫ pi/2
−pi/2
dλ cosd−2(λ)T¯λA ,
(3.13)
where we have also considered the non-vanishing vacuum contribution in (3.9). The operator E¯(~y )
in the Lorentzian cylinder and its connection to the ANEC has been recently studied in [24, 30, 31].
The mapping to AdSd is slightly more involved since in that case we must not only consider a Weyl
rescaling of the metric but also a change of coordinates in the sphere Sd−2, according to (2.10). This
requires us to change the angular coordinates of the vectors ξ generating the transformations (2.23).
While this is certainly a straightforward computation, we shall only write the three dimensional case
explicitly, where the vectors ξ (2.17) are already written in terms of the angle φ. The Weyl rescaling
in this case is given by w2(ρ, φ) = sin2(φ)/ρ2, so that the AdS3 metric (2.10) is
ds¯2AdS3 =
−ρ2du2 + 2dudρ+ dφ2
sin2(φ)
, (3.14)
where the range of φ in this case is given by φ ∈ (0, pi), with φ → 0, pi corresponding to different
ways of approaching the same AdS3 boundary (see figure 7 in [24]). The charges can be then written
from (3.6), (3.7) and (3.9) as
T¯ (f) =
∫ pi
0
dφ
sin(φ)
f(φ)
∫ +∞
−∞
du T¯uu ,
R¯(Y ) =
∫ pi
0
dφ
sin(φ)
∫ +∞
−∞
du
[
Y ′(φ)uT¯uu + Y (φ)T¯uφ
]
,
D¯(g) =
∫ pi
0
dφ
sin(φ)
g(φ)
∫ +∞
−∞
duu T¯uu .
(3.15)
The takeaway from this subsection is that given the charges (3.2) defined in I+ and determined by
the functions
{
f(~y ), Y A(~y ), g(~y )
}
, the charges in H+ are not written in terms of new functions, but
the same ones as in the Minkowski.
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3.2 Discrete transformation between future and past regions
Our analysis so far applies to the regions in the future I+ for Minkowski and the horizon H+
for the curved space-times (see figure 1). A completely analogous analysis can be performed for the
corresponding asymptotic surfaces located in the past regions. In this subsection we show the charges
in the future and past regions are not independent but related in a very precise and interesting way
through a discrete symmetry of the CFT.
Given a QFT in the space-time gµν the vacuum is invariant under the action generated by the
charges associated to the isometries of the space-time that are smoothly connected to the identity.
Generically, discrete isometries such as a time reversal in Minkowski, are not symmetries of the
ground state. However, there are certain combinations of discrete symmetries that leave the vacuum
invariant. In the case of Minkowski, a transformation that leaves the vacuum invariant is given by
the following transformation10
CRT : (t, x1, ~x ) −→ (−t,−x1, ~x ) , (3.16)
where (t, x1, ~x ) are ordinary Cartesian coordinates, ~x = (x2, ..., xd−1). We can use this symmetry to
relate the charges in the future and past regions.
Instead of considering the Minkowski case, let us focus on the more interesting setup of a CFT
on AdS2 × Sd−2, where the future Poincare´ horizon H+ we have been considering so far is located
at θ+ = θ0 ∈ [0, pi] in terms of the global coordinates in (2.6). We define the past horizon H− as
the surface θ− = θ0, which can be conveniently described in terms of a new set of coordinates (v, %)
defined similarly to (2.5) as
2/% = tan
[
θ+ − (pi − θ0)
2
]
+ tan
[
θ− + (pi − θ0)
2
]
, v = tan
[
θ+ − (pi − θ0)
2
]
. (3.17)
These coordinates only cover a Poincare´ patch of AdS2 given by
Poincare´ patch : −pi ≤ θ± ∓ (pi − θ0) ≤ pi , (3.18)
and plotted in the left diagram of figure 2. Note that for general θ0 ∈ [0, pi] this is a different Poincare´
patch that the one covered by the coordinates (u, ρ) in (2.7), shown in green on the right diagram
of the same figure. It is only for θ0 = pi that both set of coordinates cover the same region. The
AdS2 × Sd−2 metric (2.6) in these coordinates becomes
ds¯2AdS2×Sd−2 = −%2dv2 − 2dvd%+
4 d~z · d~z
(1 + |~z |)2 =
−dσ2 + dθ2
sin2(θ)
+ dΩ2d−2 , (3.19)
where we have taken stereographic coordinates ~z ∈ Rd−2 to describe the sphere Sd−2. The past
horizon H− at θ− = θ0 is located at % = 0.
10While in even space-time dimensions the CRT symmetry is equivalent to the more standard CPT transformation,
for odd dimensions the CPT is not a symmetry of the QFT, see subsection 5.1 in [19]
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Figure 2: On the left we have the region of AdS2 covered by the coordinates (v, %) defined in (3.17).
The past horizon (marked in red) is obtained as % = 0 and v ∈ R. On the right we plot the region of AdS2
covered by the coordinates (u, ρ) and (v, %) in green and red respectively. The CRT transformation in
(3.23) gives a map between these regions, most importantly mapping between the horizons H+ ↔ H−.
It is easy to check the asymptotic (conformal) Killing vectors on the past horizon H− are com-
pletely analogous to those given in (2.19) after replacing (u, ρ, ~y ) → (−v, %, ~z ). The charges con-
structed from these vectors evaluated at % = 0 are similar to (3.2) and given by11
Q¯[ξT− ] ≡ T¯−(f−) = −
∫
Sd−2
dΩ(~z )f−(~z )E¯(~z ) ,
Q¯[ξR− ] ≡ R¯−(Y−) =
∫
Sd−2
dΩ(~z )
[
(D · Y−)
d− 2 K¯(~z ) + Y
A
− N¯A(~z )
]
,
Q¯[ξD− ] ≡ D¯−(g−) =
∫
Sd−2
dΩ(~z )g−(~z )K¯(~z ) ,
(3.20)
where we have added a minus subscript on the charges and functions to distinguish these from those
associated to the future regions, which should now contain a plus subscript. The light-ray operators
in (3.20) are analogous to those defined previously, namely
E¯(~z ) ≡
∫ +∞
−∞
dv T¯vv(v, % = 0, ~z ) , K¯(~z ) ≡
∫ +∞
−∞
dv v T¯vv(v, % = 0, ~z ) , (3.21)
and
N¯A(~z ) ≡
∫ +∞
−∞
dv T¯vA(v, % = 0, ~z ) . (3.22)
11The charges in (3.20) do not have the prefactor 1/ρd−2 in (3.2) since the AdS2 × Sd−2 surface element is given by
(3.7). After making the replacement (u, ρ, ~y ) → (−v, %, ~z ) on the vectors (2.23) at % = 0 we see the supertranslation
vector picks up a minus sign, that appears in the supertranslation charge in (3.20).
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Naively, it might seen that the charges in each of the horizons are unrelated, meaning the functions
f±, Y A± and g± are completely independent. However, this is not the case since an analogous CRT
symmetry in AdS2 × Sd−2 relates these functions in a precise way. In appendix B we show that any
QFT in AdS2 × Sd−2 is invariant under the following discrete transformation
CRT : (σ, θ, ~y ) −→
(
−σ, θ, ~z = ~y|~y |2
)
, (3.23)
realizing (CRT) |0¯〉 = |0¯〉 in this case. Apart from the time reflection we have an inversion in the
stereographic coordinates on the sphere Sd−2.12 The usefulness of this transformations comes from
the fact that it maps between the future horizon H+ at θ+ = θ0 to H− at θ− = θ0 (see right diagram
in figure 2).
Applying the adjoint action of the CRT operator on the stress tensor we find13
(CRT)T¯µν(x)(CRT)
−1 =
∂x˜α
∂xµ
∂x˜β
∂xν
T¯αβ(x˜) ,
where x˜α are the transformed coordinate. Using this we can map the charge on H+ to H− in the
following way
(CRT)Q¯+(CRT)
−1 = (CRT)
[∫
H+
dS nµT¯µνξ
ν
]
(CRT)−1 =
∫
H−
dS nαT¯αβξ
β , (3.24)
where the vectors nα and ξβ are the ones defining Q+ but written in the transformed coordinates in
(3.23). Writing the final expression in terms of the (v, %, ~z ) coordinates we find
(CRT)T¯+(f+)(CRT)−1 = T¯−(f−) , where f−(~z ) = −f+(~z/|~z |2) ,
(CRT)R¯+(Y+)(CRT)−1 = R¯−(Y−) , where Y A− (~z ) = −
(
∂zA
∂yB
)
Y B+ (~z/|~z |2) ,
(CRT)D¯+(g+)(CRT)−1 = D¯−(g−) , where g−(~z ) = −g+(~z/|~z |2) ,
(3.25)
where the charges in the past region are given in (3.20). The minus sign appearing in the relation
between the functions comes from the fact that the normal vector nµ = δµu in the coordinates on H−
is nα = −δαv .
This shows the charges in each horizon are not independent but related in an interesting way.
Through the conformal map explained in the previous subsection, this analysis together with the
relations in (3.25) are not exclusive to the CFT in AdS2 × Sd−2 but to any of the conformally flat
space-times. Using the invariance of the vacuum under CRT transformation also allows us to map
states, for instance
(CRT) |Y+〉 ≡ (CRT)e−iR¯(Y+) |0¯〉 = (CRT)e−iR¯(Y+)(CRT) |0¯〉 = e−iR¯(Y−) |0¯〉 = |Y−〉 . (3.26)
In section 4, we study features of states such as |Y+〉 in detail.
12This discrete transformation is completely analogous to the one in Minkowski (3.16). Taking spherical coordinates
in Minkowski (t, r, ~y ), with ~y parametrizing the Sd−2, one can check the transformation (3.16) is equivalent to (3.23)
replacing σ → t, see appendix B for details.
13While the charge conjugation operator C implements a hermitian conjugate it makes no difference in this case since
the stress tensor is Hermitian.
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3.3 Charge algebra
We finish this section by considering the algebra of the charges associated to the asymptotic (con-
formal) Killing vectors. Since the charges in the different setups are related through the adjoint
action of U in (3.6) or (CRT) in (3.24), which preserves the structure of any algebra, we know from
the beginning that the algebra satisfied by the charges in Minkowski or any of the conformally flat
space-times must be exactly the same. Since the asymptotic vectors at ρ = 0 in (2.23) satisfy the
algebra (2.24), the expectation is that the charges realize the same algebra, which can be written as[T (f1), T (f2)] = 0 ,[T (f),R(Y )] = iT (f̂ ) , f̂ = (D · Y )
d− 2 f − Y
ADAf ,[R(Y1),R(Y2)] = iR(Ŷ ) , Ŷ = Y B1 DBY A2 − Y B2 DBY A1 ,[D(g1),D(g2)] = 0 ,[T (f),D(g)] = iT (f̂ ) , f̂ = f g ,[R(Y ),D(g)] = iD(ĝ ) , ĝ = Y ADAg ,
(3.27)
where the factor i arises since the charges are Hermitian operators. Showing this operator algebra
is satisfied is highly non-trivial, since it involves computing complicated commutators involving the
stress tensor. We can still show (3.27) is satisfied by building on the results of [20], where the algebra
of light-ray operators on the Minkowski null plane where computed for arbitrary CFTs. In appendix
A we apply a conformal transformation (worked out in [30]) to the algebra of light-ray operators of
[20] from the Minkowski null plane to AdS2 × Sd−2 and use it to show (3.27) is indeed satisfied.
4 Quantum transformations on the Hilbert space
In previous sections we have considered asymptotic (conformal) Killing vectors in several confor-
mally flat space-times, constructed the quantum charges and shown they satisfy the extended BMS
algebra in (3.27). In this section, we study the action of these transformations on the Hilbert space,
implemented through the charges T (f), R(Y ) and D(g), corresponding to supertranslations, super-
rotations, and superdilations respectively. For concreteness, here we focus on the CFT in Minkowski
with the charges defined at future null infinity I+, even though the results apply in much more
generality. In subsection 4.1, we consider the group action obtained by exponentiating the charges
on the vacuum state |0〉 of the CFT. In subsection 4.2, we study vacuum and non-vacuum represen-
tations of the algebra (3.27) on the Hilbert space of the CFT, where we focus on the three and four
dimensional cases.
4.1 Group action
Let us start by recalling some basic notions of symmetries and conserved charges in CFTs. For
any vector ξµ, there is an associated conserved charge Q[ξ] that can be written in terms of the
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stress tensor as in (3.1). The finite transformation is then implemented on the states |ψ〉 ∈ H by
exponentiating the charges in the standard way |ψs〉 = e−isQ |ψ〉, with s ∈ R. For CFTs, if the
vector ξµ satisfies the Killing or conformal Killing equation, the vacuum state is invariant under the
transformation, which implies |0〉 is an eigenstate of Q0. In this case, the charge annihilates the
vacuum Q0 |0〉 = 0 since the vacuum expectation value of the stress tensor vanishes 〈0|Tµν |0〉 = 0.
The charges that annihilate the vacuum are given in (3.2)
Q0 =
{
T (f0),R(Y0),D(g0)
}
, (4.1)
where the functions f0(~y ), Y
A
0 (~y ) and g0(~y ) are fixed by (2.20).
In this work we are considering more general charges that are associated to asymptotic (conformal)
Killing vectors, obtained by taking arbitrary functions not necessarily given by (2.20). This means the
charges are not required to annihilate the vacuum but instead induce some non-trivial transformation
on the states. Applying the finite transformations on the vacuum allows us to define the following
states
|f〉 ≡ e−iT (f) |0〉 , |Y 〉 ≡ e−iR(Y ) |0〉 , |g〉 ≡ e−iD(g) |0〉 . (4.2)
Since the charges are evaluated at ρ = 0, these states are as well defined on this surface.
While in principle the action induced by the three charges generate a state that is different
from the vacuum itself, a distinct role is played by the supertranslated vacuum |f〉. Note the
supertranslation charge T (f) in (3.2) is obtained by integrating the light-ray operator E(~y ) over the
transverse sphere Sd−2. The achronal ANEC, proven for general QFTs in Minkowski [22, 23] and
for (A)dS and AdS2 × Sd−2 in [24], implies this particular light-ray operator is positive E(~y ) ≥ 0.14
Using this together with the fact that 〈0|E(~y )|0〉 = 0 and the Cauchy-Schwarz inequality, we find
| 〈ψ|E(~y )|0〉 |2 ≤ 〈ψ|E(~y )|ψ〉 〈0|E(~y )|0〉 = 0 =⇒ E(~y ) |0〉 = 0 . (4.3)
Since the supertranslation charge T (f) is obtained by integrating E(~y ) over the sphere Sd−2 (3.2),
we have T (f) |0〉 = 0 for any function f(~y ), meaning finite supertranslations act trivially on the
vacuum state
|f〉 = e−iT (f) |0〉 =
∞∑
n=0
(−i)n
n!
T n(f) |0〉 = |0〉 . (4.4)
This is a very general and strong result that holds for all QFTs defined in the conformally flat space-
times in any dimension. Although f(~y )∂u is not an exact Killing vector, the vacuum state is still
invariant under the associated transformation. This is certainly not the case for the superrotation
and superdilation charges, R(Y ) and D(g), which are built from the light-ray operators K(~y ) and
NA(~y ) (3.2) that are not positive definite. Notice, however, that these light-ray operators still have
vanishing expectation value since they are built from integrating the stress tensor Tµν . These results
are summarized in the first row of table 5.
14The corresponding operator E¯(~y ) in the Lorentzian cylinder (3.13) is not the achronal ANEC but has been proven
to also be a positive operator for arbitrary CFTs [30] and holographic CFTs [31].
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|ψ〉 T (f0) |ψ〉 R(Y0) |ψ〉 D(g0) |ψ〉 T (f) |ψ〉 R(Y ) |ψ〉 D(g) |ψ〉 〈T (f)〉ψ 〈R(Y )〉ψ 〈D(g)〉ψ
|0〉 0 0 0 0 6= 0 6= 0 0 0 0
|Y 〉 0 6= 0 0 0 6= 0 6= 0 0 0 0
|g〉 0 6= 0 0 0 6= 0 6= 0 0 0 0
Table 5: Action of the charges (3.2) on the vacuum state |0〉 and the states |Y 〉 = e−iR(Y ) |0〉 and
|g〉 = e−iD(g) |0〉. The first three columns correspond to the charges (4.1) that generate ordinary
conformal transformations. By “6= 0” we mean the state is not an eigenstate of the charge, but it has
a non-trivial action.
We can then study features of the states |Y 〉 and |g〉 in (4.2). To do so, we use the following two
algebraic identities that hold for arbitrary operators V and W
We−iV |0〉 =
[
e−iVW +
∞∑
n=1
n∑
m=1
(
n
m
)
(−i)n(−1)m
n!
V n−mLmV (W )
]
|0〉 ,
〈0|eiVWe−iV |0〉 =
∞∑
n=0
in
n!
〈0|L nV (W )|0〉 ,
(4.5)
where LV (W ) = [V,W ], L
2
V (W ) = [V, [V,W ]] and so on. While the second identity is standard, we
prove the first one in appendix C. Using these relations, together with the algebra satisfied by the
charges (3.27) and the transformation properties of the vacuum |0〉 given in the first row in table 5,
we obtain the second and third rows, that determine the transformation properties of |Y 〉 and |g〉.
Let us now comment on the most salient features of this table. In the first three columns we
have the action of the charges associated to ordinary conformal transformations on the transformed
states |Y 〉 and |g〉. One of the charges in T (f0) is obtained from f0(~y ) = 1, which corresponds
to rigid translations in the u time-like coordinate of the Minkowski metric (2.1), meaning that
Hu ≡ T (f0 = 1) is the associated Hamiltonian. Hence, the first column in table 5 implies
Hu |0〉 = Hu |Y 〉 = Hu |g〉 = 0 . (4.6)
This shows the states |Y 〉 and |g〉 are an infinite number of eigenstates of the Hamiltonian Hu with
minimum eigenvalue and thus can be regarded as soft modes. While the states are also invariant
under rigid dilations generated by D(g0), Lorentz transformations induce non-trivial transformations.
This means there is not a true infinite degeneracy of the vacuum state |0〉, since we can distinguish
it from the states |Y 〉 and |g〉 by applying ordinary Lorentz transformations.
From the fourth to the sixth columns in table 5, we see that all the states are invariant under
arbitrary supertranslations, same as the vacuum state |0〉. This follows from the ANEC E(~y ) |0〉 = 0
and the first identity in (4.5), where the second term is computed using the algebra (3.27). On the
other hand, we see that all the states have a non-trivial transformation under superrotation and
superdilation transformations. However, using the second identity in (4.5) together with the algebra,
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we can show the vacuum expectation of the charges in all these states vanish, as indicated in the last
three columns in table 5.
All the results given in table 5 apply to arbitrary CFTs in Minkowski space-time as well as on
any of the conformally related space-times defined by performing the Weyl rescaling in (2.4). While
one can study the action of the finite transformations on non-vacuum states, the setup becomes more
complicated and it is difficult to make concrete statements.
4.2 Algebra representations
We can get a more detailed characterization of the action of the charges on the Hilbert space by
studying the algebra representations of (3.27). Since the algebra greatly depends on the space-time
dimension, we focus on the three and four dimensional cases.
4.2.1 Three dimensions
For the three dimensional case the vectors generating the transformations at ρ = 0 (2.17) only depend
on the angle φ. To study its algebra, it is convenient to expand the functions f(φ), Y (φ) and g(φ)
in terms of their Fourier series
f(φ) =
∑
n∈Z
fne
inφ , Y (φ) =
∑
n∈Z
Yne
inφ , g(φ) =
∑
n∈Z
gne
inφ , (4.7)
where real functions demand the coefficient expansion satisfy c¯n = c−n. Using this in the definition
of the charges in (3.2) we find
T (f) =
∑
n∈Z
fn
[
lim
ρ→0
∫
S1
dφ
ρ
einφE(φ)
]
≡
∑
n∈Z
fnTn ,
R(Y ) =
∑
n∈Z
Yn
[
lim
ρ→0
∫
S1
dφ
ρ
einφ (inK(φ) +NA(φ))
]
≡
∑
n∈Z
YnRn ,
D(g) =
∑
n∈Z
gn
[
lim
ρ→0
∫
S1
dφ
ρ
einφK(φ)
]
≡
∑
n∈Z
gnDn .
(4.8)
Since the charges are Hermitian we have that all the mode operators verify P †n = P−n. Using this
expansion on the algebra in (3.27) we find
[Tn, Tm] = [Dn, Dm] = 0 ,
[Tn, Rm] = (n−m)Tm+n , [Rn, Rm] = (n−m)Rn+m ,
[Tn, Dm] = iTn+m , [Rn, Dm] = −mDn+m .
(4.9)
From these relations we identify several interesting sub-algebras. The subsets {Tn}, {Dn} and {Rn}
give two abelian and a Witt sub-algebra respectively, while {Tn, Rm} corresponds to the standard
BMS3 algebra, obtained as a semi-direct sum of the abelian and Witt sub-algebras [32]. The subset
{Dn} , {Rm} is an algebra that has appeared in other contexts, like in [15]. The subset {Dn} , {Tm}
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can be regarded as an infinite-dimensional extension of the Borel subalgebra of sl(2). In the following
we study vacuum and non-vacuum representations of this algebra (see [33] for related work on the
BMS3 algebra).
Vacuum representation: The starting point for the vacuum representation is its invariance under
the action generated by the following modes
Tn |0〉 = 0 , n ∈ Z ,
Rn |0〉 = 0 , n = 0,±1 ,
D0 |0〉 = 0 .
(4.10)
The first relation is implied by the ANEC operator E(φ), that gives E(φ) |0〉 = 0 as in (4.3). The
remaining conditions are a consequence of the invariance of the vacuum under ordinary Lorentz and
dilation transformations, that correspond to taking Y0(φ) and g0(φ) in (2.13).
The vector space of the representation is spanned by acting successively with the operators Rn
and Dn on the vacuum state |0〉, which gives
|{ni}; {mj}〉 ≡
∏`
i=1
Dni
k∏
j=1
Rmj |0〉 , mj ≥ mj+1 . (4.11)
States with different ordering can be put in this form using the algebra (4.9). From the conditions
in (4.10) and the algebra we can use induction to prove these states satisfy the following properties
Tn |{ni}; {mj}〉 = D0 |{ni}; {mj}〉 = 0 ,
R0 |{ni}; {mj}〉 = Mφ |{ni}; {mj}〉 , Mφ ≡ −
∑`
i=1
ni −
k∑
j=1
mj .
(4.12)
We see that all supertranslations Tn and rigid dilations D0 annihilate all the states in the vacuum
representation, in agreement with the previous analysis in general dimensions, summarized in table 5.
Since the hermitian operator R0 is the angular momentum generator in the φ direction, the states
|{ni}; {mj}〉 are angular momentum eigenstates with integer eigenvalue Mφ in (4.12), that gets
contributions both from the modes Dn and Rm. For a fixed eigenvalue Mφ there is a huge degeneracy,
since there is a (very large) infinite number of ways to obtain Mφ by summing integer numbers.
It is instructive to compare with heighest weight representations of the Virasoro algebra. In that
setup, the operator playing a similar role to the angular momentum R0 is the energy L0. Since a
well defined CFT requires the energy to be bounded from below, we get that half of the operators
in the Virasoro algebra Ln annihilate the vacuum. For the representation in (4.12) the situation is
very different, as there is no reason for the angular momentum to have a bounded spectrum, given
that a state can have arbitrary angular momentum in either direction. This is reflected in the fact
that the eigenvalue Mφ in (4.12) gets non-trivial contributions for integer values of ni and mj .
While the angular momentum eigenstates |{ni}; {mj}〉 provide a clear picture for the vector space
of the vacuum representation, it is not the whole story since we cannot compute their inner product.
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The algebra together with the conditions in (4.10) are not enough to do so. However, we can proceed
similarly as in [33] and construct states with well defined norm by instead considering the states
H =
{
|g, Y 〉 ≡ 〈0|0〉−1/2 e−i(D(g)+R(Y )) |0〉 : g(φ), Y (φ) ∈ Diff(S1)
}
, (4.13)
where D(g) and R(Y ) are the full charges given in (4.8). The crucial feature of H is that all of these
states have unit norm by construction.15 Although we are exponentiating the charges as we do when
considering the group representation, we should think of (4.13) as a particular change of basis from
the angular momentum eigenstates in (4.11).
Before moving on to consider non-vacuum representations, let us write a simple element of the
Hilbert space in (4.13) explicitly, obtained by taking (g, Y ) = (0, 2ε cos(kφ)) for some integer k, so
that we get
|0, 2ε cos(kφ)〉 = e−iε(Rk+R−k) |0〉 = |0〉 − iε(Rk +R−k) |0〉+O(ε2) . (4.14)
From this expression we see that the hermiticity condition on the charges forces that any particular
mode Rk must be accompanied by a mode with the same magnitude but inverse direction. Every
time angular momentum is added in one direction of the circle, another excitation must be considered
in the opposite direction. From this perspective it is reasonable to obtain a vanishing expectation
value of the angular momentum 〈g, Y |R0|g, Y 〉 = 0 when taking the average, as previously obtained
in table 5.
Non-vacuum representations: We now consider non-vacuum representations of the algebra
(4.9), where we start from an excited state |ψ〉 that is an eigenstate of a commuting subset of
the operators that generate the ordinary conformal transformations
Q0 = {T0, T±1, R0, R±1, D0} . (4.15)
There are three commuting subsets of operators we can chose from
S1 = {T0, T±1} , S2 = {T0, R0} , S3 = {R0, D0} . (4.16)
We find S2 to be the most convenient, so that the |ψ〉 corresponds to an energy and angular momen-
tum eigenstate16
T0 |ψ〉 = Eu |ψ〉 , R0 |ψ〉 = µφ |ψ〉 , (4.17)
15While the states |g, Y 〉 have well defined norm we would like to have states that are orthonormal, i.e. 〈g′, Y ′|g, Y 〉 =
δ(Y ′, Y )δ(g, g′), where δ(·, ·) is a Dirac delta defined with respect to an appropriate measure in the space of functions.
For a similar setup in [33] it was argued in favor of the existence of such measure and the irreducibility of the
representation.
16We have also studied representations built from S1, that can be extended {Tn} for all n ∈ Z, but did not find
this approach useful. The subset S3 is also interesting, in which R0 |ψ〉 = µφ |ψ〉 and D0 |ψ〉 = ∆ |ψ〉. In Lorentzian
signature the eigenvalue ∆ of D0 does not correspond to the discrete and positive scaling dimensions of the operators
in the CFT. We can see this by considering the state T0 |ψ〉 and using the algebra (4.9) to show it is also an eigenstate
of D0 but with complex eigenvalue ∆ − i. This is consistent with D0 being hermitian only if the state |ψ〉 is not
normalizable. Exactly this same issue arises when considering representations of the ordinary conformal algebra,
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where Eu > 0 and µφ ∈ Z. A difference with respect to the vacuum representation is that the state
|ψ〉 is not invariant under arbitrary supertranslations Tn, as 〈ψ|E(φ)|ψ〉 6= 0 so that the argument in
(4.3) does not apply.
States in this representation are obtained by acting on |ψ〉 with any element of the algebra
|{pr}; {ni}; {mj};ψ〉 ≡
s∏
r=1
Tpr
∏`
i=1
Dni
k∏
j=1
Rmj |ψ〉 , mj ≥ mj+1 . (4.18)
Acting on these states with the Hamiltonian T0 and the angular momentum R0 we can use the
algebra (4.9) to show
R0 |{pr}; {ni}; {mj};ψ〉 = Mφ |{pr}; {ni}; {mj};ψ〉 , Mφ ≡ µφ −
s∑
r=1
pr −
∑`
i=1
ni −
k∑
j=1
mj
(4.19)
together with a cumbersome expression for T0 |{pr}; {ni}; {mj};ψ〉 that does not give an energy
eigenstate. On the other hand, all the states in (4.18) are angular momentum eigenstates, where the
action of all the elements in the algebra contribute to the eigenvalue Mφ. This gives a generalization
of the second relation in (4.12) for the vacuum representation. Similarly, while we cannot compute
the norm of the states in (4.18), we can consider the normalized states constructed as
H =
{
|f, g, Y 〉 ≡ 〈ψ|ψ〉−1/2 e−i(T (f)+D(g)+R(Y )) |ψ〉 : f(φ), g(φ), Y (φ) ∈ Diff(S1)
}
, (4.20)
where we are assuming the state |ψ〉 the representation is built from is normalizable (see footnote 16
for an example in which this is not the case).
4.2.2 Four dimensions
Let us now study representations of the algebra (3.27) in the four dimensional case, where it is
convenient to use the complex coordinate z = y1 + iy2 to parametrize the unit two-sphere, so that
the metric (2.2) becomes
dΩ22 =
4dzdz¯
(1 + zz¯)2
. (4.21)
The arbitrary functions f(z, z¯) and g(z, z¯) on S2 that define the asymptotic (conformal) Killing
vectors in (2.23) can be expanded in a Laurent expansion as
f(z, z¯) =
1
1 + |z|2
∑
n,m∈Z
f(n,m)z
nz¯m , g(z, z¯) =
∑
n,m∈Z
g(n,m)z
nz¯m . (4.22)
We have added the factor (1 + |z2|)−1 to the expansion of f(z, z¯) (as in [5]) so that we can recover
the functions in (2.20) that result in rigid space-time translations by considering a finite number of
starting from the state |O〉 ≡ O(0) |0〉 where O(xµ) is a primary hermitian operator. Using the Ward identites and the
conformal algebra one finds that while the state |O〉 has the same issues as explained for |ψ〉, it is not normalizable
since 〈O|O〉 = 〈0|O(0)2|0〉 = undefined. We thank David Simmons-Duffin for pointing us towards an explanation of
this issue by Petr Kravchuk.
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modes. Demanding the functions are real constraints the coefficients to satisfy f¯(n,m) = f(m,n) and
g¯(n,m) = g(m,n).
For the vector Y A(z, z¯) we should in principle apply a similar procedure, in which we expand the
two components in a Laurent series in both z and z¯. However, as a first step we constraint ourselves
to a holomorphic ansatz given by
Y z(z, z¯) = Y (z) , Y z¯(z, z¯) = Y¯ (z¯) . (4.23)
This is the usual approach taken in the BMS literature when instead of considering ‘super-Lorentz’
transformations (obtained by Diff(S2)) one considers superrotations by restricting to (4.23). The
six rigid Lorentz transformations given in (2.20) in terms of the stereographic coordinates ~y, are
obtained in complex coordinates by taking Y (z) = a+ bz+ cz2 with a, b and c complex parameters.
The holomorphic function Y (z) can be expanded in a Laurent series as
Y (z) = i
∑
m∈Z
Ymz
m+1 . (4.24)
We can now use the expansions in (4.22) and (4.24) in the Minkowski charges (3.2) at null infinity
to define the following mode operators
T (f) =
∑
n,m∈Z
f(n,m)
[
lim
ρ→0
∫
S2
dΩ2
ρ2
znz¯m
1 + |z|2E(z, z¯)
]
≡
∑
n,m∈Z
f(n,m)T(n,m) ,
R(Y ) =
∑
m∈Z
Ym
[
i lim
ρ→0
∫
S2
dΩ2
ρ2
{[
m+ 1
2
− |z|
2
1 + |z|2
]
zmK(z, z¯) + zm+1Nz(z, z¯)
}]
+ h.c. =
≡
∑
m∈Z
[
YmRm + Y¯mR
†
m
]
,
D(g) =
∑
n,m∈Z
g(n,m)
[
lim
ρ→0
∫
S2
dΩ2
ρ2
znz¯mK(z, z¯)
]
≡
∑
n,m∈Z
g(n,m)D(n,m) ,
(4.25)
where the additional term in the superrotation modes Rm comes from the connection on S
2 when
computing the divergence of Y A(z, z¯). Since the full charges are hermitian operators, we get the
following conditions on the modes
T †(n,m) = T(m,n) , D
†
(n,m) = D(m,n) , (4.26)
while Rm and R
†
m are independent. Using the algebra (3.27) we can work out the following algebra
satisfied by the modes[
T(n,m), T(k,r)
]
=
[
D(n,m), D(k,r)
]
= 0 ,
[
Rn, R
†
m
]
= 0 ,[
T(n,m), Rk
]
=
(
n− k + 1
2
)
T(n+k,m) ,
[
Rn, Rm
]
= (n−m)Rn+m ,[
T(n,m), D(k,r)
]
= iT(n+k,m+r) ,
[
Rn, D(k,r)
]
= −kD(n+k,r) .
(4.27)
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Similar expressions involving the independent operator R†n are obtained by taking the Hermitian con-
jugate. The sub-algebra generated by
{
T(n,m), Rn, R
†
n
}
is the BMS4 algebra built from supertrans-
lations and superrotations.17 Although the algebra is more complicated than the three dimensional
case in (4.9), there are several qualitative similarities that result in similar representations.
Vacuum representation: The starting point of the vacuum representation is its invariance under
ordinary conformal transformations, that gives
T(n,m) |0〉 = 0 , (n,m) ∈ Z× Z ,
Rn |0〉 = R†n |0〉 = 0 , n = 0,±1 ,
D(0,0) |0〉 = 0 .
(4.28)
All the supertranslation modes annihilate the vacuum due to the argument involving the ANEC
in (4.3). The Hamiltonian operator that generates rigid u translations is written in terms of the
supertranslation modes as
Hu = lim
ρ→0
1
ρ2
∫
S2
dΩ2 E(z, z¯) = T(0,0) + T(1,1) , (4.29)
while the three rigid rotations are generated by
Y1(z) = iz , J1 = R0 +R
†
0 ,
Y2(z) =
z2 + 1
2
, J2 =
−i
2
[
(R1 −R†1) + (R−1 −R†−1)
]
,
Y3(z) =
i(z2 − 1)
2
, J3 =
1
2
[
(R1 +R
†
1)− (R−1 +R†−1)
]
.
(4.30)
From the algebra (4.27) one can easily show these operators satisfy the appropriate SO(3) algebra
[Ji, Jj ] = iijkJk. The vectors space in the vacuum representation can be spanned by acting with all
the elements of the algebra on the vacuum state |0〉, which results in the following states
|{ni,mj} ; {pr} ; {p¯r¯}〉 ≡
s∏
i=1
∏`
j=1
D(ni,mj)
k∏
r=1
Rpr
k¯∏
r¯=1
R†p¯r¯ |0〉 . (4.31)
Using the algebra (4.27) together with the relations in (4.28) we can show these states satisfy the
following properties
T(n,m) |{ni,mj} ; {pr} ; {p¯r¯}〉 = D(0,0) |{ni,mj} ; {pr} ; {p¯r¯}〉 = 0
J1 |{ni,mj} ; {pr} ; {p¯r¯}〉 = M1 |{ni,mj} ; {pr} ; {p¯r¯}〉 ,
(4.32)
where the angular momentum eigenvalue M1 in the direction of J1 is given by
M1 ≡ −
s∑
i=1
ni −
k∑
r=1
pr +
∑`
j=1
mj +
k¯∑
r¯=1
p¯r¯ . (4.33)
17Matching with the BMS4 algebra as written in [5] involves redefining some generators by adding some additional
minus signs.
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These relations are very similar to (4.12) for the vacuum representations in three dimensions: all the
states are angular momentum eigenstates and annihilated by supertranslations and rigid dilations.
There is a difference coming from the fact that in the four dimensional case some of the operators
contribute with a minus sign to the angular momentum, while others with a plus. We can define
states in the representation with a well defined norm in an analogous way as done in (4.13).
Non-vacuum representations: Non-vacuum representations of the algebra (4.27) are obtained
by starting from a state |ψ〉, which is an energy and rotation eigenstate
Hu |ψ〉 = Eu |ψ〉 , J1 |ψ〉 = µ1 |ψ〉 , J2 |ψ〉 = j(j + 1) |ψ〉 , (4.34)
where Eu > 0, µ1 ∈ Z and j ∈ N0. The Hamiltonian Hu is given by (4.29) while J2 = J21 +J22 +J23 is
the Casimir of SO(3) built from the modes in (4.30). A straightforward computation using the algebra
(4.27) shows that these operators commute, as expected. The vector space of the representation is
spanned by the states obtained by acting on |ψ〉 with all the elements all the algebra, which gives
t∏
a=1
f∏
b=1
T(qa,wb)
s∏
i=1
∏`
j=1
D(ni,mj)
k∏
r=1
Rpr
k¯∏
r¯=1
R†p¯r¯ |ψ〉 . (4.35)
Acting on these states with the angular momentum J1, we find that it is an eigenstate as in (4.32)
with eigenvalue given by
M1 ≡ µ1 −
t∑
a=1
qa −
s∑
i=1
ni −
k∑
r=1
pr +
f∑
b=1
wb +
∑`
j=1
mj +
k¯∑
r¯=1
p¯r¯ , (4.36)
which generalizes the second relation in (4.32) for the vacuum representation. Similarly as in the three
dimensional case, the states in (4.35) are not energy eigenstates. All in all, we see the representations
of the four dimensional algebra have the same qualitative features as the three dimensional case.
5 Holography
In previous sections, we studied several quantum aspects of the asymptotic transformations intro-
duced in section 2. We showed the associated charges satisfy the expected algebra, and studied its
representation in the Hilbert space of the CFT, as well as the action of finite transformations on
the state space obtained by exponentiating the charges. In this section, we present a holographic
description in the context of the AdSd+1/CFTd correspondence. More precisely, we give a bulk
geometric realization of the states |f〉, |Y 〉 and |g〉 defined in (4.2) and studied in section 4.
Our starting point is the bulk description of the vacuum state |0〉 of the CFT, which, as usual,
is identified with pure AdSd+1. It is first convenient to write this bulk metric using an appropriate
set of coordinates such that the boundary is given by (2.4), described by the boundary coordinates
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(u, ρ, ~y ). We can do this by resorting to the embedding description of AdSd+1, starting from the
surface
− (X0)2 − (X1)2 +
d+1∑
i=2
(Xi)2 = −1 , (5.1)
on the (d+ 2)-dimensional space
ds2 = −(dX0)2 − (dX1)2 +
d+1∑
i=2
(dXi)2 . (5.2)
The appropriate parametrization of this surface that results in the wanted boundary metric is given
by
X0 =
1 + ρu
sin(ψ)
,
X1 =
ρ− u(2 + ρu)
2 sin(ψ)
,
X2 =
ρ+ u(2 + ρu)
2 sin(ψ)
,
X3 = cot(ψ)
|~y |2 − 1
|~y |2 + 1 ,
X3+A = cot(ψ)
2yA
|~y |2 + 1 ,
(5.3)
where yA with A = 1, . . . , d−2. The constraint (5.1) is automatically satisfied by the parametrization,
while the induced metric (5.2) gives the AdSd+1 space-time
ds2AdSd+1 =
−ρ2du2 + 2dudρ+ dψ2 + cos2(ψ)dΩ2d−2
sin2(ψ)
, (5.4)
where dΩ2d−2 is determined by ~y as in (2.2). The AdSd+1 boundary of the metric is obtained by
taking the limit ψ → 0 of the coordinate ψ ∈ (0, pi/2] together with an appropriate rescaling, so that
the boundary metric becomes
lim
ψ→0
(
sin(ψ)
ρw(xµ)
)2
ds2AdSd+1 =
−ρ2du2 + 2dudρ+ dΩ2d−2
ρ2w(xµ)2
. (5.5)
Depending on the value of the function w(xµ) (that corresponds to choosing a conformal frame) we
obtain a different metric at the boundary, matching with (2.4).18
The unusual AdSd+1 coordinates (5.4) give the bulk description of the ground state |0〉. The bulk
horizon at ρ = 0 corresponds to the (future) Poincare´ horizon of AdSd+1, meaning the coordinates
(u, ψ, ρ, ~y ) only cover the Poincare´ patch of anti-de Sitter. This is clear from the discussion in sub-
section 3.2 of [24], where essentially the same coordinates where constructed for a different purpose.
See figure 3 for a diagram of the Poincare´ patch embedded in the cylinder representing global AdS3.
Now that we have an appropriate bulk description of the CFT ground state, we would like to
extended the asymptotic (conformal) Killing vectors (2.19) for ψ 6= 0, i.e. away from the boundary
and into the bulk. For the case in which the boundary vectors generate exact conformal transfor-
mations (which amounts to taking the functions as in (2.20)) we already know how to do this, as
18Note that to recover an AdSd boundary from the bulk AdSd+1, the conformal factor is given by w(x
µ)2 = sin2(ψˆ)/ρ2
where ψˆ is different from the bulk coordinate in (5.4).
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Future Poincare 
horizon
Boundary future 
null innity
Figure 3: Diagram representing the region of global AdS3 (solid cylinder) covered by the Poincare´
patch (solid blue region) in the coordinates in (5.4). While the future boundary of the bulk Poincare´
patch is given by ρ→ 0, the future null infinity of the AdS boundary (the boundary of the boundary)
is located at ρ, ψ → 0.
the isometries of the bulk metric AdSd+1 give the boundary conformal transformations. The bulk
Killing vectors are most easily described in terms of the embedding coordinates (5.3) as
χab = Xa
∂
∂Xb
−Xb ∂
∂Xa
, a, b = 0, 1, . . . , (d+ 1) , (5.6)
where the index in Xa is lowered using the embedding metric (5.2). Similarly as in section 2, let us
consider the cases d = 3 and d > 3 separately.
5.1 Three dimensional boundary
For a three dimensional boundary (d = 3), it is convenient to write y(φ) = tan(φ/2) so that the
AdS4 bulk metric (5.4) takes the form
ds2AdS4 =
−ρ2du2 + 2dudρ+ dψ2 + cos2(ψ)dφ2
sin2(ψ)
. (5.7)
The ten Killing vectors of this bulk geometry can be written in a compact way using (5.6); namely
χT (f) = cos(ψ)
[
f(φ)∂u − ρ2f ′′(φ)∂ρ
]− ρ f ′(φ)
cos(ψ)
∂φ − ρ sin(ψ)f ′′(φ)∂ψ ,
χR(Y ) = cos
2(ψ)
[
Y ′(φ)u∂u + ρ
(
Y ′(φ)− ρY ′′′(φ)u) ∂ρ]+ [Y (φ)− ρY ′′(φ)u] ∂φ+
+
1
2
sin(2ψ)
[
Y ′(φ)− ρY ′′′(φ)u] ∂ψ ,
χS(h) = cos(ψ)h(φ)u
2∂u − h′(φ)u(2 + ρu)
cos(ψ)
∂φ − cos(ψ)
[
h(φ)2(1 + ρu) + h′′(φ)(2 + ρu)2
]
∂ρ+
− h′′(φ) sin(ψ)u(2 + ρu)∂ψ ,
χD(g) = ug(φ)∂u − ρ
[
g(φ) + ρug′′(φ)
]
∂ρ − ρug′(φ)∂φ ,
(5.8)
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where the functions that determine the vectors are given by
f0(φ) =
a0
cos(ψ)
+ a1 cos(φ) + a2 sin(φ) ,
Y0(φ) = b0 +
b1 cos(φ) + b2 sin(φ)
cos(ψ)
,
h0(φ) =
c0
cos(ψ)
+ c1 cos(φ) + c2 sin(φ) ,
g0(φ) = d0 .
(5.9)
It is straightforward to check these vectors generate exact isometries of the metric (5.7) provided
the functions are fixed according to (5.9). Moreover, when taking the boundary limit ψ → 0 for
arbitrary functions, we recover the boundary vectors in (2.12)
lim
ψ→0
χp = ξp , p = T,R, S,D . (5.10)
While this suggests the bulk vectors (5.8) are the extension of the boundary vectors into the bulk,
it is clear these vectors are highly not unique. For instance, if we redefine the vector as χD(g) →
χD(g)+sin(ψ)g
′(φ)∂u, then the resulting vector also gives an isometry when g(φ) = d0 and preserves
the boundary limit in (5.10). However, we favor the bulk vectors in (5.8) over these other possibilities
given that, when evaluated on the bulk Poincare´ horizon ρ = 0, i.e.
χT (f)
∣∣
ρ=0
= cos(ψ)f(φ)∂u ,
χR(Y )
∣∣
ρ=0
= cos2(ψ)Y ′(φ)u∂u + Y (φ)∂φ +
1
2
sin(2ψ)Y ′(φ)∂ψ ,
χS(h)
∣∣
ρ=0
= cos(ψ)h(φ)u2∂u − 2uh
′(φ)
cos(ψ)
∂φ − 2 cos(ψ)
[
h(φ) + 2h′′(φ)
]
∂ρ − 2uh′′(φ) sin(ψ)∂ψ ,
χD(g)
∣∣
ρ=0
= g(φ)u∂u ,
(5.11)
the vectors {χT (f), χR(Y )} ∪ {χD(g)} satisfy a closed algebra that agrees exactly with the one
satisfied by the boundary vectors, i.e. replacing ξp → χp in (2.18).19 In other words, the boundary
algebra is extended into the bulk by considering the bulk vectors (5.8) since other obvious choices
typically spoil the algebra in the bulk.
Using the bulk vectors χp there is a natural proposal for the holographic description of the
boundary states
|f〉 ≡ e−iT (f) |0〉 , |Y 〉 ≡ e−iR(Y ) |0〉 , |g〉 ≡ e−iD(g) |0〉 . (5.12)
The equivalent action of the boundary operator e−iT (f) is obtained by computing the finite geometric
transformation associated to the bulk vector χT (f), implemented by the differential operator e
χT (f).
An explicit expression for the action of eχT (f) is obtained by computing the integral curves associated
19Same as in the boundary analysis, including the vector χS(h) results in an algebra that does not close.
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Boundary CFTd Semi-classical gravity dual
|0〉 gAdSµν
ξp χp
|ξp〉 ≡ e−iQ̂[ξp] |0〉 gµν(χp) ≡ eχp(gAdSµν )
〈ξp|Q̂[ξq]|ξp〉 Qgµν(χp)[χq]
Table 6: Summary of our holographic proposal relating the boundary states (5.12) to the bulk metrics
(5.13), where p = T,R,D. For the boundary charge Q̂ on the first column we add a hat to remind
ourselves it is an operator, written in terms of the stress tensor as in (3.1). The metric gµν(χp) in
the second column is given in (5.13), obtained by acting on the pure AdSd+1 metric with the (finite)
transformation generated by χp. Qgµν(χp)[χq] corresponds to the Noether charge associated to the
vector χq computed in the metric gµν(χp).
to χT (f). Our proposal is that the bulk description of the boundary states (5.12) is given by the
metric obtained by acting with eχp on the AdS4 metric (5.7), so that we get
gµν(χT ) ≡ eχT (gAdSµν ) , gµν(χR) ≡ eχR(gAdSµν ) , gµν(χD) ≡ eχD(gAdSµν ) . (5.13)
The usual AdS/CFT dictionary then maps the boundary expectation values to the bulk Noether
charges, see last row in table 6, where we summarize the holographic dictionary.
To test this proposal we must compare the bulk and boundary results obtained when computing
the last two rows in table 6 from either side of the duality. For the boundary CFT this corresponds
to the results summarized in table 5. In the bulk we must compute two different quantities, the
transformation of the metric itself, given by gµν(χp) in (5.13) and the gravitational Noether charges.
5.1.1 Bulk metric transformation
To calculate the transformation of the metric under the action of the vectors χp (as in (5.13)), we first
need to compute their associated integral curves. While for general values of ρ the vectors in (5.8)
have complicated expressions, making it very difficult to compute their integral curves explicitly,
they are much simpler when evaluated at the bulk Poincare´ horizon ρ = 0 (5.11). This is analogous
to the situation on the boundary, where we can only easily study the states (5.12) on the surface
ρ = 0, since the quantum charges (3.1) away from ρ = 0 have complicated expressions. The pure
AdS4 metric evaluated at ρ = 0 is given by
ds2AdS4
∣∣
ρ=0
=
dψ2 + cos2(ψ)dφ2
sin2(ψ)
=
dx2
x2(1 + x2)
+
dφ2
x2
, (5.14)
where in the second equality we have redefined the bulk coordinate ψ according to x ≡ tan(ψ) ≥ 0.
Note that although we have not fixed the time coordinate u, the induced metric is independent of u.
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The integral curves of the bulk vectors at ρ = 0 can be computed analytically, so that the action of
eχp on the coordinates (u, φ, x) is given by
eχT (f)
∣∣
ρ=0
: (u, φ, x) −→ (u+ cos(ψ)f(φ), φ, x) ,
eχR(Y )
∣∣
ρ=0
: (u, φ, x) −→
( √
1 + x2√
1 + α′(φ)2x2
α′(φ)u, α(φ), α′(φ)x
)
,
eχD(g)
∣∣
ρ=0
: (u, φ, x) −→ (eg(φ)u, φ, x) ,
(5.15)
where the function α(φ) is implicitly defined through20
1 =
∫ α(φ)
φ
dφ′
Y (φ′)
. (5.16)
As a check, we take the boundary limit x → 0 and find eχT (f) and eχR(Y ) in (5.15) agree with the
standard supertranslation and superrotation transformations in three dimensional Minkowski (see
section 9.1.2 in [32]).
Let us now analyze how the AdS4 metric at ρ = 0 (5.14) behaves under these transformations.
For the special case in which we take the functions {f, Y, g} = {f0, Y0, g0} as in (5.9), the vectors
χp are exact Killing vectors of AdS4, meaning the full metric is invariant. For arbitrary functions
{f, Y, g}, the supertranslated and superdilated metrics at ρ = 0 are also invariant
ds2T
∣∣
ρ=0
≡ gµν(χT )dxµdxν
∣∣
ρ=0
=
dx2
x2(1 + x2)
+
dφ2
x2
= ds2AdS4
∣∣
ρ=0
,
ds2D
∣∣
ρ=0
≡ gµν(χD)dxµdxν
∣∣
ρ=0
=
dx2
x2(1 + x2)
+
dφ2
x2
= ds2AdS4
∣∣
ρ=0
,
(5.17)
since the AdS4 metric at ρ = 0 is independent of u (5.14). On the other hand, the superrotated bulk
metric transforms in an interesting way
ds2R
∣∣
ρ=0
≡ gµν(χR)dxµdxν
∣∣
ρ=0
=
(α′(φ)dx+ α′′(φ)xdφ)2
α′(φ)2x2(1 + α′(φ)2x2)
+
dφ2
x2
6= ds2AdS4
∣∣
ρ=0
. (5.18)
The transformation of the AdS4 under the action of χT (f) and χR(Y ) agree with the boundary
CFT prediction, where we have
|f〉 = e−iT (f) |0〉 = |0〉 , |Y 〉 = e−iR(Y ) |0〉 6= |0〉 . (5.19)
However, this is not the case for superdilations, as the bulk metric in (5.17) is invariant but the
boundary state is not, i.e. |g〉 = e−iD(g) |0〉 6= |0〉. As we will see below, the vector χD also exhibits
another pathology related to the Noether charges, which diverges for certain cases. We discuss the
disagreement between boundary and bulk results involving χD(g) at the end of this subsection.
20See appendix D for details regarding the integral curves associated to the bulk vector χR(Y )
∣∣
ρ=0
. As a concrete
example, if we take Y (φ) = cos2(nφ), the function α(φ) is defined from tan(nα(φ)) = tan(nφ) + n.
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LχT (f0)( · ) LχR(Y0)( · ) LχD(g0)( · ) LχT (f)( · ) LχR(Y )( · ) LχD(g)( · )
gAdSµν 0 0 0 0 6= 0 0
gµν(χR) 0 6= 0 0 0 6= 0 0
gµν(χD) 0 0 0 0 6= 0 0
Table 7: Action of the vectors χp with p = T,R,D on the bulk metric, where all the quantities in
this table are evaluated at ρ = 0. We add a box on the entries of this table that do not agree with
the boundary CFT results, given in the first six columns of table 5. Note that if we restrict to the
ordinary supertranslations and superrotations BMS transformations, the bulk and boundary results
match exactly.
We can then apply a second transformation on the metrics gµν(χp) in (5.17) and (5.18), using
(5.15). While applying another transformations to the metrics gµν(χT ) and gµν(χD) at ρ = 0 is not
different from considering pure AdS, the case of gµν(χR) is more interesting since the space-time at
ρ = 0 is distinct (5.18). For instance, note that gµν(χR) is not invariant under the rigid rotation
φ → φ + φ0, as the metric (5.18) depends explicitly on φ. This is in exact agreement with the
boundary CFT result in table 5, where we have R(Y0) |Y 〉 6= 0.
The bulk results are summarized in table 7, where all quantities are understood to be evaluated
at ρ = 0. On the columns we write the action of the Lie derivative Lχp( · ), which is obtained by
expanding the finite action in (5.15) to first order. Although the metric gµν(χD) at ρ = 0 in (5.17)
is the same as pure AdS (so that the first and third columns in table 7 are exactly the same), we
have included it explicitly for comparison with the CFT results in table 5, where |0〉 6= |g〉. We add
a box on the entries in table 7 that do not match with the CFT results.
5.1.2 Gravitational Noether charges
We now compute the gravitational Noether charges associated to the bulk vectors χp (5.8) and use
the identifications given in table 6 to compare with the boundary CFT results in the last three
columns in table 5. To do so, we must fix a particular gravitational theory, that for simplicity we
take as Einstein gravity
I[gµν ] =
1
16piG
∫
M
d4x
√−g (R+ 6) + 1
8piG
∫
∂M
d3y
√−hK , (5.20)
where we have included the appropriate boundary term, written in terms of the extrinsic curvature K.
As a first step we need to compute the gravitational charges associated to the vectors χp on the
pure AdS4 space-time (5.7). An effective method for doing so that unambiguously fixes its value
(without the need of any vacuum substraction) is obtained from the Brown-York quasi-local stress
tensor [34] regularized regulated using the counter-term method [35, 36]. The quasi-local stress tensor
is defined as
Tαβquasi−local =
−2√−h
δIon−shell
δhαβ
, (5.21)
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where Ion−shell is the regularized on-shell action and hαβ is the induced metric on the surface ψ = ψ0,
that we ultimately remove by taking ψ0 → 0. After computing this quantity for a bulk metric gµν ,
the Noether charge Qgµν [χp] associated to the vector χp is computed by appropriately contracting
with χp and integrating (see [35] for details). For the case of the Poincare´ patch of pure AdS4 the
tensor (5.21) was computed in section 4 of [35], where it was shown to vanish. This means the
charges on the pure AdS background are given by
Tαβquasi−local[g
AdS
µν ] = 0 =⇒ QgAdSµν [χp] = 0 , (5.22)
in agreement with the CFT result given in the first row and last three columns in table 5.
A less trivial calculation corresponds to computing the gravitational charges of the vectors χq
but on the deformed metric gµν(χp) (5.13) instead. Since working with the full metric gµν(χp) is
very complicated, we consider its leading order behavior in χp, given by
gµν(χp) = g
AdS
µν + Lχp(gAdSµν ) +O(χp)2 = gAdSµν + δχpgµν +O(χp)2 . (5.23)
We can then calculate the Noether charge to leading order in χp
QgAdSµν +δχpgµν [χq] , (5.24)
where the subscript in Q indicates the background metric in which the charge is computed. To do
so, it is not convenient to use the Brown-York tensor (5.21) but instead the more powerful covariant
formalism (see appendix E). As a first step we need to write the first order metric variation in (5.23).
Using the full expression for the vectors χp in (5.8) and the AdS metric in (5.7), we find
δχT ds
2 = −2ρ2 cotψ
sinψ
β′(φ)dudφ+ ρ2
2
sinψ
β(φ)dudψ − 2
sinψ
β(φ)dρdψ − 2ρβ
′(φ)
sinψ
dφdψ + . . .
δχRds
2 = −2ρ2 cot2 ψ γ(φ)du2 − 2uρ2 cot2 ψ γ′(φ)dudφ− 2ρ cotψ [γ(φ) + Y ′(φ)]dudψ
− 2u cotψ [γ(φ) + Y ′(φ)]dρdψ + 2 cotψ Y ′′(φ)dφdψ − 2Y ′(φ)dψ2 + . . .
δχDds
2 = −ρ2 2
sin2 ψ
g′′(φ)du2 − uρ 4
sin2 ψ
g′′(φ)dudρ− 2ρ(cot2 ψ + 1
sin2 ψ
)g′(φ)dudφ
+ 2ug′(φ)dρdφ− 2uρ cot2 ψg′′(φ)dφ2 + . . .
(5.25)
where we have defined β(φ) = f(φ) + f ′′(φ) and γ(φ) = Y ′(φ) + Y ′′′(φ).
Using this we can compute the charges in (5.24) for the different combinations of p, q = T,R,D
using the covariant formalism. Although this formalism only gives the variation of the charge between
two metrics, since the pure AdS metric has vanishing charge (5.22), we are actually computing (5.24)
directly. An important point is that to compare with the boundary CFT results we need to evaluate
the charges both at the boundary ψ → 0 and the surface ρ→ 0. This second limit is required because
in previous sections we have only studied the boundary states in (5.12) on the surface ρ = 0.
The final results for the charges are given in table 8, where the first row corresponding to pure
AdS comes from the Brown-York stress tensor in (5.22). We find that all the charges vanish except
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Q( · )[χT (f)] Q( · )[χR(Y )] Q( · )[χD(g)]
gAdSµν 0 0 0
gAdSµν + δχT gµν 0 0 0
gAdSµν + δχRgµν 0 0 ∞
gAdSµν + δχDgµν 0 ∞ 0
Table 8: Gravitational Noether charges of the vectors χp with p = T,R,D in (5.8) computed in a pure
AdS background and the perturbed metrics in (5.25). The divergences in some of the charges arises
when taking the boundary limit ψ → 0. Comparing with the boundary CFT results, given in the last
three columns of table 5, we find perfect agreement when considering quantities that do not involve the
superdilation vector χD(g). We add a box on the entries where there is disagreement.
for some cases involving the superdilation vector χD(g), in which we get a divergence when taking the
boundary limit ψ → 0. Comparing with the boundary CFT results given in the last three columns
in table 5 we find the bulk and boundary computations match perfectly for quantities involving
the ordinary BMS transformations χT (f) and χR(Y ), but disagree in some instances when χD(g) is
involved.
5.1.3 Conclusion from holographic analysis
The result of the bulk computations summarized in tables 7 and 8 match exactly with the boundary
CFT results in table 5 when considering quantities involving the standard BMS supertranslations
χT (f) and superrotations χR(Y ). This provides strong evidence in favor of our holographic proposal
for the description of the boundary states |f〉 and |Y 〉 in (5.12).
This is not the case for the superdilation vector χD(g) where we find several discrepancies,
indicated in the entries of tables 7 and 8 with a box. One might wonder whether there is a way
of redefining the superdilation vector χD(g) such that it reproduces the boundary result and also
satisfies the properties discusses at the beginning of this subsection. However, we have not found any
consistent way of doing so. For this reason, we do not interpret the discrepancies as a failure of the
holographic prescription, but rather as evidence that the boundary superdilation transformations
generated by ξD(g) is not well behaved. This is supported by the observation that the fall-off
condition preserved by ξD(g) at the boundary metric at ρ = 0 are more singular than those satisfied
by ordinary BMS transformations (see tables 3 and 4). The divergence of the Noether charge is
usually a sign that the fall-off condition preserved by the associated transformation is too permissible.
Conversely, one might ask whether there is a way of understanding the impossibility of extending
BMS in a way of including superdilations. It would be interesting to understand how the singular
behavior of superdilations is captured by the boundary state |g〉 = e−iD(g) |0〉.
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5.2 Arbitrary dimensions
The above construction can be generalized to arbitrary dimensions, where the AdSd+1 metric is
given by (5.4). The isometries can be once again obtained from (5.6), so the resulting vectors χp
that generalize (5.8) are compactly written as
χT (f) = cos(ψ)
[
f∂u − ρ
2
d− 2(D
2f)∂ρ
]
− ρ
cos(ψ)
(DAf)∂A − ρ sin(ψ)
d− 2 (D
2f)∂ψ ,
χR(Y ) = cos
2(ψ)
(D · Y )
d− 2 u∂u +
ρ cos2(ψ)
d− 2
[
(D · Y )− ρu
d− 2D
2(D · Y )
]
∂ρ+
+
[
Y A − ρu
d− 2D
A(D · Y )
]
∂A +
sin(2ψ)
2(d− 2)
[
(D · Y )− ρu
d− 2D
2(D · Y )
]
∂ψ ,
χS(h) = cos(ψ)hu
2∂u − cos(ψ)
[
2(1 + ρu)h+
(2 + ρu)2
d− 2 (D
2h)
]
∂ρ+
− u(2 + ρu)
cos(ψ)
(DAh)∂A − sin(ψ)u(2 + ρu)
d− 2 (D
2h)∂ψ ,
χD(g) = g u∂u − ρ
[
g +
ρu
d− 2(D
2g)
]
∂ρ − ρu(DAg)∂A ,
(5.26)
where DA is the covariant derivative on the unit sphere, S
d−2. These vectors exactly solve the Killing
equation in AdSd+1 when the functions are given by
f0(~y ) =
a0
cos(ψ)
+
d−2∑
B=1
aB
(
yB
|~y |2 + 1
)
+ ad−1
( |~y |2 − 1
|~y |2 + 1
)
,
Y A0 (~y ) =
b0y
A
cos(ψ)
+
d−2∑
B=1
pB
2yByA − δAB(|~y |2 + 1)
cos(ψ)
+
d−2∑
B=1
{
wABy
B + p˜B
[
2yByA − δAB(|~y |2 − 1)] } ,
h0(~y ) =
c0
cos(ψ)
+
d−2∑
B=1
cB
(
yB
|~y |2 + 1
)
+ cd−1
( |~y |2 − 1
|~y |2 + 1
)
,
g0(~y ) = d0 ,
(5.27)
where wAB = −wBA is an antisymmetric matrix. As we take the limit ψ → 0, both the vectors
(5.26) and functions (5.27) reduce to the boundary quantities in (2.19) and (2.20) that generate
conformal transformations on the boundary. Moreover, when evaluating the vectors at the bulk
Poincare´ horizon ρ = 0 we find
χT (f)
∣∣
ρ=0
= cos(ψ)f(~y )∂u ,
χR(Y )
∣∣
ρ=0
= cos2(ψ)
(D · Y )
d− 2 u∂u + Y
A∂A +
sin(2ψ)
2(d− 2)(D · Y )∂ψ ,
χS(h)
∣∣
ρ=0
= cos(ψ)h(~y )u2∂u − 2u(D
Ah)
cos(ψ)
∂A − 2 cos(ψ)
[
h(~y ) +
2
d− 2(D
2h)
]
∂ρ − 2u sin(ψ)
d− 2 (D
2h)∂ψ ,
χD(g)
∣∣
ρ=0
= g(~y )u∂u .
(5.28)
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Computing the algebra associated to these vectors (without the vector χS(h)) we find it is exactly
the same as the boundary algebra, i.e. it becomes (2.24) after replacing ξ → χ. Following the same
criteria as in the three dimensional case, the boundary vectors ξp are extended inside the bulk by χp
in (5.27).
The holographic description of the boundary states {|f〉 , |Y 〉 , |g〉} parallels the one described
for the AdS4 case, summarized in table 6. While the computation of the transformed bulk metric
gµν(χp) in (5.13) and the Noether charges is more involved, we expect analogous results as those
given in tables 7 and 8.
6 Discussion: BMS and black holes
Before concluding, we would like to make some comments about the possible applications that our
results could have to investigate black hole physics. In fact, our main motivation for studying the
action induced by the asymptotic (conformal) Killing vectors on the Hilbert space of a CFT is to
get further insight on quantum aspects of black holes. The study of BMS symmetries in relation to
black holes goes back to the proposal made in [16], and it is natural to ask whether the particular
realization of the infinite-dimensional symmetry we studied here could have something to do with it.
The connection arises for (near-)extremal black holes, that has a near horizon limit that corresponds
to AdS2 × Sd−2.
For concreteness, let us focus on the case of asymptotically flat electrically charged black holes
in four dimensional Einstein-Maxwell theory
I[gµν , Aµ] =
1
16piG
∫
d4x
√−gR− 1
4
∫
d4x
√−g FµνFµν ,
whose metric is given by the Reissner-Nordsto¨m geometry
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2dΩ22 , f(r) =
(r − r+)(r − r−)
r2
, (6.1)
where r± are the inner and outer horizons, which can be written in terms of the mass and charge
of the black hole. The extremal and near-extremal black holes correspond to r+ = r− and r+ ' r−
respectively. If we study the near horizon limit r ∼ r+, in both cases we find it is given by AdS2×Sd−2.
However, since the bifurcation surface in the extremal and near-extremal case ends up in a different
place of the AdS2 factor, we must analyze each case separately. A detailed analysis of the near
horizon limit of this black hole can be found in [27].
Let us start by considering the extremal black hole r+ = r− that has a maximally extended
Penrose diagram shown in the left diagram of figure 4. The diamond region corresponds to the
exterior of the black hole where the initial value problem can be defined. We sketch a Cauchy
surface Σt given by a constant t surface on the black hole space-time (6.1) with r+ = r−. There are
four boundaries, the green lines on the left corresponding to the future and past null infinity I±,
and the blue dashed lines to the future and past black hole horizons H±. Taking the near horizon
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Figure 4: On the left we see the maximally extended Penrose diagram of the extremal Reissner-
Nordstrom black hole. Taking the near horizon limit we obtain the AdS2×Sd−2 space-time on the right,
see [27]. The gray shaded region corresponds to the section of the black hole that is well approximated
by AdS2 × Sd−2.
limit of the extremal solution (6.1) we get an AdS2×Sd−2 metric, where the black hole horizons H±
correspond to the surfaces θ± = pi in the global coordinates given in (2.6). As shown in the right
diagram of figure 4, the near horizon limit is equivalent to slicing the Penrose diagram of the black
hole by inserting the two AdS2 boundaries, one on the singularity would be and the other along the
surface where I± and H± meet.
Let us now consider an arbitrary CFT defined on the exterior region of the extremally charged
black hole. For any Cauchy surface Σt we have an associated Hilbert space Ht. We can move
through different foliations, i.e. different values of t, by acting on the t-translation operator as
e−∆t∂t : Σt1 → Σt2 , and so e−i∆tQ[∂t] : Ht1 → Ht2 , where Q[∂t] is the conserved charge (3.1) written
in terms of the stress tensor operator of the CFT. Since t-translation is an isometry of the black hole
metric (6.1), the vacuum of the theory, which we denote |Ω〉, is invariant under such a transformation,
namely e−iQ[∂t] |Ω〉 = e−iE0 |Ω〉 ∼ |Ω〉, where E0 is the energy of the ground state. There are two
Cauchy surfaces that are of particular interest to us. These are21 Σinitial ≡ Σt→−∞ = I− ∪H− and
Σfinal ≡ Σt→+∞ = I+ ∪H+, cf. [16]. On these Cauchy surfaces we expect the vacuum state |Ω〉 to
coincide with the vacuum of the CFT defined in Minkowski and AdS2 × Sd−2, so that we can act
with the asymptotic charges R(Y ) and D(g) to generate the zero energy eigenstates |Y 〉 and |g〉 with
respect to the Hamiltonians that generates the time evolution in the u and v coordinates.
Interestingly, the states on the surfaces I± and H± are not independent but related by conformal
symmetry (mapping the Minkowski surface I± to the Poincare´ horizons H± in AdS2 × Sd−2) and
CRT symmetry (mapping between the asymptotic regions I± themselves). The transformations
21The factorization of the space on the Cauchy surface has been recently discussed in [37, 38].
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Figure 5: Diagram showing the transformations that map between the four boundaries of the extremal
black hole (6.1): I± andH±. The mapping of the charges under the conformal and CRT transformations
where explored on the first two subsections of section 3.
relating the different surfaces on the exterior of the black hole are summarized in figure 5. Using
these transformations we can relate the zero energy states |Y 〉 and |g〉 on the different surfaces (see
(3.26)). Note that when applying the CRT transformation the functions Y A(~y ) and g(~y ) are not
invariant but transform in the way specified in (3.25).
One might still worry about the transformations in figure 5 not being well behaved as they only
involve the near horizon and asymptotic regions, i.e. they are not true transformations of the whole
black hole space-time. However, for this particular type of black hole, we can actually go even further
and apply a conformal transformation on the full metric (6.1) that maps the asymptotic regions I±
to the horizons H±. This is obtained by considering [39]
r¯ =
r
r/r+ − 1 , (6.2)
which yields
ds2 =
1
(r¯/r+ − 1)2
[
−f(r¯)dt2 + dr¯
2
f(r¯)
+ r¯2dΩ22
]
, (6.3)
where we have to remember that we are considering the extremal case r+ = r−; see also [40]. Applying
a Weyl transformation which removes the conformal factor, we recover the four dimensional black
hole, with the difference that the horizon r = r+ has been mapped to the asymptotic region r¯ →
+∞ and viceversa. This transformation is very special to the extremal four dimensional Reissner-
Nordstro¨m solution, and it does not generalize to higher-dimensional or non-extremal black holes, at
least not in an obvious manner. Therefore, at least in the case d = 4, it is natural to ask whether this
conformal symmetry together with the symmetries studied in this paper can be used to construct
the zero energy states on the full black hole geometry.
A similar discussion applies to near-extremal black holes with r+ ' r−, that are more interesting
as they have finite temperature T+. The Penrose diagram of the black hole solution is given on
42
Near Horizon Limit
AdS 
Boundary
AdS 
Boundary
Figure 6: On the left we see the maximally extended Penrose diagram of the near-extremal Reissner-
Nordstrom black hole. Notice that in this case the future (past) horizon H+ (H−) is actually the past
(future) horizon for the asymptotic region on the right. Taking the near horizon limit we obtain the
AdS2 × Sd−2 space-time on the right, see [27]. The gray shaded region corresponds to the section of
the black hole that is well approximated by AdS2 × Sd−2.
the left diagram in figure 6, where we see that in this case there are two asymptotically flat regions
that are causally disconnected from each other. The exterior black hole space-time described by the
metric (6.1) is shaded on the left side.
The near horizon limit r ∼ r+ in this case also yields an AdS2 × S2 metric but only after we
apply a change of coordinates (see (2.6) in [27]). As we see on the right diagram in figure 6, the
diffeomorphism changes the location of the horizons H±, as they now intersect in the interior of
AdS2, at (σ, θ) = (0, pi/2) in the global coordinates (2.6). The exterior of the black hole covered
by the AdS2 does not correspond to the Poincare´ patch as in the extremal case, but to the smaller
region θ± < pi/2.
The position for the horizons in AdS2 × S2 is obtained by taking θ0 = pi/2 when defining the
coordinates (u, ρ) and (v, %) in (2.5) and (3.17) respectively. The horizons H± appearing in the
right diagram of figure 6 correspond to ρ = 0 and % = 0 in each of these coordinates. Note that
these coordinates cover a larger region than the one corresponding to the exterior of the black hole
θ± < pi/2.
Similarly to the extremal case, we can define the BMS transformations on H± and I± and a
family of zero energy states by acting with R(Y ) and D(g) on the vacuum. The states defined
in each of these null surfaces are related between themselves in a similar way as described for the
extremal case in figure 5.
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A Light-ray operator algebra
In this appendix we show the charges associated to the asymptotic (conformal) Killing vectors at
ρ = 0 in (2.23) satisfy the algebra in (3.27) for the CFT in AdS2 × Sd−2. We do this using some
results of [20] involving the algebra of light-ray operators in the null plane together with a conformal
transformation previously studied in [30].
Let us start by considering the d-dimensional Minkowski metric written in Cartesian coordinates
ds2 = −dt2 + dx21 + d~x · d~x. We can parametrize the null plane as
xµ(λ, ~x⊥) = (λ, λ, ~x⊥) , (λ, ~x⊥) ∈ R× Rd−2 , (A.1)
where (λ, ~x⊥) are parametrization coordinates, with λ affine. The light-ray operators on the null
plane analogous to those defined at Minkowski null infinity are given by
Ê(~x⊥) ≡
∫ +∞
−∞
dλ T̂λλ(λ, ~x⊥) , K̂(~x⊥) ≡
∫ +∞
−∞
dλλ T̂λλ(λ, ~x⊥) , (A.2)
and
N̂A(~x⊥) ≡
∫ +∞
−∞
dλ T̂λA(λ, ~x⊥) =
∫ +∞
−∞
dλ
dxµ
dλ
dxν
dxA⊥
T̂µν(λ, ~x⊥) , (A.3)
where A is the index in ~x⊥ ∈ Rd−2 and we have added the hat to differentiate from the light-
ray operators defined previously in (3.3) and (3.4). In [20] it was shown that under some general
assumptions these operators satisfy the following algebra22[
Ê(~x⊥1 ), Ê(~x⊥2 )
]
= 0 ,[
K̂(~x⊥1 ), K̂(~x⊥2 )
]
= 0 ,[
K̂(~x⊥1 ), Ê(~x⊥2 )
]
= −iδ(~x⊥12)Ê(~x⊥2 ) ,[
N̂A(~x⊥1 ), Ê(~x⊥2 )
]
= −iδ(~x⊥12)∂AÊ(~x⊥2 ) + i∂Aδ(~x⊥12)Ê(~x⊥2 ) ,[
N̂A(~x⊥1 ), K̂(~x⊥2 )
]
= −iδ(~x⊥12)∂AK̂(~x⊥2 ) + i∂Aδ(~x⊥12)K̂(~x⊥2 ) ,[
N̂A(~x⊥1 ), N̂B(~x⊥2 )
]
= −2iδ(~x⊥12)∂[AN̂B] + i∂Aδ(~x⊥12)N̂B(~x⊥2 ) + i∂Bδ(~x,⊥12)N̂A(~x⊥1 ) ,
(A.4)
22The last commutator is written in a different way from the one given in [20], using the following expansion around
~x⊥2 = ~x
⊥
1 − ~x⊥12
∂Bδ(~x
,⊥
12 )N̂A(~x⊥2 ) = ∂Bδ(~x,⊥12 )
[
N̂A(~x⊥1 )− (x⊥12)C∂CN̂A(~x⊥1 ) + . . .
]
= ∂Bδ(~x
,⊥
12 )N̂A(~x⊥1 ) + δ(~x,⊥12 )∂BN̂A(~x⊥1 ) ,
where in the second equality we have integrated by parts and used that quadratic and higher order contributions to the
expansion vanish due to the action of the derivative of Dirac’s delta. This equivalent way of writing the commutator
has the advantage that both sides are explicitly anti-symmetric under the change (A, ~x⊥1 )↔ (B, ~x⊥2 ).
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where δ(~x⊥12) ≡ δ(d−2)(~x⊥1 − ~x⊥2 ) and derivatives are with the respective arguments.
We now apply a conformal transformation relating the Minkowski null plane and the null surface
H+ (figure 1) in AdS2 × Sd−2. This is done in two steps, let us say (A) and (B), which are given by
R× Rd−1 (A)−−→ R× Sd−1 (B)−−→ AdS2 × Sd−2 . (A.5)
The advantage of this procedure is that the transformation (A) was already worked out in section
3.1 of [30],23 so that in terms of the global coordinates (θ+, θ−, ~y ) in the Lorentzian cylinder metric
(2.9), the null plane (A.1) is mapped to24
(θ+, θ−, ~y ) =
(
θ0, 2 arctan
[
2p(~x⊥)
λ+ p(~x⊥)
]
− θ0, ~x⊥
)
, p(~x⊥) ≡
(
1 + |~x⊥|2
2
)
, (A.6)
where the conformal factor wA(x
µ) defined from ds2Mink = w
2
A(x
µ)ds2R×Sd−1 and evaluated on the null
surface is
wA(λ, ~x⊥)2 = p(~x⊥)2(1 + λ2) . (A.7)
Once we have the surface in the cylinder it is straightforward to apply the mapping (B) by rewriting
the metric in the cylinder as
ds2R×Sd−1 = sin
2(θ)
[−dσ2 + dθ2
sin2(θ)
+ dΩ2d−2(~y )
]
.
Applying the Weyl rescaling w2B(x
µ) = sin2(θ) we obtain the AdS2×Sd−2 metric in global coordinates
(2.6), so that the overall conformal factor resulting from both transformations in (A.5) is given by
w2(λ, ~x⊥) = wA(λ, ~x⊥)2wB(λ, ~x⊥)2 = p(~x⊥)2(1 + λ2) sin2(θ(λ)) = p(~x⊥)2 . (A.8)
Since it is independent of λ it implies as in (3.11) that λ is also an affine parameter for the surface
(A.6) in AdS2×Sd−2, that travels between the two AdS2 boundaries along the future horizon H+ at
θ+ = θ0 seen in figure 1. The dependence of the conformal factor in the transverse coordinates ~x⊥
allows us to relate it to the determinant of the induced metric of the surface (A.6) on AdS2 × Sd−2,
a unit sphere Sd−2
ds2
∣∣
xµ(λ,~x⊥)
= dΩ2d−2 =
4d~x⊥ · d~x⊥
(1 + |~x⊥|)2 =⇒
√
hind =
1
w(~x⊥)d−2
. (A.9)
We can now map the light-ray operators in the null plane in (A.2) and (A.3) using that the stress
tensor transforms as (3.5), which gives
UT̂λλ(λ, ~x⊥)U † =
√
hindT¯λλ(λ, ~x⊥) , UT̂λA(λ, ~x⊥)U † =
√
hindT¯λA(λ, ~x⊥) , (A.10)
23The mapping described in section 3.1 of [30] involves a special conformal transformation mapping the Minkowski
null plane to the Minkowski null cone. The necessity for considering the Lorentzian cylinder comes from the fact that
special conformal transformations are not globally well defined in Minkowski.
24These expressions are obtained from (3.17) and (3.15) of [30] after making some redefinitions to match with the
conventions used in this paper. The time coordinates are related according to σhere = σthere/R + θ0. The function
p(~x⊥), defining the stereographic coordinates on Sd−2 in (3.8) of [30], is taken with R = 1/2 in (A.6) to match with
our definition in (2.2).
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where we have used (A.9) and the projection in the components (λ,A) are with respect to the surface
(A.6). This gives a simple way of mapping the light-ray operators in (A.2) and (A.3): we simply
replace the hats by bars and multiply by the overall factor
√
hind.
Applying this to the first three relations in the light-ray algebra (A.4) is straightforward, where
the extra factor of
√
hind in the third relation allows us to replace the flat space Dirac delta δ(~x
⊥
12)
by the appropriate one associated to the sphere Sd−2, given by
δ¯(~x⊥12) ≡
δ(~x⊥12)√
hind
=
1√
hind
δ(d−2)(~x⊥1 − ~x⊥2 ) . (A.11)
The last three relations in (A.4) require additional care as derivative of the light-ray operators appear
on the right-hand side. For instance, applying the adjoint action of U to the first term on the fourth
commutator in (A.4) gives
U
(
−iδ(~x⊥12)∂AÊ(~x⊥2 )
)
U † = −iδ(~x⊥12)∂A
(√
hindE¯(~x⊥2 )
)
. (A.12)
Further expanding the right-hand side we get an additional term involving the derivative of
√
hind;
however, this is compensated by the second term on the fourth commutator in (A.4), where we must
replace the flat space Dirac delta by the one associated to Sd−2 in (A.11). The end result is that the
structure of the last three relations in (A.4) is preserved under the mapping, so that we obtain the
following algebra for the light-ray operators in AdS2 × Sd−2[
E¯(~x⊥1 ), E¯(~x⊥2 )
]
= 0 ,[
K¯(~x⊥1 ), K¯(~x⊥2 )
]
= 0 ,[
K¯(~x⊥1 ), E¯(~x⊥2 )
]
= −iδ¯(~x⊥12)E¯(~x⊥2 ) ,[
N¯A(~x⊥1 ), E¯(~x⊥2 )
]
= −iδ¯(~x⊥12)DAE¯(~x⊥2 ) + iE¯(~x⊥2 )DAδ¯(~x⊥12) ,[
N¯A(~x⊥1 ), K¯(~x⊥2 )
]
= −iδ¯(~x⊥12)DAK¯(~x⊥2 ) + iK¯(~x⊥2 )DAδ¯(~x⊥12) ,[
N¯A(~x⊥1 ), N¯B(~x⊥2 )
]
= −2iδ¯(~x⊥12)D[AN¯B] + iN¯A(~x⊥1 )DB δ¯(~x⊥12) + iN¯B(~x⊥2 )DAδ¯(~x⊥12) .
(A.13)
We have replaced the ordinary derivatives ∂A by covariant derivatives DA on the unit sphere S
d−2.
While this is trivial for the derivatives acting on scalars, it is also allowed for the ones acting on N¯A
since the anti-symmetric combination means the connection of Sd−2 does not contribute.
We can now construct the analogous charges to (3.2) for the AdS2 × Sd−2 case
T¯ (f) =
∫
Sd−2
dΩ(~x⊥)f(~x⊥)E¯(~x⊥) ,
R¯(Y ) =
∫
Sd−2
dΩ(~x⊥)
[
(D · Y )
d− 2 K¯(~x⊥) + Y
AN¯A(~x⊥)
]
,
D¯(g) =
∫
Sd−2
dΩ(~x⊥)g(~x⊥)K¯(~x⊥) ,
(A.14)
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and use (A.13) to compute its algebra, so that we finally find (3.27). As an example let us write the
computation of the second commutator explicitly[T¯ (f), R¯(Y )] = i∫
Sd−2
dΩ(~x⊥)
(D · Y )
d− 2 f(~x⊥)E¯(~x⊥) +
∫
Sd−2
dΩ(~x⊥1 )dΩ(~x
⊥
2 )f(~x
⊥
1 )Y
A(~x⊥2 )
[
E¯(~x⊥1 ), N¯A(~x⊥2 )
]
= i
∫
Sd−2
dΩ(~x⊥)
(D · Y )
d− 2 f(~x⊥)E¯(~x⊥)− i
∫
Sd−2
dΩ(~x⊥)Y A(~x⊥)DAf(~x⊥) = iT¯ (f̂) ,
(A.15)
where we have been careful with the signs when integrating DAδ¯(~x
⊥
12) and we have defined f̂(~x⊥) as
in the second line in (3.27). The rest of the algebra in (3.27) follows from analogous computations.
The most involved commutator is the one involving two operators R¯, where we must be careful with
signs and the commutation of covariant derivatives.
Finally, we can relate the parametrization coordinates (λ, ~x⊥) to the space-time coordinates
(u, ρ, ~y ) used to described the AdS2 × Sd−2 metric in (2.6). We can do this using the description of
the surface in the global coordinates in (A.6) together with the relations between the coordinates in
(2.5), which gives
(θ+, θ−, ~y ) =
(
θ0, 2 arctan
[
2p(~x⊥)
λ+ p(~x⊥)
]
− θ0, ~x⊥
)
=⇒ (u, ρ, ~y ) =
(
1/2 +
λ
2p(~x⊥)
, 0, ~x⊥
)
.
(A.16)
Using this we can write the light-ray operators in (A.14) in terms of the space-time coordinates
(u, ρ, ~y ) as in (3.3)-(3.4). Shifting u → u − 1/2 we see that λ is proportional to u, meaning that
only the light-ray operator shifts according to E¯(~x⊥) → 2p(~x⊥)E¯(~x⊥), which can be absorbed in
the supertranslations charge T¯ (f) in (A.14) by the appropriate definition of the function f . The
parametrization coordinate ~x⊥ is the same as ~y, so that after the charges (A.14) become (3.2)
(without the factor 1/ρd−2, that is not present for the AdS2 × Sd−2 case).
B Discrete symmetry of quantum theory
In this appendix we study discrete symmetries of QFTs in Minkowski and AdS2 × Sd−2 that arise
from the isometries of the Euclidean theory. Let us start by considering a theory defined in the
Euclidean plane in Cartesian coordinates (tE , x1, ~x ) which has a symmetry group given by SO(d).
In particular we can consider a pi rotation in the plane (tE , x1) given by
Euclidean rotation : (tE , x1, ~x ) −→ (−tE ,−x1, ~x ) . (B.1)
Upon analytic continuation tE = it this gives the discrete CRT symmetry given in (3.16). If we
change from Cartesian coordinates in Minkowski to spherical, defined as
x1 = r
( |~y |2 − 1
|~y |2 + 1
)
, ~x = r
(
2~y
|~y |2 + 1
)
, (B.2)
the Minkowski metric becomes
ds2 = −dt2 + dx21 + |d~x |2 = −dt2 + dr2 + r2dΩ2d−2 ,
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where dΩd−2 is written in stereographic coordinates as in (2.2). The Minkowski CRT transformation
(3.16) in these coordinates becomes
CRT : (t, r, ~y ) −→
(
−t, r, ~y|~y |2
)
. (B.3)
For even space-time dimension we can equivalently consider the CPT symmetry instead, obtained
by applying a pi rotation on the remaining spatial Cartesian coordinates ~x, so that CRT becomes
CPT, i.e. (t, x1, ~x )→ −(t, x1, ~x ). In terms of the transformation written in spherical coordinates in
(B.3), this corresponds to adding an additional minus sign on the ~y inversion in (B.3). For the unit
sphere Sd−2 the ~y inversion with the minus sign corresponds to the antipodal map, as can be seen
by noting the unit vector ~n ∈ Rd−1 defining the sphere Sd−2 transforms as
CPT : ~n =
( |~y |2 − 1
|~y |2 + 1 ,
2~y
|~y |2 + 1
)
−→ −~n .
It is only for even dimension that we have this CPT transformation, as for odd d the reflection in the
Cartesian coordinates ~x→ −~x we started from is not a part of the connected group of the Euclidean
symmetry group.
Let us now consider a QFT in AdS2 × Sd−2 and show the CRT transformation in (B.3) is also
a symmetry of the QFT. While for conformal theories this follows after using the space-times are
related by a conformal transformation (see subsection 2.1), we want to give a more explicit proof
working directly in AdS2× Sd−2. We do this using the embedding space formalism of the conformal
group, whose main idea is to embed the space-time of the CFT into a larger space where conformal
transformations act linearly. Since the conformal group is isomorphic to SO(d, 2) we define the
embedding coordinates X ∈ Rd,2
X = (X0, Xi, Xd, Xd+1) ,
in the space
ds2 = −(dX0)2 +
d−1∑
i=1
(dXi)2 +
[
(dXd)2 − (dXd+1)2
]
. (B.4)
Every group element g ∈ SO(d, 2) has a representation in terms of a matrix Λg which has a linear
action in the embedding coordinates given by ordinary matrix multiplication X ′ = Λg · X. The
relation with the d-dimensional space-time is obtained by considering the projective null cone
PC =
{
X ∈ R2,d : (X ·X) = 0}
X ∼ cX , c ∈ R+ , (B.5)
where (X · X) is computed using the embedding metric (B.4). The denominator means there is a
gauge redundancy in the scaling of X. This gauge freedom can be used to fix one of the components
in the vector X arbitrarily, which is usually taken as
X+ = Xd +Xd+1 = fixed . (B.6)
48
This condition is equivalent to fixing the conformal frame where the d-dimensional theory is defined.
To describe a CFT in the metric AdS2 × Sd−2 we consider the following parametrization of the
projective null cone
X =
(
sin(σ)
sin(θ)
, ~n, cot(θ),
cos(σ)
sin(θ)
)
, (B.7)
where ~n ∈ Rd−1 has unit norm |~n| = 1. It is straightforward to check this vector is null in the
embedding space, with gauge fixing
X+ =
cos(θ) + cos(σ)
sin(θ)
. (B.8)
A convenient parametrization for the unit vector ~n is obtained by taking stereographic coordinates
~y ∈ Rd−2, so that (B.7) becomes
X(σ, θ, ~y ) =
(
sin(σ)
sin(θ)
,
2yA
1 + |~y |2 ,
|~y |2 − 1
|~y |2 + 1 , cot(θ),
cos(σ)
sin(θ)
)
. (B.9)
Computing the induced metric we find
ds2ind = dX(σ, θ, ~y ) · dX(σ, θ, ~y ) =
−dσ2 + dθ2
sin2(θ)
+
4d~y.d~y
(1 + |~y |)2 ,
that is precisely the AdS2 × Sd−2 metric we are interested in.
Let us now consider a pi rotation in the embedding space between the coordinates (X0, Xd−1)
(X0, Xd−1) −→ −(X0, Xd−1) . (B.10)
While this is not a transformation of the Lorentzian conformal group SO(d, 2) it is in the Euclidean
group SO(d− 1, 1), similarly to the Minkowski case in (B.1). Using this on (B.9) we get
X˜(σ, θ, ~y ) =
(
sin(−σ)
sin(θ)
,
2yA
1 + |~y |2 ,−
|~y |2 − 1
|~y |2 + 1 , cot(θ),
cos(σ)
sin(θ)
)
. (B.11)
Comparing with (B.9) we see the transformation induced in the d-dimensional coordinates (σ, θ, ~y )
is precisely given by the CRT transformation in (3.23). Moreover, since the transformation (B.10)
does not change the gauge fixing condition in (B.8) the CRT transformation is an exact isometry of
AdS2 × Sd−2, meaning it is actually a symmetry of the vacuum state of any QFT, not necessarily
conformal.
C Commutator identity
In this appendix we compute the following commutator
[
W, e−iV
]
= −
∞∑
n=1
(−i)n
n!
[V n,W ] . (C.1)
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To do so, we use induction to prove the following identity
[V n,W ] =
n∑
m=1
(−1)m+1
(
n
m
)
V n−mLmV (W ) . (C.2)
For n = 1 the identity is obviously true, so let us assume it holds for n and show it does for n + 1,
where we have [
V n+1,W
]
= V nLV (W ) +
n∑
m=1
(−1)m+1
(
n
m
)
V n−mLmV (W )V ,
and we have already used our hypothesis (C.2). Rearrange the terms to find
[
V n+1,W
]
= V nLV (W ) +
n∑
m=1
(−1)m+1
(
n
m
)
V n−m
(
VLmV (W )−Lm+1V (W )
)
= (n+ 1)V nLV (W ) +
n∑
k=2
(−1)k+1
(
n
k
)
V (n+1)−kL kV (W ) +
n+1∑
k=2
(−1)k+1
(
n
k − 1
)
V (n+1)−kL kV (W ) .
where in the first line we have redefined the summation indices k = m and k = m+ 1 for each term.
Rearranging one more time, we find[
V n+1,W
]
= (n+ 1)V nLV (W ) +
n∑
k=2
(−1)k+1
{(
n
k
)
+
(
n
k − 1
)}
V (n+1)−kL kV (W ) + (−1)nL n+1V (W ) ,
The term between curly brackets is the binomial
(
n+1
k
)
, while the two additional terms give the k = 1
and k = n + 1 contributions so that we recover (C.2) with n + 1. Using this in (C.1) we get the
following identity [
W, e−iV
]
=
∞∑
n=1
n∑
m=1
(
n
m
)
(−i)n(−1)m
n!
V n−mLmV (W ) , (C.3)
that we apply in our analysis in (4.5).
D Bulk superrotation integral curves
The integral curves associated to bulk vector χR(Y ) at ρ = 0 (5.11) are determined by the following
system of equations
u′(s) =
Y ′(φ(s))
1 + x(s)2
u(s) ,
φ′(s) = Y (φ(s)) ,
x′(s) = Y ′(φ(s))x(s) ,
(D.1)
where s is the parameter along the curve. We must solve for the three functions (u(s), φ(s), x(s))
with initial conditions such that s = 1 gives the identity. The second differential equation can be
written in terms of a simple integral of Y (φ)
s =
∫ φ(s)
φ
dφ′
Y (φ′)
=⇒ φ(s) ≡ α(φ, s) . (D.2)
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For any well behaved function Y (φ) the integral can be solved and inverted so that the function
α(φ, s) is written explicitly. The remaining equations can be easily solved in terms of α(φ, s) as
x(s) = (∂φα)x
u(s) =
√
1 + x2√
1 + (∂φα)2x2
(∂φα)u
, (∂φα) =
Y (φ(s))
Y (φ)
, (D.3)
where we have already imposed the appropriate initial conditions at s = 0. The superrotation
transformation at ρ = 0 is implemented by evaluating at s = 1, so that we get the final result in
(5.15), where we have defined α(φ) = α(s = 1, φ).
E Gravitational surface charges
To an asymptotic Killing vector χ one can associate a surface charge through the covariant phase
space formalism [41]. More precisely, one calculates via this approach the field-variation of a charge,
which is a one-form in the configuration space:
δQ[χ] =
∮
k[χ], (E.1)
where k[χ] depends on the metric g and its phase-space variation δg ≡ h. It is a one-form with respect
to the field configuration space but a (d−2)-form w.r.t. the spacetime. Its explicit expression depends
on the theory under consideration; for Einstein gravity (with or without cosmological constant) it is
given by
k[χ] =
√−g
8piG
(dd−2x)µν
(
χµ∇ρhνρ − χµ∇νh+ χρ∇νhµρ + 1
2
h∇νχµ − hρν∇ρχµ
)
, (E.2)
where h = gµνhµν and (d
d−2x)µν = 12(d−2)!µνρ1...ρd−2dx
ρ1 ∧ . . . ∧ dxρd−2 . In the integrable case, i.e.
when expression (E.1) is δ-exact, Q[χ] represents the generator of the associated infinitesimal
transformation χ.
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