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Abstract
We construct a zero-curvature representation for a four-parameter family of non-linear
sigma models with a Kalb-Ramond term. The one-loop renormalization is performed
that gives rise to a new set of ancient and eternal solutions to the Ricci flow with
torsion. Our analysis provides an explicit illustration of the role of the dilaton field for
the renormalization of the non-linear sigma model.
1 Introduction
Let MD be a D-manifold (the target space) equipped with a Riemannian metric G and an
affine connection. Consider the system of PDE which describes a map of the two-dimensional
worldsheet Σ = (x0, x1) into the affine-metric manifold
∂+∂−Xµ + Γµνσ ∂+Xν∂−Xσ = 0 . (1.1)
Here it is assumed that Σ is equipped with a Minkowski metric, ∂± = 12 (∂0 ± ∂1) and Γµνσ
stands for Christoffel symbol of the connection. For a general target space background, Eqs.(1.1)
cannot be derived from the variational principal. However, as it was observed in Ref. [12], if
the connection is compatible with the metric and the covariant torsion tensor
Hµνσ = Gµρ
(
Γρνσ − Γρσν
)
(1.2)
is a closed three-form:
Hµνσ = ∂µBνσ + ∂νBσµ + ∂σBµν , (1.3)
then (1.1) follows from the Polyakov action with the Kalb-Ramond term
A = 2
∫
Σ
d2x
(
Gµν ∂+X
µ∂−Xν − 12 Bµν
(
∂+X
µ∂−Xν − ∂−Xµ∂+Xν
) )
. (1.4)
The 2-form Bµν provides an anti-symmetric component to the affine connection and is some-
times known as the torsion potential. Field theories of the type (1.4) are important in many
aspects of physics, from QCD to condensed matter and are known as Non-Linear Sigma Models
(NLSM). The corresponding Euler-Lagrange equations are usually referred to as the (general-
ized) harmonic map problem [1]. In general, the NLSM is a complicated structure. To this
order, any simplified example, that softens the sever mathematical problems can be considered
useful and worth studying.
Starting at the end of the seventies, an approach was developed for a solution of the general-
ized harmonic map problem for certain classes of the integrable target space backgrounds [2–4].
More specifically, the term integrable here is used to imply that Eqs.(1.1) constitute a flatness
condition
[D+(λ) , D−(λ) ] = 0 (1.5)
for some matrix valued worldsheet connection
D±(λ) = ∂± +A± , A± = α
(±)
µ (λ) ∂±X
µ , (1.6)
which depends on an arbitrary complex parameter λ. The approach has been proven to be
effective, especially concerning the models with homogeneous target manifolds G/H and a
Zero-Curvature Representation (ZCR) became a central issue in this class of harmonic map
problems [5]. At the same time the integrability of NLSM with non-homogeneous target spaces
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have been given considerably less attention. In particular, there are important examples of
NLSM which are expected to be classical integrable systems despite having their ZCR remain
unknown. Among them are the sausage models which were introduced in Refs. [6,7] by taking
advantage of a perturbative renormalizability of a general NLSM.
The quantum theory governed by the action (1.4) is perturbatively renormalizable and the
scale dependence of its couplings can be computed order by order in perturbation theory [8–14].
This, in effect, induces deformations of the metric and the torsion potential with respect to the
Renormalization Group (RG) time t, given by (up to the overall factor 1
2π
) the logarithm of
worldsheet length scale, which can be formulated and studied systematically in all generality.
The renormalization of the metric and the torsion potential, viewed as generalized couplings,
takes the following form to one-loop [10, 12]:
∂
∂t
(
Gµν +Bµν
)
= −(Rµν + 2DµVν ) , (1.7)
where Rµν is the Ricci tensor build from the affine connection Dµ. The RG equation (1.7)
is no other but the Ricci flow which arose independently in mathematics (in the case of the
Levi-Civita connection) as a tool to address a variety of non-linear problems in differential
geometry and, in particular, the uniformization of compact Riemannian manifolds [15,16]. The
one-loop RG equations (1.7) are highly non-linear and lead to solutions which typically develop
singularities. However, the equations possess the ancient solutions which exist at t→ −∞ and
evolve forward in time until the formation of singularities.1 The NLSM underlining the ancient
solutions have a good chance to be defined non-perturbatively as a local integrable quantum
field theory. In the works [6] and [7] there were discovered remarkable ancient solutions which
describe torsion-free deformations of the two- and three spheres, respectively (see also Refs. [17,
18] for comprehensive analysis of these solutions). The authors conjectured that the solutions
describe the one-loop renormalization of certain quantum field theories and performed highly
convincing non-perturbative analysis in favor of their quantum integrability. Note that their
arguments were based on the S-matrix bootstrap and did not employ any classical integrable
structures.
In this article we attempt to reverse the logic of Refs. [6, 7] and apply the machinery of
classical integrability to produce ancient solutions of the Ricci flow. We find, as the main
result, the ZCR for a new four-parameter family of NLSM with three-dimensional target space
background. Note that the proposed ansatz for the ZCR can be naturally understood in a
context of the averaging procedure applied in the construction of elliptic and trigonometric
solutions of the Yang-Baxter equation from the rational one [19, 20]. A similar approach was
used in Ref. [21] to explore reductions of the Lax representation (see also Part II, Chapter IV.2
in the book [22]). It turns out that modulo reparameterizations encoded by the second term in
the r.h.s. of (1.7), the effect of one-loop renormalization within the obtained family of classical
integrable NLSM, are reduced to the renormalization of the parameters and the string tension
(the overall normalization of the action). Therefore, the family provides an interesting example
of multi-parameter solution of the Ricci flow driven by the connection with torsion. In the case
of a torsion-free background the solution is reduced to Fateev’s three-dimensional sausage [7].
1If a solution is defined for −∞ < t < +∞, it is called an eternal solution.
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Since the Fateev-Onofri-Zamolodchikov sausage [6] can be obtained from the three-dimensional
one through a certain limiting procedure, the result of this work yields the ZCR for both models.
2 ZCR for the harmonic map problem
Before focusing on the case with D = 3 it is useful to rewrite Eqs.(1.1) in the matrix form for an
arbitrary dimension D. SupposeMD is an oriented manifold and its metric can be transformed
from the coordinate basis to the vielbein one, Gµν = e
a
µ e
a
ν . Introduce the conventional one-
forms acting in a spinor representation of SO(N), namely the Levi-Civita spin connection ωµ
and γµ = γ
a eaµ, where γ-matrixes obey the standard Dirac algebra, {γa, γb } = 2 δab. With the
use of these notations the generalized harmonic map problem (1.1) can be brought to the form[
∂+ + ω
+
µ ∂+X
µ, γν ∂−X
ν
]
= 0 ,
[
γν ∂+X
ν , ∂− + ω−µ ∂−X
µ
]
= 0 , (2.1)
where ω±µ = ωµ ∓ 18 Hµνσ γνγσ and as usual, γµ = Gµν γν .
For D = 3, γ-matrixes can be identified with the conventional Pauli matrixes γa = σa, a =
1, 2, 3, whereas Hµνσ must be proportional to the volume form,
Hµνσ = H
√
G
1
3!
ǫµνσ . (2.2)
In this case, the matrix valued one-forms ω± in (2.1) is simplified to
ω±µ = ωµ ∓
i
4
H γµ . (2.3)
Without making any symmetry assumptions, the classification of NLSM possessing the zero-
curvature representation seems to be a hopeless task even for lower dimensional target man-
ifolds. We are therefore forced to impose some symmetry conditions on the metric and the
torsion potential. Let us assume that the target space background possesses two commuting
Killing vector fields. More specifically, there exist a local coordinate frame Xµ = (u, v, w) with
respect to which the metric takes the form
Gµν dX
µdXν = Guu (du)
2 +Gvv (dv)
2 + Gww (dw)
2 + 2Gvw dvdw , (2.4)
and the components of the metric tensor, as well as the torsion strength H in (2.2), do not
depend on the coordinates v and w. Without further loss of generality we set
√
Guu to be a
positive constant √
Guu = const > 0 . (2.5)
Given the metric Gµν , the introduction of the tangent vectors e
a
µ involves arbitrary choices at
each point of M3. We are free to make local SO(3) rotation on the index a, or equivalently
adjoint SU(2) transformation on γµ. The transformation law of the 1-form ω±µ includes an
inhomogeneous piece typical of gauge fields,
γµ → U−1 γµU , ω±µ → U−1ω±µ U +U−1∂µU . (2.6)
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For the metric of the form (2.4) the gauge freedom can be used to set e1u = e
2
u = e
3
v = e
3
w = 0.
Then the non-vanishing components of the vielbein are defined by the formulas
Guu = (e
3
u)
2 , Gvv = e
+
v e
−
v , Gww = e
+
we
−
w , Gvw =
1
2
(e+v e
−
w + e
−
v e
+
w) (2.7)
modulo U(1) rotations e±µ → e±iφ e±µ , where
e±µ = e
1
µ ± i e2µ (2.8)
and φ = φ(u) is an arbitrary local phase. Below we use the fact that the residual freedom in the
choice the vielbein implies the local symmetry (2.6), where U is substituted by the diagonal
matrix
Uφ = exp
(
i
2
φ(u) σ3
)
. (2.9)
Note that the sign of e3u = ±
√
Guu is actually unambiguous for the chosen orientation of the
vielbein (i.e., for the chosen sign of
√
G := det(eaµ)).
We turn now to the construction of the ZCR. Let ζµ(λ) be a matrix valued 1-form which
depends on the spectral parameter
ζµ(λ) =
∑
a=±,3
fa(λ) e
a
µ σa . (2.10)
Here σ± = 12 (σ1 ∓ iσ2) and fa(λ) read explicitly as follows
f+(λ) = −f−(−λ) = 1√
Guu
ϑ1(u− λ2 , q)ϑ′1(0, q)
2iϑ1(
λ
2
, q)ϑ1(u, q)
f3(λ) =
1√
Guu
ϑ′1(
λ
2
, q)
2iϑ1(
λ
2
, q)
. (2.11)
In the l.h.s. of the above equations, we only indicate dependence on the spectral parameter,
ϑ1 stands for the conventional theta function of the nome q = e
iπτ (0 < q < 1) and ϑ′1(u, q) :=
∂uϑ1(u, q). To get a more informal feel for ζµ, let us note that it can be alternatively defined
through the principal value summation of the formal double series
ζµ(λ) =
1√
Guu
V.P.
∞∑
n,m=−∞
1
i
einuσ3 γµ e
−inuσ3
λ+ 2π(m+ nτ)
. (2.12)
Using ζµ as a building block, we define the worldsheet connection of the form (1.6) with
α(+)µ (λ) = αµ(λ | η+, φ+) , α(−)µ (λ) = αµ(λ− π | η−, φ−) , (2.13)
and
αµ(λ | η, φ) = 1
2i
(
U−1φ ζµ(i η + λ)Uφ + σ2 U
−1
φ ζµ(i η − λ)Uφ σ2
)
. (2.14)
Here η+ and η− stand for arbitrary parameters whereas φ± = φ±(u) are arbitrary local phases
showing up in the matrices of the form (2.9). The local twists are included in (2.14) because
of the residual freedom in the choice the vielbein.
Under these definitions, it is straightforward to establish the following properties:
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• Quasiperiodicity.
D±(λ) = einuσ3 D±
(
λ+ 2π (m+ nτ)
)
e−inuσ3 (m, n ∈ Z ) . (2.15)
• λ-parity.
D±(−λ) = σ2 D±(λ) σ2 . (2.16)
• Singularities. Let |ℑm(η+)| < π , |ℜe(η+)| < ℑm(πτ). In the fundamental parallelogram
(−π, π)⊗ (−πτ, πτ), D+(λ) has two simple poles with the residues
D+(λ) =
1√
Guu
1
2(λ+ iη+)
U−1+ γµU+ ∂+X
µ +O(1) (2.17)
=
1√
Guu
1
2(λ− iη+) σ2U
−1
+ γµU+ σ2 ∂+X
µ +O(1) .
Similarly, the singularities of D−(λ) in the parallelogram (0, 2π)⊗ (−τ, τ) are given by
D−(λ) = − 1√
Guu
1
2(λ− π + iη−) U
−1
− γµU− ∂−X
µ +O(1) (2.18)
=
1√
Guu
1
2(λ− π − iη−) σ2U
−1
− γµU− σ2 ∂−X
µ +O(1) .
Here we use the shortcut notations U± = Uφ±.
• Hermiticity. Let 0 < q < 1, ℑm(η±) = 0, |η±| < ℑm(πτ), then
D
†
±(λ) = −D±(−λ∗) . (2.19)
In particular, D± are (formally) anti-Hermitian differential operators as ℜe(λ) = πn
(n = 0, ±1 . . .).
The first two properties of the worldsheet connection imply that the field strength F (λ) =
[D+(λ),D−(λ)] satisfies the conditions:
F (λ) = einuσ3 F
(
λ+ 2π (m+ nτ)
)
e−inuσ3 (m, n ∈ Z )
F (λ) = σ2 F (−λ) σ2 . (2.20)
We may try to adjust the target space background to make 2 × 2 matrix F (λ) nonsingular in
the whole complex plane of λ. Using the matrix form (2.1) of the harmonic map equations, it
is easy to see that the cancellation of the poles of F (λ) yields the relations
ω+µ = U+αµ(π − iη+ | η−, φ−)U−1+ +U+ ∂µU−1+ (2.21)
ω−µ = U−αµ(π − iη− | η+, φ+)U−1− +U− ∂µU−1− ,
5
or, equivalently,
ω±µ =
1
2i
[
σ2 (U+U−)−1ζµ
(
π + 2iη)
)
U+U− σ2
+ U±U
−1
∓ ζµ
(
π ∓ 2iν )U∓U−1± + 2i U± ∂µU−1± ] , (2.22)
where η and ν stand for
η =
η+ + η−
2
, ν =
η+ − η−
2
. (2.23)
If we proceed further and impose an extra condition
F (0) = 0 , (2.24)
then Tr[F 2(λ) ] becomes an entire, doubly periodic function of λ, vanishing at λ = 0. Hence
it must be identically zero. Combining this fact with the hermiticity we find that the field
strength vanishes for any pure imaginary λ: F (λ) = 0 ,ℜe(λ) = 0. Of course, this implies that
the conditions (2.21) and (2.24) guarantee the flatness of the worldsheet connection.
Let us take a closer look at the condition (2.24). Because of the λ-parity relation (2.16),
the connection reduces at λ = 0 to the form
D±(0) = ∂± ∓ i I± σ2 . (2.25)
Therefore, the flatness condition implies a continuity equation ∂+I−+∂−I+ = 0. For the target
space background with the two Killing vector fields ∂
∂v
and ∂
∂w
the NLSM possesses two Noether
currents, VA and WA. (Here we label the worldsheet components by the subscript A = ± .)
Thus, we may conclude that the flatness condition at λ = 0 (2.24) is equivalent to the relation
IA = cv VA + cw WA , (2.26)
where cv and cw are some real constants.
The conditions (2.22) and (2.24) can be treated as a set of equations for the determination
of the non-vanishing vielbein components, the torsion strength H and the unknown phases φ±.
It is easy to see without actually doing any computation that the solution, if it exists, is not
unique. Indeed, under the diffeomorphism Xµ → X˜µ the vielbein transforms as eaµ = e˜aν ∂X˜
ν
∂Xµ
,
therefore the SL(2, R) coordinate transformations with a constant Jacobian matrix
∂X˜µ
∂Xν
=

1 0 00 S22 S32
0 S23 S
3
3

 , S22S33 − S32S23 = 1 , (2.27)
preserve the torsion strength and the general form of the metric (2.4). These transformations
can be applied to generate a three parameter family from any given solution of Eqs.(2.22) and
(2.24). It is also clear that the equations impose restrictions on the phase difference φ+ − φ−
only, i.e., one out of two phases can be chosen at will. In Appendix we found the most general
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solution of Eqs.(2.22). It turns out that using the SL(2, R) transformations (2.27) and the
orientation-preserving transformation (u, v, w) → (−u, w, v), the solution can be brought to
the form
e3u = g
−1 l ε(u)
e±v = g
−1 e±i(φ+−
pi
2
) ρ(±u) ϑ4(iη ± u, q
2)
ϑ4(iη, q2)
(2.28)
e±w = −g−1 e±i(φ+−
pi
2
) ρ(±u) ϑ1(iη ± u, q
2)
ϑ1(iη, q2)
and
H =
g
l
[
i
ϑ′2(iν, q)
ϑ2(iν, q)
− i ∂u log
(
ρ(u)
ρ(−u)
)]
ei(φ+−φ−) =
ρ(u)
ρ(−u) . (2.29)
Here we use the notation
ρ(u) =
ϑ3(
iσ−iν
2
, q)ϑ4(
iσ+iν
2
, q)
ϑ3(
u+iσ−iν
2
, q)ϑ4(
u−iσ−iν
2
, q)
, (2.30)
and ε(u) is a periodic step function
ε(u) =
{
+1 , u/π ∈ ( 2n, 2n+ 1 )
−1 , u/π ∈ (2n+ 1, 2n+ 2 ) (n ∈ Z) . (2.31)
The above formulas call for a number of comments. The constant g > 0 (the string tension)
just sets the overall normalization for the NLSM action (1.4), which does not affect the Euler-
Lagrange equations. It can be set to be one without loss of any generality. We however reserve
this parameter and make use of it later for the purpose of quantization. The parameter l in
fact just replaces
√
Guu. It can be absorbed into g and the overall normalization of the Killing
coordinates v and w. It is convenient to choose it as
l = i
ϑ2(iη, q)ϑ
′
1(0, q)
ϑ1(iη, q)ϑ2(0, q)
. (2.32)
Then, as it follows from (2.28)
√
G =
l2
g3
ρ(u)ρ(−u) ϑ1(u, q)
ϑ′1(0, q)
ε(u) . (2.33)
Since under the complex conjugation, ρ∗(u) = ρ(−u), the periodic step function ε(u) provides
the positivity of
√
G = det(eaµ) for an arbitrary real u except u = 0,±π, ±2π . . . . Thus
nontrivial parameters of the solution are q, η, ν, which have already appeared in the ansatz for
the worldsheet connection, and σ from the definition (2.30).
It turns out that the condition (2.24) does not impose any restriction on the above solution.
More specifically, through proper choice of the constants cv and cw, Eq.(2.26) is identically
satisfied.
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3 The integrable target space background
In this section we would like to discuss the integrable target space background, i.e., the metric
and the torsion potential in the NLSM action (1.4). We start with the q → 0 limit, assuming
all other parameters are held constant. It is easy to see that
GµνdX
µdXν =
1
g2
[
C2 (du)2 + (dv)2 +
(
1 + (C2 − 1) sin2(u)) (dw)2 − 2 cos(u) dvdw ]
1
2!
Bµν dX
µ ∧ dXν = C tanh(ν)
g2
cos(u) dv ∧ dw (q = 0) , (3.1)
where C = coth(η). Note that the parameter σ does not appear in this limiting case. We may
now send η → +∞:
Gµν dX
µdXν =
1
g2
[
(du)2 + (dv)2 + (dw)2 − 2 cos(u) dv dw
]
(3.2)
1
2!
Bµν dX
µ ∧ dXν = tanh(ν)
g2
cos(u) dv ∧ dw (q = 0, η → +∞) .
Let ~n be a unit vector in R4 whose components are defined by the relations
n1 ± in2 = e± i(v−w)2 sin (u
2
)
, n3 ± in4 = e± i(v+w)2 cos (u
2
)
, (3.3)
then the metric (3.2) takes the form 4
g2
d~n · d~n, i.e. it coincides with the round metric on the
three-sphere of radius 2
g
.2 The variables θ = u
2
, χ1 =
v−w
2
and χ2 =
v+w
2
are usually referred
as to the Hopf coordinates and used in the description of the three-sphere as the Hopf bundle.
For any value of θ between 0 and π
2
, the pair (χ1, χ2) parameterizes a two-dimensional torus
(χa ∼ χa + 2π, a = 1, 2). The metric (3.2) degenerates (i.e.
√
G = 0) at two sub-manifolds of
codimension two (circles) which correspond to u = 0 and u = π. However these are coordinate
singularities that may be removed by introducing suitable coordinates. The same happens
for the one-parameter family of metrics (3.1) which is sometimes referred as to a metric on a
squashed three-sphere.3
In order to give an explicit description of the general target space background it is convenient
to replace the coordinate u with another variable. As it follows from Eq.(2.33) the metric
degenerates at u = 0, ±π, ±2π . . . . Suppose the coordinate u runs over the segment
0 < u < π , (3.4)
then the doubly periodic function z = z(u, q),
z(u, q) =
ϑ2(u, q
2)ϑ3(0, q
2)
ϑ3(u, q2)ϑ2(0, q2)
, (3.5)
2Note the slightly non-standard choice for the coupling g.
3The NLSM with the target space background (3.1) is called the anisotropic SU(2) Wess-Zumino-Witten-
Novikov model. The ZCR for this model is known for a while (see [3], [23], Chapter II.1.5 in the monograph [22]
and references therein).
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varies monotonically along the segment (−1, 1) and therefore u can be replaced by z. Introduce
p = −i ϑ1(iη, q
2)
ϑ4(iη, q2)
, h = − i √κ ϑ1(iν − iσ, q
2)
ϑ4(iν − iσ, q2) , h¯ = −i
√
κ
ϑ1(iν + iσ, q
2)
ϑ4(iν + iσ, q2)
(3.6)
and
√
κ =
ϑ2(0, q
2)
ϑ3(0, q2)
, (3.7)
which can be viewed as a new set of parameters replacing (η, ν, σ, q). To make formulas more
readable, we will also use the following combinations of the new parameters:
c = +
√
1 + h2
κ2 + h2
, c¯ = +
√
1 + h¯2
κ2 + h¯2
(3.8)
m = +
√
1 + κ2 + κp2 + κp−2 .
With the new coordinate frame (z, v, w) and the new set of parameters (p, h, h¯, κ), the metric
defined by Eqs.(2.4), (2.7), (2.28), (2.32) can be brought to the form:
Gµν dX
µdXν =
m2
g2
(dz)2
(1− z2)(1− κ2 z2) +
1
g2
(c+ 1)(c¯− 1)
(1− κ2)(c+ z)(c¯− z) ×[ (
1 + κ p2 − z2 κ (κ+ p2) ) (dv)2 + ( 1 + κ p−2 − z2 κ (κ+ p−2) ) (dw)2
−2 (1− κ2) z dv dw
]
, (3.9)
whereas the torsion potential B
(
1
2
Bµν dX
µ ∧ dXν = Bdv ∧ dw ) and torsion strength H
(∂uB =
√
G H) are given by
B = −m
g2
(c+ 1)(c¯− 1)
(1− κ2)(c¯+ c) (1− z)
[
h
c− 1
c + z
+ h¯
c¯+ 1
c¯− z
]
(3.10)
H =
g
m
h (c2 − 1)(c¯− z)2 + h¯ (c¯2 − 1)(c+ z)2
(c¯+ c)(c+ z)(c¯− z) .
A few comments are in order here. Although the parameters h and h¯ appear in the metric
through the combinations c and c¯ only, there are two reasons to choose (h, h¯) as independent
parameters. First, h and h¯ are fully unrestricted real numbers, i.e.,
−∞ < h, h¯ < +∞ , (3.11)
whereas 1 < c ≤ κ−1 and 1 < c ≤ κ−1. Second, Eqs.(3.8) allow one to express (h, h¯) through
(c, c¯) modulo sign factors requiring special care since the torsion potential substantially depends
on the relative sign of h and h¯. Note the neither metric nor the torsion potential depends on
a sign of p. Moreover the form of the target space background are invariant with respect
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to the interchange v ↔ w accompanied by the transformation of the parameters (p, h, h¯) →
(p−1,−h,−h¯). Therefore, the actual parameter is P 2,
P =
1
2
( p− p−1 ) , (3.12)
rather than p itself. We keep the notation p to make the equations easier to visualize. Finally,
the parameter κ in (3.7) is no other but the elliptic modulus associated with the elliptic nome
q2, therefore
0 ≤ κ < 1 . (3.13)
It is instructive to look at the metric (3.9) at the degeneration points z = za (a = 1, 2) which
correspond to u = 0, π. We introduce two different local coordinate frames (ρ1, ψ1, χ1) and
(ρ2, ψ2, χ2) in the vicinity of z1 = +1 and z2 = −1, respectively. Let ρ2a = 2 |z−za|+O(|z−za|2),
ψ1 =
1
2
(
(1 + ∆) v + (1−∆) w ) , ψ2 = 1
2R
(
(1 + ∆) v − (1−∆) w ) (3.14)
and
χ1 =
1
2R
(v − w) , χ2 = 1
2
(v + w) , (3.15)
where ∆ = κ
m2
(p2 − p−2),
R =
√
(c− 1)(c¯+ 1)
(c+ 1)(c¯− 1) . (3.16)
Evaluating the metric relative to the local coordinate systems (ρ1, ψ1, χ1) and (ρ2, ψ2, χ2), one
finds
Gµν dX
µdXν = C(1)a
(
(dρa)
2 + ρ2a (dψa)
2 +O
(
ρ4a
) )
+ C(2)a (dχa)
2
(
1 +O(ρ2a)
)
, (3.17)
where ρa → 0 (a = 1, 2) and C(1,2)a stand for some positive constants. This general form
implies that to avoid the formation of the conical singularities at ρ1 = 0 and ρ2 = 0, the local
coordinates ψ1 and ψ2 have to be the angular type variables such that ψa ∼ ψa + 2π.
In fact, we did not make any assumptions about global properties of the Killing coordinates
v and w in the derivation of the ZCR. Therefore, it remains valid for any compactification of
these variables. In what follows we will assume that
χ1 ∼ χ1 + 2π , χ2 ∼ χ2 + 2π , (3.18)
where χa are given by Eq.(3.15). In this case the “global” chart(
z, χ1, χ2 | − 1 < z < 1, 0 ≤ χa < 2π
)
(3.19)
covers the whole target space M3 except two sub-manifolds of codimension two. The sub-
manifolds are circles parameterized by the angular variables χ1 as z = 1 and χ2 as z = −1. Let
us consider the neighborhoods of the circle at z = 1. We need at least two local charts with
χ1 ∈ (a, b) and 0 < b − a < 2π to cover the circle completely. As it follows from Eqs.(3.14),
(3.15)
ψ1 = χ2 +R∆ χ1 , ψ2 = χ1 +R
−1∆ χ2 , (3.20)
and hence, at a local chart with the decompactified coordinate χ1, the variable ψ1 is of the
angular type provided the compactification condition (3.18) is imposed. A similar analysis can
be applied to the neighborhoods of the circle at z = −1.
To summarize, the formula (3.9) supplemented by the global conditions (3.15), (3.18), defines
a nonsingular metric on a topological three-sphere M3.
An important integral characteristic of the target space background is a H-flux, i.e., a total
flux of the closed three-form H = Hµνσ dXµ ∧ dXν ∧ dXσ through the target manifold. Bellow
we will use
N =
1
16π2
∫
M3
H . (3.21)
With Eq.(3.10) and the compactification conditions (3.18) one finds
N =
m
g2
√
(c¯2 − 1)(c2 − 1)
(1− κ2)(c+ c¯) (h + h¯) , −∞ < N <∞ . (3.22)
The target space background without torsion deserves a special mention. In this case
h = h¯ = 0, the metric (3.9) reduces to the one from Ref. [7]. V.A. Fateev used the coordinates
z and (χ1, χ2) related to (u, v) through the formula (3.15) with R = 1 and compactified as in
(3.18).4 The ZCR for the Fateev model was not known before. It is merely a specialization of
the general case for ν = σ = 0.
The three-dimensional target space background (3.9) can be used to build an integrable
NLSM with D = 2. Let us set h = h¯ = 0, g2 = κ g˜2 p2 and consider the limit p → ∞ with
(g˜, κ) held constant. This formal procedure yields
G(2)µν dX
µdXν =
1
g˜2
[
(dz)2
(1− z2)(1− κ2z2) +
(1− z2) (dv)2
1− κ2 z2
]
. (3.23)
The coordinate w does not appear at this limit, consequently Eq.(3.23) can be interpreted as
a metric for some NLSM with two-dimensional target space. In fact, this metric is equivalent
4 The five parameters (u, a, b, c, d) from Ref. [7], subject to the constraints (u+ d)2 = a2 + c2, d2 = b2 + c2,
are related to the set (g, p, κ) through the formulas
a
u
=
1
m
,
b
u
=
κ
m
,
c
u
=
κ
2m2
(p2 − p−2) , d
u
= − κ
2m2
(2κ+ p2 + p−2) , u =
g2
4
,
where m = +
√
1 + κ2 + κp2 + κp−2.
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to the sausage metric from Ref. [6], provided v ∼ v + 2π. One can check that the equations of
motion for this NLSM admit the ZCR which follow from the general ZCR as η → −iπτ (see
Eq.(3.6)). Taking the limit, Eqs.(2.28)-(2.32) with 0 < u < π and ν = σ = 0 yield
ev = g˜
−1 ϑ23(0, q
2) , e±v = g˜
−1 e±i(φ+−u)
ϑ1(u, q
2)ϑ3(0, q
2)
ϑ4(u, q2)ϑ2(0, q2)
, e±w = 0 , (3.24)
whereas φ+ = φ−. Then Eqs.(2.10)-(2.14) with η = −iπτ can be applied literally.
4 Ricci flow with torsion
4.1 One-loop renormalization
We turn now to a discussion of the renormalization effects in the NLSM under consideration.
The RG flow equations for a general target space background were computed up to two loops
in Refs. [8–14]. At leading order, the equations can be written in somewhat symbolic form
(1.7) [12]. For practical purposes, it is useful to rewrite them in terms of the symmetric Ricci
tensor Rµν associated with the Levi-Civita connection ∇µ:
G˙µν = −
(
Rµν − 14 HµσρHσρν +∇µVν +∇νVµ
)
B˙µν = −
(
1
2
∇σHσµν − VσHσµν
)
. (4.1)
Here the dot stands for the (partial) derivative with respect to the RG “time” which is propor-
tional to the logarithm of the RG energy scale E:
t = − 1
2π
log
( E
E∗
)
, (4.2)
where E∗ (the integration constant of the RG flow equations) sets the “physical scale” for
the NLSM. Some clarification is needed for the terms depending on an arbitrary one-form
Vµ. The general form of an infinitesimal RG transformation should admit the possibility of
various coordinate transformations [10]. Under an arbitrary infinitesimal reparameterization
δGµν = −(∇µVν+∇νVµ) δt, whereas δBµν = VσHσµν δt+ δ˜Bµν with δ˜Bµν = −(∂µVν−∂νVµ) δt.
The variation δ˜Bµν is a pure gauge transformation which does not affect the torsion strength
and therefore can be neglected. Thus the terms with Vµ incorporate the effects of all possible
diffeomorphisms and can be chosen arbitrarily (to a certain extent, see subsection 4.4 bellow) in
order to simplify the equations. In what follows we assume that there exists a diffeomorphism
generating function Ψ such that
Vµ = ∂µΨ . (4.3)
To establish the one-loop renormalizability of the finite-parameter family of NLSM, it is
sufficient to demonstrate that, for some choice of the diffeomorphism generating function, the
RG flow equations can be satisfied by allowing the parameters (p, h, h¯, κ) and the string tension
g to be t-dependent. With a brief look at (4.1) we conclude that Ψ is transformed as a scalar
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under t-independent coordinate transformations only. Therefore it essentially depends on a
choice of the coordinate system or, widely speaking, on the RG scheme. It turns out that the
(u, v, w)-coordinate frame is very useful for adjusting the diffeomorphism generating function.
Using these coordinates one can show that Eqs.(4.1), (4.3) are indeed satisfied, provided
e2Ψ = e2Ψ0 ρ(u)ρ(−u) , (4.4)
where ρ(u) is given by (2.30) and Ψ0 is an arbitrary coordinate-independent constant. More
precisely, with this choice of Ψ and for Gµν , Bµν defined by Eqs.(2.28)-(2.33), the one-loop RG
flow equations are reduced to the following closed system of ODE:
κ˙ = − g
2
m2
κ (1− κ2)
g˙ =
g3
4m4
(1− κ2)2 ( 1−N2 g4 )
p˙ = 0 (4.5)
c˙ =
g2
m2
(c2 − 1)( κ2 cc¯+ 1)
(c+ c¯)
˙¯c =
g2
m2
(c¯2 − 1)( κ2 cc¯+ 1)
(c+ c¯)
,
where (m, c, c¯, N) are expressed in terms of the independent set (p, h, h¯, κ) as in Eqs.(3.8), (3.22).
The solution of the system (4.5) is a rather straightforward exercise. First of all, it is evident
that P (3.12) and R (3.16) are the first integrals. Then we should recall that the path-integral
quantization procedure requires that the H-flux, 1
π
∫
M3H, must be an integer. Thus, N given
by Eq.(3.22) must be the first integral as well as P and R. This, of course, can be easily tested.
Note that the flux essentially depends on a choice of compactification of the Killing coordinates,
and therefore the RG invariance of (3.22) provides an additional support for the assumptions
(3.18). A further analysis of the first two equations in (4.5) yields one more first integral which
can be chosen in the form
M2 =
m2
4κg4
− (1 + κ)
2
4κ
N2 . (4.6)
To summarize, for N 6= 0 the system of ODE (4.5) possesses the following complete set of the
first integrals:
N 6= 0 : (P,R,M,N) . (4.7)
The condition N = 0 implies R2 = 1. In this case the complete set of the first integrals can be
chosen as follows
N = 0 : (P,M,L) with L =
h√
κ
= − h¯√
κ
. (4.8)
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The first integral L2 can be also naturally introduced for nonvanishing N . Indeed, as it follows
from the first and the last two equations in (4.5)
c c¯ =
1 + L2κ
κ(L2 + κ)
, c− c¯ = R
2 − 1
R2 + 1
1− κ2
κ(L2 + κ)
, (4.9)
where L2 stands for the RG invariant which can be alternatively defined by Eq.(4.8) in the
case N = 0. The first integrals L2, R and the ratio N
M
are functionally dependent (see
Eqs.(4.19), (4.20) bellow).
The existence of a complete set of first integrals makes it possible to integrate the ODE
system (4.5) explicitly. One just needs to substitute κ, which is an elliptic modulus associated
with the elliptic nome q2, for an elliptic modulus k related to the elliptic nome q, or equivalently,
to perform Landen’s transformation κ→ k = 2
√
κ
1+κ
. Then a simple calculation yields the result
et =
∣∣∣∣g2 − g20g2 + g20
∣∣∣∣
1
b2
∣∣∣∣1 +N g21−N g2
∣∣∣∣
N ∣∣∣∣M g2 + PM g2 − P
∣∣∣∣
MP
, (4.10)
and
κ =
1−√1− k2
1 +
√
1− k2 , k
2 =
(1 +N g2)(1−N g2)
(M g2 + P )(M g2 − P ) , (4.11)
where
b2 = +
1√
(N2 +M2)(1 + P 2)
, g20 = +
√
1 + P 2
N2 +M2
. (4.12)
To evaluate the running coupling constant g = g(t) as a function of the RG scale E (4.2)
requires an inversion of the relation (4.10). Note that, as follows from (4.11),
∣∣M g2+P
M g2−P
∣∣ 6= 0,∞
as 0 ≤ κ ≤ 1. By following the logical structure of quantum field theory, the renormalized
parameters of the target space background should be expressed in terms of the running coupling
constant and the RG invariants. Eqs.(4.11) allow one to do this for κ. The relations (4.9)
define c, c¯ > 1 unambiguously through the solution of a quadratic equation. Then, using
Eqs.(3.8) one can determine (h2, h¯2). The signs of h and h¯ can recovered from (3.22). Note
that sgn(h+ h¯) = sgn(N). Finally, the parameter p is a RG invariant itself.
Finishing with the solution of Eq.(4.1), let us note that the constant Ψ0 in Eq.(4.4) does
not contribute to the RG flow equations. However, if we set it to be
exp
(
2Ψ0(t)
)
=
√
g κ
(1−N2g4)(1− κ2) , (4.13)
then the following relation is satisfied
∂t
(
2Ψ− log
√
G
)
= −1
4
(−Gµν Rµν + 112 HµνλHµνλ + 4∇µΨ∇µΨ− 4∇µ∇µΨ ) , (4.14)
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and the constructed set of fields (Gµν , Bµν ,Ψ ) provides a solution to the coupled system of
PDE (4.1),(4.3), (4.14). Note that, in practical calculations, it is usually desirable to rewrite
(4.4) in terms of the doubly periodic function z = z(u, q) defined in (3.5):
exp
(
2Ψ(u, t)
)
= exp
(
2Ψ0(t)
) ϑ24(0, q2)
ϑ24(u, q
2)
(c+ 1)(c¯− 1)(1− κ2z2)
(c+ z)(c¯− z)(1− κ2) . (4.15)
Here the elliptic parameter q should be treated as a function of the RG time and, as it follows
from the first equation in (4.5),
q˙
q
= − g
2
ϑ43(0, q
2)m2
= − 1
Guu
. (4.16)
4.2 Ultraviolet behavior
As κ = 1 the ODE system (4.5) possesses constant solutions (p, h, h¯, g) = (p0, h0, h¯0, g0) which
can be specified by the set of numbers(
α, β, δ, b
∣∣ − π
2
< α, β <
π
2
, 0 < δ < π , b > 0
)
(4.17)
through the relations
h0 = tan(α) , h¯0 = tan(β) , p0 = cot
(δ
2
)
, g20 =
b2
sin2(δ)
. (4.18)
Let S(α,β)(δ|b) be the RG trajectory which asymptotically approaches the constant solution char-
acterized by a given set (4.17) as t → −∞. The values of the functionally independent RG
invariants for S(α,β)(δ|b) are determined through the formulas
P = cot(δ) , R =
cos(α)
cos(β)
, N =
1
b2
sin(α+ β) sin(δ) , M =
1
b2
cos(α + β) sin(δ) , (4.19)
whereas the RG invariant L2 from Eq.(4.9) is given by
L2 =
sin2(α) + sin2(β)
cos2(α) + cos2(β)
. (4.20)
It is interesting to look at the asymptotic form of the target space background corresponding
to the RG trajectory S(α,β)
δ|b at large negative t. For this purpose, let us cut the chart defined
by (3.19) into the three pieces U (0), U (1) and U (2) depending on the value of the coordinate z:
−1 + ǫ ≤ z ≤ 1 − ǫ, 0 < 1 − z ≤ ǫ and 0 < 1 + z ≤ ǫ, respectively. Here ǫ stands for some
small number which is, in the case 1 − κ ≪ 1, can be chosen to satisfy both conditions ǫ≪ 1
and ǫ ≫ 1 − κ simultaneously. Then on the chart U (0) covering the central region of M3, we
replace z by ρ:
ρ =
2K
π
(
u− π
2
)
, (4.21)
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where u stands for our original variable (3.5) and K is the elliptic quarter-period associated
with the nome q2, i.e., K = π
2
ϑ23(0, q
2) ≈ 1
2
log( 8
1−κ). It is straightforward to see that the
metric on the chart U (0) is approximated by the form
G(UV )µν dX
µdXν
∣∣
U (0)
≈ 4
b2
[
(dρ)2 +
(
dχ
(α)
1
)2
+
(
dχ
(β)
2
)2
+ 2 cos(δ) dχ
(α)
1 dχ
(β)
2
]
, (4.22)
whereas the torsion strength H ≈ 0. Here we use χ(α)1 = cos(α)χ1, χ(β)2 = cos(β)χ2, and as it
follows from Eqs.(3.18),
χ
(α)
1 ∼ χ(α)1 + 2π cos(α) , χ(β)2 ∼ χ(β)2 + 2π cos(β) . (4.23)
Thus, in the central region, the metric is almost flat and the target manifold M3 is well
approximated by the Cartesian product of the two-torus and the line segment of total length
ℓ ≈ 2b−1 log(2
ǫ
).
Similarly to (4.21), at the charts U (1) and U (2) we replace the coordinate z by
ρ1 =
2K
π
u , ρ2 =
2K
π
(u− π) , (4.24)
respectively. The target space background in the region covered by the chart U (1) is approxi-
mated as follows:
G(UV )µν dX
µdXν
∣∣
U (1)
≈ 4
b2
[ (
dρ1
)2
+
cos2(β) sinh2(ρ1)
cosh(ρ1 − iβ)cosh(ρ1 + iβ) (dψ1)
2
+
cosh2(ρ1)
cosh(ρ1 − iβ)cosh(ρ1 + iβ)
(
dχ
(α,δ)
1
)2 ]
(4.25)
1
2
B(UV )µν dX
µ ∧ dXν∣∣
U (1)
≈ − 4
b2
sin(β) sinh2(ρ1)
cosh(ρ1 − iβ)cosh(ρ1 + iβ) dχ
(α,δ)
1 ∧ dψ1 .
Here we use the notations
ψ1 = χ2 +
cos(α) cos(δ)
cos(β)
χ1 , χ
(α,δ)
1 = sin(δ) cos(α)χ1 . (4.26)
There is no need to present similar formulas for the region covered by the chart U (2). They
are obtained by substituting χ1 ↔ χ2, ψ1 ↔ ψ2 and α ↔ β in the above expressions. Since
ρ = ρ1−K, the metrics (4.22) and (4.25) are smoothly sewed together as (−ρ) ∼ 12 log(2ǫ )≫ 1
and ρ1 ∼ 12 log( 4ǫ1−κ) ≫ 1. In this domain the torsion strength corresponding to the torsion
potential (4.25) becomes of the order 1−κ
ǫ
≪ 1.
Of course, the metric in the r.h.s. of (4.22) combined with H = 0, provides a stationary
solution of the RG flow equations. The background (4.25) can be made into an RG fixed point
in the precise sense of the world by an appropriate definition of the RG transformation or, in
stringy speak, to introducing the dilaton field
e2Φ =
cos2(β)
cosh(ρ1 − iβ) cosh(ρ1 + iβ) . (4.27)
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Then, the limiting form of (GUVµν , B
(UV )
µν )U (1) as t→ −∞, together with Φ satisfy the so-called
string equations [13,24] (the conditions for Weyl invariance to hold in the NLSM in the lowest
nontrivial approximation):5
Rµν − 14 HµσρHσρν + 2∇µ∇νΦ = 0
1
2
∇σHσµν −∇σΦHσµν = 0 (4.28)
−Gµν Rµν + 112 HµνλHµνλ + 4∇µΦ∇µΦ− 4∇µ∇µΦ = const .
Note that the dilaton (4.27) does not vanishes as ρ1 ≫ 1 but approaches to const−ρ1. Therefore,
the constant in the r.h.s. of the last equation in (4.28) is equal to b2. It occurs because the
region of M3 in the vicinity |z − 1| = ǫ remains fixed with respect to the coordinate frame
at U (0). However, since ρ = ρ1 − K(t), it “flows” uniformly without changing its shape with
respect to the chosen coordinate frame at U (1).
Of course, the string equations is a stationary version of (4.1), (4.3), (4.14) and
Φ = lim
t→−∞
ρ1−fixed
(
Ψ−Ψ0
)
. (4.29)
It should be emphasized that, contrary to the diffeomorphism generating function Ψ, the dilaton
scalar field is a RG scheme-independent (universal), characteristic of the critical target space
background [13].
4.3 Infrared behavior
Let us consider first the case with N 6= 0 or, equivalently, α + β 6= 0. Then the RG trajectory
S(α,β)(δ|b) can be extended to a complete eternal solution, i.e., it is defined for −∞ < t < +∞. As
it follows from Eqs.(4.10), (4.11) the parameter κ becomes zero at the limit t→ +∞ whereas
lim
t→+∞
g2 =
1
|N | . (4.30)
It is also straightforward to see that there exist the limits
h∗ = lim
t→+∞
h , h¯∗ = lim
t→+∞
h¯ , (4.31)
and their values depend on the RG invariant R and on the sign of N only:
h¯∗ = 0 , h∗ = sgn(N)
1
2
(R−1 − R) (0 < R ≤ 1)
h∗ = 0 , h¯∗ = sgn(N)
1
2
(R− R−1) (R ≥ 1) . (4.32)
5 This solution of the string equations is well known. Without regard to compactification conditions
(3.18), (4.26), it coincides with the marginal deformation of the Euclidean version of SL(2,R) (i.e., H+3 ) WZWN
background (see e.g. [27] and references therein). The symmetric H+3 -background occurs in the properly taken
limit iβ, iα→∞. A compact version of the background (see Eqs.(4.33), (4.34) below) were originally introduced
in Refs. [25, 26].
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To describe the target space backgrounds corresponding to the infrared fixed point of the RG
flow, it is convenient to use the RG invariants R, N and the Hopf coordinates (θ, χ1, χ2) with
z = cos(2θ) and χa defined by (3.15). Then for any R > 0 one founds
G(IR)µν dX
µdXν = 4 |N |
[
(dθ)2 +
R2 cos2(θ) (dχ1)
2
cos2(θ) +R2 sin2(θ)
+
sin2(θ) (dχ2)
2
cos2(θ) +R2 sin2(θ)
]
1
2!
B(IR)µν dX
µ ∧ dXν = − 4N R
2 sin2(θ)
cos2(θ) +R2 sin2(θ)
dχ1 ∧ dχ2 , (4.33)
and for the dilaton field
exp
(
2Φ(IR)
)
=
1
cos2(θ) +R2 sin2(θ)
. (4.34)
As it was already mentioned, the RG invariant N must satisfy the quantization condition
|N | = n
16π
with n = 1, 2, . . . . (4.35)
The set of fields
(
G
(IR)
µν , B
(IR)
µν , Φ(IR)
)
obeys Eqs.(4.28). This solution of the string equations
was introduced in Ref. [25, 26] and it is usually referred as to marginally deformed WZWN
model.
Let us turn now to the case N = 0. The RG trajectory S(α,−α)(δ|b) corresponds to the ancient so-
lution terminating at t = 0 when the running coupling constant becomes infinite (see Eq.(4.10)).
As t→ −0, the torsion strength vanishes whereas the metric asymptotically approaches to the
round sphere metric (3.2) whose radius 2
g(t)
shrinks to zero at t = 0 [9]:
4
g2
∼ −2 t = 1
π
log
( E
E∗
)
. (4.36)
4.4 Comment on the diffeomorphism generating function
We finally discuss the relevance of the diffeomorphism dependent terms (V -terms bellow) in the
Ricci flow equations. Since the diffeomorphism generating function depends on a choice of the
coordinates, we can use it to simplify the general form of the Ricci flow equations somewhat.
Namely, it seems natural to exclude the V -terms from (4.1) by a proper choice of the coordinate
system Zµ, “moving” with respect to the frame Xµ = (u, v, w). The desirable coordinate frame
is defined by the equation
dZµ
dt
:=
(∂Zµ
∂t
)
X
+Gµν ∂νΨ = 0 . (4.37)
Let us chose the new coordinates in the form Zµ = (Z, v, w) with Z = Z(u, q) and q = q(t).
Then, Eq.(4.37) combined with (4.16), yields
q ∂qZ − ∂uΨ ∂uZ = 0 . (4.38)
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This linear PDE should be supplemented by the initial condition Z|q=q0 = Z0(u). Of course,
the desirable coordinate system is defined up to t-independent diffeomorphisms, so that Z0(u)
is a rather arbitrary monotonic function of u ∈ (0, π).
To be more specific at this point, let us consider the RG trajectory S(α,−α)(δ|b) . Then, as it
follows from (4.15),
∂uΨ = −1
2
∂u log
(
ϑ24(u, q
2) + L2 ϑ21(u, q
2)
)
, (4.39)
where L = tan(α) stands for the RG invariant (4.8). The initial condition can be taken at
q = 0 with Z0(u) = cos(u). Given this initial setup, the solution of (4.37) is constructed as a
power series in q:
Z = cos(u) + 2L2 sin(u) sin(2u) q + 2 sin(u) sin(2u) (1− 4L4 cos2(u) ) q2 +O(q3) . (4.40)
Note that the n-th term of this series is a polynomial in L2 of order n. The partial summation
of the series yields
Z = z +
L2
2
(1− z2) log
(1 + κ z
1− κ z
)
+O(L4) , (4.41)
where z = z(u, q) and κ = κ(q) are given by (3.5) and (3.7), respectively. Eq.(4.41) implies
that, in the torsion-free case, the metric (3.9) with h = h¯ = 0 satisfies G˙µν = −Rµν . In fact,
it was discovered by V.A. Fateev as a brute-force solution to this Ricci flow equation. The
expansion (4.41) also suggests to consider (z, κ) as an independent set of variables replacing
the variables (u, q). It is then straightforward to check that
Z = Z[z, κ] : ∂κZ − L
2 z (1− z2)
1 + κL2 − κ(κ+ L2) z2 ∂zZ = 0 , Z[z, 0] = z . (4.42)
The solution of this Cauchy problem can be obtained by the method of characteristic:
Z =
(1 + z)(1 + κz)L
2 − (1− z)(1− κz)L2
(1 + z)(1 + κz)L2 + (1− z)(1− κz)L2 . (4.43)
It is a nonsingular monotonic function of z ∈ [−1, 1 ] for any 0 ≤ κ < 1. However, as κ → 1,
the branch points at z = ±κ−1 approach the ends of the segment. For this reason the regions
(z, κ | |1−κ| ≪ 1, |z±1| ≪ 1 ) need a special attention. As it has been discussed in subsection
4.2, the target space backgrounds in these domains are asymptotically approaching the solutions
of the string equations (4.28), and the each critical background required the dilaton field which
cannot be absorbed by a nonsingular coordinate transformation.
In the case N 6= 0 we can still chose (z, κ) as an independent set of variables. Then, using
Eqs.(4.9), (4.15), the linear PDE (4.38) can be brought to the form
∂κZ + F (z, κ) ∂zZ = 0 , (4.44)
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where
F (z, κ) = −
(
2κL2 z + A (1 + κ2z2)
)
(1− z2)
2κ
(
1 + κL2 −A (1− κ2) z − κ(κ+ L2) z2 ) (4.45)
and A stands for the RG invariant
A =
R2 − 1
R2 + 1
. (4.46)
For A 6= 0, the solution of the characteristic curve equation
dz
dκ
= F (z, κ) , (4.47)
is not available in a closed form; however, its small-κ asymptotic can be easily found. A simple
calculation shows that the function Z can be chosen in the form
Z ≈
(1 + z)
(
1−z√
κ
)A − (1− z) (1+z√
κ
)−A
(1 + z)
(
1−z√
κ
)A
+ (1− z) (1+z√
κ
)−A (κ≪ 1) . (4.48)
It makes explicit non-analytic properties of the coordinate transformation z → Z at the limit
κ→ 0. As κ = 0 the target space background arrives at the infrared fixed-point which requires
the introduction of the dilaton field.
Returning to the general one-loop RG equations, our analysis illustrates the role of the V -
terms in Eq.(4.1). Namely, it suggests that, by means of a nonsingular reparameterization of
the target manifold, these terms can be excluded everywhere except the RG fixed-point regime.
5 Conclusion
In this paper we have found the zero-curvature representation for a four-parameter family of the
classical NLSM. In the context of a hierarchy of classical integrable systems the new family can
be viewed as a three-parameter deformation of the SU(2) WZWN model. Also it contains, as a
two-parameter subfamily, the Fateev sausage model. Thus the work resolves the long-standing
question of classical integrability of that model.
We have discussed some aspects of the perturbative quantization. It was demonstrated
the renormalizability of the integrable family of NLSM at the lowest perturbative order. The
RG equations at the one-loop order describe a Ricci flow with torsion. Therefore, among the
results of this paper is an interesting set of ancient and eternal solutions of the Ricci flow. In
all likelihood these solutions correspond to the multi-parameter family of integrable quantum
fields theories. Currently a non-perturbative description is available for the case of the Fateev
model only.
An analysis of this paper is explicitly concerned with a relation between a particular classical
integrable NLSM and explicit solutions of the Ricci flow. It seems extremely desirable to get a
more general understanding about this remarkable relation, which may provide new analytical
insights in searching for physically interesting string backgrounds.
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6 Appendix
Here we describe a general solution to Eqs.(2.22).
First of all one needs explicit formulas for the Levi-Civita spin connection. In the case at
hand non-vanishing components of the connection read as follows:
ωµ =
∑
a=3,±
ωaµ σa : ω
a
µ =
{
−1
2
(
Ω+− + Ω−+
)
e3µ a = 3 and µ = u ,
±1
2
(
Ω+− − Ω−+ ) e±µ + Ω±± e∓µ a = ± and µ = v, w (6.1)
where σ± = 12 (σ1 ∓ iσ2) and Ωαβ (α, β = ±) stands for
Ωαβ =
1
2
√
Guu
eαw ∂ue
β
v − eαv ∂ueβw
e−v e+w − e+v e−w
. (6.2)
These formulas combined with the definitions (2.10), (2.11) allow one to rewrite Eqs.(2.22) in
explicit form. Namely, the equations for ωµ =
1
2
(ω+µ + ω
−
µ ) are given by
Ω++ = − i
2
f+(π − 2i η) e−i(φ++φ−)
Ω−− =
i
2
f+(π + 2i η) e
i(φ++φ−) (6.3)
Ω+− + Ω−+ = −i f3(π + 2i η) + i
2
√
Guu
∂u(φ+ + φ−)
Ω+− − Ω−+ = 1
2i
(
f+(π − 2i ν) e−i(φ+−φ−) + f+(π + 2i ν) ei(φ+−φ−)
)
,
whereas the corresponding equations for the antisymmetric part ω+µ − ω−µ = − i2 Hγµ read as
H = f+(π − 2i ν) e−i(φ+−φ−) − f+(π + 2i ν) ei(φ+−φ−)
H = 2 f3
(
π − 2i ν) + 1√
Guu
∂u(φ+ − φ−) . (6.4)
Here we use the notations (2.23) and φ± stand for u-dependent phases from the matrixes
U± = exp
(
i
2
φ±σ3
)
. Eqs.(6.4) can be immediately integrated and their general (one-parameter
family) solution is given by
ei(φ+−φ−) =
ϑ3(
u−iσ+iν
2
, q)ϑ4(
u+iσ+iν
2
, q)
ϑ3(
u+iσ−iν
2
, q)ϑ4(
u−iσ−iν
2
, q)
, (6.5)
H =
1√
Guu
ϑ′1(0, q)
2iϑ2(iν, q)ϑ1(u, q)
[
ϑ2(u− iν, q) ei(φ+−φ−) − ϑ2(u+ iν, q) e−i(φ+−φ−)
]
.
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Note that Ω+− − Ω−+ = 1
2
√
Guu
∂u log(S), where
S = 1
2i
(e−v e
+
w − e+v e−w) . (6.6)
Therefore the last equation in (6.3) and (6.5) yield
∂u log(S) =
ϑ′1(0, q)
2ϑ2(iν, q)ϑ1(u, q)
[
ϑ2(u− iν, q) ei(φ+−φ−) + ϑ2(u+ iν, q) e−i(φ+−φ−)
]
, (6.7)
or, equivalently,
S =
1
g2
ρ(−u)ρ(u) iϑ2(iη, q)ϑ1(u, q)
ϑ1(iη, q)ϑ2(0, q)
. (6.8)
Here we use the function ρ(u) defined in (2.30) and g is some u-independent real constant. Let
us introduce E±µ such that
e+µ = g
−1 e−iφ+ ρ(u) E+µ , e
−
µ = g
−1 eiφ+ ρ(−u) E−µ . (6.9)
They satisfy the conditions
E−v E
+
w −E+v E−w = −2
ϑ2(iη, q)ϑ1(u, q)
ϑ1(iη, q)ϑ2(0, q)
, E−µ = (E
+
µ )
∗ , (6.10)
and also solve a system of differential equations
W
[
E±w , E
±
v
]
= ∓ ϑ2(u± iη, q)ϑ
′
1(0, q)
ϑ1(iη, q)ϑ2(0, q)
(6.11)
W
[
E+w , E
−
v
]
+W
[
E−w , E
+
v
]
= 2
ϑ′2(iη, q)ϑ1(u, q)
ϑ1(iη, q)ϑ2(0, q)
,
where W stands for the Wronskian, W[F,G] := F∂uG−G∂uF . The system of Eqs.(6.10), (6.11)
can be integrated explicitly, yielding the following expressions for e±µ :
e±v = g
−1 e±i(φ+−
pi
2
) ρ(±u)
(
a
ϑ4(iη ± u, q2)
ϑ4(iη, q2)
− b ϑ1(iη ± u, q
2)
ϑ1(iη, q2)
)
e±w = g
−1 e±i(φ+−
pi
2
) ρ(±u)
(
c
ϑ4(iη ± u, q2)
ϑ4(iη, q2)
− d ϑ1(iη ± u, q
2)
ϑ1(iη, q2)
)
, (6.12)
where real integration constant a, b, c and d obey a single constraint ad − bc = 1. Using
SL(2, R) coordinate transformations (2.27), we can bring the solution to the forms with either
a = d = 1, b = c = 0, or a = d = 0, b = −c = 1. Since this two cases related by the
coordinate transformation (u, v, w) ↔ (−u, w, v), we accept the form (2.28) without loss of
generality. Note that in Eq.(2.28) we use the constant l which substitute the metric coefficient
Guu (2.5):
√
Guu =
l
g
> 0. The ambiguity in sign of e3u can be resolved by means of the
condition
√
G := det(eaµ) ≥ 0 that picks up an orientation for the vielbein.
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