The maneuverability of autonomous underwater vehicles ͑AUVs͒ equipped with hull-mounted arrays provides the opportunity to actively modify received acoustic fields to optimize extraction of information. This paper uses ocean acoustic data collected by an AUV-mounted two-dimensional hydrophone array, with overall dimension one-tenth wavelength at 200-500 Hz, to demonstrate aspects of this control through vehicle motion. Source localization is performed using Doppler shifts measured at a set of receiver velocities by both single elements and a physical array. Results show that a source in the presence of a 10-dB higher-level interferer having exactly the same frequency content ͑as measured by a stationary receiver͒ is properly localized and that white-noise-constrained adaptive beamforming applied to the physical aperture data in combination with Doppler beamforming provides greater spatial resolution than physical-aperture-alone beamforming and significantly lower sidelobes than single element Doppler beamforming. A new broadband beamformer that adjusts for variations in vehicle velocity on a sample by sample basis is demonstrated with data collected during a high-acceleration maneuver. The importance of including the cost of energy expenditure in determining optimal vehicle motion is demonstrated through simulation, further illustrating how the vehicle characteristics are an integral part of the signal/array processing structure.
I. INTRODUCTION
Synthetic aperture processing converts temporal processing gain into spatial gain through the use of a moving receiver and/or source. This approach has been used extensively in the radar community where synthetic aperture radar techniques provide high resolution images of the earth's surface. These techniques have been extended to the problem of acoustically imaging the underwater environment. In both applications, the source of the wave field energy used to probe the environment is located on, and is under the control of, the platform creating the synthetic aperture. In ocean acoustics, active synthetic aperture imaging methods have undergone significant development and now are widely applied, particularly in high frequency surveys of the ocean bottom.
Aperture also can be synthesized without the use of an active source under control by the receiver. In this passive case, the properties of the source are part of the set of unknowns to be determined and typically are the quantities of greatest interest. Passive synthetic aperture sonar has no analog in the radar community. In contrast to the active case, it has not received a significant amount of attention. Early research efforts in ocean acoustics were made by Williams ͑1976͒ and Fitzgerald, Guthrie, and Shaffer ͑1976͒. In 1988, Autrey showed that under certain assumptions, a passive synthetic aperture system is equivalent in both implementation and performance to a narrowband spectrum analyzer ͑Autrey, 1988͒. Subsequent work in the published literature include algorithms to perform synthetic aperture processing with horizontal towed array data such as Yen and Carey's coherent sum of subaperture beams ͑Yen and Carey, 1989͒, the maximum likelihood estimation method ͑Nuttall, 1992͒, combined synthetic aperture and Doppler processing ͑Will-iams and Harris, 1992͒, and the Extended Towed Array Measurements algorithm ͑Stergiopoulos and Sullivan, 1989͒. This latter algorithm uses the correlation between overlapping synthetic and physical array elements to obtain phase corrections that account for deformation in array shape and fluctuations in the environment to some extent. It also decreases the coherence time requirements of the acoustic field from that needed to synthesize the whole aperture to that needed to perform the phase corrections from one overlap period to the next. Recently, synthetic aperture beamforming has been placed into the framework of model-based processing ͑Sullivan and Candy, 1997͒. This formulation uses a signal model that explicitly accounts for receiver motion ͑the same signal model as used in Sec. II͒, a vital step in improving processing performance. A few results of creating synthetic aperture passively using actual ocean acoustic data also have been published. Examples, in addition to the aforementioned works published in 1976, include those of Yen and Carey ͑1989͒, Roderick, Maiocco, and Kanabis ͑1989͒, Stergiopoulos ͑1990͒, Stergiopoulos and Urban ͑1992a, b͒, and Sullivan ͑2003͒. Quantitative assessment of the performance of specific algorithms has been conducted ͑e.g., Edelson and Sullivan, 1991; 1992; Yen and Carey, 1989; Stergiopoulos and Urban, 1992b; Sullivan and Candy, 1997͒ . A special issue of IEEE Journal of Oceanic Engineering ͑Vol. 1͒ devoted to passive synthetic aperture in ocean acoustics appeared in 1992.
Almost all the work with moving receivers has dealt with towing a single hydrophone or hydrophone line array, thereby creating synthetic aperture in a single spatial dimension and in the same dimension as the physical aperture. In most cases, only situations where a single source transmitting a single narrowband signal have been considered. Noteable exceptions are the theoretical demonstration that large array gains may be achievable with modest increases in effective aperture in anisotropic noise fields ͑e.g., acoustically cluttered environments͒ ͑Sullivan, Carey, and Stergiopoulos, 1992͒ and the use of a general model-based processing approach that allows for multiple sources transmitting at multiple frequencies ͑Sullivan and Candy, 1997͒. The analyses for the most part are limited to a single frequency and do not consider broadband sources and/or the presence of broadband noise. Also not discussed to any great extent in the existing literature are the limitations imposed by the ocean environment on synthetic aperture creation. Characteristics of the ocean environment place limits on the information that can be extracted using synthetic aperture techniques, but the supporting data required to understand these environmental limitations rarely is collected.
The at-sea data collected in previous passive synthetic aperture studies made use of manned platforms. However, over the past few decades, autonomous underwater vehicles ͑AUVs͒ have undergone significant development and now are highly capable data collection platforms ͑e.g., National Research Council, 1996; 2004͒. In the field of underwater acoustics, most of the research to date with AUVs has involved active acoustic transmissions, for imaging the ocean bottom and subbottom and near-surface properties. Recently, AUVs have begun to be used in passive acoustics studies ͑e.g., Glegg et al., 2001͒. In the work presented in this paper, the receiving platform is an older-design, mid-size AUV. The distortions of the received acoustic field caused by the AUV's motion provide most of the information used in this paper to estimate the directional properties of the ocean acoustic field. The maneuverability and adaptability of AUVs provide opportunities for ocean acoustic data collection not afforded by other types of underwater acoustic sensor systems. As an example, an AUV has the capability to adapt its motion to purposefully impart a specific structure to the received field to optimize extraction of quantities of interest. This concept of active control of received acoustic fields through receiver motion is pursued further in this paper. An important consideration is the cost of motion due to the expenditure of finite propulsion energy available on the AUV.
An autonomous vehicle's maneuverability and hydrodynamic efficiency can be retained through the use of hullmounted acoustic arrays, as opposed to the use of towed arrays. Deployment and retrieval also are much simpler.
Added benefits are that the relative positions of hull-mounted array elements can be determined with little effort and they are independent of time. One important consequence of this fact is that hull-mounted array data are not degraded during a maneuver. Vehicle maneuvers are used in this paper to create synthetic aperture in more than one dimension in order to resolve some of the ambiguities and/or reduce the beamformer sidelobes arising in passive synthetic aperture processing. In addition, vehicle accelerations during the maneuver itself actually can help in estimating the directionality of the sound field, as demonstrated by the resampling beamformer presented in Sec. III. Although the radiated acoustic and vibration noise of the vehicle is a more serious consideration with hull-mounted systems, this self noise can be effectively eliminated ͑Zimmerman, D'Spain, and Chadwell, 2005͒ since the propellers on most autonomous vehicles do not rotate sufficiently fast to cause cavitation. The one serious drawback of hull-mounted systems is that the physical aperture is limited by the size of the vehicle. Therefore, the aperture must be either created using a Taylor series expansion approach ͑D'Spain, Hodgkiss, and Edmonds, 1991͒ or synthesized through motion.
The purpose of this paper is to develop and demonstrate the beamforming performance at low frequencies ͑200-500 Hz͒ of a set of techniques that take advantage of vehicle motion using ocean acoustic data collected by a hydrophone array mounted within the outer shroud of an AUV. The array has physical aperture in two horizontal dimensions, but its overall size is about a tenth of a wavelength at the low frequencies of interest. Beamforming performance is demonstrated in multisource conditions as well as for broadband signals. Section II summarizes the beamforming approach, based on the Doppler shifts in frequency imparted by the vehicle motion, and the underlying assumptions. A new type of beamformer that takes advantage of vehicle accelerations is introduced in Sec. III. In Sec. IV, brief descriptions of the ocean acoustics experiment and the AUV receiving system are presented, followed by the results from the synthetic aperture/Doppler and "resampling" beamforming algorithms using the AUV data in Sec. V. The concept of active control of passive acoustic fields through the motion of a receiving AUV is pursued further through simulation in Sec. VI. Finally, Sec. VII summarizes the conclusions of this work.
II. BEAMFORMING APPROACH AND ASSUMPTIONS

A. Analogy between passive synthetic aperture and Doppler beamforming
The basis of synthetic aperture processing is the exchange of temporal gain for spatial gain ͑Autrey, 1988͒. However, the transformation from time to space does not need to be performed explicitly to extract the available information on the directional characteristics of the sound field. Under plane wave propagation, synthetic aperture beamforming and Doppler processing are equivalent processes ͑the equivalence does not necessarily hold for other types of wave fields as pointed out by To illustrate this point and to introduce notation, consider a single tone plane wave from a fixed source propagating across a fixed physical aperture in a medium whose properties do not change with time. The complex pressure at position x is then
The subscript "s" for the circular frequency s and spatial frequency k s signifies that these quantities are measured by a stationary receiver. In synthetic aperture beamforming, the array elements are synthesized by receiver motion with constant velocity v r , i.e., x = v r t. The received field becomes
The quantity r is the frequency as measured by a moving receiver. The amplitude at r measured by a moving receiver is the same amplitude at s measured by a fixed receiver. The expression for the received frequency
is the dispersion relation for sound propagating at phase velocity c p to a moving receiver in a stationary medium ͑e.g., Pierce, 1989͒. The unit vector, r, is defined to point in the direction opposite to the direction of propagation ͑k s / ͉k s ͉ =−r͒. The source azimuth is s , the direction of receiver motion is ⌿ r , and v r without the underscore is the magnitude ͑speed͒ of v r . Equation ͑2͒ illustrates the point made by Autrey ͑1998͒ that all the gain from synthetic aperture processing of a single plane wave in a homogeneous, isotropic noise field can be obtained through temporal processing. For single tone signals, this gain can be obtained by a Fourier transform over time. In addition, Eq. ͑2͒ shows that all the available information on the directionality of the sound field also can be obtained by temporal processing. This information is contained in the frequency shifts due to motion of the receiver and the resulting redistribution of energy in the received pressure spectrum. Therefore, all the techniques developed for spectral estimation, including high resolution methods, can be used in passive synthetic aperture beamforming. Equation ͑2͒ also illustrates how synthetic aperture processing blurs the distinction between temporal and spatial frequency; the distribution of energy in the temporal frequency domain becomes intertwined with the directional distribution of the acoustic sources ͑given by the spatial frequency͒. This observation implies that to achieve significant array gains through creation of synthetic aperture in anisotropic ͑"acoustically cluttered"͒ noise conditions, spectrally nonwhite noise conditions must also exist. The latter requirement is implicitly assumed in previous derivations of passive synthetic aperture array gain given that only single-tone signals were considered.
B. Stationary source approximation
The time-dependent Doppler shifted frequency of a tone generated by a source moving at velocity, v s ͑t͒, and measured by a receiver moving at velocity v r ͑t͒ is ͑Pierce, 1989͒
͑4͒
The unknown source properties are the true source frequency, s ͑t͒ ͑i.e., the frequency measured by a fixed receiver when the source is stationary͒, the source velocity ͑where v s ϵ͑v s cos͓ s ͔ , v s sin͓ s ͔͒͒, and the direction from the receiver to the source, r͑t͒. The quantity of primary interest in this paper is the source bearing, determined by r͑t͒. Therefore, an "effective" source frequency for an equivalent stationary source can be defined that provides a good approximation to Eq. ͑4͒ and reduces the number of unknowns by half. Rewriting Eq. ͑4͒ gives
͑5͒
Given that v s / c p ഛ 10 −2 Ӷ 1 and v r / c p ഛ 10 −3 Ӷ 1, then the second term on the right-hand side of Eq. ͑5͒ is negligible compared to the first term. Therefore, an "effective" source frequency for an equivalent stationary source can be defined as
͑7͒
This approximation reduces the number of unknown source parameters to two, s eff and r ͑or equivalently, s , the source azimuth͒ since no effort is made to derive information on the track of the source. The following developments make use of this approximation and s will be used to specify s eff . The stationary source approximation models any frequency spreading arising from the differential Doppler shifts of multipath components excited by a moving source as part of the radiated spectrum of an equivalent "fixed" source. ͑A way of combining multifrequency energy from a single source is outlined in Sec. II G͒. In addition, it assumes the source remains at approximately constant azimuth during the processing period.
C. Energy integration along hypothesized curves
The Doppler beamforming process presented in this section involves the integration of spectral energy collected over a set of straight-line tracks. The first step for a given assumed source frequency and assumed source azimuth ͑i.e., look direction͒ is to select a set of frequency bins, one from each straight-line track ͑"leg"͒. These frequency bins are deter-mined by a cosine-dependent curve over leg number that is a function of source frequency and azimuth ͓Eq. ͑3͔͒. The average AUV speed and direction of motion for each leg, and the effective phase velocity of the received acoustic field, are taken as known inputs to the beamformer. In the case of moving physical aperture, the spectral levels are those measured by the physical beam pointed in the look direction of interest. The beamformer output then is the incoherent sum of the weighted spectral levels in these frequency bins; ͚ n NT w n A n 2 ͑ r n ͒ where n is the leg number, NT is the total number of legs, and w n is the weighting of the nth leg's selected bin level A n 2 ͑ r n ͒ at received frequency r n . Various weightings can be used when summing the bin spectral levels. A data-independent equal weighting ͑w n ϳ 1/NT͒, a dataadaptive weighting in which the bin level is normalized by the average bin level in the processing band ͑w n ϳ 1/͚ i NF ͑A n i ͒ 2 , where NF is the number of frequency bins in the processing band͒, and a weighting inversely proportional to the peak level in the processing band, ͑w n ϳ 1/͑A n max ͒ 2 ͒ were used with the AUV-collected data. Results are summarized in Sec. V.
D. Simultaneous search over source frequency and azimuth
Once the stationary source approximation ͑Sec. II B͒ is made, the two unknowns to be determined are the effective source frequency as measured by a stationary receiver, s , and the source azimuth, s . Two or more moving receivers allow for a unique solution ͑e.g., Sullivan, 2003͒ since two independent equations are obtained from the Doppler-shifted received frequency and the relative phase shift between the two receivers ͓for two hydrophones with spatial separation in the same direction as v r , then s = r − v r ⌬ê and cos͑ s − ⌿ r ͒ = ͑c p ͒͑ r − v r ⌬ê͒ −1 ⌬ê, where ⌬ê equals the phase difference between the hydrophones normalized by their spatial separation͔. For a single omnidirectional receiver, these two source unknowns also can be determined uniquely along a single straight-line track using the differential Doppler shifts of two or more multipath components in a waveguide. An alternative approach is to make a change in receiver speed at fixed heading, which can be equated to an effective change in phase velocity as shown by Eq. ͑3͒. Another method is to make a change in receiver heading. With these latter two approaches, the two unknowns can be determined simultaneously through cooperative behavior of two or more vehicles. A special case of a receiver speed change is for one of the receiver speeds to be zero, which can be implemented by a constant-velocity receiver sharing information with a fixed receiving system.
The magnitude of the changes in received frequency due to changes in phase velocity, in receiver speed, and in receiver heading is a measure of the Doppler beamforming sensitivity of these approaches. Differentiating Eq. ͑3͒: 
This result indicates that Doppler/synthetic aperture beamforming is an order of magnitude more sensitive to changes in receiver speed than to phase differences between multipath arrivals in typical shallow water environments. In fact, the speeds attainable by the AUV used to collect the data in this paper are not sufficiently high to allow multipath differential Doppler approaches to be effective.
As an aside, Eq. ͑8͒ and the value of ␦c p of 100 m / s for a typical shallow water site off the Southern California coast provide the information necessary to estimate the fractional spectral spreading, ␦ r / s , recorded by a moving AUV due to the spatial bandwidth of the channel. It is about 0.004% for motion toward or away from the source, half that associated with uncontrolled variations in vehicle velocity along straight-line tracks ͑see Sec. IV͒ and on the same order as that due to medium fluctuations ͑Sec. V D͒. In a similar way,
Here, the relative sensitivity is dependent upon the receiver's direction of motion with respect to the source azimuth, being more sensitive to speed changes when moving toward or away from the source ͑endfire͒ and more sensitive to heading changes when moving at right angles to the source direction ͑broadside͒. For directions of motion and source azimuths such that the tangent term is approximately unity, then the relative sensitivity also is of order unity. The results presented in the first part of Sec. V use a combination of different receiver directions of motion each at about the same receiver speed. The resampling beamformer discussed in Sec. III combines both changes in speed and in direction of motion into one method. As shown in Sec. V, the ambiguity surface ͑beamform-ing output͒ with Doppler/synthetic aperture processing for the simultaneous search of effective source frequency and source azimuth using data from a single receiver displays a pattern of smoothly evolving sidelobes. The behavior of these sidelobes in the source frequency/azimuth plane can be determined by variations in source frequency and source azimuth such that the received frequency remains unchanged:
which simplifies to
For a single straight-line track traversed at constant speed, Eq. ͑14͒ describes the sinusoidally varying slopes of the trajectory of the beamformer sidelobe in the source frequency/ azimuth plane. For a set of straight-line tracks, the true source frequency and azimuth are determined by the intersection of these trajectories. The appropriate search grid in the source frequency/ azimuth plane is determined by the spatial ͑distribution in azimuth͒ and spectral bandwidths of the source, and by the frequency resolution of the fast Fourier transform ͑FFT͒ used in the processing. Equation ͑3͒ shows that the change is nearly one-to-one for changes in assumed source frequency bin and resulting calculated received frequency bin. Therefore, two to three grid points per binwidth is appropriate for received signals with bandwidth on the order of, or less than, the FFT resolution. The change in calculated received frequency bin for a change in assumed source azimuth is dependent upon direction of motion with respect to the source azimuth. For the FFT resolution used in Sec. V, a 10°change in assumed source azimuth results in a maximum received frequency change of about one binwidth.
Section V presents results from the simultaneous search over source frequency and azimuth.
E. Length of time on each leg
Several parameters determine the appropriate length of time traveled on each leg. First, the spatial resolution is determined by the resolution in frequency
where T is the time required on each leg to obtain data for a single FFT. ͓Note that Eq. ͑15͒ is a restatement of the expression for the angular resolution of a line array of length L;
where s is the acoustic wavelength at the frequency of the source, L is the spatial length of the track, and is the angle with respect to endfire.͔ Therefore, for a given vehicle speed and frequency of interest, increasing FFTL, the FFT length for Doppler/synthetic aperture beamforming, increases the frequency resolution and therefore provides finer spatial resolution. Longer periods of time are required as the AUV speed and the frequency band of interest decrease. The sine dependence is associated with the spatial resolution properties of linear arrays; poor spatial resolution at endfire and best resolution at broadside. However, greater frequency resolution implies a greater period of time required to obtain an estimate of the sound field's directionality and a greater period over which the field conditions must remain stationary. In addition, a greater amount of energy is consumed by the AUV in transiting along longer tracks. ͑Given that the cost of motion increases with increasing vehicle speed, the best strategy is to travel as slowly as possible to traverse the necessary track length, L, as long as the acoustic field properties remain approximately stationary. However, this latter requirement rarely is known a priori͒. Even if conditions otherwise permit it, a maximum achievable frequency resolution is determined by uncontrolled variations in vehicle velocity ͑speed and direction of motion͒ along the tracks ͑re Fig. 4͒ unless they are taken into account ͑as in Sec. III͒ and by frequency spreading from Doppler shifting imparted by the environment, as discussed in Sec. V D.
The variance of the spectral estimate is reduced by incoherently averaging statistically independent realizations of the spectrum ͑e.g., Bendat and Piersol, 1986͒ . These independent realizations can be obtained by taking sequential FFTs in time using the ergodic assumption. Therefore, one approach is to maintain constant velocity on a given track for a longer period of time to collect the data required for the additional realizations. In this case, the same frequency bins from one realization to the next are incoherently averaged, and no new information on the directionality of the sound field is obtained. Alternatively, a maneuver to a different track can be made as soon as sufficient data for a single long FFT have been recorded. With this approach, the frequency bins to average together are determined by the Doppler beamformer look direction. This incoherent accumulation technique reduces the variance of the beamformer output estimate and so increases the deflection ratio for detection ͑e.g., Urick, 1983͒. With broadband sources, incoherent averaging across frequency bands can be used to reduce the estimate's variance. This method requires that some a priori knowledge of the frequency content of the source signal be known ͑e.g., harmonically related spectral lines of surface ships; Ross, 1987͒, and is discussed further in Sec. II G and in Sec. V. As for incoherently averaging across hydrophone elements, the physical size of the AUV with respect to the acoustic wavelengths at low frequencies ͑frequencies less than 1 kHz͒ usually does not permit the individual hydrophones to have sufficient spatial separation to provide statistically independent estimates of ocean acoustic noise. The separation, however, is usually adequate for cases where the background noise is dominated by flow noise and sometimes vehicle vibration noise.
F. Doppler/synthetic aperture beamforming with a moving array
The method used in this paper to form synthetic aperture with a moving sensor array allows for both adaptive as well as conventional beamforming techniques to be applied to the physical array data. It assumes that all moving array elements experience the same Doppler shift.
Frequency domain adaptive beamforming relies upon statistically stable estimates of the data cross spectral density matrix. This stability typically is achieved by dividing a time series record into segments and averaging FFT realizations for each segment. However, this division then prevents the long FFTs for fine frequency resolution required to perform Doppler/synthetic aperture beamforming at low frequencies and low receiver speeds. The approach used here is to estimate adaptive array weights for a given frequency band within which Doppler beamforming is performed, and to assume that these weights pertain to all the finely resolved frequency bins within the band. The first step is to determine the number of time series samples, FFTL, required for Doppler beamforming along a given leg ͑re the previous part of this section͒. Then, this record is divided into a number of shorter segments of sample length FFT_ short to provide statistically independent realizations required for estimating the data cross spectral density matrix ͑CSDM͒. The number of independent realizations in adaptive beamforming usually is set equal to or greater than the number of array elements M ͑the dimension of the data CSDM͒ in order to stabilize the matrix inversion ͑e.g., Noble, 1969͒, so that FFT_ short ഛ FFTL / M. In addition, the frequency resolution provided by the segment length FFT_ short defines the frequency band within which Doppler beamforming will be performed and so is taken to be equal to, or greater than, the Doppler beamforming bandwidth, 2 c ͑v r / c p ͒ for center frequency, c . In summary,
where ⍀ 0 /2 is the data sampling rate. The resulting ͑com-plex͒ adaptive array weights then are used to form physical aperture beams in each of the narrow frequency bins defined by the long FFT length, FFTL. After transforming the beam directions from an AUV-based coordinate system to one in absolute space using the AUV heading, r ͑which often differs from the AUV direction of motion, ⌿ r ; see Fig. 3͒ , the Doppler processing proceeds in a way identical to that with single element data described in Sec. II C. Although this approach provides only relatively coarse frequency resolution at the adaptive beamforming step, it does allow for finer spatial resolution and lower sidelobes compared to conventional beamforming. In Sec. V, results of Doppler beamforming with array weights determined by white-noiseconstrained adaptive beamforming ͑Cox, Zeskind, and Owen, 1987; Gamann, 1992͒ are compared to those from conventional beamforming, to those using physical aperture alone, and to those where only data from a single omnidirectional receiver are used.
G. Broadband sources
The "relative" received frequency r using an assumed center frequency of c is
Given that the center frequencies are not too different from the true effective source frequencies, then the relative frequencies are approximately frequency independent and can be combined as in Fig. 5 . Note that for a multitone signal from a single source, only one s must be known ͑or estimated͒ since all others can be derived from the relative frequency or the ratio of received frequencies, leaving s as the only unknown.
H. Deviations from underlying assumptions
The Doppler/passive synthetic aperture processing presented in this section is based on several assumptions regarding the source, the propagation characteristics, and the receiver. First, the source is modeled as fixed in space. For a constant velocity source in the far field, use of an effective source frequency provides a good approximation to this assumption, as discussed in Sec. II B. A second assumption is that the radiated frequency content of the source is assumed to not vary with time. Therefore, the properties of sources that accelerate ͑by a change in heading and/or change in speed͒, undergo a significant change in azimuth, and/or generate nonstationary source spectra over the Doppler processing period may not be well estimated. The acoustic signals in the data set used in this paper are transmitted by a controlled source deployed from a moored platform ͑Sec. IV͒ and so do not provide a rigorous test of the stationary source approximation.
As for propagation effects, the processing approach assumes that the incoming acoustic field from a source of interest approximates a plane wave traveling in a stationary, homogeneous whole space with known phase velocity. Multipath propagation conditions give rise to azimuthally dependent spreading in frequency, which can be used to obtain information on the source and the environment ͑by providing a measure of the spatial bandwidth of the channel given the source and receiver depths͒. However, the typical maximum speeds of midsize AUVs is not sufficiently great to permit this information to be extracted. Temporal fluctuations in the medium, as discussed at the end of Sec. V, cause Doppler spreading that is independent of the source characteristics and therefore introduces a type of noise ͑"multiplicative" noise; Tuzlukov, 2002͒ in the estimation of source properties.
With the standard processing approach, the receiver is assumed to travel at constant and known velocity over the time period required to obtain the FFT. However, a resampling beamforming approach ͑Sec. III͒ can correct for any known variations in receiver velocity. In addition to knowing its velocity, a directional receiver ͑directional sensor and/or physical aperture array͒ also must determine its orientation in absolute space ͑heading, pitch, and roll͒ as a function of time to properly align its beams.
III. ACCOUNTING FOR VARIATIONS IN RECEIVER VELOCITY: THE "RESAMPLING BEAMFORMER"
The variations in AUV velocity along one of its tracks, as measured by the Doppler velocity log ͑DVL͒, are shown in Fig. 4 . These uncontrolled variations cause spreading of the received energy in the frequency domain. In fact, as the calculations at the end of Sec. IV demonstrate, the spreading caused by unaccounted-for AUV velocity variations is a major limiting factor in creating synthetic aperture and Doppler beamforming at the source/receiver ranges of this experi-ment. One approach is to account for these velocity variations explicitly in the signal model, i.e., to replace v r by v r ͑t͒ in Eqs. ͑2͒ and ͑3͒. The purpose of this section is to present an alternative method of accounting for these velocity variations that operates on all frequencies simultaneously. The approach allows a new type of beamformer to be defined whose properties are outlined in this section.
The quantity actually measured by the AUV-based digital data acquisition system is not the received frequency itself, but rather the fractional sampling frequency, given by the received frequency normalized by the data sampling rate, r ͑t͒ / ⍀ 0 . The variations in AUV velocity cause the received frequency to be dependent upon time so that the received energy from a single transmitted tone appears to be spread across a finite band of frequencies over the time period of the long FFTs required for low frequency Doppler/synthetic aperture beamforming. A time-dependent data sampling rate, ⍀͑t͒ /2, has a similar effect. ͑In fact, underwater acoustic measurements were made with the AUV in a calibration tank to verify that the frequency spreading caused by temporal variations in the AUV hydrophone data acquisition sampling rate is negligible͒. The approach taken here is to redigitize the hydrophone data with a sampling rate that varies with time to exactly cancel the temporal variations in received frequency caused by the known AUV velocity variations.
The sampling theorem ͑e.g., Bendat and Piersol, 1986͒ states that a continuous signal can be reconstructed exactly from equally spaced digital samples of the signal as long as the continuous signal is band-limited and that the digital sampling rate is more than twice the highest frequency component in the continuous signal. Therefore, the underlying continuous signals recorded by the AUV-mounted hydrophones can be reconstructed and redigitized to compensate for the AUV motion variations. The requirement for canceling the AUV-motion-induced frequency variations is
This result can be integrated between times t 0 and t 1 to give
where ⌬t is the time interval between data samples. The expression for r ͑t͒ is given by Eq. ͑3͒ where the AUV speed, v r ͑t͒ and direction of motion, ⌿ r ͑t͒, are assumed to vary with time. An assumed source bearing, ͑lˆ͒, determined by a given look direction, is used in the equation. Substituting the resulting expression into Eq. ͑19͒ results in
shows that the change in data sampling rate to compensate for variations in AUV velocity is different for each look direction. This observation provides the basis for a new beamforming approach. The output squared amplitude of this "resampling beamformer" is given by the spectrum of the time series received by a moving receiver, r͑t͒, after resampling based on a given look direction. That is, if the nth sample of the time series originally digitized at a time-independent sampling rate of 1 / ⌬t͑t 0 ͒ϵ1/⌬t 0 is r͑n⌬t 0 ͒ then the corresponding sample of the resampled time series is r͓͚ i=1 n ⌬t͑t i ͔͒ where ⌬t͑t i ͒ is given by Eq. ͑20͒. Therefore, the resampling beamformer output squared is
͑21͒
The expression for the received fractional sampling frequency, r after resampling based on an assumed source bearing of ͑lˆ͒ given that the true source bearing is s is r ͑t͒ = r ͑t͒ ⍀͑t͒
where v r 0 ϵ v r ͑t 0 ͒ and similarly for ⌿ r 0 . The first term in square brackets in the last expression in Eq. ͑22͒ is independent of time and equals the assumed received fractional sampling frequency at t 0 for the given look direction, l. The second term in brackets contains the time dependence due to the variations in AUV velocity. When the assumed source bearing ͑look direction͒ equals the true source direction, then this second term becomes unity and r is time-independent.
Simultaneously, the first term in square brackets becomes equal to the true received fractional sampling frequency at t 0 . Therefore, the basis of the beamforming operation is the degradation in the output of the FFT due to temporal variability in the fractional sampling frequency that arises from "mismatch" between the true and assumed source bearings. The number of frequency bins over which a single tone's source energy is spread when the look direction does not correspond to the true source direction is determined by the FFT length ͑i.e., the synthetic aperture array length͒.
Equation ͑22͒ shows that the beamformer sensitivity ͑i.e., the temporal variability of the fractional sampling frequency͒ also increases with increasing source frequency and increasing temporal variations in AUV speed and heading ͑increasing acceleration͒. The relative importance of changes in speed and in heading can be determined by differentiating Eq. ͑22͒ with respect to time. To first order, it is
͑23͒
Changes in receiver speed amplify the cosine differences in the mismatch whereas the difference in sines is amplified by receiver heading changes. For the special case of constant acceleration along a linear track ͑dv r / dt = constant, d⌿ r / dt =0͒, then r is independent of time both when ͑lˆ͒ = s and when ͑lˆ͒ =2⌿ r − s . This ambiguity disappears when either ⌿ r = s or ⌿ r = s ± . It is equivalent to the typical left-right ambiguity that exists in beamforming with data from line arrays of omnidirectional elements. In this case, the ambiguity occurs about the line formed by the direction of motion because the change in received frequency of a tone is the same whether the source is at a given angle clockwise from the direction of motion or at that same angle in the counterclockwise direction. In contrast, the case of circular motion at constant speed ͑dv r / dt =0, d⌿ r / dt = constant͒ displays an ambiguity at ͑lˆ͒ = +2⌿ r ͑t͒ − s . That is, the left-right ambiguity occurs about a line perpendicular to the direction of motion and disappears at broadside ͑⌿ r = s ± /2͒. The reason for this ambiguity is that the increase in the Doppler-upshifted received frequency from a single tone source as the receiver's heading becomes more oriented toward the direction of source is exactly the same as that due to a decrease in Doppler-downshifted frequency as the receiver's heading becomes less oriented in a direction heading away from a source. Since the vehicle heading is constantly changing along a circular arc, this ambiguity ͑side-lobe͒ decreases with increasing distance traveled along the arc. Examples of the behavior of the resampling beamformer and its sidelobe character for circular track motion are presented in Sec. V. The time-domain resampling implementation presented here is inherently broadband; it works for all frequencies simultaneously. Therefore, it is well suited for use with timedelay-and-sum beamforming, and can be used in conjunction with the Doppler beamforming methods in the previous section.
To extend mission durations, an autonomous vehicle must conserve energy by intermittently coming to rest with respect to the surrounding medium, either by becoming neutrally buoyant and freely drifting in the water column or by sitting upon the ocean bottom. The foregoing discussion demonstrates that the receiver accelerations associated with transitions from resting to relative medium motion provide a unique opportunity for obtaining information on the directional properties of the sound field. More generally, the character of the receiver motion becomes an integral part of the beamforming operation.
IV. THE EXPERIMENT AND AUV HYDROPHONE SYSTEM
Ocean acoustic data collected during an experiment in April, 2004 by an AUV-mounted hydrophone system are presented in this paper. A brief description of the experiment is presented in Sec. IV A, the features of the AUV and its hydrophone data acquisition system are summarized in Sec. IV B, and Sec. IV C contains information on the AUV navigation systems.
A. Description of the experiment
The location of the 6-day experiment was 67 km west of San Diego at 32 deg, 38.5 min N, 117 deg, 57.5 min W ͑see Fig. 1͒ . R/P FLIP, a 100-m-long manned spar buoy, was deployed in 180-m water in a three-point mooring that restricted its motion to a 50-m watch circle. The AUV, whose tracks during one of its events are plotted in Fig. 1 , was deployed and retrieved from R/V Sproul, a 38-m-long ship operated by the Scripps Institution of Oceanography. Also shown in Fig. 1 are the locations of the three acoustic transponders with 500-m interelement separation that allowed the AUV location in two dimensions to be determined to submeter accuracy as a function of time using a high precision, long baseline navigation technique ͑Kussat, Chadwell, and During the 24 AUV events conducted during the 2004 test, a variety of signal waveforms, including sets of continuous-wave tones, frequency-modulated chirps, and pseudorandom noise sequences, were transmitted from three controlled acoustic sources deployed from FLIP at fixed depths from 10 to 50 m. One source generated signals in the low frequency band ͑200-800 Hz͒ and the other two operated at midfrequencies ͑1-7 and 5 -10 kHz, respectively͒. Attached to the source cable were tilt meters to monitor depth and motion of the sources. The transmitted signals were received by the AUV running tracks in a variety of geometries and at various depths from 20 to 100 m. Also deployed from FLIP were a collection of environmental sensors including three 16-element strings of temperature sensors and a conductivity/temperature/depth ͑CTD͒ profiling sensor. A sound speed profile derived from one of the CTD casts is shown in Fig. 2 along with the nominal deployment depths of 50 m for the acoustic sources and 60 m for the AUV during the event plotted in Fig. 1 . The profile shows a mixed surface layer of about 20 m thickness overlying the thermocline in the 20-30 m depth interval. At greater depths, the sound speed was approximately independent of depth with a value of 1490 m / s.
B. The AUV and its hydrophone data collection system
The AUV used during the experiment is an Odyssey IIb formerly manufactured by Bluefin Robotics, Inc. The vehicle's propulsion system was replaced by the ducted-fan, vectored-thrust system installed on all modern Bluefin vehicles, and then modified to minimize radiated acoustic and vibration noise ͑Zimmerman, D'Spain, and Chadwell, 2005͒.
The self noise levels recorded by the elements of the hydrophone array mounted inside the AUV ͑described in the next paragraph͒ now are at, or below, typical shallow water ocean background noise levels at sea state 2 at almost all frequencies above 300 Hz. ͑However, the interrogation pings transmitted every 10 s by the AUV acoustic navigation system, described in the next part of this section, did contaminate the passive acoustic data as did pulses generated every 2 -3 s by the AUV's steering mechanism͒. The vehicle is 2.2 m long, 0.58 m in diameter, and has a maximum speed and mission duration of 1.2 m / s and 4 h, respectively.
An 8-element hydrophone array was mounted inside the outer shroud of the AUV to retain the hydrodynamic efficiency and maneuverability of the vehicle. The hydrophone locations along with the main components of the AUV are shown in Fig. 3 . The time series from each of the 8 elements was digitized at a 20 ksample/ s rate by a low-power data acquisition system inside the AUV and then recorded con- tinuously onto hard disk. Additional details on the data acquisition system and the other components of the modified Odyssey IIb are provided in Zimmerman, D'Spain, and Chadwell ͑2005͒.
C. AUV navigation
During the experiment, four independent systems were installed on the vehicle to determine its position in three dimensions as a function of time. These systems were required to measure the vehicle's depth, its 2D position in absolute space, its velocity ͑speed and direction of motion͒ over ground, its heading, and its pitch and roll. A pressure gauge capable of measuring depth with 0.7 m accuracy provided readings of the AUV depth every 0.1 s. A high precision acoustic navigation system with demonstrated decimeter-level navigation accuracy ͑Kussat, Chadwell, and Zimmerman, 2005͒ measured the vehicle position in 2D absolute space. ͑The locations of this system's three transponders are shown in Fig. 1 .͒ Interrogation pings were issued from the AUV once every 10 s during an event. The resulting position fixes can be differenced to provide estimates of speed and direction of motion over ground with time. Estimates obtained this way agreed quite well with those obtained by the Doppler velocity log ͑DVL͒, as shown in Fig. 4 for one of the straight-line tracks. The DVL provided estimates of speed and direction of motion over ground approximately once every second using measured Doppler shifts from bottom reflections on each of four 300-kHz acoustic beams oriented in a Janus configuration. The DVL also contained a fluxgate compass to provide vehicle heading. Because of its location and electromagnetic shielding provided by its housing, the DVL compass provided more accurate heading measurements than the vehicle's attitude and heading reference system ͑AHRS͒. However, the AHRS did provide useful measurements of AUV pitch and roll ͑see Fig. 3 and its caption for definitions of pitch and roll͒. Figure 4 shows a plot of the AUV speed and direction of motion along a track as derived from the DVL data. The vehicle had been programmed to travel in a straight line at constant speed over this track. However, the vehicle's actual speed and direction of motion were not constant, but varied with a periodicity of 12-18 s. The magnitude of the variation in speed approaches ⌬v r Ϸ 0.1 m / s about a mean speed of slightly less than 0.8 m / s. In heading, the variation is ⌬⌿ r Ϸ 10°. These variations, associated with the properties of the AUV's control system, result in spreading of the signal energy in the received frequency spectrum. The resulting spread in the relative received frequency due to these two components of vehicle velocity variation is ⌬ r = ⌬v r / c Ϸ 0.007% and ⌬ r = ͑v r / c͒⌬⌿ r Ϸ 0.009%, respectively. These variations in vehicle velocity over the processing period required for Doppler processing at low frequencies, if unaccounted for, are the limiting factor in synthetic aperture beamforming at the medium ranges in this experiment. The resampling beamformer approach, introduced in Sec. III, corrects for these variations so that the limiting factor approaches that imposed by the environment, as discussed in Sec. V D.
V. BEAMFORMING PERFORMANCE WITH AT-SEA DATA
A. Creation of acoustically cluttered conditions
During the sea test, an effort was made to reduce the amount of acoustic contamination and interfering noise from sources such as transiting ships during the AUV events. ͑The interrogation pulses created once every 10 s by the acoustic navigation system and the pulses every 2 -3 s from the AUV's steering system did contaminate the hydrophone ar- FIG. 4 . Plot of the AUV speed over ground in m/sec ͑connected ϫ's͒ and direction of motion ͑connected plus signs͒ measured by the DVL during the fourth straight section of the octagon-shaped event in Fig. 1 ͑travel-ing to the southeast͒. For comparison, the plot also shows the AUV direction of motion ͑diamonds͒ and speed over ground ͑circles͒ estimates derived from the high-precision acoustic navigation data during this period. ray data, but no effort was made to extract them from the time series.͒ Therefore, acoustically cluttered conditions were created artificially with the AUV data. The approach was to add the time series recorded during one or more straight-line tracks ͑"legs"͒ to those from the track of interest after multiplying by a factor less than one. Using this method, interfering sources of specified relative levels and at chosen locations with exactly the same frequency content as the source of interest could be generated. An important aspect of this approach is that the average AUV speed, changes in average direction of motion, and changes in average heading from one leg to the next are not quite equal, resulting in some smearing of the interfering source energy in the received spectra. These leg-to-leg variations in AUV velocity and heading changes can be corrected for with some preprocessing effort; however, that step has not been taken in the results presented in the following.
B. Passive synthetic aperture/Doppler beamforming results
The received spectra estimated from the data from six of the eight AUV-mounted hydrophones are plotted in Fig. 5 . These data were recorded along each of the eight legs of the octagon event in Fig. 1 ; leg 1 is the westernmost leg where the AUV direction of motion was nearly due north and the final leg 8 was traversed in a direction to the northwest. For each leg number, listed along the vertical axis in Fig. 5 , the six horizontal lines in the plot represent the six single element spectra collected by elements 1-4, 6, and 7. ͑Relative positions of these hydrophones are indicated in Fig. 3 .͒ The time series processed for leg 1 were generated by first multiplying those originally recorded along leg 1 by a factor of 0.3 ͑equivalent to about 10-dB attenuation͒ and then adding those recorded during leg 3. Similarly, each subsequent leg's time series were attenuated by a factor of 0.3 and then added to those recorded two legs later in the sequence, e.g., the attenuated version of those from leg 2 were added to leg 4's time series, the attenuated leg 3 time series were added to those from leg 5, etc. Given that the source on FLIP was located to the west-southwest from the AUV tracks ͑average bearing of 254°͒, this process created an artificial source with exactly the same frequency content but with 10 dB greater levels at about 90°counterclockwise from the FLIP location, or at 164°.
The spectra from each leg's time series, generated by the above-noted method, was calculated from 52 s of data to provide a frequency resolution of 0.02 Hz. The normalized spectra are plotted in Fig. 5 as a function of relative frequency, r , since statistical stability of the estimates was achieved by averaging over four tones with center frequencies of 220, 280, 370, and 460 Hz.
The results in Fig. 5 show that the lowest relative frequencies for the artificial high-level source at 164°were measured along legs 1 and 8 since the AUV was traveling in directions away from the source whereas leg 5's spectra contain the highest relative frequencies since the direction of motion was toward the source. The weaker ͑true͒ source at 254°also can be detected in the figure, particularly along leg 3 at about −5 relative frequency and along leg 5 just above 0. Since this weaker source, by construction, generates exactly the same set of signals as the higher-level interferer, it would not be detectable by a fixed omnidirectional receiver. By pushing and pulling energy around in the received spectrum, the motion of the AUV has improved detection under these anisotropic/spectrally nonwhite conditions.
The variations in received frequency as a function of AUV direction of motion, such as displayed in Fig. 5 , can be combined in various ways to obtain directional estimates of the sound field. The results of conducting a simultaneous search for source frequency and source azimuth using the Doppler beamforming method described in Sec. II C are plotted in Fig. 6 . Only the data collected by a single hydrophone were used in the processing. Also, only the 71 frequency bins about 220 Hz over the eight legs of the octagon event in Fig. 1 were included. Various intersecting arcs are present in the figure; their behavior is described by Eq. ͑14͒. The intersection of the reddest-colored arcs ͑highest sidelobes͒ indicates the beamformer's best estimate of the azimuth and frequency of the high-level source at about 164°a zimuth.
In Fig. 7 , the dotted curve is a 2D plot of the beamformer output extracted from Fig. 6 along the horizontal line at the source frequency with the maximum beamformer output. Also plotted with a solid curve are the results obtained by Doppler beamforming separately about center frequencies of 220, 280, 370, and 460 Hz, and then incoherently averaging the outputs ͑before conversion to decibels͒ after normalizing each to a maximum value of unity. Both curves show significant structure with a peak value close to, or at, the azimuthal location of the high-level source at 164°. ͑The peak value of the frequency-averaged curve is not 0 dB be- FIG. 5 . Single element spectra from the data collected by the AUV-mounted hydrophones along each of the eight legs of the octagon event in Fig. 1 as a function of relative frequency. The time series used in calculating the spectra were combined so that two sources with exactly the same frequency content, the true one at an azimuth to the west-southwest ͑average azimuth of 254°͒ and a second, artificial one with 10 dB higher spectral levels to the southsoutheast ͑at 164°͒, are present in the data. The spectra as a function of relative frequency were averaged over four frequencies centered at 220, 280, 370, and 460 Hz and normalized to a maximum value of 0 dB on each leg.
cause the azimuths where the peak output occurs at each frequency are not quite the same.͒ In addition, both curves clearly show the weak source at 254°although the location of the peak is shifted 20°or so to greater azimuthal angles. The beamformer output peak for the weaker source is nearly equal in level and significantly narrower in azimuth in comparison to the artificial source with 10 dB greater received levels. One reason is that the variations in average AUV velocity from one leg to the next were not taken into account when creating the multisource time series, as explained earlier. This reason also helps explain the 20°bias in the weak source location; smearing of the high-level source results in a small error in estimated source frequency resulting in a shift along a sidelobe in the estimated weak source location. Another reason why the beamformer output levels for the weaker source are nearly equal to those of the stronger source is due to leakage of the stronger source energy on those legs where the Doppler-shifted energy from the two sources occurs near the same frequency. One way to reduce this leakage is to exclude from the integration those legs where significant leakage occurs, in effect creating a notch in the direction of the strong source. In any case, if the center frequency of the weak single-tone source is not assumed to be the same as that of the higher-level source, the color-scale plot in Fig. 6 illustrates the difficulty of finding this source with these single element data. Note that the width of the main lobe in Fig. 7 is increased by 25°or so, partly because of the actual difference in average source azimuth along one leg to the next. Since only 25% of the data collected on each leg is used in the processing, the octagon could have been one-fourth its size in Fig. 1 .
The Doppler beamformer output as a function of assumed source frequency and look direction is the incoherent sum of the weighted spectral levels collected over a set of straight-line tracks. The frequency bins for each leg number are determined by cosine-dependent curves that are functions of assumed source frequency and look direction ͑Sec. II͒. Various weightings were used in summing the bin levels. Results from several events in the April, 2004 experiment indicate that a data-independent equal weighting ͑w n ϳ 1/NT͒ provided slightly poorer results ͑i.e., sidelobes that were up to 2 dB higher͒ than normalizing the bin level by the average bin level in the processing band ͑w n ϳ 1͚ i NF ͑A n i ͒ 2 ͒. The output from this latter weighting was not statistically different than scaling each leg's spectrum in the processing band by the peak level in that band ͑w n ϳ 1/͑A n max ͒ 2 ͒. The results presented in Fig. 7 used this second data-adaptive peak level scaling, followed by the aforementioned normalization to a maximum 0-dB value across azimuth at each frequency.
One aspect of the beamforming process that has a significant effect on the results is the selection of the legs to include in the processing. For example, Fig. 8 shows the results of including only the first and third legs of the octagon event, i.e., those where the direction of motion was to FIG. 6 . Doppler beamformer output as a function of assumed source frequency and assumed source azimuth using the data collected by hydrophone 1 in Fig. 3 over the eight legs of the octagon-shaped event in Fig. 1 the north and to the east, respectively. The peak for the highlevel source is significantly narrower than in the previous figure for two reasons; no mismatch exists in the assumed and actual direction of motion changes between the two legs, and the actual bearings of the source for these two legs do not differ by a significant amount. Although the overall sidelobe level appears lower than in the previous figure, high sidelobes exist near 20°and 200°due to the left-right ambiguity in Doppler beamforming about 0°and 90°directions of motion. In addition, because only two legs have been summed, the statistical variability of the output is sufficiently large that it is difficult to detect the presence of the weaker source at 254°. As discussed in Sec. II C, the incoherent accumulation of the spectral energy in Doppler processing reduces the variance of the beamformer output estimate as the number of legs increase. Assuming energy from one leg to the next represents realizations of the same underlying 2 random process ͑the real and imaginary parts of the FFT in a given frequency bin are assumed to be independent and Gaussian distributed; Bendat and Piersol, 1986͒ , and with equal weighting of the realizations, then confidence intervals can be placed on the beamformer output estimates. The 80% confidence limits for the beamformer output estimate with equal weighting that corresponds to the dotted curve in Fig. 7 are +2.4 to −1.7 dB, and +1.1 to −0.9 dB for the estimate corresponding to the solid curve.
The benefits of using Doppler/synthetic aperture beamforming techniques with moving physical aperture are illustrated in the lower two curves in Fig. 9 . For comparison, the upper two curves in the figure show the beamforming results using physical aperture only. The physical array was created by hydrophone elements 1 through 4, 6, and 7 ͑see Fig. 3͒ , forming a 2D square-shaped array with approximate 0.5-m length per side. The physical aperture-only results were obtained both by conventional and white-noise-constrained adaptive beamforming with frequency resolution of 0.61 Hz, 32 times poorer than the approximate 0.02-Hz resolution used for Doppler/synthetic aperture beamforming. The lower frequency resolution allowed for 32 nonoverlapping realizations of the data cross spectral density matrix along each leg, which were averaged together to obtain statistically stable estimates. The resulting directional estimates for each leg then were normalized to unity and incoherently averaged over all eight legs. Figure 9 shows that the overall dimension of the physical array, on the order of one-tenth of an acoustic wavelength at the frequencies of interest here, is too small by itself to resolve the presence of two sources even with whitenoise-constrained adaptive beamforming. However, the combination of Doppler and physical aperture beamforming provides significantly improved results compared to either physical aperture alone ͑very broad main lobe͒ or Doppler beamforming with a single omnidirectional element ͑see Fig.  7 ; high sidelobes͒. The combined adaptive/Doppler beamforming approach gives lower sidelobes than that using conventional/Doppler beamforming.
As with the single-hydrophone results, the size of the octagon event with respect to the source/receiver range results in broadening of the peaks in Fig. 9 , and the main peak is further broadened due to the method of creating multisource conditions. In the case of moving physical aperture, additional broadening of the high-level source peak occurs because the average heading of the AUV does not change by exactly the same amount from one leg to the next.
C. Results of applying the resampling beamformer
As discussed in Sec. III, the properties of the resampling beamformer are dictated by the character of the vehicle acceleration. A special case with interesting properties is that of circular motion at constant speed. Figure 10 shows the synthesized resampling beamformer beam pattern for AUV motion in the clockwise direction starting at 0°, at a constant speed of 1.0 m / s, and with a constant radius of curvature of 8.4 m. This value for the curvature allows the AUV to complete one circular track over the time period required for a FFT with 0.02-Hz resolution. In the figure, the true source location is at 0°azimuth and its transmitted signal is modeled as a single tone at 500 Hz. The resulting beam pattern shows a narrow main lobe with sidelobes at least 12 dB down from the main lobe peak level. This performance is achieved because of the spectral smearing effects of the centripetal acceleration associated with the small radius of curvature.
During the 2004 experiment, most of the tracks traversed by the AUV were designed to maintain constant speed and heading. However, significant vehicle accelerations occurred during turns from one straight track to the next. For example, the AUV event shown in Fig. 1 involved a sequence of 45°turns in which the vehicle traversed approxi- mate circular arcs at a fairly constant speed. AUV data collected during the first turn, from a heading of due north to 45°east of north, were extracted to evaluate the beamforming performance of the resampling beamformer with at-sea AUV data. During this turn, the acoustic source deployed from FLIP was located at approximately endfire to the arc of the turn. The DVL data recorded during the turn indicate that the vehicle's direction of motion actually rotated through an angle of 60°and its speed increased from 0.9 to 1.0 m / s before settling on the second leg. The synthesized beam pattern for the resampling beamformer at 370 Hz using the actual DVL data from this time period is plotted in Fig. 11 . The hydrophone time series were synthesized using a source transmitting the 370-Hz tone signal at an azimuth of −130°i n the plot, corresponding to the actual bearing of FLIP of 230°true. In addition to the main lobe, a high sidelobe exists in the 10°to 50°azimuth interval. It is due to the ambiguity about the broadside direction for circular-type motion as discussed in Sec. III. That is, the average AUV direction of motion during the turn was about 35°so that broadside was at 125°. Given the true source azimuth of 230°͑equal to −130°͒, then a high sidelobe can be expected to occur around 20°, corresponding to the sidelobe location in Fig. 11 . The results of resampling the actual individual AUV hydrophone time series recorded during the turn for the 370-Hz tone transmitted from FLIP are displayed in Fig. 12 . The original hydrophone time series recorded at sea were used in the processing rather than an artificial multisource data set as in the previous part of this section. The behavior of these curves agrees quite well with that expected from the beam pattern plot in Fig. 11 .
D. Effects of environmental fluctuations
Frequency spreading imparted by the environment is a result both of multipath ͑e.g., different modes are Doppler shifted by different amounts͒ and also of the time-varying motion of the medium. The former is determined by the spatial bandwidth of the underwater channel and is discussed in Sec. II D. Once variations in vehicle velocity are taken into account ͑e.g., by the resampling beamformer͒, the combination of these two environmental effects determines the degree of frequency spreading measured during the experiment. This part of the section is devoted to the effects of temporal fluctuations in the medium. These medium fluctuations must involve accelerations of the fluid in order to induce a Doppler shift; a steady current flow does not Doppler shift an acoustic field propagating between a fixed source and a fixed receiver ͑Salmon, 1998͒.
For a pure tone signal of finite duration, its spectrum is the sinc squared function. In the examination of the frequency spreading of single tone transmissions caused by propagation effects, sufficiently long time series were used so that the width of the sinc squared function's main lobe was significantly narrower than the measured frequency spreading.
Very long FFTs of time series recorded with high received signal-to-noise ratio from moored source transmissions to ocean bottom hydrophones over ranges from 1 to 4 km were used to characterize the frequency spreading in the reception of single tone signals. It was found that the quantity ⌬ / c , where ⌬ is the spread about the center frequency c , was approximately frequency independent over two decades from 70 Hz to 7 kHz. Calibration data collected in a large, fresh water tank verify that the energy spreading observed at sea is significantly greater than that caused by the combined acoustic source transmission system and AUV hydrophone data acquisition system. The frequency spreading measured at sea was most often approximately Gaussian distributed with a standard deviation of roughly order ⌬ / c Ϸ 0.001%, somewhat smaller than the estimated spreading due to multipath ͑see Sec. II D͒ and to variations in vehicle velocity along straight-line tracks ͑see Sec. IV͒. ͑The spreading during a few time periods showed a surprisingly different behavior which was correlated with the character of the ocean surface wave activity; Lynch, D'Spain, and Terrill, 2004͒. The skewness of the spectral energy distributions is approximately zero, suggesting that the spreading is caused by processes with equal average amounts of forward and backward motion along the trajectory between source and receiver. This property is a basic aspect of the orbital motion of oceanographic waves such as ocean surface and internal waves. The effective rangeintegrated speeds of water motion projected along the propagation path that give rise to this Doppler spreading are up to 0.03 m / s ͓equal to 2c ͑⌬ / c ͔͒. The kurtosis of the energy distributions also is nearly zero. Gaussian spreading in the   FIG. 11 . The synthesized beam pattern for the resampling beamformer as a function of azimuth at 370 Hz using the actual DVL data recorded as the AUV was in the process of turning from the first to the second straight-track segment of the octagon event in Fig. 1.   FIG. 12 . The results for 370 Hz of applying the resampling beamformer to the time series of six of the eight AUV-mounted hydrophones during the turn from the first to the second straight-track segment of the octagon event in Fig. 1 . spectrum recorded by a fixed receiver of a single tone transmitted from a stationary source is equivalent to Gaussian modulation of the autocorrelation of the sinusoid in the time domain. This Gaussian modulation of the autocorrelation is a direct measure of the temporal decorrelation caused by the environment and 1 / ⌬ is a quantitative measure of temporal decorrelation. The effects of this type of noise, appropriately modeled as multiplicative noise ͑rather than the typical additive noise͒, cannot be reduced by increasing the level of the transmitted signal. It is rarely taken into account in sonar and radar system design ͑Tuzlukov, 2002͒.
VI. ACTIVE CONTROL OF PASSIVE ACOUSTIC FIELDS
A. Basic formulation
An autonomous vehicle is capable of pushing and pulling acoustic energy around in the received pressure spectrum through its motion. Therefore, it has the potential to adjust its motion to optimize extraction of information of interest. For example, the previous section demonstrated the results of Doppler shifting a low-level signal with respect to a high level interferer with exactly the same inherent frequency content. Receiver motion can increase detection capability under anisotropic, spectrally nonwhite noise conditions. Moving toward a source both shifts the received spectrum to higher frequencies and increases its spectral bandwidth slightly. In contrast, motion away from a source shifts the received spectrum to lower frequencies and compresses the spectral bandwidth. Without additional knowledge about the spectral characteristics of a signal of interest, the best strategy is to initially move away from an interferer ͑assuming the fixed receiver is able to estimate the direction toward the interferer͒. However, autonomous vehicles have a limited amount of on-board propulsion energy to effect this motion. Therefore, an important issue is the proper strategy for a vehicle to use to most effectively accomplish a given objective given this energy constraint. The issue of receiver strategies is pursued further in this section for the case of a single omnidirectional receiver moving at constant velocity.
One problem of this type can be formulated in the following way. Assume that the AUV's goal is to optimize detection at a specific frequency, 0 , and in a specific direction, k 0 , in the presence of a known interference distribution, S N ͑ , k͒. The vehicle's speed and direction of motion are v r and ⌿ r , respectively. Therefore, the frequency of interest in the received spectrum is
͑24͒
The question is what motion should the vehicle undergo in order to minimize the contribution from the interferers to the received energy at 0 r . The processing approach employed will be the Doppler/synthetic aperture beamforming discussed in Sec. II. Also, the duration of time spent on any track is assumed fixed; only the vehicle speed and vehicle heading are allowed to vary from one straight-line track to the next in order to minimize the interferers' effects. The contribution of an interferer in direction k to the received acoustic energy at the desired received frequency is that from the frequency s such that
͑25͒
Therefore, the optimization problem is to determine v r ͑with components v r and ⌿ r ͒ in order to minimize
͑26͒
The quantity S I r ͑͒ is the received spectrum from the interfering sources, S N ͑ , k͒ ͑measured by a fixed receiver͒ is modeled as the sum of Nsrc interfering sources with the nth source having spectrum S N n ͑͒, and where
A somewhat different approach to this problem is to maximize the spacing between the center frequency of the interfering spectral peaks and the frequency of interest. That is, the AUV motion, v r and ⌿ r , is sought to maximize the following sum of weighted squared differences:
where a n is a weighting that depends upon the nth interfering peak's spectral level and bandwidth around its received center frequency, I n . Setting to zero the partial derivatives of the weighted sum of squared differences in Eq. ͑28͒ with respect to direction of motion and speed gives
These two equations result in
͑30b͒ ͓Note that Eqs. ͑29a͒ and ͑29b͒ are functions of the frequencies, I n and 0 r , as measured by a moving receiver, whereas
Eqs. ͑30a͒ and ͑30b͒ pertain to frequencies, s n and 0 , measured by a fixed receiver.͔
B. One interfering source
It is revealing to examine the results of these equations in the limiting case of a single interfering source at circular frequency s . Then
͑31͒
This equation shows that in most cases, ⌿ r can be chosen so that the squared difference can increase without bound by increasing the AUV speed, v r . In effect, minimizing contamination by interfering noise sources is achieved by the receiver traveling as fast as possible in order to maximize its ability to push and pull acoustic energy around in the received spectrum. However, since an underwater vehicle cannot go arbitrarily fast, an upper bound, v r max , must be set. ͑An alternative approach is to incorporate a vehiclespecific energy efficiency curve in the formulation, as discussed in Sec. VI C͒. Therefore, only the vehicle direction of motion, ⌿ r , and its corresponding Eq. ͑30a͒ need to be considered in the present optimization problem. For a single interfering source, it becomes
If the term involving the difference of sines that appears on both sides of the equation is canceled, then the resulting expression can only be satisfied when s Ϸ 0 , yielding cos͓ s − ⌿ r ͔Ϸcos͓ 0 − ⌿ r ͔. Equation ͑31͒ shows that this result gives SSϷ 0, providing a minimum of SS rather than a maximum, and so can be discarded. Therefore, the useful result from Eq. ͑32͒ is to choose ⌿ r such that
This expression can be solved graphically. In the special case of s = 0 , the solution for the vehicle direction of motion that maximizes SS can be obtained analytically and is
That is, the optimal direction of motion for the AUV is at a right angle to the average of the interfering source direction and the direction of interest. This direction of motion maximizes the difference in Doppler shift from these two directions.
C. Constraints on vehicle motion
In the preceding discussion, a simple constraint on vehicle motion was incorporated by placing an upper limit on speed. A more realistic approach is to determine a cost function associated with the amount of energy expended by the vehicle during motion. If f͑v r ͒ represents this cost of motion, then Eq. ͑28͒ becomes
With this formulation, Eqs. ͑29a͒ and ͑30a͒ remain unchanged. However, in Eq. ͑29b͒, rather than the right-hand side being equal to zero, it is ͚ a n ͑ I n − 0
Rewriting gives
As before, insight into the character of Eq. ͑37͒ can be obtained by considering a single interferer. The solution of setting ͑ I − 0 r ͒ equal to zero yields a minimum value for SS, as Eq. ͑35͒ shows, and so can be discarded. Therefore, the useful solution is determined by setting the term in brackets in Eq. ͑37͒ to zero, which again can be found graphically. When s = 0 , the analytical solution is
The left-hand term in square brackets provides the optimal solution for v r , which is independent of vehicle heading. As an example, assume the vehicle speed cost function has the form
This expression is based on the fact that vehicle drag forces typically scale as the square of the speed so that the mechanical power expended to overcome these forces scale with speed cubed. The a 0 term represents speed-independent "overhead" ͑e.g., vehicle hotel and payloads͒. Plugging this expression into the left-hand term in square brackets in Eq. ͑38͒ gives 2a 3 2 v r 6 + ͑4a 0 a 3 − 3a 3 ͒v r 3 + 2a 0 2 = 0. ͑40͒
Application of the quadratic formula gives
shows that the optimal vehicle speed is inversely proportional to the cube root of the coefficient for the speed cubed term in Eq. ͑39͒, with smaller coefficients leading to higher optimal speeds, and vice versa.
D. Multiple interfering sources
In the general case of multiple interfering spectral peaks, the equations for the optimal AUV velocity involve the weighted sum of transcendental functions which can only be solved using numerical techniques. A synthetic example is presented in this part of the section to illustrate some of the concepts.
Consider an interference field composed of three spectral peaks arriving from 0°, 90°, and 180°. These peaks are modeled as Gaussian functions with center frequencies, peak levels, and spectral bandwidths ͑as measured by a stationary receiver͒ listed in Table I . Isotropic background noise with a level one-tenth that of the two highest spectral peaks is added to the interference field. The received levels as a function of frequency bin number ͑corresponding to 497.3-504.7 Hz͒ and as a function of AUV direction of motion for a fixed speed of 2.0 m / s are shown in Fig. 13 . Optimal directions of motion for a given frequency band and look direction of interest are those along the appropriate cosine-varying curve where the received levels are lowest. As an example, if the desired look direction is 315°at a source frequency of 500 Hz ͑bin No. 140͒, then the optimal direction of motion is 110°. The corresponding plot of received level as a function of AUV direction of motion and vehicle speed at a frequency of 500.0 Hz is shown in Fig. 14 . The cost-of-motion function, f͑v r ͒, is set to a speed-independent value of 3/8. The plot shows that the lowest received levels in the 500.0 Hz bin are achieved by traveling at high speeds to the east-northeast ͑40°-70°͒ or to the east-southeast ͑110°-140°͒. Motion due east or due west leaves the energy from the interferers at 0°and 180°in the received frequency band of interest ͑ver-tical red and yellow lines in Fig. 14͒ and motion in westerly directions pulls some of the broader-band contamination centered at 501 Hz to lower frequencies.
The effects of incorporating a more realistic cost-ofmotion function in the search for the optimal receiver speed is shown in Fig. 15 . The function has the form given by Eq. ͑39͒ with a 0 =3/8 and a 3 =1/5. High AUV speeds are penalized so that the optimal speed in Fig. 15 is 0.8 m / s at a 35°d irection of motion whereas it is as large as possible at either 45°or 135°in Fig. 14. This synthetic example illustrates that significant improvements in array performance can be obtained by Doppler/passive synthetic aperture processing in anisotropic/ spectrally nonwhite noise conditions. Because an autono-TABLE I. The azimuth, center frequency, spectral level, and frequency spread of the three Gaussian-shaped spectral peaks that comprise the anisotropic ͑interference͒ component of the noise field. The noise field is composed of three sources; at 0°with 500-Hz center frequency, 90°with a center frequency of 501 Hz, and at 180°w ith 500-Hz center frequency. The source spectra are modeled as Gaussian functions with parameters given in the text.
FIG. 14. Simulation of the scaled received spectrum at 500.0 Hz as a function of receiver speed and direction of motion for the case of a speedindependent energy cost function. The characteristics of the noise sources are the same as in Fig. 13 . mous vehicle has control over its motion, it can manipulate the changes in the received field resulting from its motion to optimize extraction of information of interest. With this approach, the vehicle capabilities and characteristics become an integral part of the array processing structure.
VII. CONCLUSIONS
Underwater autonomous vehicles provide unique opportunities and considerations in the passive measurement of ocean acoustic fields. They have the ability to adapt and maneuver in response to received sounds in their environment. Even more so, they can alter the structure of received signals to optimize extraction of information of interest. One way of actively modifying the character of received sounds is through motion, as discussed in this paper. However, motion requires expenditure of energy, in limited supply on autonomous vehicles. Therefore, these energy costs must be accounted for in developing vehicle measurement strategies. In fact, the characteristics of the autonomous vehicle, e.g., its maneuverability and energy efficiency, become an integral part of the signal and array processing.
One processing approach used in this paper to form the basis of active control of received acoustic fields through motion is Doppler beamforming. Passive synthetic aperture processing is equivalent to Doppler beamforming under certain conditions ͑Autrey, 1988; Carey, 1989͒. Therefore, rather than formulate the passive synthetic aperture beamforming problem in space and spatial frequency ͑bearing͒, an alternative approach is to remain in the time and temporal frequency domains. As a result, all the techniques developed for spectral estimation, including high-resolution methods, can be applied to the passive synthetic aperture problem. The trade-off between time and space in passive synthetic aperture processing equates to a trade-off between temporal frequency and spatial frequency. Therefore, in order to achieve large array gains from synthetic aperture processing in anisotropic noise conditions ͑Sullivan, Carey, and Stergiopoulos, 1992͒, spectrally nonwhite conditions must also exist. A ubiquitous example of an interfering noise source in ocean acoustics that creates anisotropic, spectrally nonwhite conditions at low frequencies are transiting surface ships ͑e.g., Ross, 1987͒. The results presented in this paper demonstrate the use of passive synthetic aperture/Doppler beamforming with low frequency ocean acoustic data collected by a hydrophone array mounted on the hull of an older-model AUV. Whereas active synthetic aperture methods place stringent requirements on vehicle navigation and stability because the same region of the surface or object of interest at close range must be repeatedly imaged, the requirements in the passive case are more lax. Vehicle velocity, both speed and direction of motion, is the critical quantity and can be measured by a Doppler velocity logging ͑DVL͒ instrument. In addition, an attitude/heading reference system ͑AHRS͒ is important for measuring vehicle orientation, particularly heading, in cases of moving physical aperture.
Various algorithms are introduced and demonstrated with the AUV hull-mounted hydrophone array data, under both single and multiple source conditions. A stationary source approximation is employed to reduce the number of source unknowns from four ͑source frequency, speed, direction of motion, and azimuth͒ to two ͑effective source frequency and azimuth͒. These unknowns are resolved by forming synthetic aperture in two or more horizontal directions. The Doppler/synthetic aperture processing approach involves incoherent accumulation of spectral energy obtained along each of a set of straight-line tracks. The accumulation is performed along cosine-shaped trajectories in the frequency domain that are specified by the assumed effective source frequency and look direction, providing estimates of these source properties as well as statistically independent realizations to reduce the variance of the beamformer output estimate. In the simultaneous search for source frequency and azimuth, the beamformer sidelobes for a single moving receiver in the source frequency/azimuth plane follow smooth, sinusoidally varying trajectories whose behavior can be quantified by a perturbation approach.
The approach with moving physical aperture is to perform Doppler/passive synthetic aperture beamforming in each of the physical array beams. The complex element weights to form these beams are derived by either a conventional or adaptive beamforming method. They are determined at a courser frequency resolution than that used with the Doppler beamforming in order to obtain a statistically stable estimate of the physical array data cross spectral density matrix on a given leg. Results using the AUV data show that white-noise-constrained adaptive beamforming applied to the physical aperture data and combined with highfrequency-resolution Doppler beamforming gives much greater spatial resolution than beamforming with physical aperture alone ͑the characteristic overall dimension of the physical array is order one-tenth that of the acoustic wavelengths of interest͒. It also provides somewhat lower sidelobes than when conventional beamforming is used instead with the physical aperture data, and significantly lower sidelobes compared to Doppler beamforming with single hydrophone elements. This combined approach allows a 10-dB lower-level source with exactly the same frequency content as that of an interfering source to be clearly identified in the beamforming output.
A new type of beamformer is defined and demonstrated with the AUV data. The "resampling beamformer" accounts for variations in receiver velocity on a data sample by sample basis by resampling the time series with a timedependent sampling rate that exactly compensates for the time-dependent Doppler shifts resulting from the known receiver velocity variations. This resampling is broadband since it operates in the time domain and so works for all frequencies simultaneously. It results in high-resolution estimates of the directionality of the sound field during high vehicle accelerations such as those during tight maneuvers and start-up/slow-down in transitions between resting and actively mobile states. Once correction for variations in receiver velocity is made by the resampling process, the limitation in Doppler/synthetic aperture beamforming with this experimental data set approaches that caused by the frequency spreading imparted by the environment.
Finally, the concept of active control of passive acoustic fields through receiver motion is further investigated through simulation. The problem is to determine at what speed and in what direction an AUV should move to optimize detection of a weak signal in a specified frequency band and in a given direction, given the spatial and temporal frequency distribution of a set of noise interferers. In the case of a single interferer with a center frequency in the middle of the frequency band of interest ͑as measured by a stationary receiver͒, analytical results show that the optimal direction of motion is at right angles to the average of the azimuth of the interferer and the azimuth of interest. In determining optimal vehicle speed, a function expressing the cost of motion must be incorporated into the formulation to prevent the optimal speed from increasing without bound. For a cost function that varies with the cube of the vehicle speed ͑vehicle drag typically depends on the speed squared so that the mechanical power required to overcome the drag varies as the speed cubed͒, the optimal vehicle speed in the case of a single interferer with identical frequency is inversely proportional to the cube root of the coefficient for the speed cubed term in the cost function, with smaller coefficients leading to higher optimal speeds, and vice versa. In the general case of several spatially distributed interferers with different spectral levels and frequency content, the solution must be determined numerically, as illustrated by a simulation with three interfering sources at different azimuths and slightly different frequencies. The simulation further emphasizes that for these types of problems, the autonomous vehicle characteristics are an integral part of the signal/array processing structure.
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