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1 Introduction
A periodic box-ball system (PBBS) is a soliton cellular automaton obtained by ultradiscretizing
the KdV equation [1, 2]. It can also be obtained at the q → 0 limit of an integrable lattice
model (a generalised 6 vertex model) [3, 4]. Let V1 be a 2-dimensional complex vector space
with basis ~e0 and ~e1. If we consider N tensor product space of V1, V := V
⊗N
1 , the transfer
matrix of the generalised 6 vertex model is a map (endmorphism) Tk(x; q) : V → V with
a spectral parameter x and a deformation parameter q. The positive integer k denotes that
the dimension of the auxiliary vector space is k + 1. An important property of the transfer
matrices is their commutativity: Tk(u; q)Tl(v; q) = Tl(v; q)Tk(u; q) for arbitrary k, l, u, v. Hence
they consist a complete set of diagonal operators and the lattice models are integrable. It
is also noted that the Hamiltonian of the quantum XXZ spin model is essentially given by
HXXZ := lim
x→1
∂
∂x log T1(x; q). If we take a limit limq→0, x→1
T (x; q) =: T , the transfer matrix T maps
each monomial |i1i2 · · · iN 〉 := ~ei1⊗~ei2⊗· · ·⊗~ein ∈ V to a monomial. By identifying |i1i2 · · · iN 〉
with a 10 sequence i1i2 · · · iN , T gives the time evolution of the PBBS. Using this relation, we
can obtain several important properties of the PBBS such as the conserved quantities, a relation
to the string hypothesis, a fundamental cycle and so on.
One of the main problems of quantum integrable systems now is to obtain correlation func-
tions which is fairly difficult even for the XXZ model and the 6 vertex model [6]. Since
a correlation function of the XXZ model or the 6 vertex model is, roughly speaking, trans-
formed to a correlation function of the PBBS in the limit q → 0. For example, a two point
function 〈szi szj 〉 of the XXZ spin model is transformed to the probability that both ith and
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Figure 1. Definition of TL for f ∈ ΩL.
jth componets of the PBBS are 1. Hence, from the view point of integrable lattice models or
quantum integrable models, it may actually give some new insights into the correlation functions
of the vertex models themselves to obtain correlation functions of the PBBS.
In [5], we gave expressions for N -point functions using the solution for the PBBS expressed in
terms of the ultradiscrete theta functions. We also gave expressions for the one point, the nearest
and the second nearest neighbor correlation functions. Note that the correlation functions
defined there and in this article are not the direct q → 0 limit of the correlation functions of
the corresponding lattice model; such a limit generally gives trivial results [5]. We define the
correlation functions on the phase space of a set of fixed conserved quantities. In this article,
we show that the second nearest neighbor correlation function can be simplified with some
combinatorial formulae, and give an explicit formula for the third nearest neighbor correlation
function by combinatorial methods. A recursion formula for a specific N -point function is also
presented.
The PBBS can be defined in the following way. Let L ≥ 3 and let ΩL =
{
f | f : [L] →
{0, 1} such that ]f−1({1}) < L/2} where [L] = {1, 2, . . . , L}. When f ∈ ΩL is represented as
a sequence of 0s and 1s, we write
f(1)f(2) · · · f(L).
The mapping TL : ΩL → ΩL is defined as follows (see Fig. 1):
1. In the sequence f find a pair of positions n and n+1 such that f(n) = 1 and f(n+1) = 0,
and mark them; repeat the same procedure until all such pairs are marked. Note that we
always use the convention that the position n is defined in [L], i.e. n+ L ≡ n.
2. Skipping the marked positions we get a subsequence of f ; for this subsequence repeat the
same process of marking positions, so that we get another marked subsequence.
3. Repeat part 2 until one obtains a subsequence consisting only of 0s. A typical situation
is depicted in Fig. 1. After these preparatory processes, change all values at the marked
positions simultaneously; One thus obtains the sequence TLf .
The pair (ΩL, TL) is called a PBBS of length L [2, 7]. An element of ΩL is called a state, and
the mapping TL the time evolution.
The conserved quantities of the PBBS are defined as follows. Let Qj(f) be the number of 10
pairs in f marked at jth step in the definition of the mapping TL. Then we obtain a nonincreasing
sequence of positive integers, Qj(f) (j = 1, 2, . . . ,m). This sequence is conserved in time, that
is,
Qj(f) = Qj(TLf) ≡ Qj (j = 1, 2, . . . ,m).
For example, (Q1, Q2, Q3, Q4)=(3, 3, 2, 1) for f given in Fig. 1. As the sequence (Q1, Q2, . . . , Qm)
is nonincreasing, we can associate a Young diagram with it by regarding Qj as the number of
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squares in the jth column of the diagram. The lengths of the rows are also weakly decreasing
positive integers. Let the distinct row lengths be P1 > P2 > · · · > P` and let nj be the number
of times that the length Pj appears. The set {Pj , nj}`j=1 is another expression for the conserved
quantities of the PBBS.
First we summarize some useful properties of the PBBS. We say that f has (or that there is)
a 10-wall at position n if f(n) = 1 and f(n + 1) = 0. Let the number of the 10-walls be s and
the positions be denoted by a1 < a2 < · · · < as.
We introduce a procedure called 10-insertion. For (b1, b2, . . . , bL) ∈ Z≥0×Z≥0×· · ·×Z≥0 (≡
(Z≥0)L) and d :=
L∑
i=1
bi, the 10-insertion is defined as I(b1, b2, . . . , bL) := I2(b1, b2, . . . , bL) ◦ I1,
where I1 : ΩL → ΩL+2s is the mapping:
(I1f)(n) =

1 (n = aj + 2j − 1, j ∈ [s]),
0 (n = aj + 2j, j ∈ [s]),
f(n) (1 ≤ n ≤ a1),
f(n− 2j) (aj + 2j + 1 ≤ n ≤ aj+1 + 2j, j ∈ [s− 1]),
f(n− 2s) (as + 2s+ 1 ≤ n ≤ L+ 2s)
and the mapping I2(b1, b2, . . . , bL) : ΩL+2s → ΩL+2(d+s) is defined to be
(I2(b1, b2, . . . , bL)f
′)(n) =

f ′(n− 2bˆj−1) (n = j + 2bˆj−1, j ∈ [L]),
1 (n = j + 2bˆj−1 + 2h− 1, j ∈ [L], h ∈ [bj ]),
0 (n = j + 2bˆj−1 + 2h, j ∈ [L], h ∈ [bj ]),
where f ′ ≡ I1f ∈ ΩL+2s, b0 = 0 and bˆj := ]
{
i ∈ [s] ∣∣ ai ≤ j}+∑ji=1 bi. For example,
f = 0011100111000001101000111000000,
I1f = 00111100011110000001110011000011110000000,
I(19, 122, 129)f = 00111100011101100000011100110000101111000001000,
where (19, 122, 129) denotes the 10 sequence whose 9, 22, and 29th elements are 1 and the others
are 0, that is,
(19, 122, 129) ≡ (0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0),
and the expressions 10 and 10 denote the 10s inserted at f 7→ I1f and at I1f 7→ I2(b1, b2, . . .,
bL)(I1f) respectively.
2 Correlation functions of PBBS
We consider the PBBS with L boxes and M balls. As shown in [5], the correlation functions
are defined on the states with the same conserved quantities. Let Y be the Young diagram
corresponding to the partition of M :(
P1, P1, . . . , P1︸ ︷︷ ︸
n1
, P2, P2, . . . , P2︸ ︷︷ ︸
n2
, . . . , P`, P`, . . . , P`︸ ︷︷ ︸
n`
)
,
where P1 > P2 > · · · > P` ≥ 1 and
∑`
j=1
njPj = M . The number of squares in the jth largest raw
of Y is Pj . In the PBBS, the conserved quantities are characterized by the Young diagram Y [8].
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When we denote by ΩY the set of states with conserved quantities given by Y , the N -point
function of the PBBS is defined as
〈s1, s2, . . . , sN 〉Y = 1|ΩY |
∑
f∈ΩY
f(s1)f(s2) · · · f(sN ).
Since the N -point function 〈s1, s1 + d1, . . . , s1 + dN−1〉Y does not depend on the specific site s1
(because of translational symmetry), we denote
CY (d1, d2, . . . , dN−1) ≡ 〈s1, s1 + d1, . . . , s1 + dN−1〉Y ,
where 1 ≤ d1 < d2 < · · · < dN−1 < L. The 1-point function CY (∅) := 〈s1〉Y and the 2-point
function CY (1) := 〈s1, s1 + 1〉Y are easily calculated as CY (∅) = ML and CY (1) = M−sL where
s =
∑`
i=1
ni.
Although general N -point functions are difficult to evaluate by elementary combinatorial
methods, the correlation functions CY (1, 2, . . . , N − 1) = 〈s1, s1 + 1, s1 + 2, . . . , s1 + N − 1〉Y
enjoy a simple recursion formula. Let us put
ki :=
{
nj (i = Pj),
0 otherwise,
kˆi :=
P1∑
j=i
kj , L0 := L, Li := Li−1 − 2kˆi,
for i = 1, 2, . . . , P1. Note that ki and kˆi are the number of the rows in Y with the length i and
that with the length greater than or equal to i respectively. For the Young diagram Y , let Yi be
the Young diagram corresponding to the partition(
max
[
P1 − i, 0
]
,max
[
P1 − i, 0
]
, . . . ,max
[
P1 − i, 0
]︸ ︷︷ ︸
n1
,
max
[
P2 − i, 0
]
,max
[
P2 − i, 0
]
, . . . ,max
[
P2 − i, 0
]︸ ︷︷ ︸
n2
, . . .
. . . ,max
[
P` − i, 0
]
,max
[
P` − i, 0
]
, . . . ,max
[
P` − i, 0
]︸ ︷︷ ︸
n`
)
.
The following two lemmas immediately follow from the definition of I1 and the procedure of
10-insertion.
Lemma 1. In a state f = I1f1 (f1 ∈ ΩY1), no pattern with 101 exists.
Lemma 2. The number of the pattern 11 in f1 ∈ ΩY1 is equal to that of the pattern 111 in I1f1,
and it does not depend on the specific state f1. If we denote it by N2, it is calculated as
N2 =
P1∑
i=3
ki(i− 2). (1)
Then we have the following theorem.
Theorem 1.
CY (1, 2, . . . , r + 1) =
(
L1
L
r∏
i=1
(L1 − i)
(L1 + k1 − i)
)
CY1(1, 2, . . . , r) (r = 1, 2, . . . ).
Two Point Correlation Functions for a Periodic Box-Ball System 5
In particular,
CY (1, 2) =
(L1 − 1)
L(L1 + k1 − 1)
P1∑
i=3
ki(i− 2),
CY (1, 2, 3) =
L1(L1 − 1)(L1 − 2)
L(L1 + k1 − 1)(L1 + k1 − 2)CY1(1, 2).
Proof. We call a ‘block’ for a repeated 10 pattern of the form 10 10 · · · 10. We also call a 111
pattern for the pattern of the form 111.
First let us consider the case r = 1. From Lemma 2, the number of 111 patterns in I1f1 is
equal to
P1∑
i=3
ki(i − 2). Let B1 be a set
{
B1 ∈ (Z≥0)L1
∣∣ L1∑
i=1
bi = k1, B1 = (b1, b2, . . . , bL1)
}
. In
the process I1f1 7→ I(B1)f1, if 10 blocks is inserted between the left 1 and the middle 1 of a 111
pattern, then the 111 pattern in I(B1)f1 disappears. Let Ψ1 : Z≥0 × (F2 × F2)→ {0, 1} be the
function:
Ψ1(b;u1, u2) :=
{
1
(
b = 0, (u1, u2) = (1, 1)
)
,
0 otherwise
and ψ1(f1) := ]
{
i ∈ [L1]
∣∣ (f1(i), f1(i + 1)) = (1, 1)}. Since a state of ΩY is obtained by
10-insertion to a state in ΩY1 , we have
CY (1, 2) =
1
L|B1||ΩY1 |
∑
B1∈B1
∑
f1∈ΩY1
L∑
i=1
(
I(B1)f1
)
(i)
(
I(B1)f1
)
(i+ 1)
(
I(B1)f1
)
(i+ 2)
=
1
L|B1||ΩY1 |
∑
B1∈B1
∑
f1∈ΩY1
L1∑
i=1
Ψ1(bi; f1(i), f1(i+ 1))
=
1
L|B1||ΩY1 |
∑
B1∈B1
∑
f1∈ΩY1
L1∑
i=1
Ψ1(b1; f1(i), f1(i+ 1))
=
1
L|B1||ΩY1 |
∑
B1∈B1
∑
f1∈ΩY1
ψ1(f1)Ψ1(b1; 1, 1)
=
1
L|B1||ΩY1 |
∑
f1∈ΩY1
ψ1(f1)
∑
B1∈B1
Ψ1(b1; 1, 1)
=
(
L1+k1−2
k1
)
L|B1|
 1
|ΩY1 |
∑
f1∈ΩY1
ψ1(f1)
 = (L1 − 1)
L(L1 + k1 − 1)
P1∑
i=3
ki(i− 2).
From
P1∑
i=3
ki(i− 2) =
P1∑
i=2
ki(i− 1)− kˆ2 = L1CY1(1), (2)
we find
CY (1, 2) =
L1
L
(L1 − 1)
(L1 + k1 − 1)CY1(1).
For general r, if we define
Ψr(b1, b2, . . . , br;u1, u2, . . . , ur+1)
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:=
{
1
(
(b1, b2, . . . , br) = (0, 0, . . . , 0), (u1, u2, . . . , ur+1) = (1, 1, . . . , 1)
)
,
0 otherwise,
and ψr(f1) := ]
{
i ∈ [L1]
∣∣ (f1(i), f1(i + 1), . . . , f1(i + r)) = (1, 1, . . . , 1)}, we can proceed in
a similar manner to the case r = 1 as
CY (1, 2, . . . , r + 1) =
1
L|B1||ΩY1 |
∑
Br∈B1
∑
f1∈ΩY1
L∑
i=1
(
I(B1)f1
)
(i) · · · (I(B1)f1)(i+ r + 1)
=
1
L|B1||ΩY1 |
∑
Br∈B1
∑
f1∈ΩY1
L1∑
i=1
Ψr(bi, . . . , bi+r; f1(i), . . . , f1(i+ r + 1))
=
1
L|B1||ΩY1 |
∑
Br∈B1
∑
f1∈ΩY1
L1∑
i=1
Ψr(b1, . . . , br+1; f1(i), . . . , f1(i+ r + 1))
=
1
L|B1||ΩY1 |
∑
B1∈B1
∑
f1∈ΩY1
ψr(f1)Ψr(b1, · · · , br+1; (1, 1, . . . , 1))
=
(
L1+k1−r−1
k1
)
L|B1| ×
 1
|ΩY1 |
∑
f1∈ΩY1
ψr(f1)

=
(
L1+k1−r−1
k1
)
L
(
L1+k1−1
k1
) × L1CY1(1, 2, . . . , r)
=
L1CY1(1, 2, . . . , r)
L
r∏
i=1
(L1 − i)
(L1 + k1 − i) ,
which completes the proof. 
3 The second and the third nearest neighbor
correlation functions
3.1 Correlation function CY (2)
Using 10-insertion and the Young diagram Y1 defined in the previous section, we can rewrite
CY (2) as
CY (2) =
1
L|B1||ΩY1 |
∑
B1∈B1
∑
f1∈ΩY1
L∑
n=1
(
I(B1)f1
)
(n)
(
I(B1)f1
)
(n+ 2).
From this expression we can prove the following proposition which gives a key formula to cal-
culate CY (2).
Proposition 1. Let Φ0 : Z≥0 × (F2 × F2)→ Z≥0 be the function defined by
Φ0(b;u1, u2) :=

0 (b = 0),
b
(
b 6= 0, (u1, u2) = (0, 1), (1, 0)
)
,
b− 1 (b 6= 0, (u1, u2) = (0, 0), (1, 1)).
Then we have
CY (2) =
1
L
(N2 +R2), (3)
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where N2 is given in (1),
R2 = 1|B1|
∑
B1∈B1
∑
b∈(F2)2
φ0(f1; b) Φ0(b1; b) (f1 ∈ ΩY1),
and φ0(f1; b) := ]
{
i ∈ [L1]
∣∣ (f1(i), f1(i+ 1)) = b}.
Proof. We call a 1 ∗ 1 pattern for the pattern of the form 1 ∗ 1 where ∗ is either 1 or 0. From
Lemmas 1 and 2, we already know the number of 1 ∗ 1 patterns in I1f1. Hence we estimate
the number of the 1 ∗ 1 patterns generated and eliminated by inserting blocks 10 10 · · · 10 in the
process I1f1 7→ I(B1)f1. Since there appears no 1 ∗ 1 pattern between blocks, we have only
to count the number of the patterns 101 appeared in a block and a boundary and that of the
patterns 111 eliminated by 10-insertion; then, for bn ≥ 1, we observe the number of 1∗1 patterns
appeared by the operation of I2(B1) as
(1) f1(n)f1(n+ 1) = 00 −→ 010 10 · · · 100 ⇒ +(bn − 1),
(2) f1(n)f1(n+ 1) = 10 −→ 11010 10 · · · 100 ⇒ +bn,
(3) f1(n)f1(n+ 1) = 01 −→ 010 10 · · · 101 ⇒ +bn,
(4) f1(n)f1(n+ 1) = 11 −→ 110 10 · · · 101 ⇒ +(bn − 1).
Here we write the referred 1, 0s in I1f1 in bold scripts (1,0) for clarifying the results. Note that
if f1(n)f1(n + 1) = 11 and bn = 0, then we have the patterns 111 or 1110 or 1110 after the
operation of I2(B1). Hence, we have
R2 = 1|B1||ΩY1 |
∑
B1∈B1
∑
f1∈ΩY1
(
]
{
‘101’ ∈ I(B1)f1
}− ]{‘111’ ∈ I1f1 disappears in I(B1)f1})
=
1
|B1||ΩY1 |
∑
B1∈B1
∑
f1∈ΩY1
L1∑
i=1
Φ0(bi; f1(i), f1(i+ 1)).
Here ]
{
‘101’ ∈ I(B1)f1
}
denotes the number of ‘101’s in I(B1)f1 and ]
{
‘111’ ∈ I1f1 disappears
in I(B1)f1
}
denotes the number of ‘101’s which disappear by the operation I2(B1). Since
(b1, b2, . . . , bL1) ∈ B1 −→ (bi, bi+1, . . . , bL1 , b1, . . . , bi−1) ∈ B1,
we have∑
B1∈B1
Φ0(bi; f1(i), f1(i+ 1)) =
∑
B1∈B1
Φ0(b1; f1(i), f1(i+ 1)).
Thus we have
∑
B1∈B1
L1∑
i=1
Φ0(bi; f1(i), f1(i+ 1)) =
∑
B1∈B1
L1∑
i=1
Φ0(b1; f1(i), f1(i+ 1))
=
∑
B1∈B1
∑
b∈(F2)2
φ0(f1; b) Φ0(b1, b).
Furthermore, if f and f ′ are the states of PBBS with the same number of boxes, balls and
solitons, then φ0(f ; b) = φ0(f
′; b) for any b ∈ (F2)2, in particular, φ0(f1; b) = φ0(f ′1; b) for
f1, f
′
1 ∈ ΩY1 . Therefore we obtain (3). 
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For the evaluation of CY (2), we use the identity for binomial coefficients given in the following
lemma.
Lemma 3. For k ≤ l ≤ n, it holds that(
n
l
)
=
n−l∑
m=0
{(
k +m
k
)
−
(
k +m− 1
k
)}(
n− k −m
l − k
)
. (4)
Theorem 2.
CY (2) =
1
L
(
P1∑
i=3
ki(i− 2) + k1(k1 − 1)
L1 + k1 − 2 +
2kˆ2k1
L1 + k1 − 1
)
(5)
=
1
L
(
L1CY1(1) +
k1(k1 − 1)
L1 + k1 − 2 +
2kˆ2k1
L1 + k1 − 1
)
. (6)
Proof. There are
(
L1+k1−m−2
k1−m
)
elements with b1 = m (m ≥ 1) in the set B1. Since φ0(f1; (0, 1))
= φ0(f1; (1, 0)) = kˆ2 and φ0(f1; (0, 0)) + φ0(f1; (1, 1)) = L1 − 2kˆ2, we have
∑
B1∈B1
∑
b∈(F2)2
φ0(f1; b) Φ0(b1; b) =
k1∑
m=1
(
L1 + k1 −m− 2
k1 −m
) ∑
b∈(F2)2
φ0(f1; b) Φ0(m; b)
=
k1∑
m=1
(
L1 + k1 −m− 2
k1 −m
) ∑
b=(0,0), (1,1)
(m− 1)φ0(f1; b) +
∑
b=(0,1), (1,0)
mφ0(f1; b)

= L1
k1∑
m=1
(m− 1)
(
L1 + k1 −m− 2
k1 −m
)
+ 2kˆ2
(
L1 + k1 − 2
k1 − 1
)
,
that is,
CY (2) =
1
L

P1∑
i=3
ki(i− 2) +
L1
k1∑
m=1
(m− 1)
(
L1 + k1 −m− 2
k1 −m
)
|B1| +
2kˆ2
(
L1 + k1 − 2
k1 − 1
)
|B1|
 .
When we put n = L1 + k1 − 2 and l = L1, (4) turns into(
L1 + k1 − 2
L1
)
=
k1−2∑
m=0
(m+ 1)
(
L1 + k1 − 2− 2−m
k1 − 2−m
)
=
k1∑
m=1
(m− 1)
(
L1 + k1 − 2−m
k1 −m
)
.
Since |B1| =
(
L1 + k1 − 1
k1
)
, we obtain (5). Equation (6) follows from (2). 
3.2 Correlation function CY (3)
The evaluation of CY (3) can be done in analogous way to that of CY (2), although we have to
consider various patterns so that the expression may become fairly complicated.
Using 10-insertion and the Young diagram Y2 defined in the previous section, we have
CY (3) =
1
L|B1||B2||ΩY2 |
∑
B1∈B1
∑
B2∈B2
∑
f2∈ΩY2
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L∑
n=1
(
I(B1)I(B2)f2
)
(n)
(
I(B1)I(B2)f2
)
(n+ 3),
where B2 =
{
B2 ∈ (Z≥0)L2
∣∣ L2∑
i=1
bi = k2, B2 = (b1, b2, . . . , bL2)
}
. We call a 1 ∗ ∗1 pattern for an
array of 4 elements of the form 1 ∗ ∗1 where ∗∗ is 00 or 01 or 10 or 11. The following lemmas
are easily understood by the definition of 10-insertion and Proposition 1.
Lemma 4. In a state f = I1f1 (f1 ∈ ΩY1), no pattern with 1101 and 1011 exists.
Lemma 5. For B2 ∈ B2 and f2 ∈ ΩY2, the number of the 1 ∗ 1 patterns in f1 := I(B2)f2 is
equal to that of the patterns of the form 1001 and 1111 in I1f1, and is given by
P1∑
i=4
ki(i− 3) + j(B2),
where
j(B2) :=
L2∑
i=1
Φ0(b˜i; f2(i), f2(i+ 1))
(
B2 = (b˜1, b˜2, . . . , b˜L2) ∈ B2
)
.
Lemma 6. Let N˜2 :=
P1∑
i=4
ki(i − 3) and R˜2 := R2|(f1,B1)→(f2,B2) = 1|B2|
∑
B2∈B2
j(B2). Then we
have
CY1(2) =
1
L1
(N˜2 + R˜2).
Let us define
N3 := 1|B1||B2||ΩY2 |
∑
B1∈B1
∑
B2∈B2
∑
f2∈ΩY2
]
{
‘1111’,‘1001’ ∈ I1I(B2)f2
}
.
From Lemmas 4–6, we find N3 = L1CY1(2). If we define R3 by
CY (3) =
1
L
(N3 +R3) ,
it denotes the term which arises from 10-insertion I(B1), that is,
R3 = 1|B1||B2||ΩY2 |
∑
B1∈B1
∑
B2∈B2
∑
f2∈ΩY2
(
]
{
‘1101’, ‘1011’ ∈ I(B1)I(B2)f2
}
− ]{‘1001’, ‘1111’ ∈ I1I(B2)f2 disappear in I(B1)I(B2)f2}).
Then we obtain the following proposition which gives a key formula to calculate CY (3).
Proposition 2. Let us define the functions; Φ1 : Z≥0 × (F2)4 → {0, 1, 2}:
Φ1(b;u1, u2, u3, u4) :=

2
(
b 6= 0, (u1, u2, u3, u4) = (0, 1, 1, 0), (1, 0, 0, 1)
)
,
1
b 6= 0,
(u1, u2, u3, u4) = (1, 0, 0, 0), (0, 1, 0, 0),
(1, 1, 0, 0), (0, 0, 1, 0), (1, 0, 1, 0), (1, 1, 1, 0),
(0, 0, 0, 1), (0, 1, 0, 1), (1, 1, 0, 1), (0, 0, 1, 1),
(1, 0, 1, 1), (0, 1, 1, 1)
 ,
0 otherwise,
(7)
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Φ2 : (Z≥0)2 × (F2)4 → {−1, 0, 1}:
Φ2(b, b
′;u1, u2, u3, u4) :=

1
(
bb′ 6= 0, (u1, u2, u3, u4) = (1, 0, 0, 0), (0, 0, 0, 0)
)
,
−1
(
bb′ 6= 0, (u1, u2, u3, u4) = (1, 1, 0, 1), (0, 1, 0, 1),
(1, 1, 1, 1)
)
,
0 otherwise,
(8)
and Φ3 : (Z≥0)2 × (F2)4 → {−1, 0}:
Φ3(b, b
′;u1, u2, u3, u4) :=
{
−1 (bb′ 6= 0, (u1, u2, u3, u4) = (1, 1, 1, 1)),
0 otherwise.
(9)
Then we have
CY (3) =
1
L
(N3 +R3) , (10)
N3 = L1CY1(2), (11)
R3 = 1|B2||B1||ΩY2 |
∑
B2∈B2
∑
B1∈B1
∑
f2∈ΩY2
∑
b∈(F2)4
φ1(I(B2)f2; b)
(
Φ1(b1; b) + Φ2(b1, b2; b) + Φ3(b1, b3; b)
)
,
where
φ1(f1; b) := ]
{
i ∈ [L1]
∣∣ (f1(i− 1), f1(i), f1(i+ 1), f1(i+ 2)) = b}.
Proof. Equations (10) and (11) have already been shown. From (17) in Appendix A, we find
that
R3 = 1|B1||B2||ΩY2 |
∑
B2∈B2
∑
B1∈B1
∑
f2∈ΩY2
L1∑
i=1(
Φ1(bi; I(B2)f2(i− 1), I(B2)f2(i), I(B2)f2(i+ 1), I(B2)f2(i+ 2))
+ Φ2(bi, bi+1; I(B2)f2(i− 1), I(B2)f2(i), I(B2)f2(i+ 1), I(B2)f2(i+ 2))
+ Φ3(bi−1, bi+1; I(B2)f2(i− 1), I(B2)f2(i), I(B2)f2(i+ 1), I(B2)f2(i+ 2))
)
.
Since
(b1, b2, . . . , bL1) ∈ B1 −→ (bi, bi + 1, . . . , bL1 , b1, . . . , bi−1) ∈ B1,
we can rewrite∑
B1∈B1
Φ1(bi; I(B2)f2(i− 1), I(B2)f2(i), I(B2)f2(i+ 1), I(B2)f2(i+ 2))
=
∑
B1∈B1
Φ1(b1; I(B2)f2(i− 1), I(B2)f2(i), I(B2)f2(i+ 1), I(B2)f2(i+ 2)).
Furthermore
L1∑
i=1
Φ1(b1; I(B2)f2(i− 1), I(B2)f2(i), I(B2)f2(i+ 1), I(B2)f2(i+ 2))
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=
∑
b∈(F2)4
φ1(I(B2)f2; b)Φ1(b1; b).
Similar relations hold for Φ2 and Φ3, and we obtain
R3 = 1|B1||B2||ΩY2 |
∑
B2∈B2
∑
B1∈B1
∑
f2∈ΩY2
∑
b∈(F2)4
φ1(I(B2)f2; b)
(
Φ1(b1; b) + Φ2(b1, b2; b) + Φ3(b1, b3; b)
)
. 
Theorem 3.
CY (3) =
1
L
(
L1CY1(2) + 2K
(1)
1
(
3kˆ3 + 2k2 − R˜2
)
+K
(1)
1 K
(1)
2
{
L1 − 4kˆ3 − 3k2 − R˜2 −
(
K
(2)
1 + 1
)
L2CY2(1)− L1CY1(1, 2, 3)
}
−K(1)1 K(1)2 K(1)3
(L1 − 1)L1CY1(1, 2, 3)
k1 − 2
)
, (12)
where
K
(j)
i :=
kj − i+ 1
Lj + kj − i ,
and
R˜2 = 2kˆ3k2
L2 + k2 − 1 +
k2(k2 − 1)
L2 + k2 − 2 .
Proof. From (18) and (19) in Appendix B, we obtain the following equations:∑
B1∈B1
∑
b∈(F2)4
φ1(I(B2)f2; b)Φ1(b1; b) =
(
L1 + k1 − 2
k1 − 1
){
2
(
3kˆ3 + 2k2 − j(B2)
)}
, (13)
∑
B1∈B1
(
φ1(I(B2)f2; 1, 0, 0, 0)Φ2(b1, b2; 1, 0, 0, 0) + φ1(I(B2)f2; 0, 0, 0, 0)Φ2(b1, b2; 0, 0, 0, 0)
+ φ1(I(B2)f2; 1, 1, 0, 1)Φ2(b1, b2; 1, 1, 0, 1) + φ1(I(B2)f2; 0, 1, 0, 1)Φ2(b1, b2; 0, 1, 0, 1)
)
=
(
L1 + k1 − 3
k1 − 2
)(
φ1(I(B2)f2; 1, 0, 0, 0) + φ1(I(B2)f2; 0, 0, 0, 0)
− φ1(I(B2)f2; 1, 1, 0, 1)− φ1(I(B2)f2; 0, 1, 0, 1)
)
(14)
=
(
L1 + k1 − 3
k1 − 2
)(
L1 − 4kˆ3 − 3k2 − j(B2)−
L2∑
i=1
ζ(b˜i; f2(i), f2(i+ 1))−
P1∑
i=4
ki(i− 3)
)
,∑
B1∈B1
φ1(I(B2)f2; 1, 1, 1, 1)
(
Φ2(b1, b2; 1, 1, 1, 1) + Φ3(b1, b3; 1, 1, 1, 1)
)
= −
{(
L1 + k1 − 3
k1 − 2
)
+
(
L1 + k1 − 4
k1 − 2
)}
φ1(I(B2)f2; 1, 1, 1, 1), (15)
where (b˜1, b˜2, . . . , b˜L2) = B2 ∈ B2 and
ζ(b;u1, u2) :=
{
1
(
b 6= 0, (u1, u2) = (1, 1)
)
,
0 otherwise.
(16)
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Note that, from the definition,
1
|B2||ΩY2 |
∑
B2∈B2
∑
f2∈ΩY2
φ1(I(B2)f2; 1, 1, 1, 1) = L1CY1(1, 2, 3).
Since
(b˜1, b˜2, . . . , b˜L2) ∈ B2 −→ (b˜i, b˜i+1, . . . , b˜L2 , b˜1, . . . , b˜i−1) ∈ B2
and
]{‘11’ in f2 ∈ ΩY2} = ]{‘11’ in f ′2 ∈ ΩY2},∑
B2∈B2
L2∑
i=1
ζ(b˜i; f2(i), f2(i+ 1)) =
∑
B2∈B2
ζ(b˜1; 1, 1)
(
P1∑
i=4
ki(i− 3)
)
=
(
L2 + k2 − 2
k2 − 1
)
L2CY2(1).
Hence, we have
R3 = 1|B2|
∑
B2∈B2
{
2
(
3kˆ3 + 2k2 − j(B2)
) (L1+k1−2
k1−1
)(
L1+k1−1
k1
)
+
(
L1 − 4kˆ3 − 3k2 − j(B2)−
(
ζ(b˜1; 1, 1) + 1
) P1∑
i=4
ki(i− 3)
)(
L1+k1−3
k1−2
)(
L1+k1−1
k1
)
−
(
L1+k1−3
k1−2
)
+
(
L1+k1−4
k1−2
)(
L1+k1−1
k1
) 1|ΩY2 |
∑
f2∈ΩY2
φ1(I(B2)f2; 1, 1, 1, 1)
}
=
2k1
(
3kˆ3 + 2k2 − R˜2
)
L1 + k1 − 1
+
k1(k1 − 1)
{
L1 − 4kˆ3 − 3k2 − R˜2 −
(
k2
L2+k2−1 + 1
)
L2CY2(1)− L1CY1(1, 2, 3)
}
(L1 + k1 − 1)(L1 + k1 − 2)
− k1(k1 − 1)(L1 − 1)L1CY1(1, 2, 3)
(L1 + k1 − 1)(L1 + k1 − 2)(L1 + k1 − 3) .
From Proposition 2, this equation and K
(j)
i give (12). 
4 Concluding remarks
In this article, we showed a recursion formula for the N -point functions CY (1, 2, . . . , N − 1).
Using the formula, we explicitly calculated the second and the third nearest neighbor correla-
tion functions. In these estimations, we found that CY (3) is essentially obtained from CY (1),
CY (2) and CY (1, 2, 3). We expect that such recurrence formulae may exist for general N -point
functions. Obtaining the recurrence formulae and to clarify their relation to correlation functions
for quantum integrable systems are problems that will be addressed in the future.
A Evaluation of R3 in CY (3)
Let B2 ∈ B2, f2 ∈ ΩY2 and
Rˆ(B2; f2) :=
1
|B1|
∑
B1∈B1
(
]
{
‘1101’, ‘1011’ ∈ I(B1)I(B2)f2
}
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− ]{‘1001’, ‘1111’ ∈ I1I(B2)f2 disappear in I(B1)I(B2)f2}).
To evaluate Rˆ(B2; f2) we have to count the balance of the increment and the decrement of the
1 ∗ ∗1 patterns by 10-insertion. There are two types of such 1 ∗ ∗1 patterns:
(A) One of the 1s at the ends of a 1 ∗ ∗1 pattern originally belong to I1I(B2)f2;
(B) Both of the 1s at the ends come from 10-insertion I2(B1).
In each case, the variation is listed as follows.
(A) Let f1 = I(B2)f2. When a block 10 10 · · · 10︸ ︷︷ ︸
bn 6=0
is inserted between f1(n) and f1(n + 1), the
number of 1 ∗ ∗1 patterns of type (A) is given as:
(1) f1(n)f1(n+ 1) = 00 :
(a) 0000 −→ 0010 10 · · · 1000 ⇒ ±0 (+0,−0),
(b) 110000 −→ 110010 10 · · · 1000 ⇒ +1 (+1,−0),
(c) 0001 −→ 0010 10 · · · 1001 ⇒ +1 (+1,−0),
(d) 110001 −→ 110010 10 · · · 1001 ⇒ +2 (+2,−0);
(2) f1(n)f1(n+ 1) = 10 :
(a) 11000 −→ 11010 10 · · · 1000 ⇒ +1 (+1,−0),
(b) 11001 −→ 11010 10 · · · 1001 ⇒ +1 (+2,−1);
(3) f1(n)f1(n+ 1) = 01 :
(a) 0011 −→ 0010 10 · · · 1011 ⇒ +1 (+1,−0),
(b) 110011 −→ 110010 10 · · · 1011 ⇒ +1 (+2,−1);
(4) f1(n)f1(n+ 1) = 11 :
(a) 011100 −→ 0110 10 · · · 101100 ⇒ +2 (+2,−0),
(b) 0111100 −→ 01110 10 · · · 101100 ⇒ +1 (+2,−1),
(b′) 1111100 −→ 11110 10 · · · 101100 ⇒ +1 (+3,−2),
(c) 0111 −→ 0110 10 · · · 1011 ⇒ +1 (+2,−1),
(d) 011111 −→ 01110 10 · · · 10111 ⇒ ±0 (+2,−2),
(d′) 111111 −→ 11110 10 · · · 10111 ⇒ ±0 (+3,−3),
where +1 (+1,−0) etc. denote the numbers of the total (created, disappeared) 1 ∗ ∗1
patterns.
Note that total number does not depend on the length of the blocks and that the variation of
1 ∗ ∗1 patterns is determined for the four elements f1(n− 2)f1(n− 1)f1(n)f1(n+ 1). Hence, for
bn 6= 0, the contribution from a boundary and a block is summarized as
0
(
(0, 0, 0, 0), (1, 1, 1, 1)
)
,
1
 (1, 0, 0, 0), (0, 1, 0, 0), (1, 1, 0, 0), (0, 0, 1, 0),(1, 0, 1, 0), (1, 1, 1, 0), (0, 0, 0, 1), (0, 1, 0, 1),
(1, 1, 0, 1), (0, 0, 1, 1), (1, 0, 1, 1), (0, 1, 1, 1)
 ,
2
(
(0, 1, 1, 0), (1, 0, 0, 1)
)
.
For example, there is no contribution for
(
f1(n − 1), f1(n), f1(n + 1), f1(n + 2)
)
= (0, 0, 0, 0),
(1, 1, 1, 1), and +2 for
(
f1(n− 1), f1(n), f1(n+ 1), f1(n+ 2)
)
= (0, 1, 1, 0), (1, 0, 0, 1).
(B) When blocks are inserted between f1(n − 1) and f1(n) and between f1(n) and f1(n + 1)
(bn−1 6= 0, bn 6= 0), the total number of 1 ∗ ∗1 patterns generated between two blocks is
given as:
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(1) f1(n− 1)f1(n)f1(n+ 1) = 000 :
−→ 010 · · · 10010 10 · · · 100 ⇒ (+1,±0),
(2) f1(n− 1)f1(n)f1(n+ 1) = 001 :
−→ 010 · · · 10010 10 · · · 101 ⇒ (+1,−1),
(3) f1(n− 1)f1(n)f1(n+ 1) = 010 :
−→ 010 · · · 1011010 10 · · · 100 ⇒ (±0,±0),
(4) f1(n− 1)f1(n)f1(n+ 1) = 011 :
−→ 010 · · · 10110 10 · · · 101 ⇒ (+1,−1),
(5) f1(n− 1)f1(n)f1(n+ 1) = 100 :
−→ 11010 · · · 10010 10 · · · 100 ⇒ (+1,−1),
(6) f1(n− 1)f1(n)f1(n+ 1) = 101 :
−→ 11010 · · · 10010 10 · · · 101 ⇒ (+1,−2),
(7) f1(n− 1)f1(n)f1(n+ 1) = 110 :
−→ 110 · · · 1011010 10 · · · 100 ⇒ (±0,±0),
(8) f1(n− 1)f1(n)f1(n+ 1) = 111 :
(a) −→ 0110 · · · 10110 10 · · · 101 ⇒ (+1,−1),
(b) −→ 1110 · · · 10110 10 · · · 101 ⇒ (+1,−2);
Here (+1,±0) etc. denote the number of 1 ∗ ∗1 patterns which (arise between blocks, are
eliminated by the 10-insertion of blocks).
When a block is inserted between f1(n − 2) and f1(n − 1) and another block is inserted
between f1(n) and f1(n+ 1);
(9) f1(n− 1)f1(n)f1(n+ 1) = 111 :
(a) −→ 010 · · · 101110 10 · · · 101 ⇒ (±0,±0),
(b) −→ 110 · · · 101110 10 · · · 101 ⇒ (±0,−1).
From these list, we find that the pattern f1(n−1)f1(n)f1(n+1)f1(n+2) determines the variation
locally. For bnbn+1 6= 0,
1
(
(1, 0, 0, 0), (0, 0, 0, 0)
)
,
−1
(
(1, 1, 0, 1), (0, 1, 0, 1),
(1, 1, 1, 1)
)
,
0 otherwise,
and for bn−1 6= 0, bn = 0, bn+1 6= 0,{
−1 (1, 1, 1, 1),
0 otherwise.
Therefore, using the functions Φ1, Φ2 and Φ3 (7)–(9) in Proposition 2, we obtain
Rˆ(B2; f2) =
1
|B1|
∑
B1∈B1
L1∑
i=1(
Φ1(bi; I(B2)f2(i− 1), I(B2)f2(i), I(B2)f2(i+ 1), I(B2)f2(i+ 2))
+ Φ2(bi, bi+1; I(B2)f2(i− 1), I(B2)f2(i), I(B2)f2(i+ 1), I(B2)f2(i+ 2)) (17)
+ Φ3(bi−1, bi+1; I(B2)f2(i− 1), I(B2)f2(i), I(B2)f2(i+ 1), I(B2)f2(i+ 2))
)
.
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B Derivation of equations (13), (14) and (15)
From (17) and Proposition 2, we find
Rˆ(B2; f2) =
1
|B1|
∑
B1∈B1
∑
b∈(F2)4
φ1(I(B2)f2; b)
(
Φ1(b1; b) + Φ2(b1, b2; b) + Φ3(b1, b3; b)
)
.
Let f1 := I(B2)f2. First we consider the term:
RˆA(B2; f2) :=
1
|B1|
∑
B1∈B1
∑
b∈(F2)4
φ1(I(B2)f2; b)Φ1(b1; b)
=
1
|B1|
∑
B1∈B1
L1∑
n=1
Φ1(b1; f1(n− 1), f1(n), f1(n+ 1), f1(n+ 2)).
For b 6= 0, we observe Φ1(b;b) = ]
{
‘10’,‘01’ ∈ b} − ]{‘101’,‘010’ ∈ b}. There are kˆ2 ‘10’s, the
same number of ‘01’s and j(B2) + ]
{
‘10’ inserted between consecutive 1’s
}
‘101’s in f1. Since
the number of ‘010’s is equal to ]
{
‘10’
}− ]{‘10’ inserted between consecutive 1’s}, we find
RˆA(B2; f2) = 6kˆ2 − 2j(B2)− 2k2. (18)
The rest terms can be evaluated by counting the numbers of 3-tuples in f1.
• the number of (f1(n− 1), f1(n), f1(n+ 1)) = (0, 0, 1), (1, 0, 0) is
2kˆ2 − ]
{
n ∈ [L2]
∣∣(f1(n− 1), f1(n), f1(n+ 1)) = (1, 0, 1)};
• the number of (f1(n− 1), f1(n), f1(n+ 1)) = (0, 1, 0) is
k2 −
L2∑
i=1
ζ(b˜i; f2(i), f2(i+ 1))
where ζ(b;u1, u2) is defined by (16);
• the number of (f1(n− 1), f1(n), f1(n+ 1)) = (0, 1, 1), (1, 1, 0) is
2kˆ3 + 2
L2∑
i=1
ζ(b˜i; f2(i), f2(i+ 1));
• the number of (f1(n− 1), f1(n), f1(n+ 1)) = (1, 0, 1), (1, 1, 1) is
P1∑
i=4
ki(i− 3) + j(B2).
Hence we have
] {‘000’ ∈ I(B2)f2} − ] {‘101’ ∈ I(B2)f2}
= L1 − 4kˆ3 − 3k2 − j(B2)−
L2∑
i=1
ζ(b˜i; f2(i), f2(i+ 1))−
P1∑
i=4
ki(i− 3).
Therefore
φ1(I(B2)f2; 1, 0, 0, 0) + φ1(I(B2)f2; 0, 0, 0, 0)− φ1(I(B2)f2; 1, 1, 0, 1)
− φ1(I(B2)f2; 0, 1, 0, 1) = ] {‘000’ ∈ I(B2)f2} − ] {‘101’ ∈ I(B2)f2}
= L1 − 4kˆ3 − 3k2 − j(B2)−
L2∑
i=1
ζ(b˜i; f2(i), f2(i+ 1))−
P1∑
i=4
ki(i− 3). (19)
From (18) and (19), Rˆ(B2; f2) can be obtained as shown in the proof of Theorem 3.
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