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Abstract
In this paper we derive a new framework for independent component analysis (ICA), called
measure-transformed ICA (MTICA), that is based on applying a structured transform to
the probability distribution of the observation vector, i.e., transformation of the proba-
bility measure defined on its observation space. By judicious choice of the transform we
show that the separation matrix can be uniquely determined via diagonalization of several
measure-transformed covariance matrices. In MTICA the separation matrix is estimated
via approximate joint diagonalization of several empirical measure-transformed covariance
matrices. Unlike kernel based ICA techniques where the transformation is applied repeti-
tively to some affine mappings of the observation vector, in MTICA the transformation is
applied only once to the probability distribution of the observations. This results in per-
formance advantages and reduced implementation complexity. Simulations demonstrate
the advantages of the proposed approach as compared to other existing state-of-the-art
methods for ICA.
Keywords: Approximate joint diagonalization, blind source separation, independent
component analysis, probability measure transform.
1. Introduction
Independent component analysis (ICA) is a technique for multivariate data analysis that
aims at decomposing an observed random vector into linear combination of mutually inde-
pendent random variables (Common, 1994; Hyva¨rinen et al., 2001). The observation vector
is assumed to be generated by an unknown linear mixture of mutually independent latent
variables, called sources, with unknown distributions. The coefficient matrix of the linear
mixture is called the mixing matrix and assumed to be invertible. Given a sequence of i.i.d.
samples from the distribution of the observed vector, ICA aims to estimate the inverse of the
mixing matrix, called the separation matrix, that is used for recovering the sources. Unlike
principal component analysis, ICA can deal with a general mixing structure, which is not
constrained to be orthogonal. The mutual independence assumption is plausible in a wide
variety of fields, including telecommunications (Qin et al., 2009; Zhao et al., 2009), finance
(Back and Weigend, 1997; Liu et al., 2009), and biomedical signal analysis (Makeig et al.,
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1996; Calhoun et al., 2004), which makes ICA a natural tool for blind source separation in
linear mixtures.
ICA algorithms can be categorized as either parametric or semi-parametric. Parametric
ICA methods involve specifying parametric models for the probability distributions of the
sources followed by optimization of contrast functions that involve both the mixing matrix
and the model’s nuisance parameters. Generally, these contrast functions are based on
the likelihood function (Bell and Sejnowski, 1995; Lee et al., 1999; Pham and Garat, 1999;
Koldovsky et al., 2006; Todros and Tabrikian, 2007), on non-Gaussianity measures such
as kurtosis (Hyva¨rinen and Oja, 1997), or on high-order correlations such as fourth-order
cross-cumulants (Cardoso and Souloumiac, 1993; Cardoso, 1999). The main drawback of
these techniques is that they might fail whenever the modeling assumptions are not satisfied.
Unlike parametric ICA techniques, semi-parametric ICA methods (Yeredor, 2000; Bach and
Jordan, 2002; Learned-Miller and Fisher, 2003; Boscolo et al., 2004; Shen et al., 2009; Li
and Adalı, 2010) assume nothing about the probability distributions of the sources, which
make them more robust to varying source distributions.
Another way to classify ICA algorithms is to divide them into data-based and statistically-
based techniques. Data-based techniques (Bell and Sejnowski, 1995; Hyva¨rinen and Oja,
1997; Lee et al., 1999; Bach and Jordan, 2002; Learned-Miller and Fisher, 2003; Boscolo
et al., 2004; Koldovsky et al., 2006; Shen et al., 2009; Li and Adalı, 2010) involve successive
linear transformations that are applied to the data until some criterion of independence
is maximized. These techniques require storage of the entire data record since it must be
re-analyzed at each iteration. Unlike data-based techniques, in statistically-based methods
(Cardoso and Souloumiac, 1993; Common, 1994; Belouchrani et al., 1997; Yeredor, 2000;
Todros and Tabrikian, 2007), the data is condensed into a smaller set of summary statis-
tics that are computed only once. These summary statistics are then used to estimate the
separation matrix.
In this paper we introduce a new semi-parametric statistically-based ICA framework.
The proposed framework, called measure-transformed ICA (MTICA), is inspired by a mea-
sure transformation approach that was recently applied to canonical correlation analysis
(Todros and Hero, 2012). MTICA is based on applying a transform to the probability dis-
tribution of the observation vector, i.e., transformation of the probability measure defined
on the observation space. The proposed transform is structured by a non-negative function
called the MT-function. It preserves statistical independence and maps the probability dis-
tribution into a set of new probability measures on the observation space. By modifying
the MT-function, classes of measure transformations can be obtained that have different
useful properties. Under the proposed transform we define the measure-transformed (MT)
covariance and derive its strongly consistent estimate, which is also shown to be Fisher
consistent (Cox and Hinkley, 1974). Robustness of the empirical MT-covariance to outliers
is studied by analyzing its influence function (Hampel, 1974). A sufficient condition on the
MT-function that guarantees B-robustness of the empirical-MT covariance is established.
In MTICA the separation matrix is estimated via approximate joint diagonalization (Flury
and Gautschi, 1986; Cardoso and Souloumiac, 1996; Pham, 2001; Yeredor, 2002; Ziehe et al.,
2004; Vollgraf and Obermayer, 2006; Fadaili et al., 2007; Li and Zhang, 2007; Tichavsky´
and Yeredor, 2009; Todros and Tabrikian, 2010) of several empirical measure-transformed
covariance matrices.
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The MT-function are selected from either exponential or Gaussian families of func-
tions parameterized by scale and/or translation parameters. When we use an exponential
MT-function the corresponding measure-transformed covariance matrix of the observation
vector is equal to the Hessian of the cumulant-generating-function, resulting in the ICA
method proposed in (Yeredor, 2000), which we call here exponential-MTICA. In (Yeredor,
2000) the author showed that if at most one of the sources is Gaussian, then the mixing
matrix can be uniquely identified, up to scaling and permutations of its columns, via non-
symmetric eigenvalue decomposition that involves two Hessians of the cumulant-generating-
function. Based on this property, exponential-MTICA estimates the separation matrix via
non-orthogonal approximate joint diagonalization (NOAJD) (Pham, 2001; Yeredor, 2002;
Ziehe et al., 2004; Vollgraf and Obermayer, 2006; Fadaili et al., 2007; Li and Zhang, 2007;
Todros and Tabrikian, 2010) over a set of empirical exponential MT-covariance matrices.
These matrices are obtained by evaluating the exponential MT-function at different test-
points in the parameter space.
When we use a Gaussian MT-function a new algorithm for ICA, called Gaussian-
MTICA, is obtained. We show that if at most one of the sources is Gaussian, then the
unitary mixing matrix associated with the whitened observation vector can be uniquely
identified via symmetric eigenvalue decomposition of a single Gaussian MT-covariance ma-
trix. Gaussian-MTICA estimates the separation matrix via empirical whitening and or-
thogonal approximate joint diagonalization (OAJD) (Flury and Gautschi, 1986; Cardoso
and Souloumiac, 1996) over a set of empirical Gaussian MT-covariance matrices. As in
exponential-MTICA, these matrices are obtained by evaluating the Gaussian MT-function
at different test-points in the parameter space.
In the paper we show that identifiability of the mixing matrices in the exponential-
MTICA and Gaussian-MTICA algorithms is based on the following measure-transformation
invariance properties: (1) The Gaussian family of distributions is closed under measure
transformations generated by the exponential or Gaussian MT-functions. (2) A random
variable is Gaussian if and only if its measure-transformed variance generated by the ex-
ponential or Gaussian MT-functions is constant over any open interval defined over their
scaling and translation parameter axes.
MTICA has the following advantages over existing state-of-the-art ICA methods: (1) Sim-
ilarly to other semi-parametric ICA techniques, such as kernel-ICA-KGV (KGV) (Bach and
Jordan, 2002) and RADICAL (Learned-Miller and Fisher, 2003), MTICA do not rely on
restrictive assumptions about the distribution of the sources. Therefore, unlike paramet-
ric ICA methods such as fast-ICA (FICA) (Hyva¨rinen and Oja, 1997), efficient fast-ICA
(EFICA) (Koldovsky et al., 2006), JADE (Cardoso and Souloumiac, 1993) and extended
Infomax (EIMAX) (Lee et al., 1999), the MTICA methods are more robust to varying
source distributions. (2) MTICA is comprised of a non-iterative part for estimation of the
MT-covariance matrices followed by an iterative part for performing approximate joint di-
agonalization. The non-iterative part has computational complexity that is linear in the
sample size while the computational complexity of the iterative part is sample size inde-
pendent. This results in reduced computational complexity in comparison to data-based
techniques such as KGV and RADICAL whose computational complexity is super-linear in
the sample size. (3) In contrast to KGV the MTICA techniques do not expand the dimen-
sion of the observed vector, nor do they require regularization of the measure-transformed
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covariance matrices. (4) Unlike KGV that involves complex optimization over the Stiefel
manifold (Edelman et al., 1999), the MTICA methods are easy to implement and only
involve simple estimation of some MT-covariance matrices followed by approximate joint
diagonalization which can be performed with off-the-shelf algorithms (Flury and Gautschi,
1986; Cardoso and Souloumiac, 1996; Pham, 2001; Yeredor, 2002; Ziehe et al., 2004; Voll-
graf and Obermayer, 2006; Fadaili et al., 2007; Li and Zhang, 2007; Tichavsky´ and Yeredor,
2009; Todros and Tabrikian, 2010). (5) The Gaussian MT-function is bounded and has the
property that it de-emphasizes samples distant from its location parameter. Consequently,
unlike cumulant based techniques such as JADE, FICA, and EFICA the Gaussian-MTICA
is highly robust to outliers. This property is supported by the fact that the empirical
Gaussian MT-covariance, whose influence function is bounded, is B-robust. (6) Unlike ICA
techniques that are based on whitening and unitary de-mixing, the exponential-MTICA
algorithm is more robust to model mismatch scenarios where the whitened observations do
not admit unitary mixing.
The proposed MTICA approach is evaluated by simulation to illustrate its advantages
relative to other state-of-the-art ICA techniques, such as FICA, EFICA, JADE, EIMAX,
KGV, and RADICAL.
The paper is organized as follows. In Section 2, we review the ICA problem. In Section
3, the MTICA procedure is derived. In Section 4, the exponential-MTICA method and
its relation to (Yeredor, 2000) are discussed. In Section 5, the Gaussian-MTICA method
is developed. Comparisons between exponential-MTICA and Gaussian-MTICA are given
in Section 6. In Section 7, the computational complexity of the MTICA algorithms is
discussed and compared to those of other ICA techniques. In Section 8, the performance
of the proposed approach is compared to other ICA techniques via simulation experiments.
In Section 9, the main points of this contribution are summarized. The propositions and
theorems stated throughout the paper are proved in the Appendices.
2. Independent component analysis: Review
2.1 Preliminaries
Let X = [X1, . . . , Xp]
T denote a random vector, whose observation space is X ⊆ Rp. We
define the measure space (X ,SX , PX), where SX is a σ-algebra over X , and PX is the joint
probability measure on SX . Let X k denote the observation space of Xk. The marginal
probability measure of PX on SXk is denoted by PXk , were SXk is the σ-algebra over X k.
Let g (·) denote an integrable scalar function on X . The expectation of g (X) under PX is
defined as
E [g (X) ;PX] ,
∫
X
g (x) dPX (x) , (1)
where x ∈ X . The components of X are mutually independent under PX if
E [g (Xj)h (Xk) ;PX] = E
[
g (Xj) ;PXj
]
E [h (Xk) ;PXk ] ∀j 6= k, (2)
for all integrable scalar functions g (·), h (·) on X . The components of X are mutually
uncorrelated under PX if
E [XjXk;PX] = E
[
Xj ;PXj
]
E [Xk;PXk ] ∀j 6= k. (3)
4
The empirical distribution, PˆX, based on a sequence of samples Xn, n = 1, . . . , N , is specified
by
PˆX (A) =
1
N
N∑
n=1
δXn (A) , (4)
where A ∈ SX and δXn (·) is the Dirac probability measure at Xn (Folland, 1984).
2.2 Independent component analysis
The instantaneous noiseless ICA model takes the following form:
X = AS, (5)
where X ∈ Rp, p ≥ 2, is an observed random vector, A ∈ Rp×p is an invertible unknown ma-
trix, called the mixing matrix, and S ∈ Rp is a latent random vector comprised of mutually
independent variables having finite second-order moments and unknown distributions. The
components of S are also called sources. Under the model (5) it has been shown that the
mixing matrix A can be uniquely identified, up to permutation and scaling of its columns,
if and only if at most one of the sources is Gaussian (Kagan et al., 1973; Common, 1994;
Hyva¨rinen et al., 2001; Errikson and Koivunen, 2004). Given a sequence of i.i.d. samples
from PX, ICA aims to estimate the separation matrix B = A
−1 and thus, recover the
sources using the relation S = BX.
Many state-of-the-art ICA algorithms, such as JADE, FICA, EFICA, EIMAX, KGV
and RADICAL, referenced in Section 1, apply whitening to the observed vector X. The
whitened observation vector is represented as
Z , WX = US, (6)
where W ∈ Rp×p is the whitening matrix and U , WA. Assuming, without loss of
generality, that the components of S have unit variances, one can easily verify that the
matrix U is unitary leading to a unitary mixing model. Let V , UT , where (·)T denotes
the transpose operator. ICA algorithms that use whitening implement an estimate of V
using constraint optimization over the Stiefel manifold of unitary matrices (Edelman et al.,
1999). The empirical separation matrix is then obtained using the relation B = VW.
3. Measure transformed ICA
In this section the MTICA procedure is presented. First, a transform that maps a proba-
bility measure PX into a set of probability measures
{
Q
(u)
X
}
on SX is defined that has the
property that it preserves mutual independence between the components of X under PX.
Second, we define the measure-transformed covariance and derive its strongly consistent
estimate, which is also shown to be Fisher consistent (Cox and Hinkley, 1974). Robust-
ness of the empirical measure-transformed covariance to outliers is studied by analyzing the
boundedness of its influence function (Hampel, 1974). Finally, based on the mixing models
(5), (6), the MTICA procedure is specified by performing approximate joint diagonalization
of a set of empirical measure-transformed covariance matrices.
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3.1 Probability measure transform
Definition 1. Given a probability measure PX and a non-negative function u : Rp → R+
satisfying
u (X) =
p∏
k=1
uk (Xk) , uk : R→ R+, k = 1, . . . , p, (7)
and
0 < E [u (X) ;PX] <∞, (8)
a transform on PX is defined via the following relation:
Q
(u)
X (A) , Tu [PX] (A) =
∫
A
ϕu (x) dPX (x) , (9)
where A ∈ SX , x = [x1, . . . , xp]T ∈ X , and
ϕu (x) ,
u (X)
E [u (X) ;PX]
. (10)
The function u (·), associated with the transform Tu [·], is called the MT-function.
In the following Proposition, some properties of the measure transform (9) are given.
Proposition 1. Let Q
(u)
X be defined by relation (9). Then
(1) Q
(u)
X is a probability measure on SX .
(2) Q
(u)
X is absolutely continuous w.r.t. PX, with Radon-Nikodym derivative (Folland, 1984)
given by
dQ
(u)
X (x)
dPX (x)
= ϕu (x) . (11)
(3) Assume that the MT-function u (·) is strictly positive, then PX is absolutely continuous
w.r.t. Q
(u)
X with a strictly positive Radon-Nikodym derivative given by
dPX (x)
dQ
(u)
X (x)
= ϕ−1u (x) =
u−1 (x)
E
[
u−1 (X) ;Q(u)X
] . (12)
(4) If X1, . . . , Xp are mutually independent under PX, then they are mutually independent
under Q
(u)
X .
[A proof is given in Appendix A]
The probability measure Q
(u)
X is said to be generated by the MT-function u (·). By
modifying u (·), such that the conditions (7), (8) are satisfied, virtually any probability
measure on SX can be obtained.
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3.2 The measure-transformed covariance
According to (1) and (11) the measure-transformed covariance of X under Q
(u)
X is given by
Σ
(u)
X = E
[
XXTϕu (X) ;PX
]− µ(u)X µ(u)TX , (13)
where
µ
(u)
X , E [Xϕu (X) ;PX] (14)
is the measure-transformed expectation of X under Q
(u)
X . Equation (13) implies that Σ
(u)
X
is a weighted covariance matrix of X under PX, with weighting function ϕu (·). Hence,
Σ
(u)
X can be estimated using only samples from the distribution PX. By modifying the
MT-function u (·), such that the conditions (7), (8) are satisfied, the MT-covariance matrix
under Q
(u)
X is modified. In particular, by choosing u (x) ≡ 1, we have Q(u)X = PX, and the
standard covariance matrix is obtained.
In the following Proposition a strongly consistent estimate of the measure-transformed
covariance is given that is based on i.i.d. samples from the probability distribution PX.
Proposition 2. Let Xn, n = 1, . . . , N denote a sequence of i.i.d. samples from the distri-
bution PX, and define the empirical covariance estimate
Σˆ
(u)
X ,
N∑
n=1
XnX
T
n ϕˆu (Xn)− µˆ(u)x µˆ(u)Tx , (15)
where
µˆ
(u)
X ,
N∑
n=1
Xnϕˆu (Xn) , (16)
and
ϕˆu (Xn) ,
u (Xn)
N∑
n=1
u (Xn)
. (17)
Assume
E
[
u2 (X) ;PX
]
<∞ and E [X4k ;PX] <∞ ∀k = 1, . . . , p. (18)
Then Σˆ
(u)
X → Σ(u)X almost surely as N →∞. [The proof is similar to the proof of Proposition
3 in (Todros and Hero, 2012) and therefore is omitted]
Note that for u (X) ≡ 1 the estimator NN−1Σˆ
(u)
X reduces to the standard unbiased esti-
mator of the covariance matrix ΣX. Also notice that Σˆ
(u)
X can be written as a statistical
functional Hu [·] of the empirical probability measure PˆX (4), i.e.,
Σˆ
(u)
X =
E
[
XXTu (X) ; PˆX
]
E
[
u (X) ; PˆX
] − E
[
Xu (X) ; PˆX
]
E
[
XTu (X) ; PˆX
]
E2
[
u (X) ; PˆX
] , Hu [PˆX] . (19)
According to (10), (13), (14), and (19), when PˆX is replaced by the true probability measure
PX we have Hu [PX] = Σ
(u)
X , which implies that Σˆ
(u)
X is Fisher consistent (Cox and Hinkley,
1974).
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3.3 Robustness of the empirical MT-covariance to outliers
Here, we study the robustness of the empirical MT-covariance Σˆ
(u)
X to outliers using its
influence function. Define the probability measure P , (1− )PX + δy, where 0 ≤  ≤ 1,
y ∈ Rp, and δy is a Dirac probability measure at y. The influence function of a Fisher
consistent estimator with statistical functional H [·] at probability distribution PX is defined
pointwise as (Hampel, 1974):
IFH,PX (y) , lim→0
H [P]−H [PX]

=
∂H [P]
∂
∣∣∣∣
=0
. (20)
The influence function describes the effect on the estimator of an infinitesimal contamination
at the point y. An estimator is said to be B-robust if its influence function is bounded. Using
(10), (13), (14), (19) and (20) one can verify that the influence function of the empirical
MT-covariance is given by
IFHu,PX (y) =
u (y)
E [u (X) ;PX]
((
y − µ(u)X
)(
y − µ(u)X
)T −Σ(u)X ) . (21)
The following proposition states a sufficient condition for boundedness of (21).
Proposition 3. The influence function (21) is bounded if the MT-function u(y) is bounded,
and there exists a constant c > 0 such that u(y) ≤ c‖y‖−22 , where ‖ ·‖2 denotes the l2-norm.
[A proof is given in Appendix B]
In Section 5 we show that MT-functions chosen from the Gaussian family of functions
satisfy these conditions, resulting in a measure-transformed ICA algorithm that is resilient
to outliers.
3.4 The MTICA procedure
In MTICA we choose a sequence of MT-functions um (·), m = 1, . . . ,M that satisfies at
least one of the following conditions:
(1) Under the ICA model (5) the separation matrix B is the unique matrix (up to per-
mutation and scaling of its rows) that jointly diagonalizes the MT-covariance matrices
Σ
(um)
X , m = 1, . . . ,M .
(2) Under the unitary mixing model (6) the matrix V = UT is the unique matrix (up to
permutation and sign of its rows) that jointly diagonalizes the MT-covariance matrices
Σ
(um)
Z , m = 1, . . . ,M .
When the first condition is satisfied, the separation matrix B is estimated via NOAJD
of the empirical MT-covariances Σˆ
(um)
X , m = 1, . . . ,M . The NOAJD (Pham, 2001; Yere-
dor, 2002; Ziehe et al., 2004; Vollgraf and Obermayer, 2006; Fadaili et al., 2007; Li and
Zhang, 2007; Todros and Tabrikian, 2010) seeks a non-singular matrix Bˆ ∈ Rp×p, such
that BˆΣˆ
(um)
X Bˆ
T , m = 1, . . . ,M are “as diagonal as possible” in the sense that a deviation
measure from diagonality is minimized. The MTICA procedure in this case is summarized
in Algorithm 1.
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Algorithm 1 MTICA with no whitening
Input: A sequence of data samples Xn, n = 1, . . . , N .
1: Choose a sequence of MT-functions um (·), m = 1, . . . ,M , such that B is the unique
joint diagonalization marix of Σ
(um)
X , m = 1, . . . ,M .
2: Using (15)-(17) derive the empirical MT-covariances Σˆ
(um)
X , m = 1, . . . ,M .
3: Find the NOAJD matrix Bˆ of Σˆ
(um)
X , m = 1, . . . ,M .
Output: The empirical separation matrix Bˆ.
Alternatively, when the second condition is satisfied the observations are whitened, and
the estimate of V is obtained via OAJD of the empirical MT-covariance matrices Σˆ
(um)
Zˆ ,
m = 1, . . . ,M , where Zˆ , WˆX and Wˆ is the empirical whitening matrix. The OAJD (Flury
and Gautschi, 1986; Cardoso and Souloumiac, 1996) seeks a unitary matrix Vˆ ∈ Rp×p, such
that VˆΣˆ
(um)
Zˆ Vˆ
T , m = 1, . . . ,M are “as diagonal as possible” by, once again, minimizing a
deviation measure from diagonality. The empirical separation matrix is obtained by taking
Bˆ = VˆWˆ. The MTICA procedure in this case is summarized in Algorithm 2.
Algorithm 2 MTICA with whitening
Input: A sequence of data samples Xn, n = 1, . . . , N .
1: Choose a sequence of MT-functions um (·), m = 1, . . . ,M , such that V is the unique
joint diagonalization matrix of Σ
(um)
Z , m = 1, . . . ,M .
2: Estimate the whitening matrix Wˆ.
3: Generate the sequence Zˆn = WˆXn, n = 1, . . . , N .
4: Using (15)-(17) derive the empirical MT-covariances Σˆ
(um)
Zˆ , m = 1, . . . ,M .
5: Find the OAJD matrix Vˆ of Σˆ
(um)
Zˆ , m = 1, . . . ,M .
Output: Obtain an estimate of B by taking Bˆ = VˆWˆ.
By modifying the MT-functions such that the stated conditions are satisfied a family of
measure-transformed independent component analyses can be obtained. Particular choices
of MT-functions leading to the exponential and Gaussian MTICA algorithms are discussed
in the next sections.
4. Exponential-MTICA
In this section we parameterize the MT-function u (·; t), with scaling parameter t ∈ Rp under
the exponential family of functions. Under this choice of MT-function the MT-covariance
is given by the Hessian of the cumulant-generating-function resulting in the ICA algorithm
proposed in (Yeredor, 2000).
4.1 The exponential MT-covariance matrix
Let uE (·; ·) be defined as the parameterized function
uE (x; t) , exp
(
tTx
)
, (22)
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where t ∈ R. Using (10), (13) and (22) one can easily verify that the covariance matrix of
X under Q
(uE)
X takes the form
Σ
(uE)
X (t) =
∂2 logMX (t)
∂t∂tT
, (23)
where
MX (t) , E
[
exp
(
tTX
)
;PX
]
(24)
is the moment generating function of X, and it is assumed that MX (t) is finite in some
open region in Rp containing the origin. Note that the covariance matrix in (23) involves
higher-order statistics of X. Additionally, observe that Σ
(uE)
X (t) reduces to the standard
covariance matrix ΣX for t = 0.
In the following lemma, directly following from (10)-(12) and the definition of the expo-
nential MT-function (22), one sees that the Gaussian family of probability measures is closed
under the measure transformation (9) when generated by the exponential MT-function.
Lemma 1. A random vector X is Gaussian under the probability measure PX if and only
if it remains Gaussian under the transformed probability measure Q
(uE)
X generated by the
exponential MT-function uE (·; ·).
This property is used in proving the following theorem that states a necessary and
sufficient condition for Gaussianity of a random variable X based on its exponential MT-
variance.
Theorem 1. A random variable X with corresponding probability measure PX is Gaussian
if and only if the the exponential MT-variance satisfies
σ
(uE)
X (t) = c ∀t ∈ (t0 − , t0 + ) , (25)
where c and  are some positive constants and t0 is an arbitrary point in R. [A proof is
given in Appendix C]
Hence, if a random variableX is non-Gaussian then its exponential MT-variance σ
(uE)
X (t)
cannot be constant over any open interval. This property is used in the following subsection
to establish identifiability of the mixing matrix A.
4.2 Identifiability of the mixing matrix A under two exponential
MT-covariance matrices
Using (5), (10), (13) and (22) it can be shown that for any choice of the scaling parameter
t the exponential MT-covariance of the observation vector X has the following structure:
Σ
(uE)
X (t) = AΣ
(uE)
S
(
AT t
)
AT , (26)
where Σ
(uE)
S (·) is the covariance matrix of the latent vector S under the transformed prob-
ability measure Q
(uE)
S . Since the components of S are mutually independent under PS, by
Property 4 in Proposition 1, they are mutually independent under Q
(uE)
S , and therefore,
Σ
(uE)
S (·) must be diagonal. Thus, the following property follows directly from (26):
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Proposition 4. Let t1 and t2, t1 6= t2, denote two arbitrary points in Rp. Assume that
(1) The matrices Σ
(uE)
S
(
AT t1
)
, and Σ
(uE)
S
(
AT t2
)
have finite diagonal entries,
(2) The diagonal entries of Σ
(uE)
S
(
AT t2
)
are non-zero, and
(3) The matrix Λ
(uE)
S
(
AT t1,A
T t2
)
, Σ(uE)S
(
AT t1
)
Σ
(uE)−1
S
(
AT t2
)
has distinct diagonal
entries, i.e., no pair of diagonal entries have the same value.
Then, A can be uniquely identified, up to scaling and permutation of its columns, by solving
the following non-symmetric eigenvalue decomposition problem:
Σ
(uE)
X (t1) Σ
(uE)−1
X (t2) A = AΛ
(uE)
S
(
AT t1,A
T t2
)
. (27)
[A proof is given in (Yeredor, 2000)].
As a result of property (25) of the exponential MT-variance, the following Theorem
shows that Assumption 3 in Proposition 4 is satisfied almost everywhere (a.e.) if at most
one of the components of S is Gaussian.
Theorem 2. If at most one of the sources is Gaussian, then for t1 6= t2 the matrix
Λ
(uE)
S
(
AT t1,A
T t2
)
has distinct diagonal entries a.e. [A proof is given in Appendix D]
4.3 The exponential-MTICA algorithm
According to (26), Proposition 4, and Theorem 2, the separation matrix B = A−1 is the
unique matrix that jointly diagonalizes two exponential MT-covariance matrices Σ
(uE)
X (t1)
and Σ
(uE)
X (t2) that satisfy the stated assumptions. The exponential-MTICA algorithm
(Yeredor, 2000) is obtained by replacing the MT-functions um (·), m = 1, . . . ,M , in Algo-
rithm 1 with a sequence of exponential MT-functions uE (·; tm), m = 1, . . . ,M . A procedure
for choosing the test-points tm ∈ Rp, m = 1, . . . ,M , is given in Appendix G.1. Clearly,
only two test-points are needed for obtaining a viable estimate of B. However, in order to
increase statistical stability and reduce the effect of ill-conditioned empirical MT-covariance
matrices it is better to use a sequence of more than two test-points.
5. Gaussian-MTICA
In this section we parameterize the MT-function u (·; t, τ), with translation parameter t ∈ Rp
and width parameter τ ∈ R∗+ using a Gaussian family of functions. Under the unitary mixing
model (6) we show that if at most one of the sources is Gaussian, the mixing matrix U
can be uniquely identified via eigenvalue decomposition of a single Gaussian MT-covariance
matrix. Based on this result the Gaussian-MTICA algorithm is obtained that applies OAJD
to a sequence of empirical Gaussian MT-covariance matrices.
5.1 The Gaussian MT-covariance
We define the Gaussian MT-function uG (·; ·, ·) as
uG (x; t, τ) , exp
(
−‖x− t‖
2
2
2τ2
)
, (28)
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where t ∈ Rp, and τ ∈ R∗+. Since uG (·; ·, ·) is strictly positive and bounded, one can
easily verify that the condition (8) is always satisfied. Relations (10) and (13) imply that
the MT-function (28) produces a weighted covariance matrix, Σ
(uG)
X (t, τ), for which the
observations are weighted in inverse proportion to the distance ‖x− t‖22. This results in
a kind of local covariance analysis of X in the vicinity of the test-point t. Notice that
the Gaussian MT-function (28) satisfies the conditions in Proposition 3, and therefore, the
influence function of the empirical Gaussian MT-covariance is bounded. Hence, unlike the
empirical exponential MT-covariance, whose influence function is unbounded, the empirical
Gaussian MT-covariance is robust to outlying observations.
Similarly to the exponential measure transformation, the following lemma, directly fol-
lowing from (10)-(12) and the definition of the Gaussian MT-function (28), states that the
Gaussian family of probability measures is closed under the measure transformation (9)
generated by the Gaussian MT-function.
Lemma 2. A random vector X is Gaussian under the probability measure PX if and only
if it remains Gaussian under the transformed probability measure Q
(uG)
X generated by the
Gaussian MT-function uG (·; ·, ·).
This property is used in proving the following theorem that states a necessary and
sufficient condition for Gaussianity of a random variable X based on its Gaussian MT-
variance.
Theorem 3. A random variable X with corresponding probability measure PX is Gaussian
if and only if the the Gaussian MT-variance satisfies
σ
(uG)
X (t, τ) = c ∀t ∈ (t0 − , t0 + ) , (29)
where c and  are some positive constants and t0 is some arbitrary point in R [A proof is
given in Appendix E].
Hence, similarly to the exponential MT-variance, if a random variable X is non-Gaussian
then for any choice of the width parameter τ ∈ R∗+ the Gaussian MT-variance σ(uG)X (t, τ)
cannot be constant w.r.t. t over any open interval. This property is used in the following
subsection for proving identifiability of the mixing matrix U.
5.2 Identifiability of the unitary mixing matrix U under a single Gaussian
MT-covariance
According to (6), (10), (13) and (28) the MT-covariance of the whitened observation vector
Z under Q
(uG)
Z has the following structure:
Σ
(uG)
Z (t, τ) = UΣ
(uG)
S
(
UT t, τ
)
UT , (30)
where Σ
(uG)
S (·, ·) is the covariance matrix of S under the transformed probability measure
Q
(uG)
S . Since the components of S are mutually independent under PS, then by Property 4
in Proposition 1 they are mutually independent under Q
(uG)
S , and thus, Σ
(uG)
S (·, ·) must be
diagonal. Therefore, assuming that Σ
(uG)
S
(
UT t, τ
)
has distinct finite diagonal entries, the
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unitary matrix U can be uniquely identified (up to permutation and sign of its columns)
via eigenvalue decomposition of the Gaussian MT-covariance Σ
(uG)
Z (t, τ).
Based on property (29) of the Gaussian MT-variance, the following theorem states that
if at most one of the components of S is Gaussian, then Σ
(uG)
S
(
UT t, τ
)
has distinct diagonal
entries for almost every t ∈ Rp.
Theorem 4. If at most one of the sources is Gaussian, then the matrix Σ
(uG)
S
(
UT t, τ
)
has
distinct diagonal entries a.e. [A proof is given in Appendix F]
5.3 The Gaussian-MTICA algorithm
According to (30) and Theorem 4, if at most one of the sources is Gaussian, then for al-
most every t ∈ Rp the matrix V = UT is the unique diagonalizing matrix of the Gaussian
MT-covariance Σ
(uG)
Z (t, τ). Thus, the Gaussian-MTICA algorithm is implemented by re-
placing the MT-functions um (·), m = 1, . . . ,M in Algorithm 2 with Gaussian MT-functions
uG (·; tm, τ), m = 1, . . . ,M , where the width parameter τ ∈ R∗+ is fixed. A procedure for
choosing the test-points tm ∈ Rp, m = 1, . . . ,M is given in Appendix G.2. Clearly, only one
test-point is needed for estimating V. However, estimation of V based on diagonalization
of a single empirical Gaussian MT-covariance has the following drawbacks: (1) For some
choice of the translation parameter t the eigen-spectrum of the corresponding Gaussian
MT-covariance may be degenerate, i.e., the eigenvalues may not be well separated. (2) A
single Gaussian MT-covariance may only capture part of the statistical information about
Z necessary to separate the sources effectively. In order to alleviate these drawbacks it may
be better to use more than a single test-point.
6. Comparisons between exponential and Gaussian MTICA
Unlike Gaussian-MTICA that requires whitening, which under the model (5) leads to uni-
tary mixing, exponential-MTICA does not require whitening. Therefore, as illustrated in
Subsection 8.3, exponential-MTICA is more robust to cases where the whitened observa-
tions are poorly modeled by unitary mixing. Moreover, in Gaussian-MTICA, one has to set
a width parameter τ not required for exponential-MTICA.
On the other hand, unlike the exponential MT-function, the Gaussian MT-function is
bounded and isotropically de-emphasizes samples distant from its location parameter. This
property leads to the following advantages of Gaussian-MTICA over exponential-MTICA:
(1) As illustrated in Subsections 8.1 and 8.2, Gaussian-MTICA is more robust to heavy-
tailed distributions and outliers than exponential-MTICA. (2) Unlike the exponential MT-
covariance, which does not exist for distributions with infinite moment generating function,
the Gaussian MT-covariance takes finite values regardless of the underlying probability
distribution. Additionally, the Gaussian MT-function has the physical property that it
localizes linear dependence over the observation space. Hence, Gaussian-MTICA operates
by jointly minimizing the local linear dependencies in the vicinities of the selected set of
test-points.
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7. Computational complexity
The exponential-MTICA has two major steps: (1) estimation of M exponential MT-
covariance matrices with computational complexity of O
(
M ·N · p2) flops; and (2) NOAJD.
The computational complexity of unweighted NOAJD algorithms, such as Pham’s (Pham,
2001), FFDIAG (Ziehe et al., 2004), QDIAG (Vollgraf and Obermayer, 2006), and U-
WEDGE (Tichavsky´ and Yeredor, 2009) is O
(
L ·M · p3) flops, where L is the number
of iterations. Hence, exponential-MTICA with unweighted NOAJD has computational
complexity of O
(
M ·N · p2 + L ·M · p3) flops. When weighted NOAJD is applied using
the WEDGE algorithm (Tichavsky´ and Yeredor, 2009) with the weighting policy pro-
posed in (Slapak and Yeredor, 2011), one has to calculate the weights, with computa-
tional complexity of O
(
M2 ·N · p+M2 · p2) flops, and to apply weighted NOAJD requir-
ing O
(
L ·M · p3) flops. Therefore, exponential-MTICA with weighted NOAJD requires
O
(
M2 ·N · p+ (M2 +M ·N) · p2 + L ·M · p3) flops.
The Gaussian-MTICA algorithm has three steps: (1) a whitening stage with computa-
tional complexity of O
(
N · p2) flops, (2) estimation of M Gaussian MT-covariance matrices
with computational complexity of O
(
M ·N · p2) flops, and (3) OAJD with computational
complexity of O
(
L ·M · p3) flops (Flury and Gautschi, 1986; Cardoso and Souloumiac,
1996). Thus, Gaussian-MTICA requires O
(
M ·N · p2 + L ·M · p3) flops.
Table 1 compares the computational complexity of exponential-MTICA and Gaussian-
MTICA to the computational complexity of other ICA techniques, such as JADE, EIMAX,
FICA, EFICA, KGV, and RADICAL. Notice that similarly to JADE, FICA, EFICA, and
EIMAX the computational complexities of exponential-MTICA and Gaussian-MTICA are
linear in the sample size N , which make them favorable for large data sets. Moreover, one
sees that unlike data-based techniques such as EIMAX, FICA, EFICA, KGV, and RAD-
ICAL, the iterative part of exponential-MTICA and Gaussian-MTICA has computational
complexity that is not affected by the sample size.
8. Numerical examples
In this Section, the performances of exponential-MTICA and Gaussian-MTICA are com-
pared to the JADE, EIMAX, FICA, EFICA, KGV, and RADICAL algorithms using their
publicly available MATLAB code. The JADE, FICA, EFICA, EIMAX, and RADICAL
algorithms were used with their default settings. In KGV the Gaussian kernel width param-
eter was set to σ = 1. All compared algorithms were initialized by the identity separation
matrix.
The test-points t1, . . . , tM in the exponential and Gaussian MTICA algorithms were
selected according to the procedures in Appendices G.1 and G.2, respectively. In all sim-
ulation examples M = 30 test-points were used. The width parameter of the Gaussian
MT-function in the Gaussian-MTICA algorithm was set to τ = 1.
The exponential-MTICA was implemented with the WEDGE algorithm (Tichavsky´ and
Yeredor, 2009) to perform weighted non-orthogonal joint diagonalization as proposed in
(Slapak and Yeredor, 2011). The Gaussian-MTICA was implemented with the FG algorithm
(Flury and Gautschi, 1986) to perform orthogonal joint diagonalization. In all considered
approximate joint diagonalization algorithms, the initial diagonalizing matrix, the maximum
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Table 1: Computational complexity of EMTICA, GMTICA, JADE, EIMAX, FICA,
EFICA, KGV, and RADICAL. The samples size, dimension, number of itera-
tions, and number of matrices to be approximately diagonalized are denoted by
N , p, L, and M , respectively. The rank of an N × N Gram matrix after in-
complete Cholesky decomposition in the KGV is denoted by D(N). The number
of Jacobi angles, and data augmentations in RADICAL are denoted by K and
R, respectively. Here EMTICA and GMTICA refer to exponential-MTICA and
Gaussian-MTICA, respectively. NOAJD stands for non-orthogonal joint diagonal-
ization.
Algorithm Computational complexity
EMTICA (unweighted NOAD) O
(
M ·N · p2 + L ·M · p3).
EMTICA (weighted NOAD) O
(
M2 ·N · p+ (M2 +M ·N) · p2 + L ·M · p3).
GMTICA O
(
M ·N · p2 + L ·M · p3).
JADE O
(
M ·N · p2 + L ·M · p3).
EIMAX O
(
L ·N · p3).
FICA O
(
L ·N · p2).
EFICA O
(
L ·N · p2).
KGV O
(
L · (N ·D2(N) · p2 +D3(N) · p3)).
RADICAL O
(
L · (K ·N ·R · log (N ·R) · p2)).
number of iterations and the convergence threshold were set to the identity matrix, 500 and
1e-10, respectively. In all figure legends below, the exponential and Gaussian MTICA
algorithms are abbreviated by EMTICA and GMTICA, respectively.
We used the Amari error (Amari et al., 1996) to measure the deviation of the true
separation matrix B from its estimate Bˆ. The Amari error between two matrices G ∈ Rp×p
and H ∈ Rp×p is defined as:
dA (G,H) =
1
2p(p− 1)
p∑
i=1
(∑p
j=1 |Ψi,j |
maxj |Ψi,j | − 1
)
+
1
2p(p− 1)
p∑
j=1
(∑p
i=1 |Ψi,j |
maxi |Ψi,j | − 1
)
, (31)
where Ψi,j =
[
GH−1
]
i,j
. The Amari error is invariant to permutation and scaling of
the columns of G and H, and takes values between 0 and 1. Another property is that
dA (G,H) = 0 if and only if G and H are equal up to scaling and permutation of their
columns. In addition to the Amari error, some of the trials compared the algorithm run
times.
The simulations were carried out using data obtained from the univariate source dis-
tributions in Table 2. The sources were translated and scaled to have zero mean and unit
variance. In order to avoid ill-conditioned mixing, the generated sources were mixed us-
ing randomly generated matrices having condition number between one and two. In all
experiments we studies 5-dimensional ICA problems with N = 1000 samples.
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Table 2: Probability distributions used in the simulation examples.
Distribution Parameters
Uniform Support [0, 1].
Arcsine Support [0, 1].
Laplace Location parameter µ = 0 and scale parameter σ = 1.
Student t-distribution Degrees of freedom κ = 3.
Beta Shape parameters α = 2 and β = 2.
Exponential Rate parameter λ = 1.
Rayleigh Scale parameter σ = 1.
Gamma Shape parameter α = 1 and scale parameter σ = 1.
Central chi-squared Degrees of freedom κ = 4.
Rice Shape parameter α = 1/2.
8.1 Sensitivity to source distribution
In this experiment we studied two types of ICA applications. In the first application, the
source distributions are identical. For each of the 10 source distributions in Table 2, we
conducted 1000 Monte-Carlo simulations. For each distribution type, box plots of the Amari
errors obtained by each algorithm are depicted in Fig. 1. One sees that exponential-MTICA
and Gaussian-MTICA are more robust to source distribution than JADE, EIMAX, FICA
and EFICA, with performance similar to the KGV and RADICAL algorithms. One can
also observe that exponential-MTICA is more sensitive to heavy-tailed distributions, such
as Laplace, exponential, and student-t than Gaussian-MTICA.
In the second application, the sources were randomly chosen among the 10 possibilities.
A total of 1000 Monte-Carlo simulations were performed. The box plots of the Amari errors
obtained by each algorithm are depicted in Fig. 2. Notice that, similarly to the KGV and
RADICAL, the exponential-MTICA and Gaussian-MTICA performs better than JADE,
FICA, EFICA and EIMAX algorithms. The average run time of each algorithm is given
in Table 3. The run times of exponential-MTICA and Gaussian-MTICA are significantly
lower than those obtained by KGV and RADICAL. This is due to lower computational
complexity, as indicated by Table 1, and more rapid convergence.
8.2 Robustness to outliers
In this experiment we demonstrate the robustness of the compared algorithms to outliers.
We simulated outliers by randomly corrupting up to 25 data points out of the 1000 samples.
This was carried out by adding the value +5 or −5, chosen with probability 1/2, to a single
component in each of the selected data points. We performed 3000 Monte-Carlo simulations
using source distributions chosen uniformly at random from the 10 possible distributions in
Table 2. The averaged Amari errors produced by each algorithm are depicted in Fig. 3. One
can observe that, as expected, the proposed Gaussian-MTICA method is less sensitive to
outliers than the exponential-MTICA. This is due to the boundedness of the Gaussian MT-
function allowing it to de-emphasize outlying samples distant from its location parameter.
The RADICAL algorithm exhibits the least sensitivity to outliers. However, this comes at
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Figure 1: Sensitivity to source distribution. Box plots of Amari errors obtained by the com-
pared algorithms for five-component ICA with identical source distributions. No-
tice that exponential-MTICA and Gaussian-MTICA are robust to source distribu-
tion with performance similar to the KGV and RADICAL algorithms. Although
the exponential-MTICA, Gaussian-MTICA, KGV and RADICAL algorithms per-
form similarly well, the exponential-MTICA and Gaussian-MTICA have reduced
computational complexity as indicated by Table 1. Also notice that Gaussian-
MTICA is less sensitive to heavy-tailed distributions than exponential-MTICA.
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Figure 2: Sensitivity to source distribution. Box plots of Amari errors obtained by the com-
pared algorithms for five-component ICA with randomly chosen distributions.
In similar to the KGV and RADICAL, the exponential-MTICA and Gaussian-
MTICA perform better than JADE, FICA, EFICA, and EIMAX algorithms.
Although the exponential-MTICA, Gaussian-MTICA, KGV, and RADICAL al-
gorithms perform similarly well, the exponential-MTICA and Gaussian-MTICA
have reduced computational complexity as indicated by Table 1 and the run time
analysis in Table 3.
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Table 3: Sensitivity to source distribution. Average run times in seconds for five-component
ICA problems with randomly selected source distributions. One sees that the run
times of exponential-MTICA and Gaussian-MTICA are significantly lower than
those obtained by KGV and RADICAL algorithms.
Algorithm Run time [sec]
EMTICA 3
GMTICA 0.1
JADE 0.01
EIMAX 1
FICA 0.04
EFICA 0.08
KGV 9
RADICAL 58
the expense of significantly increased computational complexity as indicated by Table 1 and
the run time analysis in Table 3.
8.3 Sensitivity to model mismatch
Here we demonstrate that exponential MT-ICA is more robust to model mismatch. To
generate model mismatch we used the following noisy linear mixing model:
X = AS + λE, (32)
where E is a uniformly distributed additive noise vector with statistically independent
components having zero mean and unit variance, and λ > 0 is a scaling parameter that
controls the signal-to-noise-ratio (SNR) according to
SNR =
tr
[
AAT
]
p · λ2 . (33)
For each value of SNR ranging from 0 [dB] to 12 [dB] we performed 3000 Monte-Carlo
simulations.
The averaged Amari errors obtained by each algorithm are depicted in Fig. 4. Observe
that for SNRs lower than 8 [dB] exponential-MTICA, which does not require whitening, out-
performs all other compared algorithms that are based on whitening and unitary de-mixing.
This is due to the fact that for low SNRs the whitened observations significantly deviates
from unitary mixing. For higher SNRs one can notice that there is less of a separation
performance gap between exponential-MTICA, Gaussian-MTICA, KGV and RADICAL.
This is because for higher SNRs the whitened observations admit nearly unitary mixing.
9. Conclusion
In this paper, a new framework for ICA was proposed that is based on applying a structured
transform to the probability distribution of the data. In MTICA the separation matrix is
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Figure 3: Robustness to outliers. The averaged Amari errors obtained by the compared al-
gorithms versus number of outliers for five-component ICA with randomly chosen
source distributions. One sees that Gaussian-MTICA is less sensitive to outliers
than exponential-MTICA. The RADICAL algorithm exhibits least sensitivity to
outliers. However, this comes at the expense of increased computational com-
plexity as indicated by Table 1 and the run time analysis in Table 3.
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Figure 4: Sensitivity to model mismatch. The averaged Amari errors obtained by the com-
pared algorithms, under the noisy linear mixing model X = AS + λE, versus
SNR. Since for low SNRs the whitened observations largely deviate from unitary
mixing, exponential-MTICA outperforms all other algorithms that are based on
whitening and unitary de-mixing. For high SNRs the whitened observations ad-
mit nearly unitary mixing, and thus, Gaussian-MTICA, KGV and RADICAL
attain similar performance as compared to the exponential-MTICA.
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estimated via approximate joint diagonalization of some empirical measure-transformed co-
variance matrices that are obtained by evaluating the MT-function at different test-points
in the parameter space. By specifying the MT-function in the exponential family the ICA
technique proposed in (Yeredor, 2000), called here exponential-MTICA, is obtained. Spec-
ification of the MT-function in the Gaussian family resulted in a new ICA algorithm called
Gaussian-MTICA. The proposed MTICA approach was tested in simulation examples that
illustrated the advantages of exponential-MTICA and Gaussian-MTICA over state-of-the-
art algorithms for ICA. It is likely that there exist other classes of MT-functions that may
result in other ICA algorithms using the proposed framework.
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Appendix A. Proof Proposition 1:
(1) Property 1:
Since ϕu (x) is nonnegative, then by Corollary 2.3.6 in (Athreya and Lahiri, 2006) Q
(u)
X
is a measure on SX . Furthermore, Q(u)X (X ) = 1 so that Q(u)X is a probability measure
on SX .
(2) Property 2:
Follows from definitions 4.1.1 and 4.1.3 in (Athreya and Lahiri, 2006).
(3) Property 3:
According to the definition of ϕu (x) in (10), the strict positivity of u (x), and Property
2, we have that Q
(u)
X is absolutely continuous w.r.t. PX with strictly positive Radon-
Nikodym derivative
dQ
(u)
X (x)
dPX(x)
= ϕu (x). Therefore, by Proposition 4.1.2 in (Athreya and
Lahiri, 2006) it is implied that PX is absolutely continuous w.r.t. Q
(u)
X with a strictly
positive Radon-Nikodym derivative given by
dPX (x)
dQ
(u)
X (x)
= ϕ−1u (x) . (34)
Using (10) and (34) one can easily verify that ϕ−1u (x) =
u−1(x)
E
[
u−1(X);Q(u)X
] .
(4) Property 4:
Let Q
(u)
Xk
denote the marginal probability measure of Q
(u)
X , defined on SXk . Addition-
ally, let A1, . . . Ap denote arbitrary sets in the σ-algebras SX1 , . . . ,SXp , respectively.
Using (7), (9), (10), the assumed statistical independence of X1, . . . , Xp under PX, and
Tonelli’s Theorem (Folland, 1984):
Q
(u)
X (A1 × · · · ×Ap) =
∫
A1×···×Ap
u (x)
E [u (X) ;PX]
dPX (x) (35)
=
p∏
k=1
∫
Ak
uk (xk)
E [uk (Xk) ;PXk ]
dPXk (xk) ,
which implies that
Q
(u)
Xk
(Ak) = Q
(u)
X
Ak × p∏
i 6=k
X i
 = ∫
Ak
uk (xk)
E [uk (Xk) ;PXk ]
dPXk (xk) . (36)
By (35) and (36)
Q
(u)
X (A1 × · · · ×Ap) =
p∏
k=1
Q
(u)
Xk
(Ak) . (37)
Therefore, since A1, . . . Ap are arbitrary, X1, . . . , Xp are mutually independent under
the transformed probability measure Q
(u)
X .
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Appendix B. Proof of Proposition 3:
The influence function (21) can be written as:
IFHu,PX (y) =
1
E [u (X) ;PX]
((√
u (y)‖y‖2 +
√
u (y)‖µ(u)X ‖2
)2
ψ (y)ψT (y)− u (y) Σ(u)X
)
,
(38)
where
ψ (y) , y − µ
(u)
X
‖y‖2 + ‖µ(u)X ‖2
. (39)
By the triangle inequality ‖ψ (y)‖2 ≤ 1 for any y ∈ Rp, and therefore, the matrix term
ψ (y)ψT (y) is bounded. Thus, the influence function IFHu,PX (y) is bounded if u (y) and
u (y) ‖y‖22 are bounded.
Appendix C. Proof of Theorem 1:
Define M
(hE)
X (t) , E
[
exp (tX) ;Q
(hE)
X
]
as the moment generating function of X under the
transformed probability measure Q
(hE)
X that is associated with the exponential MT-function
hE (X; t0) = exp (t0X) . (40)
Using (10), (13), (22) and (40) one can verify that
σ
(uE)
X (t+ t0) =
∂2 logM
(hE)
X (t)
∂t2
. (41)
If the condition in (25) is satisfied then by (41) and the properties of the moment
generating function
M
(hE)
X (t) = exp
(
µ
(hE)
X t+
1
2
σ
(hE)
X t
2
)
∀t ∈ (−, ) , (42)
where µ
(hE)
X and σ
(hE)
X denote the mean and variance of X under Q
(hE)
X , respectively. Since
the moment generating function, reduced to any open interval that contains the origin,
uniquely determines the distribution (Severini, 2005; DasGupta, 2010), then Q
(hE)
X is a
Gaussian probability measure. Hence, by Lemma 1 in Subsection 4.1 we conclude that PX
is Gaussian.
Conversely, if PX is Gaussian then by Lemma 1 in Subsection 4.1 the probability measure
Q
(hE)
X is Gaussian, and its corresponding moment generating function M
(hE)
X (t) must satisfy
(42). Therefore, using (41) one obtains σ
(uE)
X (t) = σ
(hE)
X ∀t ∈ (t0 − , t0 + ).
Appendix D. Proof of Theorem 2:
We need to prove that{
(t1, t2) ∈ Rp × Rp : t1 6= t2 and Λ(uE)S
(
AT t1,A
T t2
)
does not have distinct diagonal entries
}
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has zero Lebesgue measure. Since µ = AT t defines a bijective mapping from Rp to Rp this
is equivalent to showing that the Lebesgue measure of the set
D ,
{
(µ1,µ2) ∈ Rp × Rp : µ1 6= µ2 and Λ(uE)S (µ1,µ2) does not have distinct diagonal entries
}
is zero. By the definition of Λ
(uE)
S (µ1,µ2) in Proposition 4, the set D can be written as
D =
p⋃
j 6=k
Dj,k, (43)
where
Dj,k ,
(µ1,µ2) ∈ Rp × Rp : µ1 6= µ2 and σ
(uE)
Sj
(µ1,j)
σ
(uE)
Sj
(µ2,j)
=
σ
(uE)
Sk
(µ1,k)
σ
(uE)
Sk
(µ2,k)
 , (44)
σ
(uE)
Sj
(µi,j) =
[
Σ
(uE)
S (µi)
]
j,j
, and µi,j = [µi]j , i = 1, 2, j = 1, . . . , p. Since at most one of
the sources is Gaussian, then either Sj or Sk must be non-Gaussian for j 6= k. Let Sk denote
the non-Gaussian source. By Theorem 1, the exponential MT-variance σ
(uE)
Sk
(µ1,k) is not
constant over any open interval. Thus, for almost every (µ1,j , µ2,j , µ1,k, µ2,k) ∈ R4 for which
the quotients in (44) are finite
σ
(uE)
Sj
(µ1,j)
σ
(uE)
Sj
(µ2,j)
6= σ
(uE)
Sk
(µ1,k)
σ
(uE)
Sk
(µ2,k)
. Hence, the Lebesgue measure of
Dj,k is zero for any j 6= k. Therefore, by relation (43) and the sub-additivity of Lebesgue’s
measure, the set D must have zero Lebesgue measure.
Appendix E. Proof of Theorem 3:
Define M
(hG)
X (t) , E
[
exp (tX) ;Q
(hG)
X
]
as the moment generating function of X under the
transformed probability measure Q
(hG)
X associated with the Gaussian MT-function
hG (X; t0, τ) = exp
(
−(X − t0)
2
2τ2
)
. (45)
Using (10), (13), (28) and (45) one can verify that
σ
(uG)
X (t+ t0, τ) = τ
4∂
2 logM
(hG)
X
(
t/τ2
)
∂t2
. (46)
If the condition in (29) is satisfied then by (46) and the properties of the moment
generating function
M
(hG)
X (t) = exp
(
µ
(hG)
X t+
1
2
σ
(hG)
X t
2
)
∀t ∈ (−′, ′) , (47)
where µ
(hG)
X and σ
(hG)
X denote the mean and the variance of X under Q
(hG)
X , respectively,
and ′ , /τ2. Since the moment generating function, reduced to any open interval that
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contains the origin, uniquely determines the distribution (Severini, 2005; DasGupta, 2010) it
is implied that Q
(hG)
X is a Gaussian probability measure. Hence, by Lemma 2 in Subsection
5.1 we conclude that PX is Gaussian.
Conversely, if PX is Gaussian then by Lemma 2 in Subsection 5.1 the probability measure
Q
(hG)
X is Gaussian, and its corresponding moment generating function M
(hG)
X (t) must satisfy
(47). Therefore, using (46) one obtains σ
(uG)
X (t, τ) = σ
(hG)
X ∀t ∈ (t0 − , t0 + ).
Appendix F. Proof of Theorem 4:
We need to prove that
{
t ∈ Rp : Σ(uG)S
(
UT t, τ
)
does not have distinct diagonal entries
}
has
zero Lebesgue measure. Since the relation µ = UT t defines a bijective mapping from Rp to
Rp it is sufficient to show that the Lebesgue measure of the set
D ,
{
µ ∈ Rp : Σ(uG)S (µ, τ) does not have distinct diagonal entries
}
(48)
is zero. Clearly, the set D can be written as
D =
p⋃
j 6=k
Dj,k, (49)
where
Dj,k ,
{
µ ∈ Rp : σ(uG)Sj (µj , τ) = σ
(uG)
Sk
(µk, τ)
}
, (50)
σ
(uG)
Sj
(µj) =
[
Σ
(uG)
S (µ, τ)
]
j,j
and µj = [µ]j . Since at most one of the sources is Gaussian,
then either Sj or Sk must be non-Gaussian for j 6= k. Let Sk denote the non-Gaussian
source. By Theorem 3 the Gaussian MT-variance σ
(uG)
Sk
(µk, τ) is not constant w.r.t. µk
over any open interval. Thus, for almost every (µj , µk) ∈ R2 we have that σ(uG)Sj (µj , τ) 6=
σ
(uG)
Sk
(µk, τ). Hence, the Lebesgue measure of Dj,k is zero for any j 6= k. Therefore,
by relation (49) and the sub-additivity of Lebesgue’s measure, the set D must have zero
Lebesgue measure.
Appendix G. Choice of MT-function parameters
G.1 Exponential MTICA
Assume that t1, . . . , tM are independent samples from some continuous probability distri-
bution. According to Theorem 2 if at most one of the sources is Gaussian, then for any pair
(tm, tn), m 6= n, Assumption 3 in Proposition 4 is satisfied with probability 1 that leads to
unique identification of A based on the corresponding MT-covariance matrices Σ
(uE)
X (tm)
and Σ
(uE)
X (tn).
Motivated by this result we propose the following procedure that randomly generates
test-points inside a unit l2-ball:
(1) Generate M i.i.d samples rm ∈ Rp, m = 1, . . . ,M from the standard normal distribu-
tion.
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(2) Generate M i.i.d. samples cm ∈ R, m = 1, . . . ,M with uniform distribution on [0, 1].
(3) Obtain the sequence of test-points:
tm = cm
rm
‖rm‖2
, m = 1, . . . ,M.
G.2 Gaussian MTICA
Assume that t1, . . . , tM are independent samples from some continuous probability distri-
bution. According to Theorem 4 if at most one of the sources is Gaussian, then for any
m = 1, . . . ,M the Gaussian MT-covariance Σ
(uG)
Z (tm, τ) in (30) has distinct eigenvalues
with probability 1 that leads to unique identification of the mixing matrix A.
Motivated by this result, and assuming that the data is centered and whitened, we
propose to generate M i.i.d. vectors tm, m = 1, . . . ,M , such that the components of
each tm are statistically independent with zero mean and unit variance. In all considered
examples we used the beta distribution with identical shape parameters α = β = 3.
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