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Abstract
The weight hierarchy of a binary linear [n; k] code C is the sequence (d1; d2; : : : ; dk) where
dr is the smallest support of an r-dimensional subcode of C. The codes of dimension 4 are
collected in classes. The possible weight hierarchies in each class are given. For one class the
details of the proofs are included. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The weight hierarchy of linear codes has been studied by a number of researchers.
For a code of dimension k, it is a sequence (d1; d2; : : : ; dk). In particular, d1 is the
minimum distance of the code. These parameters were 9rst introduced in [7]. In [13]
it was shown that these parameters are important in the analysis of an application of
linear codes to the wiretap channel of type II. Later, the weight hierarchy has been
shown to be important in the analysis of the trellis complexity of linear codes, see
e.g. [6,9,12]; and analysis of linear codes for error detection on the local binomial
channel, see [11]. The possible weight hierarchies of binary linear codes of dimension
up to 4 were determined in [10]. In [1–3,5] we studied the possible weight hierarchies
of linear codes of dimension 4 or less over arbitrary 9nite 9elds. In [1] we studied
the weight hierarchies of codes of dimension 4; we split them into two classes: the
weight hierarchies of codes satisfying the so-called chain condition and other weight
hierarchies. However, this is a quite crude classi9cation of the weight hierarchies. In
particular, it does not tell us what are the possible weight hierarchies of codes not
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satisfying the chain condition since it is well known that there exist pairs of codes C1
and C2 with the same weight hierarchy and such that C1 satis9es the chain condition
whereas C2 does not. More information is obtained if the codes are classi9ed according
to how the subspaces of minimal support and diEerent degrees are related. However,
such an analysis is also more complicated.
In [3] we introduced a classi9cation of the codes of dimension 4 into 9 classes. One
of these classes is the class of codes satisfying the chain condition. Another is the
class of extremal non-chain codes which we studied in [2,5] In the technical report [4]
we gave a complete characterization of the possible weight hierarchies in each class
in the binary case. In this paper we will describe this complete characterization (in
Table 1) and we give detailed proofs for one class as an illustration.
2. Notations and problem formulation
Throughout this paper, unless otherwise stated, C will be an [n; 4] code, that is, a
binary linear code of length n and dimension 4. For convenience, we give all de9nitions
below for four-dimensional codes, rather than codes of general dimension, since we
concentrate on four-dimensional codes.
For any subset S of C, the support of S is the set of positions where not all the
codewords of S are zero, and it is denoted by 	(S).
For 16r64, the rth minimum support weight (or Generalized Hamming weight)
of C is de9ned by
dr =dr(C)=min{|	(D)| | is an [n; r] subcode of C}:
The sequence (d1; d2; d3; d4) is the weight hierarchy of C.
We note that if we add a zero-position to an [n; 4] code C we get an [n+1; 4] code
C′= {(c|0) | c ∈C}:
The codes C and C′ have the same weight hierarchy. Therefore, without loss of gener-
ality, we can restrict ourselves to codes without zero-positions, that is, we will assume
that n=d4.
Our problems can be reformulated in terms of projective geometry and we do this
next.
The di7erence sequence (DS) (i0; i1; i2; i3) of a [d4; 4] code is de9ned by
i0 =d4 − d3; i1 =d3 − d2; i2 =d2 − d1; i3 =d1:
The diEerence sequence can easily be computed from the weight hierarchy and vice
versa. It was shown in [7] that ir¿1 for all r.
Let G be a generator matrix for C. For any x∈GF(2)4, m(x), the multiplicity of
x, will denote the number of occurrences of x as a column in G. In [8] it was shown
that there is a one-one correspondence between the subspaces C of dimension r and
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the subspaces of GF(2)4 of dimension (4− r) such that if D corresponds to U , then
|	(D)|+
∑
x∈U
m(x)=d4:
We may view the vectors as points in the projective space V3 =PG(3; 2). A multi-
plicity assignment is a function m : V3 → {0; 1; 2; : : :}. For p∈V3 we call m(p) the
multiplicity of p. A multiplicity assignment de9nes a generator matrix and a code (up
to equivalence). We de9ne the multiplicity of a subset S of V3 as follows:
m(S)=
∑
p∈ S
m(p):
The existence of a code with weight hierarchy (d1; d2; d3; d4) is equivalent to the
existence of a multiplicity assignment m such that
max{m(p) |p point}= i0; max{m(l) | l line}= i0 + i1;
max{m(P) |P plane}= i0 + i1 + i2; m(V3)= i0 + i1 + i2 + i3:
Let
M0 = {p |p∈V3 and m(p)= i0};
M1 = {l | l is a line and m(l)= i0 + i1};
M2 = {P |P is a plane and m(P)= i0 + i1 + i2}:
3. Main result
Following [3], we introduce some conditions which may or may not be true.
C1: There exist p∈M0, l∈M1, and P ∈M2 such that p∈ l⊂P.
C2: There exist p∈M0 and l∈M1 such that p∈ l.
C3: There exist p∈M0 and P ∈M2 such that p∈P.
C4: There exist l∈M1 and P ∈M2 such that l⊂P.
Clearly, if C1 is true, then so is C2, C3 and C4. If C1 is false, all eight possible
combinations of truth values are possible for C2–C4.
Theorem 1. Complete characterizations of the possible DS for each combinations of
truth values for C1–C4 are given in Table 1.
In the technical report [4], we gave detailed proofs that the conditions are necessary
and constructions which show that the conditions are suLcient.
4. Details for one class
As an illustration, we give detailed proofs for the third case (C2 and C3 true, C4
false), called class C in [4], which is one of the simpler cases.
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Table 1
Characterization of the DS in the various cases
C1 C2 C3 C4 Conditions on i1, i2, i3
T i162i0, i262i1, i362i2
F T T T i162i0 − 3, i06i262i1 − 3, i16i362i2 − 3
F T T F i162i0, i262i1 − 3, i16i362i2 − 3
F T F T i0=26i162i0 − 3,
i0 + 16i26(4i0 + 4i1 − 4)=3,
max(i0; i1 + 1; i2=2)6i36min(2i2 − 3; 6i1 − i2)
F T F F i162i0 − 1,
i26min(i0 + 2i1 − 2; 6i0 − i1 − 7; 6i1 − i0; (4i0 + 4i1 − 4#− 7)=3),
max(i0; i1 + 1; (i2 + 3)=2)6i36min(2i2 − 3; 6i1 − i2)
F F T T i162i0 − 3, i06i262i1 − 3, 16i362i2
F F T F i162i0 − 3, i0 + 16i262i1 − 3,
max(i0 + 1; i1 + 1)6i362i2 − 3
F F F T 12 (i0 + 3)6i162i0 − 3,
i0 + 16i264(i0 + i1 − )=3,
i06i36min(2i2 − 1; 6i1 − i2 − 7)
F F F F i162i0 − 3, i262i1 − 4,
max(i0 + i1 + 1; 2i0 + 3)6i362i2 − 3
In addition we have ir¿1 for r=1; 2; 3 in all cases
In the table, =1 if 2i0 − i1 ≡ 2mod 3, =0 otherwise,
#=1 if 2i0 − i1 ≡ 1mod 3, #=0 otherwise.
First we show that the conditions are necessary. The upper bounds i162i0, i26
2i1 − 3, and i362i2 − 3 are special cases of more general bounds given in [3]. The
remaining bound is i16i3, and we prove this.
Since C2 is true, there exist p∗ ∈M0 and l∗ ∈M1 such that p∗ ∈ l∗. Let P∗ ∈M2.
Since C1 is false, l∗ ⊂P∗. Let l∗ ∩ P∗= {p}. Then
i0 + i1 + i2 + i3 = m(V3)¿m(l∗ ∪ P∗)
= (i0 + i1 + i2) + (i0 + i1)− m(p)¿i0 + 2i1 + i2
since m(p)6i0, and so i3¿i1.
To show that the conditions are suLcient, we give an explicit construction and prove
that it has the stated properties. To this end, we give coordinates (u0; u1; u2; u3)∈{0; 1}4
to the points and refer to the corresponding point as pu where u= u0+2u1+4u2+8u3.
We illustrate this in Fig. 1 where we have included all points and some of the lines
of V3 =PG(3; 2).
We let p∗=p1, let l∗ be the line determined by p1 and p8, and let P∗ be the plane
determined by p1, p2, and p4.
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Fig. 1. Representation of PG(3; 2).
Assume that the conditions for case C (C2 and C3 true, C4 false) are satis9ed. We
note that this implies that
i0¿2; 36i162i0 and (i1 + 3)=26i262i1 − 3:
We want to 9nd a construction such that p∗ is the unique point of maximal multiplicity
i0, l∗ is the unique line of maximal multiplicity i0 + i1, and P∗ is the unique plane
of maximal multiplicity i0 + i1 + i2. We 9rst consider the case where i3 = 2i2 − 3 (the
maximal value of i3; later we modify the construction to cover other values of i3).
The idea of the construction is as follows. First, p∗=p1 must be assigned multiplicity
i0. The combined multiplicity of the remaining two points on l∗ is then i1, and we
split this amount as evenly as possible on the two points (p8 and p9). Similarly, the
remaining multiplicity of P∗ er i1 + i2 which is split as evenly as possible on the six
points pi, 26i67. Finally, the remaining multiplicity i3 − i1 is split as evenly as
possible on the remaining six points pi, 106i615. The main problem is that in most
cases the splitting cannot be done exactly evenly, and we have to be very careful to
make sure that the splitting is done in such a way that l∗ is the unique line of maximal
multiplicity and P∗ is the unique plane of maximal multiplicity.
We will now describe a multiplicity assignment (for the case i3 = 2i2−3) and prove
that it satis9es our requirements. Let
2i1 − i2 − 3=6c + u; where u∈{0; 1; 2; 3; 4; 5};
=
{
2 if i1 = 2i2 − 4;
0 otherwise:
The multiplicity assignment is then given as follows (where  and  are given in
Table 2 below):
m(pi)=


i0 for i=1;
(i1 + (pi))=2 for i=8; 9;
(i1 + (pi))=2− c − (pi) for 26i67;
(i1 + (pi))=2− 2c − (pi) for 106i615:
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Table 2
Values of the auxiliary functions (p) and (p)
(p)= (i1; p)
i1 p1 p2; p4; p6 p3; p5; p7; p9 p8 p10; p12; p14 p11; p13; p15
even 0 −2 0 0 −− 2 − 4
odd 0 −3 1 −1 −3 −3
(p)= (u; p)
u p1; p3; p8; p9 p2; p12; p14 p4 p5 p6 p7 p10 p11; p15 p13
0 0 0 0 0 0 0 0 0 0
1 0 0 1 0 0 0 0 1 0
2 0 0 1 0 1 0 1 1 1
3 0 1 1 0 1 0 1 1 1
4 0 1 1 1 1 0 1 2 1
5 0 1 1 1 1 1 2 2 2
To prove that the construction has the stated properties, we 9rst show that m(p)¿0 for
all p. Consider pi where 106i615. In these cases, from i2 = 2i1−3−6c−u¿(i1+3)=2,
we have
i1
2
− 2c¿3
2
+
u
3
:
Hence,
6m(p) = 6(i1=2− 2c) + 3(p)− 6(p)
¿ (9 + 3(p)) + (2u− 6(p))
¿


−4 if i1 is odd;
−5 if i1 is even and p =p11; p15;
−1 if i1 = 2i2 − 4 and p=p11; p15:
If i1 =2i2 − 4, i1 is even and p=p11 or p15, then i162i2 − 6. Therefore, from
2i1 − 3− 6c − u= i2¿(i1 + 6)=2;
we have
i1
2
− 2c¿2 + u
3
:
Hence,
6m(p)¿(12 + 3(p)) + (2u− 6(p))¿− 4
and so m(p)¿0. The cases pi, where 26i67 are similar, and are omitted. For
p∈{p1; p8; p9}, it is obvious that m(p)¿0.
Let s=2i0 − i1. Note that s¿0. In Table 3 we give the multiplicities of i0 −m(p).
Combining this with the de9nitions of (p) and (p), we see that m(p)6i0 for all p.
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Table 3
Values of i0 − m(p) for all points p
i i0 − m(pi)=
1 0
8; 9 (s− (pi))=2
2; 3; 4; 5; 6; 7 (s− (pi))=2 + c + (pi)
10; 11; 12; 13; 14; 15 (s− (pi))=2 + 2c + (pi)
Table 4
Values of i0 + i1 − m(l) for all lines l
l i0 + i1 − m(l)
{p1; p8; p9} 0
{p1; p2; p3}, {p1; p4; p5}, {p1; p6; p7} (l) + 2c
{p1; p10; p11}, {p1; p12; p13}, {p1; p14; p15} (l) + 4c
{p2; p4; p6}, {p2; p5; p7}, {p2; p8; p10}, {p2; p9; p11},
{p3; p4; p7}, {p3; p5; p6}, {p3; p8; p11}, {p3; p9; p10},
{p4; p8; p12}, {p4; p9; p13}, {p5; p8; p13}, {p5; p9; p12},
{p6; p8; p14}, {p6; p9; p15}, {p7; p8; p15}, {p7; p9; p14} (l) + 3c + s=2
{p2; p12; p14}, {p2; p13; p15}, {p3; p12; p15}, {p3; p13; p14},
{p4; p10; p14}, {p4; p11; p15}, {p5; p10; p15}, {p5; p11; p14},
{p6; p10; p12}, {p6; p11; p13}, {p7; p10; p13}, {p7; p11; p12} (l) + 5c + s=2
Table 5
Values of i0 + i1 + i2 − m(P) for all planes P
P i0 + i1 + i2 − m(P)
{p1; p2; p3; p4; p5; p6; p7} 0
{p1; p2; p3; p8; p9; p10; p11}, {p1; p4; p5; p8; p9; p12; p13},
{p1; p6; p7; p8; p9; p14; p15} (P)
{p1; p2; p3; p12; p13; p14; p15}, {p1; p4; p5; p10; p11; p14; p15},
{p1; p6; p7; p10; p11; p12; p13} (P) + 4c
otherwise (P) + 3c + s=2
Now, consider the lines and planes. We use the notations
(l)=
∑
p∈ P
(p)− 1
2
∑
p∈ P
(p);
(P)= − 3− u+
∑
p∈ P
(p)− 1
2
∑
p∈ P
(p):
for lines l and planes P. It is straightforward (but tedious) to show that (l)¿ 0 and
(P)¿ 0 for all lines l = l∗ and planes P =P∗. From Tables 4 and 5 we see that
m(l∗)= i0 + i1¿m(l) for l = l∗ and m(P∗)= i0 + i1 + i2¿m(P) for P =P∗.
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Finally, since m(V3)= i0+ i1+ i2+(2i2−3), we get i3 = 2i2−3 and so m corresponds
to the class C DS (i0; i1; i2; 2i2 − 3).
Reducing the multiplicity of one of the points in {pi | 106i615}, we get the class C
DS (i0; i1; i2; 2i2− 4). Repeating this process until all these six points have multiplicity
0, we can conclude that (i0; i1; i2; i3) is a class C DS for i16i362i2 − 3.
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