We study the class of penalized spline estimators, which enjoy similarities to both regression splines, without penalty and with less knots than data points, and smoothing splines, with knots equal to the data points and a penalty controlling the roughness of the fit. Depending on the number of knots, sample size and penalty, we show that the theoretical properties of penalized regression spline estimators are either similar to those of regression splines or to those of smoothing splines, with a clear breakpoint distinguishing the cases. We prove that using less knots results in better asymptotic rates than when using a large number of knots. We obtain expressions for bias and variance and asymptotic rates for the number of knots and penalty parameter.
Asymptotic properties of penalized spline estimators 3 convergence for smoothing spline estimators, and Nychka (1995) obtained local properties of smoothing splines.
For regression splines, the integrated mean squared error was studied by Agarwal & Studden (1980) , and Huang (2003a,b) who obtained local asymptotic results by considering the least squares estimator as an orthogonal projection. Important theoretical results on unpenalized regression splines are obtained by Zhou et al. (1998) .
Theoretical properties of penalized spline estimators are less explored. Some first results can be found in Hall & Opsomer (2005) , who used a white noise representation of the model to obtain the mean squared error and consistency of the estimator. Kauermann et al. (2008) work with generalized linear models. Li & Ruppert (2008) used an equivalent kernel representation for piecewise constant and linear B-splines and first or second order difference penalties. Their assumption on the relative large number of knots, thus close to the smoothing splines case, allowed them to ignore the approximation bias.
In this paper we provide a general treatment, any order of spline and general penalty, and we study with one theory the two asymptotic situations, either close to regression splines or close to smoothing splines. One of our main results is that we find a clear "breakpoint" in the asymptotic properties of the penalized splines, with the boundary between the two types of behavior depending on an explicitly defined function of the number of knots, the sample size and the penalty parameter. Depending on the value of this function, the asymptotic results are related to those of regression splines or to those of smoothing splines. An interesting finding is that it is better to use a smaller number of knots, thus close to the regression splines case, since that results in a smaller mean squared error.
2·1. Notation and model assumptions
Based on data (Y i , x i ), with fixed x i ∈ [a, b], i = 1, . . . , n and a, b < ∞ with true relationship
we aim to estimate the unknown smooth function f (·) ∈ C p+1 ([a, b] ), a p + 1 times continuously differentiable function, with penalized splines. The residuals ε i are assumed to be uncorrelated with zero mean and variance σ 2 > 0.
2·2. Penalized splines with B-spline basis functions
The idea of penalized spline smoothing with B-spline basis functions traces back to O'Sullivan (1986) , see also Schwetlick & Kunert (1993) . Classically, B-splines are defined recursively, see
de Boor (2001, ch. IX) . Let the value p denote the degree of the B-spline, implying that the order equals p + 1. On an interval [a, b] , define a sequence of knots a = κ 0 < κ 1 < · · · < κ K < κ K+1 = b. In addition, define p knots κ −p = κ −p+1 = · · · = κ −1 = κ 0 and another set of p knots κ K+1 = κ K+2 = · · · = κ K+p+1 . The B-spline basis functions are defined as
for j = −p, . . . , K. Thereby the convention 0/0 = 0 is used. With the use of the additional knots, this gives precisely K + p + 1 basis functions.
We define the penalized spline estimator as the minimizer of
where the penalty is the integrated squared qth order derivative of the spline function, which is assumed to be finite. Since the (p + 1)st derivative of a spline function of degree p + 1 contains Dirac delta functions, it is a natural condition to have q ≤ p. However, in Section 5 we treat the case of truncated polynomial basis functions where q = p + 1. The penalty constant λ plays the role of a smoothing parameter. For a fixed n, letting λ → 0 implies an unpenalized estimate, while λ → ∞ forces convergence of the qth derivative of the spline function to zero, with the consequence that the limiting estimator is a (q − 1)th degree polynomial. From the derivative formula for B-spline functions (de Boor (2001) , ch. X),
where the coefficients β (q) j are defined recursively via
We rewrite the penalty term in (2) as λβ t ∆ t q R∆ q β, where the matrix R has elements R ij = b a N j,p+1−q (x)N i,p+1−q (x)dx, for i, j = −p + q, . . . , K and ∆ q denotes the matrix corresponding to the weighted difference operator defined in (3), i.e. β (q) = ∆ q β. For the special case of equidistant knots, i.e. κ j − κ j−1 = δ for any j = −p + 1, . . . , K, there is an explicit expression of the matrix ∆ q in terms of the matrix ∇ q , corresponding to the qth difference operator, defined recursively via β
(1)
Further, define the spline basis vector of dimension 1
N (x n ) t } t , and let D q = ∆ t q R∆ q . With this notation, the penalized spline estimator takes the
where f = {f (x 1 ), . . . ,f (x n )} t and Y = (Y 1 , . . . , Y n ) t . This estimator has been considered in Ormerod & Wand (2008) , who gave it the name O'Sullivan spline, or just O-spline, estimator and presented an efficient algorithm for computation of the matrix D q . A slightly modified version of (4), known as the P-spline estimator, has been introduced by Eilers & Marx (1996) . They used equidistant knots and a combination of cubic splines (p = 3) and second order penalty (q = 2). Moreover, only the diagonal elements of the tridiagonal matrix R were taken into account, resulting in the simpler penalty matrix cδ −4 ∇ t 2 ∇ 2 , with c = b a {N j,2 (x)} 2 dx. Since c and δ are constants, they can be absorbed in the penalty constant. Eilers & Marx (1996) motivated the difference penalty as a good approximation to the penalty D q . Since these simplifications do not influence the asymptotic properties of the estimator, we use the general estimator (4) for our theoretical investigation.
2·3. Regression splines
An unpenalized estimator with λ = 0 in (4) is referred to as a regression spline estimator.
More precisely, the regression spline estimator of order (p + 1) for f (x) is the minimizer of
where
is the set spline functions of degree p with knots κ = {a = κ 0 < κ 1 < · · · < κ K < κ K+1 = b} and S(1; κ) is the set of step functions with jumps at the knots. Since N j,p+1 (·), j = −p, . . . , K Asymptotic properties of penalized spline estimators 7 form a basis for S(p + 1; κ), see Schumaker (1981, ch. 4) ,
Further, we denote with
The asymptotic properties of the regression spline estimatorf reg (x) have been studied in Zhou et al. (1998) , where the following assumptions are stated.
(A2) For deterministic design points x i ∈ [a, b], i = 1, . . . , n, assume that there exists a distribution function Q with corresponding positive continuous design density ρ such that, with Q n the
(A3) The number of knots K = o(n).
Zhou et al. (1998) obtained the approximation bias and variance as
where G = b a N (x) t N (x)ρ(x)dx and the approximation bias
with B p+1 (·) the (p + 1)th Bernoulli polynomial, see p. 804 of Abramowitz & Stegun (1972) .
2·4. Smoothing splines
The smoothing spline estimator for f (·) in (1) arises as a solution of the minimization problem a {f (q) (x)} 2 dx < ∞}. It turns out thatf ss (x), the solution of (9), is the natural polynomial spline function of degree 2q − 1 with knots at x i . Namely,
and [x n−1 , x n ] and of degree 2q − 1 on (x i , x i+1 ), i = 2, . . . , n − 2 with jumps in the (2q − 1)st derivative only at the knots. It has been proven, see e.g. Utreras (1985) ,
so that λ = O(n 1/(1+2q) ) provides the optimal rate of convergence, as long as λn 2q−1 → ∞.
The differentiability assumption for smoothing splines (f ∈ W q ) is weaker compared to regression splines case (f ∈ C p+1 ) if p ≥ q. We refer to Eubank (1999) for further discussion of the theoretical properties of smoothing splines.
AVERAGE MEAN SQUARED ERROR OF THE PENALIZED SPLINE ESTIMATOR
We investigate the average mean squared error (AMSE) of the penalized spline estimator and discuss the optimum choice of smoothing parameter λ and number of knots K. Similar asymptotic results could be obtained using the mean integrated squared error (MISE) instead of the average mean squared error. Compare, for example, Wahba (1975) for the average mean squared error and Rice & Rosenblatt (1981) for the mean integrated squared error for smoothing splines or Zhou et al. (1998) for the average mean squared error and Agarwal & Studden (1980) for the mean integrated squared error for regression splines. With the Demmler & Reinsch (1975) decomposition, the average bias and variance can be expressed in terms of the eigenvalues obtained from the singular value decomposition
where U is the matrix of eigenvectors and s is the vector of eigenvalues s j . De- Asymptotic properties of penalized spline estimators 9
We can rewrite the penalized spline estimator (4) as
Equation (12) clearly shows the shrinkage effect of including the penalty term. Equality (11) provides an expression that is straightforward to use to obtain the average mean squared error
where f = {f (x 1 ), · · · , f (x n )} t and b = A t f with components b j . Since AA t is idempotent and
The first term in (13) is the average variance, the second term is the average squared shrinkage bias which is due to the penalization, and the last term is the average squared approximation bias, which can be obtained from (6) and is due to representing an arbitrary function by a linear combination of spline functions.
We now study the optimal orders of the smoothing parameter λ and of the number of knots K.
With the constantc 1 introduced in Lemma 3 in the Appendix, define and for K ∼ C 1 n 1/(2p+3) , with C 1 a constant, and λ = O(n γ ) with γ ≤ (p + 2 − q)/(2p + 3), the penalized spline estimator attains the optimal rate of convergence for
THEOREM 1. Under assumptions (A1)-(A3) the following statements hold:
and for λ = O(n 1/(2q+1) ), such that λn 2q−1 → ∞ and K ∼ C 2 n ν with ν ≥ 1/(2q + 1) and C 2 a constant, the penalized spline estimator attains the optimal rate of convergence for
Case (a) with K q < 1 results in the asymptotic scenario similar to that of regression splines.
The average mean squared error is determined by the average asymptotic variance and squared approximation bias. The shrinkage bias becomes negligible for small λ, that is for γ < (p + 2 − q)/(2p + 3). The asymptotically optimal number of knots has the same order as that for regression splines, that is K ∼ C 1 n 1/(2p+3) . Case (b) with K q ≥ 1 results in the asymptotic scenario close to that of smoothing splines. The average mean squared error is dominated by the average asymptotic variance and squared shrinkage bias. The average squared approximation bias is of the same asymptotic order as the average shrinkage bias for K q = 1 and of negligible order for K q > 1. The asymptotic order of the average mean squared error depends only on the order of the penalty q and the bound of the average mean squared error is precisely the same as known from the smoothing spline theory, up to the average squared approximation bias, which is negligible for K q > 1.
The assumption on the smoothness of the function f can be somewhat weakened in case (a).
The assumption f ∈ C p+1 can be replaced by a slightly weaker assumption f ∈ W p+1 , since according to Barrow & Smith (1978) the expression for the approximation bias (8) holds for f (·) ∈ W p+1 as well. See also the discussion in Agarwal & Studden (1980) , Remark 3.3.
The result of Theorem 1 suggests that the convergence rate of penalized spline estimators is faster if K q < 1, since q ≤ p is assumed. Thus, it is advisable to prefer a small number of knots in practice. However, there is still a need for a practical guideline for choosing K and λ, so that K q < 1 is satisfied. This is planned to be addressed in a separate work.
ASYMPTOTIC BIAS AND VARIANCE
We derive the pointwise asymptotic bias and variance in both asymptotic scenarios.
THEOREM 2. Under assumptions (A1) − (A3), the following statements hold:
The shrinkage bias b λ is defined as
To better understand the shrinkage bias b λ (x), we show in the Appendix that For equidistant knots and p = q = 1, this simplifies to
where s
(1) are small, implying that b λ (x) has much bigger values for x near the boundaries. Similar, but somewhat more complicated expressions can be obtained for more general settings. In contrast to the approximation bias, the shrinkage bias b λ (x) depends on the design density ρ(x).
As already discussed in the previous section, the approximation and shrinkage bias play different roles in the two asymptotic scenarios. To show this, we plotted both bias terms together with the standard deviation of the penalized spline estimator for scenarios with K q < 1 and K q ≥ 1 in Figure 1 . The true function f (x) = cos(2πx) is evaluated at n = 15000 equally spaced points on (0, 1) and the errors are taken to be independent with distribution N (0, 0.3 2 ). We used B-splines of degree three and a second order penalty, based on K = 5 equidistant knots for K q < 1, and based on K = 1000 for K q ≥ 1. The penalty λ was determined by Generalized Cross-Validation (GCV) in both cases. For K q < 1, one observes that the order of both bias components is the same. If K q ≥ 1, the approximation bias is extremely small, while the shrinkage bias is about 10 times larger than that for K q < 1. In both cases, the shrinkage bias has bigger values near the boundaries. The variance of the estimator is bigger in case K q ≥ 1. In general, the variance of the penalized spline estimator is bigger near the boundaries, due to the structure of the matrix Ruppert & Carroll (2000) used truncated polynomials as basis functions. For truncated polynomials of degree p based on K inner knots a < κ 1 < · · · < κ K < b, the penalized spline estimator is defined as the solution to the penalized least squares criterion 
ing estimator is a ridge regression estimator given by
where F = {F (x 1 ) t , . . . , F (x n ) t } t andD p is the diagonal matrix diag(0 p+1 , 1 K ), indicating that only the spline coefficients are penalized.
The ridge penalty imposed on the spline coefficients can also be viewed as a penalty containing the integrated squared (p + 1)th derivative of the spline function. Indeed,
Since the derivative of an indicator function is a Dirac delta function (see e.g. Bracewell, 1999, p. 94) , which integrates to one, it follows that
In general, the results of Theorem 1 are not applicable to penalized splines with truncated polynomials since Lemma 3 does not hold for q = p + 1. We use the equivalence of truncated polynomial and B-spline basis functions to arrive at asymptotic bias and variance expressions, see the appendix for more details. We obtain that for K q < 1,
It follows that taking K ∼ C 1 n 1/(2p+3) and λ p = O(n γ ) with γ ≤ 2/(2p + 3) leads to the optimal rate of convergence. For K q ≥ 1, we obtain that
Taking λ ∼ C 3 n 2/(2p+3) and K = O(nν) withν ≥ 1/(2p + 3) leads to the optimal rate of convergence, which is the same as in case K q < 1, that is n −(2p+2)/(2p+3) . Thus, if the truncated polynomials basis is used, there is no difference between two asymptotic scenarios and the optimal rate of convergence is reached in either case.
DISCUSSION
The results in this paper and in particular Theorem 1 provide a theoretical justification that a smaller number of knots leads to a smaller averaged mean squared error. Moreover, we are able to characterize through K q in (14) the relation between K, λ and n which determines the breakpoint between a "small" and "large" number of knots, or in other words, between the asymptotic scenario close to that of regression splines on the one hand and that of smoothing splines on the other hand. Results of this paper also show that using truncated polynomial basis functions leads to the optimal rate of convergence independent of the assumption made on the number of knots.
Penalized splines gained a lot of their popularity because of the link to mixed models where the spline coefficients are modeled as random effects, see Brumback et al. (1999) , and earlier Speed (1991) for the case of smoothing splines. An interesting topic of further research would be a detailed study of the asymptotic properties of the estimators in this setting, building further on Kauermann et al. (2008) who verified the use of the Laplace approximation for a generalized 1. Since mixed models are related to Bayesian models using a prior distribution on the spline coefficients, this could also bring additional insight in Bayesian spline estimation, see e.g. Carter & Kohn (1996) ; Speckman & Sun (2003) .
The results of this paper are expected to hold for the more general class of likelihood based models, in particular for the generalized linear models as in Kauermann et al. (2008) ; a detailed study is interesting, though beyond the scope of the current paper. Other worthwhile routes of further investigation include models for spatial data, incorporating correlated errors and heteroscedasticity.
APPENDIX. TECHNICAL DETAILS
For use in the subsequent proofs, we define G K,n = (N t N )/n, H K,n = G K,n + λD q /n and H = G + λD q /n and state the following results:
(R1) Lemmas 6.3 and 6.4 in Zhou et al. (1998) .
in Agarwal & Studden (1980) and thus
for some constants c > 0 and r ∈ (0, 1), see Lemma 6.3 in Zhou et al. (1998) .
Before proving the two Theorems, we need the following three Lemmas. LEMMA 1. There exist some constants r ∈ (0, 1) and c 0 > 0 independent of K and n such that
minimum eigenvalue of G K,n has the lower boundc o δ for somec 0 independent of K and n, according to Lemma 6.2 of Zhou et al. (1998) . The maximum eigenvalue of (I K+p+1 + λ/nG
. With this we find h max ≥c 0 δ for K q < 1 and h max ≥c 0 δ(1 + K 2) for K q ≥ 1. Setting c 0 = c * /c 0 proves the lemma.
From Lemma 1, it immediately follows that H −1
LEMMA 2. The following statements hold: max 1≤i,j≤K+p+1 |{H −1
Proof. First, we represent
A study of asymptotic properties of spline estimators via eigenvalues goes back to at least Utreras (1980), see also Utreras (1981 Utreras ( , 1983 . Speckman (1981 Speckman ( , 1985 extended these results and a version of that we use below. Lemma 3 is adopted from Speckman (1985, eqn. 2.5d ), see also Eubank (1999, p. 237) . (10),
LEMMA 3. Under design condition (A2) and for the eigenvalues obtained in
} with c 1 is a constant that depends only on q and the design density and o(1) converges to 0 as n → ∞ uniformly for j 1n ≤ j ≤ j 2n for any sequences j 1n → ∞ and j 2n = o(n 2/(2q+1) ).
With a slightly different assumption on the design density, namely that the design density is regular in the sense that for i = 1, . . . , n, Speckman (1985) obtained the exact expression
Proof of Theorem 1. Let us begin with case (a), that is K q < 1. First, we rewrite
with K q defined in (14) and r q = O(1) as the remainder term of the Euler-Maclaurin formula. Now using a series expansion around zero of (1 + x) −2 = ∞ j=0 (−1) j (j + 1)x j for 0 < x < 1 we easily find
where c 2 = 2 F 1 (2, 1/(2q); 1 + 1/(2q), −K 
Consider now the second term in (13). Bearing in mind that
that the function x(1 + x) −2 ≤ x for 0 < x < 1, we can bound the average squared shrinkage bias with
Further, adding and subtracting s f from f in β f we find
where (R2) was applied to obtain the orders of two last terms. Since the penalty β t D q β was assumed to be finite, see below (2), the average shrinkage bias in (13) has the order O(λ 2 n −2 K 2q ). Finally, the average squared approximation bias in (13), has the asymptotic order
as follows from (8). We now choose orders of K and λ, so that they ensure the best possible rate of convergence. As shown in Stone (1982) , a p + 1 times continuously differentiable function has the optimal rate of convergence n −(2p+2)/(2p+3) . It is straightforward to see that choosing K ∼ C 1 n 1/(2p+3) , with C 1 a constant, implies the average variance and the average squared approximation bias to have the same order O(n −(2p+2)/(2p+3) ). The shrinkage bias is controlled by the smoothing parameter λ. Choosing λ = O(n (p+2−q)/(2p+3) ) balances both bias components, while λ values of a smaller asymptotic order make the shrinkage bias negligible.
Let us now consider case (b) with K q ≥ 1 and first find the order of the average variance. Since the expansion (1 + x) −2 diverges for x = 1, we first exclude this value from the sum in (A1) as follows
where j * is such that λn −1c 1 (j * − q) 2q = 1. The integral representation of the average variance is
withr q = O(1) as a constant, including 1/4 and two remainder terms of the Euler-Maclaurin formula. For K q = 1 only the first integral and a constant are present. If there is no such j
then we obtain one integral with the upper bound less than one and another integral with the lower bound larger than one directly, withr q updated correspondingly. Since the upper limit of the integral is less than one, we use the series expansion of (1 + x) −2 as in case (a) and obtain for the integral in (A3),
as a converging hypergeometric series.
Changing the integration variable to its reciprocal, one gets for the integral in (A4),
where c 3 = 2 F 1 (2, (4q − 1)(2q) −1 ; (6q − 1)(2q)
) both are hypergeometric series converging for any K q > 1 and q > 0. Thus, for case (b) with K q ≥ 1 the average variance has the asymptotic order
for any x ≥ 1, the average squared shrinkage bias for
With this, the average squared shrinkage bias is of order O(λ/n) for K q ≥ 1. It is straightforward to see that λ = O(n 1/(2q+1) ) balances the average squared shrinkage bias and the average variance. Finally the average squared approximation bias will not dominate the average mean squared error if the number of knots satisfies K ∼ C 2 n ν , with ν ≥ 1/(2q + 1) and C 2 as a constant. This implies that the average
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approximation bias is of the same order as the average squared shrinkage bias if K q = 1 and is negligible with the order O(n
Proof of Theorem 2. Let us first consider the bias. We represent
withf reg (x) defined in (5) and find
According to Barrow & Smith (1978) , it holds that
and b a (x; q) + o(δ q ) for K q ≥ 1, due to different smoothness assumptions made on f (·). The order of the second component is given by (R2). Let us consider λN (
Using the definition of penalty D q and noting that s
with N q (x) = {N −p+q,p+1−q (x), . . . , N K,p+1−q (x)}, we can apply the mean value theorem and rewrite
It remains to show that λN (x)(H −1
f (τ )/n and λH
are of negligible asymptotic order for both K q < 1 and
, see also Lemma 6.1 in Cardot (2000) . Thus, with Lemmas 1, 2 and s a, b] . Using the same arguments as above we obtain λN (
E{f ( = O({n −1 (λ/n) −1/(2q) }).
Proof of (16)-(19) . The equivalence of the penalized spline estimators f and f p is not automatic, but will follow when there is equality of the penalties. We work out the case of fitting with B-splines and obtaining the same penalized estimator as f p in (15) 
Thus, for equivalence of the estimators the penalty matrix using B-splines with equidistant knots should be L tD p L = δ −2p ∇ t p+1 ∇ p+1 /(p!) 2 . We can find the optimal asymptotic orders for K and λ as well as the pointwise bias and variance, following the arguments in the proof of Theorem 2, though by replacing λD q by λ p δ −2p ∇ t p+1 ∇ p+1 /(p!) 2 . For K q > 1, then due to the penalty matrix H −1 K,n ∞ = O{δ −1 (1 + λn −1 δ −2p−1 ) −1 }. Proceeding in the same manner as in the proof of Theorem 2, we obtain (18) and (19).
