Abstract A direct Maximum Likelihood (ML) procedure to estimate the "generally unidentified" across-regime correlation parameter in a two-regime endogenous switching model is here provided.
A P E stimatio Param
Di Pino R on meter "two simultaneous censored equations" with endogenous censoring, endogeneity being due to the across-equation correlation. For each individual, the contribution to the likelihood is given by the probability density of the observed outcome (the larger) and by the (conditional) probability that the alternative outcome has a smaller value: besides coefficients and variances, the (Gaussian) likelihood includes therefore also the across-equation correlation. Model and estimation method will be called Two-Equation ML in the following.
Other widely used approaches add a stochastic selection equation to the two outcome equations.
Two of them are compared in this paper with the proposed Two-Equation ML: the Maximum Likelihood described in Poirier and Ruud (1981) and Maddala (1983 and 1986 ), hereafter called
Three-Equation ML
; the Two Stage approach (Heckman, 1976 and 1990 ; Lee, 1978) hereafter called TS Heckman. In these cases, estimates of the correlation parameter are possible only "indirectly", after coefficients and variances have been computed, applying the relationships among the errors' second-order moments (Maddala, 1983 pp. 223-228).
Other approaches would also be available, but will not be considered explicitly in this paper. For instance, assuming that across-correlation is determined by a latent factor (e.g. the unobserved individual ability) common to both outcome equations and to a third selection equation, the estimation procedure would apply factor analysis methods. However, since individuals cannot be observed jointly in both regimes, a distribution of "counterfactuals" should be preliminarily provided (e.g., Carneiro et al., 2003; Aakvik et al. 2005 ).
Using simulated data, we evidence the better performance of our Two-Equation ML estimator over the traditional methods that include a third selection equation, where the across regime correlation cannot be estimated directly: the Three-Equation ML and the TS Heckman method. Performances are first compared by Monte Carlo in a "correct specification context", where simulated data are produced from the normal distribution, coherently with the Gaussian likelihoods adopted. Then, comparison is also performed in a "misspecification context", where simulated data are produced from a "heavy-tails" Student-t.
We provide also an empirical application to compare the methods. We estimate the time Estimation results reveal that a strong positive correlation across the two regimes of employed and unemployed women occurs. This result can be interpreted in the sense that the ability in doing housework is identical for employed and unemployed women.
The paper is organized as follows: In the next section, we discuss about the specification of tworegime model and we explain the rationale of our methodology. In Sect. 3, the specification of our we conclude with final remarks.
Methodological issues
We consider a simultaneous Two-Equation Roy model with two regimes (Roy, 1951 ). This model is specified by two regression equations whose dependent variables (outcomes) are excluding each other in a cross-sectional framework, and where selection is simply based on the choice of the larger outcome 2 :
if y 1i > y 2i then y 1i is observed and y 2i is latent; otherwise y 2i is observed and y 1i is latent.
(1) Specific target of this study is to estimate the correlation between u 1i and u 2i (ρ 12 ). A non-zero correlation between the error terms may occur as a consequence of the joint influence of latent factors. This correlation across regimes is not "empirically identifiable", as both dependent variables cannot be jointly observed. model (1) is widely discussed by analysts (e.g. Maddala, 1983 and 1986; Honoré, 1990, Vella and Verbeek, 1999) . Surprisingly, however, it is not usual in the literature to directly tackle estimation of the model exactly as it is specified in the above model's (1) equations, whose parameters are coefficients, variances, "and" the across regimes correlation. Rather, estimation is usually performed after transformation of the two equations into a Three-Equation model, with the inclusion of a third equation to select between the two regimes (e.g. Lee, 1978; Heckman, 1990) 3 .
2 A further assumption is that observations can be classified in those belonging to the first regime and to the second regime, as in a "sample selection known" framework. 3 A relevant exception is represented by the ML approach to estimate simultaneously demand and supply equations in a disequilibrium model, where the observations belong, respectively, to a demand or to a supply function (see, among others, Maddala and Nelson, 1974) . The choice of the regime does not depend on a third selection equation, but the likelihood function specified in this model, including coefficients and variances, does not include the across-regime covariance.
The selection rule is no longer "deterministic" (as it is in model 1, where the larger is chosen and observed, the smaller is latent), but becomes stochastic. As in model (1), the error terms u 1i and u 2i are normally distributed with zero mean and variances equal to σ N(0,1) , while the covariances σ 1η and σ 2η with the disturbances of both outcome equations can be different from zero. Differently from model (1), ρ 12 does not appear in the (Gaussian) Likelihood. In principle, model (2) has some important advantages over model (1) . First of all, it has a high degree of generality in the choice of the variables that "explain" selection; they can be the same, or can be different from the explanatory variables included in x 1i and x 2i . If the explanatory variables of the selection equation include all the variables in x 1i and x 2i (without duplications), then estimates of model's (2) parameters can be consistent even if data have been generated as assumed in model (1); thus it is in some sense legitimate to ignore that one is facing a problem of misspecification.
Second, the variables in x 1i need to be observed only when y 1i is observed, and not for all individuals i (analogously for x 2i ). Third, estimation of model (2) is surely easier; also, Heckman's Two Stage method and Maximum Likelihood are implemented in well known and widely used software packages 4 .
As anticipated, however, there is an important disadvantage in estimating model (2) when the data generating process is assumed to be as in model (1): the (Gaussian) Likelihood of model (2) Assuming that outcome can always be observed in one of the two regimes, model (1) can be theoretically specified as a switching regression model with "sample separation known" (cf.
Maddala, 1986 for a survey). The agent is assumed to compare the outcomes of the two equations, and to choose the larger (or the smaller, depending on the problem); thus, the larger between the two dependent variables is observed, the smaller is latent, but its value is "upper bounded" by the observed one. The model is therefore a sort of "two simultaneous censored equations" with endogenous censoring. For each individual, the contribution to the likelihood is given by the probability density of the observed variable (the larger) and by the (conditional) probability that the , and across-regime covariance of errors, σ 12 , that may be different from zero. The specification of our likelihood function is based on the probability of a subject to gain the outcome of the two regimes; it is the probability density of the observed variable, multiplied by the conditional probability that the other variable (latent) is smaller than the observed variable.
Censoring rule in model (1) implies that:
Hence:
where φ() is a normal probability density function. y 2i and y 1i result censored, respectively, if:
Then, the Likelihood function is given by: 
, we obtain the following log-likelihood function:
where Φ() is the standard normal cumulative distribution function used to specify the contribution to the likelihood of censoring y 1i or y 2i .
Note that, using this Two-Equation ML procedure, no limitation in model specification should be adopted if we do not include some regressors in the specification of one of the two equations, provided that these regressors should be observable under both regimes to ensure the identification of the probability of censoring in both regimes (see, above, Eqs. (4) and (5) 
Monte Carlo Results

A Monte Carlo experiment allows to compare inferential properties of our Two-Equation ML
estimator of the across-regime correlation, with the estimators obtained "indirectly", after applying Poirier-Ruud (1981) Three-Equation ML or the TS Heckman methods.
Experiments are conducted under Normal and Student-t (dof: 5) distributional assumptions, respectively. The application to a Student-t error distribution is particularly interesting because, among various departures from normality occurring in practice, one of the most common is when the distribution of the data has heavier tails than the normal distribution.
The data generating process here considered is represented as model (1) The results reported in Table 4 (first equation) and in Table 5 In general, the regressors' coefficients estimated by Two-Equation ML appear to be more significant than the estimates obtained by using the other methods 5 . The across-regime correlation, directly estimated using Two-Equation ML is equal to 0.96 and it results highly significant. As a result of the estimation of the domestic work supply of the Italian women, we obtain a large positive value of the across-regime correlation, that reveals how the attendance to housework and childcare of, respectively, employed and unemployed women is not affected by a different skill.
Performing both TS Heckman and
This conclusion supports the thesis that employed women generally seek ways to maximize time devoted to children and domestic chores, as well as unemployed women (a similar result has been found by Bianchi, 2000, for US). 
