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SYMBOLIC DYNAMICS, PARTIAL DYNAMICAL
SYSTEMS, BOOLEAN ALGEBRAS AND C∗-ALGEBRAS
GENERATED BY PARTIAL ISOMETRIES
TOKE MEIER CARLSEN
Abstract. We associate to each discrete partial dynamical system a
universal C∗-algebra generated by partial isometries satisfying relations
given by a Boolean algebra connected to the discrete partial dynamical
system in question. We show that for symbolic dynamical systems like
one-sided and two-sided shift spaces and topological Markov chains with
an arbitrary state space the C∗-algebras usually associated to them can
be obtained in this way.
As a consequence of this, we will be able to show that for two-sided
shift spaces having a certain property, the crossed product of the two-
sided shift space is a quotient of the C∗-algebra associated to the corre-
sponding one-sided shift space.
1. Introduction
The history of associating C∗-algebras to symbolic dynamical systems is
long and successful.
A good example of this is the crossed product of infinite minimal two-
sided shift spaces which in [13] was used to classify infinite minimal shift
spaces up till strong orbit equivalence and flip conjugacy (it is actually done
for a bigger class of dynamical systems, namely Cantor systems, but we will
in this paper only concern ourselves with symbolic dynamical systems).
Another very important example of a class of C∗-algebras associated to
symbolic dynamical systems is the Cuntz-Krieger algebras [9], which in a
natural way can be viewed as C∗-algebras associated to topological Markov
chains with finite state space. The Cuntz-Krieger algebras have proved to
be very important examples in the theory of C∗-algebras and have also let
to invariants of shift of finite type such as the dimension group (cf. [18] and
[9]).
The Cuntz-Krieger algebras have been generalized in many different ways.
We will in this paper focus on two of those. The first one is due to Exel and
Lace, who in [11] have generalized the Cuntz-Krieger algebras to topological
Markov chains with arbitrary state space. The other generalization is due to
Matsumoto, who in [20] associated a C∗-algebra to every shift space (called
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a subshift in that paper). Matsumoto’s original construction associated a
C∗-algebra to every two-sided shift space, but it is more natural to view it
as a way to associated a C∗-algebra to every one-sided shift space (cf. [3]
and [7]).
Topological Markov chains with finite state space are examples of one-
sided shift spaces, and it turns out that the C∗-algebras associated to these
kind of shift spaces are Cuntz-Krieger algebras, so in this way the class of
C∗-algebras associated with shift spaces is a generalization of the class of
Cuntz-Krieger algebras (cf. [7, Section 8]).
Thus we have three different classes of C∗-algebras associated to symbolic
dynamical system, namely crossed products of two-sided shift spaces, Exel
and Laca’s generalization of Cuntz-Krieger algebras and C∗-algebras asso-
ciated to one-sided shift spaces. The main purpose of this paper is to unify
these three constructions to one.
My original motivation for written this paper was to prove Theorem 8.18,
which for shift spaces having a certain property relates the crossed product
of the two-sided shift space and the C∗-algebra associated to the corre-
sponding one-sided shift space. Doing this I found that the crossed product
of two-sided shift spaces and the C∗-algebra associated to one-sided shift
spaces have a common structure, which I also found in Exel and Laca’s gen-
eralization of Cuntz-Krieger algebras (which we for simplicity from now on
just will call Cuntz-Krieger algebras). This structure can be described by
partial representations of groups and Boolean algebras. More formal, what
we will do is to associate to every so called discrete partial dynamical system
a C∗-algebra and then to every symbolic dynamical system (both one-sided
and two-sided) associate a discrete partial dynamical system in such a way
that the C∗-algebras we get in this way for one-sided shift spaces, two-sided
shift spaces and topological Markov chains are canonical isomorphic to the
C∗-algebra associated to the one-sided shift space, the crossed product of
the two-sided shift space and the unitization of the Cuntz-Krieger of the
transition matrix of the topological Markov chain, respectively.
This construction is very natural, and I hope that beside the benefits
from having a unified construction of these different classes of C∗-algebras
associated to different kinds of symbolic dynamical systems, the construction
will also clarify in which way the structure of the symbolic dynamical system
is reflected in the structure of the associated C∗-algebra.
The paper is organized as follows: In Section 2, we will shortly introduce
some notation which will be used throughout the paper, in Section 3 discrete
partial dynamical systems will be defined, and we will see how we from one-
and two-sided symbolic dynamical systems can construct discrete partial
dynamical systems. We will then in Section 4 define the C∗-algebra of a
discrete partial dynamical system and show some basic properties of it. In
Section 5 we will show the C∗-algebra of a discrete partial dynamical system
can be constructed as a crossed product of a C∗-partial dynamical systems,
and we will in Section 6 construct a representation of the C∗-algebra of a
discrete partial dynamical system as operators on a Hilbert space. Section 7
is the main section of this paper; here we will show that the crossed product
of a two-sided shift space, the C∗-algebra of a one-sided shift space, and
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Cuntz-Krieger algebras can be obtained as C∗-algebras of discrete partial
dynamical systems. We will then in Section 8 describe the ideal structure
of the C∗-algebra of a discrete partial dynamical system and then use this
description to prove the above mentioned Theorem 8.18. The paper finish
with three appendices in which we will give a short introduction to partial
representations of groups, Boolean algebras and crossed products of C∗-
partial dynamical systems.
A previous version of this paper appeared in my Ph.D thesis [2]. Unfor-
tunately that version contained a lot of mistakes, which hopefully have been
fixed in this version. The most notable of these mistakes was that I claimed
that the C∗-algebra of a higher rank graph could be constructed as the C∗-
algebra of a discrete partial dynamical system. The proof of this is however
false, but it is possible to construct the C∗-algebras of a higher rank graph
in a very similar way by using an action of an (discrete) inverse semigroup
instead of a partial action of a (discrete) group. This will be proved in a
forthcoming paper by Gwion Evans and the author.
Acknowledgment. The process of writing this paper has been very long.
I started on it will I was a Ph.D-student at the University of Copenhagen,
I continued working on it while I was a post Doc at the Institut Mittag-
Leffler and at the Norwegian University of Science and Technology and I
finally finished it as a post Doc at Universita¨t Mu¨nster. I wish to thank
all members of the operator algebra groups at these places for their kind
hospitality and especially Søren Eilers, Christian Skau and Joachim Cuntz. I
also wish to thank Aidan Sims for pointing out the above mentioned mistake.
2. Notation and preliminaries
Throughout this paper, e will denote the neutral element of a given group.
We will by Z denote the set of integers, N0 will denote the set of non-negative
integers and N will denote the set of positive integers.
IfX is a set, then we will by IdX denote the identity map on X. For a map
σ : X → X, we will for every k ∈ N by σk denote the k-times composition
of σ with itself, and we will set σ0 = IdX . If σ is invertible, then we will for
every k ∈ N by σ−k denote the map (σ−1)k. If A is a subset of X, then 1A
denotes the characteristic function:
1A(x) =
{
1 if x ∈ A,
0 if x /∈ A.
If θ is a map defined on A, then we will for another subset B of X by θ(B)
mean θ(A ∩B), and we will by θ|B denote the restriction of θ to A ∩B.
If C is a subset of a vector space, then we will use span(C) to denote the
linear span of C, and if the vector space also comes with a topology, then
span(C) will denote the closure of the linear span of C. For a subset D of a
C∗-algebra we denote the C∗-subalgebra generated by D, by C∗(D).
When a is a set, then we will by Fa denote the free group generated by a.
We will regard a as a subset of Fa and denote the subset
{
a−1 | a ∈ a
}
of Fa
by a−1. We say that an element g ∈ Fa is written in reduced form b1b2 · · · bk if
b1, b2, . . . , bk ∈ a∪a
−1 and bj = b⇒ bj+1 6= b
−1 for every j ∈ {1, 2, . . . , k−1}
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and every b ∈ a ∪ a−1. We let [·] be the unique homomorphism from Fa to
Z such that [a] = 1 for every a ∈ a.
We will by a∗ denote the set of finite words of symbols from a. If u ∈ a∗,
then we will by |u| denote the length of u (i.e., the number of symbols in u),
by u1 the first letter (the leftmost) letter of u, by u2 the second letter of u,
and so on till u|u| which denotes the last (the rightmost) letter of u. Thus
u = u1u2 · · · u|u|. We will identify a
∗ with the positive cone of Fa which is
defined to be the unital sub-semigroup of Fa generated by a. Under this
identification, the unit element of Fa is equal to the empty word, which we
will denote by ε, and |u| is equal to [u] for all u ∈ a∗.
We will denote the set of one-sided, respectively two-sided, infinite se-
quences in a by aN0 , respectively aZ. We will often denote an element
x = (xn)n∈N of a
N0 by
x0x1 · · · ,
and if u ∈ a∗, then we will by ux denote the sequence
u1u2 · · · u|u|x0x1 · · · .
We will also often for a sequence x belonging to either aN0 or aZ and for
integers k < l belonging to the appropriate index set denote xkxk+1 · · · xl−1
by x[k,l[ and regard it as an element of a
∗. Likewise will x[k,∞[ denote the
element
xkxk+1 · · ·
of aN.
We say that an element (xn)n∈Z ∈ a
Z is periodic if there exists an m ∈ N
such that xn+m = xn for all n ∈ Z, and we say that an element (xn)n∈N0 ∈
aN0 is eventually periodic if there exist m,N ∈ N such that xn+m = xn for
n > N .
3. Discrete partial dynamical systems
We are now going to define partial actions and discrete partial dynami-
cal systems and look at some ways to construct discrete partial dynamical
systems.
Partial actions have been defined and studied by Ruy Exel in [10], where
he for any given group constructed an inverse semigroup such that there is
a one-to-one correspondence between the actions of the inverse semigroup
and the partial actions of the group.
Definition 3.1. Given a group G and a set X, a partial action θ of G on
X is a pair (
(Dg)g∈G, (θg)g∈G
)
,
where for each g ∈ G, Dg is a subset of X and θg is a bijective map from
Dg−1 to Dg, satisfying for all h and i in G:
De = X and θe is the identity map on X,(3.1a)
θh(Di) = Dh ∩Dhi,(3.1b)
θh(θi(x)) = θhi(x) for x ∈ Di−1 ∩Di−1h−1 .(3.1c)
We will call the family (Dg)g∈G the domains of θ and the family (θg)g∈G the
partial one-to-one maps of θ.
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The triple (X, θ,G) is called a discrete partial dynamical system.
The reason that we have chosen to call such a triple a discrete partial
dynamical system is that we do not require any structure of the system
(X, θ,G) other than the above mentioned. It is in many cases (see for
example [12]) natural to ask for the set X to be a topological space, the
domains (Dg)g∈G open subsets, and the maps (θg)g∈G homeomorphisms,
but we will in this paper only consider the discrete case, where we do not
require such a structure.
A very simple example of a discrete partial dynamical systems is if we for
a given group G and a given set X for every g ∈ G let Dg = X and let θg
be the identity map on X. We get slightly more interesting examples if we
consider group actions:
Example 3.2. Let G be a group, X a set and θ an action of G on X, i.e.,
θg is for every g ∈ G a map from X to X such that
θe is the identity map on X,(3.2a)
θh ◦ θi = θhi for every h, i ∈ G.(3.2b)
If we for every g ∈ G let Dg = X, then θ =
(
(Dg)g∈G, (θg)g∈G
)
is a partial
action of G on X, and (X, θ,G) a discrete partial dynamical system.
As mentioned in the Introduction, we will in this paper mainly concern
ourselves with partial dynamical systems which come from symbolic dynam-
ical systems. We will now show how to get partial dynamical systems from
symbolic dynamical systems; we will first see how to define a partial dy-
namical system from a one-sided symbolic dynamical system, and then how
to define a partial dynamical system from a two-sided symbolic dynamical
system.
3.1. One-sided symbolic dynamical systems. Let (X+, σ) be a one-
sided symbolic dynamical system over the alphabet a. That is: a is a set
(finite or infinite), σ : aN0 → aN0 is the map
x0x1x2 · · · 7→ x1x2 · · ·
and X+ is a subset of aN0 such that σ(X+) ⊆ X+. To turn (X+, σ) into
a partial dynamical system we restrict σ to subsets of X+ such that σ is
injective on these subsets. This is done in this way:
Let for every a ∈ a, Da be the subset
{
(xn)n∈N0 ∈ X
+ | x0 = a
}
, Da−1 be
the subset σ(Da), θa : Da−1 → Da be the map
x 7→ ax,
and θa−1 : Da → Da−1 be the map
x 7→ σ(x).
Let Fa be the free group generated by a and let for every g ∈ Fa written in
the reduced form b1b2 · · · bk, where b1, b2, . . . , bk ∈ a∪ a
−1, Dg be the subset
of X+ defined by
Dg = θb1 ◦ θb2 ◦ · · · ◦ θbk(X
+),
and θg : Dg−1 → Dg be the map defined by
θg = θb1 ◦ θb2 ◦ · · · ◦ θbk .
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Then θX+ =
(
(Dg)g∈Fa , (θg)g∈Fa
)
is a partial action of Fa on X
+, and
(X+, θX+ ,Fa) is a discrete partial dynamical system.
Definition 3.3. Let (X+, σ) be a one-sided symbolic dynamical system
over the alphabet a. Then we call the discrete partial dynamical system
(X+, θX+ ,Fa) constructed above the discrete partial dynamical system asso-
ciated to (X+, σ).
Lemma 3.4. Let (X+, σ) be a one-sided symbolic dynamical system over
the alphabet a and let (X+, θX+,Fa) be the discrete partial dynamical system
associated to (X+, σ) as in Definition 3.3. Then the following holds for the
partial action θX+ =
(
(Dg)g∈G, (θg)g∈G
)
:
(1) if g ∈ G and Dg 6= ∅, then there exist u, v ∈ a
∗ such that g = uv−1,
(2) if u, v ∈ a∗ and the last (rightmost) letters of u and v are not equal
(or either u or v is equal to the empty word), then we have that
Dvu−1 =
{
x ∈ X+
∣∣ x[0,|v|[ = v, ux[|v|,∞[ ∈ X+},
and that θvu−1 is the map
ux 7→ vx
from Duv−1 to Dvu−1 ,
(3) if u, v ∈ a∗, |u| = |v| and u 6= v, then Du ∩Dv = ∅.
Proof. (2) can easily be proved by induction over the length of u and v. (3)
then follows from (2), and (1) follows from the definition of Dg and (3). 
3.2. Two-sided symbolic dynamical systems. Let (X, τ) be a two-sided
symbolic dynamical system over the alphabet a. That is: a is a set (finite
or infinite), τ : aZ → aZ is the map defined by(
τ((zn)n∈Z)
)
m
= zm+1
for every (zn)n∈Z ∈ a
Z and every m ∈ Z, and X is a subset of aZ such that
τ(X) = X.
Since τ is bijective, (τk)k∈Z is an action of Z on X, so we could turn (X, τ)
into a discrete partial dynamical system by the method of Example 3.2, but
we can also do it by imitating the method we used to define the discrete par-
tial dynamical system associated to a one-sided symbolic dynamical system,
and that is what we will do here.
Let for every a ∈ a, Da be the subset
{
(zn)n∈Z ∈ X | z0 = a
}
, Da−1 be
the subset
{
(zn)n∈Z ∈ X | z−1 = a
}
, θa : Da−1 → Da be the restriction of
τ−1 to Da−1 , and θa−1 : Da → Da−1 be the restriction of τ to Da.
Let Fa be the free group generated by a, and let for every g ∈ Fa written
in the reduced form b1b2 · · · bk, where b1, b2, . . . , bk ∈ a ∪ a
−1, Dg be the
subset of X defined by
Dg = θb1 ◦ θb2 ◦ · · · ◦ θbn(X),
and let θg : Dg−1 → Dg be the map defined by
θg = θb1 ◦ θb2 ◦ · · · ◦ θbn .
Then θX =
(
(Dg)g∈Fa , (θg)g∈Fa
)
is a partial action of Fa on X, and (X, θX,Fa)
is a discrete partial dynamical system.
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Definition 3.5. Let (X, τ) be a two-sided symbolic dynamical system over
the alphabet a. Then we call the discrete partial dynamical system (X, θX,Fa)
constructed above the discrete partial dynamical system associated to (X, τ).
Lemma 3.6. Let (X, τ) be a two-sided symbolic dynamical system over the
alphabet a and let (X, θX,Fa) be the discrete partial dynamical system asso-
ciated to (X, τ) as in Definition 3.5. Then the following holds for the partial
action θX =
(
(Dg)g∈G, (θg)g∈G
)
:
(1) if g ∈ G and Dg 6= ∅, then either g ∈ a
∗ or g−1 ∈ a∗,
(2) if u ∈ a∗, then we have that
Du =
{
z ∈ X | z[0,|u|[ = u
}
, Du−1 =
{
z ∈ X | z[−|u|,0[ = u
}
,
θu is the restriction of τ
−|u| to Du−1 and θu−1 is the restriction of
τ |u| to Du,
(3) if u, v ∈ a∗, |u| = |v| and u 6= v, then Du∩Dv = ∅ and Du−1∩Dv−1 =
∅.
Proof. (2) can easily be proved by induction over the length of u. (3) then
follows from (2), and (1) follows from the definition of Dg and (3). 
4. The C∗-algebra associated to a discrete partial dynamical
system
The main object of this paper is to associate to every discrete partial
dynamical system (X, θ,G) a C∗-algebra C∗(X, θ,G) in such a way that
the class of C∗-algebras obtained in this way in a natural way generalizes
Cuntz-Krieger algebras (both for finite and infinite matrices), C∗-algebras
associated to one-sided shift spaces and crossed products of two-sided shift
spaces.
We want the C∗-algebra C∗(X, θ,G) associated to a discrete partial dy-
namical system (X, θ,G) to have the property that there is a bijective cor-
respondence between the representations of C∗(X, θ,G) and certain repre-
sentations of (X, θ,G).
Let us as a motivating example look at the Cuntz-Krieger algebra OA of
an n×n-matrix A = (A(i, j))ni,j=1 with entries in {0, 1} and without any zero
rows. The matrix A gives raise to a one-sided symbolic dynamical system,
namely the topological Markov chain with transition matrix A:
X
+
A =
{
(xn)n∈N0 ∈ {1, 2, , . . . , n}
N0
∣∣ ∀i ∈ N0 : A(xi, xi+1) = 1}.
Thus we have by Definition 3.3 a partial action θ
X
+
A
of the free group Fn
generated by n generators on X+A. It turns out the structure of the discrete
partial dynamical system
(
X
+
A, θX+A
,Fn
)
is reflected in the structure of OA
in the following way:
Let (Si)
n
i=1 denote the generators of OA. Then the map
i 7→ Si
extends to a partial representation u of Fn on OA (see Appendix A for a
short introduction to partial representations). Since u is a partial represen-
tation,
(
u(g)
)
g∈Fn
is a family of partial isometries with commuting range
projections, so C∗
(
{u(g)u(g)∗ | g ∈ Fn}
)
is a unital abelian C∗-algebra, and
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so the set of projections in this C∗-algebra is in a natural way a Boolean
algebra (see Appendix B for a definition of this Boolean algebra).
The discrete partial dynamical system
(
X
+
A, θX+A
,Fn
)
also gives raise to a
Boolean algebra: namely the Boolean algebra generated by all the domains
{Dg | g ∈ Fn} of the partial action θX+A
(cf. Appendix B). It turns out that
the map
Dg 7→ u(g)u(g)
∗
extends to a Boolean homomorphism of the Boolean algebra generated by
the domains {Dg | g ∈ Fn} of the partial action θX+A
to the Boolean algebra
of projections in the C∗-subalgebra of OA generated by {u(g)u(g)
∗ | g ∈ Fn}.
It is natural to view this Boolean homomorphism together with the partial
representation u of Fn as a representation of the partial dynamical system(
X
+
A, θX+A
,Fn
)
. We will in Section 7 see that this representation of the partial
dynamical system
(
X
+
A, θX+A
,Fn
)
on OA is universal and thus completely
characterizes OA.
Similar characterizations hold for Cuntz-Krieger algebras of infinite ma-
trices, the C∗-algebras associated to one-sided shift spaces and the crossed
products of two-sided shift spaces.
Thus we are lead to the following definition of C∗(X, θ,G):
Definition 4.1. Let (X, θ,G) be a discrete partial dynamical system. Then
C∗(X, θ,G) is the universal C∗-algebra generated by a family (sg)g∈G of
elements satisfying:
(sg)g∈G is a family of partial isometries with commuting
range projections,
(4.1a)
se = 1,(4.1b)
sg−1 = s
∗
g for every g ∈ G,(4.1c)
shsi = shs
∗
hshi for every h, i ∈ G,(4.1d)
the map Dg 7→ sgs
∗
g extends to a Boolean homomor-
phism from the Boolean algebra B(X, θ,G) generated by
the domains {Dg | g ∈ G} of the partial action θ to the
Boolean algebra of projections in the unital abelian C∗-
algebra C∗
(
{sgs
∗
g | g ∈ G}
)
.
(4.1e)
We will call the family (sg)g∈G the generators of C
∗(X, θ,G).
Remark 4.2. It is not immediately clear that a C∗-algebra with the prop-
erties mentioned in Definition 4.1 exists, but we will in Section 5 for every
discrete partial dynamical system constructed such a C∗-algebra as a crossed
product of a C∗-partial dynamical system.
Remark 4.3. It follows from Appendix A that condition (4.1a)-(4.1d) are
equivalent to the following 3 conditions:
ses
∗
e = 1,(4.2a)
s∗gsg = sg−1s
∗
g−1 for every g ∈ G,(4.2b)
shsis
∗
i s
∗
h = shsis
∗
hi for every h, i ∈ G(4.2c)
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(cf. [25]) and with the following 4 conditions:
(sg)g∈G is a family of partial isometries with commuting
range projections,
(4.3a)
se = 1,(4.3b)
sg−1 = s
∗
g for every g ∈ G,(4.3c)
shsisi−1 = shisi−1 for every h, i ∈ G,(4.3d)
(cf. [12]).
Definition 4.4. Let (X, θ,G) be a discrete partial dynamical system, (Dg)g∈G
the domains of θ and (sg)g∈G the generators of C
∗(X, θ,G). It is clear
that the Boolean homomorphism from B(X, θ,G) to the Boolean algebra of
projections in C∗
(
{sgs
∗
g ∈ C
∗(X, θ,G) | g ∈ G}
)
which extends the map
Dg 7→ sgs
∗
g is unique. We will denote it by φ(X,θ,G).
We will in Corollary 6.2 see that φ(X,θ,G) is always injective, and thus
that C∗(X, θ,G) 6= 0 (unless X = ∅).
The following lemma describe how the structure of the discrete partial
dynamical system (X, θ,G) is reflected in the structure of the C∗-algebra
C∗(X, θ,G).
Lemma 4.5. If (X, θ,G) is a discrete partial dynamical system, then we
have that
φ(X,θ,G)
(
θg(A)
)
= sgφ(X,θ,G)(A)s
∗
g
for every A ∈ B(X, θ,G) and every g ∈ G.
Proof. If φ(X,θ,G)
(
θg(A)
)
= sgφ(X,θ,G)(A)s
∗
g and φ(X,θ,G)
(
θg(B)
)
= sgφ(X,θ,G)(B)s
∗
g,
then the following series of equalities hold:
φ(X,θ,G)
(
θg(A ∩B)
)
= φ(X,θ,G)
(
θg(A) ∩ θg(B)
)
= φ(X,θ,G)
(
θg(A)
)
φ(X,θ,G)
(
θg(B)
)
= sgφ(X,θ,G)(A)s
∗
gsgφ(X,θ,G)(B)s
∗
g
= sgs
∗
gsgφ(X,θ,G)(A)φ(X,θ,G)(B)s
∗
g
= sgφ(X,θ,G)
(
A ∩B
)
s∗g,
and so does the next:
φ(X,θ,G)
(
θg(X \ A)
)
= φ(X,θ,G)
(
Dg \ θg(A)
)
= sgs
∗
g − sgφ(X,θ,G)(A)s
∗
g
= sg
(
1− φ(X,θ,G)(A)
)
s∗g
= sgφ(X,θ,G)(X \ A)s
∗
g.
So it is enough to show that φ(X,θ,G)
(
θg(Dh)
)
= sgshs
∗
hs
∗
g for every g, h ∈ G.
So let g, h ∈ G. Then we have that
φ(X,θ,G)
(
θg(Dh)
)
= φ(X,θ,G)
(
Dg ∩Dgh
)
= sgs
∗
gsghs
∗
gh
= sgs
∗
gsghs
∗
ghsgs
∗
g
= sgshs
∗
hs
∗
g,
which proves the lemma. 
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The next lemma, which we state for further reference, is an easy but
useful consequent of the definition of the C∗-algebra of a discrete partial
dynamical system.
Lemma 4.6. Let (X, θ,G) be a discrete partial dynamical system and let
g, h, i ∈ G. If Dg = ∅, then sg = 0, and if Dh ∩Di = ∅, then s
∗
hsi = 0.
Proof. IfDg = ∅, then sg = sgs
∗
gsg = φ(X,θ,G)
(
Dg
)
sg = 0, and ifDh∩Di = ∅,
then we have that
s∗hsi = s
∗
hshs
∗
hsis
∗
i si
= s∗hφ(X,θ,G)
(
Dh
)
φ(X,θ,G)
(
Di
)
si
= s∗hφ(X,θ,G)
(
Dh ∩Di
)
si
= 0.

Example 4.7. If θ is an action of a discrete group G on a set X 6= ∅ and
(X, θ,G) is the discrete partial dynamical system defined in Example 3.2,
then all the domains (Dg)g∈G of the partial action θ are equal to X. Thus
the Boolean algebra generated by these domains only consists of X and ∅,
and so C∗(X, θ,G) is just the group C∗-algebra of G.
5. A construction of C∗(X, θ,G)
We will in this section for every discrete partial dynamical system (X, θ,G)
construct the C∗-algebra C∗(X, θ,G) (cf. Definition 4.1) as a crossed prod-
uct of a C∗-partial dynamical systems (see Appendix C for an short in-
troduction to crossed product of C∗-partial dynamical systems, cf. also
[12,22,25]).
We will first from the discrete partial dynamical system (X, θ,G) con-
struct the C∗-partial dynamical systems (X¯,G, θ¯) which C∗(X, θ,G) is a
crossed product of.
Let (Dg)g∈G denote the domains and (θg)g∈G the partial one-to-one maps
of θ. Recall that B(X, θ,G) is the Boolean algebra generated by the domains
{Dg | g ∈ G} of the partial action θ. Notice that θh(Di) = Dh ∩ Dhi ∈
B(X, θ,G) for every h, i ∈ G, so θg(A) ∈ B(X, θ,G) for every A ∈ B(X, θ,G)
and every g ∈ G.
Let Xˆ be the dual of B(X, θ,G): i.e., Xˆ is the closed subset{
φ ∈ {0, 1}B(X,θ,G)
∣∣ φ is a Boolean homomorphism}
of the Cantor space {0, 1}B(X,θ,G) endowed with the product topology of
the discrete topology on {0, 1}. Then Xˆ is a totally disconnected compact
Hausdorff space (a Boolean space, cf. [14, §18]).
For each A ∈ B(X, θ,G), let Aˆ = {φ ∈ Xˆ | φ(A) = 1}, and notice that Aˆ
is a clopen subset of Xˆ. We then have that the map A 7→ Aˆ is a Boolean
isomorphism between B(X, θ,G) and the Boolean algebra of clopen subsets
of Xˆ (cf. [14, §18]).
Lemma 5.1. The system {Dˆt | t ∈ G} separates points in Xˆ.
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Proof. Let φ1, φ2 ∈ Xˆ and let A be the subset of B(X, θ,G) defined by
A = {A ∈ B(X, θ,G) | φ1(A) = φ2(A)}.
Then A is a Boolean subalgebra of B(X, θ,G). Assume that the following
equivalence
φ1 ∈ Dˆg ⇐⇒ φ2 ∈ Dˆg
holds for every g ∈ G. That means that Dg ∈ A for every g ∈ G and thus
that A = B(X, θ,G). But then φ1 and φ2 must be equal. 
For each g ∈ G, let θˆg be the map given by
θˆg(φ)(A) = φ
(
θ−1g (A)
)
for A ∈ B(X, θ,G) and φ ∈ Dˆg−1 . It is easy to check that θˆg is a homeomor-
phism from Dˆg−1 to Dˆg with θˆg−1 as its inverse (cf. [14, §20]).
Let X¯ = C(Xˆ) and let for each g ∈ G, D¯g be the subset of X¯ defined by
D¯g =
{
f ∈ X¯
∣∣ f|Xˆ\Dˆg = 0} ,
and let θ¯g : D¯g−1 → D¯g be defined by
θ¯g(f)(φ) =
{
f(θˆg−1(φ)) if φ ∈ Dˆg,
0 if φ ∈ Xˆ \ Dˆg,
for f ∈ D¯g−1 and φ ∈ Xˆ . Then θ¯ =
(
(D¯g)g∈G, (θ¯g)g∈G
)
is a partial action
of G on the C∗-algebra X¯ (cf. Appendix C). Thus (X¯,G, θ¯) is a C∗-partial
dynamical system.
Theorem 5.2. Let (X, θ,G) be a discrete partial dynamical system and let
X¯ and θ¯ be as defined above. Then the partial crossed product X¯ ⋊θ¯ G of
the C∗-partial dynamical system (X¯,G, θ¯) is generated by a family of ele-
ments (sg)g∈G satisfying condition (4.1a)–(4.1e) of Definition 4.1, and if A
is another C∗-algebra with a family of elements (Sg)g∈G satisfying condition
(4.1a)–(4.1e), then there exists a ∗-homomorphism from X¯ ⋊θ¯G to A which
maps sg to Sg for every g ∈ G.
Proof. Let for every g ∈ G, sg = δg, where {δg}g∈G is a described in Appen-
dix C. Since (pi, u) 7→ pi× u is a bijective correspondence between covariant
representations of (X¯,G, θ¯) and non-degenerated representations of X¯⋊θ¯G,
there exists a covariant representation (pi, u) of (X¯,G, θ¯) on a Hilbert space
H such that pi×u is a faithful non-degenerate representation of X¯⋊θ¯G. We
then have that u is a partial representation of G and so the family
(
u(g)
)
g∈G
satisfies condition (4.1a)–(4.1d) of Definition 4.1.
Denote for every subset B of X¯, the subspace
span{pi(T )ξ | T ∈ B, ξ ∈ H}
of H by [B] and the projection of H onto [B] by proj([B]).
Since the map sending an element A of B(X, θ,G) to Aˆ, the map sending
a clopen subset V of Xˆ to
{
f ∈ X¯
∣∣ f|Xˆ\V = 0}, and the map sending
an ideal I of X¯ to proj([I]) all are Boolean homomorphism, so is the map
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sending an element A of B(X, θ,G) to proj
([{
f ∈ X¯ | f|Xˆ\Aˆ = 0
}])
, and
since we have that
proj
([{
f ∈ X¯ | f|Xˆ\Dˆg = 0
}])
= proj([D¯g])
= u(g)u(g)∗
for every g ∈ G,
(
u(g)
)
g∈G
satisfies (4.1e) of Definition 4.1. Since pi × u is
faithful and pi× u(sg) = u(g) for every g ∈ G, (sg)g∈G satisfies (4.1a)–(4.1e)
of Definition 4.1.
Remember that X¯ ⋊θ¯ G is generated by X¯ and (sg)g∈G. It follows from
Lemma 5.1 and the Stone-Weierstrass Theorem that the equality
span{1
Dˆg
| g ∈ G} = X¯
holds, and since sgs
∗
g = 1Dˆg for every g ∈ G, this shows that X¯ ⋊θ¯ G is
generated by (sg)g∈G.
Now let A be another C∗-algebra with a family (Sg)g∈G of elements which
satisfies condition (4.1a)–(4.1e). Let ψ be a non-degenerate faithful repre-
sentation of A on a Hilbert space H. Since Se is the unit of A, ψ(Se)ξ = ξ
for every ξ ∈ H.
Let for every g ∈ G, U(g) = ψ(Sg). Then U is a partial representation of
G on H. Since span{1
Dˆg
| g ∈ G} = X¯ , since the map A 7→ Aˆ is a Boolean
isomorphism between B(X, θ,G) and the Boolean algebra of clopen subsets
of Xˆ , and since the map Dg 7→ SgS
∗
g extends to a Boolean homomorphism
from B(X, θ,G) to the set of projections in C∗
(
{SgS
∗
g | g ∈ G}
)
, there exists
by Lemma B.1 a ∗-homomorphism from X¯ to A which maps 1
Dˆg
to SgS
∗
g for
every g ∈ G. Let us denote the composition of this ∗-homomorphism with
ψ by η. Then η is a representation of X¯ on H, and since η(1)ξ = ψ(Se)ξ = ξ
for every ξ ∈ H, η is non-degenerate.
If g ∈ G, then we have that
U(g)U(g)∗ = ψ(SgS
∗
g)
= η(1
Dˆg
)
= proj
(
span
{
η(1
Dˆg
)ξ | ξ ∈ H
})
= proj
(
[D¯g]
)
.
Let i, h ∈ G. It then follows from (3.1b) that θ¯h
(
1
Dˆh−1∩Dˆi
)
= 1
Dˆh∩Dˆhi
.
Thus we have that
η
(
θ¯h
(
1
Dˆh−1∩Dˆi
))
= η
(
1
Dˆh∩Dˆhi
)
= U(h)U(h)∗U(hi)U(hi)∗
= U(h)U(i)U(hi)∗
= U(h)U(i)U(i−1)U(i−1)∗U(i−1h−1)
= U(h)U(h)∗U(h)U(i)U(i−1)U(h−1)
= U(h)η
(
1
Dˆ
h−1∩Dˆi
)
U(h−1),
where the third equality follows from (4.1d), the forth from (4.1a) and (4.1c),
and the fifth from (4.1a) and (4.1e). It follows from Lemma 5.1 and the
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Stone-Weierstrass Theorem that span
{
1
Dˆ
h−1∩Dˆi
| i ∈ G
}
= D¯h−1 , so the
above computation shows that the equality
η
(
θ¯h(f)
)
= U(h)
(
η(f)
)
U(h−1)
holds for every f ∈ D¯h−1 .
Thus (η, U) is a covariant representation of (X¯,G, θ¯), and so there exists
a non-degenerate representation of X¯⋊θ¯G on H which maps sg to ψ(Sg) for
every g ∈ G, and thus a ∗-homomorphism from X¯ ⋊θ¯ G to A which maps
sg to Sg for every g ∈ G. 
Remark 5.3. Let I be an arbitrary index set and let A = A(i, j)i,j∈I be a
matrix with entries in {0, 1} and having no zero rows. In [11] Exel and Lace
associated to A a C∗-algebra OA (cf. Section 7.3). We will in Theorem 7.5
show that the unitization O˜A of OA is isomorphic to C
∗
(
X
+
A, θX+
A
,FI
)
for a
certain discrete partial dynamical system
(
X
+
A, θX+A
,FI
)
.
Exel and Laca constructed in [11] a partial action
(
(∆Ag )g∈FI , (h
A
g )g∈FI
)
of FI on a compact topological space Ω˜A such that O˜A is isomorphic to the
crossed product of this partial action.
If we let (Dg)g∈G and (θg)g∈G denote the domains and partial one-to-one
maps of θ
X
+
A
, and Xˆ+A, Dˆg and θˆg be as above, then one can show that the
map
φ 7→
{
g ∈ FI | φ(Dg) = 1
}
is a homeomorphism from Xˆ+A to Ω˜A which for every g ∈ FI maps Dˆg to ∆
A
g
and intertwines θˆg and h
A
g . This fact lays the foundation for an alternative
proof of Theorem 7.5.
6. A representation of C∗(X, θ,G)
Let (X, θ,G) be a discrete partial dynamical system and let (Dg)g∈G
denote the domains of θ and (sg)g∈G the generators of C
∗(X, θ,G). If pi is a
representation of C∗(X, θ,G), then pi will induce a Boolean homomorphism
from the Boolean algebra of projections in the unital abelian C∗-algebra
C∗
(
{sgs
∗
g ∈ C
∗(X, θ,G) | g ∈ G}
)
to the Boolean algebra of projections in
the unital abelian C∗-algebra C∗
(
{pi(sgs
∗
g) | g ∈ G}
)
which maps sgs
∗
g to
pi(sgs
∗
g) for every g ∈ G, and by composing this Boolean homomorphism with
φ(X,θ,G), we get a Boolean homomorphism from B(X, θ,G) to the Boolean
algebra of projections in the unital abelian C∗-algebra C∗
(
{pi(sgs
∗
g) | g ∈
G}
)
which maps Dg to pi(sgs
∗
g) for every g ∈ G.
We will in this section for every discrete partial dynamical system (X, θ,G)
construct a representation pi of C∗(X, θ,G) such that the Boolean homomor-
phism mentioned above is injective. As a corollary of this, we see that the
Boolean homomorphism φ(X,θ,G) is injective and thus that C
∗(X, θ,G) 6= 0
(unless X = ∅).
Let (X, θ,G) be a discrete partial dynamical system and let (Dg)g∈G and
(θg)g∈G denote the domains and partial one-to-one maps of θ. Let (ex)x∈X
be an orthonormal basis for the Hilbert space l2(X), and define for each
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g ∈ G an operator Sg by letting
(6.1) Sg
(∑
x∈X
λxex
)
=
∑
x∈Dg
λθ
g−1(x)
ex
for every
∑
x∈X λxex ∈ l2(X).
It is straight forward to check that these operators are partial isometries,
that Se = 1 and that for every h, i ∈ G, S
∗
h = Sh−1 , ShSi = ShS
∗
hShi and
ShS
∗
h = proj
(
span{ex | x ∈ Dh}
)
, where proj
(
span{ex | x ∈ Dh}
)
is the
orthogonal projection of l2(X) onto span{ex | x ∈ Dh}. Since the map
A 7→ proj
(
span{ex | x ∈ A}
)
is a Boolean homomorphism from B(X, θ,G) to the Boolean algebra of pro-
jections in the unital abelian C∗-algebra C∗
(
{SgS
∗
g | g ∈ G}
)
, the family
(Sg)g∈G of operators satisfies condition (4.1a)–(4.1e) of Definition 4.1.
Thus we have:
Proposition 6.1. Let (X, θ,G) be a discrete partial dynamical system, let
(sg)g∈G denote the generators of C
∗(X, θ,G) and (Sg)g∈G the operators de-
fined by (6.1). Then there is a ∗-homomorphism from C∗(X, θ,G) to the
C∗-algebra of bounded operators on the Hilbert space l2(X), sending sg to
Sg for every g ∈ G.
Corollary 6.2. The Boolean homomorphism φ(X,θ,G) (cf. Definition 4.4)
is for every discrete partial dynamical system (X, θ,G) injective.
Proof. Since the Boolean homomorphism
A 7→ proj
(
span{ex | x ∈ A}
)
from B(X, θ,G) to the set of projections in C∗
(
{SgS
∗
g | g ∈ G}
)
is injective,
so is φ(X,θ,G). 
7. C∗-algebras associated to symbolic dynamical systems
We will now show that the class of C∗-algebras associated to discrete
partial dynamical systems generalizes Cuntz-Krieger algebras (both for finite
and infinite matrices), C∗-algebras associated to one-sided shift spaces and
crossed products of two-sided shift spaces.
We will do that by regarding one-sided and two-sided shift spaces and
topological Markov chains as symbolic dynamical systems and thus associ-
ated to them the discrete partial dynamical system of Definition 3.3 and
3.5 and then show that the C∗-algebras of these discrete partial dynamical
systems are isomorphic to the C∗-algebra associated to the one-sided shift
space,the crossed product of the two-sided shift space, and the unitization
of the Cuntz-Krieger algebra of the transition matrix of the Markov chain,
respectively.
Before we do that let us briefly look at the general structure of C∗(X, θ,G)
when (X, θ,G) is the discrete partial dynamical system associated to a one-
or two-sided symbolic dynamical system as in Definition 3.3 and 3.5.
Lemma 7.1. Let (X+, σ) be a one-sided symbolic dynamical system over
the alphabet a and let (X+, θX+,Fa) be the discrete partial dynamical system
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associated to (X+, σ) as in Definition 3.3. Then the following holds for the
generators (sg)g∈Fa of C
∗(X+, θX+,Fa):
(1) sb1sb2 · · · sbk = sg for g ∈ Fa written in reduced form, b1b2 · · · bk,
(2) if sg 6= 0, then there exist u, v ∈ a
∗ such that g = uv−1,
(3) s∗usv = 0 if u, v ∈ a
∗, |u| = |v| and u 6= v.
Proof. If b ∈ a ∪ a−1 and g ∈ Fa written in reduced form does not begin
with b, then Dbg ⊆ Db, so we have that
sbsg = sbs
∗
bsbg
= sbs
∗
bsbgs
∗
bgsbg
= sbg.
This shows that sb1sb2 · · · sbk = sg for g ∈ Fa written in reduced form
b1b2 · · · bk.
(2) and (3) easily follow from Lemma 3.4 and 4.6. 
Lemma 7.2. Let (X, τ) be a two-sided symbolic dynamical system over the
alphabet a and let (X, θX,Fa) be the discrete partial dynamical system as-
sociated to (X, τ) as in Definition 3.5. Then the following holds for the
generators (sg)g∈Fa of C
∗(X, θX,Fa):
(1) sb1sb2 · · · sbk = sg for g ∈ Fa written in the reduced form b1b2 · · · bk,
(2) if sg 6= 0, then either g ∈ a
∗ or g−1 ∈ a∗,
(3) s∗hsi = shs
∗
i = 0 if h, i ∈ Fa, [h] = [i] and h 6= i.
Proof. (1) can be proved in exactly the same way (1) was proved in Lemma
7.1, (2) easily follows from Lemma 3.6 and 4.6, and (3) follows from (2) and
Lemma 3.6 and 4.6. 
7.1. Crossed products of two-sided shift spaces. Let (X, τ) be a two-
sided shift space over the finite alphabet a (cf. [17] and [19]). That is:
τ : aZ → aZ is the map defined by
(7.1)
(
τ((zn)n∈Z)
)
m
= zm+1
for every (zn)n∈Z ∈ a
Z and every m ∈ Z, and X is a closed (in the product
topology of the discrete topology of a) subset of aZ such that τ(X) = X.
Let τ⋆ be the automorphism on C(X) defined by f 7→ f◦τ and let C(X)⋊τ⋆
Z be the full crossed product of the C∗-dynamical system C(X, τ⋆,Z) (cf.
[23, 7.6.5]). Thus C(X) ⋊τ⋆ Z is the universal C
∗-algebra generated by a
copy of C(X) and an unitary operator U which satisfies that UfU∗ = f ◦ τ
for every f ∈ C(X).
Since (X, τ) is a two-sided symbolic dynamical system, we can associate
to it the discrete partial dynamical system (X, θX,Fa) of Definition 3.5. We
then have the following theorem:
Theorem 7.3. Let (X, τ) be a two-sided shift space and let (X, θX,Fa) be the
discrete partial dynamical system associated to (X, τ) as done in Definition
3.5. Then C∗(X, θX,Fa) is isomorphic to the crossed product C(X)⋊τ⋆ Z.
More precisely: if (Dg)g∈Fa denotes the domains of θX, (sg)g∈Fa denotes
the generators of C∗(X, θX,Fa) and U is as above, then we have that
C(X) = span{1Dg | g ∈ Fa},
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and there exists a ∗-isomorphism from C(X) ⋊τ⋆ Z to C
∗(X, θX,Fa) which
maps 1Dg to sgs
∗
g for every g ∈ Fa and U to
∑
a∈a sa.
Proof. We will first show that the Boolean algebra B(X, θX,Fa) generated
by {Dg | g ∈ Fa} is the Boolean algebra of clopen subsets of X. It easily
follows from Lemma 3.6 that every set in B(X, θX,Fa) is clopen. In the other
direction, we have by Lemma 3.6 that{
z ∈ X | z[−|u|,|v|[ = uv
}
= Du−1 ∩Dv ∈ B(X, θX,Fa)
for u, v ∈ a∗, and since the system consisting of sets of this form is a basis
for the topology of X, every clopen set is a finite union of sets of this form
and thus belongs to B(X, θX,Fa).
So it follows from the Stone-Weierstrass theorem that
C(X) = span{1Dg | g ∈ Fa}.
Since φ(X,θX,Fa) (cf. Definition 4.4) is a Boolean homomorphism from B(X, θ,Fa)
to the Boolean algebra of projections in the unital abelian C∗-algebra
C∗
(
{sgs
∗
g ∈ C
∗(X, θX,Fa) | g ∈ Fa}
)
which maps Dg to sgs
∗
g, it follows from Lemma B.1 that there exists a ∗-
homomorphism η⋊ from C(X) to C
∗(X, θX,Fa) which maps 1Dg to sgs
∗
g for
every g ∈ Fa. Let u be the element
∑
a∈a sa in C
∗(X, θX,Fa). Then we have
that
uη⋊(1Dg )u
∗ =
(∑
a∈a
sa
)(
sgs
∗
g
)(∑
a′∈a
s∗a′
)
=
∑
a∈a
a′∈a
sasgs
∗
gs
∗
asas
∗
a′sa′s
∗
a′
=
∑
a∈a
sasgs
∗
gs
∗
a
=
∑
a∈a
sas
∗
asags
∗
agsas
∗
a
=
∑
a∈a
η⋊
(
1Da∩Dag
)
=
∑
a∈a
η⋊
(
1θa(Dg)
)
= η⋊
(
1∪a∈aθa(Dg)
)
= η⋊
(
1τ−1(Dg)
)
= η⋊(1Dg ◦ τ)
for every g ∈ Fa, where the second equality follows from (4.1a) and (4.1e),
the third from (4.1a) and Lemma 7.2(3), the forth from (4.1d) and the sixth
from (3.1b). Since C(X) = span{1Dg | g ∈ Fa}, this shows that
uη⋊(f)u
∗ = η⋊(f ◦ τ)
for every f ∈ C(X).
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Thus it follows from the universal property of C(X)⋊τ⋆Z that there exists
a ∗-homomorphism η˜⋊ from C(X) ⋊τ⋆ Z to C
∗(X, θX,Fa) which is equal to
η⋊ on C(X) and sends U to u =
∑
a∈a sa.
Let us now look at C(X) ⋊τ⋆ Z. Let for every a ∈ a, Sa be the element
1DaU of C(X) ⋊τ⋆ Z, Sa−1 = S
∗
a, and let Se = 1 and Sg = Sb1Sb2 · · ·Sbk ,
where g ∈ Fa is written in the reduced form b1b2 · · · bk. Then (Sg)g∈Fa is a
family of elements from C(X)⋊τ⋆ Z which clearly satisfies (4.1b) and (4.1c)
of Definition 4.1. We will now show that (Sg)g∈Fa also satisfies (4.1a), (4.1d)
and (4.1e) of Definition 4.1.
Remember (cf. Section 2) that [·] is the unique homomorphism from Fa
to Z such that [a] = 1 for every a ∈ a. According to Lemma 3.6, the map θg
is for every g ∈ Fa equal to the restriction of τ
−[g] to Dg−1 , so we have that
Dh ∩ τ
−[h](Di) = θh(Di) = Dhi ∩Dh
for all h, i ∈ Fa.
If a ∈ a and g ∈ Fa written in reduced form does not begin with a
−1,
then Dag ⊆ Da and Da ∩ τ
−1
(Dg) = Dag ∩Da = Dag and so we have that
Sa1DgU
[g] = 1DaU1DgU
[g]
= 1DaU1DgU
∗U [g]+1
= 1Da∩τ−1(Dg)U
[g]+1
= 1DagU
[g]+1,
and if g written in reduced form does not begin with an a, thenDa−1g ⊆ Da−1
and τ(Da ∩Dg) = θa−1(Dg) = Da−1 ∩Da−1g = Da−1g, so we have that
Sa−11DgU
[g] = U∗1Da1DgU
[g]
= 1τ(Da∩Dg)U
[g]−1
= 1D
a−1g
U [g]−1.
This shows that Sg = 1DgU
[g] and thus that SgS
∗
g = 1Dg for every g ∈ Fa.
Hence (Sg)g∈Fa satisfies (4.1a) and (4.1e) of Definition 4.1. If h, i ∈ Fa, then
we have that
ShSi = 1DhU
[h]1DiU
[i]
= 1DhU
[h]1DiU
−[h]U [h]U [i]
= 1Dh∩τ−[h](Di)U
[hi]
= 1Dhi∩DhU
[hi]
= 1Dh1DhiU
[hi]
= ShS
∗
hShi,
which shows that (Sg)g∈Fa also satisfies (4.1d) of Definition 4.1.
Thus it follows from the universal property of C∗(X, θX,Fa) that there is
a ∗-homomorphism ψ from C∗(X, θX,Fa) to C(X) ⋊τ⋆ Z such that ψ(sg) =
Sg = 1DgU
[g] for every g ∈ Fa.
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We have that
ψ
(
η˜⋊(U)
)
= ψ
(∑
a∈a
sa
)
=
∑
a∈a
1DaU = U,
and that
ψ
(
η˜⋊(1Dg )
)
= ψ(sgs
∗
g) = 1DgU
[g]U−[g]1Dg = 1Dg
for every g ∈ Fa, and since C(X)⋊τ⋆ Z is generated by U and {1Dg | g ∈ Fa},
this shows that ψ ◦ η˜⋊ = IdC(X)⋊τ⋆Z.
We also have that
η˜⋊
(
ψ(sg)
)
= η˜⋊
(
1DgU
[g]
)
= sgs
∗
g
(∑
a∈a
sa
)[g]
for every g ∈ Fa. It follows from Lemma 7.2 that we have that(∑
a∈a
sa
)[g]
=
∑
h∈Fa
[h]=[g]
sh,
and that
sgs
∗
gsh =
{
sg if g = h,
0 if g 6= h,
for every h ∈ Fa with [h] = [g]. Thus it follows that
η˜⋊(ψ(sg)) = sgs
∗
g
(∑
a∈a
sa
)[g]
= sg
for every g ∈ Fa, which shows that η˜⋊ ◦ ψ = IdC∗(X,θX,Fa).
Hence η˜⋊ is an isomorphism from C(X)⋊τ⋆Z to C
∗(X, θX,Fa) which maps
1Dg to sgs
∗
g for every g ∈ Fa and U to
∑
a∈a sa. 
7.2. C∗-algebras associated to one-sided shift spaces. Let (X+, σ) be
a one-sided shift space over the finite alphabet a (cf. [17] and [19, §13.8]).
That is: σ : aN0 → aN0 is the map
(7.2) x0x1x2 · · · 7→ x1x2 · · · ,
and X+ is a closed (in the product topology of the discrete topology of a)
subset of aN0 such that τ(X+) = X+.
As far as the author know, Kengo Matsumoto was in [20] the first to
consider C∗-algebras associated to shift spaces. Matsumoto’s construction
is however in the opinion of the author not the optimal one (see [6] for a
discussing of this matter). In [3] the author considered a different construc-
tion of C∗-algebras associated to shift spaces which for some shift spaces
gives a slightly different C∗-algebra than Matsumoto’s (and the C∗-algebra
considered in [6], cf. [7, Section 7]). We will in this paper work with the
C∗-algebra OX+ of [3] (it is isomorphic to the C
∗-algebra DX+⋊α,LN consid-
ered in [7], cf. [7, Remark 9]). It can be characterized in the following way
(cf. [3, Remark 7.3]):
Let a∗ denote the set of finite words with letters from a. For u, v ∈ a∗,
let C(u, v) be the subset of X+ defined by
C(u, v) =
{
x ∈ X+
∣∣ x[0,|v|[ = v, ux[|v|,∞[ ∈ X+}.
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We let B(X+) be the abelian C∗-algebra of all bounded functions on X+,
and DX+ the C
∗-subalgebra of B(X+) generated by
{
1C(u,v) | u, v ∈ a
∗
}
.
Then the C∗-algebra OX+ associated to the one-sided shift space (X
+, σ) is
the universal C∗-algebra generated by a family of partial isometries (Sa)a∈a
which satisfies that the map
1C(u,v) 7→ SvS
∗
uSuS
∗
v
extends to a ∗-homomorphism from DX+ to OX+ , where Su = Su1Su2 · · ·Suk
for u = u1u2 · · · uk ∈ a
∗ with u1, u2, . . . , uk ∈ a, and Sv = Sv1Sv2 · · ·Svl
for v = v1v2 · · · vl ∈ a
∗ with v1, v2, . . . , vl ∈ a. We will denote this ∗-
homomorphism (which in fact is injective) by ηO.
One should notice (cf. [7, Theorem 12]) that when X+ is a topological
Markov chain with transition matrix A (cf. Section 7.3), then OX+ is equal
to the Cuntz-Krieger algebra OA (or to be more precise: to the universal
Cuntz-Krieger algebra considered by an Huef and Raeburn in [15], cf. also
[9]).
We will for each a ∈ a, by λa denote the map on DX+ given by
λa(f)(x) =
{
f(ax) if ax ∈ X+,
0 if ax /∈ X+,
and by φa the map on DX+ given by
φa(f)(x) =
{
f(σ(x)) if x ∈ Da,
0 if x /∈ Da,
for f ∈ DX+ and x ∈ X
+ (cf. [3, Proposition 4.3 and Lemma 8.2]).
Since (X+, σ) is a one-sided symbolic dynamical system, we can associate
to it the discrete partial dynamical system (X+, θX+ ,Fa) of Definition 3.3.
We then have the following theorem:
Theorem 7.4. Let (X+, σ) be a one-sided shift space and let (X+, θX+ ,Fa)
be the discrete partial dynamical system associated to (X+, σ) as done in
Definition 3.3. Then C∗(X+, θX+ ,Fa) is isomorphic to the C
∗-algebra OX+
associated to (X+, σ).
More precisely: if (Dg)g∈Fa denotes the domains of θX+, (sg)g∈Fa denotes
the generators of C∗(X+, θX+ ,Fa), and DX+ , ηO and (Sa)a∈a are as above,
then we have that
span{1Dg | g ∈ Fa} = DX+ ,
and that there exists a ∗-isomorphism from OX+ to C
∗(X+, θX+ ,Fa) which
maps ηO(1Dg ) to sgs
∗
g for every g ∈ Fa, and Sa to sa for every a ∈ a.
Proof. To see that span{1Dg | g ∈ Fa} = DX+ notice first that it follows
from Lemma 3.4 that if u, v ∈ a∗, then we have that
C(u, v) = θv(Du−1) = Dv ∩Dvu−1 .
So DX+ ⊆ span{1Dg | g ∈ Fa}.
If A is a subset of X+ such that 1A ∈ DX+ , then 1θa(A) = λa(1A) ∈ DX+
and 1θa−1(A) = φa(1A) ∈ DX+ for a ∈ a. So since we have that
Dg = θb1 ◦ θb2 ◦ · · · ◦ θbk(X
+)
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for every g ∈ Fa written in the reduced form b1b2 · · · bk, we have that
span{1Dg | g ∈ Fa} ⊆ DX+ . Thus DX+ = span{1Dg | g ∈ Fa}.
Since φ(X+,θ
X+ ,Fa)
is a Boolean homomorphism from B(X+, θX+ ,Fa) to
the set of projections in C∗(X+, θX+ ,Fa) which maps Dg to sgs
∗
g, it fol-
lows from Lemma B.1 that there exists a ∗-homomorphism γ from DX+ to
C∗(X+, θX+ ,Fa) which maps 1Dg to sgs
∗
g for every g ∈ Fa.
For g ∈ Fa and a ∈ a, we have that
γ
(
1θa(Dg)
)
= γ(1Da∩Dag)
= sas
∗
asags
∗
ag
= sas
∗
asags
∗
agsas
∗
a
= sasgs
∗
gs
∗
a,
and that
γ
(
1θ
a−1 (Dg)
)
= γ
(
1D
a−1∩Da−1g
)
= sa−1s
∗
a−1sa−1gs
∗
a−1g
= sa−1s
∗
a−1sa−1gs
∗
a−1gsa−1s
∗
a−1
= sa−1sgs
∗
gs
∗
a−1 .
Since span{1Dg | g ∈ Fa} = DX+ , this shows that γ
(
φa(f)
)
= saγ(f)s
∗
a and
γ
(
λa(f)
)
= s∗aγ(f)sa for f ∈ DX+ and a ∈ a. Thus we have that
γ
(
1C(u,v)
)
= γ
(
1θv(Du−1)
)
= γ
(
φv1 ◦ φv2 · · · ◦ φuk ◦ λul ◦ · · · ◦ λu1(1)
)
= sv1sv2 · · · svls
∗
ul
· · · s∗u1su1 · · · suls
∗
vk
· · · s∗v1
for u = u1u2 · · · ul and v = v1v2 · · · vk in a
∗. Hence it follows from the
universal property of OX+ that there is a ∗-homomorphism γ˜ from OX+ to
C∗(X+, θX+ ,Fa) such that γ˜ ◦ ηO = γ (and hence γ˜
(
ηO(1Dg )
)
= sgs
∗
g for
every g ∈ Fa) and γ˜(Sa) = sa for every a ∈ a.
Let us now look at OX+ . Let Sa−1 = S
∗
a for every a ∈ a, let Se = 1 and
let for g ∈ Fa written in the reduced form b1b2 · · · bk, Sg = Sb1Sb2 · · ·Sbk .
Then (Sg)g∈Fa is a family of elements from OX+ which clearly satisfies (4.1b)
and (4.1c) of Definition 4.1. We will show that (Sg)g∈Fa also satisfies (4.1a),
(4.1d) and (4.1e) of Definition 4.1.
It is easy to check that ηO
(
λa(f)
)
= S∗aηO(f)Sa and ηO
(
φa(f)
)
= SaηO(f)Sa−1
for a ∈ a and f ∈ DX+ . Thus if we for b ∈ a ∪ a
−1 define ωb by
ωb =
{
φb if b ∈ a,
λb−1 if b
−1 ∈ a,
then we have that
ηO(1Dg ) = ηO
(
1θb1◦θb2◦···◦θbk (X
+)
)
= ηO
(
ωb1 ◦ ωb2 ◦ · · · ◦ ωbk(1)
)
= Sb1Sb2 · · ·SbkS
∗
bk
· · ·S∗b1
= SgS
∗
g
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for every g ∈ Fa written in the reduced form b1b2 · · · bk. This shows that
(Sg)g∈Fa satisfies (4.1a) and (4.1e) of Definition 4.1.
Let h, i ∈ Fa, and let b1b2 · · · bk be the reduced form of h and b
′
1b
′
2 · · · b
′
k′ be
the reduced form of i. Consider those l ∈ {1, 2, . . . , k} for which k+1−l ≤ k′
and b′1 = b
−1
k , b
′
2 = b
−1
k−1, . . . , b
′
k+1−l = b
−1
l , and for which b
′
k+2−l 6= b
′
l−1 if
l 6= 1 and k+1− l 6= k′. Notice that if such an l exists, then it is necessarily
unique. In this case, we let j = blbl+1 · · · bk. If no such l exists, then we let
j be equal to the neutral element.
Let h′ = hj−1 and i′ = ji. We then have that the reduced form of h′
is b1b2 · · · bl−1, the reduced form of i
′ is b′k+2−lb
′
k+3−l · · · b
′
k′ and the reduced
form of hi = h′i′ is b1b2 · · · bl−1b
′
k+2−lb
′
k+3−l · · · b
′
k′ (if j = e, then h
′ = h,
i′ = i and the reduced form of hi = h′i′ is b1b2 · · · bkb
′
1b
′
2 · · · b
′
k′). Thus
Sh′Si′ = Sh′i′ = Shi, and we have that
ShSi = Sh′SjS
∗
jSi′
= Sh′S
∗
h′Sh′SjS
∗
jSi′
= Sh′SjS
∗
jS
∗
h′Sh′Si′
= ShS
∗
hSh′i′
= ShS
∗
hShi.
This shows that (Sg)g∈Fa satisfies (4.1d) of Definition 4.1.
Hence it follows from the universal property of C∗(X+, θX+ ,Fa) that there
is a ∗-homomorphism ψ from C∗(X+, θX+ ,Fa) to OX+ such that ψ(sg) =
Sb1Sb2 · · · Sbk for every g ∈ Fa, where g ∈ Fa is written in the reduced form
b1b2 · · · bk.
We have that ψ
(
γ˜(Sa)
)
= ψ(sa) = Sa for every a ∈ a, and since OX+ is
generated by (Sa)a∈a, this shows that ψ ◦ γ˜ = IdO
X+
.
We also have by Lemma 7.1 that
γ˜
(
ψ(sg)
)
= γ˜
(
Sb1Sb2 · · · Sbk
)
= sb1sb2 · · · sbk = sg
for every g ∈ Fa, where g ∈ Fa is written in the reduced form b1b2 · · · bk,
and since C∗(X+, θX+ ,Fa) is generated by (sg)g∈Fa , this shows that γ˜ ◦ ψ =
IdC∗(X+,θ
X+ ,Fa)
.
Thus γ˜ is a ∗-isomorphism from OX+ to C
∗(X+, θX+ ,Fa) which maps
ηO(1Dg ) to sgs
∗
g for every g ∈ Fa and Sa to sa for every a ∈ a.. 
7.3. Cuntz-Krieger algebras. Let I be an arbitrary index set and let
A = (A(i, j))i,j∈I be a matrix with entries in {0, 1} and having no zero
rows. Exel and Laca have in [11] defined a C∗-algebra OA associated with
A. It is the universal C∗-algebra generated by a family (Si)i∈I of partial
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isometries satisfying the following 4 conditions:
(7.3)
for each pair of finite subsets X and Y of I such that the
number A(X,Y, j) defined by
A(X,Y, j) =
∏
x∈X
A(x, j)
∏
y∈Y
(1−A(y, j))
is zero for all but a finite number of j’s in I, the following
equation holds:∏
x∈X
S∗xSx
∏
y∈Y
(1− S∗ySy) =
∑
j∈I
A(X,Y, j)SjS
∗
j ,
S∗i Si and S
∗
jSj commute for all i, j ∈ I,(7.4)
S∗i Sj = 0, if i 6= j ∈ I,(7.5)
S∗i SiSj = A(i, j)Sj , for all i, j ∈ I.(7.6)
We will call the family (Si)i∈I the generators of OA.
If A is a finite matrix, then the conditions (7.3)–(7.6) reduce to the ordi-
nary Cuntz-Krieger relations, and so OA is isomorphic to the usual Cuntz-
Krieger algebra of A [9], or the universal Cuntz-Krieger algebra considered
in [15] (cf. [11, Examples 8.9]).
Let (X+A, σ) be the topological Markov chain associated to A. That is: X
+
A
is the set defined by
X
+
A =
{
(xn)n∈N0 ∈ I
N0
∣∣ ∀k ∈ N0 : A(xk, xk+1) = 1},
and σ : X+A → X
+
A is the map
x0x1x2 · · · 7→ x1x2 · · · .
Since (X+A, σ) is a one-sided symbolic dynamical system, we can associate
to it the discrete partial dynamical system (X+A, θX+A
,FI) of Definition 3.3.
We then have the following theorem:
Theorem 7.5. Let I be an arbitrary index set, let A = (A(i, j))i,j∈I be a
matrix with entries in {0, 1} and having no zero rows, and let (X+A, θX+A
,FI)
be the discrete partial dynamical system defined above. Then C∗(X+A, θX+
A
,FI)
is isomorphic to the unitization O˜A of OA.
More precisely: if (sg)g∈FI denotes the generators of C
∗(X+A, θX+A
,FI) and
(Si)i∈I denotes the generators of OA, then C
∗(X+A, θX+A
,FI) is generated by
its unit and {si | i ∈ I}, and there exists a unital ∗-isomorphism from
C∗(X+A, θX+
A
,FI) to O˜A which maps si to Si for every i ∈ I.
Proof. Let (Dg)g∈FI and (θg)g∈FI denote the domains and partial one-to-one
maps of θ
X
+
A
.
Using the facts that sis
∗
i si = si for every i ∈ I and that the map
Dg 7→ sgs
∗
g extends to a Boolean homomorphism from the Boolean algebra
B(X+A, θX+A
,FI) to the Boolean algebra of projections in the unital abelian
C∗-algebra
C∗
({
sgs
∗
g ∈ C
∗(X+A, θX+A
,FI)
∣∣ g ∈ FI}),
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it is easy to check that the family (si)i∈I of elements of C
∗(X+A, θX+A
,FI)
satisfies condition (7.3), (7.4), (7.5) and (7.6) above. Thus it follows from
the universal property of OA that there is a ∗-homomorphism φ from OA to
C∗(X+A, θX+A
,FI) such that φ(Si) = si for all i ∈ I.
If OA is not unital, then φ extends to a unital ∗-homomorphism φ˜ from
O˜A to C
∗(X+A, θX+A
,FI). If OA is unital (in which case O˜A = OA), then it
follows from [11, Proposition 8.5] that there exist finite subsets X and Y of
I such that the equation
X
+
A =
⋃
x∈X
Dx ∪
⋃
y∈Y
Dy−1
holds. That means that the unit of C∗(X+A, θX+A
,FI) is contained in the C
∗-
subalgebra generated by {si | i ∈ I} and thus is in the image of φ, and so φ
is unital.
So we have in both cases that there exists a unital ∗-homomorphism φ˜
from O˜A to C
∗(X+A, θX+A
,FI) which maps Si to si for all i ∈ I.
Let us now turn towards O˜A. We let for every i ∈ I, Si−1 = S
∗
i and we
let Se = 1 and Sg = Sb1Sb2 · · ·Sbk , where g = b1b2 · · · bk ∈ FI is written in
reduced form. It then follows from condition (7.4), (7.5) and (7.6) that the
map
g 7→ Sg, g ∈ FI
is a partial representation of FI (see [11, Proposition 3.2] for a proof of
this) and thus that (Sg)g∈FI is a family of partial isometries which satisfies
condition (4.1a)–(4.1d) of Definition 4.1. We will now show that (Sg)g∈FI
also satisfies (4.1e) of Definition 4.1.
It follows from Lemma 7.1 that sg = sb1sb2 · · · sbk for every g ∈ FI writ-
ten in the reduced form b1b2 · · · bk. Thus the ∗-homomorphism φ˜ : O˜A →
C∗(X+A, θX+A
,FI) mentioned above maps Sg to sg for every g ∈ FI , and thus
induces a Boolean homomorphism from the Boolean algebra of projections
in the unital abelian C∗-algebra
C∗
({
SgS
∗
g ∈ O˜A
∣∣ g ∈ FI})
to the Boolean algebra of projections in the unital abelian C∗-algebra
C∗
({
sgs
∗
g ∈ C
∗(X+A, θX+A
,FI)
∣∣ g ∈ FI})
which maps SgS
∗
g to sgs
∗
g. Let us denote the Boolean subalgebra of the
Boolean algebra of projections in the unital abelian C∗-algebra
C∗
({
SgS
∗
g ∈ O˜A
∣∣ g ∈ FI})
generated by {SgS
∗
g | g ∈ FI} by B(OA). Remember (cf. Definition 4.4 and
Corollary 6.2) that φ(X+
A
,θ
X
+
A
,FI)
is an injective Boolean homomorphism from
B(X+A, θX+A
,FI) to the Boolean algebra of projections in the unital abelian
C∗-algebra
C∗
({
sgs
∗
g ∈ C
∗(X+A, θX+A
,FI)
∣∣ g ∈ FI})
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which maps Dg to sgs
∗
g. Thus there is a Boolean homomorphism η from
B(OA) to B(X
+
A, θX+A
,FI) which maps SgS
∗
g to Dg. We claim that η is injec-
tive.
To prove this we will use that the family (Sg)g∈FI has the following prop-
erties (remember that we by I∗ denote the set of finite words with letters
from I, and that we identify I∗ with the unital sub-semigroup of FI gener-
ated by I, cf. Section 2):
S∗hShS
∗
i Si = S
∗
i SiS
∗
hSh for all h, i ∈ FI ,(7.7)
SuSv = Suv for all u, v ∈ I
∗,(7.8)
S∗uSv = 0 if u, v ∈ I
∗, |u| = |v| and u 6= v,(7.9)
S∗uSu = A(u1, u2) · · ·A(u|u|−1, u|u|)S
∗
u|u|
Su|u| for all u ∈ I
∗,(7.10)
if Sg 6= 0 then g = uv
−1 and Sg = SuS
∗
v for some u, v ∈ I
∗.(7.11)
Property (7.7) follows from the fact that g 7→ Sg is a partial representation
of FI , (7.8) follows from the definition of Sg, (7.9) is Claim 2 and (7.10) is
Claim 1 in the proof of [11, Proposition 3.2]. To see (7.11) notice that it
follows from [11, Proposition 3.1] that if Sg 6= 0, then g = uv
−1 for some
u, v ∈ I∗, and if we choose u and v such that the last symbol of u is different
from the first letter of v (or u or v is the empty word), then Sg = SuS
∗
v by
definition.
Let for every u ∈ I∗ and every pair (I, J) of (possible empty) finite subsets
of I, C(u, I, J) be the subset of X+A defined by
C(u, I, J) = θu
((⋂
i∈I
Di−1
)
∩
(⋂
j∈J
X
+
A \Dj−1
))
=
{
ux ∈ X+A
∣∣ ∀i ∈ I : ix ∈ X+A,∀j ∈ J : jx /∈ X+A}.
Notice that we have that
η
(
Su
∏
i∈I
S∗i Si
∏
j∈J
(1− S∗jSj)S
∗
u
)
= C(u, I, J)
for finite subsets I, J of I and u ∈ I∗.
We will now prove that every element of B(X+A, θX+A
,FI) can be written
as a finite union of elements of the form
Su
∏
i∈I
S∗i Si
∏
j∈J
(1− S∗jSj)S
∗
u
 n∏
k=1
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
)
where u, u1, u2, . . . un ∈ I∗ and I, J, I1, J1, I2, J2, . . . , In, Jn all are finite (pos-
sible empty) subsets of I.
Notice first that if u ∈ I∗ and i ∈ I, then we have that
SuS
∗
i SiS
∗
u =

Si−1S
∗
i−1
if u = ε,
Sui−1S
∗
ui−1
if u|u| 6= i,
SuS
∗
u if u|u| = i,
and thus that SuS
∗
i SiS
∗
u belongs to B(OA). Since B(OA) is closed under
intersection and complement, and the complement of an element p of B(OA)
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is defined to be 1 − p and the intersection of two elements p, q ∈ B(OA) is
pq, we also have that
Su(1− S
∗
jSj)S
∗
u = SuS
∗
u(1− SuS
∗
jSjS
∗
u) ∈ B(OA)
for every u ∈ I∗ and every j ∈ I.
Let u, u˜ ∈ I∗ and let I, J, I˜ , J˜ be subsets of I. It then follows from (7.6)
and (7.7)–(7.9) that the element
Su
∏
i∈I
S∗i Si
∏
j∈J
(
1− S∗jSj
)
S∗uSu˜
∏
i∈I˜
S∗i Si
∏
j∈J˜
(
1− S∗jSj
)
S∗u˜
is equal to
Su
∏
i∈I
S∗i Si
∏
j∈J
(
1− S∗jSj
)
S∗u
if u = u˜v for some v = v1v2 · · · v|v| ∈ I
∗ which satisfies that A(I˜ , J˜ , v1) = 1,
to
Su˜
∏
i∈I˜
S∗i Si
∏
j∈J˜
(
1− S∗jSj
)
S∗u˜
if u˜ = uv for some v = v1v2 · · · v|v| ∈ I
∗ which satisfies that A(I, J, v1) = 1,
to
Su
∏
i∈I∪I˜
S∗i Si
∏
j∈J∪J˜
(
1− S∗jSj
)
S∗u
if u = u˜, and to 0 otherwise.
Thus if we let Z be the set{
Su
∏
i∈I
S∗i Si
∏
j∈J
(
1− S∗jSj
)
S∗u
∣∣∣ u ∈ I∗, I, J are finite subset of I∗},
then Z is a subset of B(OA), and it is closed under intersection. So if we let
Y =
{
Z0
⋂
Z∈F
(1− Z)
∣∣∣ Z0 ∈ Z, F is a finite subset of Z
}
,
then Y is also closed under intersection. Let X be the set of elements in
B(OA) which can be written as a finite union of elements from Y. Then X is
closed under union and intersection, and since we also have that 1−Y belongs
to X if Y belongs to Y, we also have that X is closed under complement
and thus is a Boolean subalgebra of B(OA). It follows from (7.8), (7.10) and
(7.11) that if g ∈ FI and Sg 6= 0, then g = uv
−1 for suitable u, v ∈ I∗ and
that
S∗gSg = SvS
∗
uSuS
∗
v = SvS
∗
i SiS
∗
v ∈ X
where i is the last letter of u (if u is the empty word, then S∗gSg = SvS
∗
v ∈ X ).
Thus every element in B(OA) belongs to X , and is thus a finite union of
elements of the form
Su
∏
i∈I
S∗i Si
∏
j∈J
(1− S∗jSj)S
∗
u
 n∏
k=1
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
)
where u, u1, u2, . . . un ∈ I∗ and I, J, I1, J1, I2, J2, . . . , In, Jn all are finite (pos-
sible empty) subsets of I.
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In order to prove that η is injective, it is therefore enough to show that if
u, u1, u2, . . . un ∈ I∗ and I, J, I1, J1, I2, J2, . . . , In, Jn all are finite (possible
empty) subsets of I and
C(u, I, J) ∩
(
n⋂
k=1
X
+
A \ C(u
k, Ik, Jk)
)
= ∅,
then we have that
Su
∏
i∈I
S∗i Si
∏
j∈J
(1−S∗jSj)S
∗
u
 n∏
k=1
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
) = 0.
Let u, v ∈ I∗ with |u| > |v| (remember that |u| and |v| denote the length
of u and v, respectively, cf. Section 2) and let I, J, I ′, J ′ be finite subsets of
I. Then either the equality
C(u, I, J) ∩ X+A \ C(v, I
′, J ′) = C(u, I, J)
holds, or u = vα for some α = α1α2 · · ·α|u|−|v| ∈ I
∗ which satisfies that
A(I ′, J ′, α1) = 1. In the latter case, we have that
SuS
∗
uSv
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
v = SuS
∗
u,
and thus that
Su
∏
i∈I
S∗i Si
∏
j∈J
(1− S∗jSj)S
∗
u
(
1− Sv
∏
i∈I′
S∗i Si
∏
j∈J ′
(1− S∗jSj)S
∗
v
)
= 0.
So in order to prove that the condition
C(u, I, J) ∩
(
n⋂
k=1
X
+
A \ C(u
k, Ik, Jk)
)
= ∅,
implies that
Su
∏
i∈I
S∗i Si
∏
j∈J
(1−S∗jSj)S
∗
u
 n∏
k=1
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
) = 0,
we may assume that |uk| ≥ |u| for every k ∈ {1, 2, . . . , n}.
So let u, u1, u2, . . . un ∈ I∗ with |uk| ≥ |u| for every k ∈ {1, 2, . . . , n} and
let I, J, I1, J1, I2, J2, . . . , In, Jn be finite subsets of I such that
C(u, I, J) ∩
(
n⋂
k=1
X
+
A \ C(u
k, Ik, Jk)
)
= ∅.
Claim. We claim that there for every m > |u| exists a finite subset Wm of
the set{
v ∈ I∗
∣∣∣ |v| = m, ∀x ∈ X+A : A(vm, x0) = 1 =⇒
vx ∈ C(u, I, J) ∩
( n⋂
k=1
|uk|<m
X
+
A \ C(u
k, Ik, Jk)
)}
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such that the following equality holds:
Su
∏
i∈I
S∗i Si
∏
j∈J
(1− S∗jSj)S
∗
u
(
n∏
k=1
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
))
=
∑
v∈Wm
SvS
∗
v
n∏
k=1
|uk|≥m
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
)
.
It follows from this claim that the equality
Su
∏
i∈I
S∗i Si
∏
j∈J
(1−S∗jSj)S
∗
u
 n∏
k=1
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
) = 0,
holds, because since A has no identically zero row, there is for every v =
v1v2 · · · vm ∈ I
∗, an x ∈ X+A such that A(vm, x0) = 1, and it follows from
this that the set{
v ∈ I∗
∣∣∣ |v| = m, ∀x ∈ X+A : A(vm, x0) = 1 =⇒
vx ∈ C(u, I, J) ∩
( n⋂
k=1
|uk|<m
X
+
A \ C(u
k, Ik, Jk)
)}
is empty for m > max{|uk| | k ∈ {1, 2, . . . , n}}.
To prove the claim, we need a little lemma:
Lemma 7.6. Let R be a unital ring, let k ∈ N and let x1, x2, . . . xn,∈ R.
Then we have that
1−
n∏
i=1
xi =
∑
E∈Fn
∏
i∈{1,2,...n}\E
xi
∏
j∈E
(1− xj)
where Fn is the set of non-empty subsets of {1, 2, . . . , n}.
Proof. We will prove the lemma by induction. The lemma obviously holds
for n = 1. Assume now that the lemma holds for n = m. Then we have
that
1−
m+1∏
i=1
xi =
(
1−
m∏
i=1
xi
)
xm+1 +
m∏
i=1
xi(1− xm+1) +
(
1−
m∏
i=1
xi
)
(1− xm+1)
=
∑
E∈Fm
∏
i∈{1,2,...m}\E
xi
∏
j∈E
(1− xj)xm+1 +
m∏
i=1
xi(1− xm+1)
+
∑
E∈Fm
∏
i∈{1,2,...m}\E
xi
∏
j∈E
(1− xj)(1 − xm+1)
=
∑
E∈Fm+1
∏
i∈{1,2,...m+1}\E
xi
∏
j∈E
(1− xj).

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Proof of the claim. We will now prove the claim by induction. First let
m = |u|+ 1. Let Ku be the subset of {1, 2, . . . , n} defined by
Ku =
{
k ∈ {1, 2, . . . , n}
∣∣ uk = u},
and let for each k ∈ Ku, Fk be the set of non-empty subsets of Ik ∪ Jk. We
let E be the set of families (Ek)k∈Ku where for each k ∈ Ku, Ek ∈ Fk, and
we let for E = (Ek)k∈Ku ∈ E , IE be the finite subset of I defined by
IE = I ∪ {u|u|} ∪
⋃
k∈Ku
(Jk ∩Ek) ∪ (Ik \Ek),
and we let JE be the finite subset of I defined by
JE = J ∪
⋃
k∈Ku
(Ik ∩ Ek) ∪ (Jk \Ek).
We then have that if y ∈ X+A and A(IE , JE , y0) = 1, then
uy ∈ C(u, I, J) ∩
(
n⋂
k=1
|uk|=|u|
X
+
A \ C(u
k, Ik, Jk)
)
⊆
n⋃
k=1
|uk|>|u|
C(uk, Ik, Jk),
so if we let Wm =
{
uj
∣∣∣ j ∈ I, ∃E ∈∏
k∈Bu
Fk : A(IE , JE , j) = 1
}
, then Wm
is a subset of the set{
v ∈ I∗
∣∣∣ |v| = m, ∀x ∈ X+A : A(vm, x0) = 1 =⇒
vx ∈ C(u, I, J) ∩
( n⋂
k=1
|uk|<m
X
+
A \ C(u
k, Ik, Jk)
)}
.
Since A has no zero row, there is for every j ∈ I an y ∈ X+A such that y0 = j.
Now if uj ∈ Wm, then we have, as mentioned above, that
uy ∈
n⋃
k=1
|uk|>|u|
C(uk, Ik, Jk),
which means that
j = y0 ∈
{
(uk)m
∣∣ k ∈ {1, 2, . . . , n}, |uk| > |u|}.
So Wm is finite.
If |uk| = |u|, but uk /∈ Ku, then S
∗
uSuk = 0 by (7.9), and so we have that
Su
∏
i∈I
S∗i Si
∏
j∈J
(1− S∗jSj)S
∗
u
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
)
= Su
∏
i∈I
S∗i Si
∏
j∈J
(1− S∗jSj)S
∗
u.
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Thus we have that
Su
∏
i∈I
S∗i Si
∏
j∈J
(1− S∗jSj)S
∗
u n∏
k=1
|uk|=|u|
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
) =
Su
∏
i∈I
S∗i Si
∏
j∈J
(1− S∗jSj)S
∗
u ∏
k∈Ku
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
) =
Su
∏
i∈I
S∗i Si
∏
j∈J
(1− S∗jSj)S
∗
uSu ∏
k∈Ku
(
1−
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)
)S∗u =
Su
∏
i∈I
S∗i Si
∏
j∈J
(1− S∗jSj)S
∗
uSu ∏
k∈Ku
( ∑
Ek∈Fk
( ∏
i∈(Jk∩Ek)
∪(Ik\Ek)
S∗i Si
∏
j∈(Ik∩Ek)
∪(Jk\Ek)
(1− S∗jSj)
))S∗u =
Su
∏
i∈I
S∗i Si
∏
j∈J
(1− S∗jSj)S
∗
u|u|
Su|u| ∏
k∈Ku
( ∑
Ek∈Fk
( ∏
i∈(Jk∩Ek)
∪(Ik\Ek)
S∗i Si
∏
j∈(Ik∩Ek)
∪(Jk\Ek)
(1− S∗jSj)
))S∗u =
Su
∑
E∈E
∏
i∈I
S∗i Si
∏
j∈J
(1− S∗jSj)S
∗
u|u|
Su|u|

 ∏
k∈Ku
∏
i∈(Jk∩Ek)
∪(Ik\Ek)
S∗i Si
∏
j∈(Ik∩Ek)
∪(Jk\Ek)
(1− S∗jSj)
S∗u =
Su
∑
E∈E
∏
i∈IE
S∗i Si
∏
j∈JE
(1− S∗jSj)
S∗u = Su∑
E∈E
∑
j∈I
A(IE ,JE,j)=1
SjS
∗
jS
∗
u =
∑
v∈Wm
SvS
∗
v ,
where the second equality follows from (7.7) and the facts that uk = u for
k ∈ Ku and that Su is a partial isometry, the third follows from Lemma 7.6,
the fourth from the (7.10) (if A(ui, ui+1) = 0 for some i = {1, 2, . . . , |u|−1},
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then Su = 0 according to (7.6) and (7.8), and the equality still holds), the
fifth from the distribute law, the sixth from the definition of IE and JE , the
seventh from (7.4) (that A(IE , JE , j) vanishes for all but a finite number of
j’s in I follows from the fact that Wm is finite), and the eight from (7.8)
and the definition of Wm. Thus we have proved the claim in the case where
m = |u|+ 1.
Assume now that m > |u| and that
Su
∏
i∈I
S∗i Si
∏
j∈J
(1−S∗jSj)S
∗
u
 n∏
k=1
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
)
=
∑
v∈Wm
SvS
∗
v
n∏
k=1
|uk|≥m
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
)
for some finite subset Wm of the set{
v ∈ I∗
∣∣∣ |v| = m, ∀x ∈ X+A : A(vm, x0) = 1 =⇒
vx ∈ C(u, I, J) ∩
( n⋂
k=1
|uk|<m
X
+
A \ C(u
k, Ik, Jk)
)}
.
Let for every γ ∈ Wm, Kγ be the subset of {1, 2, . . . , n} defined by
Kγ =
{
k ∈ {1, 2, . . . , n}
∣∣ uk = γ},
and let for each k ∈ Kγ , Fk be the set of non-empty subset of Ik ∪ Jk. We
let E be the set of families (Ek)k∈Kγ where Ek ∈ Fk for each k ∈ Kγ , and
we let for E = (Ek)k∈Kγ ∈ E , IE be the finite subset of I defined by
IE = {γm} ∪
⋃
k∈Kγ
(Jk ∩ Ek) ∪ (Ik \ Ek)
and JE be the finite subset of I defined by
JE =
⋃
k∈Kγ
(Ik ∩Ek) ∪ (Jk \ Ek).
We then have that if y ∈ X+A and A(IE , JE , y0) = 1, then
γy ∈
n⋂
k=1
|uk|=m
X
+
A \ C(u
k, Ik, Jk),
and since we have that
γ ∈ Wm ⊆
{
v ∈ I∗
∣∣∣ |v| = m, ∀x ∈ X+A : A(vm, x0) = 1 =⇒
vx ∈ C(u, I, J) ∩
( n⋂
k=1
|uk|<m
X
+
A \ C(u
k, Ik, Jk)
)}
,
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it follows that
γy ∈ C(u, I, J) ∩
(
n⋂
k=1
|uk|≤m
X
+
A \ C(u
k, Ik, Jk)
)
⊆
n⋃
k=1
|uk|>m
C(uk, Ik, Jk).
Let Wγ be the subset of I defined by
Wγ =
{
γj
∣∣∣ j ∈ I, ∃E ∈∏
k∈Kγ
Fk : A(XE , YE , j) = 1
}
.
Since A has no zero row, there is for every j ∈ I an y ∈ X+A such that y0 = j.
Now if γj ∈ Wγ , then we have, as mentioned above, that
γy ∈
n⋃
k=1
|uk|>m
C(uk, Ik, Jk),
which means that
j = y0 ∈
{
(uk)m
∣∣ k ∈ {1, 2, . . . , n}, |uk| > m}.
Thus Wγ is a finite set. Hence if we let Wm+1 =
⋃
γ∈Wm
Wγ , then Wm+1 is
a finite subset of the set
{
v ∈ I∗
∣∣∣ |v| = m+ 1, ∀x ∈ X+A : A(vm+1, x0) = 1 =⇒
vx ∈ C(u, I, J) ∩
( n⋂
k=1
|uk|<m+1
X
+
A \ C(u
k, Ik, Jk)
)}
.
Let γ ∈ Wm. If |u
k| = m, but uk /∈ Kγ , then S
∗
γSuk = 0 by (7.9), so the
equality
SγS
∗
γ
1− Suk ∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
 = SγS∗γ
holds.
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Thus we have that
SγS
∗
γ
(
n∏
k=1
|uk|=m
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
))
=
SγS
∗
γ
( ∏
k∈Kγ
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
))
=
SγS
∗
γSγ
( ∏
k∈Kγ
(
1−
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)
))
S∗γ =
SγS
∗
γSγ
( ∏
k∈Kγ
( ∑
Ek∈Fk
( ∏
i∈(Jk∩Ek)
∪(Ik\Ek)
S∗i Si
∏
j∈(Ik∩Ek)
∪(Jk\Ek)
(1− S∗jSj)
)))
S∗γ =
SγS
∗
γm
Sγm
( ∏
k∈Kγ
( ∑
Ek∈Fk
( ∏
i∈(Jk∩Ek)
∪(Ik\Ek)
S∗i Si
∏
j∈(Ik∩Ek)
∪(Jk\Ek)
(1− S∗jSj)
)))
S∗γ =
Sγ
(∑
E∈E
S∗γmSγm
∏
k∈Kγ
∏
i∈(Jk∩Ek)
∪(Ik\Ek)
S∗i Si
∏
j∈(Ik∩Ek)
∪(Jk\Ek)
(1− S∗jSj)
)
S∗γ =
Sγ
∑
E∈E
(∏
i∈IE
S∗i Si
∏
j∈JE
(1− S∗jSj)
)
S∗γ =
Sγ
∑
E∈E
∑
j∈I
A(IE ,JE ,j)=1
SjS
∗
jS
∗
γ =
∑
η∈Wγ
SηS
∗
η ,
where the second equality follows from (7.7), the fact that uk = γ for k ∈ Kγ
and that Sγ is a partial isometry, the third follows from Lemma 7.6, the
fourth from (7.10) (if A(γi, γi+1) = 0 for some i = {1, 2, . . . , |γ| − 1}, then
Sγ = 0 according to (7.6) and (7.8), and the equality still holds), the fifth
from the distribute law, the sixth from the definition of IE and JE , the
seventh from (7.4) (that A(IE , JE , j) vanishes for all but a finite number of
j’s in I follows from the fact thatWγ is finite), and the eight from (7.8) and
the definition of Wγ .
Thus we have that
Su
∏
i∈I
S∗i Si
∏
j∈J
(1− S∗jSj)S
∗
u
(
n∏
k=1
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
))
=
∑
γ∈Wm
SγS
∗
γ
n∏
k=1
|uk|≥m
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
)
=
∑
η∈Wm+1
SηS
∗
η
n∏
k=1
|uk|≥m+1
(
1− Suk
∏
i∈Ik
S∗i Si
∏
j∈Jk
(1− S∗jSj)S
∗
uk
)
,
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which finalizes the induction proof of the claim. 
Hence the Boolean homomorphism η from B(OA) to B(X
+
A, θX+
A
,FI) is
injective, and since it obviously also is surjective, it is invertible. Thus there
is a Boolean homomorphism from B(X+A, θX+A
,FI) to the Boolean algebra of
projections in the unital abelian C∗-algebra
C∗
({
SgS
∗
g ∈ O˜A
∣∣ g ∈ FI}),
sending Dg to SgS
∗
g for every g ∈ FI . Hence (Sg)g∈FI also satisfies (4.1e) of
Definition 4.1. So it follows from the universal property of C∗(X+A, θX+A
,FI)
that there is a unital ∗-homomorphism ψ from C∗(X+A, θX+A
,FI) to O˜A, such
that ψ(sg) = Sb1Sb2 · · · Sbk for g ∈ FI written in the reduced form b1b2 · · · bk.
We have that ψ
(
φ˜(Si)
)
= ψ(si) = Si for every i ∈ I and that ψ
(
φ˜(1)
)
= 1,
and since O˜A is generated by {Si | i ∈ I}∪{1}, this shows that ψ◦φ˜ = IdO˜A .
According to Lemma 7.1, sg = sb1sb2 · · · sbk for every g ∈ FI written in
the reduced form b1b2 · · · bk. Thus we have that
φ˜
(
ψ(sg)
)
= φ˜(Sb1Sb2 · · · Sbk) = sb1sb2 · · · sbk = sg
for every g ∈ FI written in the reduced form b1b2 · · · bk, and since C
∗(X+A, θX+A
,FI)
is generated by (sg)g∈FI , this shows that φ˜ ◦ ψ = IdC∗(X+A,θX+
A
,FI)
.
Thus ψ is a unital ∗-isomorphism from C∗(X+A, θX+A
,FI) to O˜A which maps
si to Si for every i ∈ I, and since O˜A is generated by its unit and {Si | i ∈ I},
C∗(X+A, θX+A
,FI) is generated by its unit and {si | i ∈ I} . 
8. The ideal structure of C∗(X, θ,G)
One of the advantages of having a unified construction of the C∗-algebras
associated to one-sided shift spaces, crossed product of two-sided shift spaces
and Cuntz-Krieger algebras is that it is easy to obtain results which holds
for all of these C∗-algebras (and of course other C∗-algebras which can be
constructed as C∗-algebras of discrete partial dynamical systems) and results
which relate these different kind of C∗-algebras to each other.
We will in this section for every discrete partial dynamical system (X, θ,G)
show how a θ-invariant (see the definition of θ-invariant below) subset of
X gives raise to an ideal in C∗(X, θ,G), and from this construct an in-
jective order preserving map between certain θ-invariant subsets of X and
ideals of C∗(X, θ,G). This will enable us to recover some well-known result
about the ideal structure of crossed product of two-sided shift spaces and
Cuntz-Krieger algebras, and will shade new light on the ideal structure of
C∗-algebra associated to one-sided shift spaces.
We will also obtain a result which relates the C∗-algebras of two different
partial dynamical systems and use this to show that for two-sided shift
spaces having a certain property, the crossed product of the two-sided shift
space is a quotient of the C∗-algebra associated to the corresponding one-
sided shift space. This lays the ground for a description of the K-theory of
the C∗-algebra associated to the one-sided shift space which is explained in
[4] and [5].
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Definition 8.1. Let (X, θ,G) be a discrete partial dynamical system and
(θg)g∈G the partial one-to-one maps of θ. Then we say that a subset Y of
X is θ-invariant if θg(Y ) ⊆ Y for all g ∈ G.
Let (X, θ,G) be a discrete partial dynamical system, (Dg)g∈G the domains
and (θg)g∈G the partial one-to-one maps of θ, and let Y be an θ-invariant
subset of X. Then we also have that θg(X \ Y ) ⊆ X \ Y for all g ∈ G, so if
we for every g ∈ G by θg|X\Y denote the restriction of θg to Dg−1 ∩X \ Y ,
then the triple (
(Dg ∩X \ Y )g∈G, (θg|X\Y )g∈G
)
is a partial action of G on X \ Y which we will denote by θ|X\Y . Thus
(X \ Y,G, θ|X\Y ) is a discrete partial dynamical system.
Proposition 8.2. Let (X, θ,G) be a discrete partial dynamical system and
let Y be a θ-invariant subset of X.
Let I(Y ) be the ideal of C∗(X, θ,G) generated by the set
{φ(X,θ,G)(A) | A ∈ B(X, θ,G), A ⊆ Y }.
Then the quotient C∗(X, θ,G)/I(Y ) is isomorphic to C∗(X \ Y, θ|X\Y , G).
More precisely: if
(
sXg
)
g∈G
denotes the generators of C∗(X, θ,G), and(
s
X\Y
g
)
g∈G
denotes the generators of C∗(X \ Y, θ|X\Y , G), then the map
sXg + I(Y ) 7→ s
X\Y
g
extends to a ∗-isomorphism from C∗(X, θ,G)/I(Y ) to C∗(X \ Y, θ|X\Y , G)
which maps φ(X,θ,G)(A) + I(Y ) to φ(X\Y,θ|X\Y ,G)(A ∩X \ Y ) for every A ∈
B(X, θ,G).
Proof. Let (Dg)g∈G denote the domains of θ and let B(X \ Y, θ|X\Y , G) be
the Boolean algebra on X \Y generated by {Dg ∩X \Y | g ∈ G}. We claim
that the following identity holds:
(8.1) B(X \ Y, θ|X\Y , G) = {A ∩X \ Y | A ∈ B(X, θ,G)}.
To see this, notice first that {A ∩ X \ Y | A ∈ B(X, θ,G)} is a Boolean
algebra on X \ Y . Then let g ∈ G. Since Dg ∈ B(X, θ,G), we have that
Dg ∩X \ Y ∈ {A ∩X \ Y | A ∈ B(X, θ,G)},
and therefore that B(X \ Y, θ|X\Y , G) ⊆ {A ∩X \ Y | A ∈ B(X, θ,G)}.
It is easy to check that {A ⊆ X | A ∩X \ Y ∈ B(X \ Y, θ|X\Y , G)} is a
Boolean algebra on X, and since we have that
Dg ∈ {A ⊆ X | A ∩X \ Y ∈ B(X \ Y, θ|X\Y , G)}
for every g ∈ G, it follows that B(X, θ,G) ∈ {A ⊆ X | A ∩ X \ Y ∈
B(X \ Y, θ|X\Y , G)}, which shows that (8.1) holds.
It follows from (8.1) that the map
pi : A 7→ A ∩X \ Y
is a Boolean homomorphism from B(X, θ,G) to B(X \ Y, θ|X\Y , G) which
maps Dg to Dg ∩X \Y for every g ∈ G. Thus φ(X\Y,θ|X\Y ,G) ◦pi is a Boolean
homomorphism from B(X, θ,G) to the Boolean algebra of projections in
the unital abelian C∗-algebra C∗
({
s
X\Y
g s
X\Y ∗
g
∣∣ g ∈ G}) which maps Dg
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to s
X\Y
g s
X\Y ∗
g for every g ∈ G. So it follows from the universal property
of C∗(X, θ,G) that there exists a ∗-homomorphism ψ from C∗(X, θ,G) to
C∗(X \Y, θ|X\Y , G) which maps s
X
g to s
X\Y
g for every g ∈ G, and φ(X,θ,G)(A)
to φ(X\Y,θ|X\Y ,G)◦pi(A) for every A ∈ B(X, θ,G). We are done with the proof
when we have shown that kerψ = I(Y ).
If A ⊆ Y , then pi(A) = ∅ and therefore ψ
(
φ(X,θ,G)(A)
)
= 0. Thus I(Y ) ⊆
kerψ.
The quotient map from C∗(X, θ,G) to C∗(X, θ,G)/I(Y ) induces a Boolean
map pi from the Boolean algebra of projections in the unital abelian C∗-
algebra
C∗
({
sXg s
X∗
g
∣∣ g ∈ G})
to the Boolean algebra of projections in the unital abelian C∗-algebra
C∗
({
sXg s
X∗
g + I(Y ) ∈ C
∗(X, θ,G)/I(Y )
∣∣ g ∈ G})
which maps p to p+ I(Y ) for every projection p in C∗
({
sXg s
X∗
g | g ∈ G
})
.
The map pi ◦ φ(X,θ,G) is then a Boolean homomorphism from B(X, θ,G) to
the Boolean algebra of projections in the unital abelian C∗-algebra
C∗
({
sXg s
X∗
g + I(Y ) ∈ C
∗(X, θ,G)/I(Y )
∣∣ g ∈ G})
which maps Dg to s
X
g s
X∗
g + I(Y ) for every g ∈ G. Since pi ◦ φ(X,θ,G)(A) = 0
if A ⊆ Y , we have that pi ◦ φ(X,θ,G) induces a Boolean homomorphism from
B(X \Y, θ|X\Y , G) to the Boolean algebra of projections in the unital abelian
C∗-algebra
C∗
({
sXg s
X∗
g + I(Y ) ∈ C
∗(X, θ,G)/I(Y )
∣∣ g ∈ G})
which maps Dg ∩X \ Y to s
X
g s
X∗
g + I(Y ) for every g ∈ G. Thus it follows
from the universal property of C∗(X \ Y, θ|X\Y , G) that there exists a ∗-
homomorphism τ from C∗(X \Y, θ|X\Y , G) to C
∗(X, θ,G)/I(Y ) which maps
sXg to s
X
g + I(Y ) for every g ∈ G.
The ∗-homomorphism ψ from C∗(X, θ,G) to C∗(X \Y, θ|X\Y , G) induces
a ∗-homomorphism ψ˜ from C∗(X, θ,G)/ ker(ψ) to C∗(X \Y, θ|X\Y , G) which
maps sXg + ker(ψ) to s
X\Y
g . Thus τ ◦ ψ˜ is a ∗-homomorphism from
C∗(X, θ,G)/ ker(ψ) to C∗(X, θ,G)/I(Y ) which maps sXg + ker(ψ) to s
X
g +
I(Y ). This shows that ker(ψ) ⊆ I(Y ). 
Let (X, θ,G) be a discrete partial dynamical system and Y a θ-invariant
subset of X. Clearly, the ideal I(Y ) from Proposition 8.2 only depends of
the set {A ∈ B(X, θ,G) | A ⊆ Y }. We will for a subset Y of X call the set⋃
{A ∈ B(X, θ,G) | A ⊆ Y }
for the θ-admissible core of Y , and we will call Y θ-admissible if it is equal
to its θ-admissible core. We then have for every θ-invariant subset Y of X
that the ideal I(Y ) from Proposition 8.2 its identical to the ideal I(Y ◦)
where Y ◦ denotes the θ-admissible core of Y .
Notice that a subset Y of X is θ-admissible if and only if there for every
x ∈ Y exists a A ∈ B(X, θ,G) such that x ∈ A ⊆ Y .
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We have just seen how an θ-invariant θ-admissible subset of X gives raise
to an ideal of C∗(X, θ,G). We will now go the other way and from an ideal
of C∗(X, θ,G) construct a θ-invariant θ-admissible subset of X.
Proposition 8.3. Let (X, θ,G) be a discrete partial dynamical system and
let I be an ideal in C∗(X, θ,G). Then the set
U(I) =
⋃
{A ∈ B(X, θ,G) | φ(X,θ,G)(A) ∈ I}
is a θ-invariant θ-admissible subset of X.
Proof. The set U(I) is clearly a θ-admissible subset of X, and it follows
from Lemma 4.5 that it is θ-invariant. 
Proposition 8.4. Let (X, θ,G) be a discrete partial dynamical system and
let Y be a θ-invariant θ-admissible subset of X. Then we have that
Y = U
(
I(Y )
)
,
where I(Y ) is as in Proposition 8.2 and U
(
I(Y )
)
is as in Proposition 8.3.
Proof. Since Y and U
(
I(Y )
)
both are θ-admissible subsets ofX, it is enough
to prove that the equivalence
A ⊆ Y ⇐⇒ φ(X,θ,G)(A) ∈ I(Y )
holds for all A ∈ B(X, θ,G). It is clear that φ(X,θ,G)(A) ∈ I(Y ) if A ⊆ Y .
Assume that A is not a subset of Y . Then A∩X\Y is non-empty, and since
φ(X\U,θ|X\Y ,G) is injective, φ(X\Y,θ|X\Y ,G)(A∩X \Y ) is a non-zero element of
C∗(X \Y, θ|X\Y , G). By Proposition 8.2, this implies that φ(X,θ,G)(A)+I(Y )
is non-zero, and thus that φ(X,θ,G)(A) is not in I(Y ). 
From Proposition 8.4 now directly follows the promised theorem about the
existence of an injective order preserving map between certain θ-invariant
subsets of X and ideals of C∗(X, θ,G):
Theorem 8.5. Let (X, θ,G) be a discrete partial dynamical system and
let for every θ-invariant θ-admissible subset Y of X, I(Y ) be the ideal of
C∗(X, θ,G) generated by the set
{φ(X,θ,G)(A) | A ∈ B(X, θ,G), A ⊆ Y }.
Then the map
Y 7→ I(Y )
is an injective order preserving (i.e., Y ⊆ Z ⇒ I(Y ) ⊆ I(Z)) map from the
set of θ-invariant θ-admissible subsets of X to the set of ideals of
We will now present a result which relate the C∗-algebras of two partial
dynamical systems to each other:
Theorem 8.6. Let G be a group and let for i ∈ {1, 2}, Xi be a set, θi a
partial action of G on Xi and (θ
Xi
g )g∈G the partial one-to-one maps of θi. If
there exists a Boolean homomorphism η from B(X1, θ1, G) to B(X2, θ2, G)
such that the identity
η
(
θX1g (A)
)
= θX2g
(
η(A)
)
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holds for all A ∈ B(X1, θ1, G) and g ∈ G, then C
∗(X2, θ2, G) is a quotient
of C∗(X1, θ1, G).
More precisely: if for i ∈ {0, 1}, (sXig )g∈G denotes the generators of
C∗(Xi, θi, G), then there exists a surjective ∗-homomorphism from C
∗(X1, θ1, G)
to C∗(X2, θ2, G) which maps s
X1
g to s
X2
g for every g ∈ G, and φ(X1,θ1,G)(A)
to φ(X2,θ2,G)
(
η(A)
)
for every A ∈ B(X1, θ1, G).
The kernel of this ∗-homomorphism is the ideal generated by the set
{φ(X1,θ1,G)(A) | A ∈ B(X1, θ1, G), η(A) = ∅}.
Proof. Notice that Y =
⋃
{A ∈ B(X1, θ1, G) | η(A) = ∅} is a θ1-invariant
θ1-admissible subset of X1 and that if we let I(Y ) be as in Proposition 8.2,
then I(Y ) is the ideal generated by the set
{φ(X1,θ1,G)(A) | A ∈ B(X1, θ1, G), η(A) = ∅}.
It directly follows from the universal property of C∗(X1, θ1, G) that there
exists a ∗-homomorphism ψ from C∗(X1, θ1, G) to C
∗(X2, θ2, G) which maps
sX1g to s
X2
g for every g ∈ G and φ(X1,θ1,G)(A) to φ(X2,θ2,G)(η(A)) for every
A ∈ B(X1, θ1, G), and it is clear that the set
{φ(X1,θ1,G)(A) | A ∈ B(X1, θ1, G), η(A) = ∅}
is contained in the kernel of ψ. Since ψ maps sX1g to s
X2
g , ψ is surjective, so we
only have to show that the kernel of ψ is contained in I(Y ). We will do that
by proving that there exists a ∗-homomorphism from C∗(X1, θ1, G)/ kerψ to
C∗(X1, θ1, G)/I(Y ) which maps s
X1
g + kerψ to s
X1
g + I(Y ) for every g ∈ G.
Let us denote the generators of C∗(X1 \ Y, θ1|X1\Y , G) by (s
X1\Y
g )g∈G.
Since ψ is surjective, it induces a ∗-isomorphism from C∗(X1, θ1, G)/ kerψ to
C∗(X2, θ2, G) which maps s
X1
g +kerψ to s
X2
g and it follows from Proposition
8.2 that there exists a ∗-isomorphism from C∗(X1, θ1, G)/I(Y ) to C
∗(X1 \
Y, θ1|X1\Y , G) which maps s
X1
g + I(Y ) to s
X1\Y
g for every g ∈ G. So all we
have to do is to show that there exists a ∗-homomorphism from C∗(X2, θ2, G)
to C∗(X1 \ Y, θ1|X1\Y , G) which maps s
X2
g to s
X1\Y
g for every g ∈ G.
Let (DX1g )g∈G denote the domains of θ1 and (D
X2
g )g∈G denote the domains
of θ2. We then have that
η
(
DX1g
)
= η
(
θX1g (X1)
)
= θX2g
(
η(X1)
)
= θX2g
(
X2
)
= DX2g
for every g ∈ G, η is surjective, and if A,B ∈ B(X1, θ1, G) and η(A) = η(B),
then A ∩X1 \ Y = B ∩X1 \ Y . So the map
η(A) 7→ A ∩X1 \ Y
is a well-defined map from B(X2, θ2, G) to B(X1 \Y, θ1|X1\Y , G) which maps
Dg to Dg∩X1\Y for every g ∈ G. It is easy to check that it is a Boolean ho-
momorphism, so it follows from the universal property of C∗(X2, θ2, G) that
there exists a ∗-homomorphism from C∗(X2, θ2, G) to C
∗(X1 \Y, θ1|X1\Y , G)
which maps sX2g to s
X1\Y
g for every g ∈ G. 
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8.1. The ideal structure of C(X) ⋊τ⋆ Z. Let (X, τ) be a two-sided shift
space over the finite alphabet a. As it is proved in the proof of Theorem
7.3, the Boolean algebra B(X, θX,Fa) is equal the Boolean algebra of clopen
subsets of X, and since the clopen subsets generate the topology of X, a
subset of X is θX-admissible if and only it is open. It is easy to check that a
subset Y of X is θX-invariant if and only if τ(Y ) = Y .
Thus we recover from Theorem 7.3 and 8.5 the well know fact that there
exists an injective order preserving map from the set of open τ -invariant
subsets of X to the set of ideals of C(X)⋊τ⋆ Z. If (X, τ) is free (meaning that
τn(x) 6= x for every x ∈ X and every n ∈ Z \ {0}) then this map is bijective,
cf. [26, Proposition 5.10 and The´ore`me 5.15].
8.2. The ideal structure of O˜A. Let I be an arbitrary index set and let
A = (A(i, j))i,j∈I be a matrix with entries in {0, 1} and having no zero rows.
There is, as mentioned in Remark 5.3, a homeomorphism from Xˆ+A to Ω˜A.
Thus there is a bijective correspondence between elements of B(X+A, θX+A
,FI)
and clopen subsets of Ω˜A. This correspondence extend to a correspondence
between θ
X
+
A
-admissible subsets of X+A and open subsets of Ω˜A, and this
correspondence takes θ
X
+
A
-invariant subsets to invariant subsets of Ω˜A.
Thus we get from Theorem 7.5 and 8.5 an injective order preserving map
from the set of open invariant subsets of Ω˜A to the set of ideals of O˜A. Exel
and Laca have in [11, Theorem 15.1] proved that this map is bijective if the
directed graph Gr(A) of A has no transitory circuits (cf. [11, Section 12]).
8.3. The ideal structure of OX+ . Let (X
+, σ) be a one-sided shift space
over the finite alphabet a, and let L(X+) be the language of X+ (cf. [19,
§1.3]), that is
L(X+) = {u ∈ a∗ | ∃x ∈ X+, 0 ≤ k ≤ l : xkxk+1 · · · xl = u}.
We let (X+, θX+ ,Fa) be the discrete partial dynamical system of Theorem
7.4, and (Dg)g∈Fa be the domains and (θg)g∈Fa the partial one-to-one maps
of θX+ .
Following [21], we let for every x ∈ X+ and every k ∈ N0, Pk(x) be the
subset of L(X+) defined by
Pk(x) = {u ∈ L(X
+) | ux ∈ X+, |u| = k},
and define for every l ∈ N0 an equivalence relation ∼l on X
+ by
x ∼l x
′ ⇐⇒ Pl(x) = Pl(x
′).
We then define for every (k, l) ∈ N20 an equivalence relation k∼l on X
+
by
x k∼l y ⇐⇒ x[0,k[ = y[0,k[ ∧ Pl(x[k,∞[) = Pl(y[k,∞[),
and we let k[x]l denote the equivalence class of x under this equivalence
relation. We then define an order  on N20 by
(k1, l1)  (k2, l2) ⇐⇒ k1 ≤ k2 ∧ l1 − k1 ≤ l2 − k2,
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and notice that if (k1, l1)  (k2, l2), then k2[x]l2 ⊆ k1[x]l1 for all x ∈ X
+.
Notice also that k[x]l ∈ B(X
+, θX+ ,Fa) for all x ∈ X
+ and all (k, l) ∈ N20
because we have that
k[x]l = θx[0,k[
( ⋂
u∈Pl(x[k,∞[)
(Du−1)
)
∩
( ⋂
u∈¬Pl(x[k,∞[)
X
+ \Du−1
) ,
where ¬Pl(x[k,∞[) = {u ∈ L(X
+) | |u| = l, u /∈ Pl(x[k,∞[)}.
Lemma 8.7. There exists for every A ∈ B(X+, θX+ ,Fa) a (k, l) ∈ N
2
0 such
that the implication
x ∈ A⇒ k[x]l ⊆ A
holds for all x ∈ X+.
Proof. Let A be the subset of B defined by
A =
{
A ∈ B(X+, θX+ ,Fa)
∣∣ ∃(k, l) ∈ N20∀x ∈ A : k[x]l ⊆ A}.
We must then show that A = B(X+, θX+ ,Fa). Clearly X
+ ∈ A. Assume that
A,B ∈ A and choose (ka, la), (kb, lb) ∈ N
2
0 such that the two implications
x ∈ A⇒ ka[x]la ⊆ A
and
x ∈ B ⇒ kb[x]lb ⊆ B
hold for all x ∈ X+.
Let k = max{ka, kb} and l = max{la−ka, lb−kb}+k. Then we have that
(ka, la), (kb, lb)  (k, l), from which it follows that the implication
x ∈ A ∩B ⇒ k[x]l ⊆ ka[x]la ∩ kb[x]lb ⊆ A ∩B,
holds for all x ∈ X+. This shows that A ∩ B ∈ A. We also have that the
three implications
x ∈ X+ \ A⇒ ka[x]la ⊆ X
+ \ A,
x ∈ θa(A)⇒ ka+1[x]la ⊆ θa(A)
and
x ∈ θa−1(A)⇒ ka[x]la+1 ⊆ θa−1(A)
hold for all x ∈ X+. Thus the sets X+ \ A, θa(A), and θa−1(A) all belong
to A. Hence A is a Boolean algebra containing Dg for every g ∈ Fa, which
means that A = B(X+, θX+ ,Fa). 
Lemma 8.8. A subset Y of X+ is θX+-admissible if and only if there for
every x ∈ Y exists a (k, l) ∈ N20 such that k[x]l ⊆ Y .
Proof. Let A be the subset of X+ defined by
A =
{
Y ⊆ X+
∣∣ ∀x ∈ Y ∃(k, l) ∈ N20 : k[x]l ⊆ Y }.
We will show that a subset Y of X+ belongs to A if and only if it is θX+-
admissible.
It is clear that if (Yi)i∈I is a family of elements of A, then
⋃
i∈I Yi ∈ A,
and since it follows from Lemma 8.7 that B(X+, θX+ ,Fa) ⊆ A, we have that
every θX+-admissible subset of X
+ belongs to A.
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Now let Y ∈ A. It is in order to show that Y is θX+-admissible enough
to show that there for every x ∈ Y exists a A ∈ B(X+, θX+ ,Fa) such that
x ∈ A ⊆ Y , but we have that x ∈ k[x]l ⊆ Y , and k[x]l ∈ B(X
+, θX+ ,Fa) for
some (k, l) ∈ N20, so we are done. 
It is not difficult to see that a subset Y of X+ is θX+-invariant if and only
if σ(Y ) ⊆ Y and σ−1(Y ) ⊆ Y . Combining this with Theorem 7.4, Theorem
8.5 and Lemma 8.8 we get:
Theorem 8.9. Let (X+, σ) be a one-sided shift space over the finite alphabet
a, let H(X+) denote the set of subsets Y of X+ which satisfies the following
3 conditions:
(1) σ(Y ) ⊆ Y ,
(2) σ−1(Y ) ⊆ Y ,
(3) ∀x ∈ Y ∃(k, l) ∈ N20 : k[x]l ⊆ Y ,
and let for every subset Y in H(X+), I(Y ) be the ideal of C∗(X+, θX+ ,Fa)
generated by the set
{φ(X+,θ
X+ ,Fa)
(A) | A ∈ B(X+, θX+ ,Fa), A ⊆ Y }.
Then the map
Y 7→ I(Y )
is an injective order preserving (i.e., Y ⊆ Z ⇒ I(Y ) ⊆ I(Z)) map from
H(X+) to the set of ideals of OX+ .
If Y is an open subset of X+ then there exists for every x ∈ Y a (k, l) ∈ N20
such that k[x]l ⊆ Y (in fact, one can choose l to be 0). There may on the
other hand be subsets Y of X+ which are not open, but with the property
that ∀x ∈ Y ∃(k, l) ∈ N20 : k[x]l ⊆ Y . If however X
+ is a shift of finite type
(cf. [19, §2.1]), then this can not happen (in fact according to [16, Theorem
1], X+ is of finite type if and only if σ is an open map, and it is not difficult
to show that this is equivalent to k[x]l being clopen for all x ∈ X
+ and all
(k, l) ∈ N20). Thus if X
+ is a shift of finite type, then the set H(X+) from
Theorem 8.9 is the set of all open subsets Y of X+ with the property that
σ(Y ) ⊆ Y and σ−1(Y ) ⊆ Y . Hence we get the following corollary:
Corollary 8.10. Let (X+, σ) be a one-sided shift of finite type and let for
every subset Y of X+, I(Y ) be the ideal of C∗(X+, θX+ ,Fa) generated by the
set
{φ(X+,θ
X+ ,Fa)
(A) | A ∈ B(X+, θX+ ,Fa), A ⊆ Y }.
Then the map
Y 7→ I(Y )
is an injective order preserving (i.e., Y ⊆ Z ⇒ I(Y ) ⊆ I(Z)) map from the
set of open subsets Y of X+ with the property that σ(Y ) ⊆ Y and σ−1(Y ) ⊆
Y to the set of ideals of OX+ .
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8.4. Connections between the C∗-algebras of one- and two-sided
shift spaces. We will in this section let X be a two-sided shift space, and
(8.2) X+ = {(zn)n∈N0 | (zn)n∈Z ∈ X}
be the corresponding one-sided shift space. We then have that map
pi : (zn)n∈Z 7→ (zn)n∈N0
is a surjective continuous map from X to X+ and pi ◦ τ = σ ◦ pi, where τ and
σ are the maps defined by (7.1) and (7.2), respectively.
We will throughout this section let (X, θX,Fa) be the discrete partial dy-
namical system associated to (X, τ) as done in Theorem 7.3 and (X+, θX+ ,Fa)
be the discrete partial dynamical system associated to (X+, σ) as done in
Theorem 7.4. We let (DXg )g∈Fa and (θ
X
g )g∈Fa denote the domains and partial
one-to-one maps of θX, and (D
X+
g )g∈Fa and (θ
X+
g )g∈Fa denote the domains
and partial one-to-one maps of θX+.
Remark 8.11. If X only contains finitely many elements, then every element
of X is periodic (meaning that there exists an n ∈ N such that τn(z) = z), so
pi is bijective, and since it also satisfies that θg ◦ pi = pi ◦ θg for every g ∈ Fa,
it easily follows from Theorem 7.3 and 7.4 that there exists a ∗-isomorphism
from OX+ to C(X) ⋊τ⋆ Z which maps
∑
a∈aSa to U and ηO
(
1
D
X+
g
)
to 1DXg
for every g ∈ Fa, where U is as in Section 7.1, and (Sa)a∈a and ηO are as in
Section 7.2.
If X contains infinitely many elements, then C(X)⋊τ⋆ Z and OX+ are, as
we will see below, in general quit different. We will however show later that
if X has a certain property, then C(X)⋊τ⋆ Z is a quotient of OX+ .
Remark 8.12. If Y is an open subset of X+ with the property that σ(Y ) ⊆
Y and σ−1(Y ) ⊆ Y , then pi−1(Y ) is an open subset of X and τ(pi−1(Y )) =
pi−1(Y ). This explains why C(X) ⋊τ⋆ Z in general have more ideals than
OX+ if X (and thus X
+) is of finite type.
It is in fact easy to construct an example of a shift of finite type X such
that OX+ is simple, but X contains infinitely many open τ -invariant subset
and thus C(X) ⋊τ⋆ Z infinitely many ideals according to Section 8.2. The
full two-shift {0, 1}Z will for example do the trick (in this case OX+ will be
the Cuntz-algebra O2, cf. [8]).
If X and X+ are not of finite type, then it might happen that even though
X
+ is minimal (meaning that the only closed subsets Y of X+ such that
σ(Y ) ⊆ Y are X+ and ∅, cf. [19, §13.7]), there exists a subset Y of X+
which is neither equal to X+ nor ∅ and with the property that σ(Y ) ⊆ Y ,
σ−1(Y ) ⊆ Y and ∀x ∈ Y ∃(k, l) ∈ I : k[x]l ⊆ Y , and thus that OX+ is not
simple. We will in Example 8.19 see an example of this phenomenon.
We will now describe a class of shift spaces for which C(X) ⋊τ⋆ Z is a
quotient of OX+ , and we will then describe a subclass of this class for which
we can show that the ideal of this quotient is a direct sum of a finite number
of the compact operators K
This result has been used in [4] and [5] to compute the K-theory of OX+
and relate it to the K-theory of C(X)⋊τ⋆ Z for these classes of shift spaces.
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Definition 8.13. We say that a shift space X has property (∗) if for every
u ∈ L(X+) there exists an x ∈ X+ such that P|u|(x) = {u}.
An element z ∈ X is called left special if there exists z′ ∈ X such that
pi(z) = pi(z′), but z−1 6= z
′
−1.
Notice that z ∈ X is left special if and only if P1(pi(z)) consists of a least
two elements.
Definition 8.14. We say that a shift space X has property (∗∗) if it has
property (∗) and the number of left special elements of X is finite, and no
such left special word is periodic.
It has in [4] been proved that every finite shift space and every minimal
shift space with a finite number of left special elements (for example every
shift space of a primitive substitution and every shift space of a Sturmian
sequence) have property (∗∗), and that the shift space of a non-regular
Toeplitz sequence has property (∗), but not necessarily property (∗∗).
We say that z, z′ ∈ X are right shift tail equivalent if there exist m,N ∈ Z
such that zn = z
′
n+m for all n > N .
Lemma 8.15. Let X be a shift space which has property (∗∗) and let (k, l) ∈
N
2
0. Then the set
{x ∈ X+ | Pl(x[k,∞[) contains more than one element}
is finite, and every element of it is of the form pi(z), where z is an element
of X which is right shift tail equivalent to a left special element of X.
Proof. Assume that u, v, w ∈ a∗ are such that the last letter of u is different
from the last letter of v and uw, vw ∈ Pl(x[k,∞[) (w might be the empty
word). Then P1(wx[k,∞[) consists of a least two elements so wx[k,∞[ is equal
to pi(z′) for some left special element z′.
Thus the set
{x ∈ X+ | Pl(x[k,∞[) contains more than one element}
is finite, and every element of it is of the form pi(z), where z is an element
of X which is right shift tail equivalent to a left special element of X. 
Lemma 8.16. Let X be a shift space which has property (∗∗), and let z ∈ X
be right shift tail equivalent to a left special element. Then pi(z) is not
eventually periodic, meaning that there exist no k,N ∈ N such that zn =
zn+k for all n > N .
Proof. Assume that m,N1 ∈ Z and zn = z
′
n+m for all n > N1 with z
′ being
a left special element, and that k,N2 ∈ N are such that zn = zn+k for all
n > N2. We then have that z
′
n+m = z
′
n+m+k for n > max{N1, N2}, so the
set {n ∈ Z | z′n 6= z
′
n+k} is bounded above, and since z
′ is left special and
thus not periodic, this set is not empty. So we can define n0 by the equation
n0 = max{n ∈ Z | z
′
n 6= z
′
n+k}+ 1.
We then have that z′n0−1 6= z
′
n0−1+k
and that z′n = z
′
n+k for n ≥ n0.
We define a sequence z′′ by letting z′′n0+i+lk = z
′
n0+i
for i ∈ {0, 1, . . . , k−1}
and l ∈ Z. We then have for all n ∈ Z that z′′[n,∞[ = z
′
[n+lk,∞[, where l ∈ Z is
chosen such that n + lk ≥ n0, and thus that z
′′ ∈ X. We also have that z′′
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is periodic, that z′′n0−1 = z
′
n0−1+k
6= z′n0−1 and that z
′′
[n0,∞[
= z′[n0,∞[. Thus
σn0(z′′) is an element of X which is both periodic and left special, but that
contradicts the assumption that X has property (∗∗). 
Lemma 8.17. Let X be a shift space which has property (∗∗). Then we have
that
{pi(z)} ∈ B(X+, θX+ ,Fa)
for every z ∈ X which is right shift equivalent to a left special element.
Proof. Let z be an element of X which is right shift equivalent to a left
special element. Then there exist a left special element z′ and m,N ∈ Z
such that zn = z
′
n+m for all n > N . Since z
′ is left special, there exist
a, b ∈ a such that a 6= b and a, b ∈ P1(pi(z
′)). That means that
pi(z′) ∈ D
X
+
a−1
∩D
X
+
b−1
,
and since X only contains a finite number of special elements, D
X
+
a−1
∩D
X
+
b−1
is finite. Thus there exists a k > 0 such that
{z′[k,∞[} = D
X
+
(au)−1
∩D
X
+
(bu)−1
,
where u = z′[0,k[.
Let us denote max{m + N, 0,m − k} by n0 and let v = z
′
[k,k+n0[
and
w = z[0,n0[. We then have that pi(z) = wy where y is the unique element in
X
+ such that vy = z′[k,∞[. Thus it follows from Lemma 3.4 that
{pi(z)} = θ
X+
wv−1
(
D
X+
(au)−1
∩D
X+
(bu)−1
)
∈ B(X+, θX+ ,Fa).

Remember that there exist an inclusion ηO of DX+ into OX+ (cf. Section
7.2) and a that C(X) sits inside C(X)⋊τ⋆ Z (cf. Section 7.1). We will denote
the inclusion of C(X) into C(X)⋊τ⋆Z by η⋊. We then have the follow result:
Theorem 8.18. Let X be a two-sided shift space which has property (∗) and
let X+ be the corresponding one-sided shift space defined by (8.2). Then there
are surjective ∗-homomorphisms κ : DX+ → C(X) and ρ : OX+ → C(X)⋊τ⋆Z
making the diagram
DX+
ηO

κ
// C(X)
η⋊

OX+ ρ
// C(X)⋊τ⋆ Z
commute. We furthermore have that
κ(1C(u,v)) =

1{x∈X|x[0,|v|[=v} if ∃w ∈ a
∗ : v = wu,
1{x∈X|x[|v|−|u|,|v|[=u} if ∃w ∈ a
∗ : u = wv,
0 else,
for every u, v ∈ a∗, and that ρ(Sa) = η⋊(1DXa )U for every a ∈ a where U is
as in Section 7.1 and (Sa)a∈a and C(u, v) are as in Section 7.2.
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If X also has property (∗∗), then the kernel of ρ is isomorphic KnX where
K is the C∗-algebra of compact operator on an infinite dimensional separable
Hilbert space and nX is the number of right shift tail equivalence classes of
X containing a left special element.
Proof. Let (X, θX,Fa) be the discrete partial dynamical system associated
to (X, τ) as done in Theorem 7.3 and (X+, θX+ ,Fa) be the discrete partial
dynamical system associated to (X+, σ) as done in Theorem 7.4. We let
(DXg )g∈Fa and (θ
X
g )g∈Fa be the domains and partial one-to-one maps of θX,
and (D
X+
g )g∈Fa and (θ
X+
g )g∈Fa the domains and partial one-to-one maps of
θX+ .
Let for every A ∈ B(X+, θX+ ,Fa), ψ(A) be the subset of X defined by
ψ(A) =
{
z ∈ X
∣∣ ∀(k, l) ∈ I∃x ∈ A : x[0,k[ = z[0,k[ ∧ Pl(x[k,∞[) = {z[k−l,k[}}.
We claim that the map ψ is a Boolean homomorphism from B(X+, θX+ ,Fa)
to B(X, θX,Fa) which satisfies that
ψ
(
θX
+
g (A)
)
= θXg
(
ψ(A)
)
for all A ∈ B(X+, θX+ ,Fa) and g ∈ Fa.
We will prove that by establishing a sequence of claims.
Claim 1. The map ψ is a Boolean homomorphism.
Proof. We will prove that ψ is a Boolean homomorphism by showing that
ψ(A ∩ B) = ψ(A) ∩ ψ(B) and ψ(X+ \ A) = X \ ψ(A) for all A,B ∈
B(X+, θX+ ,Fa).
Let A,B ∈ B(X+, θX+ ,Fa). It is obvious that ψ(A ∩ B) ⊆ ψ(A) ∩ ψ(B).
Assume that z ∈ ψ(A) ∩ ψ(B). There exist by Lemma 8.7 (ka, la), (kb, lb) ∈
N
2
0 such that the two implications
x ∈ A⇒ ka[x]la ⊆ A
and
x ∈ B ⇒ kb[x]lb ⊆ B,
hold for all x ∈ X+.
Let (k0, l0) ∈ N
2
0 and choose (k, l) ∈ N
2
0 such that we have that
(k, l)  (ka, la), (kb, lb), (k0, l0),
and choose xA ∈ A and xB ∈ B such that we have that
z[0,k[ = x
A
[0,k[ = x
B
[0,k[ and Pl(x
A
[k,∞[) = Pl(x
B
[k,∞[) = {z[k−l,k[}.
Then xA k∼l x
B , so xA ∈ A∩B, and since xA[0,k0[ = z[0,k0[ and Pl0((x
A
[k0,∞[
) =
{z[k0−l0,k[}, this shows that z ∈ ψ(A ∩B). Thus ψ(A ∩B) = ψ(A) ∩ ψ(B).
Assume now that z ∈ ψ(X+ \ A). We then have that if x ∈ X+, z[0,ka[ =
x[0,ka[ and Pla(x[ka,∞[) = {z[ka−la,ka[}, then x ∈ X
+ \A. Thus z ∈ X \ ψ(A).
If z ∈ X \ψ(A), then there is a (kz , lz) ∈ N
2
0 such that we for every x ∈ A
have that
z[0,kz[ 6= x[0,kz[ or Plz (x[kz,∞[) 6= {z[kz−lz,kz[}.
Let (k0, l0) ∈ N
2
0 and choose (k, l)  (kz , lz), (k0.l0). Since X has property
(∗), there exists an x ∈ X+ such that z[0,k[ = x[0,k[ and Pl(x[k,∞[) = {z[k−l,k[}.
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This x must belong to X+ \ A, and since z[0,k0[ = x[0,k0[ and Pl0(x[k0,∞[) =
{z[k0−l0,k0[}, this shows that z ∈ ψ(X
+ \A). Thus ψ(X+ \A) = X\ψ(A). 
Claim 2. We have that ψ
(
θ
X+
a (A)
)
= θXa
(
ψ(A)
)
for every A ∈ B(X+, θX+ ,Fa)
and every a ∈ a.
Proof. Let z ∈ ψ
(
θ
X+
a (A)
)
and let (k, l) ∈ N20. Then there is an x ∈ θ
X+
a (A)
such that x[0,k+1[ = z[0,k+1[ and Pl(x[k+1,∞[) = {z[k+1−l,k+1[}. That means
that there is a y ∈ A ∩ D
X+
a−1
such that x = θ
X+
a (y). We then have that
z0 = x0 = a, that y[0,k[ = x[1,k+1[ = z[1,k+1[ and that
Pl(y[k,∞[) = Pl(x[k+1,∞[) = {z[k+1−l,k+1[}.
Thus τ(z) ∈ ψ(A), and z0 = a, which shows that z ∈ θ
X
a
(
ψ(A)
)
.
Now let z ∈ θ
X+
a
(
ψ(A)
)
. Then there is a z′ ∈ ψ(A) such that z = θXa (z
′).
That means that there for every (k, l) ∈ N20, is an x ∈ A such that
z′[0,k[ = x[0,k[ and Pl(x[k,∞[) = {z
′
[k−l,k[}.
We especially have that P1(x) = {z
′
−1} = {a}, so x ∈ D
X
+
a−1
, and we further-
more have that
z[0,k+1[ = az
′
[0,k[ = ax[0,k[ =
(
θX
+
a (x)
)
[0,k+1[
and that
Pl
(
(θX
+
a (x)
)
[k+1,∞[
) = Pl(x[k,∞[) = {z
′
[k−l,k[} = {z[k+1−l,k+1[},
which shows that z ∈ ψ(θ
X
+
a (A)). 
Claim 3. We have that ψ
(
θ
X
+
a−1
(A)
)
= θX
a−1
(
ψ(A)
)
for every a ∈ a and every
A ∈ B(X+, θX+ ,Fa).
Proof. Let z ∈ ψ
(
θ
X+
a−1
(A)
)
and let (k, l) ∈ N20. Then there is an x ∈ θ
X+
a−1
(A)
such that x[0,k+1[ = z[0,k+1[ and Pl+k+2(x[k+1,∞[) = {z[−l−1,k+1[}. That
means that there is a y ∈ A∩D
X
+
a such that x = θ
X
+
a−1
(y), and we then have
that
a = y0 ∈ P1(x) = {z−1},
and thus that
y[0,k[ = ax[0,k−1[ = z[−1,k−1[ and Pl(y[k,∞[) = Pl(x[k−1,∞[) = {z[k−1−l,k−1[}
if k > 0, and
Pl(y[k,∞[) = Pl(ax) = {z[k−1−l,k−1[}
if k = 0. Thus τ−1(z) ∈ ψ(A) and z−1 = a, which shows that
z = θXa−1
(
τ(z)
)
∈ θXa−1
(
ψ(A)
)
.
Now let z ∈ θX
a−1
(
ψ(A)
)
. We then have that there is a z′ ∈ ψ(A) ∩ DXa
such that z = θX
a−1
(z′). That means that there for every (k, l) ∈ N20 is an
x ∈ A such that z′[0,k+1[ = x[0,k+1[ and Pl(x[k+1,∞[) = {z
′
[k+1−l,k+1[}. We
especially have that x0 = z
′
0 = a, so x ∈ A ∩Da, and we also have that
z[0,k[ = z
′
[1,k+1[ = x[1,k+1[ =
(
θ
X+
a−1
(x)
)
[0,k[
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and that
Pl
((
θ
X
+
a−1
(x)
)
[k,∞[
)
= Pl(x[k+1,∞[) = {z
′
[k+1−l,k+1[} = {z[k−l,l[}.
This shows that z ∈ ψ
(
θ
X
+
a−1
(A)
)
. 
It follows from Claim 2 and Claim 3 and the definition of θ
X
+
g and θXg that
ψ
(
θX
+
g (A)
)
= θXg
(
ψ(A)
)
for every A ∈ B(X+, θX+ ,Fa) and every g ∈ Fa.
Thus if we let (s
X
+
g )g∈Fa denote the generators of C
∗(X+, θX+ ,Fa) and
(sXg )g∈Fa the generators of C
∗(X, θX,Fa), then it follows from Theorem 8.6
that there exists a surjective ∗-homomorphism φ from C∗(X+, θX+ ,Fa) to
C∗(X, θX,Fa) which maps s
X
+
g to sXg for every g ∈ Fa, and thus from Theorem
7.3 and 7.4 that there is a surjective ∗-homomorphism ρ : OX+ → C(X)⋊τ⋆Z
which maps
∑
a∈aSa to U and ηO(1Dg ) to η⋊(1Dg ) for every g ∈ Fa. We
then have that
ρ(Sa) = ρ
(
ηO
(
1Da
∑
a′∈a
Sa′
))
= η⋊(1Da)U
for every a ∈ a, and that
ρ
(
ηO(1C(u,v))
)
= ρ
(
ηO(1Dv )
)
ρ
(
ηO(1D
vu−1
)
)
= η⋊(1Dv )η⋊(1Dvu−1 )
=

η⋊
(
1{x∈X|x[0,|v|[=v}
)
if ∃w ∈ a∗ : v = wu,
η⋊
(
1{x∈X|x[|v|−|u|,|v|[=u}
)
if ∃w ∈ a∗ : u = wv,
0 else,
for u, v ∈ a∗, according to Lemma 3.4 and 3.6. Since DX+ is generated by
{1C(u,v) | u, v ∈ a
∗} and C(X) is generated by the set{
1{x∈X|x[k−|u|,k[=u}
∣∣ u ∈ a∗, k ∈ Z},
it follows that there exists a surjective ∗-homomorphism κ : DX+ → C(X)
with the desired properties.
Assume now that X has property (∗∗). Let JX be the set of right shift tail
equivalence classes of X which contains a left special element. We will show
that the kernel of φ, and thus the kernel of ρ, is isomorphic to nX copies of
K by constructing a family
(ejx,y)
(
j∈JX, x,y∈π(j)
)
of non-zero elements of C∗(X+, θX+ ,Fa) such that the equations
(ejx,y)
∗ = ejy,x and e
j
x,ye
j′
x′,y′ =
{
ejx,y′ if j = j
′ and y = x′,
0 else,
hold for all j, j′ ∈ JX and all x, y ∈ pi(j) and x
′, y′ ∈ pi(j′), and such that we
have that
span
{
ejx,y
∣∣ j ∈ JX, x, y ∈ pi(j)} = kerφ.
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So let j ∈ JX and x, y ∈ pi(j). Then there exist n,m ∈ N such that
x[n,∞[ = y[m,∞[. It follows from Lemma 8.17 that {x} and {y} belong to
B(X+, θX+ ,Fa) so we can define an element e
j
x,y in C∗(X+, θX+ ,Fa) by the
equation
ejx,y = φ(X+,θ
X+ ,Fa)
(
{x}
)
s
X+
x[0,n[y
−1
[0,m[
φ(X+,θ
X+ ,Fa)
(
{y}
)
.
Notice that ejx,y does not depend on the choice of n andm, because if k, l ∈ N
also satisfy that x[k,∞[ = y[l,∞[, then we have that
xn+l+i = ym+l+i = xm+k+i
for all i ∈ N, and since x is not eventually periodic according to Lemma 8.16
that means that n+ l = m+ k and thus that
x[0,n[y
−1
[0,m[ = x[0,n+l[y
−1
[0,m+l[ = x[0,m+k[y
−1
[0,m+l[ = x[0,k[y
−1
[0,l[.
It is clear that (ejx,y)∗ = e
j
y,x and that e
j
x,ye
j′
x′,y′ = 0 if y 6= x
′. Assume
now that j ∈ JX, that x, y, z ∈ pi(j) and that k, l,m, n ∈ N are such that
x[n,∞[ = y[m,∞[ and y[k,∞[ = z[l,∞[. We then have that
y ∈ D
X+(
x[0,n[y
−1
[0,m[
)−1 and θX+x[0,n[y−1[0,m[(y) = x.
Thus it follows from Lemma 4.5 that we have that
s
X+
x[0,n[y
−1
[0,m[
φ(X+,θ
X+ ,Fa)
(
{y}
)
= s
X+
x[0,n[y
−1
[0,m[
(
s
X+
x[0,n[y
−1
[0,m[
)∗
s
X+
x[0,n[y
−1
[0,m[
φ(X+,θ
X+ ,Fa)
(
{y}
)
= s
X
+
x[0,n[y
−1
[0,m[
φ(X+,θ
X+ ,Fa)
(
{y}
) (
s
X
+
x[0,n[y
−1
[0,m[
)∗
s
X
+
x[0,n[y
−1
[0,m[
= φ(X+,θ
X+ ,Fa)
(
{x}
)
s
X+
x[0,n[y
−1
[0,m[
.
We also have that x ∈ D
X+
x[0,n[y
−1
[0,m[
, and thus that
φ(X+,θ
X+ ,Fa)
(
{x}
)
s
X+
x[0,n[y
−1
[0,m[
s
X+
y[0,k[z
−1
[0,l[
= φ(X+,θ
X+ ,Fa)
(
{x}
)
φ(X+,θ
X+ ,Fa)
(
D
X+
x[0,n[y
−1
[0,m[
)
s
X+
x[0,n[y
−1
[0,m[
y[0,k[z
−1
[0,l[
= φ(X+,θ
X+ ,Fa)
(
{x}
)
sX
+
x
[0,n+k[z−1
[0,m+l[
according to (4.1d) and (4.1e). Thus we have that
ejx,ye
j
y,z = φ(X+,θ
X+ ,Fa)
(
{x}
)
s
X+
x[0,n[y
−1
[0,m[
φ(X+,θ
X+ ,Fa)
(
{y}
)
φ(X+,θ
X+ ,Fa)
(
{y}
)
s
X
+
y[0,k[z
−1
[0,l[
φ(X+,θ
X+ ,Fa)
(
{z}
)
= φ(X+,θ
X+ ,Fa)
(
{x}
)
s
X+
x[0,n[y
−1
[0,m[
s
X+
y[0,k[z
−1
[0,l[
φ(X+,θ
X+ ,Fa)
(
{z}
)
= φ(X+,θ
X+ ,Fa)
(
{x}
)
s
X+
x[0,n+k[z
−1
[0,m+l[
φ(X+,θ
X+ ,Fa)
(
{z}
)
= ejx,z.
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Finally we notice that it follows from Corollary 6.2 that ejx,y is non-zero,
because we have that
ejx,y
(
ejx,y
)∗
= ejx,x = φ(X+,θ
X+ ,Fa)
(
{x}
)
.
It follows from Theorem 8.6 that the kernel of φ is generated by the set
{φX+,θ
X+ ,Fa
(A) | ψ(A) = ∅},
and since ψ
(
φ(X+,θ
X+ ,Fa)
(
{x}
))
= ∅ if x ∈ pi(j) for some j ∈ JX, we have
that the set
span
{
ejx,y | j ∈ JX, x, y ∈ pi(j)
}
is contained in the kernel of φ.
Assume that A ∈ B(X+, θX+ ,Fa) and that ψ(A) = ∅. Choose by Lemma
8.7 (k, l) ∈ N20 such that the implication
x ∈ A⇒ k[x]l ⊆ A
holds for all x ∈ X+. Then we have that
A =
⋃
x∈A
k[x]l.
Assume that x ∈ A and that the number of elements of Pl(x[k,∞[) is one.
Then it follows from Lemma 3.6 that
ψ(k[x]l) = ψ
θX+x[0,k[
(
D
X
+
v−1
∩
( ⋂
u∈¬Pl(σk(x))
X
+ \D
X
+
u−1
))
= θXx[0,k[
DXv−1 ∩
( ⋂
u∈¬Pl(σk(x))
X
+ \DXu−1
)
= θXx[0,k[
(
DXv−1
)
6= ∅,
where v is the unique element of Pl(x[k,∞[) and ¬Pl(x[k,∞[) =
{
u ∈ L(X+) |
|u| = l, u /∈ Pl(x[k,∞[)
}
, but this contradict our assumption that ψ(A) = ∅.
Thus Pl(x[k,∞[) consists of at least two elements for every x ∈ A, so it
follows from Lemma 8.15 that A is finite and that every element of A is of
the form pi(z) for some z ∈ X which is right shift tail equivalent to a left
special element. Hence we get by Lemma 8.17 that
φ(X+,θ
X+ ,Fa)
(A) =
∑
x∈A
φ(X+,θ
X+ ,Fa)
({x}) =
∑
x∈A
exx,x ∈ span
{
ejx,y
∣∣ j ∈ JX, x, y ∈ pi(j)},
where for every x ∈ A, x denotes the right shift tail equivalence class which
contains an element z such that pi(z) = x.
So to show that the equality
span
{
ejx,y
∣∣ j ∈ JX, x, y ∈ pi(j)} = kerφ,
holds, we just have to show that the subset
span
{
ejx,y
∣∣ j ∈ JX, x, y ∈ pi(j)}
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is an ideal of C∗(X+, θX+ ,Fa), and since C
∗(X+, θX+ ,Fa) is generated by the
set
{
s
X+
g
∣∣ g ∈ Fa}, it is enough to prove that sX+g ejx,y and ejx,ysX+g belong to
span
{
ejx′,y′
∣∣ j ∈ JX, x′, y′ ∈ pi(j)} for every g ∈ Fa, j ∈ JX and x, y ∈ pi(j).
So let g ∈ Fa, j ∈ JX and x, y ∈ pi(j), and let n,m ∈ N such that
x[n,∞[ = y[m,∞[. It follows from Lemma 7.1 that if s
X+
g 6= 0, then there exist
u, v ∈ a∗ such that g = uv−1. If y does not belong to D
X
+
uv−1
then we have
that
φ(X+,θ
X+ ,Fa)
(
{y}
)
s
X+
uv−1
= φ(X+,θ
X+ ,Fa)
(
{y}
)
φ(X+,θ
X+ ,Fa)
(
D
X+
uv−1
)
s
X+
uv−1
= ∅,
from which it follows that
ejx,ys
X
+
g = φ(X+,θ
X+ ,Fa)
(
{x}
)
s
X+
x[0,n[y
−1
[0,m[
φ(X+,θ
X+ ,Fa)
(
{y}
)
s
X+
uv−1
= 0.
If y ∈ D
X
+
uv−1
, then we have according to Lemma 3.4 and 4.5 that θ
X
+
vu−1
(y) ∈
pi(j), θ
X+
vu−1
(y)[m+|v|,∞[ = x[n+|u|,∞[ and that
φ(X+,θ
X+ ,Fa)
(
{y}
)
s
X+
uv−1
= φ(X+,θ
X+ ,Fa)
(
{y}
)
s
X+
uv−1
(
s
X+
uv−1
)∗
s
X+
uv−1
= s
X
+
uv−1
(
s
X
+
uv−1
)∗
φ(X+,θ
X+ ,Fa)
(
{y}
)
s
X
+
uv−1
= s
X+
uv−1
φ(X+,θ
X+ ,Fa)
(
{θ
X+
vu−1
(y)}
)
.
We further more have that
y−1[0,m+|u|[uv
−1 =
(
uy[|u|,m+|u|[
)−1
uv−1
= y−1[|u|,m+|u|[v
−1
=
(
θ
X+
vu−1
(y)[0,m+|v|[
)−1
,
and hence that
s
X
+
x[0,n+|u|[y
−1
[0,m+|u|[
s
X
+
uv−1
=
φ(X+,θ
X+ ,Fa)
(
D
X
+
x[0,n+|u|[y
−1
[0,m+|u|[
)
s
X
+
x[0,n+|u|[
(
θ
X+
vu−1
(y)[0,m+|v|[
)−1
according to (4.1d) and (4.1e) of Definition 4.1.
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Thus we have that
ejx,ys
X+
g = φ(X+,θ
X+ ,Fa)
(
{x}
)
s
X
+
x[0,n[y
−1
[0,m[
φ(X+,θ
X+ ,Fa)
(
{y}
)
s
X
+
uv−1
= φ(X+,θ
X+ ,Fa)
(
{x}
)
s
X+
x[0,n[y
−1
[0,m[
s
X+
uv−1
φ(X+,θ
X+ ,Fa)
(
{θ
X+
vu−1
(y)}
)
= φ(X+,θ
X+ ,Fa)
(
{x}
)
φ(X+,θ
X+ ,Fa)
(
D
X
+
x[0,n+|u|[y
−1
[0,m+|u|[
)
s
X
+
x[0,n+|u|[(θvu−1(y)[0,m+|v|[)
−1 φ(X+,θ
X+ ,Fa)
(
{θ
X
+
vu−1
(y)}
)
= φ(X+,θ
X+ ,Fa)
(
{x}
)
s
X+
x[0,n+|u|[(θvu−1 (y)[0,m+|v|[)
−1
φ(X+,θ
X+ ,Fa)
(
{θ
X+
vu−1
(y)}
)
= ej
x,θ
X+
vu−1
(y)
.
So we have in all cases that ejx,ys
X+
g ∈ span
{
ejx′,y′
∣∣ j ∈ JX, x′, y′ ∈ pi(j)}.
One can in a similar way prove that we have that
sX
+
g e
j
x,y ∈ span
{
ejx′,y′ | j ∈ JX, x
′, y′ ∈ pi(j)
}
.
Hence span
{
ejx,y | j ∈ JX, x, y ∈ pi(j)
}
is an ideal of C∗(X+, θX+ ,Fa) and
thus equal to the kernel of φ. 
Example 8.19. Let Xη be the shift space of an aperiodic proper substitution
η. It then follows from [24, page 90 and 107] and [1, Theorem 3.9] that Xη
is minimal (and thus also X+η ) and contains a finite, but nonzero, number of
left special elements. Thus according to [4, Example 3.6], Xη has property
(∗∗), and since nXη is nonzero, it follows from Theorem 8.18 that OX+η is not
simple. On the other hand C(Xη)⋊τ⋆ Z is simple because Xη is minimal.
Appendix A. Partial representations of groups
A partial representation of a group G was defined in [10] to be a map u
from G to a C∗-algebra A such that the following conditions hold:
u(e) = 1,(A.1a)
u(g−1) = u(g)∗ for every g ∈ G,(A.1b)
u(h)u(i)u(i−1) = u(hi)u(i−1) for every h, i ∈ G.(A.1c)
In [25] another definition of a partial representation of a group was given,
namely as a map u from G to a C∗-algebra A such that the following con-
ditions hold:(
u(g)
)
g∈G
is a family of partial isometries with commuting
range projections,
(A.2a)
u(e)u(e)∗ = 1,(A.2b)
u(g)∗u(g) = u(g−1)u(g−1)∗ for every g ∈ G,(A.2c)
u(h)u(i)u(i)∗u(h)∗ = u(h)u(i)u(hi)∗ for every h, i ∈ G.(A.2d)
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It was in [25, Lemma 1.8 and Remark 1.9] also noticed that the conditions
(A.2a)–(A.2d) are equivalent to the conditions:(
u(g)
)
g∈G
is a family of partial isometries with commuting
range projections,
(A.3a)
u(e) = 1,(A.3b)
u(g)∗ = u(g−1) for every g ∈ G,(A.3c)
u(h)u(i) = u(h)u(h)∗u(hi) for every h, i ∈ G.(A.3d)
As mentioned in [12], the conditions (A.1a)–(A.1c) are equivalent to the con-
ditions (A.2a)–(A.2d) and thus to the conditions (A.3a)–(A.3d), but since
we have not been able to find a complete proof of this, we will now give one:
Proposition A.1. Let u be a map from a group G to a C∗-algebra A. Then
the following are equivalent:
(1) u satisfies the conditions (A.1a)–(A.1c),
(2) u satisfies the conditions (A.2a)–(A.2d),
(3) u satisfies the conditions (A.3a)–(A.3d).
Proof. As mentioned above, the equivalence of (2) and (3) follows from [25,
Lemma 1.8 and Remark 1.9].
Assume that u satisfies the conditions (A.1a)–(A.1c). Then we have that
u(g)u(g)∗u(g) = u(g)u(g−1)u(g) = u(e)u(g) = u(g),
so u(g) is a partial isometry for all g ∈ G.
If h, i ∈ G, then we have that
u(h)u(h)∗u(i)u(i)∗ = u(h)u(h−1i)u(i)∗
= u(i)u(i−1h)u(h−1i)u(i)∗
=
(
u(h−1i)u(i−1)
)∗(
u(h−1i)u(i−1)
)
= u(i)u(i)∗u(h)u(h)∗u(i)u(i)∗,
from which it follows that
u(i)u(i)∗u(h)u(h)∗ =
(
u(h)u(h)∗u(i)u(i)∗
)∗
=
(
u(i)u(i)∗u(h)u(h)∗u(i)u(i)∗
)∗
= u(i)u(i)∗u(h)u(h)∗u(i)u(i)∗
= u(h)u(h)∗u(i)u(i)∗.
This shows that u satisfies condition (A.2a).
It is clear that u satisfies condition (A.2b) and (A.2c). If h, i ∈ G, then
we have that
u(h)u(i)u(i)∗u(h)∗ = u(h)
(
u(h)u(i)u(i)∗
)∗
= u(h)
(
u(hi)u(i)∗
)∗
= u(h)u(i)u(hi)∗ ,
so u also satisfies condition (A.2d). Thus (1) implies (2).
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Assume now that u satisfies the conditions (A.3a)–(A.3d), and that h, i ∈
G. Then we have that
u(h)u(i)u(i)∗ =
(
u(i)u(i)∗u(h−1)
)∗
=
(
u(i)u(i−1h−1)
)∗
= u(hi)u(i−1),
which shows that (3) implies (1). 
Appendix B. Boolean Algebras
We recommend [14] for a very nice introduction to Boolean algebras. A
Boolean algebra is a set B with two distinct elements 0, 1 ∈ B which act
like the empty set and the whole set, respectively, and three operations
∨ : B × B → B, ∧ : B × B → B and ¬ : B → B which act like union,
intersection and complement, respectively. To be precise, they satisfy the
following axioms:
¬0 = 1 ¬1 = 0(B.1)
A ∧ 0 = 0 A ∨ 1 = 1(B.2)
A ∧ 1 = A A ∨ 0 = 0(B.3)
A ∧ ¬A = 0 A ∨ ¬A = 1(B.4)
¬¬A = A(B.5)
A ∧A = A A ∨A = A(B.6)
¬(A ∧B) = ¬A ∨ ¬B ¬(A ∨B) = ¬A ∧ ¬B(B.7)
A ∧B = B ∧A A ∨B = B ∨A(B.8)
A ∧ (B ∧ C) = (A ∧B) ∧ C A ∨ (B ∨ C) = (A ∨B) ∨C(B.9)
A ∧ (B ∨ C) = (A ∧B) ∨ (A ∧ C)(B.10)
A ∨ (B ∧ C) = (A ∨B) ∧ (A ∨ C)(B.11)
This set of axioms is not the shortest one possible. In fact one could do with
for example just axiom (B.3), (B.4), (B.8), (B.10) and (B.11). We will call
A∨B for the intersection of A and B, A∧B for the union of A and B, and
¬A the complement of A.
The generic example of a Boolean algebra is of course the power set of a
set X, where 0 = ∅, 1 = X, ∨ = ∪, ∧ = ∩ and ¬A = X \ A.
IfA is a subset of a Boolean algebra B, then we call it a Boolean subalgebra
of B if 0, 1 ∈ A and A ∨B,A ∧B,¬A ∈ A for every A,B ∈ A. In this case
A is of course itself a Boolean algebra with operations inherited from B.
When X is a set, then we will by a Boolean algebra on X mean a Boolean
subalgebra of the power set of X.
An example of this which we will use in this paper, is if X is a topological
space. Then the set of clopen subsets of X is a Boolean subalgebra of the
power set of X and thus a Boolean algebra on X.
If A is some subset of a Boolean algebra B, then we will by the Boolean
algebra generated by A mean the smallest Boolean subalgebra of B contain-
ing A. Notice that if a subset A of a Boolean algebra B is closed under
intersection (respectively union) and complement, then it also closed under
union (respectively intersection) and thus is a Boolean subalgebra.
DYNAMICS, BOOLEAN ALGEBRAS AND C∗-ALGEBRAS 53
Other examples of Boolean algebras which we will meet in this paper is
the set {0, 1} where
0 ∨ 0 = 0 ∧ 0 = 0 ∧ 1 = 1 ∧ 0 = ¬1 = 0,
1 ∧ 1 = 1 ∨ 1 = 1 ∨ 0 = 0 ∨ 1 = ¬0 = 1,
and the set of projections in a unital abelian C∗-algebra, where
p ∨ q = pq p ∧ q = p+ q − pq ¬p = 1− p.
A map φ between two Boolean algebras B and B′ is called a Boolean
homomorphism if φ(A ∨ B) = φ(A) ∨ φ(B), φ(A ∧ B) = φ(A) ∧ φ(B) and
φ(¬A) = ¬φ(A) for every A,B ∈ B. In fact, the first (respectively the
second) together with the last equality imply the second (respectively the
first), so in order to verify that φ is a Boolean homomorphism, it is enough to
check these two equalities. Notice that when φ is a Boolean homomorphism,
then φ(1) = 1 and φ(0) = 0.
If A is a unital abelian C∗-algebra and B is the Boolean algebra of pro-
jections of A, then it is easy to check that span(B) is a ∗-subalgebra of A
and thus that span(B) is a C∗-subalgebra of A. Hence spanB = C∗(B).
Lemma B.1. If for i ∈ {1, 2}, Ai is a unital abelian C
∗-algebra and Bi
is the Boolean algebra of projections of Ai, and φ : B1 → B2 is a Boolean
homomorphism, then there is a uniquely determined ∗-homomorphism from
spanB1 to spanB2 which maps A to φ(A) for A ∈ B1.
Proof. Since B1 generates spanB1, there can at most be one ∗-homomorphism
from spanB1 to spanB2 which maps A to φ(A) for A ∈ B1.
Let F denote the set of finite subset of B1. We then have that spanB1 is
the closure of the set ⋃
C∈F
spanC,
and since spanC is the C∗-subalgebra of A1 generated by C, it is enough to
show that there for every C ∈ F exists a ∗-homomorphism from spanC to
spanB2 which maps A to φ(A) for A ∈ C.
So let C ∈ F . There then exists a finite family p1, p2, . . . , pn of mutually
orthogonal projections in C such that every element of spanC uniquely can
be written as
n∑
i1
λipi
with λ1, λ2, . . . , λn ∈ C. The map
n∑
i1
λipi 7→
n∑
i1
λiφ(pi)
is therefore a well-defined ∗-homomorphism from spanC to spanB2 which
maps A to φ(A) for A ∈ C. 
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Appendix C. Crossed products of C∗-partial dynamical systems
A C∗-partial dynamical system has been defined in [25] to be a triple
(A,G,α) where A is a C∗-algebra, G is a discrete group and α is a partial
action of G on A. That means that α consists of a family (Dg)g∈G of closed
ideals of A and a family (αg)g∈G of isomorphisms αg : Dg−1 → Dg such that
De = A,(C.1)
αhi extends αhαi for all h, i ∈ G (where the domain of αhαi
is α−1i (Dh−1)).
(C.2)
C∗-partial dynamical systems have been studied in [12,22,25] (the definition
of C∗-partial dynamical systems in [22] is a bit different from the above
mentioned, but it is showed in [25, Remark 1.9] that the two definitions are
equivalent).
A covariant representation of a C∗-partial dynamical system (A,G,α) on
a Hilbert space H is a pair (pi, u) where pi is a non-degenerate representation
of A on H, and u is a partial representation (cf. Appendix A) of G on
H such that for each g ∈ G, u(g)u(g)∗ is the projection of H onto the
subspace spanpi(Dg)H, and pi
(
αg(a)
)
= u(g)pi(a)u(g−1) for a ∈ Dg. As it
is the case with C∗-partial dynamical systems, the definition of a covariant
representation in [22] is a bit different from the above mentioned, but it is
shown in [25, Remark 1.12] that the two definitions are equivalent.
The crossed product A ⋊α G of a C
∗-partial dynamical system (A,G,α)
is a C∗-algebra which is generated by a copy of A and a family (δg)g∈G
of elements such that there exists a bijective map (pi, u) 7→ pi × u between
covariant representations of (A,G,α) on H and non-degenerated represen-
tations of A ⋊α G on H such that (pi × u)(aδg) = pi(a)u(g) for g ∈ G and
a ∈ Dg.
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