We study a class of problems related to the supervisory control of a discrete-event system (DES), as formulated by Wonham and we focus on the computational effort required for their solution. While the problem of supervisory control of a perefetcly observed DES may be easily solved by dynamic programming, the problem becomes intractable (in the sense of complexity theory) when a supervisor with a minimal number of states is sought. Furthermore, supervisory control is an intractable problem, in general, when imperfectly observed systems are considered. Finally, some negative results are obtained for the control of interconnected systems consifting of a large number of subsystems.
I. INTRODUCTION.
Discrete Event Systems (DES) have been introduced by Ramadge and U-onham [RWl] . Roughly speaking a DES is a discrete time dynamical system such that, for each state, there is a number of different transitions that may occur. Furthermore, it is assumed that there is a possibility for control action through a supervisor who, at any given point in time, may prohibit certain transitior-s from occuring. It is then natural to consider the problem of designing such a supervisor satisfying certain specifications. Loosely speaking, the specifications that have been considered in the literature amount to a requirement that the supervisor prohibits from occuring certain (undesirable) sequences of events, while at the same time it allows some other (desirable) sequences of events to occur. Naturally, the supervisor design problem becomes different when different assumptions are made concerning the information available to the supervisor; for example the supervisor may have full knowledge of the state of the DES (perfect information), or it may have access only to some partial information on the state of the DES. Decentralized supervision by a set of noncommunicating supervisors, each one possessing partial state information, leads to another class of design problems.
A DES is very similar to a discrete time Markov chain, except that there are no assumptions on the probabilities of the different transitions out of a given state. For this reason, the supervisor design problem looks a little different from the traditional problems of Markovian decision theory, for which dynamic programming provides a solution [B] . On the other hand Markovian decision problems and the supervisor design problem for a DES are not completely unrelated. Consider the supervisor design problem under a constraint that certain states must be avoided. We may assign an infinite cost to the states to be avoided, zero cost to the remaining states, and assign arbitrarily a positive probability to each possible transition out of given state, thus defining a Markov decisicn problem. These two problems are closely related because any supervisor for the DES satisfying the specifications corresponds tcs a finite cost policy for the Markovian decision problem. Other types of specifications for the supervisor of the DES may be easily incorporated into the cost function of a corresponding Markovian decision problem; see Section I11 for a more detailed exposition. Given the above remarks, it is natural to suspect that the types of problems which can be solved realistically within the DES framework (from a computational point Of View) correspond to easily solvable problems in Markovian decision theory. Thus, in the light of available results [PTl] , it should be expected that problems with partial information are algorithmically intractable. One of the aims of this paper is to justify and give a precise content to the above statement.
The paper is organized as follows. In Section I1 we introduce the definitions, notation and terminology to be employed.
In Section I11 we prpvide a brief background for the case of perfect information. In Section IV we consider the question of the implementation of a desired supervisor by a finite state machine with a minimal number of states. An exponential-time algorithm for this problem is available [VW] and we show that the problem is NP-hard, which implies that it is highly unlikely that a faster algorithm may be found. In Section V we consider a variety of supervisor design problems when only partial information is available. While a special case of this problem, studied in [CDFW] , is tractable, a number of negative results are presented for several interesting problems. Finally, in Section VI we mention some more recent work (joint with C. H. Papadimitriou) which provides evidence that the computational complexity of supervisory control for a system consisting of a large number of small subsystems grows exponentially with the number of subsystems. Proofs are omitted from this paper and may be found in [TI.
PRELIMINARIES.
ADESGcanbedefined [RWlIasaquadruple G = (Q, C, 6, qo),  where Q is a finite set (state space), qo is an element of Q (initial state), is a finite alphabet (used to label possible transitions between states, also called events) and 6 is a partial function (Le. which is defined only on a subset of its domain) from Q X C into Q, which provides us with the dynamics of the system.' The interpretation of 6 is the following: if 6(q,u) is defined, for some given q E Q, u E C, then it is possible that, starting from q, a transition carrying the label u takes place and, in that case, the next state is equal to 6(q,u) .
Occasionally, we will find the following notation a little more convenient: for any q E Q, we are given a set C(q) c E, the set of possible transition labels out of state q; in that case 6 is a function (total, rather than partial) defined on the set U q E g ( { q } X C(q)).
In traditional systems-theoretic terminology, we are dealing with a dynamical system with state q , subject to uncertain disturbances u ; the system obeys the dynamical equation
(1) and the disturbances o ( t ) are constrained to satisfy 4 t ) E Z ( q ( t ) ) , vt.
(2)
Actually the definition usually given is somewhat more involved because it includes a special set Qm of marked states ("accepting states", in the language of automata theory). We chose to omit them from the definition in order to simplify notation. Let us just mention here that the computational complexity of the problems considered in this paper is unaffected by the exclusion of marked states from the DES model.
Time here is just a discrete variable used to index events and need not be related to "real time".
A string is the concatentaion of a finite (possibly empty) sequence (u(O), ...,u( t ) ) of elements of C. Let E denote the empty string and let E' denote the set of all strings. We extend the function 6 to a partial function from Q x E* into C by means of the following recursive definition: 6(q,c) = q and 6(q,su) =
( ( q ,~) , o ) ,
if 6 ( q , s ) is defined and u E C(6(q,s)). In particular, 6(q,s) is equal to the current state, if the initial state is equal to q and the sequence of transitions represented by the string s has occured, assuming that this sequence of transitions is allowed by
(2).
Any subset of C* is called a language. We define L ( G ) , the language generated by G , as the set of all strings 8 such that 6(qo,s) is defined. Notice that L ( G ) always contains the empty string.
We now provide for the possibility of controlling a DES. We assume that the set C is partitioned into two disjoint subsets C, and E,. The set C, is interpreted as the set of events which a supervisor may disable.
We define a supervisor for G as a function 7 : E* H 2', such that 7 ( s ) 2 Xu, Vs E E*. The set
is the set of events that are allowed by the supervisor to occur, as a function of the string s of past events. Accordingly, in the presence of a supervisor 7 , we obtain a new dynamical system whose state again satisfies (l), but the constraint (2) now becomes
A DES G together with a supervisor 7 , are called a supervised system. Given a supervised system ( G , 7 ) , we define the language L(G,7) as the set of all strings in C' that can be generated by that system. More formally, L(G,7) is the set of all strings
, which also satisfy (3), for each t I T, the empty string being included.'
In general, a supervisor need not have access to the entire string of past events; this may place a restriction on the set of supervisors under consideration. Consider a function M : C H n u { E } , where ll is another finite alphabet and where E denotes the empty string.
We call such a function a mask. We interpret M ( a ( t ) ) as the information provided to the supervisor on the value of u ( t ) . However, the possibility that M ( u ( t ) ) equals the empty string allows a situation where the supervisor does not learn that a transition has occured.
We extend M to a m a p ping from C * into I I ' by letting M(u(0) ... u ( t ) ) be the concate-
, M ( u ( t ) ) . A supervisor 7 is called an M -
supervisor if there exists some function y~ : l l ' H 2' such that
, Vs E C'. Whenever we are given a mask M as above and we are allowed to choose 7 only among the set of Msupervisors, we say that partial information prevails; if no such constraint is imposed, we say that perfect information prevails. A special class of supervisors is the class of state feedback SUperviaore. A supervisor 7 belongs to this class if there exists a function
Vs E L(G). Another interesting class of supervisors is the set of finite state superv.isors.-A supeTvisor 7 belongs to thisclass if there exists a DES G = (Q,ao,C,6) and a function 7 R : Q -2' such that: a) Q is a finite set; b) k is a total function; C) ~( s ) = ~R (~ ( $ o , s ) ) . Any such G , together with the mapping 7 R ia called a finite rtatc realization of 7.
Let us point out that if Q is finite then any state feedback supervjsor is also a finite state supervisor. The corresponding DES G is just a duplicate of the supervised DES G; it keeps track of the state q(t) of G and at each time instance it chooses its supervisory action appropriately.
' Let us point out that 7 could be a partial function defined only on the subset of E' consisting of those strings whose occurence is possible, that in on L (G,7) . However, we assume that 7 is total, to simplify notation and the discussion.
We shall use certain concepts from complexity theory which we mention briefly. We only consider "decision problems" that is problems in which a yes/no question is posed.
As usual, P (respectively, NP, PSPACE) stands for the class of such problems solvable by a polynomial time (resp. non-deterministic polynomial, polynomial memory) algorithm. A problem is NP-complete (resp. PSPACE-complete) if it belongs to NP (resp., PSPACE) and any problem in NP (resp. PSPACE) may be reduced to via a polynomial time transformation. A problem is NP-hard (resp. PSPACE-hard) if some NP-complete (resp. PSPACE-complete) may be reduced to it by a polynomial time transformation. We have PcNPcPSPACE and it is widely conjectured that both inclusions are proper. If this conjecture is true, then there do not exist any polynomial time algorithms for NP-complete, NP-hard or PSPACE-hard problems. The reader is refered to [PSI for a more detailed and precise exposition of these concepts.
SUPERVISOR DESIGN: PERFECT INFORMATION.
A representative supervisor design problem introduced in [RWl] is the following: given three DES'S G , G I , G z , employing the same alphabet C, we are asked to determine whether there exists a supervisor 7 such that
We outline a solution to this problem.
Any DES may be modified so that the corresponding transition function is total. In particular, given a DES G = (Q,qo,C,6), Consider a new DES consisting of the augmented versions of G , GI, G2, running simultaneously, under the influence of the same input sequence (u(O),u(l), ...) and starting from their respective initial states. Let q'(t), q i ( t ) , q i ( t ) denote their respective states at time t . We now interpret our supervisor specifications as state constraints. The
this constraint is captured by assigning infinite cost to any state (q',q;,qk) of the composite DES such that q; # * and q' = *.
Similarly, the constraint L ( G ) c L(G2) is equivalent to assigning infinite cost to any state (q', q i , q i ) such that q' # * and qi = *.
Clearly, the original supervisor design problem has a solution if and only if there exists a control law for the above defined composite system under which the cost (starting from the appropriate initial state) is finite, for any possible sequence of events. This would be a standard dynamic programming problem: the only difference is that we are dealing with a worst case (minimax) criterion instead of an expected cost criterion.
However, it is well known that the dynamic programming algorithm is equally applicable to such minimax problems and has polynomial computational requirements [B] . As this is a well-known algorithm, we omit its detailed description. In fact the structure of this problem is so simple that the dynamic programming algorithm simplifies to a connectivity test; still, it is important to realize that the computational requirements of this problem are polynomial b e cause it is a special case of a control problem solvable by dynamic programming.
An alternative design criterion that has been proposed is as follows: the objective is now to find a supervisor 7 such that
This problem can be also formulated as a problem that can be solved by dynamic programming. We do not provide the details which are rather trivial, but the key idea is the following: we express the requirement L(G,7) c L(G2) as a state constraint (similarly with the previous problem) and we enforce maximality of the supervisor by introducing a penalty term which increases with the number of disabled transitions at each stage.
It is not suggested here that a reformulation to a traditional control problem should be used in order to construct an algorithm for supervisor design problems such as the above. The value of the above arguments is that they prove with minimal effort that these problems are polynomially solvable.
IV. SUPERVISOR REDUCTION.
Let there be given a DES G and suppose that by means of some design procedure we have chosen a supervisor 7 . Suppose, furthermore, that 7 is a finite state supervisor. As there exists an infinite number of alternative finite state realizations of such a supervisor, we may be interested in a realization with a minimal number of states. This is the problem of optimal supervisor reduction and has been studied in ;VW]. This reference provides an algorithm for constructing such a minimal supervisor.
However, this algorithm requires, in general, a computational effort which is exponential in the number of states of G . While a polynomial algorithm would be desirable, it is shown below that this is very unlikely, because the problem under consideration is NPcomplete.
In fact, we prove NP-completeness for a special case of the supervisor reductilm problem: that is, we restrict to the case where the supervisor 7 to be reduced is a state feedback supervisor. We can now formulate precisely the problem of interest: 
that L ( G , 7 ) = L ( G , y l ) ?
T h e o r e m 4.1: "Supervisor Reduction" is NP-complete.
V. SUPERVISOR DESIGK: PARTIAL INFGRMATION.
Let be a mask, as defined in Section 11. We consider here certain supervisor design problems, similar to those considered in Section 111, except for the additional requirement that the supervisor designed is an M-supervisor. The simplest such problem addresses the question whether there exists some M-supervisor 
It turns out that the conditions in Proposition 5.1 may be tested in a computationally efficient way: Proposition 5.2: There exists a polynomial time algorithm (polynomial in the cardinalities of the state spaces of G and GI) for deciding whether the conditions in Proposition 5.1 are valid.
Proposition 5 2 is a positive result, especially given the fact that control problems with partial information are often intractable. Notice, however, that we have only found a way for deciding whether a M-supervisor exists, but we do not have yet an efficient method for constructing it. It is shown in [CDFV] that if there exists a M-supervisor 7 such that L ( G , 7 ) = L(G1) and if G , G1 have finite state space, then the supervisor 7 may be chosen to be a finite state supervisor. A reasonable choice for the state space of 7 is to let it be equal to the power set of Q X Q1, where Q, Q1 are the state spaces of G, G I , respectively. With this choice, a state of' the supervisor indicates the set of all states of G,G1, which are possible, given the available information. However, such a state space has cardinality which is exponential in the size of the state space of G and therefore an exponential amount of computational resources is required to construct it. Given the positive result in Proposition 5.2, one might hope that a supervisor with a polynomial state space may be always found. The family of examples provided below shows that this is not so.
Example: Let us fix some positive integer n. The DES G to be supervised has an associated alphabet
by G consists of all prefixes of strings of the form (u(O), ... u(n+2)) with the following properties: u ( 0 ) E (u1, ..., u,} u {dl, ..., dn}; u ( i ) € { O , l } , f o r i = l , ..., n a n d i = n + 2 ; u ( n + l )~{ a~ ,..., a,}.
Furthermore, if u ( 0 ) = U k , then u(k) = 1 and u(nS1) = ak; also,
Notice that L ( G ) is a finite language and therefore may be generated by a finite state DES. In fact, we may choose the state space of G to be as small as O(n2). This is done as follows: except for an initial state 40, we let the other states be pairs (2, t ) where t counts the number of transitions made so far and where z is equal to ~( 0 ) . Figure 1 presents a state transition diagram for the case n = 3.
We observe G through a mask M defined as follows:
we require u(n + 2) = 0. Notice that G1 is a finite state DES:
it coincides with G except that we delete one of the two possible transitions out of any state that can be reached after exactly n + 2 transitions. (The deleted transitions correspond to the heavy lines in Figure 1 .) It is easy to see that there exists an M-supervisor such that
the supervisor remembers u ( l ) , ..., u ( n ) . When u ( n + 1) occurs, the supervisor observes (Yk, for some k, and retrieves the value of u(k). If u(k) = 1, (respectively, 0) it decides that the unobserved transition u ( 0 ) was equal to tlk (respectively, d k ) , and decides accordingly which transition to suppress. This supervisor uses O ( 2 " ) states, since at time n + 1 it remembers n bits of information and intuition suggests that no reduction of its state space is posssible. \{'e prove this formally. For any string s = ( u ( l ) , . , . , u ( n ) ) , let g(s) denote the state of the supervisor before u(n+ 1) is observed. The transition which is not disabled after u ( n + 1) is observed is therefore a function of u ( n + 1) and g(s). Therefore, there exists some function f such that:
Let s, s', be such that 8 # 8' and g(s) = g(s'). Assume that s and 8' differ in their k-th symbol. Then, we must have f ( g ( s ) , a k ) # f ( g ( s ' ) , a k ) , which implies that g(3) # g(3'). This shows that g is a one-to-one mapping and therefore its range has cardinality 2". Hence, the state space of the supervisor must have cardinality at least 2". We have thus constructed a family of partially observed supervision problems (parameterized by n) for which a M-supervisor exists (for each n), the state space of the DES being supervised has cardinality polynomial in n, but the state space of any M-supervisor must have cardinality exponential in n. Furthermore, this happens even though there exists a supervisor (which is not a M-supervisor) with small (polynomial in n) state space.
The supervisor design problem of Propostion 5.1 seems to be about the only partial information problem for which something can be done in polynomial time. We justify this claim by studying three variants of the imperfect information problem, all of which are found to be algorithmically intractable. It is quite likely that a stronger result can be proved, although we have not been able to do so: that Problem A is actually PSPACE-complete.
Problem B: Given two state DES's G and Gz, and a mask M ,
and such that "deadlock is impossible", meaning that we never come to a situation where all transitions out of the current state are disabled.
The "no deadlock" specification is equivalent to requiring that for every s E L(G,7) there exists some u E C such that so E L(G,7). 
MZ(L(G,7)) = L(GI)? VI. CONTROL OF INTERCONNECTED SYSTEMS.
The results mentioned in this section represent joint work with C.H. Papadimitriou.
The applications of supervisory control which are usually mentioned in the literature concern the control of manufacturing systems, queueing systems, protocol design etc. Most of these applications are characterized by the fact that the state space of the system being supervised is huge. The reason is that such systems typically consist of a large number of subsystems which operate in parallel and occasionally interact. Even if each subsystem has a small state space, the cardinality of the state space of the overall system grows exponentially with the number of subsystems. In such a context, a result asserting that a supervisor may be designed by a polynomial time algorithm may be of limited value. What one would really like to have is a design algorithm which runs in time polynomial in the number of subsystems. A number ofresults have been derived which state that, unless P=PSPACE, such algorithms do not exist [PTZ] and we present here a representative one.
Throughout this section only the case of perfect information is considered. We model an interconnected system by assuming that certain events cause a transition in only one subsystem, whereas other events correspond to a state transition in two subsystem simultaneously. The latter events are used to model subsystem interactions. For a simple example consider the caae where both subsystems are buffers and an item is removed from one buffer to be placed in another.
Let there be n subsystems. Let Z;O, i = 1,. . . ,n, be an alphabet corresponding to the events which affect the ith subsystem only. Let i # j be an alphabet corresponding to the events which affect the ith and the jth subsystem simultaneously. We assume that Cij = C,; but we also assume that the sets C;o, Zij, i = 1,. . . ,n, i < j are disjoint. We let C; = Uj+iZ;j U C;o. We represent the ith subsystem by a DES G = (Q;,&,&,q;o) and we assume that the state spaces Q, are disjoint sets.
We have so far defined each subsystem. The interconnected system will be again a DES G = (8, C, 8, qo) with: a ) Q = Q l x . . .~Q n a n d q o = ( q l o , . . . , q n o ) ; b) Z = Z I U * * * U Z n ;
c) The transition function 6 : Q x C H Q is a partial function defined by:
(i) 6(q1,. . . , qn,.) = ( q l , . . . , q,-l, &(q;,u),q;+l,. . . , qn, u ) , if u E &O).
(ii) 6 ( q l , . . . , q n , o ) = (q1,...,Q*-l,S;(q,,u),qi+l,...,qj-l,6j(qj,u),qj+l,...,qn),ifuE E;,, i < j ;
(iii) 6(q,u) is undefined if neither of the above is the case.
We can now define a supervisory control problem. An instance of the problem is the collection G I , . . . , G n , a list of the elements of C which are allowed to be disabled and the supervisor specifications. The supervisor specifications may take the standard form L(G') C L(G,7) c L ( G 2 ) , where G' and G2 are given DES's. These DES'S may be described either by providing a finite state automaton model or they could be themselves interconnected DES'S, constructed from smaller DES's, in the same manner that the supervised DES G was described.
As it turns out both of the above described variations of the problem are PSPACE-hard [PT2] .
In fact even the following simpler problem is PSPACE-complete: given an interconnected DES G and a special state q E Q, is the state q reachable? That is, is there a string of transitions s such that 6(qo,s) = q? This shows that even the simplest questions concerning interconnected discrete-event systems are likely to have computational requirements which grow exponentially with the number of subsystems.
