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ABSTRACT
Visual Question Generation (VQG) is the task of generating natural
questions based on an image. Popular methods in the past have
explored image-to-sequence architectures trained with maximum
likelihood which often lead to generic questions. While generative
models try to exploit more concepts in an image, they still require
ground-truth questions, answers (and categories in some cases). In
this paper, we try to exploit the different visual cues and concepts
in an image to generate questions using a variational autoencoder
without the need for ground-truth answers. In this work, we, there-
fore, address two shortcomings of the current VQG approaches by
minimizing the level of supervision and replacing generic questions
by category-relevant generations. We, therefore, eliminate the need
for expensive answer annotations thus weakening the required
supervision in this task and use question categories instead. Using
different categories enables us to exploit different concepts as the
inference requires only the image and category. We maximize the
mutual information between the image, question, and question
category in the latent space of our VAE. We also propose a novel
category consistent cyclic loss that motivates the model to gener-
ate consistent predictions with respect to the question category,
reducing its redundancies and irregularities. Additionally, we also
impose supplementary constraints on the latent space of our gener-
ative model to provide structure based on categories and enhance
generalization by encapsulating decorrelated features within each
dimension. Finally, we compare our qualitative as well as quantita-
tive results to the state-of-the-art in VQG.
KEYWORDS
visual question generation, cycle consistency, multimodal
1 INTRODUCTION
Visual Understanding by intelligent systems is a very interesting
problem in the Computer Vision community, further accelerated by
the advent of Deep Learning. Humans tend to develop different con-
cepts about visual data depending on context and researchers have
tried to replicate this behavior in intelligent systems like conversa-
tional agents. Translating this visual understanding into language
helps us evaluate the "intelligence" of the system and few tasks like
Visual Question Answering (VQA) [1, 18, 31], Visual Question Gen-
eration (VQG) [20], and Video Captioning [5] help us benchmark
it. Such tasks require us to learn multimodal representations from
visual and language data. VQG is a much more open-ended task
than VQA in the sense that there exist many concepts in the image,
and asking semantically coherent and visually relevant questions
requires a system to recognize those concepts whereas in VQA we
are given a reference question to answer. We can observe in Figure
∗Equal contribution. Ordered Randomly.
Possible Category-Question pairs: 
SPATIAL: Where are the pictures hanging? 
ACTIVITY: What is the little girl doing? 
BINARY: Is the lamp on?
COUNT: How many pillows are there on the bed? 
COLOR: What is the color of the girl’s dress?
Figure 1: An example image showing the various natural
questions possible which belong to the broad categories
mentioned. The categories are not too specific so as to overly-
constrain the network but are broad enough to encourage
discovery of novel concepts.
1, the various semantics are captured via broad categories in which
we have put possible natural questions which arise by looking at
it. We aim to generate natural questions like these with the use of
categories mentioned so as to draw out useful information from the
image. Hence, the ability to form natural questions based on visual
data is of great significance in intelligent systems. We provide an
illustration to the key differences in the two tasks of VQA and VQG
through Figure 2.
There are many challenges in constructing a system for VQG:
(1) There are various abstract and hidden concepts in the images,
(2) Questions generated need to be relevant to the image, (3) The
question generated-to-image relation is many-to-one due to the
fact that multiple questions are possible for an image, (4) Avoid
questions which invoke generic answers like yes/I don’t know.
Asking meaningful questions can help in improving the reasoning
capability of the system. VQG has also been referred as a realization
of the Visual Curiosity [28] of a system.
Previous studies [9, 20, 30] have explored VQG on data requiring
only images without conditioning the questions generated on an
answer. This has the tendency to generate open ended questions
which might not be relevant to the image as there is no constraint
on the problem. There has also been some work done [14, 15, 17, 27]
to use answers and the image to generate the relevant questions.
While this approach asks questions relevant to the image (due to
the answer being provided), it tends to overfit to the answer pro-
vided and does not leave room for generating questions on diverse
concepts in the image. It restricts the many-to-one relation between
image and the questions. Also, this requires the dataset to be anno-
tated with answers as well as questions which is an expensive and
tedious operation. Works like [15, 24] propose viewing the VQG
task as a dual of VQA task or proposing a joint model for training
of QA an QG task. Due to the fact the VQG task requires to be more
open-ended than QA systems, treating the training of both tasks in
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Figure 2: Comparison of Visual Question Answering and Vi-
sual Question Generations tasks. (Top) A toy architecture
showing the workings of VQA: it takes an image and ques-
tion at inference time, and generates an answer for that
question. At training time, it usually requires <image, ques-
tion, expected answer>. (Bottom-left) In a strongly super-
vised VQG system, we require to an image and answer as
input, and we generate a question whereas (Bottom-right)
in a weakly supervised setting, we can provide a category
label instead of an answer, thus, reducing the supervision.
We propose a solution for the weakly supervised setting and
contrast it with the results of strongly supervised as well.
a similar fashion, does not lead to discovery of new visual concepts
in images.
Krishna et al. [14] proposes a middle ground among the previous
mentioned approaches. It proposes a generativemodelling approach
by adopting a variational autoencoder framework which maximizes
mutual information between images, questions and answers. Dur-
ing inference, they only require images and answer categories,
hence removing the need for answers. But it still uses answers for
training.
While current works rely heavily on the availability of question-
answer pairs for their method, we propose using only categories
which act as a weaker form of supervision, are easy to obtain and
can help in exploring various concepts in an image. This also helps
generate relevant questions to the image as compared to methods
which simply generate questions based on an image leading to non-
diverse and often not meaningful questions. Our main contributions
of the paper can be summarised as follows:
• We adopt a variational autoencoder [12] framework to gen-
erate questions. It consists of a single combined latent space
for image and category embeddings and also maximizes the
mutual information between them.
• We weaken the amount of supervision on the model by
removing the need of ground truth answers during train-
ing phase. This makes our approach smoothly generalizable
and waves the requirement of availability of answers in the
dataset.
• We introduce additional constraints to enforce answer cat-
egory consistency by utilizing a cyclic training procedure
with sequential training in two disjoint steps.
• We enforce center loss on the generative latent space in order
to ensure clustering with respect to the answer category
labels.
• We also introduce a hyper-prior on the variance of the varia-
tional latent prior to capture intrinsically independent visual
features within the combined latent space.
All of the above contributions ensure that we get a diverse and
relevant set of questions given an image and category. We evaluate
our result alongside other approaches which do not use answers
for generating questions as well as which require them.
The rest of the paper is organized as follows: In Section 2, we
discuss the previous works on visual question generation and struc-
tured latent space constraints. We present our approach and details
of our model in Section 3. In Section 4, we provide details about the
experimental setup, evaluation metrics and discuss our qualitative
and quantitative results. We present our conclusion in Section 5.
2 RELATEDWORKS
In this section, we discuss relevant literature that motivates key
components of the C3VQG approach. We also illustrate the works
that have focused on developing structured latent representations
for a diverse set of down-stream tasks.
2.1 Visual Question Answering and Visual
Question Generation
Visual Question Generation (VQG) is the task of developing visual
understanding from images using cues from ground-truth answers
and/or answer categories in order to generate relevant question.
Various works focusing on this aspect have been deeply inspired
by taking into consideration the multimodal context of natural
language along with visual understanding of the input.
Mostafazadeh et al. [19] suggested relevant question as well as re-
sponse generations, given an image along with the relevant conver-
sational dialogues. With the help of the dialogues, they drew broad
context about the conversation from the input image. Mostafazadeh
et al. [20] focuses on a different paradigm of VQG wherein the goal
is to generate more engaging and high-level common sense reason-
ing questions about the image/event highlighted in the image. This
approach shifted its focus from the objects constituting the image
to the visual understanding of these systems.
Yang et al. [29] simultaneously learned VQG and VQA models to
understand the semantics and entities present in the input image.
The former is trained using RNNs while CNNs are used for the latter.
Such an approach examines and trains the learning model on both
the aspects of natural language and vision, thereby challenging its
interpretability over multimodal signals. Li et al. [15] had a similar
of approach of training VQA and VQG networks parallely, hence,
introducing an Invertible Question-Answering network. Such a
model takes advantage of the question-answer dependencies while
training, then takes a question/answer as an input, and in return
outputting its counterpart for evaluation.
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Zhang et al. [30] talked about automating VQG not only with
high correctness but with a high diversity in the type of questions
generated. For this, they take an image and its caption as the input,
as generated using a dense caption module with an LSTM-based
classifier for selecting the question type. The question type along
with the input image and caption and an image-caption correlation
output are processed to give relevant output questions. On similar
lines, Jain et al. [9] worked on generating a wide variety of questions
given a single image but with generative modelling. Here, they used
variational autoencoders with a combination of LSTM networks
in order to generate a diverse set of questions from a single input
image.
2.2 Structured Latent Space Constraints
2.2.1 Center Loss for Learning Discriminative Latent Features. Cen-
ter loss [25] for enforcing well-clustered latent space representa-
tions have been studied extensively in the past specifically focused
on bio-metric applications [10, 25, 26]. This metric-learning train-
ing strategy works on the principle of differentiating inter-class
features and penalizing the distance of embeddings from their re-
spective class centers.
Wen et al. [26] utilized center loss for the biometric task of facial
recognition. The introduction of weight sharing between softmax
and the center loss reduces the computational complexity. While,
the employment of an entire embedding space as the center rather
than the conventionally used single point representation takes into
account the intra-class variations as well. Kazemi et al. [10] also
proposed a novel attribute-centered loss in order to train a Deep
Coupled Convolutional Neural Network (DCCNN) for the task of
sketch to photo matching using facial features.
He et al. [8] proposed a triplet-center loss that aims at further
improving the differentiating power of features by not only min-
imising the distance of encoding from their class centers but also
by maximising it for the class centers belonging to other classes.
These discriminative latent features obtained are utilized for the
task of 3D object retrieval. Ghosh and Davis [6] highlighted the
impact of introduction of center loss besides the cross entropy loss
in CNNs for image retrieval problems, involving very few samples
belonging to each class.
Besides, the center loss when coupled with softmax loss has been
employed for emotion recognition in speech data [22] as well.
Although, this clustering based loss has been extensively em-
ployed for biometric based applications, to the best of our knowl-
edge our paper is the first to explore its applications in multimodal
setting.
2.2.2 Hyper-prior on Latent Spaces. Various approaches have in-
tended to capture completely decorrelated factors of variations in
the data by employing diverse training strategies like utilizing gen-
erative models to learn low-dimensional subspaces [13] or imposing
a soft orthogonality constraint on the latent chunks [21]. One such
effective approach is to vary the prior on the generative latent
space in such a way that it intrinsically enforces independence of
the captured features.
Kim et al. [11] introduced a class of hierarchical Bayesian models
with certain hyper-priors on the variances of the Gaussian distribu-
tion priors in a VAE. The fact that this ensures that each captured
latent feature has a different prior distribution ensures that each of
them are intrinsically independent and guarantees encapsulation
of admissible as well as nuisance factors simultaneously.
Ansari and Soh [2] also focused on capturing disentangled factors
of variations in an unsupervised manner by utilizing the inverse-
Wishart (IW) as the prior on the latent space of the generative
model. By tweaking the IW parameter, various features in a set of
diverse datasets could be captured simultaneously.
Bhagat et al. [4] utilized Gaussian processes (GP) with varying
correlation structure in VAEs for the task of video sequence dis-
entangling. The obtained latent representation was exploited for
down-stream tasks like video frame prediction as well.
3 PROPOSED APPROACH
In this section, we address the key contrasts in building up our
architecture with close related works, and a brief overview of our
model C3VQG. This is followed by describing individual compo-
nents of C3VQG alongside their motivation. Lastly, we also mention
the complete training procedure and the optimization strategy for
the same.
One of the key features of the previous work in VQG [14] is the
ability to generate questions which produce informative answers.
The proposed architecture maximize the mutual information be-
tween generated question with the image as well as the expected
answer. At the training time, both the question as well as the ex-
pected answer is used (along with answer category). While at test
time, only the answer category is required.
We propose C3VQG: a cyclic training approach that enforces
consistency in answer categories via a two-step framework. We
introduce a variational autoencoder (VAE) which maximizes the
mutual information between the question generated, image and
category. We divide the basic architecture into 2 steps. While the
first step ensures encapsulation of image and category information
within the latent encoding, the second step establishes compatibility
in the categories predicted from the generated question with that
of the ground-truth categories. We formulate the latent space to
contain sufficient information about the answer category besides
capturing all independent features of the image in a structured
manner. We do this by enforcing an additional hyper-prior on the
latent space and including a center loss based constraint.
One of the challenges of the prior approaches that we intend to
address is the heavy dependence on well-annotated and expensive-
to-create datasets. We appropriately try to use only answer cate-
gories and questions while maintaining consistency of the gener-
ated question with the answer category by introducing an addi-
tional loss (see Section 3.3 for details) which enables us to keep the
relevance of our generated question high.
The flow diagram of the entire training procedure with each
component of the model is illustrated with an example in Figure 3.
3.1 Problem Formulation
Let ID be the dataset of all images and CD be the set of all answer
categories. We define n as the number of image-question pairs in
our data and nc as the total number of answer categories i.e., 15
in the VQA dataset. The training data is available in the form of
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images I ∈ ID that have a corresponding ground-truth questions
qдt for every answer category C ∈ CD .
We aim to design a generative model that capsulizes informa-
tion from multimodal sources of data in the form of images and
answer categories to generate an encoding that aids the prediction
of meaningful questions.
3.2 Information Maximisation VQG
We denote the question to be generated by q for a given image
i ∈ I and category C . For example, if the predicted question for an
image is, "Is that a bird on the terrace?", it would correspond to
the category ’binary’. We define our initial model (which we refer
to as Step I) by defining p(q |i,C) which we get by maximizing a
linear combination of mutual information I (i,q) and I (C,q). Since
the exact computation of mutual information is intractable, we try
to learn a mapping pϕ (z |i,C) from the image and category to a con-
tinuous latent space we refer to as z. The mapping is parameterized
by ϕ which is learned via optimization of the following objective:
max
ϕ
I (q, z |i,C) + λ1I (i, z) + λ2I (C, z) (1)
s .t z ∼ pϕ (z |i,C) (2)
q ∼ pϕ (q |z) (3)
where λ1 and λ2 are the weights for the mutual information
terms. The mutual information in Equation 1 is intractable as we
do not know true values of the posteriors p(z |i) and p(z |C). So we
instead try to minimize its variational lower bound. More details on
the derivation of the final objective can be found in the supplemen-
tary section. Hence, we can optimize the variational lower bound
by maximizing the image and category reconstruction whilst also
maximizing the MLE of question generation.
3.3 Category Consistent Cyclic VQG (C3VQG)
We build a cyclic approach for VQG to analyze the robustness of
the model in terms of its predictions and the diversity of generated
questions. For this, we divide our approach into two parts. The
first step homogenizes the latent representations obtained from
the answer categories and the one obtained from images to form a
combined latent space with a variational prior. While, the next step
penalises the difference in ground truth answer categories from the
ones predicted from the generated question, enforcing congruence
between them.
Step 1: Visual Question Generation. Using two separate encoders
дi and дc , we generate latent encoding hi and hc for the image I
and category label C respectively.
hi = дi (I ) (4)
hc = дc (C) (5)
These latent encodings are passed onto an MLP after concatena-
tion to generate another latent representation that has a Gaussian
prior associated with it. This latent representation is depicted with
z forming the backbone for question generation using our approach
is given by:
z =WMLP⊺(hi ⊕ hc ) (6)
whereWMLP depicts the weights of the MLP and ⊕ depicts the
concatenation operator for two input vectors. The concatenation
of the two encodings aids the aggregation of the information of
the type of question that is supposed to be generated by the model.
This latent encoding should intrinsically contain all the relevant
information for the generation of the question, and therefore, is
passed through a temporal model that captures the time-varying
characteristics and outputs the question related to the images on
the lines of the answer category.
qд = LSTMq (z) (7)
Therefore, we capitalise on the ground-truth questions qдt for
the images to impose an MLE loss on the generated questions qд .
LQ = 1
n
n∑
j=1
qjд − qjдt 22 (8)
In order to ensure abbreviation of visual features as well as
category information into the z-space, we pass it through two sepa-
rate prediction networks, hpi and h
p
c respectively. These prediction
networks are trained to predict the original image and category
encodings.
LI = 1
n
n∑
j=1
hpi (z j ) − hi 22 (9)
LC = 1
n
n∑
j=1
hpc (z j ) − hc 22 (10)
Step 2: Generation Consistency Assurance. In order to substantiate
the consistency of the answer category of the generated question
with the given category, we pass the generated questionsqд through
a temporal classifierLSTMp that tries to predict the answer category
for the generated question.
Cpred = LSTMp
(
qд
)
(11)
Later, we impose a cross entropy loss between the predicted
and actual answer category in order to penalise any irregularities
within the previous step.
Lcons = −
∑
j ∈CD
C j logC jpred (12)
3.4 Latent Space Clustering
To ensure that our model is able to accurately predict answer cat-
egories from the latent encodings, we intend to promote well-
clustered latent spaces. For this, we add structure to the latent
space by imposing a constraint in the form of center loss 1 [25] that
aggregates the latent space into a fixed number of clusters, equal
to the number of answer categories in the dataset.
The center loss helps distinguish inter-category latent features
by enforcing clustering in the following way:
1https://github.com/KaiyangZhou/pytorch-center-loss
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Figure 3: Model architecture and training procedure for C3VQG approach.
Lcenter = 12
n∑
j=1
| |x j − cyj | |22 (13)
where, cyj depicts the class center of all such datapoints x j
(j ∈ [1,n]) with labelyj . This helps in discriminating the joint image-
category representations, by casting added supervision thereby,
leading to a higher fidelity and robustness in the question gener-
ation process conditioned on the category labels. The structured
latent representation that is obtained as a results of applying this
constraint ensures escalation of distances in the latent space be-
tween samples belonging to different classes, that in turn leads to
enhanced down-stream task performance.
3.5 Modified Hyper-prior on the Latent Space
We also take motivation from one of models proposed by Kim et
al. [11] that introduces a modified prior on the latent space explic-
itly ensuring each dimension to capture completely independent
features. We do this by replacing the sub-optimal Gaussian normal
prior on the z-space by a long-tail distribution. We introduce a
learnable hyper-prior on the variance of the Gaussian latent prior
while keeping the distribution as zero mean. We also employ a
supplementary regularization term that ensures sufficient nuisance
dimensions.
For this, we intend to learn the inverse variance α j for each
dimension j of the d-dimensional latent space. The latent space
prior can then be represented as Equation 14.
p(z |α) =
d∏
j=1
p(zj |α j ) =
d∏
j=1
N(zj ; 0,α−1j ) (14)
The modified KL-divergence and additional regularization term
is of the form given by:
Lbayes =
d∑
j=1
Epd (x)
[
KL(q(zj |xcc )| |N(zj ; 0,α−1))
]
+λr eд
d∑
j=1
(α−1j − 1)2.
(15)
where, xcc is the concatenated latent encoding formed by image
and category encoding i.e. hi ⊕ hc , z is latent encoding with the
variational prior, and q is mapping function (i.e., q : xcc → z).
In Equation 15, λr eд is the weight for the regularization loss that
promotes sparsity and increases the generalization capacity of the
model.
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3.6 Training Strategy and Optimization
Objective
We train our model by defining a combined loss Ltotal that is the
weighted sum of individual loss terms. Combining Equations 8, 9,
10, 12, 13 and 15, we obtain the optimization objective as follows:
min
W
Ltotal = minW
[
LQ + λILI + λCLC + λconsLcons
+λcenterLcenter + λbayesLbayes
]
.
(16)
where,W represents the combination of all learnable parameters
in the complete model and λs are the hyperparameters depicting
the weight of each loss in the combined objective.
Algorithm 1: Training Algorithm for C3VQG with all compo-
nents.
1 Input: Input image dataset ID , set of all answer categories
CD = {C0,C1, ...Cnc−1}, ground-truth questions qдt for
I ∈ ID for every C ∈ CD , weights for all individual losses λs ,
gradient descent learning rate αLR
2 Output: Weights for all the individual components of the
modelW.
3 initializeW with Kaiming initialization [7];
4 for i ← 1 to num_epochs do
5 for j ← 1 to num_batches do
6 Sample image batch I from ID .
7 Sample answer category batch C from CD .
8 Sample questions qдt for I with category C .
9 Get hi and hc using Equation 4 and 5.
10 Concatenate hi and hc to get z using Equation 6.
11 Use z to predict hi and hc and compute LI and LC
using Equation 9 and 10.
12 Generate question using Equation 7 and compute LQ
using Equation 8.
13 Predict category from generated question using
Equation 11 and compute Lcons using 12.
14 Compute Lcenter and Lbayes using Equation 13 and
15.
15 Find gradient of all losses w.r.t.W, i.e. ∇WLtotal .
16 Take gradient descent step,W←W − αLR∇WLtotal .
17 end
18 end
For training our model using Algorithm 1, we use stochastic
gradient descent algorithm with Adam optimizer. We train the
model for 15 epochs on a machine with GeForce GTX 1080 GPU
using the PyTorch framework.
4 EXPERIMENTS
We evaluate the performance of our approach C3VQG 2 against
the state-of-the-art in VQG using a variety of diverse quantitative
metrics alongside highlighting the qualitative superiority of our
approach.
2The code for the approach will be released on acceptance.
4.1 Dataset Features
The VQA dataset 3 [3] consists of images alongwith corresponding
questions and answers for each image. Krishna et al. [14] annotates
the answers with a set of 15 categories and labels their top 500
answers. This top 500 make up 82% of the entire VQA dataset
consisting of 367K training and validation examples. Due to the
lack of availability of ground-truth answers for the test set, we treat
the validation set as our test set for evaluation and comparison
with baselines. We use a 80-20 training-validation split for our
experiments.
4.2 Evaluation Metrics
We intend to evaluate our approach alongside comparing it to the
prior work in VQG using a variety of language modeling metrics
including BLEU, METEOR and CIDEr [23]. These metrics quantify
the ability of the model to generate questions similar to the ground-
truth questions for the validation set.
Additionally, we compute another quantitative metric: a vari-
ant of ROUGE [16] called as ROUGE-L. This metric quantifies the
similarity between the generated and ground truth questions by
utilizing the longest common sub-sequence. The advantage of us-
ing this metric alongside others mentioned is that it takes into
account any structural association present at the sentence level,
thereby, capturing the longest n-gram concurrently occurring in
the sequence.
We also evaluate the performance of our model against the base-
lines using crowd-sourced metrics for testing the relevance of the
generated question with respect to the ground-truth images and
answer categories. For this, we conduct a user study among 5 crowd
workers in which each one is supposed to answer if the generated
questions are consistent with respect to the given image and answer
category.
In order to quantify the heterogeneity of generated questions,
we additionally employ diversity metrics in our evaluation. For this,
we compute the strength and the incentiveness. While strength is
referred to as the ratio of unique generated question to the unique
ground-truth questions, incentiveness is simply the ratio of unique
generated questions those were unseen during training.
4.3 Quantitative Results
In Tables 1, 2, and 3, we evaluate the performance of each model
on the validation set rather than the test set similar to [14].
In Table 1, I and II depict the step I and II respectively of our
approach, CL depicts the imposed center loss on the combined
latent space and Bayes represents an additional hyper-prior on
the inverse variance of each latent dimension. Table 1 depicts that
our approach beats the performance obtained by state-of-the-art in
VQG [14] without the supervision of answers while training. This
shows the significance of cyclic consistency in answer category for
generating semantically meaningful questions.
The reported values in Table 3 depict that our model outper-
forms the baselines as a result of the consistency of the generated
questions and the structure present in latent space. The incorpora-
tion of the supplementary constraint on the congruence of answer
3Dataset available at https://cs.stanford.edu/people/ranjaykrishna/iq/index.html
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Supervision Models Bleu-1 Bleu-2 Bleu-3 Bleu-4 METEOR CIDEr ROUGE-L
Supervised (w A) IA2Q [24] 32.43 15.49 9.24 6.23 11.21 36.22 -
V-IA2Q [9] 36.91 17.79 10.21 6.25 12.39 36.39 -
Krishna et al. [14] 47.40 28.95 19.93 14.49 18.35 85.99 49.10
Weakly Supervised (w/o A)
IC2Q [24] 30.42 13.55 6.23 4.44 9.42 27.42 -
V-IC2Q [9] 35.40 25.55 14.94 10.78 13.35 42.54 -
Krishna et al. [14] w/o A 31.20 16.20 11.18 6.24 12.11 35.89 40.27
I 38.44 19.83 12.02 7.69 13.27 45.19 40.90
I + II 38.80 20.12 12.32 7.96 13.40 46.42 41.27
I + CL 38.81 20.14 12.30 7.91 13.41 46.96 41.21
I + II + CL 38.94 20.30 12.47 8.10 13.47 47.32 41.27
I + II + Bayes 38.71 19.89 12.14 7.87 13.23 42.47 41.32
I + CL + Bayes 38.64 20.06 12.28 7.95 13.32 45.83 41.16
I + II + CL + Bayes 41.87 22.11 14.96 10.04 13.60 46.87 42.34
Table 1: Ablation study for different components of C3VQG using different language modeling quantitative metrics against
other baselines in VQG.
Categories V-IC2Q [9] Krishna et al. [14] C3VQG w/o Bayes C3VQG
Strength Inventiveness Strength Inventiveness Strength Inventiveness Strength Inventiveness
count 15.77 30.91 26.06 41.30 58.33 55.20 65.21 61.84
binary 18.15 41.95 28.85 54.50 58.39 36.32 65.12 38.55
object 11.27 34.84 24.19 43.20 57.77 51.51 65.58 58.85
color 4.03 13.03 17.12 23.65 58.38 48.97 65.21 54.34
attribute 37.76 41.09 46.10 52.03 60.05 58.38 64.59 63.02
materials 36.13 31.13 45.75 40.72 57.93 56.79 64.87 63.48
spatial 61.12 62.54 70.17 68.18 57.90 57.80 65.18 64.96
food 21.81 20.38 33.37 31.19 58.49 55.42 65.20 62.21
shape 35.51 44.03 45.81 55.65 58.85 58.75 66.01 65.98
location 34.68 18.11 45.25 27.22 58.39 58.10 65.09 64.72
predicate 22.58 17.38 36.20 31.29 57.05 57.05 65.67 65.67
time 25.58 15.51 34.43 25.30 58.13 58.10 65.00 64.96
activity 7.45 13.23 21.32 26.53 58.00 56.78 64.98 63.67
Overall 12.97 38.32 26.06 52.11 58.28 54.55 65.20 60.94
Table 2: Quantitative evaluation of C3VQG against other baselines using diversity-based metrics.
Model Relevance
Image Category
V-IC2Q [9] 90.10 39.00
Krishna et al. [14] w/o A 98.10 42.70
C3VQG w/o Bayes, CL 98.00 58.40
C3VQG 97.80 60.50
Table 3: Quantitative evaluation of C3VQG against other
weakly supervised baselines using crowd-sourced metrics.
category ensures that the generated question is completely rele-
vant to the category. While, the squared L2 loss between the image
encoding and the encoding generated from the combined latent
space assists the relevance with respect to the image.
The superiority in the diversity of generated question by our
model as depicted in Table 2 highlights that imposing a different
prior on each dimension of the latent space enforces generation
of a set of diversified questions from different answer categories.
The performance in terms of the diversity of generated questions
achieved by our approach with all components beats the state-of-
art in VQG even without the requirement of additional answer
supervision. The difference in the strength and incentivenes values
with and without the latent hyper-prior suggests that capturing
decorrelated features in each latent dimension enables our model to
generate non-generic questions from a divergent pool of categories.
4.4 Qualitative Results
We present a set of four generated questions (from different answer
categories) for a collection of images in Figure 4. This highlights
the ability of our approach to generate diverse image and category
specific non-generic questions.
Additionally in Figure 5, we also depict cases in which the ques-
tions generated by our model belong to the specified answer cat-
egories while the baseline approach in [14] without the answer
supervision fails to do so. The lack of category consistency reflected
by baseline approach is well accommodated in our approach by the
Uppal et al.
BINARY
is the image 
colored ?
COLOR
what is the color 
of the animal ?
FOOD
what is the 
animal eating ?
MATERIAL
what is the fence 
made of ?
BINARY
is the man 
wearing a hat ?
COUNT
how many people 
are in the photo ?
ACTIVITY
what is the man 
doing ?
OBJECT
what is the man 
holding ?
COUNT
how many people 
are there ?
COLOR
what color is the 
ground ?
BINARY
is the car parked 
in a garage ?
COLOR
what color is 
the car ?
SPATIAL
where is the car 
parked ?
MATERIAL
what is the 
building made of ?
ACTIVITY
what is the 
woman doing ?
OBJECT
what is the 
woman holding ?
ANIMAL
what kind of 
animal is this ?
BINARY
 is the television 
on or off ?
OTHERS
what brand is 
the computer ?
OBJECT
what is the cat 
sitting on ?
BINARY
is the man 
happy ?
COLOR
what color is 
the man’s shirt ?
ACTIVITY
what is the man in 
the middle doing ?
OBJECT
what is the man 
carrying ?
Figure 4: Question generated for each image from multiple
answer categories using C3VQG approach.
what is the man holding ?
what color is the traffic sign ?
what color is the couch ?
is the tv on ?
what is the man holding ?
what sport is this ?
is this a color photo ?
how many giraffes are there ?
is the man wearing a hat ?
what is the man doing ?
what is the man doing ?
what is the baby eating ?
Baseline w/o answerC3VQG
COLOR
BINARY
OBJECT
COUNT
ACTIVITY
FOOD
Figure 5: Qualitative results for C3VQG and Krishna et al.
[14] without answers.
addition of an supplementary consistency loss. We aim to eradicate
the inconsistencies of the generated questions with the provided
answer categories by including cycle consistency in the model. As
clearly highlighted in the qualitative evaluation, the questions gen-
erated by the [14] make complete sense with respect to each image
and are not generic questions, but it is often observed that they lack
parallelism of answer category and generated questions. This is
one of the loopholes with [14] that we counter by utilizing a cyclic
consistency based training procedure in addition to the quantitative
improvements.
5 CONCLUSION
We present a novel answer category-consistent cyclic training ap-
proach for visual question generation using a structured latent
space. Our approach is able to generate category-specific compre-
hensive questions using visual features present in the imagewithout
the requirement of ground-truth answers. With this amount of su-
pervision, our approach beats the present state-of-the-art in terms
of a variety of language modeling, crowd-sourcing and diversity-
based metrics. Qualitatively, our approach avoids generic question
formation and is able to generate questions that belong to the spec-
ified answer category even when former approaches fail to do so.
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