We present an algorithm based on lattice reduction for the fast decoding of diagonal differential modulation across multiple antenna. While the complexity of the maximum likelihood algorithm is exponential both in the number of antenna and the rate, the complexity of our approximate lattice algorithm is polynomial in the number of antennas and the rate. We show that the error performance of our lattice algorithm is very close to the maximum likelihood algorithm.
Introduction
Multiple-antenna wireless communication links allow much higher data rates than traditional single antenna links. Under the assumption that the fading coefficients between the different antenna are independent and known to the receiver, it was proven in [1, 2] that the capacity of a multiple antenna links scales linearly with the lesser of the number of send and receive antennas. Several schemes for modulation and coding over such channels have been proposed [3, 4] .
In a mobile wireless environment, the fading coefficients change rapidly and the receiver may not have enough time to learn the fading coefficients. Even if the receiver does not know the fading coefficients, a substantial increase in channel capacity is still possible [5] . For high SNR, it is argued heuristically in [6] that the capacity of the unknown channel is achieved with a new class of so called unitary space-time signals. In [7] , a systematic construction of unitary space-time signals is presented.
A natural way of dealing with unknown channels is differential modulation. Recently, a multiple antenna differential scheme using unitary space-time signals was introduced [8] . The framework is formally similar to standard one-antenna differential modulation and connects the known channel case with the unknown channel case. In particular [8] introduces so-called diagonal codes which are simple to generate: every antenna transmits a PSK symbol in turn.
In [9] a different differential multiple antenna scheme that builds upon the orthogonal designs of [4] was introduced. The advantage of the orthogonal design differential codes is their good performance, and the fact that fast decoding algorithms exist. Their disadvantage is that they only exist for a restricted number of antennas, while diagonal codes exist for any number of antennas. Even though diagonal codes are simple to generate, so far only a slow decoding algorithm has been introduced; this algorithm is exponential in the number of antennas and the rate [8] .
In this paper we present a fast approximate decoding algorithm for diagonal multiple antenna differential codes. Our approach relies on approximately recasting the decoding problem into that of finding the closest point in an integer lattice. To solve the latter, we use the basis reduction or LLL algorithm introduced by Lovasz, Lenstra and Lenstra in [10] . Our lattice algorithm is polynomial in the number of antennas, and independent of the rate. It approximates maximum likelihood decoding, and we show empirically that its performance is extremely close to it.
In this section we give a short review of single-antenna differential phase shift keying (DPSK); this review sets the stage for the multiple-antenna differential modulation technique we discuss in the next section. Differential modulation is traditionally used when the channel changes the phase of the symbol in an unknown, but consistent or continuously varying way. The data information is sent in the difference of the phases of two consecutive symbols. Under the assumption that the unknown fading coefficient changes little between two symbols, the difference in phase is preserved and can be used to carry data.
We assume a Rayleigh flat fading channel where the received signals are corrupted by additive noise and fading. We use complex baseband notation: at time t we transmit the signal s t and we receive the noisy signal x t at the receiver antenna. The action of the channel is given by:
The additive noise w t is independent, identically distributed CN (0, 1) which is the complex Gaussian zeromean unit-variance distribution. The complex-valued fading coefficient h t is CN (0, 1) distributed but not independent over time. We assume that the fading coefficients change continuously according to a model such as Jakes' [11] . The transmitted signals are normalized to have power one when averaged out over time:
E|s t | 2 = 1. Then ρ represents the expected signal-to-noise ratio (SNR) at the receiver.
For a data rate of R bits per channel use, we need L = 2 R symbols. A common technique is phase shift keying (PSK) which uses symbols that are Lth roots of unity
Suppose we want to send a data sequence of integers z 1 , z 2 , . . . with z t ∈ {0, . . . , L − 1}. The transmitter sends the symbol stream s 1 , s 2 , . . . where
The initial symbol s 0 = 1 does not carry any information and can be thought of as a training symbol. If we assume that the fading coefficient changes slowly so that h t ≈ h t−1 , the maximum likelihood (ML) decoder is given byẑ
The above expression is equal to
This expression is minimized by minimizing the argument of the cosine. Thus the maximum likelihood decoder can be computed asẑ
where ⌊x⌉ stands for the integer closest to x. An error is made whenẑ M L t = z t . The decoding does not depend on earlier decoding decisions, but only on the received symbols x t−1 and x t ; decoding errors therefore do not propagate.
A word about models and approximations is in order here. Differential PSK is a decades old technique used, among many applications, in voice-band modems operating over fixed channels, but when carrier recovery was not desired. Of course the application to slowly varying channels follows naturally. Similarly in our extension to multiple antennas given in the next section, one can as a starting point consider a fixed channel. We mentiond the need for approximate constancy of fading but this is not essential to the definition of the method. However, in the simulations reported on in Section 5 actual Jake fading models are included to evaluate the error rate performance.
Multiple Antenna Differential Modulation

The Rayleigh Flat Fading Channel
Consider a communication link with M transmitter antennas and N receiver antennas operating in a Rayleigh flat-fading environment. We assume a rich scattering environment -either indoor or urban outdoorwhere each receiver antenna responds to each transmitter antenna through a statistically independent fading coefficient. The received signals are corrupted by additive noise that is statistically independent among the N receivers and the symbol periods. We also assume a narrow band transmission so no ISI or delay spread occurs. This is equivalent to assuming that the fading process is non frequency selective. In case of wide band transmission delay spread becomes important and can be dealt by subdividing the band using OFDM and then using the above model in each band. 
Here W τ is an M × N matrix of receiver noise coefficients. The noise coefficients are independent across time and receive antenna, and are identically complex normal CN (0, 1) distributed. The M × N matrix H τ contains the fading coefficients h τ ; m,n which are CN (0, 1) distributed. Within a block the fading coefficients between the different antennas are independent, i.e., h τ ; m,n and h τ ; m ′ ,n ′ are independent if m = m ′ or n = n ′ . However, the fading coefficients are not necessarily independent across blocks, i.e, h τ ; m,n and h τ ′ ; m,n are not independent. Because of the power normalization, ρ is the expected SNR at the receiver.
Differential Modulation
The generalization of differential modulation to multiple antennas was introduced in [8] and we here briefly review the main results. Given that a single block takes up M uses of the channel, a rate
The bits to be transmitted are packed into an integer data sequence z 1 , z 2 , . . . with z τ ∈ {0, . . . , L − 1}. The fundamental differential encoding equation [8] is given by
Clearly all S τ matrices are unitary as well; hence the power normalization is satisfied. We next assume that the fading coefficients are approximately constant over 2M time samples (H τ −1 ≈ H τ ). We can substitute the above equation in (5) to obtain
Because the noise matrices are independent and statistically invariant with respect to multiplication by unitary matrices, we may write this as
where W ′ τ is an M × N matrix of additive independent CN (0, 1) noise. This is the fundamental differential receiver equation. The maximum likelihood (ML) decoder [8] is given bŷ
where the matrix norm is the Frobenius norm
We will use this matrix norm throughout the paper.
The quality of a constellation V is determined by the probability of error of mistaking one symbol of V for another. In [8] it is shown that the probability of mistaking a signal V ℓ for a signal V ℓ ′ depends dominantly on the absolute value determinant of V ℓ − V ℓ ′ . In particular the quality of a constellation V is measured by the so-called diversity product [8] 
The diversity product is always between 0 and 1; the closer to 1, the better the error performance. Any constellation with non-zero diversity product is said to have full diversity.
A challenging problem which only recently was posed is how to design constellations of unitary matrices with high diversity product. At this point no general construction exists. In [8] it is argued that for differential modulation it is natural to let the constellations form a group. This way all transmitted matrices S τ come from the same constellation. Again no general group construction exists. Only for Abelian (commutative)
groups is a general design available [8] . These groups are suboptimal, but perform well for rate R = 1 or
2.
Assuming that the group is Abelian is equivalent to letting all V ℓ be diagonal, with L'th roots of unity on Table 1 : Diagonal antenna constellations for M = 1, 2, 3, 4 and 5 transmitter antennas and rate R = 1, 2 that maximize ζ in (10) . The number of signals in the constellation is L = 2 RM .
the diagonal [8] . The decoding method presented in this paper applies to this special case and exploits the diagonal structure of the matrices. In particular the constellation is given by
and u m are integers between 0 and L − 1. Without loss of generality we can let u 1 = 1. The constellation is thus entirely defined by the integers u 2 . . . u M . For a given M , the u m are chosen to maximize the diversity product ζ as defined in (10) . Table 1 lists the diagonal constellations used in this paper.
Because V forms a group every transmitted matrix S τ belongs to V. This implies that at any given time only one antenna transmits a PSK symbol. Diagonal constellations are thus very simple to implement.
Maximum likelihood decoding
We focus on the case of N = 1 receiver which is most typical for a mobile setting. We later show how to generalize our decoding algorithm to N > 1. The received signals form a length M vector X τ whose elements we denote as x τ ; m . The maximum likelihood decoder for diagonal codes can be written aŝ
Using the cosine triangle rule the summands are equal to
Given that only the cosine depends on ℓ the maximum likelihood decoder is equivalent tô
where
Thus A m is the geometric mean of the modulus of the signals received from antenna m in block τ − 1 and τ while ϕ m represents their phase difference in units of 2π/L. We let the arg operator take values in [−π, π)
Clearly A m and ϕ m also depend on τ , but we from now on drop the block index τ to simplify notation.
In the one antenna case (M = 1 with u 1 = 1) the maximum likelihood decoder can be found at a cost independent of L by rounding ϕ 1 to the closest integer, cf. (4). However, in case M > 1, finding the ℓ that minimizes the above sum is nontrivial. Therefore earlier approaches [8] resorted to a brute force search among the L = 2 RM candidates. The cost of this approach is clearly exponential in both the rate and the number of antennas. In the next section we discuss a fast algorithm for finding an approximate solution.
Fast Decoding
Surprisingly, a maximization identical to (11) shows up in number theory. To disprove the Mertens Conjecture, which if true would have implied the Riemann hypothesis, Odlyzko and te Riele [12] use a maximization like (11) . To quickly find approximate solutions, they use a lattice reduction method. Our approach is inspired by their work.
Constellations as lattices
We first define a lattice in R M as the set of all points
where {b 1 , . . . , b M } is a set of independent vectors in R M , called the basis of the lattice. We will use bold to denote vectors in R M .
An important insight is that diagonal constellations can be thought of as M -dimensional lattices. This comes from the fact that the cosine functions in (11) are 2π periodic and the arguments thus can be reduced to the interval [−π, π). To do so we use a symmetric modulo operation, denoted as mod * , where mod * x has range [−x/2, x/2) instead of the usual [0, x). The arguments of the cosine can now be written as Figure 1 . The lattice is generated by summing integer multiples of the vectors
Clearly the first two form a basis as L times the first one minus u 2 times the second is the third.
Approximation of the cosine
As mentioned above, we can restrict the arguments of the cosines in (11) to a interval [−π, π) around zero.
Thus maximizing a cosine is equivalent to forcing its argument to be close to zero. For arguments α close to zero the cosine can be approximated as:
Hence we can approximate the maximization of (11) by a minimizing of the sum of the squares of the arguments of the cosines. Then the expression becomes the square of a Euclidean distance. We denote the index which minimizes this approximate likelihood asẑ eucl :
The vectors with components A m u m ℓ mod * A m L form a lattice, which is the above lattice where each dimension m has been scaled by A m . Define the diagonal matrix A as
The lattice is generated by the basis
or equivalently by the columns of the matrix
Consider the vector y with components A m ϕ m . We can think ofẑ eucl as the index of the lattice vector closest to y in R M . This implies that we have transformed our problem to the well known problem finding the closest vector in a lattice.
Example: Figure 2 shows an example of the cosine approximation for the lattice of Figure 1 . Assuming that A 1 = A 2 = 1, the shaded region are the points y for which the maximum likelihood decoder returns the origin (ẑ ML = 0). We call this the maximum likelihood Voronoi cell. It is found by drawing the curves of points y for which two lattice points have the same likelihood. For example for ℓ = 0 and ℓ = 7 this is the nearly vertical curved line. When using the Euclidean approximation these curved lines become straight lines and the Voronoi cell becomes an exact polygon. In this example the Euclidean and maximum likelihood Voronoi cells are virtually indistinguishable. However, in higher dimensions they may differ more. 
Finding the closest point in a lattice
Approximating the maximum likelihood decoding with a closest point in a lattice does not immediately lead to a fast algorithm. Finding the closest point in a lattice is NP-hard [13] . Thus any known algorithm will be exponential in the number of dimensions M . However, there is a well-known polynomial-time approximation algorithm introduced by Lenstra, Lenstra, and Lovász in [10] ; it uses a technique called basis reduction or "the LLL algorithm." The LLL algorithm relies on the observation that when a lattice has an orthogonal basis, the closest point can be found trivially by rounding each component to the closest lattice component. Thus for a given lattice the LLL algorithm attempts to find the "most orthogonal" basis, or more precisely the basis with the shortest vectors, and then use component wise rounding to find the closest lattice point. Finding the basis with the shortest vectors itself is a NP-hard problem; LLL tries to find a basis with reasonably short vectors. Figure 3 shows a close-up of the lattice in Figure 1 . The Euclidean Voronoi cell of the origin, i.e., the region for which the origin is the closest lattice point, is the dashed polygon. The original basis is The solid diamond is the region for which component wise rounding decides the origin is the closest point.
Example:
Clearly the two regions are quite close. The overlap is 90%; thus for a uniform distribution of query points component wise rounding would fail in 10% of the queries. However, the distribution of the query points is typically highly peaked around the lattice points, and the performance of component wise rounding can be much better. In higher dimensions the overlap can be much less.
The LLL algorithm
For completeness, we sketch the basis reduction algorithm; everything in this subsection is explained in more detail in textbooks [14] . Let b 1 . . . b M denote the original basis of the lattice, as given in (14) above.
The basis reduction algorithm does a series of operations of the form 
Each such assignment completely removes the b j -component from b i , so that b i and b j are orthogonal. The resulting vector b i is also orthogonal to the vectors b j for 1 6 j < i.
Note that
for some coefficients β ij . Consequently we can use the modified step
where the only change is the use of b j instead of b j ; because the steps are done in decreasing j order, any b j ′ -components of b j that are added to b i are removed later, since j ′ < j.
The basis reduction algorithm tries to make each vector b i more orthogonal to the other vectors; an operation such as (17) would be ideal for this, but is not of the form (16). Instead, the algorithm can come close to this by employing weak reduction: for j = i − 1 down to 1, set
where ⌊x⌉ denotes x rounded to the nearest integer. With the rounding, we are removing the b j component of b i , up to some α ij b j with |α ij | 6 1/2.
The result of this operation is that b i is weakly reduced, meaning that the following holds:
where the coefficients α ij have |α ij | 6 1/2.
(We should remark that other sequences of steps of the form (16) can be done that also achieve the weakly reduced state (19); however weak reduction is the simplest method we've seen.)
One problem with the weak reduction steps (19) is an i such that
If there is such an i, the algorithm interchanges b i and b i+1 . The GS orthogonalization is done again, and again all basis vectors are weakly reduced. The algorithm repeats this test, and these steps, until no such i is found, and the algorithm stops.
This is a complete overall description of the basis reduction algorithm. There are some obvious inefficiencies in this high-level version; for example, after interchanging b i and b i+1 , there is no need to recompute b j or b j for j < i. Moreover, for given k, there's no need to compute b j or b j for j > k until all needed interchanges are done for i 6 k. A recursive version of the basis reduction procedure is shown in Figure 4 . This version removes some of these inefficiencies.
proc reduce(i) Plainly the output basis is weakly reduced. Another important property of the output, a consequence of the interchanges based on (20), is that
That is, the orthogonal vectors b i are not too far apart in size. Note that since the basis reduction algorithm finished, we have
since α i,i−1 6 1/2. This gives the claimed property. Now suppose we are given a vector y, and we want to find the integer combination of the basis vectors b 1 . . . b M that is closest to y. We simply perform a weak reduction step for y using b 1 . . . b M ; the total of the subtracted vectors is a lattice element y ′ that is near to y: we have
where |λ i | 6 1/2. Then y ′ will be our guess for the closest lattice point.
For our decoding problem with original basis vectors given by (14) , y ′ can be written as
Thus y ′ is equal to y ′ 1 Au plus multiples of vectors A m e m for 2 6 m 6 M . Because u 1 = 1, we can find the approximate decoding answer asẑ
The decoder answerẑ latt is only approximate due to the following simplifications:
1. The cosine approximation, i.e,ẑ eucl need not beẑ ML . In other words, the M -dimensional polyhedral Euclidean Voronoi cell does not coincide exactly with the curved maximum likelihood cell.
2. In the basis with the shortest possible vectors the M -dimensional polyhedral Euclidean Voronoi cell is approximated by a M -dimensional parallelepiped.
3. The LLL algorithm does not necessarily find the basis with the shortest possible vectors.
An Exact Algorithm
This subsection shows that it is possible to apply basis reduction techniques to solve the closest-point problem exactly, in polynomial time for fixed dimension. The main idea is that while the above component wise rounding is not enough to get the exact answer, we can show that not too many different coordinate values need be considered to obtain the closest lattice point. While the algorithm we obtain for proving this complexity bound is probably not of practical use, such a proof shows that the difficulty of the problem is related to the dimension, not the size of L. A similar result was already known for the similar problem of finding the shortest vector in a lattice [14] ; it is possible that the our algorithm is already "folklore."
Suppose we are given a vector y, and we want to find the nearest vector in the lattice. As above, we perform a weak reduction step for y using b 1 . . . b M , to obtain lattice element y ′ . We are left with the problem of finding the lattice point nearest to the vector x = y − y ′ .
We claim the following: a lattice point z closest to x can be expressed as z = i α i b i , where |α M | 6 2 M/2 . This bound, and some brute-force search, yield the algorithm:
we recursively search for the closest lattice point to x, subject to the condition that the point has form
Equivalently, let x ′ = x − kb M , and look for the closest point to x ′ in the lattice generated by {b 1 . .
To prove the bound on the size of α M , note that (21) implies that b 2 x 2 6 i b 2 i /4, from (22), and z 2 6 4x 2 , since z must be at least as close to x as the origin. We have
and so α 2 M 6 2 M , yielding the claim.
In the recursive application of the algorithm, note that by the construction of the orthogonalization, we
can use
and get the same answer. That is, we can ignore λ M , and the subproblem is (M − 1)-dimensional; thus a recursive solution will satisfy the relevant conditions and it is enough to consider coefficients α i with α 2 i 6 2 i .
The resulting algorithm has a running time proportional to 2 (M +1)M/4+M , but polynomial in the other parameters (rate and length of the operands).
Multiple antenna receiver
We show here how lattice decoding can be used in the case of a multiple antenna receiver. For N receivers, the received symbol X τ is an M × N matrix with elements x τ ; m,n . The maximum likelihood decoder is now given bŷ
This in turn can be written aŝ
The maximization (24) is formally similar to the one in (11) . Using the same cosine approximation as before, we see that the decoding problem can be recast as a closest point in a lattice of M N dimensions and we can use the approximate lattice decoding.
Using N receive antennas multiplies the dimension of the lattice by N . For increasing dimensions, brute force search algorithms quickly become unusable, and fast approximate algorithms like LLL are the only option. Table 2 : Times in milliseconds for an implementation of the brute force maximum likelihood algorithm (T ML ) and the lattice algorithm (T latt ). For rate 1 the lattice algorithm is faster for more than 32 symbols. For rate 2 and higher the lattice algorithm always wins. Even for constellations with over 200K symbols, the lattice algorithm finishes in less than a millisecond. Times are measured on a SGI R10000 at 195MHz.
We implemented the maximum likelihood and lattice decoding algorithms for the diagonal differential codes assuming one receiver. Table 2 gives the decoding times in milliseconds for the maximum likelihood (T ML ) and lattice algorithm (T latt ) on a SGI R10000 processor at 195MHz. For rate 1 the lattice algorithm is faster for more than 32 symbols. For rate 2 and more the lattice algorithm always wins. For a constellation with 260K symbols, the maximum likelihood algorithm needs 2 seconds while the lattice algorithm finishes in less than a millisecond. We see that the running time of the lattice algorithm depends much less on the rate than it does on the number of antennas. This is partly because the cost of the operation in software is independent off the lengths of the operands. Our implementation uses C++ with the STL template library.
Because of the overloading of the common arithmetic vector operators, there is a fair amount of time spent allocating memory for temporary vectors in the lattice algorithm. For a fixed number of antennas one could build an optimized fixed length vector allocation routine, but we did not do this. For real time decoding at a sample rate of 30kHz, one has to be able to run the decoding algorithm in M ×.03 msec. Our software prototype already almost obtains this; it is clear that an optimized implementation or a hardware implementation can easily run in real time. We also computed the error performance of the lattice algorithm versus maximum likelihood. We do so by computing the block error rate for both algorithms, i.e, the relative number of times thatẑ ML τ orẑ latt τ is not equal to z τ . The fading per antenna is correlated in time according to Jakes' model [11] . We assume that the carrier is 900MHz, the sampling rate is 30kHz, and the mobile receiver moves at 55 mph. The Jakes correlation after t time samples then is J 0 (2π0.0025t) where J 0 is the zero-order Bessel function of the first kind. Figure 5 shows the error performance for rate R = 2 codes on 2,3, and 4 antennas. The codes used are given in Table 1 . The solid lines are the block error rates of the lattice algorithm and the dotted lines are the rates of the maximum likelihood algorithm. Clearly the performance is very close. We found the lattice algorithm to be between 1% worse for low SNR to 10% worse for high SNR. For comparison we also put in the performance of a single antenna DPSK scheme (dashed). As already observed in [7, 8] the error rate drops significantly when going to multiple antennas.
In this paper we showed how diagonal differential codes for M transmit antenna can be thought off as lattices in M dimensions. This insight allows the use of the well known LLL algorithm as a fast approximate decoding algorithm. We show that the performance of the lattice algorithm is close to the maximum likelihood algorithm.
There are several directions for future work. It may be possible to get a better basis than the LLL algorithm returns: in the test (20) used to decide if swapping is needed, the value 4/3 can be replaced by a value closer to 1. This makes the output basis more orthogonal, at the cost of more iterations of the reduction algorithm; perhaps the number of iterations could be bounded at some fixed limit to assure that decoding is not too slow. It may also be possible to incorporate the cosine measure into the closest vector calculation, using a small amount of local search.
At this point very little is known about how to design good diagonal codes and one typically resorts to exhaustive or random searches. The connection with lattices perhaps can add insight in how to design diagonal codes. For example, one can approximately relate the diversity product of a diagonal code to the minimum distance between two lattice points.
So far we have only studied the block error rate. To find the bit error rate one needs to assign bit sequences to each of the L symbols. Again the interpretation as lattices may help in find good bit allocation schemes.
