Abstract A warmer climate is projected for mid-Europe, with less precipitation in summer, but with intensified extremes of precipitation and near-surface temperature. However, the extent and magnitude of such changes are associated with creditable uncertainty because of the limitations of model resolution and parameterizations. Here, we present the results of convection-permitting regional climate model simulations for Germany integrated with the COSMO-CLM using a horizontal grid spacing of 1.3 km, and additional 4.5-and 7-km simulations with convection parameterized. Of particular interest is how the temperature and precipitation fields and their extremes depend on the horizontal resolution for current and future climate conditions. The spatial variability of precipitation increases with resolution because of more realistic orography and physical parameterizations, but values are overestimated in summer and over mountain ridges in all simulations compared to observations. The spatial variability of temperature is improved at a resolution of 1.3 km, but the results are cold-biased, especially in summer. The increase in resolution from 7/4.5 km to 1.3 km is accompanied by less future warming in summer by 1 Max Planck Institute for Meteorology, Hamburg, Germany precipitation extremes will be more severe, and temperature extremes will not exclusively increase with higher resolution. Although the differences between the resolutions considered (7/4.5 km and 1.3 km) are small, we find that the differences in the changes in extremes are large. High-resolution simulations require further studies, with effective parameterizations and tunings for different topographic regions. Impact models and assessment studies may benefit from such high-resolution model results, but should account for the impact of model resolution on model processes and climate change.
Introduction
Global atmospheric CO 2 concentration will increase in the future because of anthropogenic emissions and cause relatively rapid climate change IPCC 2014) . This climate change will affect the mean state of the climate and, in particular, its extreme events (IPCC 2007) . Any changes in the frequency or intensity of extremes may impact nature and human society. Therefore, decisionmakers in the public and private sectors require local-scale projections and detailed information to develop suitable adaptation strategies.
The temperate region Germany in the mid-latitudes, with its diverse landscapes and topography, serves as an ideal example of where finer-resolution climatology is needed. This region is influenced by a maritime climate in the north and by a continental climate in the south. General circulation models (GCMs) are inadequate to represent the local climate variability associated with heterogeneous land cover, mountain chains (Zubler et al. 2015) , and diverse coastlines. A regional climate model (RCM) is integrated only over a specific area, but with a much finer resolution than the forcing GCM (Dee et al. 2011) . It is assumed that higher-resolution simulations lead to an improved representation of the physical processes in the models (Berg et al. 2013) , where local features (such as topography and coastal processes) affect atmospheric flow . Tselioudis et al. (2012) noted that higher-resolution models produced precipitation amounts that did not occur in the driving model. Maraun et al. (2010) showed that the ability of RCMs to simulate the spatial and temporal characteristics of rainfall increases with higher model resolution. Moreover, a denser grid spacing is expected to improve, for example, the representation of mesoscale circulation and the distribution of the intensity of daily precipitation (Ban et al. 2014) .
Research efforts regarding spatial scales in climate downscaling are ongoing. The typical resolution applied for RCMs in the European project PRUDENCE was 50 km. A warm bias relative to observations in extreme seasons and a tendency toward a cold bias in transition seasons were reported (Jacob et al. 2007 ). The next collaborative effort, ENSEMBLES (Hewitt 2004; van der Linden and Mitchell 2009) , applied spatial resolutions of 25 km. Although high-resolution models improve the accuracy of spatio-temporal precipitation characteristics, all ENSEMBLES RCMs exhibit a wet bias of about 20% in winter and about 10% in summer (Rauscher et al. 2010 ). In the downscaling experiments with COSMO-CLM (CCLM, COnsortium for Small-scale MOdelingClimate Limited-area Model; Rockel et al. 2008) , named consortional runs, resolution increased further down to 18 km (Hollweg et al. 2008) . The recent Coordinated Regional Downscaling Experiment (CORDEX; Giorgi et al. 2009 ) addresses the improvements and climate change signals in the RCM climate simulations. Giorgi et al. (2016) demonstrated that dynamical downscaling to 12.5 km horizontal grid spacings over Europe introduces changes in climate that were not present in the forcing model. Kotlarski et al. (2014) found that the ERA-Interim driven EURO-CORDEX (the European branch of CORDEX) ensemble simulations largely confirm RCM bias characteristics identified from the previous ENSEMBLES data. The results show future increases in climate extremes, such as heat waves, droughts, and heavy rainfall (Vautard et al. 2013) .
However, at such resolutions, deep convection is parameterized and leads to an overestimation of the net heat transport, rainfall rates, and the net strength of deep convection systems (Prein et al. 2013) . As a result, such resolutions are still too coarse to capture climate variability at sub-grid scales. In addition, the number of investigations of local extremes remain limited, and such estimates, therefore, still have high uncertainty. The more intense and frequent precipitation extremes enhance flooding potential (Trenberth et al. 2003) . Enhanced flooding is expected to cause severe socio-economic damage and is thus of primary concern. Dynamical downscaling to higher horizontal resolution down to 1 km may overcome many of the problems of unresolved scales.
The emerging convection-permitting simulations (e.g., Kendon et al. 2014; Tölle et al. 2014; Ban et al. 2015; Gutjahr et al. 2016 ) show significant differences between high-and low-resolution models. Kilometer-scale models are termed convection-permitting because they begin to represent deep convection explicitly, whereas smaller plumes and showers are not resolved, with shallow convection left parameterized. Several authors (e.g., Hohenegger et al. 2009; Froidevaux et al. 2014) have shown that soil moisture-precipitation feedback reverses in sign at the convection-permitting scale, but with moderating effects on the hydrological cycle. Results with convection-permitting simulations indicate improved spatio-temporal characteristics of heavy hourly events (Ban et al. 2014; Chan et al. 2014b) , and a better scaling with temperature (Ban et al. 2014) . Further, the convection-permitting approach improves the simulation of the diurnal cycle of summer precipitation (Hohenegger et al. 2008; Prein et al. 2013) . Tölle et al. (2014) demonstrated that the influence of land use/cover change is more pronounced when considering the convection-permitting scale, suggesting that local effects of land management are more important than previously thought. In a study by Gutjahr et al. (2016) the spatial variability of extremes increases at 1-km resolution and matches the observations. A comprehensive review of the improvements and deficiencies of convection-permitting simulations is provided by Prein et al. (2015) . To date, the application of convection-permitting models in climate studies is limited, and is typically restricted to relatively small domains (Knote et al. 2010; Prein et al. 2013; Tölle et al. 2014; Gutjahr et al. 2016) . Often, only a few summer seasons (Hohenegger et al. 2008; Prein et al. 2013; Lind et al. 2016 ) are investigated because of computational constraints. The immense computational costs are inherent with climate simulations at convection-permitting scale. Efforts are currently ongoing to reduce these computation costs (Brisson et al. 2016 ).
An open issue that has not been adequately addressed is the degree to which higher horizontal resolution is beneficial for climate simulations (Luca et al. 2012 ) with regard to climate extremes (Gutjahr et al. 2016) . In this study, we address the question of whether and to what extent the new information on extremes achieved with higher resolution is related to the simulated horizontal resolution for the region. The investigation of the effect of increasing resolution on model results is important to provide evidence of the need for such simulations. Our investigations support these efforts and provide directions for further model development at the convection-permitting scale.
Two different convection-permitting climate simulations are performed with CCLM: one for two 6-year time slices (1970-1975 and 2070-2075) , and one for two 10-year time slices (1991-2000 and 2091-2100) . Both simulations are forced by the IPCC A1B scenario (IPCC 2007) . The simulation domain covers an extended region of Germany (488 km × 489 km; Fig. 1 gray box) for the 6-year time slices and Rhineland-Palatinate (RLP) for the 10-year time slices. These are among the first convection-permitting regional climate simulations over such large domains and for such long periods of time. Previously, CCLM forced by ERA-40 reanalysis data was evaluated for RLP, and showed general agreement with observations at high-resolution scales below 5 km (Gutjahr et al. 2016; Schefczyk and Heinemann 2017) .
Our simulations add to the convection-permitting simulations of Gutjahr et al. (2016) , and to the range of climate projections for the twenty-first century already available in the literature.
An overview of the model and observational data followed by a description of the analytical procedure used are presented in Section 2. Section 3 contains the analysis for evaluation of the climatology of temperature and precipitation. In particular, the ability of the model to realistically represent climate extremes distributed over the domain is investigated. Furthermore, it is devoted to analyzing the differences due to model resolution of climate changes and their extremes expected under the IPCC A1B greenhouse gas emissions scenario. In Section 4, a summary and the main conclusions are presented. (Schättler et al. 2009) . A double nesting procedure in rotated coordinates was employed (18 km to 7 km to 1.3 km) by using dynamically downscaled climate IPCC 20C and scenario A1B data (IPCC 2007) of the CCLM at ∼ 18 km (0.165 • on a rotated grid, Hollweg et al. 2008) as lateral boundary conditions (see Fig. 1 ). The basis model of the one-way nesting procedure was the GCM ECHAM5/MPI-OM (Roeckner et al. 2006) . The coarsest simulated nest at ∼ 7 km (0.0625 • on a rotated grid) comprised central Europe (254 × 254 grid points). The finest nest was centered on Germany (375 × 376 grid points) with ∼ 1.3 km (0.0118 • on a rotated grid), as indicated by the gray box in Fig. 1 . All simulations used 40 vertical atmosphere levels and ten soil layers with a total soil depth of 15.34 m. The number of vertical atmosphere levels represented a compromise between resolution and available computational resources. The lowest 2 km of the atmosphere consisted of 14 layers to capture boundary layer processes sufficiently (Gutjahr et al. 2016) . Throughout this paper, the CCLM 18-km resolution simulation is referred to as CLM18, the CCLM 7-km resolution simulation is referred to as CLM7, and the CCLM 1.3-km resolution simulation is referred to as CLM1. The simulations of CLM7 were performed for the years 1970-2000 (control time period) and 2070-2100. Because of the very high computational costs, the highest spatial resolution simulation, CLM1, was employed to simulate only two 6-year time slices (1970-1975 and 2070-2075) . The first year of CLM1 was not removed for the spin-up period as warm start simulations were performed. The soil moisture in the coarse resolution model CLM7 was initialized with the soil moisture climatology from the consortial runs. Furthermore, CLM7 was initialized 3 years prior to the analysis periods, which ensured an appropriate spin-up time for soil moisture.
Because a 6-year period was generally considered too short to provide projections, we added the two 10-year simulations at the convection-permitting scale of Gutjahr et al. (2016) driven by the same large-scale forcing for the time periods 1991-2000 (control) versus 2091-2100, but for a smaller domain covering Rhineland-Palatinate and northwest of Baden-Württemberg, as shown in Fig. 1 (purple marked border). Here, the CCLM 4.5-km resolution simulation (1971-2000 and 2071-2100 ) is referred to as CLM5RLP, and the CCLM 1.3-km resolution simulation is referred to as CLM1RLP. CLM5RLP was configured with 279 × 204 horizontal grid boxes and a time step of 45 s at 4.5-km resolution, and CLM1RLP with 220 × 220 horizontal grid boxes and a time step of 12 s at 1.3 km. The overlapping area with CLM7 and CLM1 was used for analysis during the evaluation period because of the availability of high-resolution observational data. For climate change analysis, the whole domain of RLP was used.
The model relied on the primitive hydro-thermodynamical equations describing compressible non-hydrostatic flow in a moist atmosphere. The CCLM used a Runge-Kutta timestepping scheme (Wicker and Skamarock 2002 ) with a fifth-order advection scheme (Doms and Baldauf 2015) . The radiation scheme of Ritter and Geleyn (1992) was called every hour in the simulation. The convection scheme by Tiedtke (1989) for convective mass flux parameterization was used in all of the simulations. In CLM7 and CLM5RLP, deep convection was parameterized using the Tiedtke scheme, whereas for CLM1 and CLM1RLP, it was explicitly resolved. Shallow convection of the Tiedtke parameterization was used for the highest resolution simulations as well as subgrid parameterization for turbulent transport in the boundary layer. Prognostic precipitation (including graupel) was calculated with a four-category microphysics scheme (Doms and Baldauf 2015) . Vertical turbulent diffusion was calculated from prognostic turbulent kinetic energy (Raschendorfer 2001) , including the effects of subgrid-scale condensation and thermal circulation. CCLM was set up in a rotated coordinate system, and the atmospheric model variables were staggered on an Arakawa-C grid (Schättler et al. 2009 ). The turbulent fluxes were exchanged with the surface through the multi-layer soil model TERRA-ML (Heise et al. 2006 ). This scheme accounts for infiltration, percolation, capillary movement, melting and freezing of snow, evapotranspiration, and runoff. Plant characteristics and soil types were prescribed from the dominant land characteristics within a given grid box. The spatial distribution of land use was based on the data set of ECOCLIMAP (Champeaux et al. 2005) . The Harmonized World Soil Database (HWSD) with a horizontal resolution of 1 km was used for the soil. The external parameters of the orography were extracted from the raw data of GTOPO30 (USGS 1996) . These raw data sets were aggregated for the target grid (7/4.5 km and 1.3 km), accounting for all raw data elements within the target grid element using a time invariant data preprocessor (Smiatek et al. 2008) .
The model configuration used was reported by Gutjahr et al. (2016) . We adapted their configuration and downscaling procedure for an extended model domain. Several studies (e.g., Ban et al. 2014; Fosser et al. 2015) The complete 3D RCM consists of two parts: the atmospheric model COSMO-CLM and the land-surface module TERRA-ML (Tölle et al. 2014; Gutjahr et al. 2016) employed similar simulation experiments to examine the benefits of convection-permitting simulations. The model configurations for all our four simulations were similar except for their model resolutions, domains, and time steps (see Table 1 ). The main difference to the coarser resolution models was that the deep convection scheme was turned off in both 1.3-km simulations, and thesimulations of RLP were carried out with an older version of the model (COSMO4.8 clm11), but with no significant changes. Because the present study investigated improvements and limitations in the representation of climate changes and extremes resulting from increased horizontal resolution, the main focus was the analysis of CLM7, CLM1, CLM5RLP, and CLM1RLP.
Model domain
The orography of the simulation domains is shown in Fig The presence of small gradients in the topography becomes apparent. These changes in topography with higher resolution have considerable influence on orographic convection and temperature.
Observational data sets
Because one of the aims of our study was to analyze the benefits of increasing resolution on extreme temperature and precipitation fields, observational data sets with higher resolution than the model results would be preferable. However, the standard reference gridded data set of air temperature and precipitation at daily resolution covering all of Europe was E-OBS (Haylock et al. 2008) , which is resolved at 25 km. Therefore, the daily gridded data set HYRAS (Frick et al. 2014) , provided by the German Weather Service, was used for evaluation. HYRAS consists of data from about 2000 weather stations. These data were spatially interpolated onto a 1-km grid using the REGNIE ("REGionalisierte NIEderschlagshöhe", engl. Regionalized precipitation amount) method (Rauthe et al. 2013) . In this study, the original gridded observational values at 1-km spatial extents for temperature and precipitation were used for comparison.
The simulation results were remapped on the observed grid using a bilinear interpolation method that allowed the observed data (considered the "true" data) to be retained unaltered. Thus, the high-resolution climate features, which are of primary interest for our purposes, are maintained. With this procedure, a grid-cell-wise comparison was possible, and potential improvements caused by varying the RCM resolution could be detected. If the comparison was made with lower-resolution data sets, many features of the finer-resolution simulations would have been smoothed out (Vautard et al. 2013 ). Although Kotlarski et al. (2014) recommended interpolation to the coarsest-resolution grid, we employed the first approach to provide information for impact studies, as supported by Zollo et al. (2015) . This method allowed preservation of extreme values and temporal variability (Vautard et al. 2013 ). The supporting information (Figures S1-S3) provides example references for the effects of upscaling to the coarsest resolution and downscaling to the highest resolution for the region considered. Here, the simulation results were upgraded/downgraded to the resolution of the coarsest/finest-scale RCMs. The differences between the upgraded/downgraded results and the RCM output with no scaling indicated the effects on temperature and precipitation changes and how they were resolved at the different model scales.
Statistical analysis
In the evaluation period, the climate simulations were compared with the HYRAS observational data set over time periods defined according to data availability. Commonly used performance indices were applied for evaluation. Statistics of mean monthly bias (Model -Observation), standard deviation (SD) and root mean square error (RMSE) averaged over the area were used to evaluate the results. The spatial agreement between the model and observations was quantitatively evaluated by determining the pattern correlation between observed and simulated fields, as described by Walsh and McGregor (1997) . These three statistical parameters (SD, RMSE, and correlation) were graphically summarized in Taylor diagrams.
We adopted a subset of climate indices based on percentile thresholds (e.g., Tank et al. 2009 ), which are specific to sites, for the analysis of extremes (see also definitions by the Expert Team on Climate Change Detection and Indices (ETCCDI) for details).
For the evaluation with observations the procedure was as follows. Due to unavailability of daily maximum temperature observations for the evaluation analysis, TX90p was estimated from daily temperature values of HYRAS and model data for the reference period, and was then named T90p. Here, the data were normalized prior to analysis by subtracting their mean and dividing by their standard deviation. The 90th percentile threshold to calculate T90p was based on the domain median 90th percentile of the observations.
R95pTOT and R99pTOT (Tank et al. 2009; Herrera et al. 2010) constitute the percentages of extreme events, exceeding the 95% and 99% percentiles of the reference period, on the total precipitation.
To analyze projected changes in extreme climate events, we calculated maximum temperature and both precipitation indices based on the whole distribution, and based on summer and winter days. These indices were then expressed as anomalies relative to the local climate. TX90p was the percentage of days when the maximum temperature exceeded the 90th percentile of the reference period. R95pTOT and R99pTOT were the percentages of total precipitation associated with events with precipitation higher than the 95th and 99th percentiles, respectively, for the reference period. Note that all days, not only wet days, where considered to avoid substantial biases, as discussed by Ban et al. (2015) .
The regional climate change signals between the historical and future periods (difference between the time periods 2070-2075 and 1970-1975, and between 2091-2000 and 1991-2000) were calculated for the winter and summer seasons. We then compared the climate change signals between the models to demonstrate the differences caused by spatial scale effects. The significance of the projected changes in each simulation was analyzed by applying a modified Student's t-test (two-sided) to seasonal averages following the methodology of von Storch and Zwiers (1999) . Because the variance of an autocorrelated time series is smaller than that of an uncorrelated series, the standard t statistic would be overestimated. Consequently, the null hypothesis (the mean values of the time series are equal) would be more frequently rejected than it should be. In the modified method, the use of permutations was applied to reduce the number of false rejections of the null hypothesis by accounting for time dependence within the series. Significant areas for a two-sided test at the 0.05 significance level were hatched in the figures. If the whole area was significant, it was documented in the figure label, and the hatching was left out. For the box-and-whisker plots, a non-parametric, two-sided Mann-Whitney U test was applied for significance testing with α = 5%.
Results

Climate evaluation of precipitation
The analysis of the seasonal representation of the spatial distribution of precipitation across the domain relative to HYRAS is presented in Fig. 2 [1970] [1971] [1972] [1973] [1974] [1975] , for the winter (DJF) and summer (JJA) seasons. Although CCLM is generally able to represent the overall spatial distribution of seasonal mean daily precipitation, both simulations overestimate summer and winter precipitation compared to the observations, predominantly over mountainous areas. The domain-averaged wet bias of both simulations is largest in summer (about 1.66 mm/day for CLM7, about 1.41 mm/day for CLM1), and smaller in winter (about 0.96 mm/day for CLM7, about 0.73 mm/day for CLM1). The wet bias reduces in CLM1 compared with CLM7 for both seasons. That CLM1 is drier than CLM7 in summer indicates lowered convective activity. In CLM1 deep convection parameterization is switched off, but shallow convection is still active. The shallow [1970] [1971] [1972] [1973] [1974] [1975] convection scheme may be too aggressive at this high resolution (pers. comm. U. Blahak from the German Weather Service). Consequently, the convection layer is stabilized, which prevents convective development and precipitation. It may be interesting to decrease the thickness of the shallow convection layer in the model, as well as the entrainment rate for shallow convection, in further simulation experiments or to switch it off entirely. These results show that precipitation is particularly sensitive to the selected convection scheme. However, the resolution between 4 and 7 km is a gray zone (Prein et al. 2015) , where convection is partly resolved and partly parameterized. The enhanced precipitation in CLM7 might thus be caused by too strong deep convection (Prein et al. 2013) . Berg et al. (2013) obtained an overestimation of precipitation in their 7-km simulation with CCLM over the whole of Germany, but for a 30 year time period. In that study, downscaling was performed using a different double nesting approach (200 km to 50 km to 7 km). These findings suggest that the bias of the coarse resolution simulation is passed unchanged to the nesting simulation. When the same air mass of the coarse resolution model is driven over the higher topography of CLM7 or CLM1, significantly more precipitation is generated by orographic uplift, e.g. in the Rothaar and Harz Mountains, or in the Thuringian Forest. It is a well-known problem that RCMs produce too much precipitation over mountainous areas (e.g., Ban et al. 2014; Lind et al. 2016) . With higher spatial resolution, the orography is more pronounced. Mountain ranges block large-scale atmospheric flow and generate orographic rainfall, which contributes to the wet bias. It is worth noting that errors in precipitation observations may contribute to these biases over the mountainous areas, as these errors increase at high altitudes (Bucchignani et al. 2016) .
Furthermore, the two model runs overestimate precipitation over the dry lowlands of northern Germany, especially in summer. The orographically complex terrain does not explain the inconsistencies here because the northern area is
CLM1-CLM7 
Climate evaluation of temperature
Spatial distribution biases of simulated 2-m temperatures of CLM7 and CLM1 are compared with the HYRAS data set averaged over the time period [1970] [1971] [1972] [1973] [1974] [1975] , considering the winter (DJF) and summer (JJA) seasons (Fig. 3 , left and middle columns). The difference between CLM1 and CLM7 is shown in the third right column. In the winter season, a cold bias (up to 1.5 • C) is found over most of the northern domain in both models (Fig. 3 , upper left and middle columns). A warm bias is apparent in the southern domain. The warm bias is weaker and the cold bias stronger in the CLM1 simulation than in CLM7. The largest biases are found over mountain ranges in both models, but these biases are weaker in magnitude in CLM1. Such a cold bias during the winter season has also been reported by Ban et al. (2014) . Overestimating precipitation at high altitudes (see Fig. 2 ) can lead to temperature underestimations, as demonstrated by Haslinger et al. (2013) . Furthermore, cold biases are apparent over urban areas. An urban module is not included in these simulations. Therefore, the model is not able to represent urban heat islands that become more relevant in CLM1. Furthermore, CLM1 is warmer than CLM7 over lakes and rivers. This finding is also visible in the difference between CLM1 and HYRAS. Here, again, the simulations were conducted without an explicit lake module.
The cold bias of the models in the summer season is stronger in CLM1 (3-4 • C) than in CLM7 (2-3 • C) (Fig. 3 , lower left and middle columns). Differences between the two models (CLM1 and CLM7) are small in winter (up to 1.5 • C) and more distinct in summer (up to 2.5 • C) (Fig. 3 right panel) . The greatest differences occur over the large, flat agricultural areas (as indicated in Fig. 1 right  panel) , where CLM1 is colder than CLM7. We suggest that these differences are caused by the parameterization of the planetary boundary, which was not adjusted in CLM1. We assumed a large asymptotic turbulent length scale of 500 m in CLM1 in the planetary boundary layer scheme, which is not modified compared with CLM7. This difference may lead to lower air temperatures and thus to an enhanced cold bias because of enhanced vertical mixing (Ban et al. 2014 ). This assumption is supported by the reduced amounts of precipitation in CLM1 apparent in Fig. 2 . Another reason for the discrepancies may be that the calling frequency of the radiation scheme (every hour) was too low. Several studies (e.g., Hohenegger et al. 2009; Froidevaux et al. 2014) have demonstrated that physical feedback processes become more relevant with higher resolution. Accordingly, greater biases are apparent at higher resolution in summer if these processes are not accounted for. Therefore, the resulting differences rely on the strength of the interaction between subgrid-scale moisture and atmospheric temperature anomalies. The mean summer bias of CCLM over Germany for the period 1961-2000 (Jacob et al. 2012 ) is comparable with the cold bias of our simulations. This finding suggests that in addition to the known problems of a cold summer bias in CCLM, using ECHAM5/MPI-OM as boundary forcing may introduce additional biases from potentially erroneous global forcing, as most GCMs tend to underestimate temperature (Macadam et al. 2010) . Further studies are needed to test which configuration is optimal for convection-permitting simulations. In addition, erroneous spatial interpolation of observation data must be addressed.
Analysis of Taylor plots
Normalized Taylor plots are presented in Fig. 4 to illustrate the spatial variability of seasonal and annual temperature and precipitation compared with HYRAS based on daily values.
Temperature
CLM1 and CLM7 reproduce similar temperature distributions (Fig. 4 a) , which indicates that the 7-km model sufficiently resolves the spatial variability. The standard deviations for both models are smaller (0.7-0.9) than those of the observations. CLM1 and CLM7 show remarkable similarity in their RMSEs. The difference between the simulations compared with the observations becomes apparent in the pattern correlation analysis. Although small, improvements are seen for CLM1 throughout the year. CLM7 has slightly weaker spatial correlation (about 0.01-0.03 less than CLM1), even though this simulation is not very different from CLM1. CLM1 captures the very fine-scale variability of temperature because of its finer resolution of the orographic and land-surface gradients. As pointed out by Kotlarski et al. (2005) , the use of fine horizontal resolution is expected to allow more realistic representation of orographically controlled local meteorological features. 1970-1975 1991-2000 
Precipitation
All of the simulations overestimate precipitation amounts in winter and autumn. CLM1 shows minor improvement in performance relative to CLM7 (Fig. 4b) . Lower pattern correlations (∼ 0.5) are detected for the summer season, which is characterized by higher rainfall rates at small spatial clusters. Correlations are highest for the winter season (∼ 0.91-0.93). The agreement across resolutions may be attributed to the already relatively high resolution of CLM7 (Fosser et al. 2016) . In contrast with our findings, Kendon et al. (2014) and Ban et al. (2015) reported improvements in their convection-permitting simulations at 2-km resolution, especially in summer, compared with the convection-parameterized model at 12-km resolution.
Climate evaluation of temperature extremes
The spatial distribution of T90p is summarized in Fig. 5 as box plots for model chains CLM7-CLM1 and CLM5RLP-CLM1RLP relative to observations. The evaluation period for CLM7 and CLM1 is 1970 -1975 , and for CLM5RLP and CLM1RLP, it is 1991 -2000 , based on data availability. Here, T90p represents the percentage of exceedance over the median 90th percentile of the observations for the domain. In both simulation chains, the median is improved toward the observations with increasing resolution, although for CLM1RLP, this improvement is less prominent because of the smaller model domain. All simulations tend to overestimate the observed variability indicated by the higher spatial variance. The largest discrepancies relative to observational temperature extremes regions where changes are statistically significant at the 0.05 level. All grid points are significant for summer leaving out the hatching. Note that we only show CLM18RLP results for Germany. See Fig. 4 for abbreviations are found over mountain ranges in both model chains, as represented by distribution differences of T90p over the domain in Fig. 6 . The observations show higher values of T90p over the Harz, Rothaar, and Elb Sandstone Mountains, and over the Thuringian Forest. CLM7 and CLM5RLP cannot reproduce this spatial distribution of T90p, although CLM1 and CLM1RLP achieve spatial distributions of T90p much closer to the observations. Precipitation is overestimated at high altitudes, as shown in Fig. 2 , which leads to underestimation of temperature in the simulations (see Fig. 3 ). Furthermore, higher temperatures are also underestimated, and thus temperature extremes are misrepresented. Montesarchio et al. (2014) also found no improvements in extreme temperatures over mountainous areas with the same model, but with a coarser resolution over a different area. These findings suggest that in addition to increasing resolution to convection-permitting scale, parameterizations must be adapted accordingly. Note that the spatial interpolation of station data in mountainous areas is prone to errors. Interpolation of observational station data from valleys may results in warmer temperatures at mountain tops. This uncertainty also depends on the density of the observational stations.
Climate evaluation of precipitation extremes
The spatial distributions of R95pTOT and R99pTOT for both model chains (CLM7-CLM1 and CLM5RLP-CLM1RLP) are summarized as box plots in Fig. 7 . In both model chains (CLM7-CLM1 and CLM5RLP-CLM1RLP), extreme precipitation values improve toward the observations with increased resolution for both evaluation periods, 1970-1975 and 1991-2000 . The medians of the highresolution simulations (CLM1, CLM1RLP) have much greater realism for R95pTOT and R99pTOT compared with CLM7 and CLM5RLP. That the CCLM is capable of simulating extremes close to observations at different convection-permitting scales was also demonstrated by Gutjahr et al. (2016) . An alternative representation of the results is provided in Figures S4 and S5 of the Supplementary Material as distributions of R95pTOT and R99pTOT over the domain, showing that the distributions of precipitation extremes are realistically simulated. The amounts of extreme precipitation are lower over mountainous areas for R95pTOT and R99pTOT for all of the simulations and the observations, and are enhanced in the lowlands. However, the models fail to simulate the observed magnitude of extreme precipitation.
Climate change analysis
The second aim of this work is to investigate the dependence of the development of modeled future atmospheric conditions on model resolution and to provide high-resolution climate projections for Germany in the 21st century by employing the IPCC A1B scenario. Jacob et al. (2012) , who compared ENSEMBLES simulations for a similar region of Germany. Differences ranged from about 2.5 to 4 • C. The changes shown in Fig. 8 are within the spread seen in these projects. These findings suggest that our results, which are based on one model, are well within the uncertainty of stateof-the-art RCMs. Although the overall patterns of warming are largely similar between our simulations for all seasons, some deviations are apparent. The warming is larger in CLM18 compared with CLM7, whereas CLM1 simulates the least warming. In summer, CLM1 simulates 1 • C less warming than CLM18 or CLM7. CLM1 shows more (first and third column), and CLM5RLP-CLM1RLP (second and fourth column). The base period for CLM7 and CLM1 is 1970 -1975 , and for CLM5RLP and CLM1RLP it is 1991 -2000 . See Fig. 4 for abbreviations spatial structure in the signal in all seasons. Similar results are found for the model chain CLM18RLP-CLM5RLP-CLM1RLP.
Temperature
Precipitation
All precipitation projections show a general decrease in precipitation in summer (see climate change signal for the period 2070-2075 with respect to 1970-1975, and for the period 2091-2010 with respect to 1991-2000 in Fig. 9 ). Increases in precipitation become more apparent and enhanced over the southern area of Germany in winter. The general precipitation projections agree qualitatively with those of Jacob et al. (2012) . CLM1/CLM1RLP simulates similar changes to CLM7/CLM5RLP, but with more spatial structure and often larger maximums. Differences between resolutions are most apparent in summer. CLM18 projects a minor increase in precipitation southeast of the Harz Mountains. However, CLM7 and CLM1 show a decrease in the precipitation amount. Further, both models simulate enhanced spatial variability, in particular CLM1. Another example is the difference over the RLP domain in summer. CLM18RLP projects a decrease in precipitation in the center of the domain. Although both, CLM5RLP and CLM1RLP, project an precipitation increase of 5% to 10%, the signals are not significant. Thus, changes associated with model resolution can be strong enough to convert a precipitation increase/decrease into a decrease/increase at higher resolution. Tselioudis et al. (2012) showed that precipitation was produced in higher-resolution models that was not present in the driving model. Much of this precipitation could be attributed to the influence of preceding mountain ranges blocking moisture flow. This process would cause incoming air masses to begin to rise farther from the mountains and, consequently, cause rain to fall farther away (Evans and McCabe 2013) .
Extreme indices
How model resolution affects the projected extremes of temperature and precipitation is of interest. Gutjahr et al. (2016) state that CLM18 is too coarse for extreme value statistics at the local scale. Therefore, we proceed with the analysis of the projected results of CLM7 and CLM1. Results from the simulations of CLM7, CLM1, CLM5RLP, and CLM1RLP are shown only according to data availability. We consider the future period 2070-2075 with respect to the past 
Precipitation extremes
A comparison of results obtained with model chains CLM7-CLM1 and CLM5RLP-CLM1RLP for R99pTOT and R95pTOT presented in Figs. 10 and 11 indicates that the sign of the change signal remains the same for the simulations, but the magnitude of the signal is stronger for CLM1 and CLM1RLP than for CLM7 and CLM5RLP. In particular, R99pTOT increases by 35% to 45%, and R95pTOT by 55% to 65%, in the highest resolution simulations in summer. These differences relative to the coarser simulations occur mainly over the lower land areas, where agriculture or grass is the dominant land use form (e.g. northwest or east of model domain, and valleys like Rhine valley), but also over mountainous areas (e.g. Elbe Sandstone Mountains). Because CLM7 produced higher mean rainfall amounts relative to CLM1, it is interesting that more pronounced increases in extreme precipitation occur for CLM1, especially in summer (see boxplots in Fig. 12 ) (p<0.001 based on U test). Changes associated with resolution are weaker in winter for both extreme precipitation indices. These results also hold for CLM1RLP. In areas where extreme conditions are more frequent, extreme precipitation is predominantly caused by severe convection events. This phenomenon is not properly represented by RCMs at the coarse resolution investigated by Brisson et al. (2016) , which led to observed underestimation. In the case of CLM7, there are still numerous processes that cannot be resolved explicitly and must be parameterized. These parameterizations, and in particular that of deep convection, have been identified as major sources of model errors and uncertainties (Arpagaus et al. 2009 ). The change signal of R95pTOT increases for all simulations compared with R99pTOT (see Fig. 11 ). The reason for the increase might be that the change in extremes is restricted to fewer extreme events in the upper tail of the distribution, but the amount of very extreme events, or their intensity, stays constant. There could also be fewer extreme events that are also stronger, but this differentiation is not shown with the index. In addition, Rp99TOT and Rp95TOT of CLM1 and CLM1RLP show more spatial variability compared with those of CLM7 and CLM5RLP, which is seen over the Rhine valley, the Black Forest, the Rothaar Mountains, and the Thuringian Highlands. Our findings are qualitatively in agreement with the increase in heavy precipitation found by Jacob et al. (2014) . Because mountainous regions are a major landform over most areas of the world (Meybeck et al. 2001) , our study may have a meaningful influence on climate change studies. Based on these results, we conclude that the future change in the amount of extreme precipitation increases with higher resolution at convection-permitting scale, especially in summer.
Temperature extremes
In the case of seasonal extreme temperature changes (TX90p) (see Fig. 13 ), a fairly uniform pattern of changes with an east-west gradient in winter and a north-south gradient for RLP is projected under the assumption of scenario A1B. Changes are notably lower (−8%) for CLM1 and are weaker for winter. Although changes are also higher for some grid boxes due to outliers in both seasons. There is a decrease of extreme events by 6% in CLM1RLP relative to CLM5RLP for the RLP region in winter (p < 0.001 based on U test). CLM1 shows a minor increase compared with CLM7 during this season. The multiple outliers in the distribution of TX90p for CLM1 may contribute to this result (see Fig. 14) . Analysis of future climate change scenarios has shown that meteorological extreme temperature events are likely to increase in frequency (IPCC 2014) . Here, we show that the amount of temperature extremes is lower for the higher-resolution simulations in summer, where temperature extremes are also expected to increase. We suggest that the analyzed changes are not caused by climate variability alone because they are strengthened by the analysis of two different areas and two different climate change periods, covering the period 2091-2100 versus 1991-2000, and the period 2070-2075 versus 1970-1975. We conclude that for extreme maximum temperatures, the results indicate less future extreme events with higher resolution in summer. Although the differences between the resolutions considered in this work (7 and 1.3 km or 5 and 1.3 km) are small, we find that the differences in their changes in extreme temperatures is large.
Summary and conclusions
We have addressed the improvements and limitations resulting from increasing horizontal resolution in the regional climate model CCLM. Climate changes and changes of extreme values have been determined. The results for the analyzed mean fields reveal benefits of greater local detail with higher resolution. In some areas of orographically complex terrain, increasing resolution and convection-permitting simulations may improve results. Clear advancements are apparent for temperature and precipitation extremes, which are improved toward the observations with increasing resolution. Nevertheless, less clear spatial improvements could be found for extreme temperatures over mountain ridges. This analysis performed over the region of Germany can serve as an example for many other midlatitude regions dominated by medium-sized mountains.
Overall, by downscaling to the highest spatial resolution (1.3 km), an inherent cold bias relative to the observations is introduced. The overestimation of precipitation is not reduced in either downscaling experiment (CLM7/CLM1, CLM5RLP/CLM1RLP) in winter. Precipitation of CLM1/CLM1RLP is close to the observations in summer.
For projections, our findings indicate less future warming in summer and more spatial variability of precipitation with fine-scale resolution regional climate modeling. Analysis of future climate change has shown that modeled precipitation extremes will be more severe, and temperature extremes will not exclusively increase with higher resolution. This information is important for regional impact and adaption models to provide information for the water and energy sectors, agricultural activities, and planning and management development. Although the differences between the resolutions considered in this work (7 km/4.5 km and 1.3 km) are small, we find that the differences in the associated changes in extremes are large.
Although super-computing resources have enormously increased over the past decades, it is still expensive to perform multiple long-term high-resolution RCM simulations. Developing convection-permitting climate simulations is on the agendas of the regional climate modeling and impact communities, and is, therefore, highly relevant and of scientific interest. A more realistic representation of extreme indices is important for impact studies as these indices constitute valuable information in flood, drought and landslide studies. Developing convection-permitting simulations with combinations of parameterizations adapted accordingly is currently an ongoing effort of, for example, the CCLM community working group and EURO-CORDEX FPS on Convective Phenomena. Therefore, to benefit from highresolution simulations, further studies are required, with effective parameterizations and tunings for different topographic regions considered. This future work would support the discussion of climate projection uncertainty caused by model response. That is another step in that direction, and demonstrates that the effort to increase resolution in the RCM model may have valuable benefits in climate change information. Impact studies should be aware of the impact of model resolution on model processes and climate change.
