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Abstract
Predicting the quality of a text document is
a critical task when presented with the prob-
lem of measuring the performance of a docu-
ment before its release. In this work, we eval-
uate various features including those extracted
from the text content (textual) and those de-
scribing higher-level characteristics of the text
(meta) features that are not directly available
from the text, and show how these features
inform prediction of document quality in dif-
ferent ways. Moreover, we also compare our
methods on both social user-generated data
such as tweets, and scholarly user-generated
data such as academic articles, showing how
the same features differently influence predic-
tion of quality across these disparate domains.
1 Introduction
Data is being produced at an exponential rate on-
line, with 90 percent of the data in the world gen-
erated over the last two years alone (Marr, 2018).
This includes tweets, blogs, news, scholarly pub-
lications and a host of social content. While so-
cial media is more popular nowadays, standard
text content is still an important method for dis-
seminating information and ideas. Formal texts
more amenable to syntactic parsing, such as news
and academic articles, have been well–studied in
terms of summarization, topic modeling, opinion
mining, information extraction, etc. On the other
hand, social media–based texts such as tweets, sta-
tuses, and text messages add more challenge to the
classical task, especially when considering out-of-
vocabulary words, length, and non-standard gram-
mar. For many text analysis tasks, such as predict-
ing the influence or factuality of articles or online
content, predicting the quality of a text document
becomes both useful and interesting. In this paper,
we explore different factors that could affect the
“quality” of a document, as well as provide a com-
parison between different types of unstructured
data to investigate the role of each factor. We con-
duct experiments to study the effects of our cho-
sen quality indicators on a dataset of 110k tweets
for user-generated social data and on the ACL an-
thology of more than 20K documents until year
2014, for user-generated scholarly text data. Since
the quality of a text document is a very subjective
measurement, in this work, we use the Pagerank
score as the class label for the scholarly articles
dataset, similar to (Yogatama et al., 2011), and the
number of retweets as the indicator of quality for
the tweets dataset, similar to (Hong et al., 2011).
Our experiments reveal several interesting and sur-
prising findings regarding the influence that var-
ious textual and meta-level features have on the
quality of a document, based on its domain.
2 Related Works
While numerous works exist in the literature for
prediction, analysis and assessment of document
quality (Hong et al., 2011; Yogatama et al., 2011;
Dalip et al., 2011; Coleman and Liau, 1975;
De Marneffe et al., 2012; Egbert and Plonsky,
2015), to the best of our knowledge we are the first
to perform such a comparative study of similar
quality indicators across disparate domains of
user-generated text. We cast the problem of
predicting a document's quality, or importance, as
a task in supervised learning, using an available
signal from the data as a proxy for the notion
of quality, and apply several methods towards
feature analysis and actual training of our datasets.
In the sections below, we therefore describe in
more detail each of the related areas pertaining to
the methods employed to obtain these features,
that are used as the indicators of quality in our
experiments.
2.1 Topic Modeling
Topic modeling assumes that each word in a col-
lection carries some meaning towards a set of top-
ics, where each document, treated as a combi-
nation of the words, then carries some meaning
with respect to the set of topics in the collection.
Thus a topic model learns a probability distribu-
tion for a set of topics across the set of documents
in a collection. We employ Latent Dirichlet Al-
location (LDA)(Blei et al., 2003) to obtain topic
distributions for each document in our datasets.
We infer 30 topics for our models obtaining a
30-dimensional real-valued feature vector for each
document.
2.2 Part-of-speech Analysis
Part-of-speech tagging is used to distinguish the
role of the word within a sentence, and to bet-
ter understand the structure of the sentence by an-
notating each word with a part-of-speech marker.
Some words have multiple part-of-speech tags, so
context is taken into account to break ties to ob-
tain the POS tag. A chain model that carries the
information from the previous predictions during
tagging, is used to obtain the context information.
We consider all tags available in the Penn Tree-
bank and obtain a 38-dimensional binary-valued
feature vector per document in this way.
2.3 Readability Analysis
Readability scores measure how easy it is to read
and understand a document. It tries to predict the
reaction from humans as they read the document.
In this work, we consider several readability met-
rics. The ColemanLiau Index of readability mea-
surement (Coleman and Liau, 1975; Dalip et al.,
2011) is calculated as:
CLI = 0.0588 × L− 0.296 × S − 15.9
where L is the average number of letters per 100
words and S is the average number of sentences
per 100 words.
The ARI metric (Dalip et al., 2011) where the
authors analyzed samples of the textbooks used in
the Cincinnati Public School System from which
they derived the multiple regression formula given
by:
ARI = 4.71 ×
characters
words
+
0.5×
words
sentence
− 21.43
It uses the average number of words per sentence
and the average number of characters per word to
estimate the readability.
The GFI metric (Dalip et al., 2011) is given by:
GFI = 0.4× (
words
sentences
+
100×
complexwords
words
)
The score uses the average number of words
per sentence and the average number of complex
words in the text, such that short sentences in plain
English achieve a better score than long sentences
written in a complicated language. A complex
word is defined as a word with three or more sylla-
bles. Each of these metrics gives us a real-valued
feature.
2.4 Sentiment Analysis
Sentiment analysis is used to extract subject infor-
mation from text content, and determine the atti-
tude of the author with respect to the overall po-
larity of the text. Generally this type of analysis
is performed on a word-to-word or sentence ba-
sis, and then combined together as the sentiment
of a document. Various models have been applied
to this problem, and most of them are treated as
a classification problem, with a deterministic or
probabilistic output indicating the polarity.
3 Datasets
3.1 Tweets
We extract English tweets through Twitter stream-
ing API across 7 days, and result in about 3.5 mil-
lion tweets. Since the task is to predict the influ-
ence of a tweet, we only pick the original tweets,
then filter out duplicates and strange-formatted
tweets that are not easy to process. We use the
number of retweets as the class label, and format
a binary decision similar to (Hong et al., 2011):
whether this tweet got any retweets (class 2) or
not (class 1) . Finally we trim the dataset to bal-
ance the data for both labels, and it results in 110k
tweets for this work.
3.2 Articles
The ACL Anthology (Bird et al., 2008) is a digital
archive of conference and journal papers in natural
language processing and computational linguistics
whose primary purpose is to serve as a reference
repository of research results, but the creators be-
lieve that it can also be an object of study and a
platform for research in its own right and have
made this dataset a public resource that can be
used for research in scholarly document process-
ing. We use the 2013 release of this dataset, span-
ning 21,212 papers, 17,792 authors, 342 venues
and 110,975 citations.
The Pagerank statistic available from the
dataset, was used as the class label for articles
since it measures the importance of an article
within a network. Here we looked at the real val-
ues of this statistic and choose the threshold as the
lowest positive value of Pagerank that corresponds
to 4163 articles out of the 11592 articles, to con-
vert this to a categorical value giving a binary de-
cision: well-cited paper (Y) versus not well-cited
paper (A). We trim the dataset to balance both la-
bels, and since only papers with positive values of
Pagerank were chosen every paper considered has
definitely been cited, hence the binary decision is
for moderate versus high importance as opposed
to cited yes/no, and it results in a dataset of 11592
articles for this work.
4 Methodology
4.1 Logistic Regression
Conditional or discriminative probabilistic mod-
els such as maximum entropy and logistic regres-
sion have been extensively used in NLP, IR, and
Speech. They give good performance and make it
easy to incorporate lots of linguistically important
features. They also allow automatic building of
language independent and retargetable NLP mod-
ules (Manning and Klein, 2003). These discrimi-
native (conditional) models take the data as given,
and put a probability over hidden structure given
the data. In this work, we therefore use logistic
regression as the predictive model for our experi-
ments as it is useful in estimating the parameters
of a qualitative response model (Kleinbaum et al.,
2002).
The model can be used for predicting the out-
come of a categorical dependent variable, based
on one or more explanatory variables; and it can
also be used for regression to predict a real-valued
number, which can also be thresholded to obtain a
binary classification. The probabilities describing
the possible outcomes of a single trial are mod-
eled as a function of the explanatory (predictor)
variables or features, using a logistic function, as
shown.
F (t) =
et
et + 1
=
1
1 + e−t
Since the Logistic function squashes linear re-
sponse into a real value between 0 and 1, it is inter-
pretable as a probability (Kleinbaum et al., 2002),
and therefore, for regression, we can use the out-
put directly, whereas for binary classification we
can label the output as the class with the higher
probability. Thus this model is perfectly suited to
our task of predicting PageRank or Retweet–based
class labels.
4.2 Feature Extraction
4.2.1 Meta Features
The Meta feature is used to describe some high
level characteristics other than textual content. In
this work, for tweets, we use the number of fol-
lowers, the number of favorites, and the number of
posted tweets of the author as meta features. These
can represent the popularity of the author, which
related to how many people can see the posts, and
the influence of the author. Since we use the num-
ber of retweets as the label, these features can also
be used to balance the activity level of the author.
For the scholarly article dataset, the meta fea-
ture set includes fields such as author in-citations,
author out-citations, author Pagerank, publica-
tion year, and publication venue, and it also in-
cludes some network-based features such as paper
between-ness centrality, closeness centrality, de-
gree centrality, paper in-citations, and paper out-
citations.
4.2.2 Textual Features
Text features are those extracted from the tex-
tual content of the articles or tweets (Dalip et al.,
2011). We extract two types of textual features
from the documents, a document coherence fea-
ture and a part-of-speech feature. Apart from
this we also include length features such as word
counts, character counts and sentence counts to
represent the text.
• Coherence/Topic Feature In general, a doc-
ument focuses on several key ideas that are
used to express the opinion of the author. We
believe the way the author organizes these
ideas is related to the quality of the docu-
ment. In this case it will affect the influ-
ence of the document. To capture the ar-
rangement of these ideas, we use topic mod-
eling to generate the distribution of topics
for a document. Thus, we treat this proba-
bility distribution as representative of the ar-
rangement of the ideas. Since most docu-
ments focus on a small number of topics,
and to prevent noisy information as well as
help the performance, we decide to take the
top-5 topics probabilities for a document as
the coherence feature by default, although
we perform the topic modeling for 30 topics.
For this work, we use Stanford Topic Mod-
eling Toolbox (Ramage and Rosen, 2011) for
LDA–based topic modeling. Thus we have
two sets of textual “coherence” features, the
set of 30 topic distributions, and the set of
top-5 normalized topic distributions for each
document.
• POS Feature POS tags are used to capture
the role and type of words within the sen-
tence. However, structured or formal and un-
structured or informal documents have very
different writing style, so we decide to use
domain specific POS tags for this task. For
articles, we use the standard Penn Treebank
POS tag set available within the NLTK pack-
age (Loper and Bird, 2002) used for generat-
ing POS statistics for the article corpus with
a total of 38 tags. For tweets, we used the
twitter-based POS tagger from OConnor to
generate a total of 24 tags (Owoputi et al.,
2012).
• Length Feature Document length varies
from one to the other, and it is closely related
to whether the reader would prefer the con-
tent. It is also critical to the POS feature, as
we do not normalize the feature, thus we put
the length as one of the features instead. This
includes the sentence counts, word counts
and character counts per document in case of
articles, and the word token counts in case of
tweets.
4.2.3 Readability Feature
It is not necessarily true that an easily understand-
able document has more influence among the read-
ers. However, we think there is some relation be-
tween these two, so we use the ColemanLiau index
as the readability feature. For the scholarly arti-
cles we also calculate and include the Automated
Readability Index and Gunning-Fog Index read-
ability measures described earlier as we want to
take the role of average words/sentence, average
characters/word and complex words into account
for longer structured text such as articles.
4.2.4 Sentiment Feature
Sentiment analysis is used to analyze the opin-
ion that the text expresses to be positive or neg-
ative. To be more specific, a binary indication
of the sentiment is too general for this task, so
we use a confidence probability score to represent
the sentiment of the text. Therefore it gives more
quantitative measurement of the sentiment of the
document. For the tweet dataset, we use a sen-
timent word list with probabilities created using
a Language-independent Bayesian method from
Davies and Ghahramani (Davies and Ghahramani,
2011).
In the case of articles, we used the TextBlob API
(Loria et al., 2014) for processing of the text for
extracting the sentiment feature, and we consider
two measures of sentiment, the average sentiment
over all sentences in the article and also the maxi-
mum sentiment or maximum value of polarity for
that article.
5 Experiments
Based on the individual features mentioned in the
previous section, we separate them into 4 cate-
gories:
(i) Metadata/Network Feature – features that are
not related to the actual text content of the
document, and used to describe some back-
ground of the author and the document (tweet
or article) and their peer network. In this
work, this includes the Meta feature.
(ii) Textual Feature – features that are directly
related to the text content of the document.
This includes the Coherence/Topic Feature,
POS feature, and Length features.
(iii) Readability Feature – this feature represents
the degree to which a reader can read and un-
derstand the document. In this work, this in-
cludes the different readability metrics.
(iv) Sentiment Feature – this feature represents
the opinion–based measures for the docu-
ment. In this work, these are the sentiment
features.
In order to explore the role of different features
as well as their categories, we run experiments
on the 16 different models with various feature
sets as shown in Table 1. Here Models 1-4 rep-
resent models having each individual category of
features, Model 5 has all feature sets, hence rep-
resent the “Full” model using top-5 topic features.
Model 6 is a Full model with all 30 topics. Models
7-14 represent feature set ablations from the Full
model, while Models 15 & 16 represent interesting
feature set combinations.
We use the Weka data mining toolkit
(Hall et al., 2009) to implement the logistic
regression classifier, and use its default settings.
We apply 10-fold cross validation for our training
and testing dataset split. We record results for
metrics such as Precision, Recall, and F1-score
for each class and the weighted average for each,
and also the overall accuracy of the model.
6 Results
6.1 Tweets Dataset
The models are evaluated on the 110k tweet
dataset, and we record the Accuracy, F1 scores for
Class 1 (no retweet) and Class 2 (got retweeted),
Average F1 score, Average Precision and Recall.
The data is all labeled with 54.6% in Class 1.
Table 2 lists the overall performance of the
models on Tweet dataset. It can be seen that full
models give relatively good performance. How-
ever, excluding coherence/topic feature outper-
forms the full model. Class 1 has a much better
F1-scores compared to Class 2. It shows that the
system works better in predicting a tweet to have
no retweets.
In general, no single set of features outperforms
the full model. The Meta feature has the best re-
sult among them, and it even gives a better re-
sult than the textual feature. It indicates that not
knowing anything about the content, but knowing
the author is most predictive of the quality of the
tweet. This is actually similar to some previous
work that claims meta or follower retweet counts
have a huge impact on the influence of the tweet
(Khabiri et al., 2009; Petrovic et al., 2011). More-
over, the sentiment or readability feature does not
carry much semantic meaning, so it cannot be used
as a good single predictor for tweets. We also no-
tice that more topics as the summary of the content
does not have a clear influence on the prediction
for tweets.
Considering the feature ablation studies, remov-
ing the POS or Meta feature sets result in the most
decrease in performance. It further proves that
the Meta feature has a huge impact on the over-
all prediction. Meanwhile, POS features, related
to the textual content, also has a considerable im-
pact, which indicates that the syntactical use of
words and maintaining grammatical structure of
the sentence may bring gains in perceived qual-
ity of the tweet. On the other hand, removing
readability and length features do not have much
impact on the system performance, indicating the
quality of tweets is not mainly judged by the com-
plexity of the writing. Furthermore, removing the
sentiment feature results in some decrease, which
agrees with the previous discussion that sentiment
does not inform much to the prediction of tweet
quality. But it has more positive impact on a model
that has relatively poor performance (e.g. Meta-
data vs. Textual).
Finally, removing topic features improves the
performance. The use of topics to summarize the
text content may not help in predicting the qual-
ity, and it also suggests that non-semantic features
contribute more to the prediction. The worst per-
formance of using coherence/topic feature alone
also shows the weakness of the semantic-related
features.
To sum up, using all features gives a relatively
good performance. However, metadata only also
has a huge impact on the prediction. Sentiment
seems to be an average indicator for this task on
tweets, while readability and length features are
not the big predictors either. Moreover, the use of
topics as a summary does not play a good role as
hypothesized, and even has a negative impact in
some cases. The choice of number of topics does
not clearly make a difference either.
6.2 Articles Dataset
We run the models on the dataset of 11592 articles
with balanced Pagerank score, and record the per-
formance metrics such as Accuracy, F1 scores for
each class, Average F1 score, Average Precision
and Recall. In balancing the dataset our default or
majority class turns out to be class Y, i.e. for the
well-cited papers, with 64.08% of the dataset re-
siding in this class. We perform most of our com-
parisons against this baseline.
Table 3 shows the model performance on the
Articles dataset. In the overall comparison we
Table 1: Model Feature sets and Ablations
No. Description No. Description
1 Meta/Network Feature 9
Full Model without Coherence/Topic
Feature
2 Readability Feature 10 Full Model without POS feature
3 Sentiment Feature 11 Full Model without Length Feature
4
Textual Feature (Coherence/Topic Feature
12 Full Model without Meta Feature
+ POS Features + Length Feature)
5
Full Model (Meta Feature + Readability
13 Coherence/Topic Feature with 5 topics
Feature + Sentiment Feature + Textual Feature)
6
Full Model with 30 topics in
14 Coherence/Topic Feature with 30 topics
Coherence/Topic Feature
7 Full Model without Readability Feature 15 Textual Feature + Sentiment Feature
8 Full Model without Sentiment Feature 16 Meta Feature + Sentiment Feature
Table 2: Model Performance on Tweets Dataset
Features Accuracy F1 Class 1 F1 Class 2 F1 Precision Recall
Meta/Network 58.05 71.1 23.5 49.5 62.1 58.0
Textual (Topics + POS
56.97 64.2 46.1 56.0 56.4 57.0
+ Length)
Readability 54.68 70.2 5.4 40.8 53.3 54.7
Sentiment 54.60 70.6 0.0 38.6 29.8 54.6
Full 5 topics 60.66 67.7 49.7 59.5 60.4 60.7
Full 30 topics 60.69 67.6 50.0 59.6 60.4 60.7
Full no sentiment 60.14 67.5 48.5 58.9 59.9 60.1
Full no readability 60.63 67.7 49.6 59.5 60.4 60.6
Full no topics 60.90 68 49.7 59.7 60.7 60.9
Full no POS 58.57 69.5 35.5 54.1 59.2 58.6
Full no length 60.49 67.6 49.5 59.4 60.2 60.5
Full no network/meta 57.47 64.3 47.5 56.6 56.9 57.5
Coherence only (5 topics) 54.36 69.9 6.1 40.9 50.8 54.4
Coherence only (30 topics) 54.23 69.5 8.8 41.9 50.8 54.2
Meta/Network + Sentiment 58.11 71.1 23.9 49.7 62.1 58.1
Textual (Topics + POS
57.57 64.4 47.4 56.7 57.0 57.6
+ Length) + Sentiment
Table 3: Model Performance on the Articles Dataset
Features Accuracy F1 Class A F1 Class Y F1 Precision Recall
Meta/Network 86.28 81.4 89.1 86.3 86.5 86.3
Textual (Topics + POS
67.96 26.0 79.6 60.3 70.5 68.0
+ Length)
Readability 65.57 27.9 77.4 59.6 63.0 65.6
Sentiment 67.69 25.2 79.4 59.9 69.9 67.7
Full 5 topics 86.74 81.8 89.6 86.8 86.8 86.7
Full 30 topics 86.81 81.9 89.6 86.9 86.8 86.9
Full no sentiment 86.65 81.7 89.5 86.7 86.8 86.6
Full no readability 86.81 81.9 89.6 86.9 86.9 86.8
Full no topics 86.49 81.5 89.4 86.5 86.6 86.5
Full no POS 86.75 82.0 89.5 86.8 87.0 86.7
Full no length 86.77 81.9 89.6 86.8 86.9 86.8
Full no network/meta 67.52 27.6 79.1 60.6 68.0 67.5
Coherence only (5 topics) 66.98 25.5 78.8 59.7 67.0 67.0
Coherence only (30 topics) 67.47 34.9 78.3 62.7 66.1 67.5
Meta/Network + Sentiment 86.53 81.8 89.3 86.7 86.8 86.5
Textual (Topics + POS
68.05 26.4 79.6 60.5 70.6 68.0
+ Length) + Sentiment
find, not too surprisingly, that the Full model with
30 topics as the coherence feature gives the best
overall performance at 86.81%. The Full model
using top-5 topics comes in a close second at
86.74% on accuracy, and nearly the same other
scores. Hence we pick this model as the baseline
for comparisons in all of our feature ablation ex-
periments. As in the case of articles, the major-
ity class Y of well-cited papers has a much better
F1 compared with class A of moderate importance
papers, as can be expected. We know that ACL
conference papers with Pagerank beyond our min-
imum positive threshold are likely to be well-cited
within the community, i.e. at least better cited than
the least cited papers within the community (i.e.
class A), which our system correctly tends to pre-
dict.
In comparing with the individual feature mod-
els, no single model is able to surpass the per-
formance of the full models with both 5 and 30
coherence features, though Metadata comes clos-
est, at 86.28%. Readability, Sentiment and Textual
individual feature set models are the least predic-
tive of quality, though F1-scores show that they
do predict the well-cited class correctly with fairly
high confidence. Comparing all the scores for just
the two Coherence features we find that the model
with 30 topics does better overall than that with
top 5 normalized topics.
Next, considering the feature ablations against
the full model (here we use the full model with
5 topics for coherence, at 86.74%), complemen-
tary to findings for individual models, we find
that removing the Textual-based features such as
Readability, POS and Length actually increases
the performance of the system to 86.81%, 86.75%
and 86.77% respectively showing that these fea-
tures are actually hurting prediction performance
for Articles, whereas taking away the coherence
features reduces performance indicating that these
do contribute to the overall performance of the full
model for Articles. As for the role of Sentiment,
we see that when “added” to the individual models
of Metadata, Textual and the Full model, it signif-
icantly contributes to the performance all-round,
for Accuracy, Avg. F1, Avg. Precision and Avg.
Recall.
In this set of experiments we run the individ-
ual models for each feature set and compare the
performance of each against the full model. Here
we find that full model with the 30 topic features
performs the best, with the non-textual metadata
model performing the best among all the indi-
vidual feature sets, with 86.28% accuracy. Per-
haps surprisingly, Sentiment and Readability mod-
els give the least performance, and do almost sim-
ilarly with 67.69% and 65.57% accuracy respec-
tively, and the Textual model does only slightly
better than Sentiment and Readability with an ac-
curacy of 67.96% and precision at 70.5% compa-
rable to Sentiment at 69.9%.
As seen previously, the removal of Metadata or
Non-Textual features has the most negative impact
on performance on the Full model, removing Co-
herence features (top-5 topics) also hurts perfor-
mance, whereas removal of other textually based
features like Readability, POS and Length actually
increases performance indicating that these con-
tribute little in terms of predictive value. The Full
model also takes a hit on removal of sentiment,
which hurts the performance.
As we can see from the results and previous
discussion, Sentiment adds predictive value on all
measures to each of the models, Metadata (Non-
textual), Textual (Coherence+POS+Length) and
Full models (top-5 topics). This highlights the fact
that sentiment can play an important role in the
how a scholarly article is received.
Thus, in the case of articles, Metadata fea-
tures such as author, in-cites, out-cites, central-
ity measures, and Coherence/Topic features con-
tribute the most predictive value to the overall
model, whereas other textually derived features
such as Readability, Length and POS can actually
hurt the performance. Contrary to the tweets do-
main, sentiment does contribute predictive value
to the overall model for scholarly articles.
7 Conclusion and Future Work
Besides the in-domain analysis of indicators of
document quality, there are also some interest-
ing differences and similarities in feature infor-
mativeness across domains. We find that for the
tweets domain, sentiment does not have a notice-
able influence on predicting whether a post will
be retweeted or not. However, for articles, senti-
ment does bring an improvement over Metadata,
Textual and Full models (5 topics). This seems
to match with the intuition that tweets are primar-
ily an opinion-based form of user-generated text
where it does not add much more predictive value
for tweet quality, whereas it does add a lot more
predictive value to the quality of scholarly text.
We also find that for both tweet and article do-
mains Metadata or Non-Textual features play a
significant role in increasing prediction accuracy,
followed by Coherence/Topic features. This ap-
peals to the intuition that this may be because peo-
ple tend to relate the quality of a document with its
author, or some other background factors. While
our datasets are fairly balanced, this effect may
also be due to the use of class labels that are in-
herently more biased towards the non-textual ele-
ments in both the datasets.
Hence a different labeling scheme, perhaps
manual annotation, could be used to see if this
offsets the role of Metadata and boosts the role
of Textual-based features. Since our work is the
first effort known to us to perform a comprehen-
sive analysis of quality indicators across very un-
related domains of user-generated text, and since
our study constitutes an exploration of the most
predictive feature sets for this task, we hope that
our work will represent the baseline for such other
comparisons across numerous interesting domains
or sub-domains within social media text and schol-
arly text.
For future extensions to this work we would
like to include context features into our models,
e.g., referring texts such as new textual content
added into a retweet for a new tweet, and explore
the role of citing sentences (Abu-Jbara and Radev,
2012) for articles. Additionally we would like to
look at methods to improve the informativeness of
our textual features as quality indicators, by pos-
sibly deriving semantic features by vocabulary ex-
pansion using WordNet and other ontologies, or
via the use of skip gram features or top-ranking
neighbor word embeddings (Mikolov et al., 2013).
Since our study is mainly about trying to under-
stand which features from the text are most indica-
tive of the quality or importance of a document, we
would also like to experiment with labels differ-
ent from our current choices or a combination of
labels, as there might be elements in our top per-
forming Metadata features, that are biased towards
predicting our particular choice of labels for both
domains.
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