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When designing molecular functional materials, the properties of the active specie, the dye, must
be optimized fully accounting for environmental effects. Here we present an effective model to
account for the spectroscopic effects of the medium electronic polarizability on the properties of
charge-transfer dyes. Different classes of molecules are considered and the proposed antiadiabatic
approach to solvation is contrasted with the adiabatic approach, currently adopted in all quantum
chemical approaches to solvation. Transition frequencies and band-shapes are addressed, and the
role of the medium polarizability on symmetry-breaking phenomena is also discussed.
I. INTRODUCTION
The effective design of molecular materials for innova-
tive applications requires the concurrent optimization of
the active specie, the dye, and its matrix, a highly non
trivial task, since the molecular properties depend, in an
intrinsically non-linear way, from the properties of the
local environment. Charge transfer (CT) dyes composed
of electron-donor (D) and acceptor (A) moieties con-
nected by pi-conjugated bridges find applications in solar
cells,1 OLED,2,3 non-linear optics,4–7 and are interest-
ing model systems for photoinduced CT.8,9 The presence
of low-lying excited states and of delocalized electrons
makes these molecules extremely responsive to the local
environment.10 Intermolecular interactions in aggregates,
supramolecular complexes and crystals have been dis-
cussed in different contexts, underlying how mutually in-
teracting polarizable and/or polar molecules lead to spe-
cific spectroscopic features that cannot be reconciled with
the standard exciton models.11–18 But even in compara-
tively simple systems, where the dye is dissolved in dilute
solutions, in polymeric matrices or glasses, environmen-
tal effects may be quite impressive, ranging from the sol-
vatochromism of polar dyes,19,20 to symmetry breaking
phenomena21–24
Essential-state models (ESMs) were proposed and suc-
cessfully applied to describe low-energy spectral proper-
ties of CT dyes in different environments.10,14,21–23 ESMs
are a family of parametric Hamiltonians that only ac-
count for few electronic molecular states, usually corre-
sponding to the main resonating structures that char-
acterize each dye, coupled to a few effective vibrational
modes, to account for the geometry relaxation accom-
panying the CT process. After the success with dipolar
D−pi−A dyes,25,26 ESMs were applied to more complex
quadrupolar and octupolar structures (see Fig. 1).21,22,27
The main asset of ESMs is the ability to rationalize in a
single theoretical framework linear and non-linear optical
spectra of the dyes, also addressing important and highly
non-trivial environmental effects.
Limiting attention to the simplest environment, the
solvent in a dilute solution, the most widely discussed
effects are related to the solvent polarity.19,20,28 A po-
FIG. 1. Schematic representation of the main resonating
structures of dipolar, quadrupolar and octupolar CT dyes.
lar solvent stabilizes the polar states of the solute, an ef-
fect related to the (re)orientation of the solvent molecules
around the solute. Polar solvation is therefore related to
slow degrees of freedom. The best known consequences
of polar solvation are the solvatochromic effects in ab-
sorption and fluorescence spectra of polar dyes,19,20,26 as
well as solvent-induced symmetry breaking.21,23
The solvation contribution due to electronic degrees
of freedom of the solvent is much less discussed. It is
related to the electronic polarizability of the solvent, as
described by its refractive index at optical frequencies,
and is then associated to fast degrees of freedom, that
lead to a quasi-instantaneous adjustment of the electronic
cloud of the solvent during an electronic transition of
the solute. The narrow variability of the refractive in-
dex of common solvents hinders the experimental assess-
ment of this solvation contribution and allowed to im-
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2plicitly account for fast solvation effects in ESMs via a
renormalization of the model parameters, extracted from
experiment.29 However, fast solvation effects must be
properly understood and explicitly accounted for in order
to reliably parametrize ESMs against quantum-chemical
calculations in gas-phase, or to address spectral proper-
ties of dyes in condensed media and, more generally, in
media showing significantly different polarizabilities.
In a recent paper,30 the role of fast solvation on spec-
tral properties of organic molecules was addressed under-
lying how current approaches to environmental effects, as
implemented in continuum solvation models31–35 as well
as in mixed QM-MM approaches integrating quantum
mechanical models for the molecular species and molec-
ular mechanics models for the medium,36 fail to properly
address the phenomenon. Here we extend the discussion
to several families of CT dyes, exploiting ESMs as a sim-
ple and effective tool to obtain a reliable interpretative
scheme for solvation effects in these systems. Specifically,
we will discuss how optical spectra of CT dyes are af-
fected by the local environment, also addressing the role
of solvation in driving symmetry breaking in quadrupolar
and octupolar dyes.
II. THE MODEL
We consider three different families of dyes, dipolar,
quadrupolar and octupolar systems, whose main resonat-
ing structures are depicted in Fig. 1. The electronic basis
set is defined in all systems by the neutral structure |N〉,
and either 1, 2 or 3 zwitterionic structures |Zi〉 for dipo-
lar, quadrupolar and octupolar systems, respectively. We
consider perfectly symmetric quadrupolar and octupolar
dyes. Accordingly, for each dye all zwitterionic structures
are equivalent with energy 2z measured with respect to
the |N〉 state, and are mixed to |N〉 by the same matrix
element −τ . The electronic Hamiltonian reads:
Hel = 2zρˆ− τ
n∑
i=1
|Zi〉 〈N | (1)
where i runs over the n molecular branches (n = 1 for
dipolar, n = 2 for quadrupolar and n = 3 for octupolar
dyes) and ρˆ =
∑n
i=1 |Zi〉 〈Zi| is the ionicity operator mea-
suring the cumulative weight of zwitterionic structures.
The dipole moment operator is defined on the diabatic
basis, only accounting for its main contribution, i.e. as-
signing a sizable dipole of modulus µ0 to each zwitteri-
onic D+ − A− branch. In the reference frame in Fig. 1,
the dipole moment operator for the different structures
reads:
µˆx = µ0ρˆ µˆy = 0 µˆz = 0 dipolar
µˆx = µ0δˆ µˆy = 0 µˆz = 0 quadrupolar (2)
µˆx = µ0δˆx µˆy = µ0δˆy µˆz = 0 octupolar
where for the quadrupolar dye we have introduced the
auxiliary operator
δˆ = |Z1〉 〈Z1| − |Z2〉 〈Z2| (3)
and two auxiliary operators are needed for the octupolar
dye:
δˆx =
√
3
2
(|Z2〉 〈Z2| − |Z3〉 〈Z3|)
δˆy = − |Z1〉 〈Z1|+ 1
2
(|Z2〉 〈Z2|+ |Z3〉 〈Z3|)
(4)
To account for the variation of the molecular geometry
upon CT, an effective coordinate is introduced, qi (pi
is the conjugated momentum) for each molecular arm.
Assuming a harmonic potential with the same curvature
for all basis states (linear electron-vibration coupling),
the vibrational Hamiltonian reads:
Hmol = Hel −
√
2vωv
n∑
i=1
qi |Zi〉 〈Zi|+ 1
2
n∑
i=1
(
ω2vq
2
i + p
2
i
)
(5)
where ωv is the vibrational frequency and v is the vibra-
tional relaxation energy associated with the CT along
each molecular arm.
For the sake of clarity, when dealing with the inter-
action between the dye and the surrounding medium we
will use the term solute and solvent to refer to the dye
and the medium, respectively, irrespective of their spe-
cific nature. In the simplest model, the solvent is de-
scribed as a continuum elastic dielectric medium that is
perturbed by the solute, described as a point dipole. The
solvent then generates at the solute location an electric
field (the reaction field) proportional to the solute dipole.
The solute is in turn affected by the reaction field, lead-
ing to a self-consistent problem.19,28,37 The solvent re-
acts on two different time-scales: the electronic solvent
response, with typical frequencies in the UV, is faster
than the solute degrees of freedom. On the opposite, the
orientational motion of polar solvent molecules is much
slower than the electronic and vibrational degrees of free-
dom of the solute. Accordingly, the reaction field ~FR is
separated into an electronic (subscript el) and an orien-
tational (subscript or) contribution, both proportional to
the solute dipole moment:
~FR = ~Fel + ~For = rel〈~µ〉+ ror〈~µ〉 (6)
The rel/or prefactors depend on the dielectric properties
of the medium. Explicit expressions have been derived
relating these quantities to the medium refractive index,
dielectric constant and the shape and size of the cavity
occupied by the solute.28,37 Irrespective of the specific
model, the orientational component of the solvation field
is sizable only for polar solvents, so that ror ∼ 0 in non-
polar media.
The different timescales of the two components of the
reaction field call for different approximation schemes.
3Specifically, the adiabatic approximation can safely be
applied to slow solvation, while fast solvation can be dealt
with in the antiadiabatic approximation,38 as discussed
in Ref. 30. Accordingly, the complete Hamiltonian, also
accounting for the solute-solvent interaction, reads
H = Hmol +
[
F 2el
2rel
+ Tel − ~ˆµ · ~Fel
]
+
[
F 2or
2ror
− ~ˆµ · ~For
]
(7)
where the terms relevant to electronic and orientational
solvation have been separated into square brackets. In
both terms the quadratic contribution in the reaction
field accounts for the potential energy (the energy re-
quired to create the field) in the harmonic approxima-
tion. The relevant force constant is fixed to (rel/or)
−1
upon imposing the equilibrium condition in Eq. 6.29,30
The kinetic energy relevant to polar solvation is neglected
in the adiabatic approximation, while it is accounted for
as Tel for the electronic component. Polar solvation has
been extensively discussed in the framework of ESMs and
will not be addressed here. We therefore only discuss the
electronic (fast) contribution to solvation dropping the
last term in the Hamiltonian in Eq. 7, setting For = 0,
as relevant to non-polar solvents.
The effective frequency ωel associated to the fast com-
ponent of the reaction field accounts for the electronic
excitation of the solvent, typically in the mid-far UV re-
gions, at much higher frequencies than the transition fre-
quencies of the solute, in the visible or near-UV region.
Accordingly, we adopt an antiadiabatic approximation,
setting ωel → ∞,30 to define the following renormal-
ized solute Hamiltonian, implicitly accounting for fast
solvation:30
HAA = Hmol − rel
2
~ˆµ2 (8)
Fast solvation then introduces a two-electron term in the
electronic Hamiltonian, that however, in ESM acquires a
very simple form with a clear physical meaning. Indeed
for all CT dyes discussed here, with dipolar, quadrupolar
or octupolar structure, one finds ~ˆµ2 = µ20ρˆ, so that
HAA = Hmol − elρˆ (9)
where el = µ
2
0rel/2 measures the amount of energy
gained by the system in a zwitterionic state due the relax-
ation of the electronic clouds of the solvent molecule. In
other terms, when going from gas phase to solution, the
energy 2z required to separate a charge along a molecular
arm is reduced by the solvent relaxation energy related
to fast solvation, so that z → z − el/2.
The above equations are fairly general and do not de-
pend on the details of solvation model. Relating el to
the solvent properties and specifically to the solvent re-
fractive index, requires however a specific description of
the solute-solvent system. A widely adopted approach
assumes that the solute occupies a spherical cavity in
the solvent, with radius a.28,37 In this hypothesis
rel =
2
4pi0a3
η2 − 1
2η2 + 1
(10)
where η is the solvent refractive index at optical frequen-
cies. We will use this approximate relation to estimate a
reasonable variability range for el.
In the following, we will present selected results ob-
tained for the three families of dyes in Fig. 1, to dis-
cuss the effects of the medium polarizability on molec-
ular properties. Relevant results will be compared with
results obtained adopting the adiabatic approximation
to describe fast solvation. In this approximation, the
kinetic energy associated with the electronic degrees of
freedom of the solvent, Tel in Eq. 7, is neglected and
an effective Hamiltonian is defined for each electronic
state of the solute, fixing ~Fel to its equilibrium value
relevant the specific state of interest. Due to the fast
dynamics involved in the solvent electronic polarization,
the adiabatic approximation is clearly not suitable to
describe fast solvation.30 However, current implementa-
tions of continuum solvation models in quantum chemi-
cal codes all rely in the adiabatic approximation for both
the orientational and electronic components of solvation
field,39–41 and the same approximation is also adopted
in current application of QM-MM models.36 It is there-
fore important to stress the limits of this widely adopted,
even if not explicitly acknowledged, approximation.
III. RESULTS AND DISCUSSION
A. Polar dyes
Neglecting electron-vibration coupling (v = 0 in Eq.
5), the molecular properties of polar D−pi−A dyes only
depend on the z/τ ratio. In the following we use units
such that h¯ = 1 and set τ as the energy unit. The
actual τ value for most CT dyes is of the order of 1
eV,26 even if for dyes of interest for thermally delayed
fluorescence applications,3,42,43 typical τ are one order of
magnitude smaller. All properties of interest can be ex-
pressed as a function of ρ: the transition dipole moment
is µCT = µ0
√
ρ(1− ρ), showing a maximum at ρ = 0.5
, and the transition frequency is ωCT = τ/
√
ρ(1− ρ),
showing a minimum at ρ = 0.5. The permanent dipole
moment is µG = µ0ρ and µE = µ0(1 − ρ) in the ground
and excited state, respectively, so that the mesomeric
dipole moment µE−µG = µ0(1−2ρ) is positive for mostly
neutral dyes (ρ < 0.5) and negative for mostly zwitteri-
onic dyes (ρ > 0.5). Accordingly, mostly neutral dyes
show normal solvatochromic behavior (the absorption
band redshifts upon increasing solvent polarity) while
mostly zwitterionic dyes show inverse solvatochromism
(the absorption band blueshifts upon increasing solvent
polarity), so that a simple spectroscopic data allow to
discriminate between the two classes of polar dyes.
Fig. 2 collects results for a mostly neutral dye (z =
0.75, corresponding to ρgas = 0.2) and a mostly zwitte-
rionic dye (z = −0.75, ρgas = 0.8). Analytical results for
the purely electronic model (v = 0) in panels a-c and f-h
show the evolution of the molecular properties when el
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FIG. 2. Fast solvation effects on the properties of polar chromophores with ρgas = 0.2 (left side) or ρgas = 0.8 (right side). On
each side, right panels show properties (ground-state ionicity, transition dipole moment, transition frequency) as a function of
el for a system with v = 0 . The right panels show vibronic bandshapes calculated for a system with v = 0.3 and el = 0.32.
Antiadiabatic (AA) results: black lines; Adiabatic (AD) results with Fel equilibrated with the ground state (full blue lines) or
with the optically-allowed excited state (dotted blue lines).
increases from 0, as relevant to the gas phase, to larger
values, typical of organic media. In all cases, the ionic-
ity ρ increases with el, as a result of the stabilization
of charge separated states by the electronic polarizabil-
ity of the environment. Adiabatic results (blue lines in
Fig. 2) show quantitative and sometimes sizable devia-
tions from the antiadiabatic results (black curves), but
the most clear failure of the adiabatic approach is recog-
nized in having two different sets of results, correspond-
ing to the two different adiabatic Hamiltonians obtained
upon fixing the reaction field to the equilibrium value for
the ground state (blue continuous lines) or for the excited
state (blue dotted lines). This is clearly unphysical, since
the electronic clouds of solvent molecules readjust quickly
(instantaneously in the antiadiabatic limit) to the charge
reorganization in the solute. In any case, taking adia-
batic results at face value, one should use the adiabatic
Hamiltonian with Fel equilibrated to the ground state
or to the excited state to simulate absorption or fluores-
cence processes, respectively. This leads to a spurious
red-shift of the fluorescence band with respect to the ab-
sorption band. To get rid of this spurious Stokes-shift,
two different approaches are currently implemented in
quantum chemical packages. In the first approach, first
order perturbation theory is used to calculate the energy
corrections due to solvation, without the need to diago-
nalize two different Hamiltonians.32,34 In the second ap-
proach the transition energy (coincident for absorption
and fluorescence) is defined as the difference between the
energy of the excited state, calculated diagonalizing the
adiabatic Hamiltonian with Fel equilibrated to the ex-
cited state, and the energy of the ground state, calculated
diagonalizing the adiabatic Hamiltonian with Fel equili-
brated to the ground-state.44 This strategy is however
untenable on physical grounds, as it defines electronic
transitions between states obtained upon diagonalizing
two different Hamiltonians. The inconsistency of the ap-
proach, leading to undefined transition dipole moments,
most clearly points to the fundamental failure of the adi-
abatic approach to fast solvation.
To address vibronic bandshapes we account for
electron-vibration coupling in a non-adiabatic calcula-
tion. Specifically, we solve the molecular Hamiltonian in
Eq. 5 (modified as in Eq. 8 to account for fast solvation
in the antiadiabatic limit, or accounting for the static
corrections due to the equilibrated Fel in the adiabatic
limit) by writing the corresponding matrix on the basis
defined as the direct product of the electronic basis states
times the eigenstates of the harmonic oscillator(s) in the
last term of equation 5. Of course the vibrational basis is
truncated to a large enough number of vibrational states
as to obtain convergence. Once the molecular Hamil-
tonian is diagonalized, the absorption and fluorescence
spectra are calculated from the transition energies and
transition dipole moments assigning each vibronic tran-
sition a Gaussian lineshape with fixed linewidth (in this
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FIG. 3. Top panels: sketch of the essential states of class I, II
and III quadrupolar dyes. Bottom panel: phase diagram for
quadrupolar dyes. The black line show antiadiabatic (AA)
results, the blue lines show adiabatic (AD) results for el =
0.3.
work it is set to 0.04).45 In the antiadiabatic approach to
fast solvation the eigenstates obtained upon diagonaliza-
tion of a single effective Hamiltonian enter the calcula-
tion of both absorption and fluorescence spectra. On the
opposite, in the adiabatic approach to fast solvation two
different Hamiltonians with Fel equilibrated either to the
ground or to the excited state are used for the calcula-
tion of absorption and fluorescence spectra, respectively.
In Fig. 2, the rightmost panels relevant to each dye show
an example of vibronic bandshapes calculated for absorp-
tion and emission spectra setting v = 0.3. Since we are
interested in comparing bandshapes, all normalized spec-
tra are translated to set the origin of the energy axis at
the 0-0 transition energy. Calculated absorption and flu-
orescence bandshapes in the adiabatic approximation are
marginally different from antiadiabatic results.
B. Quadrupolar chromophores
To address the electronic problem of quadrupolar dyes
we exploit symmetry, combining the two degenerate basis
states |Z1〉 and |Z2〉 as |Z±〉 = (|Z1〉 ± |Z2〉)/
√
2). The
mixing between |Z+〉 and |N〉 gives the ground state |G〉
and an excited state |E〉. The excited state |E〉 cannot
be reached upon one-photon absorption and is located at
higher energy than the optically active state |C〉 = |Z−〉.
The mixing between |N〉 and |Z+〉 only depend on the
z/τ ratio.21 As sketched in the top panels of Fig. 3, sys-
tems with large mixing (ρ ∼ 0.5) are characterized by
large transition energies (class II dyes), while systems
with small mixing (ρ → 0 or 1 class I or III dyes, re-
spectively) show a pair of quasi-degenerate eigenstates,
signalling a conditional instability.21
Studying the problem for the isolated molecule in the
gas phase (Eq. 5) we can collect valuable information
about the tendency of the dye towards symmetry break-
ing, adopting an adiabatic approximation to treat molec-
ular vibrations. Along these lines, the potential energy
surfaces (PES) for the ground and excited states can be
drawn and analytical results may be obtained for the
phase diagram of quadrupolar dyes (bottom panel of
Fig. 3). In the (v, ρ) plane the black curves mark the
boundaries between the three different classes: for class I
dyes the PES associated to the first excited state shows a
double minimum, suggesting the tendency to symmetry
breaking for this state. Class II dyes are characterized by
well-behaved PES for all three states that are therefore
not prone to symmetry-breaking. Finally class III dyes
are characterized by a bistable ground state. It is impor-
tant to underline at this stage that symmetry breaking
cannot be observed in an isolated molecule.46 The dou-
ble minimum in the excited or ground state of systems
in class I or III, respectively, does not necessarily imply
a symmetry breaking phenomenon, since any finite-size
system will always oscillate between the two minima re-
covering the full symmetry of the system in a sort of
dynamical Jahn-Teller effect.47 Of course a genuine sym-
metry breaking may be observed if the dye is dissolved
in a polar solvent. Polar solvation, corresponding to an
extremely slow motion, can be described accurately in
the adiabatic approximation, and the relevant relaxation
energy, or = µ
2
0rel/2, enters the picture summing up to
v in the phase diagram in Fig. 3, thus widening the
region where either the ground or excited state instabil-
ity occurs.21 Even more importantly, the slow motion of
polar solvation basically freezes the system in one of the
minima not allowing tunneling in any time of relevance to
optical spectroscopy. Symmetry breaking driven by polar
solvation in the excited state of class I polar dyes quite
naturally explains the large positive solvatochromism ob-
served in fluorescence spectra of these systems,21,24 while
the ground-state symmetry breaking in class III dyes is
the key to understand the anomalous absorption solva-
tochromism observed in long cyanine dyes, in spite of
their nominally symmetric structure.23,48
Accounting for fast solvation does not alter the picture.
Indeed in the antiadiabatic approximation, the electronic
polarizability of the solvent lowers the energy gap 2z, as
discussed in Section II, leading to an increase of ρ. How-
ever, the phase diagram in Fig. 3 still applies: the black
lines separating the different regions in the phase dia-
gram are not affected by the variation of the medium
refractive index. Instead, if the adiabatic approximation
is incorrectly enforced to describe fast solvation, the rel-
evant relaxation energy el would enter the picture much
as in the case of polar solvation, hence summing up to v
in Fig. 3 favoring symmetry breaking. In other terms, as
illustrated in the phase diagram in Fig. 3 for the specific
case el = 0.3 (blue lines), the boundaries between the
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FIG. 4. Fast solvation effects on the properties (ground-state ionicity, transition dipole moment, transition frequency) of
quadrupolar dyes belonging to different classes and with v = 0. Two transition energies are shown corresponding to the C and
E states (lower and higher transition energy, respectively). The transition dipole relevant to the transition from the ground to
the E state vanishes and is not shown. Antiadiabatic (AA) results: black lines; Adiabatic (AD) results with Fel equilibrated
with the ground state (full blue lines) or with the optically-allowed excited state (dotted blue lines). The abrupt changes
observed in adiabatic results mark the occurence of symmetry breaking.
different regions in the phase diagram would be down-
shifted by el, artificially widening the instability regions
associated with class I and class III dyes.
Fig. 4 shows analytical results for the electronic model
(v = or = 0) relevant to three quadrupolar systems
with z adjusted as to have ρgas = 0.2, 0.5 and 0.8, as
representative of class I, II and III dyes, respectively. In
all cases, the antiadiabatic results (black lines) predict
an increase of ρ with increasing the medium polarizabil-
ity. This always implies an increase of the transition
dipole moment µCT for the allowed G → C transition.
For the class I system (ρgas = 0.2) the two transition
frequencies (G → C and G → E) decrease considerably
with the medium refractive index, while the effects are
less pronounced in the other two systems, with the low-
est (highest) transition decreasing (increasing) in energy
with el.
Enforcing the adiabatic approximation for fast solva-
tion leads to different Hamiltonians, depending on the
reference state selected to equilibrate the reaction field.
Continuous and dotted blue lines in Fig. 4 refer to adia-
batic results obtained fixing Fel to the equilibrium value
relevant to the ground state or to the optically-allowed
(C) excited state, respectively. Since the ground-state
dipole moment vanishes as long as the ground state sym-
metry is conserved, adiabatic results obtained for Fel
equilibrated to the ground state do not vary at all with
el as long as the ground-state symmetry is preserved.
This is the case for the quadrupolar dye with ρgas = 0.2
(left panels), where no variation of either ρG or µCT or
ωCT is obtained in the ground-state adiabatic approxima-
tion (full blue lines) when el is increased. On the other
hand, adiabatic results obtained for Fel equilibrated to
the optically-allowed excited state do not vary at all with
el as long as the excited-state symmetry is preserved.
This is the case of the quadrupolar dye with ρgas = 0.8
(right panels), where no variation of either ρG or µCT
or ωCT is obtained in the excited-state adiabatic approx-
imation (dotted blue lines) when el is increased. The
adiabatic results contrast sharply with antiadiabatic re-
sults that instead properly account for the effect of the
solvent polarizability on molecular properties.
However, the most striking failure of the adiabatic ap-
proximation to fast solvation in quadrupolar systems is
the prediction of spurious symmetry-breaking phenom-
ena. The class II system in the middle panels of Fig. 3
(ρgas = 0.5) is a paradigmatic example: if electronic sol-
vation is properly described in the antiadiabatic approx-
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FIG. 5. Vibronic absorption (top) and fluorescence (bottom) spectra for quadrupolar dyes of different classes, for v = 0.3 and
el = 0.32τ . Black lines: antiadiabatic results; Blue lines: adiabatic results.
imation, the system is not prone to symmetry breaking,
but, if a ground state adiabatic approach is enforced, the
ground state undergoes symmetry breaking at el ≈ 0.75,
as shown by the abrupt variation of the molecular prop-
erties (full blue lines). At the same time, symmetry is
preserved in the excited state, so that in the adiabatic ap-
proximation, when Fel is equilibrated to the C state, el
does not affect molecular properties (dotted blue lines).
For the system with ρgas = 0.8, the ground-state adia-
batic approximation predicts symmetry breaking in the
ground state for el > 0.25, while symmetry is preserved
in the C state. For the system with ρgas = 0.2, the
excited-state adiabatic approximation predicts symmetry
breaking in the C state for el > 0.30, while symmetry is
preserved in the ground state.
Vibronic bandshapes are shown in Fig. 5 for the same
three representative systems, but fixing v = 0.3 and
el = 0.32. Marginal differences between the antiadia-
batic and adiabatic results are found as long as symme-
try is conserved in the adiabatic calculation, while sizable
deviations are of course observed for emission spectra of
class I dyes and huge deviations for absorption spectra of
class III dyes, due to spurious symmetry-breaking effects.
C. Octupolar chromophores
The threefold rotation axis in octupolar chromophores
implies the presence of doubly degenerate states, which
leads to instability in either the ground or excited state,
precluding the presence of class II dyes, as shown in the
phase diagram in the bottom panel of Fig. 6.27 As in the
case of quadrupolar chromophores, the phase diagram,
plotted against the ground-state ionicity, is independent
of el in the correct antiadiabatic limit (black line). In the
adiabatic approximation instead the boundary is lowered
along the ordinate by el (blue line).
The left panels of Fig. 6 show the molecular proper-
ties calculated for an octupolar dye with ρgas = 0.2 (to
the best of our knowledge there are no examples of oc-
tupolar dyes of class III). The antiadiabatic calculation
predicts, as expected, an increasing contribution of zwit-
terionic states into the ground state (increasing ρ) when
el is increased. Concomitantly, the transition dipole mo-
ment towards the optically-allowed state, corresponding
to a doubly degenerate state, increases while the excita-
tion energy towards either the lowest-energy (allowed) or
the highest-energy (forbidden) excited states decreases.
The system stays stable, preserving its symmetry, as
long as slow degrees of freedom do not enter into play.
The adiabatic calculation instead predicts no effect of
the medium polarizability when Fel is equilibrated to the
ground state. On the opposite, when the reaction field is
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FIG. 6. Top panels: fast solvation effects on an octupolar
chromophore with ρgas = 0.20. Black lines show antiadiabatic
(AA) results; blue lines show adiabatic (AD) results with Fel
equilibrated with the ground state (continuous lines) or with
the optically-allowed excited state (dotted lines). Panels (a-c)
show the electronic properties (ground-state ionicity, transi-
tion dipole moment, transition frequencies) as a function of
el for a system with v = 0. Panels (d) and (e) show vibronic
absorption and fluorescence spectra, respectively, calculated
for el = 0.32 and v = 0.3. Bottom panel: phase diagram
(el = 0.3 for the adiabatic, AD, result).
equilibrated to the lowest excited state, clear signatures
of a spurious symmetry breaking appear. As for vibronic
bandshapes, results in Fig. 6(d) and (e) for the dye with
ρgas = 0.2, v = 0.3 and el = 0.32 show marginal differ-
ences between spectra calculated in the adiabatic vs the
antiadiabatic approximation.
IV. CONCLUSIONS
Solvation is a complex phenomenon involving several
degrees of freedom characterized by different timescales.
In particular, a slow component of solvation is driven
by the orientational motion of polar solvent molecules
around the solute, and is only relevant to polar solvents.
Another component is instead always present, irrespec-
tive of the solvent polarity, and is related to the solvent
electronic polarizability, as measured by the solvent re-
fractive index. This corresponds to a fast motion, since
the electronic excitations of the solvent typically fall in
the mid/far-UV region, i.e. at significantly higher fre-
quencies than relevant degrees of freedom of organic dyes.
While the slow component of solvation can be safely dealt
with in the adiabatic approximation, the same approx-
imation is not suitable to treat fast solvation, that can
instead be treated in the antiadiabatic approximation.30
Here we discussed spectroscopic effects of fast solvation
with reference to ESMs for CT dyes of different fami-
lies. In particular, we discussed how the medium polar-
izability affects optical spectra of dipolar, quadrupolar
and octupolar dyes, comparing results obtained in the
antiadiabatic approximation with those obtained in an
adiabatic approach. This is not a trivial exercise since
current implementations of solvation models and more
generally all quantum-classical description of molecules
in solution rely on an adiabatic treatment of fast solva-
tion. Apart from quantitative deviations, the adiabatic
approximation to fast solvation leads to spurious Stokes
shifts (measuring the difference between the energy of
the absorption and emission transitions) that are cur-
rently cured either limiting the treatment to a first or-
der perturbation approach or accounting for a transition
occurring between states obtained as eigenstates of two
different Hamiltonians.
Moreover, in quadrupolar and octupolar dyes, applying
the adiabatic approximation to fast solvation can drive
symmetry breaking in systems where it cannot possibly
occur. Specifically, genuine symmetry breaking can never
occur in isolated (gas phase) molecular systems,46 nor
can it be induced by fast solvation. Only polar solvation,
associated with an extremely slow, classical coordinate
may drive a bona fide symmetry breaking in a molec-
ular system. Symmetry breaking phenomena as often
discussed in chemical literature49–52 in the gas-phase or
in non-polar solvents are actually an artifact associated
with the adiabatic treatment of vibrational degrees of
freedom and/or of fast solvation.
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