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ON THE GROTHENDIECK–SERRE CONJECTURE FOR
CLASSICAL GROUPS
EVA BAYER-FLUCKIGER1, URIYA A. FIRST2, AND RAMAN PARIMALA3
Abstract. We prove some new cases of the Grothendieck–Serre conjecture
for classical groups. This is based on a new construction of the Gersten–
Witt complex for Witt groups of Azumaya algebras with involution on regular
semilocal rings, with explicit second residue maps; the complex is shown to be
exact when the ring is of dimension ≤ 2 (or ≤ 4, with additional hypotheses
on the algebra with involution). Note that we do not assume that the ring
contains a field.
Introduction
Let R be a regular local ring, and let G be a reductive group scheme over R;
let F be the field of fractions of R. The Grothendieck–Serre conjecture states the
following:
Conjecture 0.1 (Grothendieck–Serre). The restriction map
H1e´t(R,G)→ H
1
e´t(F,G)
has trivial kernel.
In other words, it is conjectured that a G-torsor over R is trivial if it is trivial over
F .
The first forms of this conjecture — in special cases — appear in the works of
Serre [43, Rem. p. 31] and Grothendieck [25, Rem. 3, pp. 26-27]; it was first stated
in the above form by Grothendieck [26, Rem. 1.11.a]. It is now proved when R
contains a field by Fedorov and Panin [14], and Panin [34]; see for instance [33, §5]
for a detailed description of the history of this conjecture.
The aim of the present paper is to prove some new cases of this conjecture, when
R does not necessarily contain a field. We assume that 2 ∈ R×, and that G is of
classical type. More precisely:
Theorem 0.2 (Theorems 9.7). Let R be a regular semilocal domain with fraction
field F , let (A, σ) be an Azumaya algebra with involution, and let U(A, σ) be the
corresponding unitary group scheme. Suppose that one of the following hold:
(1) dimR = 2;
(2) dimR ≤ 4 and indA is odd.
Then the restriction map H1e´t(R,U(A, σ))→ H
1
e´t(F,U(A, σ)) has trivial kernel.
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2 ON THE GROTHENDIECK–SERRE CONJECTURE FOR CLASSICAL GROUPS
The same holds for the neutral connected component of U(A, σ)→ SpecR. We
also prove a purity result for the Witt group of (A, σ) under the same assumptions.
The proof uses the Gersten–Witt complex of Witt groups of hermitian and skew-
hermitian forms over (A, σ). In fact, we establish its exactness under the assump-
tions (1), (2) above (Theorems 9.4 and 9.6).
Recall that in the special case where A = R, a conjecture of Pardon [35, Con-
jecture A] predicts the existence of an exact cochain complex
0→ W (R)
d−1
−−→W (F )
d0−→
⊕
p∈R(1)
W (k(p))→ · · · →
⊕
p∈R(d)
W (k(p))→ 0
called the Gersten–Witt complex of R; here, R(e) is the set of height-e prime ideals,
k(p) is the fraction field of R/p and W (R) is the Witt group of R. The map d−1
is base-change from R to F , and the p-component of d0 is equivalent to the second
residue map ∂ :W (F )→W (k(p)) (see [42, p. 209], for instance).
Constructions of a Gersten–Witt complex, applying to any regular domain R,
were given by Pardon [36] and Balmer–Walter [6]. When R is local, the exactness
has been established when dimR ≤ 4 by Balmer–Walter [6] and when R contains a
field by Balmer–Gille–Panin–Walter [4] (see also [2]). The more general case of an
Azumaya algebra with involution was considered by Gille [20], [21], who also proved
its exactness when R contains a field [22, Theorem 7.7]. See Balmer–Preeti [5, p. 3]
and Jacobson [27, Theorem 3.8] for further positive results on the exactness.
We introduce a new construction of the Gersten-Witt complex of ε-hermitian
forms over an Azumaya algebra with involution (A, σ) (Section 2). In more detail,
the complex that we construct is denoted GWA,σ,ε+ and takes the form
0→Wε(A)→Wε(AF )→
⊕
p∈R(1)
W˜ε(A(p))→ · · · →
⊕
p∈R(d)
W˜ε(A(p))→ 0,
where W˜ε(A(p)) denotes the Witt group of ε-hermitian forms over A(p) := A⊗k(p)
which are valued in A⊗ k˜(p), and
k˜(p) = Ext
dimRp
Rp
(k(p), Rp) = HomRp(
∧dimRp
Rp
(pp/p
2
p), k(p)).
(Since k˜(p) is a 1-dimensional k(p)-vector space, the group W˜ε(A(p)) is isomorphic
to the ordinary Witt group of ε-hermitian forms over A(p), but the isomorphism
is not canonical.) The (−1)-differential of GWA,σ,ε+ is base-change from R to F ,
and the (p, q)-component of each of the other differentials is given as a general-
ized second residue map, see 2A. This description is sufficiently explicit to allow
hands-on computation of the differentials (Section 3), which facilitates many of our
arguments.
The broad idea of the proof of Theorem 0.2 and the exactness of the Gersten–
Witt complex is to use the 8-periodic exact sequence of Witt groups of [16] (recalled
in Section 6) in order to induct on the degree of A. The basis of the induction is
the case (A, σ) = (R, id) established by Balmer, Preeti and Walter [6], [5].
Several supplementary results are required to make this approach work. First,
we show that the Gersten–Witt complex is functorial in (A, σ) (after de´vissage)
relative to base change and involution traces (Theorems 4.2 and 4.4), and hence
compatible with the 8-periodic exact sequence of Witt groups of [16] (Theorem 6.2).
Second, we prove that the Gersten–Witt complex is exact at the last term for all
(A, σ, ε) and semilocal R, and also at the 0-term if dimR ≤ 2 (Section 5). Third,
we establish a version of the weak Springer Theorem on odd-degree base change for
Azumaya algebras over semilocal rings (Corollary 7.4).
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The paper is organized as follows: Section 1 is preliminary and recalls Azu-
maya algebras with involution, hermitian categories and some homological algebra
facts. In Section 2, we give our construction of the Gersten–Witt complex, and
in Section 3 we explain how the differentials can be computed “by hand”. The
construction is used in Sections 4 and 5 to establish various functoriality proper-
ties for the Gersten–Witt complex and the surjectivity of its last differential when
R is semilocal. Section 6 recalls the 8-periodic exact sequence of Witt groups of
[16] and shows that it is compatible with the Gersten–Witt complex. Applying
the 8-periodic exact sequence to our situation is the subject matter of Sections 7
and 8. Finally, in Section 9, we put the machinery of the previous sections together
to prove new cases of the Grothendieck–Serre conjecture and the exactness of the
Gersten–Witt complex.
Acknowledgements. We are grateful to Stefan Gille and Paul Balmer for several
useful correspondences.
Notation. A ring means a commutative (unital) ring. Algebras are unital and
associative, but not necessarily commutative. We assume that 2 is invertible in all
rings and algebras.
Unless otherwise indicated, R denotes a ring. By default, unadorned tensors,
Hom-groups and Ext-groups are taken over R. We will also suppress the base ring
when tensoring or taking Hom-groups over a localization of R. An R-ring means
a commutative R-algebra. An invertible R-module means a rank-1 projective R-
module.
Given p ∈ SpecR, we let k(p) denote the fraction field of R/p. The set of primes
in SpecR of codimension (i.e. height) e is denoted R(e). The support of an R-
module M is denoted suppRM . If all primes in suppRM are of codimension at
least e, then M is said to be supported, or R-supported, in codimension e.
Let S be an R-ring. Given R-modules M , N and f ∈ Hom(M,N), we write
MS :=M ⊗S and fS := f ⊗ idS ∈ HomS(MS , NS). When S = k(p) for p ∈ SpecR,
we write M(p) = Mk(p) and f(p) = fk(p). In addition, we let m(p) denote the
image of m ∈M in M(p).
For M,N, f as before, we write M∨ = Hom(M,R) and f∨ = Hom(f,R).
Given an R-algebra A, its units and its center are denoted A× and Z(A), respec-
tively. The category of finite (i.e. finitely generated) projective right A-modules is
denoted P(A). The category of all, resp. finite, right A-modules is denoted M(A),
resp. Mf(A). Unless otherwise indicated, HomA and Ext
∗
A indicate Hom-groups
and Ext-groups taken relative to the category of right A-modules. If R is noether-
ian, C is a multiplicative subset of R and M,N ∈ Mf(A), then we shall freely
identify Ext∗A(M,N)C
−1 with Ext∗AC−1(MC
−1, NC−1), see [38, Theorem 2.39].
In situations when an abelian groupM can be regarded as a module over multiple
R-algebras, we shall sometimes write MA to denote “M , viewed as a right A-
module”.
An R-algebra with involution means an R-algebra with an R-linear involution.
Given an R-involution σ : A → A and ε ∈ µ2(R) := {r ∈ R : r2 = 1}, we let
Sε(A, σ) = {a ∈ A : a = εaσ}.
1. Preliminaries
1A. Azumaya Algebras with Involution. Given an Azumaya R-algebra A, the
degree and the index of A are denoted degA and indA, respectively. When R is
connected, they can be regarded as integers. The Brauer class of A is denoted [A],
and the Brauer group of R is denoted BrR.
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A finite e´tale R-algebra S of rank 2 is called quadratic e´tale. In this case, S
admits a unique R-involution θ such that R = S{θ} := {s ∈ S : sθ = s}; it is given
by xθ = TrS/R(x) − x and called the standard R-involution of S.
In the sequel, we shall often consider R-algebras A such that A is Azumaya over
Z(A) and Z(A) is finite e´tale over R. These turn out to be precisely the R-algebras
which are separable and projective over R [16, Proposition 1.1]. We therefore
call such algebras separable projective. A module over a separable projective R-
algebra is projective over the algebra if and only if it is projective over R [40,
Proposition 2.14].
Let (A, σ) be an R-algebra with (R-linear) involution. Following [16, §1D], we
say that (A, σ) is Azumaya over R if A is a separable projective R-algebra and
r 7→ 1A · r defines an isomorphism R → Z(A){σ} = {s ∈ Z(A) : sσ = s}. In this
case, provided R is connected, Z(A) is either R or a quadratic e´tale R-algebra.
If (A, σ) is a separable projective R-algebra with involution, then (A, σ) is Azu-
maya over Z(A){σ} and Z(A){σ} is finite e´tale overR [16, Example 1.18, Lemma 1.3].
Thus, if S is a connected finite e´tale R-algebra and σ : S → S is a nontrivial R-
involution, then S is quadratic e´tale over S{σ}, the standard S{σ}-involution of S
is σ and S{σ} is finite e´tale over R.
Suppose that R is connected and let (A, σ) be an Azumaya R-algebra with
involution. If Z(A) = R, then the type of σ can be either orthogonal or symplectic,
and if Z(A) 6= R, then σ is said to be of unitary type; see [16, §1D]. Symplectic
involutions can exist only when degA is even. Given ε ∈ µ2(R) = {±1}, we define
the type (σ, ε) to be the type of σ if ε = 1 and the opposite type of σ if ε = −1;
here, orthogonal and symplectic types are opposite to each other and the unitary
type is self-opposite.
These definitions extend to the non-connected case by considering the types as
functions on SpecR valued in {orthogonal, symplectic, unitary}; see [16, §1D].
1B. Hermitian Forms. We proceed with recalling some facts about hermitian
spaces and Witt groups. See [42], [28] or [3] for an extensive discussion.
Let (A, σ) be an R-algebra with involution and let Z be an (A,A)-bimodule
admitting a map θ : Z → Z satisfying xθθ = x, (axb)θ = bσxθaσ and rx = xr for
all x ∈ Z, a, b ∈ A and r ∈ R, e.g. (Z, θ) = (A, σ). Let ε ∈ µ2(R). An (Z, θ)-
valued ε-hermitian space over (A, σ) is a pair (V, f) consisting of a right A-module
V and a biadditive map f : V × V → Z satisfying f(xa, yb) = aσf(x, y)b and
f(x, y) = εf(y, x)θ for all x, y ∈ V , a, b ∈ A. For example, when (Z, θ) = (A, σ)
and V ∈ P(A), this is just an ε-hermitian space over (A, σ) in the usual sense.
Isometries of and orthogonal sums of (Z, θ)-valued ε-hermitian spaces over (A, σ)
are defined in the usual way.
Let HomσA(V, Z) denote HomA(V, Z) endowed with the right A-module structure
given by (φa)x = aσ(φx) (φ ∈ HomA(V, Z), x ∈ V , a ∈ A). Then Hom
σ
A(−, Z) :
M(A) → M(A) is a contravariant functor, and there is a natural transformation
ωV : V → Hom
σ
A(Hom
σ
A(V, Z), Z) given by (ωx)φ = (φx)
θ . Every (Z, θ)-valued
ε-hermitian space (V, f) gives rise to a right A-module map x 7→ f(x,−) : V →
HomσA(V, Z). We say that (V, f) is unimodular if this map is bijective.
Let C be a full additive subcategory of Mf(A), e.g. P(A). Then C inherits a
exact category structure from M(A). Suppose that
(H1) HomσA(−, Z) restricts to an exact functor C → C ;
(H2) ωV is an isomorphism for all V ∈ C .
Then (C ,HomσA(−, Z), ω) is an exact hermitian category in the sense of [3, §1.1],
and so we may consider its Witt group of ε-hermitian forms, denoted Wε(C ). In
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more detail, let Hε(C ) denote the category whose objects are unimodular (Z, θ)-
valued ε-hermitian with underlying module in C and whose morphisms are isome-
tries. Then Wε(C ) is the quotient of the Grothendieck group of Hε(C ) (relative to
orthogonal sum) by the subgroup generated by metablic ε-hermitian spaces. Here,
(V, f) ∈ Hε(C ) is metabolic (relative to C ) if there is submodule M ⊆ V such that
both M and V/M are in C and M = M⊥ := {x ∈ V : f(M,x) = 0}. The class
represented by (V, f) ∈ Hε(C ) in Wε(C ) is the Witt class of (V, f); it is denoted
by [V, f ] or [f ].
For the most part, we shall be concerned with the following two examples where
C = P(A). A few examples with C 6= P(A) will be encountered in later sections.
Example 1.1. When (Z, θ) = (A, σ) and C = P(A), the category Hε(C ) is just
the category of unimodular ε-hermitian spaces over (A, σ) in the usual sense, e.g.
[16, §2]. In this case, we write Hε(A, σ) for Hε(C ) and Wε(A, σ) for Wε(C ).
Example 1.2. LetM be an invertible R-module and take Z = A⊗M , θ = σ⊗ idM
and C = P(A). Conditions (H1) and (H2) hold in this situation because they hold
after localizing at every p ∈ SpecR. The corresponding category and Witt group
of ε-hermitian forms are denoted Hε(A, σ;M) and Wε(A, σ;M), respectively.
Continuing Example 1.2, let S be an R-ring. For every (V, f) ∈ Hε(A, σ;M), let
fS : VS×VS → ZS be the biadditive map determined by fS(x⊗s, y⊗t) = f(x, y)⊗st
(x, y ∈ V , s, t ∈ S). It is easy to check that (VS , fS) ∈ Hε(AS , σS ;MS). The
assignment (V, f) 7→ (VS , fS) extends to a functor Hε(A, σ;M)→ Hε(AS , σS ;MS)
by mapping every isometry φ to φS . This in turn induces a group homomorphism
Wε(A, σ;M) → Wε(AS , σS ;MS). When S = Rp for p ∈ SpecR, we shall write fS
as fp.
1C. Some Homological Algebra. We record several facts about Cohen–Macaulay
modules and the Koszul complex that will be needed in the sequel. See [11] for an
extensive discussion. All rings in this subsection are noetherian.
Proposition 1.3. Let R be a Cohen-Macaulay local ring with dualizing module E,
let M ∈ Mf(R), and let C be the set of elements in R acting faithfully on M .
(i) If M is supported in codimension e, then ExtiR(M,E) = 0 for all i < e,
and ExteR(M,E) is C-torsion-free.
(ii) If M is Cohen-Macaulay of dimension e, then ExtiR(M,E) = 0 for all i 6= e
and ExteR(M,E) is Cohen-Macualay of dimension e.
Proof. Part (ii) is [11, Theorem 3.3.10(c)], and the first assertion of (i) follows from
[11, Proposition 1.2.10, Theorem 2.1.2(b)] (applied withM = E and I = AnnRM).
Finally, given c ∈ C, the short exact sequence M
c
−֒→M → M/cM induces a short
exact sequence ExteR(M/cM,E) → Ext
e
R(M,E)
c
−→ ExteR(M,E). Since M/cM is
supported in codimension e+ 1, we have ExteR(M/cM,E) = 0, so c acts faithfully
on ExteR(M,E). 
Lemma 1.4. Let R be a Cohen–Macaulay ring. Then the set of zero divisors in R
is
⋃
p∈R(0) p. Moreover, every ideal of R not contained in a minimal prime contains
a regular element.
Proof. See [32, Theorems 6.1(ii), 17.3(i)] for the first statement. The second state-
ment follows from the first and the Prime Avoidance Lemma [32, Exercise 16.8]. 
Proposition 1.5. Let R be a 1-dimensional Cohen–Macaulay local ring with max-
imal ideal m, let C denote the set of non-zero divisors in R, and let M be a nonzero
finite R-module. Then the following are equivalent:
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(a) M is C-torsion-free;
(b) M is Cohen-Macaulay of dimension 1;
(c) m /∈ AssRM .
Proof. (a) =⇒ (b): By Lemma 1.4, there exists r ∈ m ∩ C. This r acts faithfully
on M , so depthRM ≥ 1. Since dimR = 1, this means that M is Cohen-Macaulay
of dimension 1.
(b) =⇒ (c) is [44, Tag 0BUS] or [11, Theorem 2.12(a)].
(c) =⇒ (a): Since dimR = 1 and R is local, (c) implies AssRM ⊆ R(0), so
by [44, Tag 00LD], elements of R − (∪p∈R(0)p) act faithfully on M . Since C ⊆
R− (∪p∈R(0)p), (a) follows. 
Proposition 1.6. Let R be a Cohen–Macaulay local ring with dualizing module
E, let I ⊆ J be ideals of R such that R/I is of dimension e, and let C denote
the set of elements of R acting faithfully on R/I. Assume C ∩ J 6= ∅, so that
JC−1 = RC−1 and ExteR(J/I, E)C
−1 = ExteR(R/I,E)C
−1. Then the natural maps
from ExteR(R/I,E) and Ext
e
R(J/I, E) to Ext
e
R(R/I,E)C
−1 are injective and, upon
regarding the former as submodules of the latter, we have
ExteR(J/I, E) = {x ∈ Ext
e
R(R/I,E)C
−1 : xJ ⊆ ExteR(R/I,E)}.
Proof. Let {r1, . . . , rn} be a generating set for J . Define f : (R/I)n → J/I by
f(x1, . . . , xn) = r1x1 + · · · + rnxn and let K = ker f . The short exact sequence
K →֒ (R/I)n → J/I and its localization at C give rise to a commutative diagram
with exact rows:
ExteR(R/I,E)C
−1 f
′
// (ExteR(R/I,E)C
−1)n // ExteR(K,E)C
−1
ExteR(J/I, E)
OO
// ExteR(R/I,E)
n
OO
// ExteR(K,E)
OO
The vertical arrows are given by localization at C, and are injective by Proposi-
tion 1.3(i). The same proposition also tells us that Exte−1R (K,E) = 0 if e > 0, so
f ′ is also injective. Since f ′ is given by f ′(x) = (xr1, . . . , xrn), the proposition is a
consequence of a simple diagram chase. 
Proposition 1.7. Let R be a d-dimensional Cohen–Macaulay local ring with du-
alizing module E, let A be a separable projective R-algebra, and let M ∈ Mf(A).
Suppose that M is a Cohen-Macaulay R-module of dimension e. Then:
(i) ExtiA(M,A ⊗ E) = 0 for all i 6= d − e and Ext
d−e
A (M,A ⊗ E) is a Cohen-
Macaulay R-module of dimension e.
(ii) If e = d, then the natural map M → Hom′A(HomA(M,A ⊗ E), A ⊗ E) is
an isomorphism. Here, Hom′A denotes the set of left A-module homomor-
phisms.
Proof. We prove (i) and (ii) together. Let R′ denote a strict henselization of
R. Then R′ is a Cohen–Macaulay local ring which is faithfully flat over R and
has the same dimension as R [44, Tags 06LK, 07QM, 06LM]. By virtue of [11,
Theorem 3.3.14(a)] and [44, Tag 04GP], ER′ is a canonical module of R
′, and
by [44, Tag 0338], MR′ is a Cohen–Macualay R
′-module of dimension e. More-
over, by [38, Theorem 2.39], there is a canonical isomorphism Ext∗A(M,E) ⊗R
′ ∼=
Ext∗A⊗R′(MR′ , ER′). We may therefore tensor M , A and E with R
′ and assume
R = R′. In this case, A =
∏t
i=1Mni(R) for some t ≥ 0 and n1, . . . , nt ∈ N. Work-
ing at each factor separately and using Morita equivalence, we may assume A = R.
This case is contained in [11, Theorem 3.3.10]. 
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Corollary 1.8. Let R be a Cohen-Macaulay ring dimension e with dualizing module
E and let (A, σ) be a separable projective R-algebra with involution. Set Z = A⊗E,
θ = σ⊗ idE and let C denote the full subcategory of Mf(A) consisting of A-modules
which are Cohen-Macaulay R-modules of dimension e. Then C and (Z, θ) satisfy
conditions (H1) and (H2) of 1B.
Proof. It is enough to check this after localizing at every p, so we may assume
that R is local. Observe that for every V ∈M(A), there is a natural isomorphism
ψ 7→ θ ◦ ψ : HomσA(Hom
σ
A(V, Z), Z) → Hom
′
A(HomA(V, Z), Z) and under this
isomorphism the map ωV is just the natural map V → Hom
′
A(HomA(V, Z), Z).
With this at hand, (H1) and (H2) follow from parts (i) and (ii) of Proposition 1.7,
respectively. 
We finish with recalling the construction of the Koszul complex and several of
its properties.
Let E ∈Mf(R) and let s ∈ E∨ = HomR(E,R). The Koszul complex of (E, s) is
the chain complex K = K(E, s) = (Ki, di)i∈Z, where Ki =
∧i
RE for i ≥ 0, Ki = 0
for i < 0, and di is given by
di(e1 ∧ · · · ∧ ei) =
∑
0≤j≤i
(−1)js(ej) · e1 ∧ · · · ∧ eˆj ∧ . . . ei
for all e1, . . . , ei ∈ E (eˆj means omitting ej).
Proposition 1.9. Let r1, . . . , rn be a regular sequence in R, let a =
∑
i riR, and let
K = K(E, s) where E is a free R-module with basis x1, . . . , xn and s is determined
by s(xi) = ri for all i. Then:
(i) H0(K) = R/a and Hi(K) = 0 for all i 6= 0.
(ii) a/a2 is a free R/a-module with basis {r1 + a
2, . . . , rn + a
2}.
(iii) There is a canonical isomorphism ExtnR(R/a, R)
∼= Hom(
∧n
R(a/a
2), R/a).
Proof. (i) is [11, Corollary 1.6.14] and (ii) is [11, Theorem 1.1.8].
(iii) This is well-known, but we recall the proof for later reference. By (i),
ExtnR(R/a, R) is the cokernel of d
∨
n : (
∧n−1
E)∨ → (
∧n
E)∨. Let θ ∈ (
∧n
E)∨
denote the element mapping x1 ∧ · · · ∧ xn to 1. One readily checks that the image
of d∨n is aθ. Thus, coker(d
∨
n)
∼= (
∧nE)∨/a(∧n E)∨ = Hom(∧nE,R) ⊗ (R/a) ∼=
Hom(
∧n
(E/aE), R/a). By (ii), we may identify E/aE with a/a2 via s : E → R,
so ExtnR(R/a, R)
∼= Hom(
∧n
(a/a2), R/a). 
2. The Gersten–Witt Complex via Second Residue Maps
Henceforth, R denotes a d-dimensional regular ring, (A, σ) is a separable projec-
tive R-algebra, e.g. an Azumaya algebra with involution, and ε ∈ µ2(R).
In this section, we give a new construction of the Gersten–Witt complex of
ε-hermitian forms over (A, σ), denoted GWA/R,σ,ε or GWA,σ,ε, in which the differ-
entials are defined using generalized second residue maps.
Given e ≥ 0 and p ∈ R(e), write
k˜(p) := Ext
dimRp
Rp
(k(p), Rp) = Hom(
∧dimRp
Rp
(pp/p
2
p), k(p))
(see Proposition 1.9(iii) for second equality), and, using the notation of Example 1.2,
set
W˜ε(A(p)) =Wε(A(p), σ(p); k˜(p)).
Since k˜(p) ∼= k(p) as R-modules, we actually have W˜ε(A(p)) ∼= Wε(A(p), σ(p)),
but this isomorphism is not canonical unless e = 0. (In contrast, for e = 0,
we have k˜(p) = HomRp(Rp, k(p)) = Endk(p)(k(p)) = k(p), and so W˜ε(A(p)) =
Wε(A(p), σ(p)).)
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The cochain complex GWA,σ,ε will take the form
0→
⊕
p∈R(0)
W˜ε(A(p))
d0−→
⊕
p∈R(1)
W˜ε(A(p))
d1−→ . . .
dd−1
−−−→
⊕
p∈R(d)
W˜ε(A(p))→ 0.
We will sometimes augment GWA,σ,ε with the additional map
d−1 :Wε(A, σ)→
⊕
p∈R(0)
W˜ε(A(p)),
given by localizing at p at the p-component. The resulting complex is the augmented
Gersten–Witt complex of (A, σ, ε), denoted GW
A/R,σ,ε
+ or GW
A,σ,ε
+ .
The true challenge in defining a Gersten–Witt complex is defining its differen-
tials, and this shall be our concern in the remainder of this section. We shall first
introduce a generalization of the classical second residue map for Witt groups (see
[42, p. 209]), and then use it to define the differentials of GWA,σ,ε+ . Section 3 will
provide a method for explicit computation of the differentials.
2A. The Residue Map. Suppose that R is regular local of dimension e+1, let q
denote the maximal ideal of R, and let I be an ideal of R such that S := R/I is a
1-dimensional Cohen-Macaulay ring, e.g., any prime ideal p ∈ R(e). Let C denote
the set of elements of R acting faithfully on R/I and write
k(I) = SC−1 k˜(I) = ExteRC−1(SC
−1, RC−1)
A(I) = A⊗ k(I) A˜(I) = A⊗ k˜(I)
σ(I) = σ ⊗ idk(I) σ˜(I) = σ ⊗ idk˜(I) .
This agrees with our previous notation when I = p for some p ∈ R(e). Note also
that k(I) is a 0-dimensional Cohen-Macaulay ring with dualizing modules k˜(I) [11,
Theorems 3.3.7(b), 3.3.5].
We shall be concerned with (A˜(I), σ˜(I))-valued ε-hermitian forms over (A(I), σ(I))
in the sense of 1B. By Corollary 1.8, conditions (H1) and (H2) of 1B hold for
the category Mf(A(I)), so we may define the associated category of unimodu-
lar ε-hermitian forms, denoted H˜(A(I)), and the associated Witt group, denoted
W˜ε(A(I)). Note that when I = p ∈ R(e), these are just Hε(A(p), σ(p); k˜(p)) and
W˜ε(A(p)), respectively. We shall define a group homomorphism,
∂I,q = ∂
A
I,q : W˜ε(A(I))→ W˜ε(A(q)),
called the (I, q)-residue map.
Let m = q/I and write
S˜ = ExteR(S,R) m˜
−1 = ExteR(m, R)
A˜S = A⊗ S˜ Am˜
−1 = A⊗ m˜−1.
Then S˜ is a dualizing module for S [11, Theorem 3.3.7(b)]. By Proposition 1.6 and
the fact A that is a finite projective R-module, we may regard A˜S and m˜
−1A as
submodules of A˜(I), and then
Am˜−1 = {x ∈ A˜(I) : xm ⊆ A˜S}.
By Proposition 1.3, the short exact sequence m →֒ S → k(q) induces a short exact
sequence S˜ →֒ m˜−1 → k˜(q), and by tensoring with A, we get
A˜S →֒ A˜m
−1 T−→ A˜(q).(2.1)
We denote the right map by TI,q,A, dropping some or all of the subscripts when
they are clear from the context.
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Let V ∈Mf(A(I)). Following [38, p. 129], an A-lattice in V is an A-submodule
U ⊆ V which is finitely generated over S and satisfies U · k(I) = V .
Let (V, f) ∈ H˜ε(A(I)). Given an A-lattice U in V , we write
Uf := {x ∈ V : f(U, x) ⊆ A˜S}.
The following lemma was shown by the first and second authors when S is a discrete
valaution ring; see [7, Theorem 4.1] and its proof.
Lemma 2.1. In the previous notation:
(i) Uf is an A-lattice and U = Uff .
(ii) There exists an A-lattice U in V such that Ufm ⊆ U ⊆ Uf .
Proof. (i) Recall from 1B that HomσA(U, A˜S) denotes HomA(U, A˜S) endowed with
the right A-module structure given by (aφ)x = aσ · φx (a ∈ A, φ ∈ HomA(U, A˜S),
x ∈ U).
Since f is unimodular, the map x 7→ f(x,−) : Uf → HomσA(U, A˜S) is an isomor-
phism of right AS-modules. As U is finitely generated over A and A˜S is noetherian,
this means that Uf is finitely generated over AS . Let v ∈ V . Then f(U, v) is a
left AS-submodule of A˜(I). Since A˜S is an A-lattice in A˜(I), there exists c ∈ C
such that fˆ(U, v)c ⊆ A˜S , so vc ∈ Uf . As this holds for all v ∈ V , we showed that
Uf · k(I) = V .
The unimodularity of f also implies that x 7→ f(x,−) : Uff → HomσA(U
f , A˜S)
is an isomorphism. Since Uf ∼= HomσA(U, A˜S), we get an isomorphism U
ff ∼=
HomσA(Hom
σ
A(U, A˜S), A˜S). It is routine to check that the composition U → U
ff →
Homσ(HomσA(U, A˜S), A˜S) is the map ε · ωU of 1B, defined using (Z, θ) = (A˜S , σ ⊗
idS˜). By Corollary 1.8 and Proposition 1.5, ωU is an isomorphism, so U = U
ff .
(ii) Choose an A-lattice L in V . If L * Lf , replace L with L ∩ Lf . Since
LC−1 = V = LfC−1, there exists c ∈ C such that Lfc ⊆ L. This means
that suppS(L
f/L) = {m}, so there exists t ∈ N ∪ {0} with (Lf/L)mt 6= 0 and
(Lf/L)mt+1 = 0 [44, Tag 00L6]. If t = 0, take U = L. If not, then let M =
L + Lfmt. We have f(M,M) ⊆ A˜S + f(Lfmt, Lfmt) = A˜S + f(Lfm2t, Lf) ⊆
A˜S + f(L,L
f) = A˜S , so M ⊆Mf and L (M ⊆Mf ⊆ Lf .
Replacing L with M , we can repeat this process until we have Lfm ⊆ L. The
number of iterations must be finite because Lf is noetherian. 
We can now define ∂I,q : W˜ε(A(I)) → W˜ε(A(q)). Given (V, f) ∈ H˜ε(A(I)),
apply Lemma 2.1(ii) to choose an A-lattice U in V such that Ufm ⊆ U ⊆ Uf . Then
Uf/U ∈ P(A(q)), and f(Uf , Uf) ⊆ Am˜−1 because f(Uf , Uf )m = f(Ufm, Uf) ⊆
A˜S . We may therefore define a biadditive map ∂Uf : U
f/U × Uf/U → A˜(q) by
∂Uf(x + U, y + U) = TI,q,A(f(x, y)).
We shall write ∂f for ∂Uf when U is clear from the context. Finally, set
∂I,q[V, f ] = [U
f/U, ∂f ].
This is well-defined by the following lemma.
Lemma 2.2. In the previous notation, (Uf/U, ∂f) ∈ H˜ε(A(q)). The Witt class
[Uf/U, ∂f ] ∈ W˜ε(A(q)) is independent of the choice of U .
Proof. Let Z = A˜(I)/A˜S = A ⊗ (k˜(I)/S), θ = σ ⊗ idk˜(I)/S and let C denote
the category of right AS-modules of finite length. We shall verify at the end that
conditions (H1) and (H2) of 1B hold for (Z, θ) and C , so that we may consider the
category Hε(C ) and the associated Witt group Wε(C ).
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We identify A˜(q) with Am˜−1/A˜S ⊆ Z via T . Proposition 1.6 implies that
Am˜−1/AS is the S-socle of Z, and thus Hom
σ
A(P, A˜(q)) = Hom
σ
A(P,Z) for ev-
ery P ∈ P(A(q)). This allows us to regard every unimodular (A˜(q), σ˜(q))-valued
ε-hermitian space with underlying module in P(A(q)) as a unimodular (Z, θ)-valued
ε-hermitian space. (More formally, (P(A(q)),HomσA(−, A˜(q)), ω) is as an exact her-
mitian subcategory of (C ,HomσA(−, Z), ω).) Since C is abelian and its semisimple
objects are the objects of P(A(q)), the Quebbemann–Scharlau–Schulte Theorem
[37, Corollary 6.9, Theorem 6.10] tells us that the natural map W˜ε(A(q))→Wε(C )
is an isomorphism.
For every A-lattice U ⊆ V with U ⊆ Uf , define ∂Uf : Uf/U × Uf/U → Z by
∂Uf(x+ U, y + U) = f(x, y); this agrees with our previous definition of ∂Uf when
Ufm ⊆ U . It is enough to show that (Uf/U, ∂Uf) lives in Hε(C ) and its Witt class
in Wε(C ) is independent of U .
That ∂Uf is ε-hermitian is straightforward. The exactness of Hom
σ
A(−, Z) means
that lengthAM = lengthAHom
σ
A(M,Z). Thus, in order to show that ∂Uf is uni-
modular, it is enough show that x 7→ ∂f(x,−) : Uf/U → HomσA(U
f/U, Z) is
injective. This is the same as saying that radical of ∂f is 0, which follows readily
from Uff = U (Lemma 2.1(i)). That [∂Uf ] is independent of U is shown exactly
as the corresponding claim in [42, p. 204] (see also Lemma 6.1.4 and Theorem 5.3.4
in this source).
It remains to establish (H1) and (H2) for C and (Z, θ). Condition (H1) will
follow if we show that Ext1AS (M,Z) = 0 for all M ∈ C . It is enough to check
this when M is semisimple, and hence for M = A(q). Since Ext1AS (A(q), Z)
∼=
Ext1S(k(q), k˜(I)/S˜) ⊗ A [38, Theorem 2.39], we are reduced into showing that
Ext1S(k(q), k˜(I)/S˜) = 0. To that end, it is enough to show that Ext
1
S(k(q), k˜(I)) = 0
and Ext2S(k(q), S˜) = 0. The first claim holds because Ext
1
S(k(q), k˜(I)) is a C-
divisible module annihilated by q, and the second follows from Proposition 1.3(ii).
Now that HomσA(−, Z) is exact on C , we can induct on the length of M ∈ C in
order to show that ωM is an isomorphism. When M is simple, this holds because
M ∈ P(A(q)) and HomA(M,Z) = HomA(M, A˜(q)), so we are done. 
We shall see in Example 3.3 that when S = R/I is a discrete valuation ring,
A = R and ε = 1, the map ∂I,q is equivalent to the classical second residue map.
2B. Differentials. We retain our original setting where R is a regular ring of
dimension d. For every e ≥ 0, p ∈ R(e) and q ∈ R(e+1), define ∂p,q = ∂Ap,q :
W˜ε(A(p)) → W˜ (A(q)) to be the (pq, qq)-residue map ∂pq,qq of 2A if p ⊆ q, and 0
otherwise. We define the e-th differential of GWA,σ,ε to be
de :=
∑
p∈R(e)
∑
q∈R(e+1)
∂Ap,q : GW
A,σ,ε
e → GW
A,σ,ε
e+1 .
By the following lemma, the inner sum is finite when evaluated on a Witt class.
Lemma 2.3. Let p ∈ R(e) and (V, f) ∈ H˜(A(p)). Then there exist only finitely
many ideals q ∈ R(e+1) such that ∂p,q[V, f ] 6= 0.
Proof. We may assume e < dimR. Write S = R/p (mind that S is not local) and
S˜ = ExteR(S,R). We may still consider A-lattices U in V and define the A-lattice
Uf as in 2A (Uff = U is no longer guaranteed).
Let q ∈ R(e+1) be an ideal containing p, and identify S˜q with Ext
e
Rq(Sq, Rq). We
claim that (Uf )q = (Uq)
f , where the right hand side is defined as in 2A relative
to the ideals I = pq and qq. Indeed, recall from the proof of Lemma 2.1 that x 7→
f(x,−) defines an S-isomorphism Uf → HomσA(U,A ⊗ S˜), and likewise, (Uq)
f ∼=
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HomσA(Uq, A⊗S˜q). It is routine to check that under these isomorphisms, the natural
isomorphism HomA(U, S˜ ⊗ A)q → HomA(Uq, S˜q ⊗ A) corresponds to the natural
map (Uf )q → (Uq)f , hence our claim.
Choose anA-lattice U in V , and replace it with U∩Uf to assume U ⊆ Uf . By the
previous paragraph, we have (Uq)
f = (Uf )q = Uq for every q ∈ SpecR containing
p with q /∈ suppR U
f/U . Thus, ∂p,q[V, f ] = 0 for all q /∈ suppR(U
f/U) ∩ R(e+1).
Choose s ∈ S−{0} such that Ufs ⊆ U . Then Uf/U is a finite S/sS-module. Since
dimS/sS ≤ dimS−1, the set suppR(U
f/U)∩R(e+1) is finite, hence the lemma. 
It remains to check that GWA,σ,ε+ is a cochain complex, i.e., that de+1 ◦ de = 0
for all e ≥ −1. This is the content of the next theorem.
Theorem 2.4. In the previous notation, de+1 ◦ de = 0 for all e ≥ −1.
The proof is somewhat technical. Given M ∈ M(R), we shall abbreviate A⊗M
to AM for brevity. We first prove the following lemma.
Lemma 2.5. Assume R is a regular local ring of dimension e + 1 (e ≥ 0) with
maximal ideal q. Let I2 ⊆ I1 be two ideals of R such that both S1 := R/I1 and
S2 := R/I2 are Cohen–Macaulay of dimension 1. For i = 1, 2, define Ci, mi, S˜i,
m˜−1i similarly to C, m, S˜, m˜
−1 in 2A. Then:
(i) C2 ⊆ C1, and for every finite C1-torsion-free S1-module M , the map
MC−12 →MC
−1
1 is an isomorphism.
Let ι = ιI1,I2 denote the composition
ιI1,I2 : A˜(I1) = AS˜1C
−1
1 = AS˜1C
−1
2 → AS˜2C
−1
2 = A˜(I2)
induced by (i) and the quotient map R/I2 → R/I1.
(ii) The map ι : A˜(I1) → A˜(I2) is injective, im(ι) = AnnA˜(I2) I1, and we have
AS˜2 ∩ ι(A˜(I1)) = ι(AS˜1) and Am˜
−1
2 ∩ ι(A˜(I1)) = ι(Am˜
−1
1 ) as subsets of
A˜(I2).
(iii) For every (V, f) ∈ H˜ε(A(I1)), we have (V, ι ◦ f) ∈ H˜ε(A(I2)) and
∂I2,q[V, ι ◦ f ] = ∂I1,q[V, f ].
Proof. (i) That C2 ⊆ C1 is a consequence of Lemma 1.4. The same proposi-
tion also implies that S2C
−1
2 is 0-dimensional, so it is artinian. This means that
lengthRC−12
MC−12 <∞. Since every element of C1 acts faithfully on M , it follows
that MC−12 is C1-divisible, and MC
−1
2 →MC
−1
2 C
−1
1 =MC
−1
1 is an isomorphism.
(ii) Let r1, . . . , rt ∈ R be generators of I1. Define f : S
t
2 → S2 by f(x1, . . . , xt) =∑t
i=1 rixi and let K = ker f . Then we have an exact sequence
0→ K → St2
f
−→ S2 → S1 → 0
which, thanks to Proposition 1.5, consists of 1-dimensional Cohen-Macaulay R-
modules. Since ExteR(−, R) induces a duality on the latter [11, Theorem 3.3.10(c)],
and since A is flat over R, we have an exact sequence of R-modules
0→ AS˜1
ι|AS˜1−−−→ AS˜2
f ′
−→ (AS˜2)
t(2.2)
in which f ′ is given by f ′(x) = (r1x, . . . , rtx).
By localizing (2.2) at C2, we see that ι : A˜(I1)→ A˜(I2) is injective and im(ι) =
annA˜(I2) I1.
That AS˜2 ∩ ι(A˜(I1)) = ι(AS˜1) follows by considering the map from (2.2) to its
localization at C2 and simple diagram chasing. Note that all R-modules in (2.2)
are C2-torsion-free (Proposition 1.3).
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Finally, if x ∈ ι(Am˜1
−1), then xI1 = 0 and xm2 ⊆ ι(AS˜1) ⊆ AS˜2, so x ∈
A˜m−12 ∩ AnnA˜(I2) I1 = A˜m
−1
2 ∩ ι(A˜(I1)). Conversely, if x ∈ A˜m
−1
2 ∩ ι(A˜(I1)), then
there is y ∈ A˜(I1) with ι(y) = x. We have xm2 ⊆ AS˜2 ∩ ι(A˜(I1)) = ι(A˜S1), so
ym1 ∈ AS˜1. This means that y ∈ Am˜
−1
1 and x ∈ ι(Am˜1
−1).
(iii) That ι ◦ f is unimodular follows easily from ι(A˜(I1)) = AnnA˜(I2) I1 and
V I1 = 0.
By Lemma 2.1, there exists an A-lattice U in V with Ufq ⊆ U ⊆ Uf . Thanks to
(ii) and the fact that U · I1 = 0, we have U ι◦f = Uf , so ∂I2,q[V, ι ◦ f ] is represented
by g : Uf/U × Uf/U → k˜(q) given by g(x + U, y + U) = TI2,q(ι(f(x, y))). It is
therefore enough to show that TI2,q,A ◦ ι|Am˜−11
= TI1,q,A. This follows by applying
Ext∗R(−, R)⊗A to the to following morphism of short exact sequences:
m2
  //

S2 //

k(q)
m1
  // S1 // // k(q) 
Proof of Theorem 2.4. That d0◦d−1 = 0 is straightforward and is left to the reader.
We will prove that de+1 ◦de = 0 for all e ≥ 0. This amounts to showing that for all
t ∈ R(e), q ∈ R(e+2) with t ⊆ q and (V, f) ∈ H˜ε(A(t)), we have
∑
p ∂p,q∂t,p[V, f ] = 0,
where the sum is taken over the set of primes lying strictly between t and q. To
that end, we may base-change from R to Rq and assume that R is regular local of
dimension e + 2 and q is its maximal ideal.
The set of height-i primes containing a given ideal J will be denoted R
(i)
⊇J . Given
M ∈M(R), we shall abbreviate
M [i] := ExtiR(M,R),
e.g. k˜(t) = (R/t)
[e]
t .
Step 1. Since R is regular and hgt t = e, there is a regular sequence r1, . . . , re ∈ t
[32, Theorem 17.4(i)]. Write J = r1R + · · · + reR, and let D denote the set of
elements of R acting faithfully on R/J . Then R/J is a complete intersection local
ring of dimension 2 = (e + 2) − e, hence Cohen-Macaulay with dualizing module
(R/J)[e].
Proposition 1.3(i) and the flatness of A over R imply that for every ideal J ′ ⊆ R
with J ⊆ J ′ and J ′ ∩ D 6= ∅, the natural map A(J ′/J)[e] → A(J ′/J)[e]D−1 =
A(R/J)[e]D−1 is injective. We shall therefore freely regard A(J ′/J)[e] as a subset
of A(R/J)[e]D−1. If J ′′ is another ideal satisfying J ⊆ J ′′ and J ′′ ∩ D 6= ∅, then
A(J ′/J)[e]D−1 ⊆ A(J ′′/J)[e]D−1 whenever J ′′ ⊆ J ′. Note that J ′ ∩ D 6= ∅ holds
whenever J ′/J is not contained in a minimal prime of R/J (Lemma 1.4).
By Lemma 2.5(iii), for every p ∈ R(e+1) containing t, we have ∂J,p[ι ◦ f ] = ∂t,p,
where ι = ιtp,Jp : A(R/t)
[e]
t → A(R/J)
[e]D−1 (this is independent of p, in fact).
Replacing f with ι ◦ f , we are reduced into proving∑
p
∂p,q∂J,p[f ] = 0,
where the sum is taken over R
(e+1)
⊇J (note that if t * p, then Vp = 0 and ∂J,p[f ] = 0).
Step 2. Let us call an A-submodule L ⊆ V an A-lattice (in V ) if L is finitely
generated and LD−1 = V . In this case, define
Lf = {x ∈ V : f(L, x) ⊆ A(R/J)[e]}.
As in the proof of Lemma 2.1, Lf is also an A-lattice in V .
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Choose an A-lattice L in V . Replacing L with L ∩ Lf , we may assume that
L ⊆ Lf . Since Lf is a noetherian R-module, there is L′ ⊆ Lf maximal with
respect to the property that L′ ⊆ L′f . Replace L with L′. Then every A-lattice M
containing L and satisfying M ⊆Mf must be equal to L. In particular, Lff = L.
Since LD−1 = V = LfD−1, there is some r ∈ D ∩ q such that Lfr ⊆ L. Fix
such r, let
I = J +Rr = Rr1 + · · ·+Rre +Rr
and let C denote the set of elements of R acting faithfully on R/I. Since r1, . . . , re, r
is a regular sequence, R/I is a 1-dimensional complete intersection local ring with
dualizing module (R/I)[e+1].
As in the proof of Lemma 2.3, the set
(LC−1)f := {x ∈ V : f(LC−1, x) ⊆ A(R/J)[e]C−1}
coincides with LfC−1. Since LfC−1r ⊆ LC−1, we have f(LfC−1, LfC−1)r ⊆
A(R/J)[e]C−1, or rather, f(LfC−1, LfC−1) ⊆ A(R/J)[e]C−1 · r−1. By Propo-
sition 1.6, this means that f(LfC−1, LfC−1) ⊆ A(I/J)[e]C−1. Writing U =
LfC−1/LC−1, we may now define g : U × U → A˜(I) = A(R/I)[e]C−1 by
g(x+ LC−1, y + LC−1) = TJ,I(f(x, y)),
where
TJ,I : A(I/J)
[e]C−1 → A(R/I)[e]C−1
is induced by I/J →֒ R/J → R/I
Step 3. Let I0 denote the radical of I. Since L
fI = Lfr ⊆ L and R is noetherian,
there is some t ∈ N∪{0} such that LfIt0 ⊆ L. If t > 1, then one readily checks that
f(L + LfIt−10 , L + L
fIt−10 ) ⊆ A(R/J)
[e], or rather, L + LfIt−10 ⊆ (L + L
fIt−10 )
f .
By the maximality of L (Step 2), this means that LfIt−10 ⊆ L. Continuing in this
manner, we find that LfI0 ⊆ L.
As in the proof of Lemma 2.3, for every p ∈ R
(e+1)
⊇J , we have (Lp)
f = (Lf)p.
If p ⊇ I, then (Lf )ppp = (Lf )p(I0)p ⊆ Lp, and thus ∂J,p[f ] is represented by
((Lf )p/Lp, ∂Lpf). Other other hand, if p + I, then L
f
p = Lp and ∂Lpf = 0.
Since U = LfC−1/LC−1 is a module over the artinian ring (R/I)C−1, the
natural map U →
∏
p∈R
(e+1)
⊇I
Up =
∏
p∈R
(e+1)
⊇I
(Lf )p/Lp is an isomorphism. We
claim that under this isomorphism,
g =
⊕
p∈R
(e+1)
⊇I
(ιp,I ◦ ∂Lpf).(2.3)
(In particular, g : U × U → A(R/I)[e+1]C−1 is unimodular.) Provided this holds,
Lemma 2.5(iii) tells us that
∂I,q[g] =
∑
p∈R
(e+1)
⊇I
∂p,q∂J,p[f ]
so we are reduced into proving that ∂I,q[U, g] = 0.
We now prove (2.3). Let p ∈ R
(e+1)
⊇I . Since UI0 = 0, the image of the (unique)
R-module section of U → Up is the set of p-torsion elements in U . Let x, y be
elements in that set, and let x, y ∈ LfC−1 be lifts of x, y. Then yp ⊆ LC−1,
and so f(x, y)p = f(x, yp) ⊆ A(R/J)[e]C−1. By Proposition 1.6, this means that
f(x, y) ∈ A(p/J)[e]C−1, and thus g(x, y) = TJ,I(f(x, y)). On the other hand,
(ιp,I ◦ ∂Lpf)(x, y) = ιp,ITJ,pf(x, y), so it is enough enough to check that TJ,I and
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ιp,I ◦ TJ,p agree on A(p/J)[e]C−1. This follows from the commutative diagram on
the right, which is induced by the commutative diagram on the left.
I/J
  //

R/J // R/I

p/J
  // R/J // // R/p
A(I/J)[e]C−1
TJ,I // A(R/I)[e]C−1
A(p/J)[e]C−1
TJ,p //
?
OO
A(R/p)[e+1]C−1
ιp,I
OO
Step 4. Write M = Lf/L. We claim that M is either 0 or a 1-dimensional Cohen–
Macaulay R-module. By Proposition 1.5, it is enough to show that q /∈ AssRM .
Suppose that x ∈ M is annihilated by q, and let x ∈ Lf be a lift of x. Then
xq ∈ L, so f(x, x)q = f(x, xq) ⊆ A(R/J)[e]. By Proposition 1.6, this means that
f(x, x) ∈ A(q/J)[e]. Since both (R/q)[e] and (R/q)[e+1] are 0 (Proposition 1.3), the
map (R/J)[e] → (q/J)[e] is an isomophism, and f(x, x) ∈ A(R/J)[e]. This means
that f(L+xA,L+xA) ⊆ (R/J)[e], so L+xA = L by the maximality of L (Step 2).
We conclude that x = 0.
Next, we claim that Lf is 2-dimensional Cohen–Macaulay R-module. Since
the element r of Step 2 acts faithfully on Lf , it is enough to show that Lf/Lfr
is a 1-dimensional Cohen-Macaulay R-module, which again amounts to showing
q /∈ AssR(Lf/Lfr). Let x ∈ Lf/Lfr be an element annihilated by q and let x ∈ Lf
be a lift of x. Then xq ∈ Lfr, hence f(L, xr−1)q = f(L, xr−1q) ⊆ A(R/J)[e]. As in
the previous paragraph, this means that f(L, xr−1) ⊆ A(R/J)[e] and xr−1 ∈ Lf .
Thus, x ∈ Lfr and x = 0.
Step 5. By Step 4 and Proposition 1.5, M is C-torsion-free, so we may regard M
as an A-lattice in U . We will prove that Mg =M , and thus ∂I,q[g] = 0.
We first prove that M ⊆Mg, or equivalently, g(M,M) ⊆ A(R/I)[e+1]. Consider
the diagram on the right, which is induced by the commutative diagram on the left:
I/J
  // q/J
 _

// // q/I
 _

I/J
  // R/J // //

R/I

k(q) k(q)
A(I/J)[e]
TI/J // A(q/I)[e+1] //
TI,q

A(q/J)[e+1]

A˜(q) A˜(q)
The top row of the right diagram is exact in the middle, so TI,q ◦ TI/J |A(I/J)[e] = 0,
or rather, TI,J(A(I/J)[e]) ⊆ kerTI,q = A(R/I)[e+1] (see (2.1)). Since f(Lf , Lf )I =
f(LfI, Lf ) ⊆ f(L,Lf) ⊆ A(R/J)[e], we have f(Lf , Lf) ⊆ A(I/J)[e] (Proposi-
tion 1.6), and it follows that g(M,M) ⊆ A(R/I)[e+1].
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Step 6. It remains to show that y 7→ g(y,−) :M → HomA(M,A(R/I)[e]), denoted
ϕ, is an isomorphism. Consider the following diagram of R-modules:
L
x 7→f(x,−) //
 _

HomA/AJ (L
f , A(R/J)[e])

Lf
x 7→f(x,−) //

HomA/AJ(L,A(R/J)
[e])
u

M
ϕ // HomA(M,A(R/I)[e+1])
v // Ext1A/AJ (M,A(R/J)
[e])
The right column is induced by L →֒ Lf → M , so it is exact in the middle, and
the map v is induced by (R/J)[e] →֒ (I/J)[e] → (R/I)[e+1] (we have (R/I)[e] = 0
and (R/J)[e+1] = 0 by Proposition 1.3(ii)). The top and middle horizontal maps
are bijective because f is unimodular and Lff = L, and the top rectangle clearly
commutes. Thus, in order to show that ϕ is an isomorphism, it is enough to show
the following:
(i) u is onto,
(ii) v is bijective,
(iii) the bottom rectangle commutes.
By Proposition 1.7(i) and Step 4, we have Ext1A/AJ (L
f , A(R/J)[e]) = 0, so u is
onto. We have I/J = r(R/J), so for similar reasons, HomA/AJ (M,A(I/J)
[e]) ∼=
HomA/AJ (M,A(R/J)
[e]) = 0 and v is injective. To show that v is surjective, it is
enough to check that Ext1A/AJ(M,A(R/J)
[e])→ Ext1A/AJ(M,A(I/J)
[e]) is the zero
map. Observe that I/J →֒ R/J → R/I is isomorphic to R/J
r
−֒→ R/J → R/I.
This means that the morphism Ext1A/AJ(M,A(R/J)
[e]) → Ext1A/AJ (M,A(I/J)
[e])
is isomorphic to r : Ext1A/AJ (M,A(R/J)
[e]) → Ext1A/AJ (M,A(R/J)
[e]), which is
the zero map because Mr = 0. We conclude that (i) and (ii) hold.
In order to prove (iii), we interpret elements of Ext1A/AJ (M,A(R/J)
[e]) as A-
module extensions M by A(R/J)[e]. Let x ∈ Lf , and let
X = {(u,m) ∈ (I/J)[e] ×M : TI,J (u) = g(x+ L,m)},
Y = (A(R/J)[e] × Lf )/{(f(x, ℓ),−ℓ) | ℓ ∈ L}.
One readily checks that the extensions of corresponding to the two possible images
of x in Ext1A(M,A(R/J)
[e]) are
A(R/J)[e]
α
−֒→ X
β
−→ M and A(R/J)[e]
γ
−֒→ Y
δ
−→ M
where α(u) = (u, 0), β(u,m) = m, γ(u) = (u, 0) and δ(u, ℓ) = ℓ + L, and (u, ℓ)
denotes the image of (u, ℓ) ∈ A(R/J)[e] × Lf in Y . Define ψ : Y → X by
ψ(u, ℓ) = (u + f(x, ℓ), ℓ+ L).
It is easy to check that ψ is a well-defined and defines a morphism between the
extensions. Moreover, ψ is isomorphism by the Five Lemma. This completes the
proof of (iii), so we have established the theorem. 
Proposition 2.6. The complex GWR,id,1+ is isomorphic to the Gersten–Witt com-
plex of R defined by Balmer and Walter in [6].
Proof. The proposition follows from the fact that ∂p,q : W˜ (k(p)) → W˜ (k(q)) (p ∈
R(e), q ∈ R(e+1)) is equivalent to the corresponding map in [6, Proposition 8.5(b)],
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a fact that we now prove. By localizing at q, we may assume that R is local and q
is its maximal ideal.
Let (V, f) ∈ H˜1(k(p)). Choose a regular sequence r1, . . . , re ∈ p (use [32, Theo-
rem 17.4(i)]), let I = r1R+ · · ·+ reR and define S and S˜ as in 2A. By Lemma 2.5,
∂p,q[f ] = ∂I,q[ιI,q ◦ f ], so we may replace f with ιI,q ◦ f . Choose any A-lattice
U in V with U ⊆ Uf , set Z = k˜(I)/S˜, and define ∂Uf : U
f/U × Uf/U → Z
as in the proof of Lemma 2.2. Let ϕ denote the isomorphism x 7→ ∂Uf(x,−) :
Uf/U → Hom(Uf/U, Z). One readily checks that upon identifying Uf and U with
Hom(U, S˜) and Hom(Uf , S˜) via y 7→ f(y,−), the map ϕ fits into the commutative
diagram
U //
≀

Hom(U, S˜) // Uf/U
ϕ≀

Hom(Uf/U, Z)
v≀

Hom(Hom(U, S˜), S˜) // Hom(U, S˜)
u // Ext1(Uf/U, S˜)
(2.4)
in which v is induced by S˜ →֒ k˜(I) → Z and u is induced by the top row. The
commutativity is shown as in Step 6 of the proof of Theorem 2.4. The map v is an
isomorphism because Hom(Uf/U, k˜(I)) and Ext1(Uf/U, k˜(I)) are both annihilated
by some power of q and C-divisible, hence 0 (q ∩C 6= ∅ by Lemma 1.4).
For every i-dimensional Cohen–Macuaulay S-module M , there is an canonical
isomorphism Exti(M, S˜) ∼= Exti+e(M,R). To see this, let Pe → · · · → P0 → S and
Qe+i → · · · → Q0 →M be R-projective resolutions with P0 = R (their lengths are
justified by [11, Theorem 1.3.3]). By Proposition 1.3(ii), P∨0 → · · · → P
∨
e → S˜ is
an R-projective resolution of S˜. Consider the induced double complex:
0

0

0

· · · // Hom(Qi, P∨0 ) //

· · · // Hom(Qe+i, P∨0 ) //

Exte+i(M,P∨0 )
w

// 0
...

...

...

· · · // Hom(Qi, P∨e ) //

· · · // Hom(Qe+i, P∨e ) //

Exte+i(M,P∨e )

// 0
· · ·
h // Hom(Qi, S˜)
h′ //

· · · // Hom(Qe+i, S˜) //

Exte+i(M, S˜) //

0
0 0 0
All rows except the bottom one and all columns except the right one are exact.
Standard diagram chasing therefore implies that Exti(M, S˜) = (kerh′)/(imh) is
isomorphic to kerw. By taking P• to be the Koszul complex associated to the regu-
lar sequence r1, . . . , re (Proposition 1.9), we see that w is in fact 0, becauseMI = 0.
Thus, kerw = Exte+i(M,P∨0 )
∼= Exte+i(M,R) and ExtiS(M, S˜)
∼= Exte+i(M,R).
Now, after replacing f with (−1)
(e−1)(e−2)
2 f , the diagram (2.4) (without the mid-
dle term on the right column) is naturally isomorphic to diagram (35) in [6] when
U is a free R/p-module. This means that, up to a sign depending on e, the map
∂p,q is equivalent to the map in [6, Proposition 8.5(b)]. 
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Remark 2.7. Suppose that (A, σ) is an Azumaya R-algebra with unitary invo-
lution. Then S := Z(A) is a quadratic e´tale R-algebra and σ|S is the stan-
dard R-involution on S. If p ∈ R(e) splits in S, then S(p) ∼= k(p) × k(p) and
(A(p), σ(p)) ∼= (B × Bop, (x, yop) 7→ (y, xop)) for some central simple k(p)-algebra
B. As a result, W˜ε(A(p)) = 0 [16, Example 2.4] and p does not contribute to
GWA,σ,εe . In particular, if S = R×R, then GW
A,σ,ε
+ is the zero complex.
We finish this section by showing that the isomorphism class of GW
A/R,σ,ε
+ is
independent of R. This will usually be used to replace R with Z(A){σ} in order to
assume that (A, σ) is Azumaya over R.
Theorem 2.8. Let R′ be a regular ring and suppose that A is equipped with an
R′-algebra structure such that (A, σ) is a separable projective R′-algebra with invo-
lution. Then GW
A/R,σ,ε
+
∼= GW
A/R′,σ,ε
+ .
Proof. Since the structure morphism R′ → A factors through Z(A){σ}, it is enough
to prove the theorem when R′ = Z(A){σ}. In particular, we may assume that R′
is a finite e´tale R-algebra. Under this additional assumption, we shall define an
isomorphism ψ = ψR,R′ : GW
A/R,σ,ε
+
∼
−→ GW
A/R′,σ,ε
+ as follows.
Let ψ−1 be the identity map Wε(A, σ)→Wε(A, σ).
To define ψe for e ≥ 0, let φ : SpecR′ → SpecR denote the morphism cor-
responding to the structure map R → R′. Since R′ is finite e´tale over R the
fibers of φ are finite, φ(R′(e)) ⊆ R(e) for all e ≥ 0, and pR′ =
⋂
P∈φ−1(p)P for all
p ∈ R(e) [44, Tags 00HS, 00GT]. Given P ∈ R′(e), write k′(P) = Frac(R′/P),
k˜(P) = ExteR′
P
(k′(P), R′P), A(P) = A ⊗R′ k
′(P) and A˜(P) = A ⊗R′ k˜′(P).
For every P ∈ R′(e) with p := φ(P), define ψp,P : W˜ε(A(p)) → W˜ε(A(P)) by
ψp,P[V, f ] = [VP, fP]. Here, we have identified A˜(p)P = (A ⊗R′ R′P) ⊗ k˜(p) with
A˜(P) using the canonical isomorphism
R′P ⊗ k˜(p) = R
′
P ⊗ Ext
e
Rp(k(p), Rp)
∼= ExteR′
P
(k′(P), R′P) = k˜
′(P).
Finally, let
ψe =
∑
p∈R(e)
∑
P∈ι−1(p)
ψp,P :
⊕
p∈R(e)
W˜ε(A(p))→
⊕
P∈R′(e)
W˜ε(A(P)).
In order to show that ψe is an isomorphism, it is enough to check that the
sum
∑
P∈φ−1(p) ψp,P : W˜ε(A(p))→
⊕
P∈ι−1(p) W˜ε(A(P)) is an isomorphism. This
follows readily from the fact that R′(p) =
∏
P∈φ−1(p) k
′(P), which means that the
natural map V →
∏
P∈ι−1(p) VP is an isomorphism of R
′(p)-modules for every
R′(p)-module V , and likewise for A(p)-modules.
It remains to check that ψ = (ψe)e≥−1 is compatible with the differentials of
GW
A/R,σ,ε
+ and GW
A/R′,σ,ε
+ . Let d
′
e denote the e-th differential of GW
A/R′,σ,ε
+ . Then
we need to check that d′e◦ψe = ψe+1◦de for all e ≥ −1. We leave the straightforward
case where e = −1 to the reader and assume e ≥ 0. In this case, it is enough to
show that for all p ∈ R(e) and Q ∈ R(e+1), we have
∑
P ∂P,Q ◦ ψp,P = ψq,Q ◦ ∂p,q,
where q = ι(Q) and the sum is taken over all P ∈ ι−1(p) contained in Q. We
assume that p ⊆ q otherwise both sides are 0. We may further assume that R is
local and q is its maximal ideal.
Fix p ∈ R(e) and (V, f) ∈ H˜ε(A(p)). Write I = pR′Q. Then R
′
Q/I is Cohen-
Macaulay [44, Tag 025Q], so we may consider ∂I,Q. We claim that
∂I,Q[fQ] = (∂p,q[f ])Q.(2.5)
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Indeed, choose an A-lattice U in V with Ufq ⊆ U ⊆ Uf . As in the proof
of Lemma 2.3, we have (UQ)
fQ = (Uf )Q. Since U
f
Q is an R
′
Q/I-module and
UfQQ = U
f
QR
′
Qq ⊆ U
f
Q, it follows that ∂I,Q[fQ] is represented by (U
f
Q/UQ, ∂fQ) =
(Uf/U, ∂f)Q, hence our claim.
Let Q ∈ R′(e+1) and let T = {P ∈ φ−1(p) : P ⊆ Q}. Then the natural
maps VQ →
∏
P∈T VP and A˜(p)Q →
∏
P∈T A˜(p)P are isomorphisms. Given
P ∈ T , the (unique) A-module section of A˜(p)Q → A˜(p)P is just the map ιP,I
of Lemma 2.5 (applied to R′), so (VQ, fQ) ∼= ⊕P∈T (VQ, ιP,I ◦ fQ). By part (iii)
of that lemma, ∂I,Q[fQ] =
∑
P∈T ∂P,Q[fP]. Thanks to (2.5), this means that
ψq,Q[f ] =
∑
P∈T ∂P,Qψp,P[f ], which is what we need to show. 
3. Computing Residue Maps
LetR, (A, σ) and ε be as in Section 2. Let e ≥ 0, p ∈ R(e), q ∈ R(e+1) and assume
p ⊆ q. We now show that the definition of ∂p,q : W˜ε(A(p)) → W˜ε(A(q)), see 2B,
can be made even more explicit, to the extent of allowing hands-on computations.
This will give an elementary method to compute the differentials of GWA,σ,ε, which
will be used in the sequel.
To that end, we may assume that R is local and q is its maximal ideal. In fact, we
shall further require that R/p is a complete intersection ring, because the general
case can be deduced from this special case, see Remark 3.5.
Similarly to 2A, we shall work in greater generality, replacing p with any ideal I
of R such that S := R/I is a 1-dimensional complete intersection ring. Define C,
m, k(I), S˜, m˜−1 and k˜(I) as in 2A. By Proposition 1.9, I/I2 is a free S-module of
rank e, and
S˜ ∼= Hom(
∧e
(I/I2), S)
canonically. In particular, S˜ is a free S-module of rank 1. For the sake of brevity,
given a regular sequence r1, . . . , re ∈ R generating I and some s ∈ R, we shall write
[r1∧· · ·∧re 7→ s] to denote the unique element of S˜ sending (r1+I2)∧· · ·∧(re+I2)
to s+ I. The same convention will be applied to other complete intersection ideals,
e.g., IC−1 ⊆ RC−1 and q ⊆ R.
Let us fix a regular sequence α1, . . . , αe ∈ R generating I and a regular sequence
β1, . . . , βe+1 ∈ R generating q. Then S˜ is generated by [α1 ∧ · · · ∧ αe 7→ 1]. Since
I ⊆ q, we can find elements γji ∈ R (1 ≤ i ≤ e, 1 ≤ j ≤ e + 1) such that∑
j βjγji = αi for all i. In addition, since qC
−1 = RC−1 (Lemma 1.4), there exist
ξ1, . . . , ξe+1 ∈ RC−1 such that
∑
j ξjβj = 1.
Theorem 3.1. Let d ∈ RC−1 denote the determinant of the matrix

ξ1 γ11 · · · γ1e
ξ2 γ21 · · · γ2e
...
...
...
ξe+1 γ(e+1)1 · · · γ(e+1)e


Then m˜−1 = S˜ + [α1 ∧ · · · ∧αn 7→ d]S and the map TI,q,R : m˜−1 → k˜(q) (see (2.1))
sends S˜ to 0 and [α1 ∧ · · · ∧ αn 7→ d] to [β1 ∧ · · · ∧ βe+1 7→ 1] ∈ k˜(q).
Proof. We work in the bounded derived category ofM(R), denoted D. Recall that
M∨ denotes Hom(M,R). If P ∈ D, we write the i-th differential of P as dPi , and
set P∨ = (P−i, (d
P
1−i)
∨)i∈Z and ∆nP = T
n(P∨). We define P∨
′
and ∆′nP similarly,
by dualizing relative to RC−1.
Let E be a free R-module with basis x1, . . . , xe and let s ∈ E∨ be the R-module
homomorphism sending xi to αi for all i. Let F be a free R-module with basis
ON THE GROTHENDIECK–SERRE CONJECTURE FOR CLASSICAL GROUPS 19
y1, . . . , ye+1 and let t ∈ F∨ be the R-module homomorphism sending yj to βj for
all j. Let L and K denote the Koszul complexes of (E, s) and (F, t), respectively,
see 1C. Then H0(E) = R/I = S and H0(F ) = R/q = k(q).
Let γ : E → F denote the R-homomorphism determined by γxi =
∑
j yjγji.
Then t = s ◦ γ, hence γ determines a morphism L → K, which is also denoted
γ. Explicitly, γi : Li → Ki is just γ∧i : ∧iE → ∧iF (and γ∧i = 0 if i < 0). The
induced map H0(γ) : S → k(q) is the quotient map.
Let G denote the cone of γ : L→ K. Then we have a distinguished triangle
T−1G
u
−→ L
γ
−→ K
v
−→ G
in D, where Gi = Ei−1 ⊕ Fi (viewed as column vectors) and
dGi =
[
−dLi−1 0
γ∧(i−1) dKi
]
, ui =
[
idEi 0
]
, vi =
[
0
idFi
]
.
The cochain complex T−1G is quasi-isomorphic to a projective resolution of m (the
image of H0(u) : H0(T
−1G) → H0(L) = S is precisely m), hence H0(∆eT
−1G) =
H0(∆e+1G) can be identified canonically with m˜
−1 = ExteR(m, R). Moreover, the
maps S˜ → m˜−1 and TI,q : m˜
−1 → k˜(q) are just H0(∆eu) and H0(∆e+1v), respec-
tively.
Let L′ and G′ denote the localizations of L and G at C, respectively. Then L′
is a projective resolution of the RC−1-module k(I). Let c :=
∑
i yiξi ∈ FC
−1. For
i ≥ 0, define ci : ∧iEC−1 → ∧i+1FC−1 by ci(z) = c ∧ γ∧iz. Let fi : LiC
−1
i →
Gi+1C
−1 denote [ idci ] if 0 ≤ i ≤ e and the zero map otherwise. It is routine to
check that f = (fi)i∈Z is a morphism from L
′ to T−1G′ (use sRC−1(c) = 1 and
γ∧(i−1)dLi = d
K
i γ
∧i).
Let u′ = uRC−1 : T
−1G′ → L′. Then u′ is a quasi-isomorphism, and since
u′◦f = idL′ , we see that H0(∆′ef) is the the inverse of H0(∆
′
eu
′) : S˜C−1 → m˜−1C−1.
Thus, writing the natural morphism ∆e+1G→ ∆′e+1G
′ as ι, the image of H0(∆
′
ef◦ι)
in H0(∆
′
eL
′) = k˜(I) is the copy of m˜−1 in k˜(I).
The morphisms ∆′ef ◦ ι and ∆e+1v are illustrated, in degrees 0 and 1, in the
following diagram (the top row is degree 1 and the bottom row is degree 0),
(∧eF )∨
(−1)e+1(dKe+1)
∨

(∧e−1E)∨
⊕
(∧eF )∨
(∗)

[0 id]oo
[id c∨e−1]// (∧e−1EC−1)∨
′
(−1)e(dL
′
e )
∨′

(∧e+1F )∨
(∧eE)∨
⊕
(∧e+1F )∨
[0 id]oo [id c
∨
e ] // (∧eEC−1)∨
′
(3.1)
where (∗) is (−1)e+1
[
−(dEe )
∨ (γ∧e)∨
0 (dKe+1)
∨
]
. As noted in the proof of Proposition 1.9(iii),
the isomorphism H0(∆
′L′) = coker(dL
′
e )
∨′ ∼= k˜(I) sends [x1 ∧ · · · ∧ xe 7→ 1] to
[α1 ∧ · · · ∧αe 7→ 1], and the isomorphism H0(∆e+1K) = coker(dKe+1)
∨ ∼= k˜(q) sends
[y1 ∧ · · · ∧ ye+1 7→ 1] to [β1 ∧ · · · ∧ βe+1 7→ 1]. It is routine to check that c∨e+1 maps
[y1 ∧ · · · ∧ ye+1 7→ 1] to [x1 ∧ · · · ∧ xe 7→ d]. The theorem follows readily from this
observation and the bottom row of (3.1). 
In the remainder of this section, we show how Theorem 3.1 can be applied to
compute ∂p,q in various situations. Given a1, . . . , an ∈ A˜(p) with εa
σ˜(p)
i = ai for all
i, we write 〈a1, . . . , an〉A(p) to denote the (A˜(p), σ˜(p))-valued ε-hermitian form on
A(p)n given by ((xi), (yi)) 7→
∑
i x
σ
i aiyi. The Witt equivalence relation is denoted
∼. The ring R is assumed to be regular local if not otherwise indicated.
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Example 3.2. Suppose that R/p is regular, and hence a discrete valuation ring.
Then there exists αe+1 ∈ R such that α1, . . . , αe, αe+1 generate q. Using this
generating set, we can take γji = δji, ξ1 = · · · = ξe = 0 and ξe+1 = α
−1
e+1. By
Theorem 3.1, m˜−1 is the S-submodule of k˜(p) generated by [α1 ∧ · · · ∧ αe 7→ α
−1
e+1]
(this module already contains S˜), and T : m˜−1 → k˜(q) maps [α1 ∧ · · · ∧αe 7→ α
−1
e+1]
to (−1)e[α1 ∧ · · · ∧ αe+1 7→ 1].
We apply this to describe ∂p,q in the case (A, σ, ε) = (R, idR, 1). It is enough to
evaluate ∂p,qfb, where fb := 〈[α1 ∧ · · · ∧ αe 7→ b]〉k(p) and b ∈ R
×
p .
Since S is a discrete valuation ring with uniformizer αe+1(p), we can write b ≡
αne+1r mod pp with n ∈ Z and r ∈ R
×. We claim that, up to Witt equivalence,
∂p,q〈[α1 ∧ · · · ∧ αe 7→ α
n
e+1r]〉k(p) =
{
0 n ∈ 2Z
〈(−1)e[α1 ∧ · · · ∧ αe+1 7→ r]〉k(q) n /∈ 2Z.
Indeed, write f := fb, let m = ⌊
n
2 ⌋ and consider the submodule U = α
−m
e+1(p)S
of V = k(p). One readily checks that Uf = α−me+1(p)S = U if n is even and
Uf = α−m−1e+1 (p)S = α
−1
e+1(p)U if n is odd. Thus, ∂f is the zero form when n even.
On the other hand, when n is odd, Uf/U is a one-dimensional k(q)-vector space
generated by the image of α−m−1e+1 (p), and we have
∂f(α−m−1e+1 (p) + U, α
−m−1
e+1 (p) + U) = T (f(α
−m−1
e+1 (p), α
−m−1
e+1 (p))) =
T [α1 ∧ · · · ∧ αe 7→ α
n−2m−2
e+1 r] = (−1)
e[α1 ∧ · · · ∧ αe+1 7→ r],
so ∂p,qfb ∼ 〈(−1)e[α1 ∧ · · · ∧ αe+1 7→ r]〉k(q).
To illustrate this formula, let F be a field, let R = F [x, y] and consider the ideals
a = xR, b = yR and c = xR+ yR. Then
∂0,a〈xy〉k(0) ∼ 〈[x 7→ y]〉k(a),
∂0,b〈xy〉k(0) ∼ 〈[y 7→ x]〉k(b),
∂a,c〈[x 7→ y]〉k(a) ∼ 〈−[x ∧ y 7→ 1]〉k(c),
∂b,c〈[y 7→ x]〉k(b) ∼ 〈−[y ∧ x 7→ 1]〉k(c) = 〈[x ∧ y 7→ 1]〉k(c).
One can similarly check that all other components of d0, resp. d1, vanish on 〈xy〉k(0),
resp. 〈[x 7→ y]〉k(a) and 〈[y 7→ x]〉k(b). Thus, d1d0〈xy〉k(0) ∼ 〈−[x∧ y 7→ 1], [x∧ y 7→
1]〉k(c) ∼ 0, as one would expect.
Example 3.3. We continue to assume that R/p is regular as in Example 3.2,
and choose αe+1 ∈ R such that α1, . . . , αe+1 generate q. In addition, we write
m−1 = {r ∈ k(p) : mr ⊆ S} and Am−1 = A⊗m−1 = {a ∈ A(p) : am ⊆ AS}.
Let us identify k˜(p) with k(p) by sending [α1 ∧ · · · ∧ αe 7→ 1] to 1 and k˜(q) with
m−1/S by sending [α1∧· · ·∧αe+1 7→ 1] to α
−1
e+1+S. Then S˜ and m˜
−1 correspond to
S and m−1, respectively, and we have induced identifications A˜S = AS and A˜(q) =
A ⊗ (m−1/S) = Am−1/AS . By Example 3.2, the map TA : Am−1 → Am−1/AS of
(2.1) is just (−1)e times the the quotient map. Note that the identifications just
made are independent of αe+1, so they are canonical when e = 0.
Write K = k(p), k = k(q) and k˜ = m−1/S. Then W˜ε(A(p)) = Wε(AK , σK),
W˜ε(A(q)) = W˜ε(Ak, σk; k˜) (notation as in Example 1.2), and ∂p,q : Wε(AK , σK)→
W˜ε(Ak, σk; k˜) can be described as follows: Given (V, f) ∈ Hε(AK , σK), choose an
A-lattice U ⊆ V such that Ufm ⊆ U ⊆ Uf , and define ∂p,q[V, f ] = [Uf/U, ∂f ],
where ∂f is given by ∂f(x + U, y + U) = (−1)ef(x, y) + AS (here we identify
Am−1/AS with A⊗ k˜).
Taking (A, σ, ε) = (R, idR, 1) and fixing an isomorphism m
−1/S ∼= k, the induced
map W (K)→ W˜ (k) ∼=W (k) is (up to sign) the usual second residue map, see [42,
Definition 6.2.5], for instance.
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The previous paragraphs also imply that (−1)e · ∂Ap,q can be identified non-
canonically with ∂AS0,m when S = R/p is regular.
Example 3.4. Let F be a field, let R denote the localization of F [x, y] at the ideal
generated by x and y, and let p = (x2 − y5)R and q = xR + yR. Then R/p is a
complete intersection ring which is not regular. Suppose (A, σ, ε) = (R, idR, 1). We
apply Theorem 3.1 to compute ∂p,q〈[x2 − y5 7→ xy]〉k(p).
To that end, we identify k˜(p) with k(p) by mapping [x2 − y5 7→ 1] to 1 and k˜(q)
with k(q) by mapping [x ∧ y 7→ 1] to 1. It is also convenient to identify k(p) with
F (z) via x 7→ z5, y 7→ z2; the ring S = R/p corresponds to the localization of
F [z2, z5] at the ideal M generated by {z2, z5}.
Take α1 = x
2 − y5, β1 = x, β2 = y, γ11 = x, γ21 = −y4, ξ1 = x−1 and
ξ2 = 0. Then, under the previous identifications, Theorem 3.1 asserts that m˜
−1 =
S + S(−y4x−1) = S + Sz3 = F [z2, z3]M , and T : m˜−1 → k(q) maps S to 0 and
−z3 = −y4x−1(p) to 1.
Writing f = 〈xy〉k(p) = 〈z
7〉k(p) and U = z
−1F [z]M , it is routine to check that
Uf = {u ∈ k(z) : z6F [z]u ⊆ S} = z−2F [z]M . Thus, Uf/U is a simple S-module
generated by z−2 + U . Since ∂f(z−2 + U, z−2 + U) = T (z3) = −1, we conclude
that ∂p,q〈xy〉k(p) ∼ 〈−1〉k(q).
Remark 3.5. Let R be a regular local ring of dimension e+1, let q denote its max-
imal ideal, and let p ∈ R(e). We do not assume that R/p is a complete intersection
ring. Given (V, f) ∈ H˜ε(A(p)), we can use Theorem 3.1 to describe ∂p,q[V, f ] as
follows. By [11, Theorem 2.12(b)], p contains a regular sequence α1, . . . , αe. Write
I = α1R + · · · + αeR. Then R/I is a complete intersection ring of dimension 1.
Thanks to Lemma 2.5(iii), we have
∂p,q[V, f ] = ∂I,q[V, ιp,I ◦ f ],
and the right hand side can be computed using Theorem 3.1.
This approach requires a description of ιp,I : k˜(p) → k˜(I), which is given as
follows. Defining C as in 2A, let π1, . . . , πe ∈ pC−1 be a regular sequence generating
pC−1 in RC−1. Since I ⊆ p, we can write αi =
∑
j πjuji for some {uji}j,i ⊆ RC
−1.
Then ιp,I is determined by
ιp,I [π1 ∧ · · · ∧ πe 7→ 1] = det(uij) · [α1 ∧ · · · ∧ αe 7→ 1].
Indeed, let s : Re → R, t : Re → R and u : Re → Re be given by s(r1, . . . , re) =∑
i αiri, t(r1, . . . , re) =
∑
i πiri and u(r1, . . . , re) = (
∑
i u1iri, . . . ,
∑
i ueiri). As in
the proof of Theorem 3.1, u determines a morphism u = (u∧i)i≥0 : K(R
n, s) →
K(Rn, t) such that H0(u) is the quotient map RC−1/IC−1 → RC−1/pC−1. The
assertion now follows by examining (u∧e)∨ : (K(Re, t)e)
∨ → (K(Re, s)e)∨ and using
Proposition 1.9(iii).
4. Functoriality
In this section, we prove that the Gersten–Witt complex (see Section 2) is com-
patible with a number of natural operations, e.g. base change of (A, σ). We stress
that the elementary proofs are possible thanks to the new construction of the
Gersten–Witt complex in Section 2.
We further remark that the operations on hermitian spaces that we consider
are induced by hermitian functors (also called duality preserving functors) between
the corresponding hermitian categories, see [42, Chapter 7], [28, Chapter II] or [3,
Chapter 1]. We shall suppress the details of this as they will not be necessary.
Throughout, (A, σ) and (B, τ) denote R-algebras with involution, ε ∈ µ2(R),
and M is an invertible R-module. Recall [30, §2B] that every V ∈ P(A) admits
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a finite dual basis, i.e., a collection {(xi, φi)}ni=1 ⊆ V × HomA(V,A) such that
x =
∑
i xi · φix for all x ∈ V .
4A. Base Change. Let ρ : (A, σ) → (B, τ) be a morphism of R-algebras with
involution. There is a base change along ρ functor ρ∗ : Hε(A, σ;M)→ Hε(B, τ ;M)
(notation as in Example 1.2) given on objects by ρ∗(V, f) = (V ⊗A B, ρf), where
ρf is determined by
ρf(x⊗ b, x′ ⊗ b′) = bτ · (ρ⊗ idM )(f(x, x
′)) · b′ (x, x′ ∈ V, b, b′ ∈ B),
and on morphisms by ρ∗ϕ = ϕ ⊗A idB. The hermitian form ρf is unimodular by
the following lemma, which also tells us that that ρ induces a group homomorphism
Wε(A, σ;M)→Wε(B, τ ;M). The latter is also denoted ρ∗.
Lemma 4.1. In the previous notation, ρ∗(V, f) ∈ Hε(B, τ). If (V, f) is metabolic,
then so is ρ∗(V, f).
Proof. The first statement follows by a simple adaptation of the argument in [28,
I.7]. If L ⊆ V is an A-submodule satisfying L = L⊥ and V/L ∈ P(A), then there
exists another A-submodule L′ such that V = L⊕L′ and L′ = L′⊥ [28, Proposition
I.3.7.1]. It is easy to see that ρf(L⊗AB,L⊗AB) = ρf(L′⊗AB,L′⊗AB) = 0. Since
V ⊗AB = (L⊗AB)⊕(L′⊗AB), the unimodularity of ρf forces (L⊗B)⊥(ρf) = L⊗B,
so ρf is metabolic. 
Theorem 4.2. Suppose that R is regular and that A and B are separable projective
R-algebras. Then ρ : (A, σ) → (B, τ) induces a morphism of cochain complexes
ρ = (ρi)i∈Z : GW
A,σ,ε
+ → GW
B,τ,ε
+ with ρ−1 = ρ∗ and ρe =
⊕
p∈R(e) ρ(p)∗.
Proof. Let de and d
′
e denote the e-th differentials of GW
A,σ,ε
+ and GW
B,τ,ε
+ , respec-
tively. We need to show that d′e ◦ ρe = ρe+1 ◦ de for all e ≥ −1. The case e = −1 is
clear because ρ∗ is compatible with localization. Proving the case e ≥ 0 amounts
to showing that ∂Bp,q ◦ ρ(p)∗ = ρ(q)∗ ◦ ∂
A
p,q for all p ∈ R
(e) and q ∈ R(e+1) with
p ⊆ q. To that end, we may assume that R is local and q is its maximal ideal. We
then apply the notation of 2A, taking I = p.
Let (V, f) ∈ H˜ε(A(p)) and let U be an A-lattice in V such that Ufm ⊆ U ⊆ Uf .
Since A is separable over R, the algebra B is finite projective as a left (or right) A-
module (see 1A). Thus, we may and shall view U⊗AB and U
f⊗AB as submodules of
V ⊗AB = V ⊗A(p)B(p). Write g = ρ(p)f . Provided that (U⊗AB)
g = Uf⊗AB, it is
easy to see that the natural isomorphism (Uf⊗AB)/(U⊗AB)→ (U
f/U)⊗A(q)B(q)
is an isometry from ∂g to ρ(q)(∂f), which is exactly what we want. We finish by
showing that (U ⊗A B)g = Uf ⊗A B.
That (U ⊗AB)g ⊇ Uf ⊗AB is straightforward, so we turn to show the converse.
We noted earlier thatB is finite projective as a rightA-module, so it has a finite dual
basis {(bi, φi)}ni=1 ⊆ B ×HomA(B,A). For all i ∈ {1, . . . , n}, let b
′
i = bi(p) ∈ B(p)
and φ′i = φi⊗idk˜(p) ∈ HomA(B˜(p), A˜(p)). Then φ
′
i(B˜S) ⊆ A˜S and b =
∑
i b
′
i ·φ
′
ib for
all b ∈ B˜(p). Let v ∈ (U ⊗AB)
g. Since f is unimodular, for all i ∈ {1, . . . , n}, there
exists vi ∈ V such that f(vi, x) = φ′i(g(v, x⊗ 1)) for all x ∈ V . Since g(v, U ⊗ 1) ⊆
B˜S , we have φ
′
i(g(v, U ⊗1)) ⊆ A˜S , hence vi ∈ U
f . Now, for all x ∈ V and b ∈ B(p),
we have g(v, x⊗b) =
∑
i b
′
i ·φ
′
i(g(v, x⊗1))b =
∑
i b
′
i ·f(vi, x)b = g(
∑
i vi⊗b
′τ
i , x⊗b),
so v =
∑
i vi ⊗ b
′τ
i ∈ U
f ⊗A B. 
4B. Involution Traces. Throughout this subsection, we assume that B is an R-
subalgebra of A (σ|B 6= τ is possible), and A is a finite projective right B-module;
the latter is automatic if A and B are separable projective over R (see 1A). We
further let γ ∈ µ2(R).
A function π : A→ B is called an involution γ-trace (relative to σ and τ) if:
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(T1) π is additive and π(bσ1ab2) = b
τ
1π(a)b2 for all b1, b2 ∈ B, a ∈ A;
(T2) π ◦ σ = γτ ◦ π;
(T3) the map a 7→ [x 7→ π(ax)] : A→ HomB(A,B) is an isomorphism.
Note that condition (T3) is equivalent to the unimodularity of the γ-hermitian
form (a, a′) 7→ π(aσa′) : A×A→ B over (B, τ). Under the additional assumptions
τ = σ|A and γ = 1, the map π is an involution trace in the sense of [28, I.7.2.4].
Every involution γ-trace π : A → B induces a functor π∗ : Hε(A, σ;M) →
Hγε(B, τ ;M) given on objects by π∗(V, f) = (VB , πf), where πf = (π ⊗ idM ) ◦ f ,
and by π∗ϕ = ϕ on morphisms. This is well-defined by the following lemma, which
also tells us that we have an induced group homomorphism π∗ : Wε(A, σ;M) →
Wγε(B, τ ;M).
Lemma 4.3. In the previous notation, π∗(V, f) ∈ Hγε(B, τ ;M). If (V, f) is meta-
bolic, then so is π∗(V, f).
Proof. We have VB ∈ P(B) because AB ∈ P(B) and V is an A-module summand
of An for some n. That πf is a (B ⊗M, τ ⊗ idM )-valued γε-hermitian form over
(B, τ) follows readily from (T1) and (T2).
Write fˆ for x 7→ f(x,−) : V → HomσA(V,A), and define π̂f : VB → Hom
τ
B(V,B)
similarly. Then π̂f = jV ◦ fˆ , where jV : HomA(V,A ⊗M) → HomB(VB , B ⊗M)
is given by jV (φ) = (π ⊗ idM ) ◦ φ. Thus, in order to show that πf is unimodular,
it is enough to show that jV is an isomorphism. It is routine to check that jV is
natural in V . Since V is a summand of (A ⊗M)n for some n ∈ N, it is enough
to consider the case V = A ⊗M . Since the map φ 7→ φ ⊗ idM : HomA(U,W ) →
HomA(U⊗M,W⊗M) is an isomorphism for all U,W ∈ P(A) ([19, Theorem 1.3.26],
End(M) = R), and likewise for B-modules, we are reduced to proving that φ 7→
π ◦ φ : HomA(A,A) → HomB(AB , B) is an isomorphism. This holds because the
composition of this map with the isomorphism A → EndA(A) given by sending
a ∈ A to left multiplication by a is the map considered in (T3).
The second assertion is shown exactly as in the proof of Lemma 4.1. 
If S is an R-ring, then πS : AS → BS is also a γ-involution trace relative to σS
and τS (use [19, Corollary 1.3.27] to check (T3)).
Theorem 4.4. Keeping the previous notation, suppose that R is regular and A and
B are separable projective over R. Then π induces a morphism of cochain complexes
π = (πi)i∈Z : GW
A,σ,ε
+ → GW
B,τ,γε
+ with π−1 = π∗ and πe =
⊕
p∈R(e) π(p)∗ for
e ≥ 0.
Proof. As in the proof of Theorem 4.2, we may assume that R is local of dimension
e + 1 with maximal ideal q, and the proof reduces to showing that π(q)∗ ◦ ∂Ap,q =
∂Bp,q ◦ π(p)∗ for all p ∈ R
(e). We use the notation of 2A with I = p.
Let (V, f) ∈ H˜ε(A(p)) and let g = π(q)f . Choose an A-lattice U in V with
Ufm ⊆ U ⊆ Uf . Provided that Ug = Uf , it is easy to see that ∂g = π(q)(∂f),
which would finish the proof.
It is clear that Uf ⊆ Ug. To see the converse, let {(ai, φi)}ni=1 be a dual basis
for AB. By (T3), there exist {ci}ni=1 ⊆ A such that π(cix) = φix for all x ∈ A,
hence
∑
i aiπ(cix) = x. Let π˜ = π ⊗ idk˜(p). Then
∑
i aiπ˜(cix) = x for all x ∈
A˜(p). Now, if v ∈ Ug, then for all x ∈ U , we have f(x, v) =
∑
i aiπ˜(cif(x, v)) =∑
i aiπ˜(f(xc
σ
i , v)) =
∑
i aig(xc
σ
i , v) ∈
∑
i aiB˜S ⊆ A˜S , so v ∈ U
f . 
Example 4.5. Let u ∈ A×∩Sγ(A, σ) and let Int(u) denote the inner automorphism
a 7→ uau−1 : A→ A. Then τ := Int(u)◦σ is an involution and the map πu : A→ A
given by πu(a) = ua is an involution γ-trace relative to σ and τ . We write (πu)∗
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as u∗, and πuf as uf when (V, f) ∈ Hε(A, σ;M). The functor u∗ : Hε(A, σ;M)→
Hγε(A, τ ;M) is called u-conjugation. It is clearly an equivalence, the inverse being
(u−1)∗, so the induced map on the corresponding Witt groups is an isomorphism.
By Theorem 4.4, if R is regular and A is separable projective over R, then
u-conjugation induces an isomorphism u∗ : GW
A,σ,ε
+ → GW
A,Int(u)◦σ,γε
+ .
4C. Hermitian Morita Equivalence. We show that the Gersten–Witt complex
is compatible with a special kind of hermitian Morita equivalence.
Let e ∈ A be an idempotent satisfying eσ = e and AeA = A. Put Ae = eAe.
Then σ restricts to an involution on σe : Ae → Ae. Since Ae is an R-summand of
A, we may and shall regard Ae ⊗M as a subset of A⊗M .
Following [16, §2G] and [15, Proposition 2.5], define the e-transfer functor e∗ :
Hε(A, σ;M)→ Hε(Ae, σe;M) by setting e∗(V, f) = (V e, fe := f |V e×V e) for objects
and e∗ϕ = ϕ|V e for every morphism ϕ : (V, f)→ (V ′, f ′).
Lemma 4.6. e∗ : Hε(A, σ;M)→ Hε(Ae, σe;M) is equivalence of categories taking
metabolic spaces to metablic spaces.
Proof. Since we assume 2 ∈ R×, the proof of [15, Proposition 2.5] applies to our
situation with the following modification: Replace φ in op. cit. with the natural
transformation iV : Hom
σ
A(V,A⊗M)·e = HomA(V, eA⊗M)→ Hom
σe
Ae
(V e,Ae⊗M)
given by iV (ψ) = ψ|V e; this is an isomorphism by Morita Theory [30, Exam-
ple 18.30]. 
The isomorphism Wε(A, σ;M) → Wε(Ae, σe;M) induced by e∗ will also be de-
noted e∗.
Theorem 4.7. In the previous notation, suppose that R is regular and A is separa-
ble projective over R. Then e-transfer induces an isomorphism of cochain complexes
e = (ei)i∈Z : GW
A,σ,ε
+ → GW
Ae,σe,ε
+ with e−1 = e∗ and eℓ =
⊕
p∈R(ℓ) e(p)∗ for ℓ ≥ 0.
Proof. As in the proof of Theorem 4.2, we may assume that R is local of dimension
ℓ + 1 with maximal ideal q, and the proof reduces to showing that e(q)∗ ◦ ∂Ap,q =
∂eAep,q ◦ e(p)∗ for all p ∈ R
(ℓ). We use the notation of 2A with I = p.
Let (V, f) ∈ H˜ε(A(p)) and let U be an A-lattice in V such that Ufm ⊆ U ⊆ Uf .
Then Ue is an Ae-lattice in V e. Write g = fe. Provided that (Ue)
g = Ufe, the
natural map (Uf/U)e → Ufe/Ue is an isometry from (∂f)e to ∂g, and therefore
e(q)∗∂
A
p,q[V, f ] = ∂
eAe
p,q [V e, fe].
That Ufe ⊆ (Ue)g is straightforward. Conversely, if v ∈ (Ue)g, then f(U, v) =
f(UAeA, v) = A · f(Ue, v) = A · g(Ue, v) ⊆ A˜S , so v ∈ Uf ∩ V e = Ufe. 
5. Surjectivity of The Last Differential
Throughout this section, R is a regular ring, (A, σ) is an Azumaya R-algebra
with involution and ε ∈ µ2(R). We show that some cohomologies of GW
A,σ,ε
+ vanish
under certain assumptions. Our first and main result of this kind is:
Theorem 5.1. If R is semilocal of dimension d, then Hd(GWA,σ,ε+ ) = 0.
As in Section 4, the new construction of GWA,σ,ε+ in Section 2 enables us to give
a proof based on classical methods. A different proof was given indepedently by
Gille in [23].
We begin with the following well-known lemma.
Lemma 5.2. Let R be a regular semilocal ring of dimension d > 1 and let q ∈ R(d).
Then there exists p ∈ R(d−1) contained in q such that R/p is a discrete valuation
ring. In particular, q is the only height-d prime ideal containing p.
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Lemma 5.3. Let (A, σ) be a central simple algebra with involution over a field F
such that Z(A) ≇ F×F . If σ is symplectic, we also require that indA is even. Then
every unimodular 1-hermitian space over (A, σ) (see Example 1.1) is isomorphic to
an orthogonal sum of 1-hermitian spaces of A-length 1.
Proof. By [16, Proposition 1.25], there exists a primitive idempotent u ∈ A with
uσ = u. Let B = uAu and let τ = σ|B. Since A is a simple artinian ring, B
is a division ring and AuA = A. As explained in 4C, we have an equivalence of
categories u∗ : H1(A, σ) → H1(B, τ), which is easily seen to respect orthogonal
sums and preserve length. It is therefore enough to prove the claim when A is a
division ring. This this is well-known, see [42, Theorem 7.6.3], for instance. 
Proof of Theorem 5.1. Step 1. Since R is regular semilocal, it is a finite product of
regular domains. By working over each factor separately, we may assume that R is
a domain.
Let d = dimR. The theorem is clear if d = 0, so assume d > 0.
The case d > 1 can be reduced to the case d = 1 as follows: By Lemma 5.2, for
every q ∈ R(d), there is p ∈ R(d−1) such that R/p is a discrete valuation ring and q
is the only height-d prime containing p. As a result, the theorem will follow if we
verify that ∂p,q : W˜ (A(p)) → W˜ (A(q)) is surjective for all such p and q. By the
last paragraph of Example 3.3, we may replace R, p, q, A with R/p, p/p, q/p, AR/p
and reduce into proving the surjectivity of ∂0,m :W (AK)→ W˜ (A(m)) when R is a
discrete valuation ring with maximal ideal m and fraction field K.
Note that the case d = 1 cannot be similarly reduced to the case where R is a
discrete valuation ring.
To conclude the previous discussion, we may assume that R is a semilocal
Dedekind domain. Write K = Frac(R). For m ∈ MaxR, we abbreviate ∂0,m to ∂m.
We identify k˜(m) with m−1m /Rm
∼= m−1/R and A˜(m) with Amm−1m /Am ∼= Am
−1/A
as in Example 3.3. The map T = T0,m,A is just the quotient map Amm−1 →
Amm
−1/Am.
Step 2. Fix some m ∈ MaxR and let (W, g) ∈ W˜ (A(m)). It is enough to construct
(V, f) ∈ Hε(AK , σK) such that ∂m[V, f ] = [W, g] and ∂q[V, f ] = 0 for all q ∈
MaxR− {m}.
If [A(m)] = 0 and (σ(m), ε(m)) is symplectic (see 1A), or Z(A(m)) ∼= k(m)×k(m),
then Wε(A(m)) = 0 ([16, Example 2.4, Proposition 6.8(ii)], for instance) and we
can take f = 0. We therefore exclude these cases until the end of the proof. As
the order of [A(m)] in BrZ(A(m)) divides indA(m), this means that indA(m) is
even when (σ(m), ε(m)) is symplectic. Consequently, degA is even when (σ, ε) is
symplectic.
We may assume that ε = 1. Indeed, if ε = −1, then by [16, Lemma 1.24],
there exists v ∈ S−1(A, σ) ∩ A×. Applying v-conjugation (Example 4.5), we may
replace σ and g with Int(v) ◦ σ an vg, and assume that ε = 1. The type of (σ, ε) is
unchanged by this transition [16, Corollary 1.22(i)].
Now, by Lemma 5.3, (W, g) is the orthogonal sum of 1-hermitian spaces with a
simple underlying module. It is therefore enough to consider the case where W is
a simple A(m)-module.
By [16, Proposition 1.25], there exists a σ-invariant primitive idempotent u ∈
A(m). We may assume that W = uA(m). Writing a = g(u, u) ∈ u(Am−1/A)u, we
have g(x, y) = g(ux, uy) = xσay for all x, y ∈ uA(m). Fixing a generator π to m, it
is also easy to see that the image of a under x + A 7→ πx + mA : u(Am−1/A)u →
u(A/Am)u must be in (u(A/Am)u)×, otherwise g would not be unimodular.
It is well-known that u ∈ A/Am can be lifted to an idempotent u1 ∈ A/Am2.
By [16, Lemma 1.26], u1 can be chosen so that u
σ
1 = u1. Choose some a1 ∈
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u1(Am
−1/Am)u1 projecting onto a. Replacing a1 with
1
2 (a1 + a
σ
1 ), we may as-
sume that aσ1 = a1. By [16, Lemma 1.24], there exists a σ-invariant element
b ∈ ((1 − u)(A/Am)(1− u))×. Then a2 := a1 + b ∈ Am−1/Am satisfies aσ2 = a2.
For all q ∈MaxR−{m}, the natural map Am−1/Am−1q→ (Am−1)q/(Am
−1q)q =
Aq/qAq is an isomorphism. This allows us to apply the Chinese Remainder The-
orem and choose c ∈ Am−1 projecting onto a2 and such that the image of c in
Aq/qAq is 1 for all q ∈ MaxR− {m}. Replacing c with
1
2 (c+ c
σ), we may assume
that cσ = c.
We claim that c ∈ A×K , c
−1 ∈ Am, u · c−1(m) = 0 in A(m) and Am/c−1Am
is a simple A(m)-module. It is enough to check this after base-changing to the
completion of R at m, so we assume that R is a complete discrete valuation ring
until the end of the paragraph. In this case, u1 can be lifted to an idempotent
u2 ∈ A [38, Theorem 6.18]. Let c′ = πu2 + (1 − u2) ∈ A. Then, working in the
A-bimodule AK/Am, we have cc
′ + Am = πa1 + b ∈ A(m)×. Thus, cc′ ∈ A× and
it follows that c ∈ A×K and c
−1 ∈ c′A× ⊆ A. Moreover, we have c−1A = c′A,
so A/c−1A = A/c′A ∼= uA(m), which is a simple A(m)-module. Finally, u2c−1 =
u2c
′(cc′)−1 ∈ πu2A× ⊆ Am, so u · c−1(m) = 0.
Let f : AK × AK → AK be given by f(x, y) = xσcy. Since c ∈ A
×
K , we have
(AK , f) ∈ H1(AK , σK). Let U = c−1Am. Using cσ = c, one readily checks that
Uf = {v ∈ AK : f(U, v) ⊆ Am} = {v ∈ AK : Amv ⊆ Am} = Am. Since
Uf/U = Am/c
−1Am is a simple Am-module, ∂m[AK , f ] is represented by the 1-
hermitian space (Am/c
−1Am, ∂f), where
∂f(x+ c−1Am, y + c
−1Am) = x
σcy +Am = (x
σ +Am)a(y +Am).
Since u · c−1(m) = 0 and uau = a, it follows that (x + c−1Am) 7→ u · x(m) :
Am/c
−1Am → uA(m) defines an isometry from (Uf/U, ∂f) to (W, g) (it is invertible
because it is surjective and the source and target are simple).
To finish, note that for all q ∈ MaxR−{m}, we have c ∈ A×q because c+ qAq =
1 + qAq. Computing ∂q[AK , f ] using U = c
−1Aq = Aq, we get U
f = Aq = U , so
∂q[AK , f ] = 0. 
Lemma 5.4. Assume that R is a regular domain with fraction field K. Let (V, f) ∈
Hε(AK , σK) and p ∈ R(1). If ∂A0,p[V, f ] = 0, then there exists (U, g) ∈ H
ε(Ap, σp)
such that (UK , gK) ∼= (V, f).
Proof. Since ∂0,p[V, f ] = 0, there exists an Ap-lattice U ⊆ V such that Ufp ⊆ U ⊆
Uf and [Uf/U, ∂f ] = 0. By [16, Theorem 2.8] (for instance), ∂f is metabolic. Let
L be an A-submodule such that L = L⊥ := {v ∈ Uf/U : ∂f(Uf/U, v) = 0}. Then
L = M/U for some Ap-module M lying between U and U
f . That L⊥ = L implies
readily that Mf = M . Since Rp is a discrete valuation ring, M ∈ P(Ap), so the
restriction of f to M ×M — call it g — is a unimodular ε-hermitian form over
(Ap, σp). Since (MK , gK) ∼= (V, f), we are done. 
The following theorem is a consequence of a purity theorem of Colliot-The´le`ne
and Sansuc [12, Corollaire 2.5] and Lemma 5.4. (Colloit-The´le`ne and Sansuc con-
sider only the case (A, σ, ε) = (R, idR, 1), but their proof applies, essentially verba-
tim, to Azumaya algebras with involution; use [40, Proposition 2.14]. See also [1,
§4] for relevant generalizations of patching arguments from [12, §2].)
Theorem 5.5. If dimR ≤ 2, then H0(GWA,σ,ε+ ) = 0.
6. An Octagon of Witt Groups
In [24, §6], Grenier and Mahmoudi associated with a central simple algebra and
some auxiliary data an 8-periodic cochain complex — octagon, for short — of Witt
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groups; special cases have been observed before, e.g., [9, Appendix] and [31]. This
was extended to Azumaya algebras in [16]. In this section, we recall the octagon’s
construction and prove that it is compatible with the Gersten–Witt complex.
Following [16, §3A], suppose that:
(G1) (A, σ) is an Azumaya R-algebra with involution (see 1A);
(G2) ε ∈ µ2(R);
(G3) λ, µ ∈ A× and satisfy λσ = −λ, µσ = −µ, λµ = −µλ, λ2 ∈ Z(A).
Now define the following:
(N1) S = Z(A);
(N2) B is the commutant of λ in A;
(N3) T = Z(B);
(N4) τ1 := σ|B ;
(N5) τ2 := Int(µ
−1) ◦ σ|B (i.e. xτ2 = µ−1xσµ).
It is shown in [16, §3A] that A is an Azumaya S-algebra, B is an Azumaya T -
algebra, T is a quadratic e´tale S-algebra, degA = 12 degB (if degA is constant),
µB = Bµ and A = B ⊕ µB. Using the last fact:
(N6) π, π′ : A→ B are defined by π(b1 + µb2) = b1 and π′(b1 + µb2) = b2 for all
b1, b2 ∈ B.
Note that π is an involution 1-trace from (A, σ) to (B, τ1) and π
′ is an involution
(−1)-trace from (A, σ) to (B, τ2); condition (T3) of 4B is verified in the proof of
[16, Lemma 3.2].
Write ι for the inclusion morphism B → A. We shall view ι as morphism of
R-algebras with involution from (B, τ1) to (A, σ), or from (B, τ2) to (A, σ2), where
σ2 := Int((λµ)
−1) ◦ σ. Recall from 4A that ι∗ denotes the induced map between
the respective Witt groups. We write
ρ∗ := ι∗ ◦ λ∗ :Wε(B, τ1)→W−ε(A, σ),
ρ′∗ := (λµ)∗ ◦ ι∗ :Wε(B, τ2)→W−ε(A, σ),
where λ∗ and (λµ)∗ denote λ-conjugation and λµ-conjugation, respectively; see
Example 4.5.
The octagon of Witt groups associated with the data (G1)–(G3) is:
(6.1) Wε(A, σ)
π∗ // Wε(B, τ1)
ρ∗ // W−ε(A, σ)
π′∗ // Wε(B, τ2)
ρ′∗

W−ε(B, τ2)
ρ′∗
OO
Wε(A, σ)
π′∗
oo W−ε(B, τ1)ρ∗
oo W−ε(A, σ)π∗
oo
Theorem 6.1 ([16, Theorem 3.1, Proposition 3.4]). The octagon (6.1) is a cochain
complex. If R is semilocal, then it is exact.
Theorem 6.2. Suppose R is regular. Then there is an octagon of cochain com-
plexes:
GW
A/R,σ,ε
+
π∗ // GWB/R,τ1,ε+
ρ∗ // GWA/R,σ,−ε+
π′∗ // GWB/R,τ2,ε+
ρ′∗

GW
B/R,τ2,−ε
+
ρ′∗
OO
GW
A/R,σ,ε
+
π′∗
oo GW
B/R,τ1,−ε
+ρ∗
oo GW
A/R,σ,−ε
+π∗
oo
It is a cochain complex of cochain complexes, and its e-level is exact for all e ≥ 0.
If R is semilocal, then all its levels are exact.
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Proof. The existence of the octagon follows from Theorem 4.2, Theorem 4.4 and
Example 4.5. By Theorem 6.1, the (−1)-level of the octagon is a cochain complex,
which is also exact when R is semilocal. To see that the e-level is exact for e ≥ 0,
fix isomorphisms k˜(p) → k(p) for all p ∈ R(e) and use them to identify the p-
component of the e-level of the octagon with the octagon of Witt groups associated
to A(p), σ(p), µ(p), λ(p). The latter is exact by Theorem 6.1 (or, alternatively, [24,
Corollary 6.1]). 
Remark 6.3. In general, (B, τi) (i = 1, 2) is not always Azumaya overR. However,
it is Azumaya over Ri := Z(B)
{τi}, which is a finite e´tale R-algebra (see 1A), and
by Theorem 2.8, we have GW
B/R,τi,ε
+
∼= GW
B/Ri,τi,ε
+ .
Overriding previous notation, let S be a quadratic e´tale R-algebra, let θ be its
standard R-involution (see 1A) and suppose that there exists λ ∈ S such that
{1, λ} is an R-basis of S and λ2 ∈ R×; such λ always exists if R is semilocal
[16, Lemma 1.17]. Write Tr = TrS/R. It is easy to check that Tr : S → R is an
involution 1-trace relative to both (θ, idR) and (idS , idR). Writing ι for the inclusion
map R→ S, consider the sequence
0→ W1(S, θ)
Tr∗−−→W1(R, id)
λ∗ι∗−−−→W1(S, id)
Tr∗−−→W1(R, id)
λ∗ι∗−−−→W−1(S, θ)→ 0.
This is in fact a special case of the octagon (6.1); see [16, Corollary 8.3] and its
proof. Thus, the sequence is a cochain complex and it is exact when R is semilocal.
Arguing as in the proof of Theorem 6.2, we get:
Theorem 6.4. In the previous notation, when R is regular, there exists a 5-term
cochain complex of cochain complexes
0→ GWS,θ,1+
Tr∗−−→ GWR,id,1+
λ∗ι∗−−−→ GWS,id,1+
Tr∗−−→ GWR,id,1+
λ∗ι∗−−−→ GWS,θ,−1+ → 0.
The e-level of the complex is exact for all e ≥ 0. If R is semilocal, then all levels
are exact.
7. Springer’s Theorem on Odd-Rank Extensions
We recall the Scharlau transfer, which is a special kind of involution 1-trace (see
4B), and establish a version of the weak Springer Theorem on odd-rank extensions
for algebras with involution.
As before, (A, σ) denotes an R-algebra with involution. Recall that an R-algebra
S is called monogenic if there exists x ∈ S and n ∈ N such that {1, x, . . . , xn−1} is
an R-basis of S, or equivalently, if S ∼= R[X ]/(f) for some monic polynomial f .
Let S be a monogenic R-algebra of odd rank n and let x ∈ S be an element such
that {1, x, . . . , xn−1} is an R-basis of S. Denote the inclusion A → AS by ρ. The
Scharlau transfer is the map π = πx : AS → A defined by
π(a0 + a1x+ · · ·+ an−1x
n−1) = a0
for all a0, . . . , an−1 ∈ A (Scharlau [41] considered the case A = R). Arguing as
in the proof of [8, Proposition 1.2] or [13, Proposition 2.1], one sees that π is an
involution 1-trace from (AS , σS) to (A, σ) in the sense of 4B, and the following
version of the weak Springer Theorem holds.
Proposition 7.1. In the previous notation, the composition
Wε(A, σ)
ρ∗
−→Wε(AS , σS)
π∗−→Wε(A, σ)
is the identity. In particular, the base change map ρ∗ : Wε(A, σ) → Wε(AS , σS) is
injective.
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We would like to have an analogue of Proposition 7.1 when S is a finite e´tale
R-algebra of odd rank. Such algebras are not monogenic in general. When R is
semilocal, we achieve this by showing that every odd-rank finite e´tale R-algebra
can be embedded in an odd-rank monogenic e´tale R-algebra.
We begin with the following lemma, which will also be needed in Section 8. The
standard proof is omitted.
Lemma 7.2. Assume R is semilocal. Let M ∈ P(R) and let m1, . . . ,mn ∈M .
(i) If m1(m), . . . ,mn(m) form a k(m)-basis to M(m) for all m ∈ MaxR, then
m1, . . . ,mn form an R-basis to M .
(ii) If m1(m), . . . ,mn(m) are k(m)-linearly independent in M(m) for all m ∈
MaxR, then m1, . . . ,mn are R-linearly independent in M and
∑
imiR is
a summand of M .
Proposition 7.3. Suppose that R is semilocal, let S be a finite e´tale R-algebra of
constant rank and let c ∈ N. Then there exists an odd-rank finite e´tale R-algebra T
such that S ⊗ T is monogenic and |(S ⊗ T )/m| ≥ c for all m ∈Max(S ⊗ T ).
Proof. Suppose first that R is a finite field of cardinality q. Then S = F1×· · ·×Ft,
where F1, . . . , Ft are finite R-fields. Let ℓ be a prime number and let T be the field
with qℓ elements. We claim that T satisfies the requirements of the lemma for all
sufficiently large ℓ. To see this, write ni := dimR Fi (1 ≤ i ≤ t). Observe first
that if ℓ > max{n1, . . . , nt}, then Fi ⊗ T is an R-field of dimension niℓ. For all ℓ
large enough, we shall have |Fi ⊗ T | ≥ c. Choose a monic polynomial gi ∈ R[X ]
such that Fi ⊗ T ∼= R[X ]/(gi). It is well-known that the number of monic prime
polynomials of degree niℓ over R is (niℓ)
−1qniℓ + Oℓ(q
niℓ/2). Thus, for every ℓ
sufficiently large, the polynomials g1, . . . , gt can be chosen to be distinct (even when
n1, . . . , nt are not distinct). Let f =
∏
i gi. By the Chinese Remainder Theorem,
S ⊗ T =
∏
i Fi ⊗ T
∼=
∏
iR[X ]/(gi)
∼= R[X ]/(f), so S ⊗ T is monogenic.
Suppose now thatR is an arbitrary semilocal ring with maximal idealsm1, . . . ,ms.
For every i ∈ {1, . . . , s} such that k(mi) is finite, use the previous paragraph to
choose a prime number ℓi and a k(mi)-field Ti of dimension ℓi such that S⊗Ti is a
monogenic k(mi)-algebra which cannot surject onto a field of cardinality less than
c. Choose also a monic polynomial hi ∈ k(mi)[X ] such that Ti ∼= k(mi)[X ]/(hi).
Enlarging ℓi if needed, we may assume that ℓi is odd and independent of i; write
ℓ = ℓi. If k(mi) is infinite for all i, take ℓ = 1.
For every i ∈ {1, . . . , s} such that k(mi) is infinite, choose an arbitrary separable
polynomial hi ∈ k(mi)[X ] of degree ℓ and set Ti = k(mi)[X ]/(hi). Then S ⊗ Ti is
e´tale over the infinite field k(mi), hence monogenic (see [17, §4], for instance).
By the Chinese Remainder Theorem, there exists a monic polynomial h ∈ R[X ]
such that deg h = ℓ and h(mi) = hi for all i ∈ {1, . . . , s}. Let T = R[X ]/(h). Then
T (mi) = Ti is e´tale over k(mi) for all i, hence T is a finite e´tale R-algebra of rank ℓ.
Furthermore, (S ⊗ T )(mi) ∼= S ⊗ Ti is monogenic for all i. Write m = rankR S and
choose xi ∈ (S⊗T )(mi) such that {1, xi, . . . , x
ℓm−1
i } is a k(mi)-basis of (S⊗T )(mi).
By the Chinese Remainder Theorem, there exists x ∈ S ⊗ T such that x(mi) = xi
for all i, and by Lemma 7.2(i), {1, x, . . . , xℓm−1} is an R-basis for S ⊗ T . 
Corollary 7.4. Let (A, σ) be an algebra with involution over a semilocal ring R
and let S be a finite e´tale R-algebra of odd rank. Then the base change map
ρ∗ :Wε(A, σ)→Wε(AS , σS)
admits a splitting. In particular, this map is injective.
If, in addition, R is regular and (A, σ) is Azumaya over R, then the base change
morphism ρ∗ : GW
A/R,σ,ε
+ → GW
AS/R,σS ,ε
+ of Theorem 4.2 admits a splitting in the
category of abelian cochain complexes.
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Proof. We may assume R is connected, otherwise write R as a finite product of
connected rings and work over each factor separately. Then rankR S is constant.
By Proposition 7.3, there exists an odd-rank finite e´tale R-algebra T such that
S ⊗ T is monogenic. By Proposition 7.1, the composition
Wε(A, σ)→Wε(AS , σS)→Wε(AS⊗T , σS⊗T )
π∗−→Wε(A, σ)
is the indentity, hence the first part of the corollary. The second part follows from
Theorems 4.2 and 4.4. 
8. Applying the Octagon After Odd-Rank Extensions
Let (A, σ) be an Azumaya R-algebra with involution. In order to apply the
octagon of Section 6, one needs to find elements λ, µ ∈ A× satisfying condition
(G3). In this section, we shall see that after applying operations such as conjugation
(Example 4.5), e-transfer (see 4C) and tensoring with an odd-rank finite e´tale R-
algebra, we can guarantee the existence of λ and µ.
Some proofs in this section use Galois theory of commutative rings. We refer the
reader to [19, Chapter 12] for the necessary definitions and an extensive discussion.
Lemma 8.1. Assume R is semilocal and let A be a separable projective R-algebra
with center S. Suppose that ℓ := rankR S and n := degA are constant. Then there
exists a finite e´tale R-algebra T such that AT ∼= Mn(ST ) as ST -algebras.
Proof. By [40, Proposition 2.18], there is an finite e´tale R-algebra T0 such that
ST0
∼= T0 × · · · × T0 (ℓ times). There is a corresponding decomposition AT0 =
A1×· · ·×Aℓ where each Ai is Azumaya of degree n over T0. By [28, III.5.1.17] and
[19, Theorem 7.4.4], for each i ∈ {1, . . . , ℓ}, there is a finite e´tale T0-algebra Ti such
that Ai⊗T0 Ti ∼= Mn(Ti) (the first source assumes that R is local, but the proof also
applies in the semilocal case by Lemma 7.2(ii)). Take T = T1 ⊗T0 · · · ⊗T0 Tℓ. 
Lemma 8.2. Let A be an Azumaya R-algebra and let S be a finite e´tale R-algebra
such that [AS ] = 0 in BrS. Then indA | rankR S.
Proof. By [19, Theorem 7.4.3], there exists B ∈ [A] such that degB = rankR S,
hence the lemma. 
Lemma 8.3. Suppose that R is connected semilocal and let S be a connected finite
e´tale R-algebra of rank 2n (n ≥ 1). Then there is a connected odd-rank finite e´tale
R-algebra T such that ST is connected and contains a quadratic e´tale T -subalgebra.
Proof. The proof goes by a standard argument similar to the case of fields using
Galois theory of fields. Use [19, Theorems 12.5.4, 12.6.3] and [16, Lemma 1.3]. 
Lemma 8.4. Suppose that R is semilocal and let (A, σ) be an Azumaya R-algebra
with involution such that σ is orthogonal or unitary. Assume n := degA is constant
and let S = Z(A). Then there exists an odd-rank finite e´tale R-algebra T and
x ∈ S1(AT , σT ) such that ST [x] is a finite e´tale ST -algebra of rank n.
Proof. By Proposition 7.3 (applied with S = R), there exists an odd-rank finite
e´tale R-algebra T such that |T/m| > n for all m ∈MaxT . We may replace R,A, σ
with T,AT , σT and assume that |k(m)| > n for all m ∈MaxR.
Suppose first that R is a field. By [10, Theorem 4.1], A contains a finite e´tale
R-subalgebra E of rank n fixed pointwise by σ (here we need σ to be orthogonal
or unitary). By [18, Corollary 4.2] (see also [29, Theorem 6.3]) and our assumption
that |R| > n, the R-algebra E is monogenic, say E = R + xR + · · · + xn−1R. It
is therefore enough to show that 1, x, . . . , xn−1 are linearly independent over S, or
equivalently, that dimR ES = n · dimR S. This is clear if S = R. Otherwise, S is
quadratic e´tale over R, so there is λ ∈ S× such that {1, λ} is an R-basis of S and
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λσ = −λ. Since E ∩ λE ⊆ S1(A, σ) ∩ S−1(A, σ) = 0, we have ES = E ⊕ λE, hence
our claim.
The case where R is a general semilocal ring can be deduced from the previous
paragraph using the Chinese Remainder Theorem and Lemma 7.2(ii). 
The following generalization of the Skolem-Noether theorem is known to experts.
We include a proof for the sake of completeness.
Theorem 8.5. Suppose that R is connected semilocal, let A be an Azumaya R-
algebra and let B be a separable projective subalgebra of A with connected center.
Then any R-algebra homomorphism ϕ : B → A is the restriction of an inner
automorphism of A.
Proof. Let S = Z(B). View A as a right A⊗Bop-module by setting a⋆ (a′⊗ bop) =
baa′ and let M denote A with the right A⊗Bop-module structure given by a∗ (a′⊗
bop) = ϕ(b)aa′. Since R and S are connected, rankS AA⊗Bop =
rankR A
rankR S
= rankSM ,
and since A⊗Bop is separable over R, we have A,M ∈ P(A⊗Bop) (see 1A). Thus,
by [16, Lemma 1.22], there is an A ⊗ Bop-module isomorphism ψ : A → M . Let
a = ψ(1). Then for all b ∈ B, we have ϕ(b)a = ψ(1) ∗ (1⊗ bop) = ψ(1 ⋆ (1⊗ bop)) =
ψ(b) = ψ(1)b = ab. It is easy to see that a ∈ A×, so the theorem follows. 
Theorem 8.6. Suppose that R is connected semilocal. Let (A, σ) be an Azumaya
R-algebra with involution and let S = Z(A). Let B be a separable projective S-
subalgebra of A with connected center T , and let τ : B → B be an involution such
that τ |S = σ|S . Then there exists ε ∈ {±1} and a ∈ A× ∩ Sε(A, σ) such that
τ = Int(a) ◦ σ|B . When τ |T 6= idT , one can take any prescribed ε ∈ {±1}.
Proof. Suppose first that T = ZA(B). By Theorem 8.5, σ ◦ τ is the restriction
of an inner automorphism of A. This implies that there is x ∈ A× such that
τ = Int(x) ◦ σ|B. Set t = xσx−1. Since τ is an involution, for all b ∈ B, we have
b = bττ = (xσx−1)−1b(xσx−1), so t ∈ ZA(B) = T . Furthermore, tτ t = xtσx−1t =
x(x−1)σxx−1xσx−1 = 1.
If τ |T = idT , then t ∈ µ2(T ) = {±1}, hence xσ ∈ {±x}, so take x = a.
If τ |T 6= idT , choose some ε ∈ {±1}. Since T is connected and finite e´tale over
R, and since τ |T 6= idT , the algebra T is quadratic e´tale over T {τ} (see 1A). As
T {τ} is semilocal, we may apply Hilbert’s Theorem 90 to find s ∈ T× such that
s−1sτ = εt−1. Then (sx)σ = xσsσ = xσx−1sτx = tsτx = εsx. Since Int(sx) ◦ σ
agrees with Int(x) ◦ σ on B, we can take a = sx.
Now assumeB is arbitrary, and letB′ = ZA(T ) and C = ZB′(B). Then B⊗TC ∼=
B′ via b⊗c 7→ bc and [B′] = [A⊗S T ] in BrT , hence [C] = [A⊗S T ]− [B]. Note that
both A⊗S T and B carry involutions restricting to τ |T on the center (for A⊗S T ,
take σ ⊗S (τ |T )). Thus, theorems of Saltman [39, Theorems 3.1b, 4.4b] imply that
C also admits an involution θ with θ|T = τ |T . Now apply the previous paragraphs
to B′ ∼= B ⊗T C and the involution τ ⊗T θ. 
We are now ready to prove that the octagon of Section 6 can be applied after an
odd-degree extension.
Theorem 8.7. Suppose that R is a regular semilocal domain, let (A, σ) be an
Azumaya R-algebra with involution and let ε ∈ {±1}. Then there exist a connected
odd-rank finite e´tale R-algebra R1, an Azumaya R1-algebra with involution (A1, σ1)
and ε1 ∈ {±1} such that
(i) [AR1 ] = [A1] in BrR1 and (σ, ε) has the same type as (σ1, ε1) (see 1A);
(ii) GWA,σ,ε+ is isomorphic to a summand of GW
A1,σ1,ε1
+ ;
and at least one of the following hold:
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(iii-1) Z(A1) ∼= R1 ×R1;
(iii-2) degA1 = 1;
(iii-3) indA1 = degA1, degA1 is a power of 2 dividing indA and there exist
λ, µ ∈ A×1 such that λ
2 ∈ R×1 , λ
σ1 = −λ, µσ1 = −µ and λµ = −µλ.
Proof. Write S = Z(A), ℓ = rankR S ∈ {1, 2} and n = degA.
We may assume throughout that σ is orthogonal or unitary. Indeed, if σ is
symplectic, choose u ∈ S−1(A, σ)∩A× (use [16, Lemma 1.24]) and replace σ, ε with
Int(u)◦σ,−ε. This does not affect the isomorphism class of GWA,σ,ε+ (Example 4.5)
or the type of (σ, ε) [16, Corollary 1.20(i)].
We prove the theorem by induction on n = degA. The case n = 1 is clear, so
assume that n > 1 and the theorem holds for Azumaya algebras of degree smaller
than n. Note if T is an odd-rank connected finite e´tale R-algebra, then Corollary 7.4
allows us to replace R,A, σ with T,AT , σT .
Step 1. We first show that the induction hypothesis implies the theorem if at least
one of the following conditions fail : (1) S is connected, (2) indA = degA, (3) A
contains no nontrivial idempotents.
Indeed, if S is not connected, then (iii-1) holds for A1 = A by [16, Lemma 1.14].
Next, if indA < degA, then by [16, Theorem 1.28], there exists a full idempotent
e ∈ A such that eσ = e and deg eAe = indA (here we need σ to be non-symplectic).
By Theorem 4.7, GWA,σ,ε+
∼= GW
eAe,σe,ε
+ , and since deg eAe = indA | degA, we
may apply the induction hypothesis to (eAe, σe, ε) and finish. The type of (σ, ε)
remains unchanged by [16, Corollary 1.20(ii)].
If S is connected and A contains a nontrivial idempotent e, then eAe is an
Azumaya S-algebra with [eAe] = [A] and deg eAe < degA [16, Corollary 1.10], so
indA < degA and we can proceed as in the previous paragraph.
Step 2. We claim that the theorem holds if degA is not a power of 2.
Indeed, by Lemma 8.1, there exists a finite e´tale R-algebra T such that AT ∼=
Mn(ST ) as ST -algebras. By [19, Theorem 12.6.1], there exists a finite group G such
that T can be embedded in a G-Galois R-algebra. Replace T with this G-Galois
algebra. Let P be a 2-Sylow subgroup of G and write E := TP . Then E is a finite
e´tale R-algebra of rank |G/P |, which is odd. Furthermore, T is a P -Galois E-
algebra such that [(AE)⊗E T ] = [AT ] = 0. By Lemma 8.2, indAE | rankE T = |P |,
so indAE is a power of 2.
Write E as a product of connected finite e´tale R-algebras. At least one of these
algebras has odd R-rank. Replacing E with that algebra, we may assume that E is
connected. As explained above, we may now replace replace R,A, σ with E,AE , σE
to assume that indA is a power of 2. Since we assumed that degA is not a power
of 2, we have indA < degA and the theorem holds by Step 1.
Step 3. By Lemma 8.4, there exists an odd-rank finite e´tale R-algebra T and x ∈
S1(AT , σT ) such that L := ST [x] is a finite e´tale ST -algebra satisfying rankST L =
degAT . If T is not connected, express it as a product of connected R-algebras and
replace T with one of the odd-rank factors T1 and x with its image in AT1 . We may
replace R,A, σ with T,AT , σT . By Steps 1 and 2, we may assume that degA is a
power of 2 greater than 1 and A contains no nontrivial idempotents. In particular,
all commutative R-subalgebras of A are connected.
Let M = L{σ}. If S = R, then M = L. Otherwise, σ|L 6= idL, hence L
is quadratic e´tale over M and M is finite e´tale over R (see 1A). In any case,
rankM L = rankR S. Since M and S are connected,
rankRM · rankM L = rankR L = rankR S · rankS L = rankR S · degA,
so rankRM = degA is a power of 2 greater than 1.
ON THE GROTHENDIECK–SERRE CONJECTURE FOR CLASSICAL GROUPS 33
By Lemma 8.3, there exists a connected odd-rank finite e´tale R-algebra E such
that ME contains a quadratic e´tale E-algebra Q. We may replace R,A, σ with
E,AE , σE and, thanks to Steps 1 and 2, continue to assume that degA is an even
power of 2 and A contains no nontrivial idempotents.
We claim that the map q ⊗ s 7→ qs : Q ⊗ S → Q · S is an isomorphism. This is
immediate if S = R, so assume that S is quadratic e´tale overR. Note first thatQS is
an epimorphic image ofQ⊗S, hence separable overR [19, Proposition 4.3.6]. By [16,
Lemma 1.3] (applied with A = L), QS is also projective over R. This means that
ker(Q⊗S → QS) is a projective R-module of rank rankRQ⊗S− rankRQS, so we
need to show that rankRQ⊗S = rankRQS. Clearly, rankRQS ≤ rankRQ⊗S = 4.
On the other hand, QS 6= S because Q ∩ S ⊆ S1(S, σ) = R, so rankRQS =
rankS QS · rankR S ≥ 2 · 2 = 4, forcing rankRQS = 4 = rankRQ⊗ S.
We identify Q⊗ S with QS henceforth.
Step 4. By [16, Lemma 1.17], there exists λ ∈ Q such thatQ = R⊕λR and λ2 ∈ R×.
We have λσ = λ because Q ⊆M . Let θ denote the standard R-involution of Q and
let τ := θ ⊗ (σ|S) : QS → QS. Then τ is an involution of QS agreeing with σ on
S and satisfying λτ = −λ.
By Theorem 8.6, there exists µ ∈ S−1(A, σ) ∩ A× such that Int(µ) ◦ σ|QS = τ .
Let σ1 = Int(µ) ◦ σ and ε1 = −ε. Then
λσ1 = λτ = −λ,
µσ1 = µµσµ−1 = −µ,
µλµ−1 = µλσµ−1 = λσ1 = −λ,
and we have established (iii-3) with A1 = A. By Example 4.5, GW
A,σ,ε
+
∼= GW
A,σ1,ε1
+ ,
and the type of (σ1, ε1) is the same as the type of (σ, ε) by [16, Corollary 1.20(i)],
so (i) and (ii) also hold. 
Remark 8.8. Without condition (ii), Theorem 8.7 holds under the milder assump-
tion that R is connected semilocal.
9. The Grothendieck–Serre Conjecture and Exactness of The
Gersten–Witt Complex in Dimension 2
Let R denote a regular ring, let (A, σ) be an Azumaya R-algebra with involution
and let ε ∈ µ2(R). In this section, we put the machinery of the previous sections
to exhibit new cases where GWA,σ,ε+ is exact, and as a consequence, verify some
open cases of the Grothendieck–Serre conjecture. We achieve this by appealing to
a theorem of Balmer, Preeti and Walter:
Theorem 9.1 (Balmer, Preeti, Walter). GWR,idR,ε+ is exact when R is regular
semilocal of dimension ≤ 4.
Proof. We first note that by Proposition 2.6, the complex GWR,idR,1+ is isomoprhic
to the Gersten–Witt complex of R defined in [6].
The case ε = 1 was verified by Balmer and Walter when R is local, [6, Corol-
lary 10.4], and Balmer and Preeti [5, p. 3] showed that the assumption on R can
be relaxed to R being semilocal.
The case ε = −1 is vacuous because GWR,idR,−1+ is the zero complex. 
The fact that Theorem 9.1 applies only in dimension ≤ 4 is the reason why our
results require a similar assumption on dimR — extending it to higher dimensional
rings will result in similar improvements to some of our main results. The precise
formulation of this principle is the content of Theorems 9.3 and 9.5.
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Lemma 9.2. Consider a double cochain complex A•,• of abelian groups (partially
illustrated below).
A−2,−1 //

A−1,−1 //

A0,−1 //

A1,−1 //

A2,−1

A−2,0 //

A−1,0 //

A0,0 //

A1,0 //

A2,0

A−2,1 // A−1,1 // A0,1 // A1,1 // A2,1
Suppose that there exist s, t ∈ N such that:
(1) At,−t = 0 and A−s,s = 0;
(2) the rows are exact at Ai,−i for −s < i < t;
(3) the columns are exact at A1,0, A2,−1, . . . , At,1−t and A−1,0, A−2,1, . . . , A−s,s−1
(these places are indicated by boxes in the illustration).
Then the 0-column is exact at A0,0.
Proof. The proof is by diagram chasing. Throughout, subscripts of elements indi-
cate the row in which they live. We write h for the horizontal maps in the diagram
and v for the vertical maps.
Let a0 ∈ A0,0 be an element such that va0 = 0. Define elements a−n ∈ An,−n
for n ∈ {1, . . . , t} satisfying
va−n = ha1−n.
as follows: Assuming a−n has been defined, we have vha−n = hha1−n = 0 if n > 0
and vha−n = hva−n = 0 if n = 0. Use the exactness of the columns at An+1,−n to
choose a−n−1 ∈ An+1,−n−1 such that va−n−1 = ha−n.
Since At,−t = 0, we must have a−t = 0. Set b−t := 0 ∈ At−1,−t and b−t−1 :=
0 ∈ At,−t−1. For n ∈ {t− 1, . . . , 0}, define elements b−n ∈ An−1,−n satisfying
hb−n = a−n − vb−n−1
inductively as follows: Assuming b−n has been defined, we have h(a1−n − vb−n) =
ha1−n−vhb−n = ha1−n−v(a−n−vb−n−1) = ha1−n−va−n = 0. By the exactness of
the rows at A1−n,1−n, there exists b1−n ∈ An−2,1−n such that hb1−n = a1−n−vb−n.
Write c0 := b0 and observe that vhc0 = va0 − vvb−1 = 0. For n ∈ {1, . . . , s}, we
define elements cn ∈ A−n−1,n satisfying
hcn = vcn−1
by induction. Assuming cn−1 has been defined, we have hvcn−1 = vvcn−2 = 0 if
n > 1 and hvcn−1 = vhc0 = 0 if n = 1. By the exactness of the rows at A−n,n,
there exists cn ∈ A−n−1,n such that hcn = vcn−1.
Since A−s,s = 0, we have cs = 0. Let ds := 0 ∈ A−s−2,s and ds−1 := 0 ∈
A−s−1,s−1. For n ∈ {s− 2, . . . ,−1}, define dn ∈ A−n−2,n satisfying
vdn = cn+1 − hdn+1
as follows: Assuming dn+1 has been defined, we have v(cn+1 − hdn+1) = vcn+1 −
hvdn+1 = vcn+1−h(cn+2−hdn+2) = vcn+1−hcn+2 = 0. Thus, by the exactness of
the columns at A−n−2,n+1, there exists dn ∈ A−n−2,n such that vdn = cn+1−hdn+1.
Finally, note that vd−1 = c0 − hd0, and hc0 = hb0 = a0 − vb−1. Thus, v(b−1 +
hd−1) = vb−1 + hvd−1 = vb−1 + h(c0 − hd0) = vb−1 + a0 − vb−1 = a0, which is
what we want. 
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Theorem 9.3. Assume R is regular semilocal and indA is odd. If GWR1,id,1+ is
exact for every finite e´tale R-algebra R1, then GW
A,σ,ε
+ is exact.
Proof. By writing R as a product of connected rings and working over each factor
separately, we may assume that R is a domain. Write S = Z(A). By Theorem 8.7,
we may assume that S = R × R or degA = 1, i.e. A = S. In the former case
GWA,σ,ε+ = 0 (Remark 2.7) and there is nothing to prove, so assume A = S. If
S = R, then we are done by assumption. It remains to consider the case where S
is a quadratic e´tale R-algebra and σ is its standard R-involution. By Theorem 6.4,
we have an exact sequence of cochain complexes
0→ GWS,σ,1+ → GW
R,id,1
+ → GW
S,id,1
+ → GW
R,id,1
+ → GW
S,σ,−1
+ → 0
which we view as a double cochain complex. By assumption, GWR,id,1+ and GW
S,id,1
+
are exact. Furthermore, by [16, Lemma 1.24], there exists u ∈ S−1(S, σ)∩S×, which
induces an isomorphism u∗ : GW
S,σ,1
+
∼= GW
S,σ,−1
+ by Example 4.5.
We now use induction on i ∈ Z to show that Hi(GWS,σ,1+ ) ∼= H
i(GWS,σ,−1+ ) =
0. Assuming Hi(GWS,σ,1+ )
∼= Hi(GW
S,σ,−1
+ ) = 0 has been established, we get
Hi+1(GWS,σ,1+ ) = 0 by applying Lemma 9.2. 
Theorem 9.4. If R is regular semilocal of dimension ≤ 4 and indA is odd, then
GWA,σ,ε+ is exact.
Proof. This follows from Theorems 9.3 and 9.1. 
Theorem 9.5. Assume R is a regular semilocal domain. If for every connected
finite e´tale R-algebra R1, every Azumaya R1-algebra with involution (B, τ) with
degB | degA, and every i ∈ Z, we have H2i(GWB,τ,±1+ ) = 0 and H
i(GWR1,id,1+ ) = 0,
then GWA,σ,ε+ is exact.
Proof. We prove the theorem by induction on degA. The case degA = 1 holds
by assumption, so assume that degA > 1 and the theorem holds for all Azumaya
algebras with involution of degree smaller than degA.
By Theorem 8.7 and the induction hypothesis, we may assume that Z(A) =
R × R, or indA = degA is a power of 2 and there exist λ and µ as in Section 6.
In the first case, we have GWA,σ,ε+ = 0 (Remark 2.7), so we only need to treat the
second case.
Define B, τ1, τ2 as in Section 6. By Theorem 6.2, we have an exact 8-periodic
sequence of cochain complexes
· · · → GWB,τ2,−ε+
ρ′∗−→ GWA,σ,ε+
π∗−→ GWB,τ1,ε+
ρ∗
−→ GWA,σ,−ε+
π′∗−→ GWB,τ2,ε+
ρ′∗−→ · · ·
which we view as a double cochain complex. The columns GWB,τ1,±ε+ and GW
B,τ2,±ε
+
are exact by the induction hypothesis (degB = 12 degA, Remark 6.3), and by as-
sumption, H2i(GWA,σ,±ε+ ) = 0 for all i ∈ Z. Now, by Lemma 9.2, we also have
H2i+1(GWA,σ,ε+ ) = 0 for all i ∈ Z, so GW
A,σ,ε
+ is exact. 
Theorem 9.6. If R is regular semilocal of dimension ≤ 2, then GWA,σ,ε+ is exact.
Proof. As in the proof of Theorem 9.3, we may assume R is a domain. Let R1 be
a finite e´tale R-algebra and let (B, τ) be an Azumaya R1-algebra with ivolution.
Then GWR1,id,1+ is exact by Theorem 9.1 and H
0(GWB,τ,±1+ ) = H
2(GWB,τ,±1+ ) = 0
by Theorems 5.1 and 5.5. The corollary therefore follows from Theorem 9.5. 
We use the previous theorems to establish new cases of the Grothendieck–Serre
conjecture (see the introduction) and prove a purity result for Witt groups of her-
mitian forms. Given an Azumaya R-algebra with involution (A, σ), recall that
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U(A, σ) → SpecR denotes the group R-scheme of σ-unitary elements in A and
U0(A, σ)→ SpecR is its neutral connected component (see [16, §2E]).
Theorem 9.7. Let R be a regular semilocal domain with fraction field F , let (A, σ)
be an Azumya R-algebra with involution, and assume that one of the following hold:
(1) dimR = 2;
(2) dimR ≤ 4 and indA is odd.
Then:
(i) The restriction map H1e´t(R,U(A, σ)) → H
1
e´t(F,U(A, σ)) has trivial kernel.
Likewise for U0(A, σ).
(ii) im
(
Wε(A, σ)→Wε(AF , σF )
)
=
⋂
p∈R(1) im
(
Wε(Ap, σp)→Wε(AF , σF )
)
.
Proof. Part (i) follows from H−1(GWA,σ,1+ ) = 0 and [16, Proposition 8.5]. Part (ii)
follows from H0(GWA,σ,ε+ ) = 0 and Lemma 5.4. 
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