This review describes recent research into the properties of the chromophore-TiO 2 interface that forms the basis for photoinduced charge separation in dye-sensitized semiconductor solar cells. It focuses particularly on an atomistic picture of the electron-injection dynamics. The interface offers an excellent case study, pertinent as well to a variety of other photovoltaic systems, photo-and electrochemistry, molecular electronics, analytical detection, photography, and quantum confinement devices. The differences between chemists' and physicists' models for describing molecules and bulk materials, respectively, create challenges for the characterization of interfaces that include both of these components. We give an overall picture of the interface by starting with a description of the properties of the chromophores and semiconductor separately, and then by discussing the coupled system, including the chromophoresemiconductor binding, electronic structure, and electron-injection dynamics. Explicit time-dependent modeling is particularly valuable for an understanding of the ultrafast electron injection because it shows a variety of individual injection events with well-defined dynamical features that cannot be made apparent by an average reaction-rate description. 
INTRODUCTION
Over the past several decades, researchers have investigated the movement of charge through individual molecules, as well as through solid-state structures, and have successfully described them both theoretically. In contrast, the transfer across molecular/bulk interfaces has gained attention only recently and is poorly understood. These interfaces play a key role in many emerging fields, creating a need for a better theoretical treatment of the interfacial electron transfer (ET). Charge transport across the contacts remains the most important area of study in the burgeoning area of molecular electronics (1-7); photoinduced ET at molecular/bulk interfaces constitutes a major focus of research in the chemistry of photoelectrolysis (8) , photocatalysis (9) (10) (11) (12) , and color photography (13) ; and molecular/bulk interfacial ET is the primary step in many solar energy-conversion devices because it creates free-charge carriers on the absorption of a photon. Increased concerns with energy sources have prompted researchers to propose and test a great variety of these novel photovoltaic designs. Examples include dye-sensitized semiconductor solar cells (14) (15) (16) (17) (18) , assemblies of inorganic semiconductors with conjugated polymers (19) (20) (21) (22) (23) (24) , as well as devices employing quantum dots (25, 26) , fullerenes (27, 28) , and carbon nanotubes (28, 29) .
A dye coupled to TiO 2 is an excellent model for processes that occur in the above fields. This system represents one of the best-studied photovoltaic devices, the dye-sensitized semiconductor solar cell, or Grätzel cell. Solar cells of the Grätzel type are based on transition-metal or organic dye molecules that are adsorbed to a highly porous nanocrystalline TiO 2 (14) (15) (16) (17) (18) . Visible light excites the dye-sensitizer molecules from the ground state, which is located energetically in the semiconductor band gap, to an excited state resonant with the TiO 2 conduction band (CB) (Figure 1) . The electron is then transferred to the semiconductor on an ultrafast timescale. It travels through the semiconductor to one of the electrodes, carries a load while making its way to the other electrode, and then enters an electrolyte that brings it back to the chromophore ground state.
Experimental Studies of the Electron Injection
Many experimentalists have investigated the ET dynamics in dye-TiO 2 systems. After developing synthetic methods and characterizing the interfaces (30) , they have employed time-resolved laser spectroscopies to monitor the electron injection in real time (17, . Both the chromophore and the semiconductor electronic states in these studies are accessible by spectroscopic techniques.
Willig's group (38) (39) (40) (41) (42) (43) (44) (45) carried out one of the first studies of the interfacial ET and raised important questions about the injection mechanism. Femtosecond laser spectroscopy of the ET between modified perylene chromophores and TiO 2 indicated that the coherent wave packet created in the donor molecule by the pump pulse survived the ET and could be detected in the cation by the probe pulse. This observation conflicted with the usual model of ET, which assumes the reaction starts from a thermally equilibrated occupation of the vibrational modes in the donor, and motivated real-time theoretical studies of the injection dynamics. In addition to monitoring the Energy diagram of the chromophore-TiO 2 interface. An absorbed photon promotes an electron from the ground state (S 0 ) of the dye located in the semiconductor energy gap into an excited state (S 1 ) that is in resonance with the conduction band (CB). Typically, the dye excited state is well inside the CB. An additional direct photoexcitation from the dye ground state into a semiconductor state near the CB edge becomes possible with a strong coupling as in the catechol-TiO 2 system. In some systems, such as alizarin-sensitized TiO 2 , the dye excited state is located near the edge of the TiO 2 CB. Efficient electron injection into the edge of the CB avoids the energy and voltage loss by relaxation to the CB edge that is inevitable if injection occurs deep into the CB. The injected electron delocalizes from surface to bulk, simultaneously relaxing to the bottom of the CB owing to coupling to vibrations. If the electron returns to or remains trapped at the surface, it recombines with the positive charge residing on either the chromophore or the electrolyte mediator.
perylene chromophores, Willig and coworkers (39) probed the intraband absorption of the injected electrons and found that the rise in the injected electron signal was identical to the rise in the donor cation signal. This combination of experiments demonstrated that on leaving the dye, the electron was not trapped on the surface and indeed entered bulk TiO 2 .
Lian and coworkers (17, (46) (47) (48) (49) (50) (51) (52) (53) (54) (55) (56) (57) performed comprehensive and detailed investigations of the ET from different ruthenium (Ru) dyes to TiO 2 by monitoring infrared (IR) absorption of electrons in the semiconductor CB. They found that the injection Nonadiabatic (NA): processes that involve transitions between electronic states when chromophoresemiconductor coupling is weak; in contrast, adiabatic processes occur with strong chromophoresemiconductor coupling and involve a single electronic state Quantum-classical approaches: separate chemical systems into light/fast and heavy/slow components and treat them using quantum and classical mechanics, respectively dynamics were biphasic, with an ultrafast component under 100 fs that arises as a result of injection from a nonthermalized excited state and a slower component that corresponds to injection from a relaxed excited state. The ratio of the magnitudes of the two types of transfer was dependent on the ratio of the rate constants of injection from the nonthermalized state and of relaxation to the thermalized excited state. They found the slow component depends on excitation wavelength, dye energetics, the pH of the solution, and the solvent.
Wachtveitl, Grätzel, and coworkers (58, 59) observed the changing absorption spectra of alizarin on TiO 2 using transient absorption spectroscopy. The electron injection and cation radical formation took place on an unprecedented, record 6-fs timescale. This is among the fastest charge-separation reactions reported and studied in real time. The ultrafast injection time recorded in the alizarin-TiO 2 system is not unique among photoinduced interfacial ET events, however. Many other systems exhibit timescales on the order of tens or hundreds of femtoseconds. Schnadt and coworkers (60) deduced an even faster, 3-fs injection time for bi-isonicotinic acid on TiO 2 by measuring the line width using resonant photoemission spectroscopy.
Theoretical Modeling of the Electron-Transfer Dynamics
Lian, Willig, and other authors (34, 38, 39, (47) (48) (49) (50) ) discuss the origin of the efficient interfacial electron injection and question whether the observed fast injection is mediated by a strong coupling between the chromophore and the semiconductor, leading to an adiabatic ET, or whether a strong coupling is unnecessary as a large density of TiO 2 acceptor states can still give rise to an ultrafast injection time even when the coupling is weak, leading to nonadiabatic (NA) ET. A detailed atomistic simulation of the ET processes in real time can provide direct answers to these questions. The photoinduced electron injection across the chromophore-TiO 2 interface occurs on the ultrafast timescale, typically faster than thermalization processes. Reaction-rate theories have limited applicability in such cases, and the explicit time-resolved details of the injection become essential for a comprehensive understanding.
Researchers perform real-time modeling of the interfacial ET using one of two strategies, as stipulated by computational expense and complexity. The first is a fully quantum-mechanical description of the electronic and vibrational dynamics involved in the ET, which is achieved using simplified models of the interface (40, 42, (61) (62) (63) (64) (65) . The second strategy is an explicit atomistic treatment of the interface combined with quantum-classical or semiclassical electron-vibrational dynamics, in which the electronic degrees of freedom are described quantum-mechanically by many-body electronic-structure theory, while vibrations are considered using classical or semiclassical mechanics (66) (67) (68) (69) (70) (71) (72) (73) (74) (75) . The separation of electronic and nuclear masses and timescales justifies the quantum-classical approximation. The two approaches complement each other; simplified models of the interface are constructed in reference to realistic all-atom calculations, and quantum-classical dynamics approaches are tested against fully quantum-mechanical dynamics. Quantum-mechanical models of the interface provide exact dynamics, transparent interpretations of the parameters entering the model, and the ability to vary these parameters to probe and characterize various injection regimes. Fully atomistic descriptions, conversely, approach the actual interface as closely as possible. They take into account the chemical structure of chromophores, chromophore-semiconductor binding details, and conditions of the surface, giving rise to a spatial-temporal picture of ET with explicit electron and nuclear motions, conformational and chemical changes, and disorder.
Here we review the theoretical work devoted to understanding ET from a variety of chromophores across the TiO 2 surface. Following a brief description of the TiO 2 surface and the types of sensitizer chromophores and chromophoresemiconductor binding, the discussion focuses on the electronic structure and spectra of the chromophore-sensitized TiO 2 surface, and the electron-injection dynamics across the chromophore-semiconductor interface.
THE CHROMOPHORES AND THE SURFACES
The properties of the individual constituents that form the dye-sensitized photovoltaic cell are relatively well understood, although they are discussed in different communities that use different terminologies (76, 77). Chemists concern themselves with dyes, physicists with semiconductors. The chromophores are chosen to actively harvest the visible light that penetrates through the ozone layer and reaches the surface of Earth. They should bind to TiO 2 , match the semiconductor energy levels, and be photochemically and thermally stable. TiO 2 has a long history in photoelectrochemistry (78) and is a cheap and robust oxide, in contrast to the more expensive and delicate pure silicon commonly used in current solar cells. TiO 2 can be made highly porous to expose a large surface area for chromophore binding.
TiO 2 Surfaces
With few exceptions, the majority of the experimental studies on the interfacial ET in the dye-sensitized TiO 2 systems are carried out with TiO 2 particles that are a mixture of the rutile and anatase crystal forms of TiO 2 with a variety of exposed surfaces (79). Rutile 110 is the most stable and best-studied surface (Supplemental Figure 1 ; follow the Supplemental Material link from the Annual Reviews home page at http://www.annualreviews.org). Although it has a well-described general surface structure, several different kinds of defects can complicate a complete depiction. These defects include step edges, oxygen vacancies created by annealing, line defects, and impurities. Variations in the structure can significantly affect the chemistry of reactions that occur at the rutile 110 surface. Even describing the ideal surface structure is problematic. In particular, the interaction of rutile 110 with water, which provides a termination layer both in solution and in air, is complex and has been a subject of debate (80, 81).
Rutile 100 has been the subject of less investigation, but it has several advantages when used in theoretical calculations. The interaction of water with rutile 100 is straightforward, and a general form of the stable surface termination can be easily established. In a simulation, the 100 surface allows for a smaller cell, which simplifies the studies. Rutile 001 has a relatively high energy compared with 110 and 100 (79).
VB: valence band
Schottky barrier: occurs owing to charging of the interface Many experimental studies use colloidal TiO 2 particles that are prepared by the hydrolysis of TiCl 4 in cold water (82). Such colloids have a high anatase content. Anatase surfaces are less well understood because they are harder to investigate experimentally: Large pure anatase crystals are more difficult to obtain than their rutile counterparts. At less than a critical size on the nanometer scale, TiO 2 crystals are often found in the anatase structure because of its lower surface energy relative to rutile. Above the critical size, a mixture of anatase and rutile particles can be converted to pure rutile by heating (79). The great variety of TiO 2 structures, surfaces, impurities, and defects creates significant challenges in theoretical studies. One would like to presume that the results obtained for one surface are characteristic of the entire class of interfacial electron-injection reactions.
The TiO 2 valence band (VB) is formed by oxygen orbitals. The CB of TiO 2 is created by the d-orbitals of the titanium atoms. The gap between the valence and CBs of bulk TiO 2 is 3.2 eV, with the CB starting close to the redox potential of the normal hydrogen electrode and approximately 4.5 eV below the vacuum level (78). The presence of a surface induces substantial changes in the electronic structure of the bulk (83) . Localized surface states appear both within the bands and in the gap. The dangling bonds of an unsaturated surface introduce multiple states that lower the gap energy to a few tenths of an electron volt. Surface reconstruction and healing reopen the gap. Saturation of the surface with dissociated water or other chemically bonded species brings the gap close to the bulk value. The energies of most surface states that exist in this case lie within the bands. As an n-type semiconductor, TiO 2 creates a negatively charged surface region when in contact with air, liquid, or metal by trapping electrons at the surface. To preserve electrical neutrality, a positive charge layer develops just within the semiconductor, causing a shift in electrostatic potential and a bending of band energies upward in the region near the surface. An accumulation of positive charge carriers at the surface moves the bands down. This is possible, for instance, in solutions with low pH. The accumulation of charge at the interface can also create a Schottky barrier to the electron injection. The surface charging effects are significantly decreased when the surface is chemically terminated.
Sensitizer Chromophores
The chromophores used in the chromophore-sensitized TiO 2 photovoltaic cell harvest visible light and are selected to match the semiconductor energy levels and to be photochemically and thermally stable (84) . They fall into two broad categories (Supplemental Figure 2) : (a) purely organic conjugated molecules, such as catechol, alizarin, and perylene, and (b) transition-metal/ligand complexes, such as Ru(dcbpy) 2 (NCS) 2 . The latter, also known as the N3 dye, has emerged as the paradigm of a heterogeneous charge-transfer sensitizer for mesoporous solar cells owing to its high efficiency and photochemical stability (85) . The photoactive ligands in the transition-metal-based chromophores are also organic conjugated molecules; however, they are significantly smaller than the purely organic chromophores. The photoexcited states, which are the donor states in the interfacial ET, are similar in both chromophore types and are formed by the π * -orbitals of the conjugated systems. The
Singlet: a state with zero total spin
Triplet: a state with total spin equal to one ground state of the purely organic chromophores is also a π-state, but the ground state of the transition-metal-based chromophores is localized on the n-orbitals occupied by the metal's undivided electron pairs. The purely organic chromophores contain large π-conjugated systems that create small π -π * energy gaps within the visible spectrum. The energy gap in the transitionmetal-based chromophores is determined by the n-π * energy difference and can be tuned regardless of the π-π * splitting, which depends on the extent of the π-electron system. Therefore, the ligands attached to the transition metal are relatively small. The π-conjugated system of the purely organic chromophores can be made smaller by including oxygens within the conjugated system. The oxygens lower the excited-state energy owing to a stronger electron affinity relative to the carbons (compare alizarin and perylene in Supplemental Figure 2) . Small π-chromophores such as catechol are used to sensitize TiO 2 . However, the visible spectral band in such cases relies on strong chromophore-semiconductor coupling and involves a direct transition from the π-ground state into the TiO 2 CB, bypassing the π * -excited state, which is high in energy (Figure 1) .
The relatively minor differences in the photoexcited states of the organic and transition-metal chromophores result from the larger excited-state delocalization in the purely organic chromophores, as well as from the positive charge on the transition metal that slows down the transfer of the electron into the semiconductor. Additional complications with the transition-metal chromophores arise from the strong spinorbit coupling induced by the metal, providing a high probability of intersystem crossing from the photoexcited singlet into a lower energy triplet state. In the cases in which the triplet state lies below the semiconductor CB, the intersystem crossing substantially slows down the ET rate (53).
Chromophore Binding to TiO 2
The rates and yields of the ET reactions are determined by the energies of the chromophore and semiconductor donor-acceptor states and by the couplings between these states (86). Although the energy levels of the isolated species are typically wellknown from both experimental and theoretical work, the coupling can be measured only indirectly and is quite sensitive to the type of computational method. The binding mode (e.g., chemisorption versus physisorption), the relative orientations of the fragments, the perturbations of the chromophore, and the surface geometric and electronic structures that result from binding can all strongly change the strength and extent of the donor-acceptor interaction.
The chromophores are typically bound to the TiO 2 surface with oxygencontaining substituents, such as hydroxy, carboxy, and phosphoric acid groups. Binding via the hydroxy group results in a very strong chromophore-semiconductor coupling because only a single oxygen atom separates the chromophores from the semiconductor. The coupling decreases with carboxyl binding, and it decreases even further with binding through the phosphoric acid group. In many instances, additional bridging groups are present, most typically (CH) n and (CH 2 ) n , to slow down ET from TiO 2 back to the chromophore (87), to enhance surface binding, and to improve chromophore stability. (CH) n preserves the chromophore-semiconductor coupling because it simply extends the conjugated π -electron system of the chromophore. (CH 2 ) n significantly decreases the coupling by breaking the conjugation.
Detailed theoretical studies of the binding of sensitizers to TiO 2 have been carried out for relatively few small molecules, revealing the key binding modes that can be expected with the larger species (Figure 2) . The binding energies, the exact chemistry taking place at the interface, and other details, however, are quite sensitive to theoretical approximations and experimental conditions. In general, for a fixed number of binding groups, larger chromophores lead to increased steric hindrance in certain binding modes, resulting in less variation and sensitivity.
Water on TiO 2 . The adsorption of water is one of the most crucial interactions to understand; ET reactions are often carried out in solution, and there are even significant amounts of water in ultrahigh vacuum experiments. Because the semiconductor surfaces have a substantial number of defects, it is important to understand how water binds both on the perfect surfaces and at defect sites. Representative examples of theoretical work on the binding of water to rutile TiO 2 surfaces (79-81, 88-91) highlight the problems encountered in such work and give general conclusions. The absorption of water on anatase surfaces has been studied far less (92).
Both molecular and dissociative adsorption of water on TiO 2 are possible, depending on the surface and water coverage. Most research supports the idea that rutile 100 encourages dissociation at low surface coverages and is followed by molecular adsorption as the coverage level increases (79). Some simulations predict only molecular adsorption for the defect-free surface (88). The case with rutile 110 is less clear and strongly condition dependent (80, 81, 88-91). Even though experimental work tends to support the dissociative binding at defect sites, the temperature at which the water dissociates is still debated (79). Theoretical studies predict both dissociative and molecular adsorption (Figure 2) . Although surface defects favor the dissociative mechanism, hydrogen bonding to other physisorbed water molecules stabilizes molecular adsorption. In the absence of efficient hydrogen bonding or other specific interactions, larger molecules containing hydroxyl groups, such as alcohol solvents or sensitizer chromophores, can be expected to adsorb dissociatively.
Formic acid on rutile 110 and anatase 101. The adsorption of carboxylic acids is particularly relevant to understanding the dye-TiO 2 interface because many chromophores are attached to the semiconductor via the carboxylic group. The small formic acid molecule represents the binding of many other, significantly larger carboxylic acids. Both theoretical and experimental work have shown that HCOOH generally dissociates at rutile surfaces with the proton transferred to a lattice oxygen (79, 93, 94) . Two different modes of dissociative adsorption are possible. In acidic dissociation, the OH bond is cleaved, which results in a formate ion and a proton. The basic cleavage involves the breaking of the CO bond and the formation of HCO + and OH − . Even though the basic dissociation is more likely in the gas phase, the acidic dissociation is much more favorable on the TiO 2 surface owing to the strong Key chromophore-TiO 2 and water-TiO 2 binding motifs. Dissociative adsorption is typically more thermodynamically favorable than molecular adsorption because it saturates a larger number of surface dangling bonds. Chromophores can bind through either one (monodentate) or two (bidentate) bonds to the same surface atom, depending on the match between chromophore and surface geometries.
bidentate bridging between the resulting formate ion and the semiconductor surface (93). The binding energy for the formic acid is significantly larger than that of water. In structures with defects, formate (unlike water) binds asymmetrically to the Ti 3+ site with a weaker interaction between the formate oxygen and a neighboring Ti 4+ site (94).
Density-functional theory (DFT)
: an approach to many-body electronic structure theory based on electron density rather than wavefunction Theoretical studies of anatase 101 have predicted that the most stable binding mode on a dry surface is molecular monodentate (Figure 2) . The presence of water, however, promotes formic acid dissociation (95). The bidentate bridging configuration is a more stable form for dissociative binding than the monodentate configuration. The formate ion creates a bidentate bridging structure both on wet and dry surfaces. On the hydrated anatase 101 surface, HCOOH and HCOONa form an inner sphere adsorption complex, staying inside the first water layer and attaching directly to the surface.
Catechol on anatase 101. The catechol molecule is one of the smallest sensitizer chromophores and provides two hydroxyl groups for binding to the semiconductor (Figure 2) . The binding patterns seen with catechol are also characteristic of the larger alizarin (Supplemental Figure 2) and coumarin, which, as with catechol, have been the focus of recent time-resolved experimental and theoretical studies (51, 54, 58, 59, 66, 67, 71-75, 92, 96-98) . Ab initio molecular orbital theory (99) and densityfunctional theory (DFT) (100) simulations of catechol adsorption on the anatase 101 TiO2 surface (92) indicate that the molecular adsorption is more favorable on the perfect 101 surface than is the dissociative mechanism. When the nanoparticles were allowed to relax in the region surrounding the adsorption site, however, the two mechanisms gave similar reaction energies. Researchers also found different results for relaxed and unrelaxed bridging structures. In unrelaxed structures, there were no bridging configurations because the structures were too strained. In the relaxed structures, however, the dissociative bidentate configuration had the same degree of stability as did the monodentate and molecular mechanisms. The most stable configuration was the dissociative addition at the Ti= =O defect site. Here the catechol was able to form two relatively strong bonds to a single surface Ti. A significant amount of charge was transferred from the Ti to the catechol on binding.
Bi-isonicotinic acid on rutile 110 and anatase 101. Bi-isonicotinic acid (60, 68, 69, (101) (102) (103) (104) (105) (106) ) is a ligand in many organometallic dyes that are used in Grätzel cells. It can form up to four chemical bonds with the surface (Figure 2) . Semiempirical calculations on bi-isonicotinic acid adsorbed to the rutile 110 surface (103) considered five different geometries: three bidentate and two monodentate. The most stable structure had a twist around the molecular axis with the pyridine rings tilted in opposite directions. The structure was only slightly distorted in the area where a central metal atom would attach, showing that the results were relevant for the actual dyes. Ab initio DFT study of adsorption of bi-isonicotinic acid on rutile 110 (102) confirmed that the most stable structure was a bidentate bridge with a large twist between the isonicotinic acid groups. The hydrogens were located on twofold coordinated oxygen atoms, making these oxygens move away from the surface. Comparing the adsorption energy of two isonicotinic acids with that of a single bi-isonicotinic acid, the authors found there was a 40% destabilization that resulted from the adsorbate strain in the second structure.
The periodic semiempirical calculations of bi-isonicotinic acid on anatase 101 (101) considered three different geometries: a one-metal ester bond, a one-metal HOMO: highest occupied molecular orbital LUMO: lowest unoccupied molecular orbital DOS: density of states bidentate configuration, and a two-metal bidentate bridging mode. In all three cases the dissociated bi-isonicotinic acid protons were bound to the surface oxygens. As with the calculations on the rutile 110 surface (102, 103) , the favored binding geometry with anatase 101 was a bridge configuration with a twisted ring geometry in the bi-isonicotinic acid.
ELECTRONIC STRUCTURE OF DYE-SENSITIZED TiO 2
The photoinduced ET across the dye-semiconductor interface is governed by the electronic properties of the interface, as well as the electron-phonon interactions. The electronic properties include the alignment of the chromophore and semiconductor energy levels, the electronic coupling between the chromophore and semiconductor states, and the spatial localization of the states, particularly of the acceptor states, which can be either localized surface states or delocalized bulk states. The electronphonon interactions constitute another type of coupling that is responsible for the electronic energy relaxation and heating and also provides an alternative, NA mechanism for the ET. In this section, we consider the electronic structure of the static interface with frozen phonons. Because of the electronic complexity and size of the transition-metal-based dyes, the interfaces involving smaller organic chromophores have been studied more extensively and are better understood.
Direct Optical Charge Transfer in Catechol-Sensitized TiO 2
Catechol is one of the smallest chromophores studied in a dye/semiconductor system. The catechol/TiO 2 interface exhibits many interesting features in both its electronic structure and its ET dynamics. Functionalization of the semiconductor surface with catechol causes a strong red shift in the spectrum (54) . A new band appears at 420 nm, which is unexpected, given that the lowest energy band in free catechol occurs at less than 300 nm (Figure 3) . Calculations (66, 74, 92, 96, 98) established that the new band originated as a result of a strong electronic interaction between catechol and TiO 2 and a direct charge transfer from catechol to the semiconductor surface that took place during the photoexcitation. Catechol added a ground-state π-orbital slightly above the VB edge (Supplemental Figure 3) . The catechol π-orbital became the highest occupied molecular orbital (HOMO) of the combined system (Figure 4) . A transition between this dye orbital and energy levels with strong contributions from Ti(3d) atomic orbitals near the point of attachment was a strong contributor to the new low-energy band. The accepting orbitals near the CB edge, including the lowest unoccupied molecular orbital (LUMO), had no contribution from the catechol, so the charge transfer was complete. The first orbitals with substantial catechol character in the CB appeared approximately 3 eV above the band edge (Supplemental Figure 3) . The density of states (DOS) was near its maximum at this point, and the dye excited state π * -orbital, therefore, had a large number of states with which to interact. The highest level of catechol contribution to the individual orbitals in this region was less than 25%, indicating that even photoexcitation at the energy of the first excited state of the isolated molecules would shift the electron density onto the semiconductor. Experimental (orange line) and theoretical ( gray lines) spectra of catechol and alizarin in free form (left panels) and bound to TiO 2 (right panels). Even though the catechol and alizarin molecules are closely related (see Supplemental Figure 2 ) and exhibit similar surface binding motifs, the binding has a dramatically different effect on their spectra. An entirely new band appears in the spectrum of the surface-bound catechol, in addition to the exactly repeated bands of the free catechol spectrum. In contrast, the alizarin spectrum red-shifts on binding, and no new bands arise. The origin of the spectral lines is revealed by the electronic-structure calculations (see also This defied the sequential ET mechanism that involved an excited state localized on the adsorbed chromophore. Intriguingly, despite the close relation of the alizarin molecule considered in the next section to catechol (Supplemental Figure 2) , the electronic properties of these two molecules bound to TiO 2 are strikingly different.
Band Edge Photoexcitation of Alizarin on TiO 2
Alizarin and quinizarin are isomers that have similar electronic structures but bind to TiO 2 differently. Alizarin is closely related to catechol (Supplemental Figure 2) and, like catechol, prefers to bind to the semiconductor through two neighboring Images of the key orbitals of catechol in free state and bound to hydrated Ti 4+ ion in solution.
[The experimental spectrum of catechol bound to the hydrated Ti 4+ ion and TiO 2 surface is similar (54, 74, 98 ).] The highest occupied molecular orbital (HOMO) of free catechol matches the HOMO of the bound system. However, the lowest unoccupied molecular orbital (LUMO) of free catechol matches the LUMO+8 of bound catechol. The LUMO of bound catechol and several orbitals above the LUMO are localized on titanium and are responsible for the new low-energy optical band (see Figure 3 ).
hydroxyl groups (Figure 2) . Alizarin on TiO 2 was studied ab initio by Thoss and coworkers (98), as well as by our group (71-74). Quinizarin, an isomer of alizarin with the hydroxyl groups located on the opposite ends of the benzene ring, was investigated by Thoss and coworkers (98), as well as Makishima and coworkers (107) . Alizarin is a larger molecule than catechol, with a more extended π-electron system and, therefore, a smaller excitation energy. The presence of the electronegative quinone oxygens lowers the absolute values of the ground-and excited-state energies relative to an all-carbon molecule such as perylene, which is considered below. As a result, both alizarin and quinizarin have excited states close to the edge of the TiO 2 CB, giving rise to interesting features in electronic structure and dynamics. The optical activity for the charge-transfer excitations in the TiO 2 -bound alizarin is significantly smaller than in the catechol system, even though the chromophoresemiconductor coupling was exactly the same. The difference stems from the amount of mixing between the molecular excited π * -orbital that provides the optical activity to the charge-transfer states and the Ti orbitals. The π * -orbital of alizarin, spread over the entire molecule, was much more extended than the π * -orbital of catechol, and, therefore, mixed less with the Ti orbitals (Supplemental Figure 4) . In contrast to the case of catechol, a new optical band was not observed in the alizarin and quinizarin systems (58, 107) . Instead, the transitions seen in free alizarin and quinizarin were red-shifted on binding to TiO 2 (Figure 3) . This was a result of the lowering of the chromophore π * -orbital energies caused by the mixing with the TiO 2 CB and a result of the presence of the weakly optically active charge-transfer transitions with alizarin bound to Ti through both hydroxyl groups (74, 98).
Perylene: A Large Organic Chromophore
Willig and coworkers (38-42, 44, 45) have extensively probed the perylene/rutile TiO 2 system, and they have also, in collaboration with May and colleagues (61-63), constructed a model Hamiltonian for the simulation of the electron-injection dynamics. Perylene is an all-carbon chromophore with an extended conjugated π-system. The experimental data indicate that the perylene photoexcited state is 0.5 eV above the bottom of the TiO 2 CB (44) . This is in contrast to alizarin, which has smaller π-systems and larger photoexcitation energy gaps, but whose excited state is pulled down in energy by the electronegative quinone oxygens (Supplemental Figure 2) and is positioned near the bottom of the CB.
A detailed atomistic investigation of the binding and electronic structure of a combined perylene/TiO 2 system requires large simulation cells and has not been carried out. The electronic structure of the isolated perylene chromophore has been studied by a number of authors, primarily using semiempirical approaches (108) (109) (110) . Müllen and coworkers (108) investigated the nature of the excited states in oligorylenes of varying sizes. Both the HOMO and LUMO of perylene are delocalized over the whole molecule and can be directly interpreted as linear combinations of the HOMO and LUMO of two naphthalene units (110) . The LUMO that acts as the electron donor during the interfacial ET is polarized along the longer molecular axis of perylene and has three nodes perpendicular to the axis. The first excited state of perylene is 2.8 eV above the ground state and is well isolated in energy from the next optically active excited state (108) (109) .
Benzoic Acid Has No States Within the TiO 2 Band Gap
Benzoic acid is a small π-conjugated chromophore similar in size to catechol. Lunell and coworkers (96) investigated the sensitization of anatase TiO 2 with benzoic acid and compared it with the catechol system considered in detail above. Quite surprisingly, and in sharp contrast to catechol and all other chromophores considered here, the spectra for TiO 2 remained unchanged after benzoic acid adsorption. Although the chromophore ground states typically fall within the TiO 2 energy gap, this was not the case with benzoic acid, whose ground state was approximately 1 eV below the VB edge. At the same time, the benzoic acid excited state was approximately 1 eV above the CB edge. Thus, benzoic acid did not insert any states within the band gap, and it did not create new optical bands that were lower in energy than the TiO 2 band gap absorption. Another difference between benzoic acid and other dyes is the strength of its coupling with the TiO 2 CB. The coupling through the benzoic acid carboxylic acid group is weaker than the coupling through the hydroxyl group seen with catechol and alizarin. The donor-acceptor-state mixing is, therefore, rather small. Photoexcited states distinctly localized on the chromophore can be clearly seen in the calculations, again in contrast to catechol, which has the same aromatic core as benzoic acid but whose excited states strongly mixed with TiO 2 CB states.
Bi-Isonicotinic Acid: The Transition Metal Ligand
Bi-isonicotinic acid is the most common ligand in the transition-metal chromophores (Supplemental Figure 2) , which are considered in the next section. It is sufficiently small to be bound to bulk TiO 2 in a simulation cell and studied on a computer. Lunell and coworkers (102) investigated the electronic structure of bi-isonicotinic acid on rutile 110 using ab initio DFT. The ground state of bi-isonicotinic acid was located inside the TiO 2 band gap slightly above the VB. (Ligating bi-isonicotinic acid to a transition metal is expected to create a new higher-energy ground state closer to the middle of the gap.) The excited state of bi-isonicotinic acid, which is also the excited state of the chromophores composed of transition metals ligated with the acid, is rather deep inside the TiO 2 CB. This is supported by calculations that report a region of approximately 1 eV at the bottom of the CB, which was essentially free of adsorbate contributions (102).
Photochemically Robust Transition-Metal Chromophores
Chromophores comprised of a transition metal, most often Ru, and several ligands are the standard in photovoltaic applications. The metal can easily cycle between the oxidized and reduced states without significant photodamage to the chromophore, in contrast to the purely organic dyes, which become chemically active when oxidized. The ligands include at least one organic molecule with an extended π-electron system, Figure 2) . The chromophore is attached to the semiconductor through the organic ligand. The smaller ligands participate in the regeneration of the neutral chromophore from the cation after the photoinduced ET. They assist in transferring the electron from a redox mediator in solution to the ground state of the dye. The HOMOs of the transition-metal-based chromophores are primarily composed of the d-orbitals of the metal, whereas the LUMOs are localized on the organic ligands. The photoexcitation induces the intrachromophore charge transfer, shifting the electron density toward the surface. The full system containing the metal, the ligands (which create an octahedral coordination around the metal), and a TiO 2 surface has not been detailed by an atomistic computational study. The isolated chromophores have been investigated rather comprehensively, however, both by semiempirical and ab initio approaches. These studies address several issues: (a) the origin of the bands in the chromophore optical absorption spectra that, ideally, cover a wide range of wavelengths; (b) the choice and optimization of the ligands in order to achieve both strong, broad absorption and efficient electron injection; (c) the solvent effects, including dye protonation and deprotonation by a change of pH; and (d ) the triplet states.
Cis-bis(4,4 -dicarboxy-2,2 -bipyridine)bis(isothiocyanato)ruthenium(II).
Cisbis(4,4 -dicarboxy-2,2 -bipyridine)bis(isothiocyanato)ruthenium(II) is a common dye and constitutes a good example of a transition-metal sensitizer chromophore. Siegbahn and coworkers (111) studied its electronic structure and spectrum using experimental methods and semiempirical INDO/S calculations. The calculated spectra matched the experimental spectra quite well. All the atomic orbitals of the organic ligands contributed somewhat to the three lowest energy absorption peaks, but the distribution was uneven: The lowest energy peak was dominated by the nitrogen 2p-orbital contributions to the π-electron system, whereas the second peak was made up mostly of the ring carbon 2p-orbitals. The atomic orbitals centered on the NCS − ligands contributed to the highest energy valence orbital depopulated by the photon absorption. This orbital plays a key role in accepting an electron from the mediator in a Grätzel cell. Because the NCS − ligands are directed away from the semiconductor and toward the solution, this type of dye should be particularly well suited to reduction from the electrolyte.
The black dye. Black dye is a trithiocyanato(4,4 ,4 -tricarboxy-2,2 :6 ,2 -tripyridine)ruthenium(II) complex that can have different protonation states and numbers of counter ions. It is one of the most efficient light absorbers that can be used in Grätzel cells. The monoprotonated form gives the best results in experimental studies of black dyes adsorbed to TiO 2 . The electronic-structure calculations of Aiga & Tada (112) showed strong absorption over the whole visible spectrum, as well as in the IR. The ligand-to-ligand charge-transfer states dominated in the low-energy part of the spectrum. These states corresponded to an electron on the terpyridine ligand and a hole on the NCS − ligands. The higher-energy metal-to-ligand states also had an electron on the terpyridine ligand, but the hole was located on the metal center.
The authors argued that, because the dye attached to TiO 2 through the terpyridine ligand, the electron injection from both types of states should be fast. The calculated triplet excited states of black dye involved ligand-to-ligand charge transfer. The ET that can occur after an intersystem crossing to a triplet dye state should, therefore, be efficient as well.
Cis-versus trans-ruthenium complexes. Grätzel and coworkers (113) investigated the spectroscopic properties of a series of cis-and trans-Ru complexes and determined the theoretical spectrum of one set of complexes. The authors found that the three highest energy valence orbitals were made from predominantly Ru d-orbitals (65%-92% for the trans isomer and 70%-80% for the cis isomer), with moderate contributions from the organic ligand's π-orbitals. For the lowest unoccupied orbitals, the metal contributed only a small amount (1%-14% for the trans isomer and 3%-12% for the cis isomer). The vast majority was localized on the ligands, with 14%-32% of the low-lying π * -orbitals on the carboxyl groups. In both the cis and the trans complexes, the intense band at approximately 16,900 cm −1 was a result of an excitation that had a strong contribution from a HOMO-LUMO transition. The trans complex also had a low-energy band at approximately 14,500 cm −1 . The authors point out that the stronger absorption of light in the red and near IR regions for the trans complex could lead to Grätzel cells with better efficiency. In an effort to move the spectral sensitivity of the efficient dye cis-Ru(4,4 -dicarboxy-2,2 -bipyridine) 2 (NCS) 2 toward the red, researchers changed the substitution on the bipyridine to produce cis-Ru(5,5 -dicarboxy-2,2 -bipyridine) 2 (NCS) 2 . This second dye has a lower LUMO and a smaller energy HOMO-LUMO transition, thereby improving the response at longer wavelengths. This substitution, however, also produced a lower electron-injection efficiency in Grätzel cells at shorter wavelengths. To develop an understanding of what affected the dye energy levels, Mishra and coworkers (114) performed semiempirical calculations on two different classes of Ru-based complexes, cis-Ru(4dcb) 2 (X) 2 and cisRu(5dcb) 2 (X) 2 , where X = Cl − , CN − , and NCS − , and 4dcb and 5dcb stand for 4,4 -dicarboxy-2,2 -bipyridine and 5,5 -dicarboxy-2,2 -bipyridine, respectively. The calculations indicated that the 5dcb complexes had lower ground-state total energies than the corresponding 4dcb complexes and were therefore more stable. They also showed that the lowest-energy singlet excited state was substantially lower for the 5dcb dyes. The authors argued that ET events involving the first singlet excited state have a higher driving force for the 4bcd dyes than for the 5bcd dyes. A similar trend was observed for the lowest triplet state of the cis-Ru(5dcb) 2 Cl 2 and the cis-Ru(4dcb) 2 Cl 2 complexes, but the structures involving the other two inorganic ligands showed similar triplet-state energies. Going from 4dcb to 5dcb systems, the singlet-state energies decreased more than the triplet-state energies, and the singletto-triplet energy gap became smaller. The decrease of the singlet-triplet gap favors the intersystem crossing and therefore leads to more nonradiative decay, making the 5dcb dyes less-efficient photovoltaic converters.
Although the HOMOs were slightly lower in energy for the 4dcb structures than for the corresponding 5dcb structures, they had almost exactly the same shapes. In both cases the NCS − substituted dye had less electron density on the Ru ion, with a large portion of the orbital localized on the S atoms. This structure makes it easier for a mediator in a Grätzel cell to deposit an electron onto the oxidized dye from the solution.
The authors analyzed the structure of the unoccupied orbitals of cisRu(4dcb) 2 (NCS) 2 and cis-Ru(5dcb) 2 (NCS) 2 ; the other chloro and cyano complexes exhibited similar trends. The LUMO and the LUMO+1 of the 4dbd structure were both involved in the first optical excitation and had enough electron density on the carboxylic groups to couple strongly to the CB of TiO 2 . The LUMO+2 and LUMO+3, both of which were involved in the second optical transition, had even more density on the carboxyl groups and should lead to better ET with higher frequency light. For cis-Ru(5dcb) 2 (NCS) 2 , the LUMO and the LUMO+1 were also involved in the first excitation and had substantial electron density on the carboxyl groups. The second excitation, however, involved LUMO+7 and LUMO+8 with less density on the carboxyl groups, resulting in a decreased chromophore-semiconductor coupling and a lower ET efficiency at shorter wavelengths for the 5dcb chromophores.
Effects of water and pH. Cis-[Ru(4,4 -COOH-2,2 -bipyridine) 2 (NCS) 2 ]
, also known as the N3 dye, exists in different forms at different pH. The spectral features are blue-shifted on moving from pH 1 to pH 9, whereby the fully protonated N3 dye becomes the fully deprotonated N3 4− . There is also a strong spectral dependence on the solvent. Selloni and coworkers (115) investigated the properties of both the N3 and the N3 4− complexes. The HOMO, HOMO-1, and HOMO-2 of the N3 dye arise from the antibonding combination of Ru t 2g , sulfur p-orbitals, and nitrogen lone pairs from the NCS − ligands (t 2g − π * ). The three highest occupied orbitals for the N3 4− structure had the same character but were higher in energy. As with a number of the occupied energy levels, the N3 4− LUMOs are shifted upward in energy relative to the N3 orbitals. The deprotonation destabilized the orbitals localized on the bipyridine and COO − components, which explains why the LUMOs with their larger localization on the deprotonated carboxylic groups were pushed up in energy, leading to a larger HOMO-LUMO gap (3.02 eV) for N3 4− versus that for the fully protonated form (2.31 eV).
Summary of the electronic-structure section. Photoexcitations encountered in the dye-sensitized TiO 2 systems can be classified into several types (see Figure 1) . Most commonly, the chromophore ground state is located within the band gap of TiO 2 , and the photoexcited states are in resonance with the TiO 2 CB. With the exception of small chromophores connected directly to the semiconductor (such as catechol), the photoexcited states are well localized on the semiconductor and do not mix appreciably with the CB and surface states. The injection dynamics proceeds in two distinct steps, including photoexcitation followed by ET. In systems such as catechol/TiO 2 with exceptionally strong chromophore-semiconductor coupling, the photoexcitation already induces ET into a surface state. The photoexcited states of some chromophores, such as alizarin and quinizarin, are located close to the bottom of the TiO 2 CB. These cases present the most complicated injection dynamics because they involve both localized and mixed states. Transition-metal-based chromophores possess a more complex electronic structure than the purely organic chromophores. The photoexcitation typically, but not necessarily, involves intrachromophore charge transfer. The metal creates strong spin-orbit coupling, promoting intersystem crossing into triplet states. Apart from the lower energy of the triplet excited states than the singlets, similar ET mechanisms can be expected from states of either spin.
QUANTUM MODELS OF ELECTRON-VIBRATIONAL DYNAMICS
A quantum-mechanical description of the electronic and vibrational dynamics involved in the ET can be achieved using simplified models of the interface (40, 42, (61) (62) (63) (64) (65) , which are constructed and tested against experimental data and electronicstructure calculations. The dynamics that follows from such models can be treated at the full quantum level. The model parameters have clear physical meaning and can be varied to probe and characterize various injection regimes.
Theoretical Aspects of Model Hamiltonians
Model Hamiltonians used to describe the interfacial ET dynamics comprise several parts that have well-defined physical origins and have been tested with many other systems. Although the details vary from author to author, the general structure, known in the interfacial ET community as the Anderson-Newns Hamiltonian, is as follows (62, 64): The full Hamiltonian, H, is split into the electronic, H el , and nuclear, H nuc l , contributions, and, sometimes, a time-dependent term describing the interaction with the laser pulse, H laser (t ):
The electronic part includes the energies, ε a , of the ground, g, and excited, e, chromophore states, the energies of the quasi-continuum of TiO 2 CB states, {k}, and the coupling between the chromophore excited state and CB, V ke :
The nuclear Hamiltonian describes molecular and semiconductor vibrational modes in the harmonic approximation, and includes the electron-vibrational coupling, c l :
where p l , x l , and ω l are the momentum, position, and frequency of mode l, respectively. The frequency distribution of the vibrational modes, as well as the electronvibrational coupling, is specified by the spectral density which can be given a simple analytical form or computed explicitly from an atomistic, classical-mechanical calculation. The reorganization energy λ that enters the Marcus theory of ET is related to the spectral density via
A few vibrational modes can be treated explicitly, whereas the rest of the vibrations are regarded as a bath and are integrated out. The model includes two kinds of coupling: the chromophore-semiconductor electronic coupling, V ek , and the electronvibrational coupling, c l . In the adiabatic representation, the off-diagonal elements, V ek , of the electronic Hamiltonian (Equation 2) are eliminated by the diagonalization of H el . Setting c l = 0 creates a purely electronic model of the transfer.
Applications of Model Quantum Dynamics
Using a model Hamiltonian of this kind and a density-matrix formalism, Ramakrishna & Willig (40) obtained an expression for the pump-probe signal in a chromophoresemiconductor system. They modeled the decay of the excited state into a continuum of semiconductor states for various relative energy positions and bandwidths, with the assumption that the ET was much slower than the pulse durations. They also assumed the reorganization energy of the ET process was negligible, which meant the lifetime of the excited state was dependent only on the density of acceptor states at the energy of the donor, not on the dynamics created by the two laser pulses. In most cases, the decay was fit by exponential functions. Ramakrishna & Willig (40) did obtain oscillations in the pump-probe signal owing to vibrational coherences detected in their experimental work. May and coworkers (42, (61) (62) (63) analyzed the ET dynamics in a chromophoresemiconductor system using a model Hamiltonian and a time-dependent Schrödinger approach. Extending the work of Ramakrishna & Willig (40) , they addressed the effect of the reorganization energy, along with the energy of the donor level, on the vibronic coherence produced in the initially excited chromophore.
Increasing the reorganization energy associated with the molecular cation formation increased the contribution of the Frank-Condon factors to the population decay. This slowed the ET and caused oscillations that were a result of the movement of the wave packet toward and away from the donor-acceptor crossing point. Changing the position of the injecting level, May and coworkers found two types of behavior. In the wide band limit, when the injecting level was in the middle of the band, a sufficiently large range of allowed vibrational levels provided a fast and unrestricted exchange of vibrational energy between the ionized molecule and the injected electron. In cases in which the injecting level was close to the band edge, a limited vibrational range resulted in slower decays with pronounced oscillations.
The authors also investigated the effect of varying the initial vibrational wave packet, which can be achieved in experiments by changing the nature of the laser pulse. Only certain vibronic levels were significantly populated after the excitation. In the wide band limit, each of them decayed with the same rate. Different distributions, therefore, led to similar ET dynamics. Close to the band edge, however, the dynamics were dependent on the initial distributions. Distributions with large populations of the lower vibronic levels close to the bottom of the CB led to slower, step-wise decay. The DOS and the electronic coupling influenced the ET dynamics as well. When the DOS and the coupling change slowly over the relevant energy range, ET is well described by the pure electronic limit without vibrational contributions. When the DOS and the coupling vary significantly, however, the decay into the semiconductor states also depends substantially on the vibrational Frank-Condon factors. The atomistic simulations described below show that the chromophore-semiconductor coupling varies much more with energy than the TiO 2 DOS. The conclusions of the quantum models and atomistic quantum-classical studies together indicate that vibrational dynamics should have a profound effect on the ET.
Wang and coworkers (64, 65) studied the ET rate between the dye and the semiconductor using an Anderson-Newns-type model with a tight-binding parameterization. They analyzed the quantum-dynamical effects with a self-consistent hybrid method. To study the influence of the vibrational motions in their system, the authors used two different models: (a) a normal-mode model in which all the vibrational degrees of freedom were coupled to the electronic degrees of freedom in the same way and (b) a reaction-coordinate model, which focused on certain reaction coordinates and treated the others as a bath (64) .
In the normal-mode model, including the coupling to vibrational modes led to slower, incomplete decay dynamics. Some of the energy of the excited electron was transferred to vibrational modes, and was, therefore, not available for the injection into the semiconductor. Investigating the effect of the chromophore-semiconductor coupling strength on the electron injection in the normal-mode model, the authors found, as one would expect, that increasing the coupling led to faster injection with a larger yield for moderate coupling. A very strong coupling, however, created a bound state below the CB, leading to incomplete transfer. The bound state appeared even for moderate electron-semiconductor coupling if the original chromophore state was close to the CB edge. The effect of the bound state was most pronounced in the absence of an electron-vibrational interaction. They observed the same general trend in the presence of the interaction, but the influence of the vibrational motions often led to significantly different dynamics.
The reaction-coordinate model allowed the authors to determine the influence of coherent vibrational motions on the electron injection. They found that including the vibrational coupling in this model led to slower decay, with steps that had the frequency of the reaction coordinate. This was a result of the coherent motion of the vibrational wave packet into and out of regions with crossings between donor and acceptor states. Increasing the coupling to the bath led to faster vibration relaxation inside the chromophore and therefore slower, less complete decay, particularly if the photoexcited state was close to the band edge. Very strong couplings to the bath caused damped coherent vibrational motion and produced no steps in the decay. The authors found an interesting correlation between the equilibrium geometries of the chromophore ground-electronic state and the amount of vibrational coherence in the ET signal. If donor ground states had the same equilibrium geometry as the acceptor states, then the donor ground and excited states were significantly displaced, leading to large vibrations in the excited state. The relationship between the energy of the photoexcited state and the injection yield found by Wang and coworkers (64, 65) agrees with the conclusions of May and coworkers (42, (61) (62) (63) . In both simulations, donor states close to the band edge led to less complete transfer. Both groups found that the ET is particularly sensitive to the magnitude and energy dependence of the chromophore-semiconductor coupling, as well as to the vibrational dynamics. It is possible to determine the effect of the coupling strength and the vibrational dynamics directly using atomistic simulations.
AB INITIO STRUCTURE COMBINED WITH SEMIEMPIRICAL DYNAMICS
Atomistic studies of the electron-injection dynamics are based on fundamental models of electron-nuclear interaction developed either ab initio or semiempirically. Starting from the fundamental Coulomb interaction, ab initio treatments solve the many-body electronic problem in the presence of an external classical potential owing to nuclei. Because an exact solution of the many-body Schrödinger equation can be achieved with only a few electrons, approximations become necessary, the most practical of which are based on DFT, which extends beyond the mean-field description and includes electron correlation. In contrast to wave-function-based approaches that include nonlocal electron exchange, DFT constructs local or nearly local functionals of electron density that can be implemented easily with infinite systems that use periodic boundary conditions and plane-wave basis sets. Semiempirical schemes use the same types of approximations for the many-body problem as ab initio approaches, but instead of computing the Hamiltonian matrix explicitly by using a basis set, semiempirical calculations treat Hamiltonian matrix elements as parameters determined by experimental data and ab initio calculations.
Batista and coworkers (66, 67) investigated the dynamics of electron injection from the higher excited states of catechol to TiO 2 , using a combination of ab initio and semiempirical approaches. The catechol-TiO 2 system is suitable for theoretical studies for a number of reasons: It is small; its lowest energy excitation promotes the electron directly into the semiconductor (see Section 3.1); and its higher energy excitations provide good examples of the more typical photoexcitation-followed-byinjection scheme. Modeling the catechol system can lead to a better understanding of larger systems that include substituted catechol chromophores and have high-incident photon-to-current conversion efficiencies.
Batista and coworkers used ab initio DFT molecular dynamics to obtain nuclear configurations for semiempirical ET calculations. The simulation cell consisted of catechol attached to the anatase 101 TiO 2 surface through a dissociative adsorption between both hydroxy groups and two neighboring pentacoordinated Ti 4+ ions. The semiconductor layer had 32 TiO 2 units with the top and bottom surfaces terminated by hydrogen atoms. Periodic boundary conditions led to a surface coverage of Extended Hückel: the simplest electronic structure approach named after E. Hückel that contains a minimal number of parameters directly related to experimental data Nonadiabatic molecular dynamics (NAMD): an advanced form of molecular dynamics, in which atomic motions can induce transitions between electronic states 1 μmol m −2 . The DFT simulations provided the opportunity to analyze the timescales of the vibrations to see if they would influence the ET. The authors concluded that the high-energy oscillations were a result of surface O-H stretches and catechol C-H stretches that would not affect the ET. They also argued that the low-energy oscillations were too slow, approximately 40 fs, to interfere with the sub-10-fs transfer they eventually calculated for the system.
The authors used a semiempirical extended Hückel approach to propagate the excited wave function. The DOS calculated from the diagonalization of the extended Hückel Hamiltonian showed there were states located energetically in the CB that had strong catechol character. By placing the electron in one of these catechol states and propagating the system in time, the authors were able to determine both the timescale of ET and the spatial evolution of the charge density. By extending the DFT simulation cell in different crystallographic directions, the authors obtained larger cells for the semiempirical studies and tested the anisotropy in the ET process. For systems in which the excited electron was placed in the catechol LUMO, the cells that had been extended in the [010] and the [101] directions produced ET that was fit by a 6-fs exponential. The cell extended in the [−101] direction, however, produced ET that had two exponential time constants: a 6-fs initial decay followed by a 38-fs decay. This indicated there were two steps to ET, with the second step involving an anisotropic delocalization. Projections of the time-dependent charge distribution showed that the first step was a localization of the excited electron on the Ti 4+ ions attached to the catechol, and even more on the neighboring hexacoordinated Ti 4+ ion.
The excited electron density then diffused along the [101] 
AB INITIO NONADIABATIC MOLECULAR DYNAMICS
Nonadiabatic molecular dynamics (NAMD) provides a direct strategy for modeling coupled electron-vibrational dynamics in real time and at the atomistic level (116-124). The electronic degrees of freedom are described quantum-mechanically by many-body electronic-structure theory, whereas vibrations are considered using classical mechanics or semiclassically as justified by the separation of electronic and nuclear masses and timescales. The atomistic descriptions reproduce the actual interface as closely as possible, by taking explicit account of the chemical structure of chromophores, chromophore-semiconductor binding, surface conditions, conformational and chemical changes, and disorder. 
Theoretical Aspects of Nonadiabatic Molecular Dynamics
Our group (68-75) studied the ET in Grätzel cells with ab initio NAMD. We performed electronic-structure and molecular dynamics simulations of chromophore/TiO 2 systems with DFT in the plane-wave basis using the VASP code (125) (126) (127) . The NAMD functionality was added to the standard code distribution, creating a time-dependent DFT (128) version of the code. Within the Kohn-Sham (KS) formulation, the charge density ρ(r, t) was described by a sum over the KS orbitals ψ n (r, t) occupied by N e electrons:
The evolution of the density caused by the moving ions led to the coupled equations of motion for the KS orbitals,
We then expressed the single electron orbitals on the basis of adiabatic KS orbitals φ k (r, R(t)) that were obtained from a time-independent DFT calculation at the appropriate point along the classical trajectory of the atoms R(t). For the photoexcited (PE) electron,
Substituting this into Equation 8 led to the equation for the coefficients,
where ε k is the energy of the adiabatic orbital k, and d jk is the NA coupling between orbitals j and k (129). Equation 10 was propagated using the second-order differencing scheme (130) . Further details can be found in References 68, 69, and 75. We carried out the simulations with several chromophores dissociatively adsorbed to a slab of rutile TiO 2 , whose surfaces were terminated by hydrogen and hydroxyl groups (Supplemental Figure 5) . We determined the extent of ET by the fraction of the photoexcited electron that left the dye, which was computed by integrating the electron density of the photoexcited state over the region of the simulation cell occupied by the dye. We then defined the adiabatic and NA contributions to ET by separating the change in the one-electron density into the change in the localization (adiabatic ET) and the changes in the occupations (NA ET) of the adiabatic states (68). The separation between the adiabatic and NA ET mechanisms addressed the question raised by the experimental groups (34, 38, 39, 47-50) on whether the observed fast injection was mediated by a strong chromophore-semiconductor coupling (adiabatic ET) or a large density of TiO 2 acceptor states (NA ET).
We fit the time-dependent ET coordinate with the exponential
where ET f is the final amount of ET. The fit took into account that photoexcitation had already caused a partial ET to occur, ET t=0 = 1 − exp (−t 0 /τ ) . The constant t 0 represents the amount of time the system had advanced along the ET reaction coordinate because of the photoexcitation.
Electron Injection from Isonicotinic Acid at Low Temperature
The first set of simulations investigated electron injection from isonicotinic acid at 50 K (68), which represents a typical ligand in a transition-metal chromophore under cold, ultrahigh vacuum conditions. In this system, the photoexcited state was well within the CB of the TiO 2 . Despite a large DOS at the excited-state energy, only a small number of TiO 2 states were capable of interacting with the chromophore and accepting the electron. In addition to being at the correct energy, the acceptor states also had to be localized on the surface near the dye-adsorption point. These states were within the first three titanium layers, with approximately 20% of the density on a single Ti surface atom. The adiabatic and NA ET mechanisms functioned during different periods of the simulations. NA ET relied on a weaker coupling of the dye state to a number of semiconductor states and could occur both near an avoided crossing and in extended regions of NA coupling away from a crossing. Adiabatic ET took place at avoided crossings where there was strong coupling between the dye state and a single semiconductor state. Both mechanisms contributed significantly to the ultrafast ET. Averages of many runs gave general trends. In the isonicotinic acid-TiO 2 system at low temperature, the NA pathway dominated, particularly at early times, and was fit by an exponential with a 20-fs time constant. In the beginning, only a small fraction of the transfer occurred by way of the adiabatic mechanism. The adiabatic exponential time constant was 40 fs. The fraction of adiabatic transfer, however, increased during the course of the simulation, to the point where at 50 fs it was almost as important as the NA ET (68).
Electron Injection from Isonicotinic Acid at Ambient Temperature
We also explored the ET dynamics of the isonicotinic acid chromophore at ambient temperatures (69, 70). At the elevated temperature, the energy of the dye state oscillated by several tenths of an electron volt as a function of time (Supplemental Figure 6 ). This was small relative to the initial excitation, but it made a substantial difference in the dye-state position relative to the CB. The CB DOS increased with energy in this region, so an increase in the dye energy tended to lead to a larger number of states with which the dye could interact. The well-pronounced oscillation of the photoexcited-state energy was induced by the C-C stretching modes and resulted in a bimodal distribution of the photoexcited-state energy at the initial time (69). There were no corresponding high-and low-energy regions in the low-temperature simulations (68). At ambient temperature, the adiabatic ET was both faster (2.7 fs) and had a larger contribution to the overall ET than the NA ET (17 fs). There was also a much larger contribution from the photoexcitation itself, with over 50% of ET happening during the photoexcitation ( The electron-transfer (ET) dynamics averaged over ensembles of initial conditions for (a) isonicotinic acid and (b) alizarin systems at room temperature. The ET coordinate is defined by the fraction of the electron that has left the dye. The injection starts from the photoexcited states that are already significantly delocalized onto the semiconductor. The degree of delocalization is larger with isonicotinic acid because its excited state is higher in energy and interacts with more states in the TiO 2 conduction band.
The adiabatic injection mechanism dominates in both cases owing to strong chromophoresemiconductor coupling. The nonadiabatic mechanism is more important in the isonicotinic acid system, where the coupling through the -COOH group is weaker than the coupling through the two -OH groups in alizarin.
Alizarin-TiO 2 Electron Transfer
In our later work, we explored the ET dynamics of alizarin attached to TiO 2 at ambient temperature (70-75). This system is particularly interesting because the ET is ultrafast, 6 fs measured experimentally (59) , but the dye excited state is at the edge of the CB, where the TiO 2 DOS is lowest (Figure 6 ). Vibrationally induced dynamics of the photoexcited-electronic state in the alizarin system. The orange line shows the photoexcited-state energy, and the gray lines show energies of conduction band (CB) states. The alizarin state frequently crosses the CB edge, oscillating over a range of frequencies.
Variation in initial conditions and dye-semiconductor coupling owing to phonon motions. As with the isonicotinic acid system at the ambient temperature, the photoexcited-state energy of alizarin oscillated by a fraction of an electron volt. This created two types of initial conditions: (a) high-energy initial conditions in which the state was above the CB edge and (b) low-energy initial conditions in which the state was below the band. Photoexcited states below the band coupled much less to the semiconductor states and tended to be localized almost entirely on the chromophore. As the state moved into the band and the DOS increased, the degree of coupling and mixing between the chromophore and TiO 2 states tended to increase as well (Figure 7 ). An analysis of the frequencies of oscillations of the dye state energy and localization showed that changes in the energy ( Figure 6 ) were a result of atomic motions in the chromophore. However, changes in the localization (Supplemental Figure 7) , which depended on the strength of the chromophore-semiconductor coupling, were a result of both chromophore and surface hydroxyl motions (compare the frequencies present in Supplemental Figures 6b and 7b) . This showed that the electronic coupling between alizarin and the semiconductor varied greatly even within a small energy range. The substantial variation in the chromophore-semiconductor coupling was further supported by the large spread of localization of the photoexcited state on alizarin presented in Figure 7a .
The electron-transfer mechanism. The ET dynamics of the alizarin system, averaged over all initial conditions (Figure 5b) , were similar to the ambient-temperature isonicotinic acid results averaged over all initial conditions (Figure 5a ): The total ET occurred on a sub-10-fs timescale; there was a substantial amount of charge transfer during photoexcitation (25%); the adiabatic mechanism had a faster rate (7.1 fs) than the NA mechanism (13 fs Figure 6 ).
total transfer. Further ET features were revealed by separately averaging over the high-and low-energy initial conditions corresponding to the photoexcited states inside and below the TiO 2 CB. Averaged over just the higher-energy initial states (Supplemental Figure 7) , both the total and adiabatic ET were faster, 3.6 and 3.2 fs, respectively; the adiabatic mechanism was more dominant relative to the NA ET; and there was a larger amount of initial charge transfer. The overall shape of the ET curves for the higher-energy initial conditions was similar to the average data (Figure 5b) . The low-energy photoexcited states were substantially different (Figure 7) , however. The total ET and the adiabatic ET were not exponential for the first 8 fs, and they were best fit by an inverted Gaussian. This was a result of the fact that the initial state could not encounter an avoided crossing and therefore could not transfer adiabatically until ion motions drove it into the CB. After this initial waiting period, the transfer could be fit by an exponential, 10 fs for the adiabatic ET and 12 fs for the total ET. The NA mechanism, which could occur in regions with no avoided crossings, was fit with an exponential for the entire run. The lower DOS at these low energies corresponded to fewer states to couple to, so the NA ET was substantially slower, 17 fs. Even with this slower rate, the NA component was relatively large because of the initial delay in the adiabatic transfer and its slower rate once the photoexcited state entered the CB. Because the initial states at energies below the CB were well localized on the chromophore fragment, the degree of initial charge transfer was small, under 10%.
Examples of electron-injection events. The substantial variation in individual ET events seen with all systems is illustrated in Figure 8 for the alizarin-TiO 2 interface. In the most typical example for both alizarin and isonicotinic acid (Figure 8) , the photoexcited state is located within the TiO 2 CB, and the injection occurs ultrafast and primarily through the adiabatic mechanism. Over time, the injected electron delocalizes from the original surface-acceptor state into the bulk by NA hopping between the states, thereby increasing the contribution of the NA mechanism. In the second example (Figure 8) , the initial injection is also fast and occurs adiabatically. The difference between the two examples arises from the fact that the photoexcited state is close to the edge of the CB and is able to leave the band before the injected electron has had a chance to delocalize into the bulk by the NA mechanism. Adiabatic crossing of the same transition state, which has led to the electron injection, now results in the transfer of the electron back onto the chromophore. This pattern of adiabatic injection followed by adiabatic back-transfer occurs several times over the course of the simulation and is superimposed on a much slower NA ET that is practically irreversible. The third example (Figure 8 ) is typical only of alizarin. Here the photoexcited state is well below the TiO 2 CB edge, and essentially nothing happens with the electron until the photoexcited state crosses into the band. Only a small and slow NA-injection component is seen during the first 20 fs of the simulation.
Crossing the CB edge results in a rapid adiabatic transfer. Photoexcitation below the CB remarkably can lead to fast and efficient electron injection (71, 72).
Electron evolution after the injection. Following the photoexcitation and the chromophore-semiconductor ET, the electron delocalizes into the semiconductor bulk and, eventually, finds its way back to the chromophore ground state. The electron injection occurs between the dye and a TiO 2 state primarily restricted to the first three surface layers in the alizarin system (71, 72 Examples of individual electron-transfer (ET) events in the alizarin system. The bottom panels show the evolution of the photoexcited-state energies, as in Figure 6 . The top panels present the ET progress, as in Figure 5 . The large variation in the individual ET events seen in these examples is typical with all chromophore-semiconductor systems.
bulk occurs on a 100-fs or longer timescale, which is in agreement with the available experimental data (43, 131) .
Owing to the high-surface area of dye-sensitized TiO 2 , an electron delocalized inside bulk TiO 2 has a high probability of finding a surface. Trapping at the surface can result in ET back onto the chromophore or the electrolyte mediator, which normally brings the electron from the counter-electrode to the dye. Assuming the electron is trapped inside the first five surface layers (as represented by the simulation cells in Supplemental Figure 5) , the surface-hopping simulation shows that the backtransfer to the ground state of alizarin occurs two orders of magnitude slower than the injection (75). The result is in agreement with the experimental data on the alizarinZrO 2 system (58), in which the electron remains trapped at the surface because the semiconductor CB is significantly higher in energy than the alizarin photoexcited state. The back-transfer is preceded by a 100-fs relaxation to the bottom of the TiO 2 CB. The back-transfer of the trapped electron is much faster than the time needed by the electron to travel through nanoporous TiO 2 to the primary electrode.
Complete Sequence of Electron-Transfer Events
The real-time ab initio simulations indicate that the ultrafast photoinduced electron injection from a chromophore to TiO 2 is followed by a rapid delocalization of the electron into the bulk that competes with electron relaxation to the bottom of the TiO 2 CB. Both delocalization and relaxation occur on a 100-fs timescale. If the electron is trapped at the surface (either immediately after the injection or following some evolution in the bulk), it returns to the dye ground state on a picosecond timescale.
CONCLUSIONS AND OUTLOOK
The chromophore-TiO 2 interface is an excellent case study for elucidating the issues that arise when localized molecular species are combined with extended bulk materials. Such configurations have become increasingly common in recent years, as molecular and solid-state domains have converged, with molecules assembled into ever more complicated mesoscopic structures, and periodic systems miniaturized on the nanoscale. Understanding the molecule-crystal interfaces is one of the most challenging problems in many fields and applications, including photovoltaics, photo-and electrochemistry, molecular electronics, photography, detection tools, bioanalytical chemistry, and biomechanics. Molecules and bulk materials are opposites in nearly every respect: The former have discrete electronic states, whereas the latter form energy bands; the fraction of high-frequency vibrational modes is much higher in molecules than in inorganic semiconductors such as TiO 2 ; and the electron-phonon coupling and excitonic effects are much stronger in finite systems. The problem in describing the interface is complicated further by the drastic differences between chemists' and physicists' models for treating molecules and bulk materials, respectively.
Analysis of the available theoretical results on the structure, electronic properties, and electron-vibrational dynamics in the chromophore-TiO 2 systems indicates www.annualreviews.org • Interfacial Electron-Transfer Theorythat the chromophore creates a local perturbation within the extended TiO 2 system. Most of the experimental data characterizing the effect that bulk TiO 2 has on chromophores can be modeled and understood with relatively small-scale calculations that include moderate-sized portions of the semiconductor. A cluster representation of the semiconductor can often be sufficient, and sometimes even the crudest few-atom representation of TiO 2 captures the essential phenomena. This conclusion holds for both ground and low-energy excited chromophore states. However, the size of the chromophore-semiconductor interaction region increases with energy. A chromophore-metal interaction should also require much more extended representations.
Most of the reviewed work uses an atomistic description of the interface that gives the most basic and intuitive view of the phenomena from the chemist's perspective. Although atomistic models are particularly valuable for detailed studies of specific systems, general trends are captured better with simpler, more phenomenological models, some of which we include in the discussion of the electron-injection dynamics above. These simpler Hamiltonians can be analyzed by more rigorous means.
The atomistic modeling of the chromophore systems indicates that both purely organic and transition-metal-based chromophores have π * -electronic excited states, and the electron-injection mechanisms do not strongly depend on the chromophore type. The differences between transition-metal and organic chromophores can be seen in the photoexcited-state relaxation that occurs within the chromophore and competes with the injection. Although the larger, purely organic dyes have a wider range of vibrational modes that can dissipate the electronic energy, transition metals create additional relaxation mechanisms, such as the intersystem crossing from singlet to triplet states. The vibrational modes of transition-metal chromophores couple to the electronic states more strongly because the photoexcitation involves metal-toligand ET and generates polar excited states. The energy of the photoexcited state can be controlled within a wide range, relative to the TiO 2 CB edge, by altering the following chromophore characteristics: the size of the π-electron system, the substituents, the presence of electronegative atoms such as oxygens, and in the case of transition-metal-based chromophores, the choice of the transition metal.
The great diversity of TiO 2 surfaces and surface defects generates a broad distribution of individual electron-injection events. Even on perfect surfaces, fluctuations in surface structure and chromophore-binding patterns significantly modulate ET times. Surface termination, the presence of solvent, and other factors further broaden the ET event distribution, generating a rich and complex picture. In every system, subsets of faster and slower ET events always exist that can occur by both direct quantummechanical tunneling and quasi-classical crossover through a transition state.
Most chromophores, even the simplest ones, can bind to the semiconductor by a variety of motifs, involving one or more chemical groups attached to single-or multiple-surface atoms. The type and length of the chromophore-semiconductor bridge determine the extent of dye-semiconductor-state mixing, the delocalization of the photoexcited state onto TiO 2 , the fraction of ET that occurs by direct photoexcitation into the CB, and the ET time. Although the traditional sequential picture, in which the photoexcitation is localized on the dye and is followed by the interfacial ET, holds for long bridges and weak chromophore-semiconductor coupling, it changes with a short bridge. When the coupling is strong, the electronic wave functions of the chromophore spill onto the semiconductor and create a common chromophore-semiconductor electronic system. As a result, a significant portion of ET occurs during the photoexcitation.
The position of the chromophore excited-state energy relative to the TiO 2 CB substantially influences the ET rate and the yield in relation to relaxation processes. As the chromophore state enters deeper into the CB, both rate and yield increase, regardless of the ET mechanism, strength of the coupling, or other factors. Remarkably, fast injection is possible even close to the bottom of the CB, provided that the chromophore-semiconductor coupling is sufficiently strong. This fact carries important implications for photovoltaic and related applications because injection into the edge of the CB minimizes energy losses.
Real-time modeling of electron-vibrational dynamics is particularly valuable for understanding the interfacial electron injection because it occurs on ultrafast timescales and shows a variety of individual injection events with well-defined dynamical features that cannot be made apparent by an average rate description. Such simulations are rare, but computationally demanding state-of-the-art techniques for the dynamics simulations are currently being developed by several groups throughout the world. As the research progresses, larger systems and longer timescales will become accessible, allowing one to probe more examples and finer details of the interfacial ET and to study different surfaces, surface defects, bridges, temperature, and solvent dependence. One can anticipate that other important aspects of the interfacial ET, including the back-transfer from the surface onto the dye and the delocalization of the electron from the surface into the bulk, will be addressed by real-time dynamics simulations in the near future.
SUMMARY POINTS
1. The electron injection across the chromophore-TiO 2 interface provides an excellent model for studying the fundamental issues that arise when localized molecular species interact with periodic bulk materials. In the presence of strong chromophore-TiO 2 coupling, a combined system has to be considered explicitly, but a relatively small representation of TiO 2 is typically sufficient. Weak-coupling can be treated as a perturbation to the isolated components.
2. The ultrafast photoinduced electron injection can be understood fully only through time-resolved measurements and simulations. These techniques reveal the dynamic features that time-independent experiments and theories cannot make apparent.
3. NAMD provides an excellent tool for modeling the ET of specific systems in real time and at the atomic level of detail. Simplified representations of the interface make it possible to investigate general trends.
4. The variety of TiO 2 surfaces, surface defects, types of chromophores, and chromophore-semiconductor binding regimes creates a great range of electron-injection events. The average behavior, however, is relatively independent of these specifics and can be predicted from a small number of concepts, such as the strength of the chromophore-semiconductor coupling, the density of semiconductor states, and alternative relaxation mechanisms.
5. Depending on the strength of the chromophore-semiconductor coupling, both adiabatic and NA ET are possible. With strong coupling, the injection proceeds primarily adiabatically into localized surface states that can be located at the edge of the TiO 2 CB. Strong enough coupling can even make ET take place during the optical excitation. The weak-coupling regime occurs if the bridge breaks direct conjugation between the chromophore and the TiO 2 . In such cases, ET proceeds nonadiabatically by hopping from a localized chromophore state into a delocalized TiO 2 state. The transfer rate then depends on the density of TiO 2 states and can be described by perturbation theory (e.g., the Fermi golden rule).
6. Molecular and semiconductor vibrations play many roles in the interfacial injection dynamics. They create disorder and a broad distribution of photoexcited states, drive both adiabatic and NA ET, modulate the state localizations and donor-acceptor coupling, and are responsible for the electronvibrational relaxation.
7. Future theoretical work in this field should address the fate of the injected electron, including electron delocalization from the surface to the bulk, energy relaxation, return to the surface, trapping, and recombination. 
