Abstract
I. INTRODUCTION
Prediction of signals has many applications in signal recognition and coding. Linear structure adaptive architectures are suitable for the prediction of signals, such as Linear Prediction Coding (LPC), etc, but they do not exploit their inherent nonlinearity and associated higher order statistics. The prediction of time series is equivalent to modeling the underlying physical mechanism that produces signals. In many physical mechanisms the underlying process has two distinct characteristics: nonlinearity and nonstationarity. In other cases, the underlying mechanisms have chaotic characteristics. In classical example of Speech, signals are produced by a dynamical system which is nonlinear and statistically nonstationary. In these and many other cases, nature of signal leads researchers and engineers to apply nonlinear prediction approaches in signal analysis. By using nonlinear predictor, one can achieve more feasibility and better results, because linear models are optimal just for Gaussian signals, which is not the case of speech signals [1] . Although in one of the classical papers written by D. Gabor using nonlinear predictors such as Volterra is emphasized [2] , but nonlinear nature of speech signals has not absorbed enough attention that it deserves during the past years [3] .
Various approaches to nonlinear prediction have been introduced. Some of these approaches use neural networks with various architectures, while others use methods like kriging which is an interpolation method. In recent years other tools were also introduced that can be used to model nonlinear systems. One of these analysis tools is Kernel Least Mean Square (KLMS) [4, and 5] . In this paper, our goal is to introduce a new nonlinear approach based on KLMS and compare it to traditional Linear Prediction Coding (LPC).
In the following sections, we survey nonlinear prediction literature especially on speech signals. KLMS and its application are discussed in section 1.2 and our motivation is also discussed in 1.3.
A. Nonlinear prediction: Literature on speech
Speech applications usually use a linear prediction model for vocal tract. This method is based on source-filter model. Usually the filter is linear and based on linear prediction. The source or excitation for filter is left undefined, modeled as noise or described by a simple pulse train. This model has been successfully applied in various applications but has some major drawbacks. It neglects the structure known to be present in speech signals. This results in inferior ability to discriminate speech sounds. Mainly it cannot model nonlinearity in speech production mechanisms. The sources of nonlinearity are nonlinearity of the production of speech and noise, nonlinearity of signal acquisition system, nonlinearities of transmission channel, and nonlinearity of human perception system [6] .
Some problems are more difficult to solve with linear techniques and are more tractable with nonlinear techniques. But there are some drawbacks when working with nonlinear techniques.
• Lack of unifying theory between different nonlinear techniques (neural nets, homomorphic, polynomial, etc) • Computational cost much more than linear techniques.
• Difficulty in analyzing a nonlinear system. Several useful tools like frequency transform domain analysis are not valid. Several efforts in this field do not produce general results.
• In some techniques there is not a closed formulation to derive nonlinear models. So, an iterative procedure must be used and we may have local minima problem. Assuming that we use a linear predictor and a nonlinear predictor on the same speech signal, it is observed that the prediction residual of nonlinear predictor has smaller energy. It can also eliminate the pitch periodicity without the use of a long term predictor [6] . There is a large variety of methods in literature and it's difficult to classify those. Nonlinear predictors are part of the more general class of nonlinear autoregressive methods. For practical design of nonlinear autoregressive models various methods proposed. These methods are categorized in two main categories: Parametric methods:
One of the best examples for parametric methods is polynomial approximation (Volterra series, etc). Other methods are locally linear models, state dependent models, etc. It's obvious that with a high-enough order polynomial, you can approximate any smooth function. But the number of parameters can be very high. Another drawback of polynomials is that polynomials can go to infinity outside of sampling range. Also an important group of parametric methods are based on neural nets, radial basis function approximation, multilayer perceptrons, and recurrent neural nets.
Nonparametric methods:
Various methods based on nearest neighbor methods are proposed including Lorenz method of analogues, nonlinear predictive vector quantization or codebook quantization. Kernel density estimates is another approach in nonparametric methods [6] .
Two classical nonlinear parametric models are Volterra and NARMAX models. In both of Volterra and NARMAX models, the number of parameters quickly increases with D, x m and y m . As a result, large data sets are needed in order to obtain an accurate estimation of model parameters. One method to deal with this problem is to use a semi-parametric method based on kriging [8] . Kriging is defined as "Optimal interpolation based on regression against observed z values of surrounding data points, weighted according to spatial covariance values". J.-P. Costa, et al, in [8] proposed a nonlinear prediction based on kriging. One of the advantages of kriging is that it helps to compensate for the effects of data clustering, assigning individual points within a cluster less weight than isolated data points. Nearest neighbor methods assumes that behavior of the system is dependent on the state the system is in. So observation in nearest neighbor methods is a whole bunch of state and their subsequent behavior. To predict the output of the system in a new state that hasn't seen, find the most similar state and predict it will do likewise or find some of the closest states and average the behavior of these states in order to predict behavior in new state. Nearest neighbor methods also assumes that behavior of system changes smoothly with states and that there is a way to recognize state from observations.
To deal with nonlinearity, in 1995, Haykin and Li introduced a novel approach for the nonlinear prediction of nonstationary signals. By utilizing distributed nonlinearity built into design of neural network and ability to learn from its environment, it is well suited for this task. They proposed neural network architecture and learning algorithm that is able to learn on the fly. So it can learn to adapt to the incoming time series. The system decomposed into two subsections, nonlinear subsection which is responsible for linear mapping of input time series into a linear space and linear subsection that is a conventional tapped-delay-line (TDL) filter. This combination of nonlinear and linear processing should be able to extract both nonlinear and linear relationships contained in the input signal. The nonlinear subsection consists of Pipelined Recurrent Neural Networks (PRNN). PRNN itself consists of several identical modules, performs a nonlinear mapping from the input space to another space in order to linearize the input signal. PRNN does that by filtering a set of samples of the input signals using feedbacks in PRNN architecture. The TDL filter used to do a linear mapping from the new space to output space. It's important to notice that both of these operations are performed adaptively on a continuous basis. It is shown that nonlinear adaptive predictor outperforms the traditional linear adaptive scheme, significantly [9] .
Baltersee and Chambers, in 1998, further worked on PRNN and proposed two more computationally efficient algorithms based on gradient descent (GD) and extended recursive least squares (ERLS) learning algorithm. They reported better performance achievement by ERLS learning algorithm [10] .
In 2007, Stavrakoudis et al introduced Pipelined Recurrent Fuzzy neural networks (PRFNN). The overall structure of this model is similar to PRNN i.e. it consists of nonlinear and linear subsections but instead of RNN module it has Recurrent Fuzzy neural network (RFNN) module. RFNN has better qualities compared to RNNs, including superior modeling performance due to local modeling and fuzzy partition of input space, linguistic description in terms of dynamic IF/Then rules, proper structure learning based on training examples. It is shown that PRFNNs are superior to PRNN in regard to prediction gain [11] .
Some of the authors/researchers worked on different other types of neural networks for nonlinear prediction, M. Faúndez-Zanuy, proposed a nonlinear predictive speech encoder based on an adaptive nonlinear combiner with a neural net that weighs the prediction of several nonlinear predictors. It uses several nonlinear predictors as experts and a combiner that produces overall output, a technique known as ensemble averaging, committee machine in pattern recognition. It then uses three different neural nets, Multi-Layer Perceptrons (MLP), Recurrent Elman Nets (Elman) and Radial Basis Functions (RBF) as different nonlinear predictors [12] .
B. Kernel discussion
In recent years, kernel methods are becoming very popular. This is due to its solid mathematical foundation and considerable experimental success. By kernel methods (KM), it's possible to map data to a high dimensional Euclidean feature space known as Hilbert space. This mapping can be quite general. At the heart of KM is a kernel function. A kernel function is a function that enables KM to operate at the mapped feature space without even computing coordinates at that space. This is done with the aid of famed kernel trick. Any kernel function must satisfy mercer conditions. Many algorithms developed that works based on KM. One of these algorithms is kernel least mean square (KLMS) [4, 5] , is also based on LMS algorithm.
C. Motivation
In various signal recognition applications what is needed is a more robust modeling of system. Modeling nonlinearities can be very useful in better recognition rate or coding of speech, especially when dealing with speech production system. As discussed briefly in section 1.2, there is some evidence that constructing a nonlinear model for speech and signals can produce better features for speech recognition or coding. As a method for doing this, in this paper Kernel Least Mean Square (KLMS) is chosen. KLMS has strong nonlinear modeling capabilities.
The paper is organized in the following manner. In Section 2, structure of the proposed method is discussed in the feature extraction of signal and recognition. In Section 3, an experimental study of the KLMS-based features in signal recognition and its result has been described. Conclusion is presented in the final Section.
II. THE PROPOSED SCHEME Block diagram of the proposed scheme is presented in following figure. This scheme includes three main parts. First part deals with feature extraction using KLMS algorithm. Second part includes HMM models for recognizing of various signals and final part does select model using MLE (Maximum Likelihood Estimation) procedure. We are able to recognize different signals based on nonlinear feature and apply to conventional HMM models. Superiority of this scheme is utilization of nonlinear feature extraction procedure. We compare this feature with LPC (Linear Prediction Coding) based feature and we will show ability of KLMS features. Following subsection explains three stages of the proposed scheme. 
A. Kernel Least Mean Square Based (KLMS) Features
The purpose of using KLMS is to map input signal to a high dimensional space, hoping that nonlinear features can be extracted from signal which is linear in this new space. After mapping, linear algorithms can be used on this high dimensional space. This simple idea helps to use linear methods for extraction of nonlinear features. First, we mention KLMS algorithm then feature extraction procedure is discussed.
1) Kernel Least Mean Square (KLMS) algorithm
LMS algorithm is an efficient simplification of gradient decent method. By using local estimate of mean square error, it uses a stochastic gradient decent instead of deterministic gradient method. It is used extensively in all areas of adaptive learning. LMS is efficient partly because it avoids estimation of correlation function and matrix inversion. Unfortunately it's not the case for nonlinear algorithms.
In order to LMS can be used in nonlinear cases, at first data points must be mapped in high dimensional space by a mapping function. The basic idea of kernel methods is to map i x into feature space ) ( i x ϕ , where the inner product of two vectors can be computed using a positive definite kernel function satisfying mercer conditions: 
In particular, a nonlinear mapping can be defined as
The LMS algorithm minimizes the empirical risk: 
Using stochastic gradient, it can be shown that By using (12), (13) and (14) ) , ( ) , ( )) ( ( It is clear that the well-posedness of KLMS is dependent upon the step size and training data size which also affects the speed of convergence and misadjustment [5] .
2) Features Extraction using KLMS
In the following figure, input signal partitioned to several frames. Each frame is applied to KLMS algorithm for extraction of suitable features as shown in Fig 2. Feature vector include combining of obtained KLMS errors from each frames. Error output in equation (16) is used as extracted feature. In doing this, a slipping window of the signal is obtained and is sent as input to KLMS algorithm. It is assumed that the windowed signal can be represented at least for the purpose of signal recognition by error function ( a n e ). Error function of the KLMS is of the same size of window and is used as an observation vector in hidden Markov model. In obtaining window, a Hanning window is used.
In order to have a better noise immunity, four models trained for four different SNR range values. Each signal has a corresponding model by which it can be recognized much better than the model that has been trained with the same SNR range as the signal. The problem is how to detect signal to noise ratio of the signal. Fortunately there is a vast body of research in recognizing signal to noise ratio. Several methods have been proposed [13] , [14] .
In equation (17), parameter η is the step size. This parameter must satisfy the following inequality [5] :
Otherwise the algorithm does not converge and also is not stable.
Kernel function is a measure of similarity between input vectors in high dimensional feature space. It must have positive definite kernel properties. The kernel function used in this work is Translation-invariant radial basis function (Gaussian) kernel which is the widely used mercer kernel, i.e.
Algorithm used for extraction of features from signal is shown is in Algorithm I. As you can see, the algorithm computes a t e in equation (16) and ỹ in equation (17) iteratively. After iterating over all input-output pairs, error output from start to end of window ( 
B. HMM-based signal recognition
Hidden Markov models have good capabilities in modeling statistical pattern. But it's very dependent on structure and types of models being used. In order to have better modeling capabilities a continuous density Hidden Markov observation is used with three states. In fact Mixture of Gaussian Model with two Gaussian Mixtures is used as observation.
The covariance type for mixture of Gaussian is full. Length of the sequence is 1024. Signals is trained with 10 sequence of features extracted from signal for each model. The signal was subjected to noise with SNR from 20 to 5 dB. Each input in sequence was a vector with window length element. In training maximum number of iteration was chose 5. In each cycle of iteration on expectation maximization in training HMM models, a covariance prior matrix equal to 0.01*I added to Sigma of Mixture of Gaussians (I: Identity Matrix). 
C. Maximum Likelihood Estimation

III. EXPERIMENTAL RESULTS
In order to analyze the proposed KLMS Feature, we applied white Gaussian noise with SNR from 20 down to 6 dB. We had 14 different signals to detect. The signals are on table 2. The signals are also subject to white noise. Results were shown in fig 3. As you can see, by decreasing signal to noise ratio, both KLMS and LPC recognition rate decreased, but KLMS rate at first less decreased and after signal to noise ratio further decreased, KLMS decreased more rapidly.
In order to investigate behavior of the system under different values for various parameters such as sigma in KLMS and also SNR, we trained the system with SNR value equal to 5 Figure 5 shows test results of these models with signals with different SNR level. By building a confusion matrix (Table 1 and 3) , it can be seen that both of KLMS and LPC has confused signals 6 and 7. These Signals both are very similar and essentially are the same with different period. Also in case of KLMS signals 11 and 12 confused in high noise level. 
IV. CONCLUSION AND FUTURE WORKS
KLMS has some good characteristics for signal recognition. With its nonlinear capabilities, KLMS can model systems with nonlinear capabilities much better. But since in KLMS we used error output as features, it is very sensitive to noise. Further work must be done in order to find a KLMS feature that in addition to nonlinear modeling capabilities, it can be noise immune.
