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ABSTRACT
In this work organic molecules, namely derivatives of BODIPY and poly-para-phenyls are inves-
tigated on different metal surfaces by means of LT-STM. These molecule are important for the
development of molecular electronics and spintronics.
I show that aza-BODIPY molecules form a weak chemical bond with the Au(111) substrate and
the molecular structure significantly changes upon adsorption. Due to the low corrugation of the
Au(111) surface, diffusion of the molecule is observed for applied bias in excess of ±1 V.
The temperature dependent formation of different molecular nanostructures formed by poly-
para-phenyls and Au adatoms is discussed. The diffusing Au adatoms act as coordination centers
for the cyano groups present on one end of the molecules. The structure of the super molecular
assemblies completely changes in a temperature range of only 60 K.
Furthermore, I investigate in this work the hybridization of atomic orbitals within the molecular
ligand. The Kondo resonance of a Co atom incorporated into an other aza-BODIPY derivative is
investigated in detail on Ag(100). The hybridization of the atomic Co orbital with the organic lig-
ands molecular orbitals is shown by spectroscopy measurements with submolecular resolution.
The changing line shape of the Kondo resonance for the molecule-substrate system is discussed.
This data is compared to measurements of Co incorporated in another molecular binding motive
and on different metal samples to show the importance of the local environment for molecular
materials.
I

KURZFASSUNG
In dieser Arbeit werden organische Moleküle, Derivate von BODIPY und poly-para-Phenyl, auf
verschiedenen Metalloberflächen mittels Tief-Temperatur Rastertunnelmikroskopie (LT-STM) un-
tersucht. Diese Moleküle sind wichtig für die Entwicklung von molekularer Elektronik und Spin-
tronik.
Ich zeige, dass aza-BODIPY-Moleküle eine schwache chemische Bindung mit dem Au(111)-
Substrat eingehen und die molekulare Struktur bei der Adsorption deutlich verändert wird. Wegen
der geringen Rauigkeit der Au(111)-Oberfläche wird bereits bei einer angelegten Spannungen über
±1 V die Diffusion der Moleküle beobachtet.
Die temperaturabhängige Bildung verschiedener molekularer Nanostrukturen aus poly-para-
Phenyl und frei beweglichen Goldatomen wird diskutiert. Die diffundierenden Goldatome agieren
hierbei als Koordinationszentren für die Cyanogruppen am einen Ende der Moleküle. Die Struk-
tur der supramolekularen Anordnungen verändert sich dabei in einem Temperaturbereich von nur
60 K vollkommen.
Außerdem beschäftige Ich mich in dieser Arbeit mit der Hybridisierung atomare Orbitale im
molekularen Verbund. Die Kondo-Resonanz eine Co-Atoms, welches in einem anderen aza-
BODIPY-Derivat gebunden ist, wird detailliert auf der Ag(100)-Oberfläche untersucht. Die Hy-
bridisierung des atomaren Co-Orbitals mit den molekularen Orbitalen des organischen Liganden
wird an Hand von Spektroskopiemessungen mit submolekularer Auflösung gezeigt. Die verän-
derte Form der Kondo-Resonanz für dieses Molekül-Substrat-System wird diskutiert. Diese Daten
werden mit Messungen an Co-Atomen in anderen molekularen Bindungsschemen und auf an-
deren Substraten verglichen um die Wichtigkeit der lokalen Umgebung für molekulare Materialien
zu verdeutlichen.
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INTRODUCTION
For the further miniaturization of electronics and the ongoing development of non-silicon, flexible,
and cheap Organic Photovoltaics (OPVs) and organic light-emitting diodes it is extremely impor-
tant to understand the governing physical processes in organic semiconductors at the nanometer
scale. Concerning the miniaturization of electronics, the characterization of single molecules for
their application as electric or nano-mechanic devices is very important. The use of molecules for
electronic devices allows for a higher grade of miniaturization and opens additional opportunities
related to molecular properties concerning for example heat dissipation or electron confinement
to length scales comparable to their wavelength. Molecular building blocks could assemble into
complex networks, directed by their functional groups or surface properties. With the help of
organic chemistry, molecular building blocks with a vast variety of properties can be designed,
according to the demands of the desired circuit. Incorporating magnetic atoms into the molecular
building blocks can lead to spin active molecular devices for spintronics. The understanding of
influence of the molecular structure onto the mechanical and electronic properties of complex
molecules is essential to engineer the building blocks for future molecular electronics devices.
The idea to use single molecules in electronic circuits was first proposed already in 1974 by A.
Aviram and M. A. Ratner [1]. The authors suggested to use single molecules between two elec-
trodes to perform basic functions of digital electronics. Such devices are called Hybrid Molecular
Electronics (HME). Since the resistance of organic wires is still very high compared to conven-
tional electronics and the binding sites of molecular and conventional electronics are strongly
influencing the conduction properties of the device, Joachim et al. [2] proposed to use single
macro-molecules with elementary functions and interconnections incorporated. This approach,
to advance from HME to Mono-Molecular Electronics (MME) is comparable to the attempt to use
monolithic crystals in silicon technology to improve device integration in the 1950s, although the
physical constrains are different here. It is important to distinguish between the well established
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technology of organic light emitting diodes and other bulk-organic-semiconductor technologies
and the field of molecular electronics based on single molecule devices (HME or MME). For
the latter, some fundamental problems still have to be solved [2]. Some of these I address in
this work, i.e. the influence of hybridization with the nanoscale environment on the electronic
properties of the molecular building blocks, the steering of self assembly by temperature as a
macroscopic parameter, and the influence of the molecular structure on atomic orbitals of incor-
porated magnetic atoms.
STM and Scanning Tunneling Spectroscopy (STS) are the most promising methods for these
investigations, since they combine atomic spatial resolution with high energy resolution. In addi-
tion, lateral and vertical manipulation of molecules and atoms can be used to create atomic scale
test-structures with the STM tip. Furthermore, STM and STS enables controlled two-terminal con-
tacting of single molecules and the point of contact on the tip-side of the molecular junction can
even be chosen with sub-molecular precision. On the way to molecular electronics devices, STM
and STS have already contributed to many important works, like the single-atom switch published
by Eigler et al. in 1991 or the first point contact to a C60 molecule [3] in 1995, wich was found
to be a electromechanical amplifier later on [4]. A prophyrine molecule in the tunneling junction
was used as molecular switch by Moresco et al. [5]. The conductance of single molecules [6,
7], grapheme nano ribbons [8] and even polymer chains [9] has been determined in two-terminal
measurements by STM. Other techniques have also been employed to measure the electronic
properties of a single molecule, i. e. break junction [10]. However, these technics lack the high
precision of the STM in imaging and manipulation. Information about the binding geometry and
the molecular conformation is very important for the electronic properties of molecular devices
[2], emphasizing the unique role of STM as the ideal tool to investigate molecular electronics
model systems.
In this work I investigate the Boron-Dipyrromethene (BODIPY) derivative difluoro-bora-1,3,5,7-
tetraphenyl-aza-dipyrromethene (called aza-BODIPY for convenience). This molecule was synthe-
sized to create a stable electron donor molecule with potential adsorption in the red and infrared
spectrum to increase OPVs efficiency [11]. The molecules are evaporated onto a clean metal
crystal and their adsorption geometry, hybridization effects and surface mobility is examined. The
measured conformation of aza-BODIPY is compared to gas phase/crystal structures from litera-
ture and DFT simulations. The conformational changes measured here are also generally relevant
for application in OPV, since the exciton dissociation does not happen inside the highly ordered
organic crystals but at their interfaces. The conformation of the contributing molecules might
hence be considerably altered in the force field of the adjacent molecular species. Furthermore,
the conformational changes observed upon adsorption are strongly influencing the electronic
properties of molecular materials. In the context of these experiments the difference between
binding energy and diffusion barrier height is elucidated. Interestingly, aza-BODIPY are strongly
coupled to the Au(111) substrate, indicated by the strong deformations of the molecule upon
2 Introduction
adsorption, but the molecules move under the tip already at low voltages, because of the low
corrugation of the Au(111) surface. An important aspect of molecular electronics is the nanoscale
fabrication of HME or MME. Although the STM is capable of atomically precise positioning of
the different parts of a molecular electronics circuit it is for sure not suitable for mass produc-
tion. In general, the cost efficient production of molecular electronics is dependent on creation
of many circuits in parallel. Self-assembly of molecular structures can be used to achieve that,
but the parameters for the thermodynamic control of diffusion processes governing the assem-
bly of molecular nanostructures are yet to be found [2]. In this work I studied the temperature
controlled self-assembly of different nanostructures of functionalized Cyanosexiphenyl (6Ph-CN)
[P1]. It is crucial for molecular electronics to understand binding motives and diffusion processes
at an atomic/molecular scale, to be able to create stable devices in the future.
The influence of the local environment onto the properties of single molecules is investigated in
the experiments of Co-(BiPADI)2 and its fragments Co-BiPADI and BiPADI on different metal sub-
strates. Co-(BiPADI)2 consists of two Bis-(Phenyl)-Azadiisoindomethene (BiPADI) ligands bound
to one central Co atom. The molecule takes a three dimensional shape due to steric hindrance
of the two organic ligands. Since the two π conjugated systems of the ligands are orthogonal,
the delocalisation area of the electrons is not increased and no desired red-shift of the absorption
wave length is observed for the complexes compared to the metal-BiPADI [11, 12]. Nevertheless,
the inclined geometry of two chromophores is reported to be beneficial for the extinction coeffi-
cient of the dyes [12]. For this work the Co-(BiPADI)2 and its fragments are important because of
the central metal atom Co. Cobalt has a odd number of 3d electrons, leading to a single occupied
3d -orbital. The single electron is known to interact with the conduction band of a metal substrate
in the way described by Kondo in 1964 [13]. This interaction can be seen as a zero-bias resonance
in the STS measurements [14]. Here again the STS is a very useful experimental technique, since
it allows to probe the occupied and unoccupied states at the same time, with high spatial reso-
lution. Atomic magnetic impurities on metal substrates have been intensively studied in the past
and recently also molecular Kondo systems were investigated. These or similar molecular build-
ing blocks might play an important role in future storage devices for molecular electronics or spin
filters for spintronics, but the influence of the organic ligand onto the magnetic properties of a sin-
gle molecule is not yet well understood. The spectroscopic fingerprint of the magnetic moment
of the molecule, the Kondo effect, is changed upon hybridization of the Co atomic states by the
ligands orbitals, which actually offers the opportunity to engineer the resonances properties by
structural changes of the ligand. The fragmentation of Co-(BiPADI)2 offers the rare opportunity to
investigate the organic ligand with and without the Co atom with the same tip on the same sub-
strate in parallel. The peak-like resonance in the spectra measured for Co-BiPADI on Ag(100) are
fitted with the Fano function [15] and the parameters are compared to the literature values known
for atomic Co. The spatial evolution and the temperature dependence of the zero bias resonance
is also analyzed. Interestingly, the amplitude and the shape of the resonance strongly changes in
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a non-radial-symmetric fashion around the Co atom. This behavior of the resonance shape has
not been reported in literature so far. The Co-BiPADI is also investigated on a more reactive cop-
per surface, leading to the disappearance of the Kondo resonance due to increased hybridization
on the new substrate. Furthermore, it was also possible to investigate the Co atom in a very
different local environment. This is achieved by evaporation of intact Co-(BiPADI)2 molecules onto
Au(111). Interestingly, the molecule showed a Kondo resonance despite the strongly decreased
coupling of the Co atom to the substrate due to the higher distance between Co and metal
surface compared to Co-BiPADI. Furthermore, the shape of the resonance is dip-like, indicating
tunneling transport mainly through the organic ligand. In this case, the exchange processes be-
tween the single occupied level and the continuum of conducting electrons leads to additional
scattering and hence to a reduced conductance at the Fermi level.
This thesis is organized as described in the following: After a brief introduction of the governing
physical processes and the related state of the art research in chapter 1, a detailed description
of the experimental setup and the used metals substrates and material is given in chapter 2. In
chapter 3 the measurements on aza-BODIPY on Au(111) are depicted and interpreted with the
help of DFT simulations. The diffusion controlled, temperature dependent formation of different
metal organic nano-structures from the ploy-para-phenyl 6Ph-CN is discussed in chapter 4. The
influence of the organic ligand and the substrate on the Kondo resonance of Co-BiPADI is shown
in chapter 5 and the Kondo resonance of Co-(BiPADI)2 on Au(111) is analyzed in chapter 6. In chap-
ter 7 I summarize the results of this thesis and give an outlook on possible future experiments
and their possible impact on the related fields of research.
4 Introduction
1 BASIC PRINCIPLES
In this chapter, I will summarize the working principle of the STM and the related theory. Fur-
thermore, I will give a introduction to the Kondo effect and its investigation by STM necessary to
explain the results obtained in this work for the measurements of magnetic molecules.
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1.1 THE SCANNING TUNNELING MICROSCOPE
The STM was invented in 1981 by G. Binnig and H. Roher [16, 17] who were honored for this
invention with the Nobel price in 1986. The STM measuring principle is based on the quantum
mechanical tunnel effect. In this process, particles overcome potential barriers because their
probability density function decreases exponentially inside the barrier and due to that is not zero
at the opposite site of this obstacle. The exponential dependence of the transmission coefficient
leads to the same dependence in the tunneling current. An increase of the tunneling distance
by only 1 Å (Angström, 10−10 m) leads to a decrease of the tunneling current by an order of mag-
nitude. This exponential dependence is the reason for the atomic spatial resolution of the STM.
Moreover, the microscope can be used to measure the local electronic Density of States (DOS)
of the sample by means of high resolution spectroscopy, called STS. The tunneling process will
be discussed in section 1.2 in detail. A schematic of the tunneling process is shown in figure 1.1.
With two identical electrodes the tunneling probability for each direction would be the same and
the resulting current would vanish. Therefor, a bias voltage is applied at the tunnel junction to
favor one tunneling direction and thereby induce a measurable tunneling current [18]. To create
a two dimensional image of a surface, a sharp metallic tip is scanned with a distance of a few Å
over a conductive surface and a bias voltage in the order of 1 V is applied (see figure 1.2).
There are two imaging modes in STM, constant current and constant height mode (see figure
1.3). In constant current mode the tunneling current between the sample and the tip is held con-
stant by a feedback loop. Therefore, the distance between the tip and sample is the same for
every point of the image. According to the sample topography, the tip height is changed by the
feedback loop and z-displacement of tip is imaged. In constant high mode, the absolute hight of
the tip is held constant. In this case the distance between sample and tip changes according to
the sample topography. The resulting changes in tunneling current are imaged. In general, the
constant height mode is only used when dynamic processes are imaged. The image acquisition
time in constant height mode can be considerably lower than in constant current mode, since no
feedback related tip height adjustments need to be made. Therefore, the tip might easily crush
into step edges or other obstacles on the surface while scanning with constant height. Accord-
ingly, constant high mode can only be applied to very flat surface areas [18]. Besides atomic
resolution imaging, STM also offers the opportunity of spectroscopic investigations. The bias
voltage defines not only the direction of electron tunneling, but also the energy of the tunneling
electrons. Hence, the different energy levels (states) of the sample can be probed, by ramp-
ing the bias voltage over the desired energy range. These STS measurements will be further
elucidated in section 1.2.2.
Since STM is a very surface sensitive measurement technique, it is crucial to have a clean
surface. Even adsorbed gas molecules are strongly influencing the measurements. At a pressure
of only 10−6 mbar, one gas molecule hits one surface atom per second. Even if not every contact
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Figure 1.1 Schematic energy diagram and wave function ψ in one dimension: Only the real
part of the wave function is imaged. Electrons tunneling from the tip to the sample (E t/sFermi Fermi
energies, E t/sVac vacuum levels, Φ
t/s work functions, for tip/sample respectively, Vbias bias voltage)
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Figure 1.2 Schematic working principle of the STM: A metallic tip is scanned over a conductive
surface with the help of three piezo crystals (Px , Py , Pz ), while bias voltage Vt is applied to create
the tunneling current It .
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Figure 1.3 Schematic of STM imaging modes: The measurement principles of constant current
mode is shown on the left, while constant height mode is depicted on the right. The correspond-
ing measurement signals are shown underneath the schematic
leads to a surface contamination, these numbers give a rough estimate of the base pressure
needed to investigate single molecules on clean metals surface.
One further problem for single molecule experiments is the diffusion of the investigated ad-
sorbates on the substrate. Since the diffusion is temperature dependent, STM experiments on
single molecules are mostly conducted at low temperatures (e.g. liquid helium (5 K)). The low
temperature has some other beneficial influences on the experiments: the drift of the piezo-
driven tip is lowered, the base pressure is reduced because of the increased adsorption on the
cryostat walls, and the thermal noise is also reduced.
1.2 THEORY OF STM/STS
1.2.1 Scanning Tunneling Microscopy
In this section I will theoretically describe the tunneling process in the STM. I start from the one-
dimensional case of elastic time-independent tunneling through a rectangular potential barrier for
an electron of mass m and Energy E. The time-independent Schrödinger equation for this system
is:
− ℏ
2
2m
d2ψj
dz2
+ Vjψj = Eψj (1.1)
The counter j stands for the different regions of the system (see figure 1.4(a)). The potential V
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can be set to zero for the regions left and right of the barrier (for j = 1 and j = 3, respectively).
Since V2 is the only non-zero potential this way, the index will be left out from now on. The
electron is initially located in region 1. The corresponding wave functions can be expressed in the
following way.
ψ1 = eikx + Ae−ikx (1.2)
ψ2 = Beik
′x + Ce−ik
′x (1.3)
ψ3 = Deikx (1.4)
Here k =
√
2mE/ ℏ and k ′ =
√
2m(V − E)/ ℏ2 are the wave vectors of the electron outside
and inside the barrier, respectively. To describe the tunneling process we have to derive the
transmission coefficient T , which is the ration between the transmitted and the incident current
density ji and jt , respectively. The incident current density is simply given by ji = ℏk/m. The
transmitted current density is
jt =
−iℏ
2m
(
ψ∗3
dψ3
dx
− ψ3 dψ
∗
3
dx
)
(1.5)
and T can be calculated with equation 1.4
T =
jt
ji
= |D|2 (1.6)
The parameter D can be obtained, if we claim that ψ is a continuos function in every x. This way
we can determine the parameters A to D in equation 1.2 to 1.4 and obtain the exact expression
r0 R
d
d0
1 2 3
x
V
Ek k
(a) (b)
Figure 1.4 One-dimensional rectangular potential barrier and tunneling junction geometry:
(a) One-dimensional rectangular potential barrier of height V and thickness d and (b) tunneling
junction geometry for tip geometry with apex radius R in position r0.
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of the transmission coefficient
T =
1
1 + (k
2+k′2)2
4k2K ′2 sinh
2(k ′d)
(1.7)
If we now consider a strongly attenuating barrier (k ′d >>1), we obtain
T =
16k2k ′2
(k2 + k ′2)2
e−2k
′d (1.8)
with the decay rate λ = k ′ =
√
2m(V − E)/ ℏ. The main dependence of T in equation 1.8 comes
from the exponential part. It describes a decay over the barrier thickness d with the decay rate
λ. This λ is dependent on the difference between the barrier height V and the electrons energy
E. It can be interpreted as the difference between the work function of tip or substrate and the
electrons energy coming e.g. from the systems bias voltage or temperature. The exponential
decay of the transmission coefficient with the tunneling distance leads to exponential depen-
dence of the tunneling current in STM, which is responsible for the high spatial resolution of this
microscopy technique. We can generalize the expression in equation 1.8 for one dimensional
barriers of arbitrary shape V (x), like known from the WKB approximation (Wentzel [19], Kramers
[20], Brillouin [21], 1926 , for x=0 at the left side of the barrier)
T =
1√
2m
ℏ (V (d)− E)
exp
⎡⎣−2 d∫
0
√
2m
ℏ
(V (x ′)− E)dx ′
⎤⎦ (1.9)
For a bias voltage Vbias lower then the work function of the electrodes, this can be expressed by
[22]
IT =
∫ eVbias
0
ρs (E)ρt(±eVbias ∓ E)T (E, eVbias)dE (1.10)
Here the upper signs correspond to positive and the lower signs to negative sample bias. This
stands for electrons tunneling from the sample to the tip and from the tip to the sample, respec-
tively. The tunneling current is influenced by the transmission probability T of the junction and the
DOS ρs/t of sample and tip, respectively. If we now consider equation 1.8 and equation 1.10, we
end up with the exponential dependence of the tunneling current IT onto the tunneling distance
d .
IT ∝ e−2λd (1.11)
I will now extend these considerations from the one-dimensional to the three dimensional case,
with help of the work of Bardeen [23] already published in 1961. He calculated the tunneling
matrix element for the tunneling between two weekly coupled electrodes with time-dependent
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perturbation theory to be:
Mµν = − ℏ
2
2m
∫
S
(ψ∗µHψν − ψµHψν∗)dS. (1.12)
Here the wave functions ψµ and ψν represent the state µ in the left electrode and the state
ν in the right electrode, respectively. The integral is evaluated over any surface S, lying entirely
between the two electrodes. To calculate the Mµν we would need to know the wave functions ψµ
and ψν . In case of STM this turns out nontrivial, since the atomic structure of the tip is generally
unknown [18]. In 1983, Tersoff and Haman [24, 25] considered a new setup of an s-wave tip and
a plane sample (see figure 1.4(b)) for small bias voltage and low temperature. Since the Fermi
function f becomes step-like for low temperatures, we get a new expression for the tunneling
current.
IT =
(
2πe2
ℏ
)
V
∑
ts
|Mts|2δ(Es − EF )δ(Et − EF ) (1.13)
To describe the states of the substrate, Tersoff and Haman considered a generic wave function,
that decays exponentially into the gap, but can propagate freely on the substrate’s surface. The tip
was modeled by a much simpler s-wave function, representing only the radial symmetric atomic
s-states.
ψs =
1√
Ωs
∑
G⃗
aG⃗e
−
√
k2+|K⃗||+G⃗|2r⊥ × ei(K⃗||+G⃗)⃗r|| (1.14)
ψt =
1√
Ωt
ct
kRekR
k |⃗r − r⃗0|e
−k |⃗r−⃗r0| (1.15)
In equation 1.14 the distance between tip and sample is given by r⊥, and ψs decreases expo-
nentially with increasing r⊥. The therm containing r|| describes the propagation parallel to the
surface. G⃗ and K⃗|| are reciprocal lattice vectors and surface Bloch wave vectors, respectively. The
pre-factors aG⃗ weight the contributions corresponding to the different G⃗ summed up. The use of
|r− r0| in equation 1.15 clearly shows the s-wave, spherically symmetric character of the modeled
tip states. Ωt/s are the volume of tip and sample, respectively. The minimum inverse decay length
k =
√
2mΦ
ℏ is the same for tip and sample, because the work functions Φ were chosen to be equal
for tip and sample in this approach. The modeled tip has an apex of the radius R, the position
of the centre of this apex is r⃗0 (see figure 1.4(b)), and ct is a normalization factor. With these
assumptions we can rewrite the tunneling matrix element in the frame of Thersoff and Haman.
Mts = −2πℏ
2
m
R√
Ωt
ekR
∑
s
|ψs (⃗r0)|δ(ES − EF ) (1.16)
With the help of equations 1.13, 1.16, and the expression ρs (⃗r0, EF ) =
∑
s
|ψs (⃗r0)|2δ(Es − EF ) for
the Local Density of States (LDOS) of the surface, we can now get to an expression of IT for
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three dimensional STM junction.
IT =
32π3e2VΦ2R2e2kR
ℏk4
Dt(EF )ρs (⃗r0, EF ) (1.17)
Here Dt is the density of states of the tip per unit volume. Accordingly, for constant current and
low bias, the tip will follow trajectories of constant surface LDOS. Note that this is only true for
s-wave tips. Since the LDOS depends on |ψs (⃗r0)|2 and ψs (⃗r) in turn depends on e−kr⊥ , we can
come back to the expression for IT shown in equation 1.11.
IT ∝ e−2keff r⊥ = e−2keff (R+d)) ∝ e−2keff d (1.18)
From equation 1.14 we see, that keff =
√
k2 + |K⃗|| + G⃗|2. Here k =
√
2mΦ/ ℏ, the decay constant
determined by the mass of tunneling particles and the height of the tunneling barrier, like in
equation 1.11, while |K⃗||+ G⃗| accounts for the influence of the lattice structure of the investigated
surface. Equation 1.18 again shows the exponential dependence of IT on the gap distance d .
1.2.2 Scanning Tunneling Spectroscopy
A very important application of STM is the high resolution local spectroscopy, called STS. This
technique is not used for imaging of the topography but to measure the electronic properties of
the sample at certain energies. With help of a lock-in amplifier, we can measure not only the DOS
at the Fermi energy but also at any other (low) energy. To do this, the set bias signal, defining the
energy level, is modulated with a small sinusoidal voltage of a certain frequency. This modulation
can also be seen in the tunneling current. The lock-in amplifier can now act as a band pass for
this frequency and gives the amplitude of the signal related to the modulation. If the modulation
is small compared to the bias voltage, the measured amplitude is equal to the derivative of the
tunneling current at the bias voltage. This dI/ dV -signal is known to be related to the LDOS of the
sample. I will clarify this relation in the following.
The influence of the modulation onto the tunneling current can be elucidated by tayloring the
tunneling current for a modulated bias voltage Vbias = V0 + Vmodcos(wt).
I(V0 + Vmod · cos(wt)) = I0 + dI(V0)dV · Vmod · cos(wt) +
d2I(V0)
dV 2
· V 2mod · cos2(wt) + ... (1.19)
The first addend I0 corresponds to the tunneling current in the unmodulated case. The third
addend corresponds to inelastic tunneling processes, so processes where the energy of the
tunneling electrons is changed in the junction. The modulations caused by inelastic processes
oscillate with the double frequency of the bias modulation and can be measured separately with
help of the lock-in amplifier. The second addend (oscillating with the bias modulation frequency)
is related to the LDOS of the sample if some certain limitations are obeyed. At fist we want to
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change the sum in equation 1.13 (small bias voltage, low temperatures) to an integral. Therefore
the transfer probabilities Mµν of different states have to sum up to an average transfer probability
M(E, V ) for every energy on both sides of the barrier. This way, the contribution of different states
(for example s- or d-like) to the tunneling current can be weighted. If the ratio of certain states
contribution is constant at the investigated energy range, there is a average transfer probability
M(E, V ) [26]. From equation 1.13 we now get to a new expression for tunneling current:
IT =
2πe2
ℏ
∫ EF+eVbias
EF
ρs(E)ρt(E − eVbias)M(E, Vbias)dE (1.20)
Here ρs/t are the density of states of the sample and tip, respectively. The derivative of this
equation is:
dI(Vbias)
dV
=
2πe2
ℏ
ρs(EF + eVbias)ρt(EF )M(EF + eVbias, Vbias)
+
2πe2
ℏ
∫ EF+eVbias
EF
ρs(E ′)
dρt
dE
⏐⏐⏐⏐
E=E′+eVbias
M(E ′, U)dE ′
+
2πe2
ℏ
∫ EF+eVbias
EF
ρs(E ′)ρt(E ′ − eVbias)dMdV
⏐⏐⏐⏐
V=Vbias
dE ′
(1.21)
If we now consider the DOS of the tip ρt(E) and the average transfer probability M(E, V ) to
be constant over the investigated energy scale, the two integrals in equation 1.21 vanish. The
tunneling conductance dI/ dV can now be expressed showing the relation to the DOS ρs of the
sample mentioned at the beginning of this chapter [26]:
dI(Vbias)
dV
=
2πe2
ℏ
ρs(EF + eVbias)ρt(EF )M(EF + eVbias, Vbias) (1.22)
Note that we also need to work at low temperatures to have a step like Fermi function and
at small bias voltage (far below the work function), because these are requirements necessary
for equation 1.13. These requirements were always fulfilled for STS measurements shown in
this work. The requirement of a constant ρt is not always fulfilled in experiment. It can for
example be influenced by adsorbates on the tip. To verify the constant DOS of the tip STS
measurements were conducted on the bare metal surface. Only tips which showed the expected
spectrum on the metal substrates were used for STS measurements on molecules. If the tip
was not satisfactory it was changed by controlled dipping of the tip into the metal surface. The
dependence of M(E, V ) onto the tips states was investigated this way also. The average matrix
element also depends on the tunneling barrier height, which in turn depends on the applied bias.
This dependence can be neglected for bias voltage far below the work function of the tip/sample
material, which was the case for all measurements shown in this work. Since ρt and M(E, V ) are
approximately constant in the measured range, we can further simplify equation 1.22 to get an
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Figure 1.5 Schematic of STS: (a) without bias (no tunneling), (b) positive bias (unoccupied
states), (c) negative bias (occupied states)
relation that links the dI/dV-signal directly to the DOS of the sample.
dI
dV
∝ ρs (1.23)
Figure 1.5 shows a schematic of STS. At zero bias (figure 1.5(a)), the Fermi levels of substrate
and tip are in equilibrium and no tunneling current is measured. The two peaks at the substrate-
side of the gap symbolize hybridized states coming from the Highest Occupied Molecular Or-
bital (HOMO) and Lowest Unoccupied Molecular Orbital (LUMO) of an adsorbed molecule. For
positive bias (figure 1.5(b)), the Fermi level of the tip is shifted upward by |eVbias| and electrons can
tunnel from the tip into the unoccupied states of the substrate (including the LUMO of the adsor-
bate). The tunneling current is determined by the density of unoccupied states of the substrate-
adsorbate system within the energy range |eVbias|. For negative bias (figure 1.5(d)), the Fermi
level of the substrate is increased by |eVbias| and hence electrons can tunnel from the occupied
states of the sample (including the HOMO of the adsorbate) to the tip. In this case, the tunneling
current is determined by the density of occupied states of the substrate-adsorbate system within
the energy range |eVbias|.
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1.2.3 dI/dV-maps and SPECGRIDs
It is also possible in STM experiments to combine the measuring principles described in sec-
tion 1.2.1 and 1.2.2. In this way, one can image the spatial distribution of distinct states of
the substrate-adsorbate system with submolecular resolution. To create such a map of distinct
states, the bias voltage is set to represent the energy of the distinct state and the modulation
of the bias is switched on. Then the dI/ dV signal needs to be recorded in parallel to the STM
topography signal, while scanning the area of interest. Note that due to the modulation period
and the limited speed of the feedback loop, the time to measure a dI/ dV map is far longer, than
for a STM topography image. While a constant current image can be acquired in about 5 min, a
dI/ dV map takes about 3 h to 6 h. The measurement time strongly depends on the feedback loop
and lock-in amplifier parameters. It is common to directly measure the tunneling current during
dI/ dV maps, to look for small changes is current signal which indicate a too high scanning speed.
Furthermore, it is possible to take a grid of spectra on the desired area. In these measurements
a dI/ dV -spectrum can be taken in every image point. This leads to a data cube where two axes
are the coordinates on the sample surface and the third one is given by the applied bias and
represents the energy. The dI/ dV signal in every point of this cube represents the LDOS of the
substrate. Since we now have to take a spectrum in every point instead of single dI/ dV value (like
for dI/ dV maps), these so-called Grid of STS spectra in certain areas (SPECGRIDs) are even more
time consuming. Therefore, this technique is only applied if the spectral information is essential
for the experiments. Accordingly, SPECGRIDs were used in this work to investigate molecular
Kondo systems. The necessity of detailed spectroscopic information is elucidated in section 1.4.
Note that due to the high stability of Low Temperature (LT)-STM, the SPECGRID does not only
give the LDOS in every point, but also a dI/ dV map at every energy in the range of the spectrum
(dependent on spectral resolution).
1.3 LATERAL MANIPULATION OF ADSORBATES
Already in early stages of STM, it was recognized that the tip occasionally interacts with the sub-
strate. This is due to its close proximity and the van der Walls forces between tip and surface
atoms. Since these interactions reduce the image quality they were a disadvantage in the begin-
ning. Since these interactions can be performed in a controlled manner, they became the main
tool for atomic scale modifications later on [27, 28]. In general, one distinguishes two forms of
atomic scale manipulation techniques: lateral and vertical manipulation [29]. In vertical manipu-
lation an adsorbate is first transferred to the tip by means of a voltage pulse. Afterwards the tip
is moved to the desired location and the adsorbate is released from the tip by another voltage
pulse. The feasibility of this technique strongly depends on the knowledge of the appropriate
parameters for the voltage pulses. These parameters vary strongly for each tip-adsorbate-surface
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Figure 1.6 Schematic different modes of lateral manipulation: pushing (a), pulling (b), and
sliding (c)
system, but since vertical manipulation is not used in this work I will not go into detail any fur-
ther. In lateral manipulation, the tip is approached very close to the adsorbate. The tip surface
distance is reduced from typical scanning conditions (4 Å to 8 Å) to considerably lower values
(1 Å to 3 Å) [30]. Due to the close proximity of tip and substrate and due to the required precise
movement of the tip, these experiments are normally conducted at cryogenic temperatures. In
general, one distinguishes between three different modes of lateral manipulation, depending on
the tip-substrate interaction: Pushing, pulling, and sliding. The type of manipulation can be deter-
mined from the manipulation curve, e.g. the STM topography signal measured during a (constant
current) manipulation. A schematic of the three different lateral manipulation types and the cor-
responding manipulation curves are depicted in figure 1.6. Note that for complex molecules the
manipulation curve can have a more complicated structure, due to the more complex interaction
of molecule and surface.
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Figure 1.7 Anderson model for single magnetic impurity level in metallic host: The Anderson
model assumes only one electron level for the magnetic impurity with an energy ϵ0 below EFermi .
In this figure the spin-flip exchange is visualized. In (a) the initial state of the magnetic impurity
within a biased tunneling junction is depicted. The orange arrows represent the spin vectors of
the contributing electron, while the blue areas correspond to the Fermi seas of the junction. The
double occupied state is separated from the single occupied one by the Coulomb repulsion U. In
(b) and (c) the virtual and final state are depicted, respectively.
1.4 THE KONDO EFFECT
The resistance of a metal decreases with decreasing temperature. This effect is caused by the
lattice vibrations, which are gradually frozen out at lower temperatures. However, already in the
1930’s experiments showed that the resistance of certain metal alloys increased again when the
temperature is reduced below a material specific threshold [31, 32]. Soon, magnetic impurities
were found to be the reason for the increasing resistance, but the mechanism remained obscure
for a long time. In 1964 Kondo explained this effect [13]. He showed that these experimental
observations are caused by the interaction between the magnetic impurities localized spin and
the spin of the conduction electrons of the metal host. Further on, this phenomena was termed
"the Kondo effect". To illustrate the Kondo effect, we consider the system proposed by Anderson
for magnetic impurities in metals in 1961 [33]. In this model, the magnetic impurity has just one
electron level at ϵ0 below the Fermi energy. This level is occupied by only one electron. Adding
a second electron is prohibited by the Coulomb repulsion U (U > ϵ0) (see figure 1.7(a)). The
single electron could tunnel into the metal provided its energy would lie above the Fermi level.
In our case, the single electron’s energy is below the Fermi level. Classically, a tunneling into
the conduction band is forbidden without putting energy into the system. Due to the Heisenberg
uncertainty principle in quantum mechanics this configuration is allowed to exist for a very short
time (∼ h/ ϵ0) [34]. Within this timescale, another electron from the metal can tunnel into the
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Figure 1.8 Spectrum of Anderson model system: Spectrum of the system shown in figure 1.7.
The combination of many spin-flip exchange processes creates the Kondo effect, which leads to
the appearance of resonance at the Fermi energy. The impurity level at ϵ0 below the Fermi level
is broadened due to the tunneling processes (HWHM Γ ). The double occupied level is separated
from the single occupied one by the Coulomb repulsion U. These parameters define the the
width of the Kondo resonance, the Kondo temperature TK (see equation 1.24)
impurity. If this electron has a different spin than the one internally on the impurity, the initial and
the final state of the impurity can have different spins (see figure 1.7(a-c)). If we now consider
many of these potential spin flip processes, the energy spectrum of the system is qualitatively
changed. In this case a new state, known as Kondo resonance, appears at the Fermi level (see
figure 1.8). The low-temperature increase in resistance can now be understood as increased scat-
tering of the low energy conduction electrons on the localized zero-bias states of the magnetic
impurities. The only requirement for this effect is that the metal is cooled well below the Kondo
temperature TK [34]. This TK is related to the HWHM of the Kondo resonance Γ = kBTK for
temperatures well below TK [35]. Hewson et al. [36, 37] mentioned kBTK to be related to the
Anderson model in this way (see figure 1.8):
kBTK =
√
∆U
2
exp
[
−π |ϵ0||ϵ0 + U|
2∆U
]
= Γ (1.24)
Kouwenhoven et. al. [34] also mentioned that the fraction of resistivity at a certain temperature T
and at 0 K can be written as a function of of the the fraction of T and TK . Hence, we can replace
the other parameters U, ϵ0, and Γ and describe the hole system by the single parameter TK [34].
In general, any system with a single magnetic impurity will have the same width of the Kondo
resonance everywhere, if the DOS of the system without the impurity are featureless around EF
[38]. In tis case the DOS of this system near EF is dominated by the Green’s function of the
impurity.
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1.4.1 Investigation of Kondo Systems by STM
In 1998, the Kondo effect was observed by STS [14, 39]. Because of the high resolution of the
STM and the controlled sample preparation in Ultra High Vacuum (UHV) it was possible for the
first time to investigate a single Kondo impurity spectroscopically. In these first two papers, the
Kondo resonance of cobalt atoms on Au(111) and cerium atoms on Ag(111) have been investigated
independently. In STS measurements, the Kondo resonance is characterized by a asymmetric
shape. Note that the line shape of the non-magnetic ground state is Lorenzian. The asymmetric
line shape appears due to the interference of different tunneling pathways [35, 40]. In general,
two different pathways are considered, tunneling into the impurity or tunneling directly into the
host material. The asymmetric shape of the Kondo resonance can be analyzed with help of the
Fano formula [15]:
ρ(E) ∝ ρ(0) + (q + ϵ)
2
1 + (ϵ)2
, with ϵ =
E + ϵK
Γ
(1.25)
The Fano formula was developed already in 1961, to interpret the asymmetric peaks in inelastic
electron scattering experiments on helium. Fano elucidated the shape of those peaks by the in-
teraction of different configurations of the system, which have the same energy. The interference
of the signal from different configurations gives rise to asymmetric and even dip-like resonance
patterns. Here ϵK is the position of the resonance with respect to EF due to level repulsion be-
tween the Co atoms d state and the Kondo resonance [41]. This ϵK is determined by the Kondo
temperature TK and the average occupation number nd of the Co atoms hybridized d state as
follows [35, 36]:
ϵK = Γ tan
(π
2
(1− nd)
)
(1.26)
The Fano asymmetry parameter q can be interpreted as the fraction of the probabilities for tun-
neling into the impurity and directly into the conduction band [15, 35]. To illustrate the influence
of q on the resonance shape several normalized Fano functions with different q are depicted in
figure 1.9. For q = 0 the Fano function has the form of a symmetric Lorentzian dip. For q = ±∞
a Lorentzian peak is formed. Intermediate values of q result in asymmetric peaks (q ≳ 2) or s-like
shapes (q ≈ 1). A change in the sign of q results in a mirror-symmetric line shape (to EF ) [15].
Note that in this way a change in symmetry of a peak-like resonance always gives a pole in q,
because the peak grows more symmetric for higher |q| values. Both systems, cobalt atoms on
Au(111) and cerium atoms on Ag(111), show a dip-shaped resonance at the Fermi energy. Dip like
shapes correspond to low q values and generally are related to a low tunneling probability into the
impurity. The impurity states suppress the tunneling current in this case due to additional scatter-
ing [40]. In these experiments, this interpretation is also justified by the low extend of the Co-d -
and Ce-f -orbitals into the vacuum. The more extending s- or p-states of the supporting metal sub-
strate have a higher overlap with tip states and therefor dominate the dI/ dV -measurements. In
general, the Kondo signal of magnetic impurity atoms on metallic surfaces show a dip like Kondo
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Figure 1.9 Shape of the Fano function for different q: (see equation 1.25). Functions are
normalized and shifted with respect to each other for clarity. Energy range is shown in units of Γ
and ϵK is set zero. Reverse the scale of the abscissa for negative q.
resonance, due to the lower extend of the impurity states into the vacuum [42] and the Kondo
temperature is much lower then for impurities in the bulk, due to the reduced number of nearest
neighbors (reduced hybridization) [35]. The spatial dependence of the Kondo resonance was also
addressed in these experiments. In both systems the the resonance vanishes at about 10 Å from
the impurity, but the influence on the electronic structure of the metal extends much further.
Berndt et al. [39] found the onset of the surface state on the Ag(111) surface (at −70 mV) to be
broadened and shifted up to a distance of about 40 Å from the impurity. Thus it is not straight
forward to get information about the size of the Kondo screening cloud from STS measurements
and it was not measured up to now [35]. Theoretically the antiferromagnetic screening length ξK
depends on the Fermi velocity vF =
√
2EF /m∗ of the conducting host and the Kondo temperature
TK like given in [36]:
ξK =
ℏvF
kBTK
(1.27)
We can now calculate the screening length ξK for typical metals like Ag, Au, or Cu with a Fermi
velocity vF of ≈106 m s−1 [43] and TK range of 10 K to 100 K to be about 100 nm to 10 nm. Within
100 nm around the impurity there are 2× 108 atoms [44]. One possible explanation for the miss-
ing direct experimental evidence for the Kondo screening cloud is the low polarization of the
screening electrons because of the huge size of the Kondo sphere [35]. Another very interesting
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Figure 1.10 Schematic of STS of a Kondo impurity: Schematic of the interactions in STS exper-
iments next to Kondo impurities. Z0 and Zt are the height of adsorbate and tip above the metal
substrate, respectively. R|| is the tip displacement with respect to the impurity, while R is the
radius of the tip apex. The matrix elements tap andtkp represent the coupling between adsorbate
and tip and substrate and tip, respectively.
feature of the isolated impurities is the changing shape of the resonance with increasing lateral
tip-impurity distance [14, 39] (see R|| in figure 1.10). Note that this feature was not accessible
with other spectroscopic methods, because those lack the high spatial resolution of STS. A Lot
of experimental work was done in the next years on magnetic atoms on different metal surfaces
[41, 42, 45–52], addressing not only the influence of the surface material, but also of the adsorp-
tion geometry, temperature, and close proximity of other magnetic atoms. Also a vivid discussion
about the role of surface and bulk states in the screening of the singular spin of the magnetic im-
purity was initiate. On the one hand, the existence of a surface state is not necessary for Kondo
screening, since it has also been measured on surfaces which do not posses any surface state
[42, 46, 49, 53, 54]. On the other hand, surface state signals have been shown to be influenced
by magnetic impurities [39] and vice versa [55], leading for example to the development of so
called "quantum corrals" [56]. In these systems the Kondo signal of a Co atom in one focus of an
ellipse of Co atoms can be measured at the other (empty) focus of the ellipse as well. The spatial
dependence of the Kondo signal has also been investigated further [41]. In this paper Knorr et al.
found the changes of q with increasing R|| to differ strongly on different Cu surfaces. On the (111)
surface q was found to be 0.2 till the resonance vanished, while on the (100) surface q decreased
from 1.0 to 0.6 over the same distance. Some simulations even suggest an oscillatory behavior
of q with R|| [40, 57], although this has never been measured. This lack of experimental evidence
is attributed to the normal spectroscopic tunneling conditions, where the tunneling distance is
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about 5 Å. The oscillations in q should only be observed for far smaller tunneling distances [40,
41].
During the last years, several molecular Kondo systems have been investigated by STM [53,
58–63]. Many of these publications emphasize the strong influence of the local environment of
the magnetic atom on the Kondo resonance. For example, In the work of Zhao et al. [62] a cobalt
phthalocyanine molecule was dehydrogenated by voltage pulses and only the dehydrogenated
molecule showed a Kondo resonance. In the work of Wegner et al. [59] or Wahl et al. [53] metal
atoms are connected with organic ligands in a bottom up approach in situ. In this work the shape
of the Kondo resonance strongly depends on the number and position of the organic ligands.
In the work of Fernández-Torrente et al. [61] even purely organic molecules showed Kondo be-
havior due to a singular occupied molecular orbital crated by charge transfer from another organic
species on the surface. In the work of Perera et al. [58] single cobalt porphyrin derivatives showed
a variating width of the Kondo resonance at different tip positions with respect to the impurity.
Interestingly, the width of the Kondo resonance increased on the organic ligand. This was first
interpreted as an increased spin-orbit coupling and the following increased hybridization. In a
theoretical work, published later by Romero and Aligia [38], the changing width was shown to
be caused by the superposition of several magnetic impurities, representing the delocalisation
of the singular spin in the molecular ligand. Since in this interpretation several coupled mag-
netic impurities exist, a varying width of the Kondo resonance does not contradict the remarks of
Kouwenhoven and Glazman [34] mentioned in the previous section (1.4).
Interestingly, molecular ligands can be used to engineer the interatomic distance of the in-
corporated magnetic atoms, like shown by Tsukahara et. al [60] for self assembled Iron ph-
thalocyanine lattices. The combination of this approach with the research done in on-surface
polymerization [64] could lead to covalently-linked Kondo lattice systems in a very reproducible
way. Kondo lattices are heavy-fermion materials [65]. In general, heavy fermion materials are a
highly attractive topic in solid state physics [66] concerning i.e. heavy-fermion superconductivity.
The investigation of molecular Kondo lattices with the high precision of LT-STM can contribute
to the better understanding of these materials. The Kondo lattices can be driven to a magnetic
ground state (RKKY interaction) or a non-magnetic ground state (Kondo screamed) by changing
the coupling parameter J between the magnetic atoms [67]. This coupling depends strongly onto
the distance between the magnetic atoms in the lattice, which can be tuned by the synthesis of
different ligands.
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2 EXPERIMENTAL SETUP
In this chapter, I will describe the experimental setup used for the experiments performed in this
thesis. I will give a brief description of the used LT-STM system. Furthermore, I will introduce
the metallic substrates and the related preparation procedures. I will present the investigated
molecules, describing in detail their structure and comment on their present and potential appli-
cation. Furthermore, I will give a short overview of the state of the art in organic photovoltaics.
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2.1 LT-STM AND UHV SYSTEM
The LT-STM and the UHV system used in this work are a custom made system produced by
Createc R⃝ (see figure 2.1). It is a further developememt of the one build by K. Schaeffer, S.
Zöphel, G. Meyer, and K.H. Rieder [68–71]. The UHV system is composed of two main cham-
bers, the preparation chamber and the measuring chamber. The preparation chamber contains
a Bayard-Alpert-type ionization gauge [72] and a quadruple mass spectrometer for rest gas anal-
ysis, a sputter gun and a gas inlet (Ne) with a leak valve for sample cleaning, a manipulator to
transfer samples in situ and for sample heating, and a storage for up to 5 samples and 6 tips.
The manipulator is equipped with heating contacts and a thermocouple feed-through and can be
cooled with liquid nitrogen or helium. The samples are mounted on sample holders attached to
a button heater and Ni/Cr-Ni-thermocouples (type K, see figure 2.2). The contacts of the thermo-
couple and heater are soldered to the contact plate and can be accessed from two directions.
This is necessary for contacting the heater with the manipulator on the one hand and the sam-
ple to bias voltage in the STM on the other. The sample on the sample holder can be moved
and rotated around the sample holders length axis by means of the manipulator. One of the
sample storage positions is contacted like the manipulator, though samples can also be heated
there. In this work, this heating position is used for a small evaporator for Molecular Beam Epi-
taxy (MBE) mounted on the button heater of a normal sample holder. The evaporator consists of
a molybdenum crucible attached to the Ni/Cr-Ni-thermocouples of the sample holder. To evapo-
rate molecules onto a sample, the evaporator was heated up to the desired temperature and the
sample was transferred with the manipulator above the evaporator upside down for the desired
measuring chamber
- cryostat
- IGP/TSP
preparation chamber
- mass spectrometer
- leak valve
- sputter gun
- manipulator
load lock
- transfer
Figure 2.1 Schematic of the LT-STM and UHV system with pneumatic dampers (black cylin-
ders) (image from Createc R⃝)
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Part Part-Number Price/€ 
Body Metal Sample Holder LT-STM01-102  
Contact Ceramics LT-STM01-090  
Sapphire Clamp (1 Set) LT-STM01-103  
Oven   
Mo-Clamp LT-STM01-096  
Hook LT-STM01-104  
4-Hole Ceramics (2 Pieces)   
Screw M2x3 (1 Piece), DIN963   
Screw M2.5x20, DIN 912 / DIN 933   
Circlip f. M2.5, DIN 6796 - DIN 6798   
Screw M2x6 (2 Pieces), DIN84   
 Set of all Parts  
 Assembled Sample Holder  
metal sample
button heater
contact plate with contacts for STM
manipulator contacts
heater contacts
Ni/Cr-Ni thermo couples
Figure 2.2 Schematic of the sample holder with metal sample (image from Createc R⃝)
evaporation time. With the help of the manipulator, the evaporation geometry could be precisely
adjusted and by partially blocking the evaporator with a metal shield on the sample storage even
coverage gradients could be crated on the sample surface in a reproducible manner. Additionally,
a load lock is attached to the preparation chamber to bring samples, tips, and also molecules
(by means of the evaporator sample holder) into the UHV system without breaking the vacuum
of the two main chamb rs. T e lo d lock is also equipped with a Baya d-Alpert-type ionization
gauge for pressure monitoring, a halogen lamp for separate bake out, a transfer to bring samples
and tips into the preparation chamber, and an additional evaporator for MBE. This evaporator
consists of two large Al2O3 crucibles heated by tungsten wires. Due to its shear size it was not
suitable to prepare sub-monolayer covered samples in a reproducible way and was only used till
the sample holder evaporator was mounted. The measuring chamber is equipped with a Bayard-
Alpert-type ionization gauge for pressure monitoring and the LT-STM. The LT-STM is placed inside
two radiation shields, which are in thermal contact with a two chamber bath cryostat. The outer
chamber of the cryostat, shaped like a hollow cylinder, has a volume of about 14 l for liquid nitro-
gen. The inner cylinder-shaped chamber has a volume of about 4 l for liquid helium. Accordingly,
the LT-STM system is cooled down to ∼5 K and the cryostat need to be refilled every 72 h. The
temperature is monitored by two DT-470-SD silicon diode sensor. One is mounted directly on
the inner cryostat, the other one is mounted on the sample holder support in the STM scanner.
Furthermore, there is one DT-470-SD silicon diode sensor mounted on the manipulator to monitor
the temperature during sample transfer and preparation. This is necessary since the employed
Ni/Cr-Ni-thermocouples are only reliable for a temperature range of −50 ◦C to 1100 ◦C. The DT-
470-SD sensors are recommended for a temperature range of 1.4 K to 500 K, covering more than
the necessary temperature range between the evaporation temperature of Helium (4.15 K) and
room temperature. The STM-scanner is a modified Besocke type [73, 74] (see figure 2.3). The tip
is mounted hanging on a tube piezo. This piezo is attached in the bottom-side centre of a metal
plate with three ramps. The metal plate sits on the three identical outer piezo crystals connected
via small sapphire balls. The outer piezo crystals and the ramps are used for coarse movement
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metal plate with ramps
sapphire ball
outer piezo
central piezo
tungsten tip
sample holder support
sample holder contacts
Figure 2.3 Schematic of the STM scanner
of the tip. The scanning motion is performed with the central piezo. During measurements the
sample holder support is lifted upwards until the sample is fixed between the U-shaped piezo
stage and the elevated sample holder support. The hole STM-scanner is mounted on stainless
steel springs and equipped with an eddy current brake for vibrational isolation. The scanner is
thermally weakly coupled to the cryostat and can be heated up to room temperature with an
attached Zener-diode. For additional isolation against low frequency vibrations, the hole UHV sys-
tem is placed on four pneumatically damped feet. The UHV system is pumped by three pumping
stages. The turbo-molecular pump in the load lock is used during sputtering and bake out. The
two main chambers are pumped by an Ion Getter Pump and a Titanium Sublimation Pump, each.
The base pressure of the main chambers is about 1× 10−10 mbar.
2.2 SUBSTRATES
2.2.1 Au(111)
Gold (Au) has a face centred cubic (fcc) structure, as shown in figure 2.4(a). Indicated in orange
is the (111) plane of the crystal. The STM topography of clean and well-annealed Au(111) sur-
faces is characterized by large, atomically flat terraces of up to many hundred Å separated by
monoatomic steps of 2.35 Å height. The lattice constant of the fcc crystal is 4.08 Å and the dis-
tance between nearest neighbours (bulk material) is 2.88 Å [43]. The Au(111) surface is one of the
most investigated surfaces in STM. Au(111) is the only fcc metal surface that exhibits a (23×√3)
reconstruction. It was first imaged with atomic resolution by Wilson et al. in 1987 [75, 76]. Im-
ages of this reconstruction show two bright stripes in addition to the underlying atomic lattice
within the reconstructed unit cell. These bright stripes correspond to a transition area between
fcc and hcp structure of the topmost layers of the crystal induced by elastic strain [76]. The fcc
structures are almost twice as wide as the hcp structures, indicating that the fcc structure is en-
ergetically more favourable [77]. In the (23×√3) reconstruction unit cell there are 23 gold surface
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Figure 2.4 Au(111) substrate: (a) fcc unit cell with indicated (111) plane (orange) and (b) STM-
image of herring bone reconstruction (image size: 800 Å × 464 Å). The two different surface
domains fcc and hcp are schematically marked on the left of the image.
atoms on 22 bulk lattice sites leading to a uniaxial contraction of 4.55 %. These structures form
superstructures on larger scales by correlated periodic bending of the parallel corrugation lines
by ±120◦. Thereby, an isotropic contraction is favoured on larger scale against the local uniaxial
contraction caused because of the long range two dimensional elastic strain at the metal surface
[78]. The resulting superstructure is called herring bone reconstruction and is depicted in figure
2.4(b). The bright transition areas between the two domains are called solitons [79]. Note that the
solitons are going into the [112] direction or it’s symmetry equivalents (see figure 2.5) [76]. This
way the direction of the solitons can be used to determine the orientation of the Au(111) crystal
without achieving atomic resolution. The different surface domains are marked at the left edge
of the image in figure 2.4(b). The corners in these herring bone structures are very favourable
for adsorbates. Even on a clean substrate they are often occupied by adatoms or gas molecules
(bright spots in figure 2.4(b)).Furthermore, the Au(111) surface has a surface state at E=−520 meV
[80] and a freely diffusing adatom gas on the surface [81].
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Figure 2.5 Schematic of herring bone reconstruction: (a) structure of the two uppermost
atomic layers of the Au(111) surface. The second layer shows the unperturbed fcc bulk struc-
ture. In the topmost layer there are 24 Au atoms on 23 lattice positions. A schematic of the
line scan corresponding to the orange arrow in (a). The atomic positions correspond to the row
marked with a dashed line in (a).
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2.2.2 Ag(100)
Silver (Ag) has a fcc structure. In figure 2.6 the position of the (100) plane within the unit cell and
the position of the unit cell in the (100) surface are shown. The lattice constant of the Ag crystal
is 4.09 Å and the distance between nearest neighbours is 2.89 Å [43]. The topmost layer of the
(100) surface is characterized by two groups perpendicular nearest-neighbour rows. In the hollow
sites between those rows is, the other face centred atoms of the unit cell reside (except the one
sitting on the opposite facet of the surface). Hence the height of a monoatomic step is 2.04 Å.
Unlike the Au(111) surface, the Ag(100) surface does not undergo a surface reconstruction.
(a) (b) (c)
Figure 2.6 Ag(100) substrate: (a) fcc unit cell with indicated (100) plane (orange), (b) Ag(100) sur-
face with indicated fcc unit cell (black lines) and nearest neighbor rows (gray lines), transparency
of atoms increases into the crystal (in this picture), and (c) atomic resolution STM topography
image (image size: 25 Å × 25 Å)
2.2.3 Cu(110)
Copper (Cu) has a fcc structure. On the left side in figure 2.7(a) is shown how the (110) plane
is positioned inside the fcc unit cell. In 2.7(b) the position of the fcc unit cell on the Cu(110)
surface is indicated. The lattice constant of the fcc crystal is 3.61 Å and the distance between
nearest neighbours is 2.56 Å [43]. In figure 2.7(b) the thin gray lines mark the direction of nearest
neighbour rows in the topmost layer of the surface. These rows are separated by the lattice
constant and in between there is a small corrugation. This corrugation can be used for linear
assembly of molecular or atomic species [82–84]. This feature is attributed not to the copper
itself but to the fcc structure and has also been observed other noble metals [85, 86]. The atomic
rows within the corrugation form the next surface layer, hence the height of a monoatomic step is
1.28 Å. Unlike the Au(111) surface, the Cu(110) surface does not undergo a surface reconstruction.
(a) (b) (c)
Figure 2.7 Cu(110) substrate: (a) fcc unit cell with indicated (110) plane (orange), (b) Cu(110)
surface with indicated fcc unit cell (black lines), transparency of atoms increases into the crystal
(in this picture), and (c) atomic resolution STM topography image from [87] (STM in solution, not
in UHV, image size: 25 Å × 25 Å)
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2.2.4 Surface Preparation
According to kinetic theory, every surface atom is hit by a gas molecule roughly every second at
a pressure of 10−6 mbar. Even If not every gas molecule sticks to the surface, it is quit obvious
that the metal substrates will be covered with a gas molecule mono layer within seconds under
ambient conditions. In order to be able to investigate single molecules without any contamina-
tion by gas molecules all experiments mentioned here were performed under UHV conditions
(p = 1× 10−10 mbar). To guarantee a clean metal surface for adsorption of single molecules, the
metal substrates have to be cleaned in situ by several cycles of sputtering and annealing. Dur-
ing sputtering (Ne pressure of ≈ 4× 10−5 mbar, sputtering voltage 1 kV), the impact of the Ne
destroys and desorbs almost any kind of adsorbates, but also increases surface roughness. The
subsequent heating of the sample leads not only to desorption of fragments of adsorbates but
also to diffusive rearrangement of the metal crystal. The actual annealing temperature and time
depends on the sample material. The Au(111) sample was also flashed to elevated temperatures
for 1 s several times to desorb impurities near or on the surface layer. After cleaning the samples
were brought near the one of the evaporators immediately (see section 2.1) and a submonolayer
coverage of molecules was evaporated onto the clean crystal. The verification of the successful
surface preparation was done by LT-STM. A good preparation led to extended clean terraces on
metal substrates separated by monoatomic steps and covered with separated single molecules
of the analyte. The standard parameters for preparation of the different substrates are given in
table 2.1.
Table 2.1 Surface preparation parameters for Au(111), Ag(100), and Cu(110):
substrate sputteringtime
annealing
temperature
annealing
time
Au(111) 10 min 450 ◦C 10 min
Ag(100) 10 min 480 ◦C 10 min
Cu(110) 10 min 500 ◦C 10 min
2.3 THE MOLECULES
2.3.1 aza-BODIPY
Aza-BODIPY are a class of organic molecules characterized by a aza-dipyrromethene complex.
This complex consist of two pyrrole subunits connected by a aza bridge (see figure 2.8). The
two nitrogens of the pyrol subunits are connected to a boron atom, leading to the abbreviation
BODIPY. Here, we use difluoro-bora-1,3,5,7-tetraphenyl-aza-dipyrromethene. This derivative has
four additional phenyl rings connected to the central BODIPY core and the boron is bound to two
fluorine atoms in addition (see figure 2.8). The same structure without the BF2 complex was
originally synthesized in 1943 as a synthetic dye [88, 89]. The molecules with the BF2 complex
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Figure 2.8 Structure of the aza-BODIPY derivative: (a) Structure of pyrrole and (b) structure
of investigated difluoro-bora-1,3,5,7-tetraphenyl-aza-dipyrromethene called aza-BODIPY in the fol-
lowing (with labeled subgroups and legend (below (a))).
have been known for about 20 years [90]. They have recently been investigated in more detail
for applications as electron donor material for organic solar cells and their optical properties are
presently optimized through the synthesis of new compounds [91].
There are two key reasons for the interest in aza-BODIPY for applications in organic electronics,
especially in solar cells. First of all, these molecules possess a tunable infrared absorption [92–
95], and can convert a part of the incident light spectrum into electricity that only a few other
currently existing organic compounds can. The increased absorption wave length can be achieved
for example by inducing electron donating functional groups [96] or by stiffening the connection
to other attached aromatic systems (e.g. phenyl rings) [93] in order to increase the extend of
the conjugated π-electron systhem. The second reason is their chemical stability, which eases
processing requirements during solar cell production [93, 94, 97]. There have already been other
BODIPY derivatives incorporated in solar cell devices [98–101], but these lack the strong infrared
absorption behavior of aza-BODIPY.
To better control the properties of the molecule in the final photovoltaic device, it is important
to investigate the influence of different environmental factors on the absorption behavior and on
the electronic properties of single molecular species or even single molecules. The difluoro-bora-
1,3,5,7-tetraphenyl-aza-dipyrromethene derivative will be called aza-BODIPY in the following for
simplicity. The aza-BODIPY molecules have been synthesized and provided by Roland Gresser
[11] from the Institute for applied photo physics at the TU Dresden.
2.3.2 6Ph-CN
Poly-para-phenyls play an important role in organic semiconductor technology, because they are a
class of aromatic molecules with a wide band gap [102]. The sexiphenyl derivatives are probably
the most promising class of molecules for organic light emitting devices, because of their blue
photoluminescence [102] and high hole mobility [103]. Sexiphenly derivatives have already been
used in organic thin film transistors [103]. The photoluminescence of para-sexiphenyl can also be
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CN
Figure 2.9 Structure of 6Ph-CN: the molecule consist of six phenyl rings arranged in one line
(para position). One end of the sexiphenyl is functionalised with a nitrlile/cyano group (marked in
orange).
converted to green or red by combination with dye lasers and filters, to possibly achieve full color
application [104]. Furthermore, oriented sexiphenyl films have been shown to emit polarized light
[105]. To create more accurately oriented films of sexiphenyl derivatives dipole moments have
been considered lately [106, 107]. The 6Ph-CN molecule investigated here has been synthesized
for this purpose by the group of Stefan Hecht at the HU Berlin [106]. It consists of six phenyl rings
bound to each other in para position and a cyano/nitrile group (CN) at on end of the phenyl chain.
The structure is depicted in figure 2.9. Another important application of Poly-para-phenyls is the
construction of self assembled nanostructures. Multiple different arrangements and binding mo-
tives have been realized in recent years [108–114], to create a versatile toolbox for the production
of future molecular electronics.
2.3.3 Co-(BiPADI)2, Co-BiPADI, and BiPADI
Co-(BiPADI)2 are metal-organic molecules composed of two BiPADI ligands connected to one
central cobalt atom. The abbreviation BiPADI here stands for bis-(phenyl)-azadiisoindomethene.
Accordingly, the BiPADI units itself are composed of two isoindole subunits connected by an aza
bridge at the α position. Since isoindole are mirror-symmetric, there is another α position on the
other side of the nitrogen in the heterocyclic compound. In both isoindole subunits in the BiPADI
ligand the second, free α position is occupied by phenyl groups. The dehydrogenated nitrogens
of the isoindole subunits act as binding partners for the central Co atom (see figure 2.10). Note
that in figure 2.10(c) the phenyl groups are replaced by abbreviations because they would overlap
NH
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β
γ
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N N
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PhPh
isoindole subunits
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Figure 2.10 Structure of Co-(BiPADI)2: (a) Structure and bond labeling of isoindole (b) Structure
of Co-BiPADI with labeled subgroups and legend (c) structure of Co-(BiPADI)2 (subgroups labeled
according to (b))
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otherwise. The real Co-(BiPADI)2 molecule exhibits a three dimensional shape to circumvent this
overlap. In fact, these molecules have a almost tetrahedral shape in x-ray crystallography [12, 115].
The orientation of the second ligand out of the paper plane is symbolized by the different bond
notation connecting the second ligands nitrogen atoms to the central cobalt atom. In general,
metal-(BiPADI)2 complexes are a class of infrared absorbers under investigation for application in
OPVs and photodynamic therapy. Although, a planar geometry might lead to higher absorption
wavelength (due to increased delocalisation length), the metal complex is stabilizing the optic
properties of the organic ligands [12, 116]. This could increase the long-term stability of the
OPVs. The Co-(BiPADI)2 molecules have been synthesized and provided by Roland Gresser [11]
from the Institute for applied photo physics at the TU Dresden.
2.3.4 Sample Preparation
The molecules were deposited onto the clean metal crystals by MBE. Two different evaporators
were used in this work. The aza-BODIPY molecules (see section 2.3.1) were deposited from
the evaporator in the load lock. The other molecular species were deposited from the sample
holder evaporator in the preparation chamber (see section 2.1). The samples were transferred to
the STM chamber directly after MBE and without breaking the vacuum. During the evaporation
of 6Ph-CN the metal sample was heated to temperatures between room temperature and 80 ◦C
to steer the nanostructure formation. For the evaporation of Co-(BiPADI)2, it was necessary to
degas the the evaporator above the evaporation temperature of Co-BiPADI / BiPADI for several
minutes. Otherwise, the sample would have been fully covered by Co-BiPADI / BiPADI before
the evaporation of Co-(BiPADI)2 started. The evaporation parameters for the different molecular
species are listed in table 2.2.
Table 2.2 MBE parameters for aza-BODIPY, 6Ph-CN, (Co-)BiPADI, and Co-(BiPADI)2:
molecular
species evaporator
evaporation
temperature
evaporation
time
aza-BODIPY) evaporator in
load lock
220 ◦C 10 s to 30 s
6Ph-CN sample holder
evaporator
140 ◦C 30 s
Co-
BiPADI/BiPADI
sample holder
evaporator
160 ◦C 30 s to 60 s
Co-(BiPADI)2
sample holder
evaporator
195 ◦C 20 s
2.4 ORGANIC PHOTOVOLTAICS
OPVs have become more and more important during the last years. After the first occurrence
of organic photoactive materials in 1958 [117] several forms of photovoltaics based on organic
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Figure 2.11 Schematic of the dissociation of an exciton: Shown is the donor-acceptor hetero-
junction before (a) and after (b) charge separation.
molecules have developed [118–120]. In small molecule heterojunction solar cells, the photoac-
tive layer consists of two different organic species: electron donor and acceptor materials. In-
cident light excites electrons from the HOMO to the LUMO of the electron donor creating an
electron-hole pair called exciton. The excited electron can be transferred to the LUMO of the
electron acceptor while the hole stays in the electron donor material. The separated charges
can then be transported to the corresponding electrodes, creating the photocurrent (see figure
2.11). However, since excitons have a very short lifetime, the donor-acceptor heterojunction has
to be in very close proximity of the created exciton. Otherwise the electron-hole pair just recom-
bines emitting a photon or decays via thermalization and no net current is created. The typical
diffusion length of an exciton is about 5 to 20 nm [121] so the structures in the heterojunction
have to be also of the order of nanometers. In addition, there have to be continuous paths for
the charge carriers from the heterojunction to the electrodes. Otherwise the charge is trapped
in the photoactive layer and can not correspond to the photocurrent of the OPV. Recently, also
the delocalisation of electrons in the acceptor material and hence the geometry of the different
Figure 2.12 Incident sunlight spectrum and common OPV absorption range: Comparison of
the incident light spectrum (black) and the absorption spectrum of ZnPc (grey) [119].
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crystalline and amorphous species in the heterojunction were also considered to be essential for
the photocurrent generation [122, 123]. Another drawback of organic photovoltaics is their lack
of infrared adsorption. Current standard materials (e.g. zinc phthalocyanine (ZnPc) and C60 (ab-
sorption spectrum shown in figure 2.12) only convert a small percentage of the incident sunlight
into electricity. To increase the efficiency of OPVs new donor and acceptor material suitable for
infrared absorption have to be found [119]. With STM it is possible to image electron donor and
acceptor with sub-molecular resolution. Furthermore, one can image the exact position of the
HOMO and LUMO with help of dI/ dV -maps (see section 1.2.3). It is even possible to create pairs
of donor and acceptor molecules in situ by lateral or vertical manipulation. This is also important
to investigate the influence of the close proximity on the electronic structure of the molecules.
Hence, applying STM to model systems of OPVs is very promising to address structural prob-
lems in the heterojunction and to investigate the process of exciton diffusion/separation with a
resolution suitable for the length scale of the process.
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3 AZA-BODIPY ON AU(111)
In this chapter, single aza-BODIPY molecules (see section 2.3.1) were investigated by STM and
STS to characterize their adsorbed conformation and electronic structure at the atomic scale.
Aza-BODIPY derivatives are of great importance for OPV technology. Accordingly, it is crucial
to know how the electronic properties of the molecules change upon conformational changes
during adsorption. Experiments on model systems like single molecule investigations by STM
will lead to a more detailed understanding of the physical processes governing exciton diffusion
in OPVs (see section 2.4). Au(111) was chosen as substrate for these experiments due to its low
corrugation and reactivity. Hence the hybridization of the molecular orbitals with the metal states
is kept at a minimum. The adsorption conformation and the STS data will be discussed in the
context of DFT simulations done in cooperation with Cormac Toher and Lokamani [P2].
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3.1 EXPERIMENTAL RESULTS
3.1.1 STM Images
The preparation of aza-BODIPY on Au(111) described in section 2.3.4 let to a submonolayer cover-
age, where single molecules were uniformly distributed on the Au terraces (see figure 3.1(a)). The
molecules preferentially adsorbed at the fcc domains of the Au(111) surface reconstruction and no
preferred orientation of the molecule was observed. The preferential adsorption on fcc domains
of the Au(111) has been observed and documented before for other molecules. It is related to
the energetically more favorable hollow site at the fcc domain due to the different stacking mode
of the atomic layers compared to hcp [124]. An enlarged STM image of a single aza-BODIPY
molecule is shown in figure 3.1(b). The main protrusions seen in this figure correspond to the
aromatic system of the molecule, although the central nitrogen-containing ring is slightly dimin-
ished. In figure 3.1(c) the molecular structure is superimposed onto the STM topography image.
This structure shows the molecule’s conformation relaxed on the Au(111) surface from DFT sim-
ulations [P2]. The four phenyl rings and the central BODIPY core can also be easily identified in
the line scans shown in figure 3.2. The line scans show an apparent height of about 1.2 Å for
(a)
(b) (c) 1.2 Å
0 Å
Figure 3.1 STM topography of aza-BODIPY on Au(111): (a) Overview STM topography image of
aza-BODIPY molecules on Au(111) (image size: 260 Å×160 Å) (b) high resolution STM topography
image of single aza-BODIPY molecule (image size: 25 Å × 25 Å) (c) STM topography image with
superimposed molecular structure[size?] (relaxed structure of molecule on surface from DFT
calculations (see publication [P2]))
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the molecule. The slight difference in the apparent height are attributed to the close proximity
of the herring bone solitons (see section 2.2.1). Interestingly, the phenyl rings are in plane with
the central core in contrast to the gas phase conformation [P2]. Note that this measurement is
convoluted by electronic effects. No significant differences in the STM images and line scans are
observed by varying the tunneling conditions up to a Vbias ≈ ±1 V. However, when a bias voltage
of |U| ≥ 1 V is applied, the molecule starts to diffuse and changes its orientation, as reported in
the example of figure 3.3, thus limiting the possible range of STS measurements.
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Figure 3.2 Line scans of aza-BODIPY on Au(111): Line scan positions are marked in STM topog-
raphy images (a, c) on the left according to the color code used for the graphs (b,d) (image size:
34 Å x 36 Å).
1.4 Å
0 Å
(a) (b)
Figure 3.3 Diffusion of the aza-BODIPY molecule on Au(111): Shown is an example of the
movement of aza-BODIPY during scans at higher bias voltage. STM image (a) before and (b) after
application of Vbias = −1.0 V. As one can see, the molecule moves and rotates on the fcc terrace
when imaged at high bias voltage (image size: 46 Å× 41 Å).
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3.1.2 Spectroscopy
Representative STS spectra measured on aza-BODIPY molecules and on the bare Au(111) surface
are shown in figure 3.4. The spectra recorded on the molecule show a single broad and intense
peak centred approximately at U = 0.7 V corresponding to unoccupied electronic states. The
amplitude of this peak is maximal at the centre of the molecule and decreases to the edge. This
can be seen by comparing the orange to the violet graph in figure 3.4 (see inset for spectra
positions). The two spectra are almost identical on the occupied states (Vbias < 0 mV). Indicating,
that these states are delocalized over all the molecule. Furthermore, the absence of peaks and
the low difference to the spectrum acquired over bare Au(111) point to a strong hybridization
between metal substrate and adsorbate for these states. For a Vbias above −100 mV deviations
between the two spectra occur. The overall structure of the two graphs is still very similar, but
the amplitude of the dI/ dV signal is higher at the centre. This indicates, that the unoccupied
states of the aza-BODIPY molecule are more localized at the centre of the molecule, although
there is still a considerable contribution to the DOS at the edge of the adsorbate.
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Figure 3.4 STS of aza-BODIPY on Au(111): Spectral positions are marked in the STM topography
image according to the color code used in the STS graphs (image size: 81 Å× 47 Å).
3.1.3 Lateral Manipulation
For the lateral manipulation experiments conducted for aza-BODIPY on Au(111), a typical manip-
ulation is shown in figure 3.5(b-d). The molecule was manipulated from the hcp domain to the
fcc domain and changed it’s orientation during the movement. The tunneling parameters were
Vbias = −0.4 V and It = 4 nA. This corresponds to a tunnel junction resistance of Rtj = 1× 108 Ω,
which is rather high for manipulation experiments. This supports the rather weak binding of the
molecule to the substrate stated above. Since the Vbias during the manipulation was quite high,
the molecule might have been influenced not only by the van der Waals force of the tip, but also
by some electric field effect. The manipulation curve 3.5(a) does not show any clear manipulation
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Figure 3.5 Lateral manipulation of aza-BODIPY on Au(111): (a) Manipulation curve of ma-
nipulation shown in (b-g). In (b-d) manipulation across herring bone reconstruction is shown with
molecule before (b) and after (d) the manipulation. In (c) the intended manipulation path is marked
in the color corresponding to its manipulation curve (image size: 83 Å×52 Å). In (e-g) the molecule
did not follow the intended manipulation path (marked in (f)) but just rotated without changing its
position considerably. Images (e) and (g) again show the molecule before and after the manipu-
lation, respectively (image size: 71 Å × 68 Å). The manipulation curve shows the tip movement
(constant current mode) during the manipulation.
mode (see section 1.3). This is due to the fact, that these manipulation modes are only true for
point-like objects (e.g. atoms). The aza-BODIPY molecules have several interaction points with
the surface. These interaction points may jump in the modes proposed in section 1.3 but since
the molecule is also free to rotate beyond the tip it is impossible to extract additional information
from the shape of the manipulation curve. The rotation of the molecule can also lead to unsuc-
cessful manipulations (see figure 3.5(e-g)). In this case the molecule just rotated under the tip
without changing its position considerably. The resulting manipulation curve looks very similar to
the line scans in figure 3.2 despite the spikes at the beginning of the rotation.
3.2 DISCUSSION
In figure 3.1(c) the molecular structure is superimposed onto the STM topography image. This
structure shows the molecule’s conformation relaxed on the Au(111) surface from DFT simula-
tions. If we now compare the simulated STM images (isosurfaces of simulated DOS) with the
experimental ones they agree very well (see figure 3.6). Interestingly, in experimental and sim-
ulated line scans the phenyl rings are level with the molecular core unit despite the gas phase
conformation. This conformational changes are due to the interaction of molecule and substrate.
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Figure 3.6 Comparison of STM topography of aza-BODIPY with DFT simulations: The STM
topography image (a) and corresponding line scans (c) are compared to the calculated STM to-
pography image (b) and corresponding line scans (d) (image size: (a) 25 Å× 21 Å; (b) 15 Å× 16 Å).
Note that the protrusion related to the upper fluorine atom in (b) is missing in (a). The different
sizes of the molecule in (a) and (b) are attributed to the convolution caused by dimensions of the
real tip used in experiments. The negative app. height values in (d) correspond to a depletion of
metallic states near the molecule. This effect is smeared out in the experiments.
Furthermore, the two fluorine atoms sticking out of the molecular plane are not visible in the
experimental STM images. This puzzling result can be understood if one takes the Projected
Density of States (PDOS) in figure 3.7 into account. According to this, the states of the fluorine
atoms start to contribute to the DOS only below Vbias = −3.5 V (not shown). Since the measure-
ments were restricted to |Vbias| ≥ 1 V due to diffusion, those states could not be imaged. In the
simulated images the upper fluorine atom is visible, but the height difference to the molecular
plane is only about 0.2 Å. According to the structure superimposed to figure 3.1, the upper flu-
orine atom is positioned approximately 1.2 Å above the molecular plane. This discrepancy can
be explained by two reasons: One the one hand, the DFT simulations might overestimate the
topographical influence on the STM images. In addition, the size of the real tip in the experi-
ments might convolute the anyways very small signal from the fluorine. We can also compare
the STS measurements (see figure 3.4) with the PDOS (see figure 3.7). Due to the diffusion of
the aza-BODIPY molecules the peaks in the PDOS at E - EF = −1.0 eV (corresponding to Vbias =
−1.0 V) and below were not accessible in this measurements. For the unoccupied states (Vbias >
0 V) we found a broad peak at U = 0.7 V in the dI/ dV -spectra. This peak can also be seen in the
PDOS at E - EF = 0.2 eV and consists of carbon and nitrogen pz states (forming π-bonds in the
molecular description). The difference in energy between the measured and the calculated peak
is not surprising, since DFT calculations are ground state calculations and therefor have problems
to predict unoccupied states of the molecule-substrate system [125]. The contribution of carbon
and nitrogen pz states is also reasonable, since the peak is most prominent in the centre of the
molecule, in the position of the central carbon- and nitrogen-containing aromatic system. Further-
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Figure 3.7 PDOS of aza-BODIPY on Au(111) from DFT calculations: Note that the total DOS
consists of carbon and nitrogen π-states, while the contribution from σ states can be neglected
in this energy window.
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Figure 3.8 Energy difference of possible adsorption sites of aza-BODIPY on Au(111) from
DFT: The energy difference is shown in (a) and the corresponding positions of the boron atom on
the (111) surface (b). The inset inset in (a) shows the orientation of the molecule for all adsorption
positions. Adsorption position number 3 (in inset) has the minimal energy.
more, the LUMO is still measurable at the edge of the molecule, which is quite promising for
possible charge carrier transfer in a heterojunction organic solar cell. Nevertheless, the stacking
conformation in the molecular assembly in the heterojunction might have the phenyl rings rotated
out of the molecular plane and thereby reduce the delocalisation area of the molecule’s LUMO.
The diffusion of the molecules (see figure 3.3) and rather high resistance values for lateral ma-
nipulation (Rtj = 1× 108 Ω) indicate a quite weak binding of the of the aza-BODIPY molecule to
the Au(111) surface. From DFT calculations (Local Density Approximation (LDA)) the adsorption
energy was calculated to be 2.27 eV [P2]. This value is quite high and hence is not supporting the
thesis of diffusion due to low interaction. Nevertheless, here we have to take the low surface
corrugation of the Au(111) surface into account. The high binding energy prevents the molecules
from desorption, but the barrier for diffusion on Au(111) might be considerably lower. To check
that hypothesis the adsorption energy for different adsorption positions was calculated by mov-
ing the relaxed molecular structure across the simulated Au(111) lattice. The results are depicted
in figure 3.8. Interestingly, the energy difference of all the investigated adsorption positions is
about 0.5 eV. These results explain the diffusion observed by STM to take place not because of
a weak binding to the surface, but because of the low surface corrugation. This interpretation
is also supported by the conformational changes of aza-BODIPY upon adsorption, which indicate
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a rather strong binding. The observed lateral manipulation is also in line with the low diffusion
barrier.
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4 6Ph-CN ON AU(111)
In this chapter, I will present the temperature controlled formation of different nanostructures
from the same molecular species on the Au(111) surface. The nanostructures are metal coordina-
tion structures, where native adatoms from the Au substrate act as binding partners for the nitrile
groups of the 6Ph-CN molecules. The 6Ph-CN molecules used in this work do not form extended
two dimensional networks, because of their asymmetric functionalization (see section 2.3.2). Ac-
cordingly, nanostructures were formed which have not been reported for extended networks. In
fact, it is likely that these structures do not even form with the symmetrically bifunctionalized
molecules. The experimental results are compared to DFT calculations done by Cormac Toher
and Lokamani [P1].
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4.1 EXPERIMENTAL RESULTS
4.1.1 STM Images
The evaporation of 6Ph-CN at 140 ◦C led to a sub-monolayer coverage on the Au(111) surface,
while the evaporation at 150 ◦C led to monolayer coverage after only 30 s. The structure of the
monolayer of 6Ph-CN is shown in figure 4.1(a). The molecular structure has been superimposed
to parts of the image to clarify the arrangement of 6Ph-CN on the Au(111) surface. For the less
covered surface (evaporation at 140 ◦C) there were three main structures found on the surface.
These nanostructures are depicted in figure 4.1(b-d). In figure 4.1(b) there are three 6Ph-CN
molecules adsorbed on a step edge. They arranged parallel to each other but perpendicular to
the step edge. Since the cyano group is more reactive then the other end of 6Ph-CN, I assumed
the functional group to point toward the step edge. This interpretation will be further discussed
in the light of STS measurements and DFT simulations. In figure 4.1(c) two pairs of 6Ph-CN are
adsorbed in parallel. This adsorption geometry is untypical for cyano groups in the first place,
because the functional groups are directly facing each other. 6Ph-CN also forms parallel arrange-
ments for higher coverages on Au(111). In this case the neighboring rows of molecules are
shifted, leading to a geometry where the cyano groups arrange in a zipper-like pattern (see figure
4.1(a)). In figure 4.1(d) a trimer of 6Ph-CN is shown. Interestingly, the cyano groups are again
facing each other. In fact, this structure looks very similar to the metal coordination structures
known for the symmetrically bifunctionalized derivative [108]. Accordingly, the different 6Ph-CN
molecules in the structures in figure 4.1(c) and (d) need to have a common binding partner. In liter-
ature, metal atom are often employed for this purpose [110]. These can be either evaporated in a
separate deposition step [114, 126] or be available as adatom gas on the metal surface [127–129].
For Au(111) it is known, that there is an adatom gas diffusing on the surface [130], even down
to 20 K [81]. A schematic of the binding motive for the straight dimer and the trimer of 6Ph-CN
and the Au adatoms is given in figure 4.2. Interestingly, the 6Ph-CN adsorbed on step edges do
not bind to a Au adatom. Instead these molecules connect directly at the step edge. This can be
seen in the two different representative line scans of 6Ph-CN adsorbed on a step edge and in a
trimer (see figure 4.3). The profile of the trimer (violet curve) shows a protrusion at the nitrile end
of the molecule, while the profile at the step edge shows a entirely flat molecule (green curve).
4.1.2 Temperature Dependent Nanostructure Formation
To understand the processes governing the formation of the different nanostructures, I evapo-
rated 6Ph-CN onto the Au(111) sample held at different temperatures during MBE. In this way I
could influence the diffusion processes responsible for nanostrucutre assembly. The occurrence
of each kind of nanostructure was counted for each preparations with varied sample temperature.
The assembly of about 800 molecules was analysed and the fraction of the different nanostruc-
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Figure 4.1 Different nanostructures formed by 6Ph-CN on Au(111): In (a) one can see the
monolayer structure similar to other sexiphenyl derivatives. The parallel arrangement of 6Ph-CN
adsorbed perpendicular to step edge direction is shown in (b). In (c) a pair of dimers dimers is
depicted and in (d) the trimer structure is imaged. (image size: 75 Å× 75 Å)
dimer pair trimer
Figure 4.2 Binding motive of the dimer and trimer structures: The dimer structure is shown
on the left and the trimer structure on the right. Note that the dimers form parallel groups on the
substrate and that no single dimer has been found.
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Figure 4.3 Line scans of 6Ph-CN on Au(111) from different nanostructures: Typical line scans
for 6Ph-CN adsorbed on a step edge (green) and in a trimer/dimer structure (violet) are plotted
in figure (a). The measurement positions are given in figure (b) and (c). Note that the profile of
the 6Ph-CN on step edges has been shifted downward by 0.5 Å for clarity. The color code of the
graphs corresponds to the marks in the STM topography images (b,c). (image size: 77 Å× 68 Å)
tures for the different temperatures during evaporation is given in figure 4.4. Interestingly, the
fraction of the dimer and trimer structure are strongly influenced by the sample temperature,
while only a minor effect can be seen for the molecules at the step edge. In the temperature
range from 23 ◦C to 80 ◦C, the fraction of trimers is monotonically increasing with increasing tem-
perature, while the fraction of dimers is reduced. Furthermore, no single dimers are found on
the substrate. This indicates, that the dimers itself are not stable at the chosen substrate tem-
peratures, but they diffuse on the surface to form island of dimers or a trimer. The equilibrium
between these two processes is obviously influenced by the substrate temperature. Since the
fraction of trimers is increasing for higher temperatures, their assembly seems to be restricted
by a certain kinetic barrier.
4.1.3 Spectroscopy
STS measurements of 6Ph-CN on Au(111) showed two prominent peaks for the unoccupied
states regime. No significant differences between the spectra of 6Ph-CN and the bare Au(111)
surface were found for the occupied states regime. Interestingly, the two peaks vary in height
for different positions along the molecular axis. Representative spectra for the different nanos-
tructures of 6Ph-CN are shown in figure 4.5. The low-bias peak at Vbias =2.1 V to 2.2 V vanishes
at the phenyl end of the 6Ph-CN for all observed conformations (see dark blue curves in figure
4.5(a-c)). Furthermore, the higher-bias peak is not positioned at the same bias voltage for all the
different nanostructures. In figure 4.5(d) the normalized spectra of 6Ph-CN adsorbed on step
edges have the high-bias peak at a Vbias = 2.7 V (green graphs) and the spectra corresponding to
the trimer (orange graphs) and dimer structures (violet graphs) have the high-bias peak at 2.6 V.
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Figure 4.4 Fraction of cyanosexiphenyl nanostructures on Au(111) for different sample tem-
peratures during preparation: The green squares represent the molecules adsorbed on step
edges and defects (figure 4.1(b)). The orange circles represent the dimer structures (figure 4.1(c))
and the blue triangles represent the trimer structures (figure 4.1(d)). Note that the number of
molecules in the nanostructures was used to calculate the fraction, not the number of nanostruc-
tures.
This difference is attributed to the different binding motives mentioned in section 4.1.1 and will
be discussed later in more detail. Furthermore, I measured a fine-meshed line of spectra along
the axis of 6Ph-CN incorporated in a trimer structure. I plotted the dI/ dV signal versus the bias
voltage and the position in figure 4.6. The position of the two peaks in the spectra does not
change anywhere along the molecular axis, but the amplitude of the peaks differs a lot for various
positions on the 6Ph-CN. Therefore, I extracted the STS data for the peaks at Vbias = 2.17 mV
and 2.61 mV and plotted that against the measurement position together with a line scan of the
molecule (see figure 4.7). Interestingly, the amplitude of the low-bias peak is highest not at the
nitrile group but at the phenyl ring next to it. The high-bias peak in turn has three maxima, two
lower ones at the molecules ends and one prominent approximately at the fourth phenyl ring
(counted from the nitrile end of 6Ph-CN.)
4.2 DISCUSSION
The investigation of 6Ph-CN on Au(111) revealed several different supermolecular structures. For
high coverages the molecules arrange in parallel rows, where the cyano groups exhibit a interdigi-
tated zipper-like pattern [108]. In contrast, the cyano groups in dimer/trimer structures are directly
facing each other. Accordingly, there has to be a common binding partner for the cyano groups. In
section 4.1.1 I mentioned that native Au adatoms are incorporated in the dimer/trimer structures
and proposed a binding motive in figure 4.2. The different binding motives for the molecules
in dimer/trimer structures and the molecules adsorbed on step edges or in a monolayer can be
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Figure 4.5 STS of 6Ph-CN on Au(111) for the different nanostructures: The spectra of 6Ph-CN
in the trimer formation is depicted in (a), while the spectra for the dimer groups and the 6Ph-CN
at the step edge are given in (b) and (c), respectively. The insets show the corresponding STS
positions. The graphs are labelled according to the color code used for the marks in the insets. In
(d) the normalized data of all three nanostructures is given for a smaller bias window to emphasize
the different peak positions. The graphs in (d) are labelled according the frames of the insets in
(a),(b), and (c). The vertical, dotted lines mark the peak positions and the labels are showing the
corresponding Vbias in mV.(image size: (a) 92 Å× 86 Å, (b) 135 Å× 158 Å, and (c) 72 Å× 102 Å)
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Figure 4.6 Changes in spectra of 6Ph-CN on Au(111) along the axis of the molecule: The STS
data for the different positions along the molecule is plotted against the Vbias and the measure-
ment position. The inset shows the measurement position and a schematic of 6Ph-CN is depicted
(to scale) to relate the peak positions to the molecular structure.(image size: 102 Å× 84 Å)
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Figure 4.7 Amplitude-position dependence of peaks in STS of 6Ph-CN on Au(111): The am-
plitude of the two peaks mentioned in figure 4.5(a) at Vbias = 2.17 mV and 2.61 mV is plotted
against the measurement position. For comparison, the profile of the molecule is also shown
(referring to the right ordinate). The structure of 6Ph-CN is also included to indicate the position
of the phenyl groups in relation to the peak position (dotted lines).
discriminated by comparing the profiles of the molecules (see figure 4.3). This interpretation of
the experimental data is strongly supported by the DFT simulations. In figure 4.8 the represen-
tative experimental profiles of 6Ph-CN are compared to isosurface profiles of the simulated DOS
of 6Ph-CN on Au(111) with and without an Au adatom. Interestingly, the protrusion at the nitrile
end of 6Ph-CN is also observed for the simulated 6Ph-CN with the adatom, while the profile of
6Ph-CN without the adatom is as flat as the profile measured for the molecule adsorbed at a step
edge or in monolayers. This is not the only difference induced by the different binding motives
of 6Ph-CN on Au(111). In the STS measurements of 6Ph-CN, the high-voltage peak changed its
spectral position according to the binding motive. This can be understood with help of the sim-
ulated PDOS coming from DFT calculations. In figure 4.9 the PDOS of 6Ph-CN on Au(111) with
and without the Au adatom is depicted. In general, the abscissa of the PDOS (E −EFermi ) and the
dI/ dV (Vbias) are easy to compare. For low temperatures the Fermi energy separates occupied
from unoccupied electronic states, like Vbias = 0 V does in STM (see section 1.2.2). Furthermore,
every single electron in the junction gains energy from potential difference between tip and sam-
ple (Vbias). So a peak at Vbias = 1 V in the STS spectra corresponds to a peak at E − EFermi = 1 eV
in the PDOS. When interpreting this results with help of DFT simulation one has to keep in
mind that DFT is a ground state theory. Therefore, the theory has problems describing excited
states, like the LUMO of 6Ph-CN on Au(111) [125]. Accordingly, the absolute values of the unoc-
cupied states in the PDOS are not completely reliable, but we can compare the simulated data
to the measurements qualitatively. For instance, we can use the shape of the LUMO of 6Ph-CN
with adatom from simulations and compare it to the position depended amplitude of the low-bias
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Figure 4.8 Comparison of line scans of 6Ph-CN with DFT simulations: (a) and (b) show a
side view of the relaxed conformation of 6Ph-CN without and with the Au adatom, respectively
(color code: Au = yellow, C = black, N = orange, H = light blue). In (c) and (d) the corresponding
simulated STM images are depicted for the two conformations shown above. In (e) and (f) profiles
of the simulated images (violet) are plotted together with the corresponding experimental ones
(dark blue). The experimental line scans have been shifted upward by 0.5 Å for clarity. (image
size: 37 Å× 10 Å)
low-bias high-bias
Figure 4.9 PDOS of 6Ph-CN on Au(111) from DFT simulations: The solid lines represent the
PDOS of the molecule with adatom, while the dotted lines represent the PDOS without the
adatom. The marked areas label the states corresponding to the experimental observed low-bias
(orange) and high-bias (blue) peaks. The peak of the nitrogen (E − EFermi = 2.9 V) are shifted to
higher energies for the 6Ph-CN without adatom (E − EFermi = 3.5 V). (color code: carbon = black,
nitrogen = orange, hydrogen = blue, total = green; image size: 37 Å× 10 Å)
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peak from experiments (see figure 4.7). The simulated LUMO is depicted in figure 4.10. The
states corresponding to the simulated images in (b) and (c) are marked in the PDOS in (a). It is
clear already from the simulated images, that the LUMO is spread along the molecule with the
maximum amplitude at the first phenyl ring from the nitrile end of the molecule, like observed
for the low-bias peak. In figure 4.10(d) the profile of the simulated LUMO (solid green graph)
is compared to the position dependent amplitude of the low-bias peak from STS (solid orange
graph). The experimentally observed profile is also depicted for comparison (dotted blue graph).
Interestingly, the maxima of the simulated profile and the amplitude of the low-bias peak are at
the same position on the 6Ph-CN. Nevertheless, there are also differences in the shape of the
two graphs. So the simulated profile strongly increases at the edge of the molecule, while the
dI/ dV signal increases in a smooth, monotonic slope towards its maximum. This difference can
be explained, because the simulated LUMO also takes the states below the actual LUMO into
account (see figure 4.10(a)). Accordingly, the hole molecule is visible, because the PDOS at low
energies is dominated by the carbon states. The DOS of these carbons might be relatively weak
compared to higher energy values, but it is still enough to give a certain apparent height for the
DOS isosurface of the adsorbed molecule. The fine differences in height along the molecular
backbone for the simulated LUMO could not be observed experientially due to convolution aris-
ing for example from the finite tip apex of the STM. Note that the experimental profile is more
similar to the profile of the simulated HOMO (see figure 4.8(f)) then to the LUMO, because the
profile was taken from an image acquired for the occupied states (Vbias = −1 V). Because of
the promising agreement between simulated and experimental data, we decided to access the
formation of the different nanostructures by DFT calculations. To save computational effort, this
simulations were performed for cyanobiphenyl, which is much smaller than 6Ph-CN molecule but
has the same functional group at the one end of the para-phenyl backbone. In a first step, the
diffusion barrier for the different nanostructures were determined by the maximum difference in
adsorption energy for the different possible adsorption sites. The difference in adsorption en-
ergy is used hear as the barrier the molecular clusters would need to overcome to move on the
substrate. The results of this calculations are depicted in figure 4.11. Interestingly, there are
two structures that have a considerable higher diffusion barrier then all the others. These two
structures are the dimer pair and the trimer, so the same structures observed experimentally.
This simulation results strongly support the interpretation made in section 4.1.2: The dimers of
6Ph-CN are still mobile on the Au(111) surface at room temperature and have two options to form
a stable nanostructure on the surface. The dimers can either attach to other dimers to form sta-
ble islands or they can catch a third 6Ph-CN and form a stable trimer. This calculations explain
very well why only certain nanostructures are found on the substrate, also the exact diffusion
barrier values given in figure 4.11(e) are not comparable to the experiments. This is because the
6Ph-CN molecule would result in higher absolute diffusion barriers then cyanobiphenyl due to
the increased interaction of the additional phenyl rings. Nevertheless, the qualitative relation be-
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LUMO image(a) (b) (c) (d)
Figure 4.10 Comparison of simulated LUMO of 6Ph-CN with STS measurements: The PDOS
of 6Ph-CN is depicted in (a) and the spectral range used for the simulated images in (b) and (c)
is marked in dark blue. In (b) the molecular structure is superimposed to the simulated LUMO
image. In (c) the position of the profile shown in (d) (solid green graph) is marked in the image. In
(d) the profile of the LUMO (simulated) is compared to the peak height of the low bias peak (STS)
at different positions (solid orange graph, from figure 4.7). The STM topography profile depicted
in 4.7 has also been included here for comparison (dotted blue graph). (image size:)
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Figure 4.11 Diffusion barrier calculations for different nanostructures: Different nanostruc-
tures of cyanobiphenyl have been simulated by DFT and there adsorption energy difference for
all possible adsorption sites was calculated. The diffusion barrier for the isolated molecule (a),
the isolated molecule with an adatom (b), an isolated dimer, a pair of dimers (c), and a trimer (d)
are given in (e). The adsorption geometry for a single cyanobiphenyl and the path between the
possible adsorption sites (blue arrows) are depicted in (f).
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Figure 4.12 Accessibility of the Au adatom in a dimer of 6Ph-CN for a third molecule: The
energy difference of three cyanobiphenyls adsorbed on the Au(111) substrate together with an
Au adatom is depicted for different degrees of deformation of the dimer and different distances
to the third molecule. The inset shows the geometry of the nanostructure (substrate omitted for
clarity). Note that for θ = 0◦ the energy is increasing for lower ∆d (repulsive interaction), while
for θ = 30◦ the energy is increasing for lower ∆d (attractive interaction).
tween the diffusion barriers of the different nanostructures would be similar. In the second step,
the temperature dependence of the formation of the different nanostructures was addressed by
comparing the accessibility of dimers Au atom for a third 6Ph-CN for different conformations. In
figure 4.12 the total energy of the three cyanobiphenyl molecules with the Au atom is calculated
for different conformations. To mimic the effect of elevated temperatures, the dimer was grad-
ually deformed. The two molecules were bend away from the third one by different angles θ,
resulting in a kink at the Au atom (see inset in figure 4.12). Furthermore the distance of the third
6Ph-CN to the Au atom ∆d was varied to probe the potential energy surface near the deformed
dimer. The total energy is minimal for the highest θ and the lowest ∆d . Now I can consider the
deformation of the dimer to increase for elevated temperatures, creating flap dynamics around
the Au atom (while still diffusing on the substrate). This leads to an increased accessibility of
the dimer for a third 6Ph-CN molecule and hence an increased trimer formation on the heated
Au(111) sample, like observed in experiments (see figure 4.4). Accordingly, an increase in the
temperature favors trimer formation over dimer pair formation from dimers.
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5 CO-BiPADI ONAG(100) ANDCU(110)
In this chapter, I will describe the STM and STS measurements of the fragments of Co-(BiPADI)2
on Ag(100) and Cu(110). Co-(BiPADI)2 was thermally decomposed during evaporation. Therefore,
two different molecular species were found on the Ag(100) surface, Co-BiPADI and BiPADI. The
structure of the two fragments was verified by comparison of the experimental data with simu-
lated images from DFT calculations done by Cormac Toher. The two fragments Co-BiPADI and
BiPADI could by distinguished by their different STM topography. Furthermore, the Co containing
fragment could easily be identified spectroscopically, since it showed a strong Kondo resonance
at the Fermi level. Interestingly, the fragmentation led to a more flat adsorption geometry and
hence a stronger interaction with the substrate. The increased stability of the molecule on the
substrate gave me the opportunity to investigate the spatial distribution of the Kondo resonance
with submolecular resolution. The results of this STS experiments are compared to calculations
done by Dmitry Ryndyk. To investigate the influence of the substrate on the Kondo resonance in
more detail Co-BiPADI (and BiPADI) were evaporated onto Cu(110) and also investigated by STM
and STS. Furthermore, It was also possible to evaporate small amounts of the intact Co-(BiPADI)2
molecule onto a metal sample. These experiments will be presented in chapter 6.
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5.1 EXPERIMENTAL RESULTS
5.1.1 Co-BiPADI on Ag(100)
5.1.1.1 STM Images and Identification
In the overview STM image (figure 5.1) of Co-BiPADI on Ag(100) one can see molecular adsor-
bates, which are oriented in different directions and quite flat (apparent height of 1.2 Å). These
molecules look more similar to the flat aza-BODIPY (see figure 3.1) then to the more three di-
mensional Co-(BiPADI)2 seen in figure 6.1. In the more detailed image in figure 5.1(b) one can
distinguish two different molecular species. This led to the interpretation that the Co-(BiPADI)2
molecule decompose during or even before evaporation. From the molecular structure it was
likely that the Co-(BiPADI)2 would break at the ligand metal connection forming one fragment
consisting of the Co atom and one BiPADI and the other fragment formed by the excess ligand.
This hypothesis is verified by comparison to DFT simulations. In figure 5.2 high resolution STM
topography images of the two fragments are compared to simulated STM images from DFT cal-
culations. Note that the resolution of the simulated images seems to be better, since only the
isosurface of the LDOS is depicted and no convolution from the tip apex is considered. In fig-
ure 5.3 the line scans of the STM topography images are compared to profiles of the simulated
isosurface. The height and structure from theory and experiment agree very well, although the
experimental line scans are more blurred. This is mainly related to the tip’s dimensions which are
not considered in DFT simulations.
5.1.1.2 Adsorption Geometry
In general, atomic resolution on metal surfaces and imaging of molecular adsorbates are done at
different tunneling conditions. For the atomic resolution one needs to have a very small tunneling
gap, because the faint differences between top and hollow site of a metal crystal are smoothed
out otherwise (see Appendix A.5.2). On the other hand, a too small tunneling gap leads to strong
interactions between the tip and adsorbed molecules. This can cause a unintended manipula-
tion of the molecular adsorbate. This process is depicted in figure 5.4. In (a) and (b) the adsorbed
molecule before and after the manipulation is shown, respectively. In (c) a STM topography image
taken at higher tunneling current and lower bias voltage is shown. In the upper half of the image
the rectangular structure of the Ag(100) surface can be seen. When the tip was scanned across
the molecule the interaction between tip and adsorbate got high enough to move the Co-BiPADI.
In (d) a sum of the three images (a-c) is depicted to show the different adsorption positions (a,b)
in comparison to signal obtained during the manipulation shown in (c). Accordingly, it seems that
the molecule was first attracted to the tip, since the deviations from (a) in (c) start already before
the tip is scanning across the molecule. Afterwards the molecule was moved with the tip for
several lines, leading to strongly increased tunneling currents and hence a higher contrast in (c)
56 Chapter 5 Co-BiPADI on Ag(100) and Cu(110)
(a)
(b)
0 Å
1.25 Å
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Figure 5.1 Overview image of Co-BiPADI / BiPADI on Ag(100): (a) Topography image of Ag(100)
surface with submonolayer coverage of molecular adsorbates. The molecules adsorb in different
orientations and occasionally form groups at higher surface coverage (image size 352 Å× 192 Å).
The white rectangle marks the surface area depicted in (b). At higher resolution images I was
able to identify two different molecular species. One with a central protrusion, and one without.
Except this difference, the two adsorbates seem to have identical structures (see line scans in
(c).
(a) (e)
(b) (f)
0 Å
0 Å
1.13 Å(d)
(c) 1.29 Å
Figure 5.2 Comparison of measured and simulated images of Co-BiPADI / BiPADI on
Ag(100): (a) and (b) are the experimental STM topography images of Co-BiPADI and BiPADI,
respectively. In (c) and (d) a schematic of the relaxed surface conformation of Co-BiPADI and
BiPADI on Ag(100) is depicted, respectively. The images in (e) and (f) are simulated STM images
from DFT calculations. The agreement between simulated and measured images is good, al-
though the experimental ones look more blurred because of for instance the finite tip size.(image
size: (a,b) 22 Å× 20 Å, (c,d) 20 Å× 20 Å, and (e,f) 17 Å× 16 Å)
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(a) (b)
Figure 5.3 Line scans of measured and simulated images of Co-BiPADI / BiPADI on Ag(100):
The measured data is shown in (a) and the simulated images in (b). The insets in the graphs show
the color coded line scan position. Note that (a) is already shown in figure 5.1(c) and has been
depicted hear for comparison to the simulated data.
(Itunnel held constant by feedback loop, see section 1.1). Subsequently the molecule is deposited
in a new adsorption position. In (d) it becomes obvious that the protrusion at the right in (c)
corresponds to one of the phenyl rings of Co-BiPADI adsorbed in its new position. Furthermore,
I used these images to compare the adsorption geometry proposed by DFT calculations (see
figure 5.2(c)) with the experimentally obtained adsorption positions. Since the Ag(100) surface
has a rectangular symmetry and the molecules in figure 5.4(a,b) have an angle of only 73◦ it is
clear that there is more than a single adsorption direction with respect to the substrate lattice. In
figure 5.5 a more detailed analysis is shown, taking the atomic lattice in the upper half of figure
5.4(c) into account. The adsorption position after the manipulation in 5.5 is parallel to the [010]
direction of the Ag(100) surface and corresponds to the adsorption geometry proposed by DFT.
The adsorption position before the manipulation is twisted out of the [001] direction by 17◦. DFT
calculations verified this by finding another energetically favorable adsorption position at an angle
of 16◦ to the [010] direction. The difference in total energy of the two adsorption directions is
only 8.7 meV. In fact, the twisted adsorption geometry (not parallel to [010]) even has the lower
total energy. Since the sample was at room temperature during evaporation of Co-BiPADI, both
orientations have been easily accessible. I have measured the adsorption direction for more than
1000 Co-BiPADI molecules on Ag(100) to investigate the distribution of the adsorbates among
the different orientation directions. Since there was not always a atomic resolution picture at
hand, I have used the direction of straight step edges to determine the crystal orientation of
the substrate. The most stable step edge structure is the one with the shortest interatomic dis-
tance [131]. For the Ag(100) surface this is the [011] direction (and the symmetry equivalents).
A example of the measurement and the number of molecules over the angle of the adsorbates
mirror-symmetric axes and the most stable surface step edge is plotted in figure 5.6. The statistic
analysis has been conducted on overview images and an angle accuracy of about ±10◦ has to
be assumed for these measurements due to the comparably low resolution. The ranges corre-
sponding to the energetically more favorable adsorption geometry from DFT are marked in figure
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Figure 5.4 Adsorption position of Co-BiPADI on Ag(100) determined by atomic resolution:
(a) and (b) show the adsorption position before and after the manipulation. In (c) the atomic
resolution image acquired in the same as (a) and (b). In the lower half of (c) the interaction of tip
and adsorbate can be seen. In (d) a sum of (a),(b), and (c) is depicted to show the overlap of the
different adsorption positions with the atomic resolution image.
5.6(b). For symmetry reasons, all angle measurements have been reduced to angles between 0◦
and 90◦. The [010] direction and its symmetry equivalents are plotted at an angle of 45◦. Note
that there are two equivalent inclined positions, marked here at ±15(10)◦. Accordingly, the main
part of the molecules adsorbed in an angle corresponding to the orientations proposed by DFT.
Furthermore, several molecules show different adsorption angles. This indicates that their are
even more stable adsorption geometries than the two calculated till present. Nevertheless, the
interaction of the Co-BiPADI with the surface does not vary much between the different adsorp-
tion angles, since the appearance of the molecules does not change for the different adsorption
directions, neither in experimental images nor in simulated ones.
5.1.1.3 Spectroscopy and Kondo Resonance
A strong Kondo resonance was observed in STS measurements on Co-BiPADI. As expected,
the BiPADI molecule showed no Kondo resonance at all, because it does not posses a Co atom
with a single occupied orbital (interacting with the substrates conducting electrones). Represen-
tative spectra of the two molecular species are depicted in figure 5.7(a). These different spectra
support the results from the STM topography data in this chapter. The Co-(BiPADI)2 molecule
splits into Co-BiPADI and BiPADI, one ligand with and one without Co, respectively. Actually, the
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Figure 5.5 Comparison of simulated and measured adsorption position of Co-BiPADI: (a)
and (b) show the adsorption geometry of the adsorbed molecule before and after the manip-
ulation, respectively. The lattice structure from figure 5.4(c) is superimposed to the images to
determine adsorption position. For comparison, the adsorption geometries from DFT simulations
are superimposed onto the STM images. The Inset in the centre shows the crystal orientations.
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Figure 5.6 Statistics of the adsorption orientation of Co-BiPADI on Ag(100): (a) shows an
example for the angular measurements. The violet line marks the direction of the step edge,
while the dark blue lines mark the orientation of the molecules. In (b) the angular distribution of
1003 adsorbed molecules is shown. The green areas mark the energetically most favorite adsorp-
tion positions from DFT. Note that most of the molecules are adsorbed in angles corresponding
to these adsorption geometries. Nevertheless, there are molecules adsorbed in every almost
orientation, indicating that there more stable adsorption positions than those proposed by DFT.
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Figure 5.7 STS of Co-BiPADI/BiPADI on Ag(100) with submolecular resolution: (a) compari-
son of spectra from Co-BiPADI (violet) and BiPADI (blue). A spectrum of the bare Ag(100) taken
with the same tip is given in orange. The different spectra have been shifted along the ordinate
for clarity. (b) shows four spectra taken on different positions of a Co-BiPADI molecule and again a
spectrum taken on bare Ag(100) to judge the tip quality. The Kondo resonance is most prominent
in the centre of the molecule and more faint on the ligand. Furthermore, the height and shape
of the resonance changes in a non radial-symmetric fashion. The insets show the color-coded
spectra positions.
decomposition of Co-(BiPADI)2 is very beneficial for the experiments shown here. It gave me
the opportunity to compare the spectra of the Kondo impurity not only to the spectrum of the
bare metal surface, but also to the spectrum of the BiPADI ligand. Three more spectra taken
on different positions on the ligand of the Co-BiPADI molecule are depicted in figure 5.7(b). As
expected, the Kondo resonance is most prominent at the central protrusion of Co-BiPADI, were
the Co atom sits. Nevertheless, the resonance can also be measured on the ligand. Interest-
ingly, the resonance does not only change to lower amplitudes but also its shape is considerably
altered. The STS data was fitted with a modified Fano function (see equation A.1). Details of the
fitting routine are given in appendix A.1. Prior fitting, a Background Subtraction (BS) according
to Wahl et.al. [132] was performed onto the original STS data (see appendix A.2). For the data
shown in figure 5.7(a) the spectrum of the bare Ag-surface and the spectrum of the ligand were
used for BS. The resulting fitting parameters for figure 5.7(a) are summarized in table 5.1. The
different spectra (original and background subtracted are depicted in figure 5.8(a) for comparison.
In figure 5.8(b), the normalized fit functions without scaling factors (a=1;b, c=0, see equation A.1)
are given to show the influence of the BS onto the fitting parameters. The variating shape and
amplitude of the Kondo resonance in figure 5.7(b) also points to a non radial-symmetric spatial
evolution of the resonance due to the interaction with the molecular ligand. This will be investi-
gated in more detail with SPECGRID measurements later on in this chapter. The spectra in figure
5.7(b) were also background subtracted like proposed by Wahl et. al. [132]. Original and back-
ground subtracted spectra were fitted with a Fano function (see section 1.4 and appendix A.1 for
details). The corresponding parameters are given in table 5.2.
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Table 5.1 Influence of BS on Kondo resonance of Co-BiPADI on Ag(100): Kondo resonance
parameters for STS of Co-BiPADI with BS according to Wahl et.al. [132]. The bare metal spectrum
and the ligand spectrum were used for BS, separately. The STS spectra were fitted with a Fano
function (see equation A.1)
.
fitting
parameters
STS on
Co-BiPADI
BS with bare
metal
spectrum
BS with ligand
spectrum
a 781.4 879.1 99.4
b −353.1 −669.4 720.9
c [x104] 1.205 3.165 2.595
q −16.3 −15.9 −48.7
ϵK 0.62 meV 0.71 meV 0.43 meV
Γ 7.69 meV 8.44 meV 9.06 meV
TK 89.3 K 98.0 K 105.2 K
Table 5.2 Fitting parameters for the Kondo resonance of Co-BiPADI on Ag(100) with sub-
molecular resolution: Kondo resonance parameters for STS of Co-BiPADI with submolecular
resolution: the parameter sets are labeled according to figure 5.7(b). The STS spectra were fitted
with a Fano function (see equation A.1). The numbers in brackets show the fitting results without
BS [132], for comparison. The bare metal spectrum (light blue in figure 5.7(b)) was used for BS.
The fit without BS was not giving reasonable results, due to the bad signal to noise ratio (violet
in figure 5.7(b)).
fitting
parameters centre (orange)
ligand middle
(dark blue)
ligand phenyl
(green)
ligand isoindole
(violet)
a 554.3 (471.0) 370.7 (271.3) 8.76 (0.028) 83.2
b −189.1 (−125.9) −160.5 (−114.5) −210.3 (−173.0) −188.3
c [x104] 0.809 (0.627) 0.693 (0.578) 1.070 (0.918) 0.992
q −10.9 (−11.5) −7.99 (−8.86) −34.0 (−542.1) −7.87
ϵK
−0.85 meV
(−0.87 meV)
0.14 meV
(0.14 meV)
−0.06 meV
(0.26 meV)
−1.74 meV
Γ
8.32 meV
(8.51 meV)
7.30 meV
(7.42 meV)
9.62 meV
(12.86 meV)
6.83 meV
TK 96.5 K (98.8 K) 84.8 K (86.1 K) 111.6 K (149.3 K) 79.3 K
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Figure 5.8 Influence of BS onto the Fano fit of Co-BiPADI: In (a) the original STS data (violet)
and the background subtracted data (Blue for the bare metal, green for the ligand) is shown (solid
lines) together with the corresponding Fano fits (dashed lines). The black curves show the spectra
taken on the bare metal (solid line) and the ligand (dashed line) used for BS. The spectra (and fits)
have been shifted along the ordinate for clarity. (b) shows the normalized Fano function of the
fits in (a) in the same color code. Note that the influence of the scale factors was removed in (b)
(a=1; b, c=0) to emphasize the influence of the BS. The differences are still small due to the flat
spectra used for BS.
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5.1.1.4 Temperature Dependent Measurements
To verify the Kondo nature of the zero-bias resonance measured on Co-BiPADI, I investigated the
temperature dependence of the Kondo resonance. I extracted the width of the resonance from
the fitted STS data and calculated the related Kondo temperature (see section 1.4 and equation
1.24). The Zener-diode attached to the sample holder support (see section 2.1) was used to heat
up the sample. Several heating attempts were made, to characterize the accessible temperature
range. At temperatures above 30 K the Co-BiPADI molecules became mobile on the Ag(100) sur-
face. Furthermore, the elevated, non-constant temperature influenced the piezo stage. This led
to strongly increased drift of the tip during the STS measurements. To compensate that drift I
first took a normal spectrum at a chosen location in forward and backward direction (concerning
Vbias). Afterwards I measured the difference between the first and the last current values of the
spectrum, which were corresponding to the same bias voltage. Then I measured the spectrum
again with a superimpose, artificial z-drift to compensate the temperature induced drift. Several
iterative steps were necessary to get a drift free spectrum and the artificial drift had to be read-
justed after considerable changes in temperature or scanning position. Nevertheless, the drift
in the x-y-plane gives an additional error, due to a uncertainty in the spectra position. Since the
width of the resonance from a single Kondo impurity is theoretically constant (see section 1.4),
the error resulting from the spectra position is assumed to be small compared the thermal influ-
ence on the resonances width. In the literature one can find for the temperature dependence of
the Kondo resonance width the following relation [35]:
2Γ =
√
(αkBT )2 + (2kBTK )2 (5.1)
Here Γ is again the HWHM and TK is the Kondo temperature for 0 K. This means, the Kondo
temperature without any thermal broadening. For temperatures far below the Kondo temper-
ature, this dependence can be neglected. The temperature dependence of TK from the STS
measurements of Co-BiPADI on Ag(100) is shown in figure 5.9. The calculations have been done
for spectra with and without BS, to evaluate the influence of the BS onto the width of the reso-
nance. The fitting parameters are summarized in table 5.3. The difference between original data
and background subtracted is again small due to the flat spectrum on the bare metal sample.
Table 5.3 Temperature dependence for Kondo temperature TK of Co-BiPADI: The tempera-
ture dependence of the width of the Kondo resonance has been extracted from STS date and
plotted against the sample temperature during measurement in figure 5.9. This data fas fitted wit
equation 5.1. The resulting parameters are listed in this table.
fitting parameters without BS with BS
α 6.55 6.54
TK 93.6 K 92.2 K
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Figure 5.9 Temperature dependence of Kondo resonance width for Co-BiPADI on Ag(100):
HWHM Γ of the Kondo resonance. The blue crosses and curve show the original data and the
corresponding fit (see equation 5.1), respectively. While the violet crosses and curve show the
background subtracted [132] data and the corresponding fit, respectively. The fitting parameters
are given in table 5.3.
The flat behavior of Γ (T ) in the range of 0 K to 5 K allows to neglect the thermal broadening
when measuring at liquid helium temperature. The deviations due to other effects are far more
important in this temperature range. Due to the thermal influence on the piezo effect, it was not
possible to perform a SPECGRID measurement at elevated temperatures.
5.1.1.5 SPECGRID Measurements and Comparison with Molecular Structure
To investigate the influence of the molecular ligand onto the Co atoms Kondo resonance, I mea-
sured a fine-grained grid of spectra on a single molecule and a self-assembled group of Co-BiPADI.
The idea behind this measurements was to monitor the resonance for various position on and
near the molecule. The obtained spectra were fitted with equation A.1 and maps of the fitting
parameters could be extracted. Interestingly, the high stability of the STM allowed also to create
dI/ dV -maps for every bias voltage covered by the spectra. Despite the long acquisition time of
more than 8 h the conductance maps created from the spectra are very smooth, and no drift
induced artifacts can be detected. For the fitting routine, the scaling factor a and the resonances
width Γ are restricted to positive values. This is necessary to exclude fits with misleading Fano
factors q, since a negative a would fit a dip with q values corresponding to a peak and vice versa.
The negative Γ was also excluded, because a negative width of a resonance or a lower-than-none
interaction of the impurity with the bulk metal (related to the Kondo temperature TK , see sec-
tion 1.4) do not have any physical meaning. Furthermore, spectra that did not show a prominent
Kondo resonance were excluded from fitting to save computational effort. For further details on
the fitting routine see sections A.1 to A.4 in the appendix. After preliminary data analysis, it was
clear that the Kondo resonances width Γ and shift from the Fermi level ϵK did not change consid-
erably on the molecule. In figure 5.10 maps of the two fitting parameters are plotted for the single
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Figure 5.10 Spatial dependence of width Γ and shift ϵK for the Kondo resonance of Co-
BiPADI on Ag(100) from SPECGRID: The STM topography of a single Co-BiPADI on Ag(110) with
(a) and without (b) superimposed molecular structure are depicted to relate the fitting parameters
ϵK (c) and Γ (d) to the molecular structure, respectively. Before fitting, the spectra have been
background subtracted [132] and spectra showing no prominent Kondo resonance were excluded
(white areas in (c) and (d)) to save computational effort (see section A.1 for details). The structure
superimposed to (a) has been transferred to (c) and (d) with reduced opacity to clarify the spatial
dependence.
Co-BiPADI molecule. In addition, the STM topography image of the corresponding area with and
without superimposed molecular structure is shown to elucidate the spatial dependence of the
depicted fitting parameters.
From section 1.4 we know that a single impurity Kondo system can be described by its Kondo
temperature TK . So the TK for such a system should be constant [38]. Accordingly, a constant
value for Γ was deduced from the preliminary data and variations in the width were neglected
in analysis further on. The shift of the resonance from the Fermi level ϵK is related to level
repulsion between the Kondo impurities d -orbital and the Kondo resonance [41] (see section 1.4).
Furthermore, we know from equation 1.26 that ϵK only depends on the now constant Kondo
temperature TK and the occupation number for the hybridized Co d -orbital nd . This number
determines how many electrons populate the the Kondo-active orbital and is also constant for a
single Kondo impurity. Hence, I decided to keep ϵK constant as well and again deduced the value
from the preliminary fits. Accordingly, the only variating parameters for the fit were the three
scaling factors a, b, and c and the Fano factor q. The Fano factor q determines the shape of the
Kondo resonance, while the scaling factors account for different tunneling/modulation parameters
and related changes in the signal amplitude. In the following I will discuss the changes of the
Fano parameter q in the area depicted in figure 5.10. In figure 5.11 q is plotted together with the
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Figure 5.11 Spatial dependence of normalized Amplitude A and Fano factor q for the Kondo
resonance of Co-BiPADI on Ag(100) from SPECGRID: The STM topography of a single Co-
BiPADI on Ag(110) with superimposed molecular structure (a) is depicted to relate the fitting
parameter q (b) and the Kondo amplitude A (c) to the molecular structure. The q has also been
plotted without the superimposed structure, to avoid covering any details by the superimposed
graphic. Before fitting, the spectra have been background subtracted [132] and spectra showing
no prominent Kondo resonance were excluded (white areas in (c) and (d)) to save computational
effort (see section A.1 for details). The structure superimposed to (a) and (b) has been transferred
to (c) with reduced opacity to clarify the spatial dependence.
calculated amplitude A of the Kondo resonance [41].
A = a× (1 + q2) (5.2)
As expected, the Kondo resonance has the highest amplitude at the position of the Co atom,
since thats were the unpaired spin is initially positioned. But the amplitude does not decay in a
radial-symmetric manner, like know from atomic Kondo impurities [14, 54]. Since the Co atom
is covalently bound to the molecular ligand, the Co d state became hybridized with states of the
ligand. Interestingly, the main contribution to the Kondo resonance on the ligand comes from the
phenyl groups and not from the Isoindole subunits, despite their covalent binding to Co atom.
This is caused by the shape of the molecular orbital involved in hybridization of the Co and will be
discussed later with the help of DFT simulations. In figure 5.11(b) and (d) the Fano factor is plotted
for the area around the Co-BiPADI molecule shown in (a). The color code was chosen in a way
to emphasized the change in the sign of q. Accordingly, the corresponding STS data shows the
Kondo resonance with opposite asymmetry. This is illustrated in figure 5.12, were spectra from
two different position on the edge of the same molecule are compared. To emphasis the change
in the asymmetry, the linear background bVbias + c was subtracted from the experimental data
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Figure 5.12 Normalized spectra of Co-BiPADI with opposite asymmetry: The inset shows
spectra positions marked according to the color code of the graphs. The STS data is given in solid
lines, while the corresponding fits are shown in dashed lines. Note that the linear background
bVbias + c has been omitted and the spectra have been normalized to emphasize the opposite
asymmetry. The red spectrum correspond to a negative Fano factor, while the black curve corre-
sponds to positive q.
and the two spectra were normalized. Interestingly, the changes in the sign of q are obviously
influenced by the molecular structure. The Fano factor is negative almost on the entire molecule,
but near the molecule there are areas with positive q and areas with negative q. Interestingly, the
areas of negative q coincide with the axes pointing from the Co to the aromatic carbon rings in the
molecular ligand extending from the molecular core. This effect is attributed to hybridization of
Co states with molecular orbitals and the interaction of the molecule with the quasi free electron
gas of a bulk state projected onto the Ag(100) surface [P3, P4]. This will also be discussed with
help of DFT simulations later on. The pattern descried here was also found for the self assembled
group of Co-BiPADI depicted in figure 5.13. Note that the fitting routine for the trimer needed to
be different from the one for the singe molecule, since the ansatz with a constant TK does not
hold true for a group of several Kondo impurities. Hence, TK and the dependent ϵK were varied for
fitting the STS data of the Group of Co-BiPADI molecules. The influence of the Kondo impurities
in the group on each other will be discussed in the next section.
5.1.1.6 Interaction of Several Co-BiPADI Molecules and Related Changes of Their Kondo
Resonances
In regions of higher coverage, Co-BiPADI molecules self-assembled into small groups, like the
three molecules depicted in figure 5.13. The interaction between different Kondo impurities is
known to influence the width of the resonance or even its appearance [48, 60] (see section
1.4.1). In the STM topography image in figure 5.13(b) there is almost no difference between
the three molecules. However, all the other parameters differ, depending on the position of the
molecules within the group. This is because of the different number of nearest neighbors and
hence the changing level of interaction between the Kondo impurities [60]. This difference is most
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Figure 5.13 Spatial dependence of fitting parameters for a group of Co-BiPADI on Ag(100)
from SPECGRID: The STM topography of a group of three Co-BiPADI on Ag(110) with (a) and
without (b) superimposed molecular structure is depicted to relate the fitting parameters q (c),
ϵK (e), and Γ (f) and the normalized amplitude of the resonance A (d) to the molecular structure.
Before fitting, the spectra have been background subtracted [132] and spectra showing no promi-
nent Kondo resonance were excluded (white areas in (c-e)) to save computational effort (see
section A.1 for details).
prominent for the width if the Kondo resonance Γ (see figure 5.13(f)) and the amplitude of the
resonance A (see normalized A in figure 5.13(d)). The width of the resonance originating from the
central Co-BiPADI is higher then for the outer ones, while the amplitude for the central molecule’s
resonance is lower then for the other two. The resonance becomes wider and more flat due to
the increased interaction with the other impurities. The differences between the molecules in
this group concerning the shift ϵK of the resonance from the Fermi level (see figure 5.13(e))
is less prominent. Nevertheless, ϵK was not held constant like for the single molecule, since
there is a functional dependence to the changing width Γ of the resonance (see equation 1.26).
The amplitude map of the three molecules shows a similar shapes like for the single molecule,
indicating that the hybridization of the Co d -orbital by ligand states is not considerably altered by
other Co-BiPADI nearby. The pattern in the map of the asymmetry factor q looks very similar to
the isolated molecules q. In fact, for the two outer molecules one can easily superimpose the
single molecules q factor map. In figure 5.14 the contour line of the areas with different sign of
q for the trimer is superimposed to two images of the single molecular q factor map. For the
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Figure 5.14 Comparison of q factor from single molecule and self-assembled group: The
counter line of the areas of different sign in q is depicted in red. The q factor map from the single
molecule in figure 5.11(d) is is superimposed to the position of the outer molecules. The axis are
plotted like in figure 5.13 for comparison.
central molecule, the areas of positive q values facing the other two molecules are considerably
altered, compared to the isolated case. The positive q regions are a lot smaller for the trimers
central molecule and seem to be restricted to areas were the positive region of the neighboring
single molecule q maps are overlapping.
5.1.1.7 Determination of Adsorption Position of Molecules in SPECGRID Measurements
In section 5.1.1.2 I explained that there are different possible orientations of Co-BiPADI on the
Ag(100) surface. Statistic analysis of the adsorption direction and DFT calculations for the different
orientations revealed two main configurations. One is in parallel to the [010] direction of the Ag
lattice, the other is inclined by ±15◦ to this direction. In this chapter I want to determine the
adsorption direction for the molecules used for the SPECGRID measurements in section 5.1.1.5
and 5.1.1.6. This will be done like in section 5.1.1.2 by relation to nearby straight step edges.
In figure 5.15 the adsorption position of the single molecule used for specgrid measurements
is determined. The Ag crystal orientation was deduced from the step edge shown in figure
5.15(c) and (d). The direction of the straight edge is identified as the [011] direction, since it is the
energetically most favorable one. The resulting lattice structure is then superimposed to the STM
topography image of the molecule in figure 5.15(e). The correct interatomic distance was taken
from literature (see section 2.2.2), but the orientation of the crystal was determined by the step
edge in figure 5.15(d). The molecules symmetry axis is parallel to the [010] direction like seen in
the atomic resolution images and the DFT simulations mentioned in section 5.1.1.2. For the trimer
of CoBiPADI molecules mentioned in section 5.1.1.6 the adsorption direction of the molecules
was determined in a similar way, like shown in figure 5.16. Again, the Ag crystal orientation
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Figure 5.15 Adsorption position of single Co-BiPADI from SPECGRID: The orientation of the
single Co-BiPADI used for SPECGRID measurements was determined with help of a nearby,
straight step edge. (a) shows the STM topography image of the Co-BiPADI. In (b) the same
molecule (marked in orange) is shown with other molecules nearby. The overview image (c)
shows the area where the molecule is adsorbed (marked in violet) and a straight step edge
marked with a violet arrow indicating the [011] direction. In (d) a lattice has been superimposed
to fit the direction of the step edge. Note that this lattice is not representing atomic lattice of
the Ag(100) but only the orientation of the crystal. In (e) a lattice with the same orientation is
superimposed to the STM topography image shown in (a). (image size: (a,e) 25 Å × 25 Å, (b)
100 Å× 100 Å, and (c,d) 373 Å× 209 Å)
[011]
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Figure 5.16 Adsorption position of the trimer of Co-BiPADI molecules used for SPECGRID:
The orientation of tree Co-BiPADI molecules in the trimer used for SPECGRID measurements was
determined with help of a nearby, straight step edge. (a) shows the STM topography image of the
Co-BiPADI trimer. In (b) the same molecules (marked in orange) are shown with other molecules
nearby. The overview image (c) shows the area where the molecule is adsorbed (marked in violet)
and a straight step edge in the upper left corner indicating the [011] direction. In (d) the area with
the step edge is shown in more detail and a lattice has been superimposed to fit the direction of
the step edge. Note that this lattice is not representing atomic lattice of the Ag(100) but only the
orientation of the crystal. In (e) a lattice with the same orientation is superimposed to the STM
topography image shown in (a). (image size: (a) 50 Å×25 Å, (b) 400 Å×400 Å, (c) 1106 Å×563 Å,
(d) 391 Å× 266 Å, and (e) 46 Å× 28 Å)
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Figure 5.17 Overview STM topography image of Co-BiPADI/BiPADI on Cu(110): Due to the
further thermal decomposition of Co-(BiPADI)2, there is an increased amount of unidentified ad-
sorbates on the surface. Nevertheless, Co–BiPADI and BiPADI are easily identified and some
examples are marked with green and white arrows, respectively. (image size: 360 Å× 278 Å)
was determined from the step edge shown in 5.16(d) and a lattice with the same orientation
was superimposed onto the STM topography image of the trimer. Since the symmetry axis of
the molecules in the trimer are in parallel, the orientation for all three molecules related to the
Ag crystal is the same. All three molecules are oriented in parallel to the [010] direction or it’s
symmetry equivalents. Note that the interatomic distance for the superimposed lattice is only
correct in figure 5.15(e) and 5.16(e), while the other superimposed lattices have ten times the
interatomic distance of the Ag crystal.
5.1.2 Co-BiPADI on Cu(110)
5.1.2.1 STM Images and Identification
Like already explained in section 5.1.1.2 Co-(BiPADI)2 decomposes during evaporation to form
Co-BiPADI and BiPADI on the metal samples surface. This is also true for the evaporation onto
Cu(110). An overview image of the preparation can be seen in figure 5.17. Due to the thermal
stress during several evaporation attempts and the related, growing decomposition the amount
of smaller fragments on the surface is increasing. Nevertheless, BiPADI and Co-BiPADI could be
easily identified and were still the dominant kind of adsorbates on the sample. Interestingly, the
BiPADI molecules often exhibit a deformed shape, in contrast to the Co-BiPADI. This is due to
the stabilizing effect of the metal centre onto the organic ligand [11]. A higher resolution STM
topography image is depicted in figure 5.18 together with representative line scans of the two
molecular adsorbates. The shape of the molecules is similar to the measurements on Ag(100)
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Figure 5.18 Topography image with line scans of Co-BiPADI / BiPADI on Cu(110): High reso-
lution STM topography image (a) with line scans of Co-BiPADI and BiPADI on Cu(110). In (b) the
molecular structure of the two adsorbates is superimposed to the image and the positions of the
line scans are marked in the color and style corresponding to the graphs shown in (c-e). (image
size: 57 Å× 41 Å)
but it is not exactly the same. One can see that the appearance of the molecules at the isoindole
side (see figure 5.18(e)) is almost the same. On the other hand, the line scans for the other posi-
tions differ much more. The profile of Co-BiPADI in figure 5.18(c) is dominated by the protrusion
originating from the Co atom in the centre of the molecule. If one takes a closer look at the line
scans in figure 5.18(d) the BiPADI molecule seems to be wider then the Co-BiPADI. This fact is
also elucidated by comparing the superimposed structure in figure 5.18(b) to the STM topography
image underneath. The superimposed structures have been taken from the DFT calculations for
the relaxed molecules on Ag(100), since there were no simulations done for the Cu(110) surface.
At the Co-BiPADI the phenyl rings in the structure seem to be a little wider then the STM to-
pography image, while in the case of BiPADI the phenyl groups of the superimposed structure
are closer to each other than the corresponding protrusions in the STM topography image. This
means, the conformation of Co-BiPADI and BiPADI slightly changed on the Cu(110) compared
to the conformation on Ag(100). How these changes influence the electronic properties of the
molecules will be elucidated in the next section.
5.1.2.2 STS Measurements and dI/dV Maps
Representative STS measurements of Co-BiPADI and BiPADI are shown in figure 5.19. Interest-
ingly, there was no Kondo resonance observed on any Co-BiPADI molecule an Cu(110). Therefore,
a wider range of the spectrum was measured (Vbias = ±1 V) to see how the molecular orbital
changed upon adsorption onto the Cu surface. Interestingly, I found a new peak in the DOS of
Co-BIPADI at Vbias = −0.2 V, which was not observed for the DOS of BiPADI (see figure 5.19(b)).
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Figure 5.19 STS measurements of Co-BiPADI and BiPADI on Cu(110): In (a) the area of the STS
measurements is shown (image size:61 Å × 62 Å) and the positions of each spectrum is marked
according to the color code used for the graphs. For clarity, the structure of the two adsorbates is
depicted with color coded STS positions as well. In (b) the spectra at the central position (orange)
are compared (solid line for Co-BiPADI, dashed for BiPADI). The spectra of the phenyl groups (left
= light green, right = violet) are given in (c), while the spectra of the isoindole subunits (left =
blue, right = dark green) are given in (d).
The peak corresponds to the new HOMO of the molecule substrate system. In figure 5.19(c)
and (d) the spectra of the phenyl and isoindole groups of Co-BiPADI and BiPADI are compared
to the spectrum of the bare Cu(110) surface. Only the solid, light green graph corresponding to
the left phenyl ring in the structure in figure 5.19(a) also shows a peak at Vbias = −0.2 V. Since
the molecule is symmetric the peak should also be visible in the spectrum of the other phenyl
ring (solid violet line in 5.19(c)). The absence of the peak might be related to minor errors in
the STS position. To investigate the spatial distribution of this molecular orbital in more detail
dI/ dV maps have been measured for Co-BiPADI and BiPADI at Vbias = −0.2 V. In figure 5.20 two
high resolution STM topography images with superimposed molecular structure of Co-BiPADI(a)
and BiPADI(b) are depicted together with dI/ dV maps of the same area. Interestingly, the new
HOMO spreads from the central Co atom towards the phenyl groups of Co-BiPADI. There are
minor protrusion at the position of the isoindole subunits as well, but their intensity is much
lower. In fact, the protrusion at the isoindole parts in figure 5.20(c) have approximately the same
height like the corresponding protrusions in figure 5.20(d). Accordingly, the DOS at the isoindole
subunits comes from the ligand, while the main part of the DOS at the phenyl groups in figure
5.20(c) is related to the central metal atom. The upper part of figure 5.20(d) is smeared out. This
effect is attributed to the adatom adsorbed at the edge of the BiPADI molecule at the upper right
corner of figure 5.20(b).
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Figure 5.20 dI/dV maps of Co-BiPADI and BiPADI on Cu(110): In (a) and (b) high resolution
STM topography images of Co-BiPADI and BiPADI are shown, respectively. In (c) and (d) dI/ dV
maps of the same area are shown, measured at Vbias = −0.2 V and a modulation amplitude of
30 mV at a frequency of 833 Hz. The color scale is the same for the two images in the same
row. Note that ther is an adatom at the upper right corner of the BiPADI molecule, which leads
to a smearing effect in the upper half of the corresponding dI/ dV map. The protrusions in (d) are
of approximately the same height (and shape) as the outer protrusions in (c), while the central
protrusion in (c) is considerably higher (image size: 25 Å× 25 Å).
5.2 DISCUSSION
The agreement of simulated and experimental STM images for Co-BiPADI and BiPADI is excel-
lent, so the simulated images could also be used to identify the different fragment. Actually,
images for some other possible fragments of Co-(BiPADI)2 with slightly different structure were
also simulated by DFT, but the topography was not comparable to the experimental images. A
comparison of the simulated and experimental STM topography images has been depicted in
figure 5.2 and 5.3. The differences in the images and line scans are related to the convolution
created by the finite tip size in STM. In section 5.1.1.2 I mentioned that there are at least two
stable orientations of Co-BiPADI on Ag(100): one parallel to the [010] direction, the other inclined
by 15◦ to this crystal direction. Due to the substrates fourfold symmetry there are four direc-
tions for the straight orientation (parallel to [010], [010], [001], and [001]) and eight directions for
the inclined orientation (±15◦ from the direction of the straight orientation). In the experimental
images, no difference was observed between the molecules with different orientation. In figure
5.21 simulated images of the HOMO of Co-BiPADI on Ag(100) in straight and inclined orientation
are depicted. With the high resolution of the simulated isosurface, there are some discrepancies.
If we compare these two images to the STM topography image in figure 5.2(a) it is clear that
the fine difference between the inclined and straight conformation are smoothed out by the tip
induced convolution in experiments. STS measurements of Co-BiPADI on Ag(100) show a strong
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Figure 5.21 Comparison of simulated STM topography images of different orientations of
Co-BiPADI on Ag(100): Here the isosurfaces of the DOS of Co-BiPADI on Ag(100) of the two
orientations are depicted, for comparison. In (a) the molecule is oriented into the [010] direction,
while in (b) it is inclined by 15◦ to this direction (image size: 17 Å× 16 Å).
resonance near the Fermi energy (see figure 5.7), while this feature is not observed for the ligand
without the Co atom. The essential contribution of the Co, a metal atom with a single occupied
d -orbital, to the appearance of the resonance was already indicating the Kondo behavior of the
Co-BiPADI. A BS was performed for all STS measurements showing a Kondo resonance to re-
duce the influence of the DOS coming from the tip and bare metal substrate on the shape of
the resonance. The used BS was published by Wahl et. al. [132] to be able to compare Kondo
resonances measured with different tips or on different samples (see appendix A.2). In figure
5.8 the influence of the BS onto the STS data is depicted. Therein, not only the spectrum of the
bare Ag sample but also the spectrum of the corresponding position at the organic ligand was
used for BS. The corresponding fit parameters are given in table 5.2. Interestingly, the differ-
ences between the original data and the bare metal background subtracted spectra is small. This
is caused by the flat spectrum of the bare Ag(100) at a Vbias between ±50 mV. The BS with the
ligands spectrum caused more changes in the fitting parameters. Especially the Fano factor q has
been increased almost by a factor of three. The asymmetry of the spectrum hence is reduced
by the background subtraction. The difference comes from the increased DOS for the occupied
states (Vbias < 0) of organic ligand, but the resulting resonance shape is still very close to that
of the original data and the bare metal background subtracted one (see figure 5.8). Accordingly,
the asymmetry of the resonance is not the result of a superposition of ligand states with a sym-
metric zero-bias resonance but it is the result of the Kondo effect involving the single occupied
Co d -orbital. Nevertheless, additional measurements were done to verify the Kondo nature of
the resonance. For example, the temperature dependence of the width of the resonance was
measured. The results are depicted in figure 5.9 and table 5.3. The temperature dependence
of the resonances width followed the behavior predicted by equation 5.1. From literature, we
would expect α = 2π [35, 46]. The value of roughly 6.5 is in reasonable agreement with this, if
one takes the potential errors from piezo drift and accuracy of the temperature measurements
into account. The correct thermal broadening of the resonance is referred as a crucial evidence
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Figure 5.22 Comparison of hybridized Co d-orbital from DFT with Kondo amplitude from
experiment: The isosurface of the simulated data is shown in (a) and the calculated Kondo
amplitude from SPECGRID measurements in (b)(see equation 5.2).
for the Kondo nature of a zero-bias resonance [35, 46, 60]. The main objective of these experi-
ments was to investigate the influence of the organic ligand onto the spatial distribution of the
Kondo resonance originating from the central Co atom. After first STS measurements at different
positions on the Co-BiPADI, the non-radial symmetry was already determined (see figure 5.7(b)).
Nevertheless, a more detailed analysis of the spatial distribution of the Kondo resonance was
necessary to relate the STS to the molecular structure of Co-BiPADI and the DFT simulations.
Accordingly, a fine-meshed grid of spectra was measured for a single Co-BiPADI molecule and a
self assembled group of three molecules. The results are shown in figure 5.10, 5.11, and 5.13.
As mentioned already in section 5.1.1.5 the width of the resonance Γ and the related shift of the
resonance from the Fermi level ϵK are held constant for the single Kondo impurity. This leaves
only q and the scaling factors to vary in space. The asymmetry factor q is clearly influenced
by the structure of the organic ligand, although it does not change much on the molecule. The
areas of negative q next to the molecule coincide with the organic ligands aromatic side groups,
while the positive q values are measured between these extensions of the organic ligand. From
the symmetry factor q I calculated the amplitude A of the Kondo resonance (see equation 5.2).
This amplitude is depicted in figure 5.11(d) and 5.13(d) for the single molecule and the trimer, re-
spectively. The Kondo resonance has its maximum amplitude at the position of the Co, were the
singular spin is located in the Co’s d -orbital. The spatial distribution of the resonance, however,
does not follow the circular shape of an atomic d -orbital, but extends strongly in direction of the
phenyl groups of the organic ligand. In addition to this high resolution STS measurements the
electronic structure of Co-BiPADI on the Ag(100) was simulated by Dmitry Ryndyk to interpret
the experimental results. It was clear already from experiments, that the spatial distribution of
the Kondo resonance is influenced by the molecular structure. From simulations we know, that
the former d -orbital of the Co atom is hybridized because of the binding to the organic ligand. In
figure 5.22 the spatial distribution of the hybridized Co d -orbital is compared to the amplitude A
of the Kondo resonance. The agreement is good, since in both cases the maximum is located at
the Co position while two protrusions are pointing towards the phenyl groups. Furthermore it is
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reasonable, that the Kondo resonance amplitude is highest, were the contributing single occupied
orbital is positioned. Interestingly, the calculations also revealed, that the molecules is charged
on the surface, which would actually lead to a double occupation of the hybridized Co d -orbital.
Since the d -orbital is quite localized, there would be strong Coulomb repulsion between the two
electrons. Therefore, it is energetically more favorable to transfer the additional electron to the
delocalized π-electron system of the ligand. The ligand orbital does not exhibit a Kondo resonance
on its own, because the overlap with the bulk electronic states of the Ag(100) sample is rather
weak. Accordingly, no spin flip exchange processes with the conduction band electrons occurs
and no Kondo resonance is formed. It was also tried to mimic the behavior of q by superposi-
tion of the Kondo active d -orbital with different ligand orbital, but the experimentally observed
changes in sign were not reproduced. The main problem was, that changes in the sign of the
wave functions contributing to the molecular orbital happened on and not next to the Co-BiPADI,
like the change in the sign of q in experiments. Furthermore it is clear from the comparison of
amplitude and hybridized Co d -orbital in figure 5.22 that this changes in the sign of the wave func-
tion are smoothed out in experiments due to the long acquisition time of STS spectra compared
to the rate of spin flip exchange processes. Interestingly we found interference patterns on the
Ag(100) surface in dI/dV -maps at higher positive Vbias. These interference patterns are normally
observed for the free electron gas of the surface state of certain metal substrates (for example
Au(111) see section 2.2.1). Since there is no surface state on Ag(100) we attributed the interfer-
ence pattern to a bulk state of the Ag sample. This bulk state was projected onto the surface at
the metal crystals surface and created a free electron gas there [P3]. The stronger connection
of the free electrons to the bulk metal can be seen by considerably shorter coherence length of
only 5 Å to 7 Å, compared to real surface states (several hundred Å [133]). How this interference
pattern of the free electron gas are influencing the spatial distribution of q becomes clear if one
takes the the interpretation of the Fano factor given in section 1.4.1 into account. The Fano factor
q is interpreted as the fraction of the tunneling probability into the impurity state and into the the
continuum. Further on it was described that for higher q values a change of sign in q is always
accompanied by pole in spatial distribution of q. To get a pole with changing sign for a fraction
the nominator needs to go through zero or the numerator has to get infinite while numerator
or denominator change sign. The numerator of q comes from the tunneling probability into the
impurity. It is very improbable that this probability is strongly increasing shortly after the edge of
the molecule. Furthermore, this would have been visible in the Kondo amplitude maps in figure
5.11(c) and 5.13(d). Accordingly, the nominator has to got to zero and change sign to fit the ex-
perimental observations. The nominator here represents the probability for direct tunneling into
the continuum. For atomic Kondo impurities, the continuum was simply the conduction band
of the bulk metal, leading to a radial-symmetric spatial distribution of q. For molecular Kondo
systems the bulk metal is hybridized with the organic ligands molecular orbitals. This is braking
the radial symmetry and gives the molecular structure dependent spatial distribution of q. The
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Figure 5.23 Comparison of dI/dV-map of Co-BiPADI on Cu(110) at −0.2 mV and the Kondo-
amplitude of Co-BiPADI on Ag(100):The dI/dV-map of Co-BiPADI on Cu(110) at −0.2 mV is shown
in (a) and the Kondo amplitude (see equation 5.2) of Co-BiPADI on Ag(100) in (b).
strong changes in the probability for tunneling into the continuum are hence attributed to the
interference pattern of the free electron gas on the Ag(100) surface. Although this interference
pattern could only be observed at higher Vbias the functional dependence indicates the existence
of such an interference pattern also for lower values. The increased periodicity and the reduced
amplitude together with the low coherence length made impossible to observe this interference
pattern experimentally near the Fermi level. Nevertheless, it is a possible reason for the variations
in the substrates DOS. These variations could influence the asymmetry factor q via the tunneling
probability into the continuum.
The sensitivity of the Kondo system to its local environment can be seen in the experiments
of Co-BiPADI on Cu(110). Although, the STM images are very similar, because the conformational
changes upon adsorption are comparable, there are minor differences. The Co-BiPADI adsorbed
on Cu(110) look smaller on the phenyl side of the molecule (compare figure 5.2(a) to figure 5.18(a)).
This slight change in conformation might be related to the different periodicity of the substrate,
where the molecule adjusts to the ideal adsorption geometry. The closer phenyl groups might
also be sign strongly changed electronic structure of Co-BiPADI on Cu(110) compared to the
molecule adsorbed on Ag(100). In section 5.1.2.2 no Kondo resonance was measured for Co-
BiPADI, instead the STS measurements revealed a new molecular orbital at Vbias = −0.2 V (see
figure 5.19). Interestingly, this orbital was not observed on the BiPADI molecule adsorbed on
Cu(110). The spatial distribution of this new HOMO measured in a dI/ dV map is again depicted
in figure 5.23 besides the amplitude A of the Kondo resonance for Co-BiPADI on Ag(100). Both
signal show a maximum at the position of the Co atom and decay more slowly in the direction of
the phenyl rings compared to other directions. The geometrical analogies between the amplitude
of the Kondo resonance on Ag(100) and the signal in the dI/ dV on Cu(100) can be understood
by considering the increased reactivity of copper compared to silver. This increased reactivity
leads to a stronger hybridization of the Co-BiPADI molecule on Cu(110). The resulting charge
transfer from the metal to the molecule leads to double occupation of the former single occupied
molecular orbital responsible for the Kondo effect. Since there is no single electron anymore
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in the Co d -orbital, there are no spin flip exchange processes creating a new ground state, and
there is no Kondo resonance. Whether the single occupied ligand orbital on the Ag surface is also
double occupied on the Cu surface can not be determined with this experiments. Therefore one
would need to perform DFT calculations for this system. Nevertheless, we can conclude from
the strong coulomb repulsion that needs to be overcome to double occupy the strongly localized,
hybridized Co d -orbital, that the far more delocalized π-orbital on the ligand is also double occupied
on Cu(110), since the coulomb repulsion for these electrons is a lot lower.
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6 CO-(BiPADI)2 ON AU(111)
In this chapter, the measurements of Co-(BiPADI)2 molecule (see section 2.3.3) on Au(111) are
presented. The main objectives are to determine the adsorption geometry of the almost tetra-
hedral molecule and the influence on its electronic structure. Furthermore, the incorporated Co
atom can act as a magnetic impurity on the metal sample. Accordingly, the electrons of the
conduction band of the substrate and the tunneling electrons from the tip can interact with the
single electrons spin in the Co and create a Kondo resonance (see section 1.4). The spectroscopic
data obtained here is compared to the literature. The experimental results are compared to DFT
simulation conducted by Cormac Toher.
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6.1 EXPERIMENTAL RESULTS
6.1.1 STM Images
The preparation mentioned in section 2.3.4 led to a very low surface coverage of Co-(BiPADI)2 on
Au(111). In general, there were only 2 to 3 molecules on a surface area of 0.1 µm × 0.1 µm. The
molecules were exclusively adsorbed on herring bone elbows and monoatomic steps, indicating
a low surface molecule interaction and hence, a low diffusion barrier. Furthermore, fragments of
the Co-(BiPADI)2 molecules could still be observed on the surface occasionally. In figure 6.1 two
Co-(BiPADI)2 molecules and one BiPADI fragment can be seen. Note that, the Co-(BiPADI)2 is
considerably higher than the fragment (see inset in figure 6.1). This is attributed to the different
deformation of the organic ligand for the two molecules. The BiPADI molecule flattens upon ad-
sorption to increase the interaction of the π-electron system with the substrate. The Co-(BiPADI)2
molecules can not do that, due to strong steric hindrance in the more three dimensional molec-
ular structure (see figure 6.2). The organic ligands of the central metal atom in Co-(BiPADI)2 are
strongly distorted upon adsorption to increase the interaction between the metal substrate and
the π-electron system of the organic ligands. In the high resolution STM topography image this
can be seen as light blue (lower) structure surrounding the central protrusion in figure 6.3(a). In
figure 6.3(b) the corresponding line scans are given.
6.1.2 Spectroscopy
STS measurements were conducted on Co-(BiPADI)2 on Au(111). In figure 6.4 spectra from differ-
ent parts of the adsorbed molecule and the bare Au(111) surface are plotted. A prominent gap is
visible at the higher, upstanding part of the molecule. At the lower distorted part of the molecule,
this gap is strongly diminished, the onset of the LUMO is not visible at all. The gap size has
been measured from the I-V -characteristic shown in figure 6.4. Therefore linear fits have been
made for the tree conductance regimes. The intersections of these tree linear fits at −240 mV
and 270 mV were used to calculate the gap size to be 510 mV. Furthermore, a small dip can be
seen in figure 6.4 at the Fermi level for the higher part of Co-(BiPADI). This dip is a Kondo reso-
nance and has been investigated in more detail. Scanning range and modulation amplitude were
reduced to ±100 mV and 1 mV, respectively, to reduce artificial broadening of the narrow reso-
nance in STS measurements. To minimize the influence of the probe onto the spectra I performed
a background subtraction on the STS data like proposed by Wahl et. al. [132] (see A.2). This is
advantageous, since the background subtracted data is comparable to other measurements even
if the tip changed in the meantime. Both spectra, original and background subtracted data, were
fitted with a Fano function (see section 1.4 and appendix A.1 for details). The corresponding pa-
rameters are given in table 6.1. To rule out the influence of the scaling factors a, b, and c I have
plotted the Fano functions of the two fits in figure 6.5(b) with normalized a and neglected the
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0 Å
6.5 Å
Figure 6.1 Overview image of Co-(BiPADI)2 on Au(111): The two higher objects (red/yellow)
on the herring bone elbow are the Co-(BiPADI)2. The four lower protrusions (light blue) on the
fcc domain correspond to a BiPADI fragment. The inset shows two line scans comparing the
apparent height of the two molecular specimens (image size 327 Å× 273 Å).
(b) (c)(a)
(e)(d)
Figure 6.2 Structure of Co-(BiPADI)2: (a) gas phase structure from DFT-simulations (color code:
carbon = black, nitrogen = orange, hydrogen = light blue, violet = cobalt). In (b) and (c) the relaxed
structure of Co-(BiPADI)2 on Au(111) is shown in top and side view, respectively. One half of each
ligand is adsorbed parallel to the metal substrate, while the other half is standing upright. To
clarify the structure of Co-(BiPADI)2 the two ligands in (a) and (c) have been marked with different
colors in (d) and (e). The distortion of the plane π-electron system in the ligand can by seen by
comparing (a) and (c) (or (d) and (e)).
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Figure 6.3 High resolution STM image of Co-(BiPADI)2 on Au(111) with line scans: (a) high
resolution STM image of a single Co-(BiPADI)2 molecule adsorbed on Au(111). The lower (light
blue) protrusions correspond to the flat lying phenyl rings of the distorted organic ligand, while
the higher (red) protrusions are the up-standing rest of the organic ligands bound to the central Co
atom (image size 27 Å× 25 Å). In (b) several line scans across the molecule are given to compare
the apparent height in different parts of the molecule. The inset shows the color-coded line scan
positions.
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Figure 6.4 STS measurements of Co-(BiPADI)2 on Au(111) and gap size determination: The
STS spectra of Co-(BiPADI2 in (a) show a pronounced gap around the Fermi level. The HOMO and
LUMO are more prominent on the higher parts of the molecule (see inset for color-coded spectra
position, image size: 39 Å× 39 Å). Note that the edges of the gap also become more shallow for
lower spectral position (light blue), especially for the LUMO. The spectrum of the bare Au(111)
surface (dark blue) has been taken elsewhere on the sample (but with the same tip). It has been
shifted along the along the ordinate for clarity. In (b), the gap size of Co-(BiPADI)2 on Au(111) has
been determined from a I-V-spectrum on top of the molecule. The current is given in black and
the gap is marked with an orange line. The slope of the gap and more conducting parts of the
spectrum have been fitted and the intersection of these fits (violet and orange) have been used
to determine the gap size. The gap spans from −240 mV to 270 mV, giving a gap size of 510 mV.
The inset shows the spectroscopy position (image size 39 Å× 39 Å).
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Figure 6.5 Kondo resonance on Co-(BiPADI)2 on Au(111): In the STS measurements in figure
6.4 (a) there is a small dip visible at the Fermi level. This dip has been investigated more closely
here (solid violet line). The scanning range and the modulation amplitude was strongly reduced
to prevent artificial broadening of the Kondo signal. A weighted background subtraction [132] was
performed on the original STS data (solid blue line). Both data sets were fitted with the Fano
function (dashed lines in corresponding color). After background subtraction the STS data and the
fit were shifted upwards to fit the minimum of the original data for better comparison. The black
line shows the spectrum taken on the bare Au(111) surface, which was used for the background
subtraction. Note that ordinate has break, because the signal height for the bare metal spectrum
was a lot lower the on the molecule. The inset shows the STS positions (image size: 39 Å×39 Å).
(b) shows the normalized Fano function of the fits shown in (a) with the same color code. The
linear background has been removed like for 5.8(b) for better line shape comparison. Again, the
differences between the normalized Fano functions are small due to the flat spectra used for BS.
Table 6.1 Fitting parameters for the Kondo resonance of Co-(BiPADI)2 on Au(111): a, b, and
c are scaling parameters accounting for varying tunneling parameters and modulation amplitude.
The Fano factor q determines the line shape of the resonance and ϵK is the level repulsion induced
shift of the resonance from the fermi level. The width of the resonance is given by Γ and can be
used to calculate the Kondo temperature TK .
fitting parameters original data backgroundsubtracted data
a 12.7(1) 12.9(1)
b −0.086(1) −0.085(1)
c 12.4(1) 12.4(1)
q 0.044(15) 0.079(15)
ϵK 3.2(5) meV 4.0(5) meV
Γ 21.0(4) meV 21.5(5) meV
TK 244(5) 250(6)
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linear background (a=1; b, c=0). Furthermore, the hole function was normalized. This way, the
effect of the background subtraction is more clearly visible.
6.2 DISCUSSION
In figure 6.6 a simulated image from DFT calculations and the corresponding line scans are given.
The agreement between the STM topography image in figure 6.3(a) and the simulated image
shown hear is good. In both representations there is a elliptic central protrusion surrounded by
two lower protrusions at the long sides of the central one. The differences in the two images
are mainly attributed to the convolutions caused by the finite tip size in STM experiments, while
the simulated image shows the isosurface of the DOS and no tip is considered at all. In figure
6.6(b) profiles of the simulated image are shown. These profiles can be compared to those of
the experimental image (see figure 6.3(b)). As seen already for the comparison of the images,
the finite tip size convolutes the experimental data. If we compare the measured and simulated
profiles of the central protrusion (blue lines in figure 6.3(b) and 6.6(b)), the simulated profiles
shows a smaller elongation of the molecule and the edges of the protrusion or much steeper
then in the experimental case. The apparent height of the simulated and experimental profile
agree excellent for the central protrusion, but for the other two profiles, corresponding to the
lower parts of the adsorbed molecule (violet and orange lines in figure 6.3(b) and 6.6(b)) there is
a certain discrepancy. In the simulated profiles there are two lobes of approximately the same
apparent height in each profile, while in the profiles measured by STM the lobe corresponding
to the centre of the molecule is considerably higher. Furthermore, the orange profile in figure
6.3(b) exhibits three lobes instead of two. These deviations are again attributed to the finite tip
size in STM experiments. The higher lobes in the violet and orange profile in figure 6.3(b) are
related to the central lob of the central protrusion (blue line in figure 6.3(b)). So the higher central
protrusion contributes also to the lower profiles taken at the edge of the molecule because of
the broadening of the central protrusion cause by the tip size induced convolution. In figure
6.2(b) and (c) the relaxed structure from DFT simulations of the adsorbed molecule is shown. The
schematic figure 6.2(e) shows the two ligands in different colors for clarity. One half of each ligand
is adsorbed on the Au(111) surface while the other half of each ligand is pointing upwards. This
upstanding conformation is for sure not energetically favorable for the ligand alone (see section
5.1.1.1) but since both ligands are connected via the central Co atom they are forced into this
distorted conformation by steric hinderance. The adsorption geometry of Co-(BiPADI)2 on Au(111)
is also essential to understand the STS measurements conducted for this molecule-substrate
system. The STS measurements are depicted in figure 6.4 and 6.5. From figure 6.4 the HOMO-
LUMO gap of Co-(BiPADI)2 on Au(111) can be determined. The gap is with only 510 meV much
smaller, than the value of 1.54 eV for bulk Co-(BODIPY)2 determined by cyclic voltammetry [11].
The strongly reduced gap size in STS measurements is attributed to the increased hybridization
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Figure 6.6 Simulated image of Co-(BiPADI)2 on Au(111) with line scans from DFT: The sim-
ulated STM image of a single Co-(BiPADI)2 molecule adsorbed on Au(111) is shown in (a) (iso-
surface of the LDOS from DFT calculations, image size 17.5 Å× 17.5 Å). In (b) several line scans
across the simulated image are given to compare the apparent height in different parts of the
molecule to the experimental values. The inset shows the color-coded line scan positions. These
images have been created from calculations done by Cormac Toher.
of the molecular adsorbates with the metal sample compared to three dimensional matrix of
molecules in the bulk sample [134]. Furthermore, the gap is clearly visible on the higher part
of the molecule, while it is diminished for the lower, more hybridized part of the molecule. In
fact, the onset of the LUMO is not observed on the flat lying, distorted part of Co-(BiPADI)2 at
all. This discrepancy in the STS measurements is attributed to the different interaction with the
metal substrate and the distortion of the organic ligand. It is well know that the conjugated π-
electron systems of polycyclic aromatic hydrocarbons strongly interact with the electronic states
of the metal surface [134–136]. This leads to the flat adsorption geometry of the most planar
aromatic molecules. The interaction of the molecules with the metal substrates leads to a strong
broadening of the molecular states and might even mask single states or change the electronic
structure of the adsorbate by charge transfer [134, 137, 138]. The distortion of the organic ligand
(see figure 6.2) is reducing the ligands aromaticity, disconnecting the lower and the upper parts
of the ligand electronically. Hence, the upper parts of the molecule are less hybridized with the
metal states and there spectral features are less broadened. In addition to the prominent gap,
there is a small dip visible at Vbias = 0 mV for the violet and orange spectrum in figure 6.4(a).
This small dip, which is only observed on the higher, central part of the molecule, is the Kondo
resonance of Co-(BiPADI)2 on Au(111). In figure 6.5(a) this dip in the spectrum is investigated in
more detail. The dip-like appearance of the resonance is related to a strong tunneling though the
surrounding continuum and low tunneling through the magnetic impurity (see section 1.4.1). This
is surprising, since the magnetic Co is a lot higher then the Au surface (hCo = 4.3 Å, distance to
closest Au atom 4.45 Å) and hence, should be more accessible to the tunneling electrons. The
dip like shape can be understood if we assume that the main part of the electrons tunnels into
the upstanding part of the ligand, which is still about 6 Å higher then the Co atom. Thus, the
electrons are than transferred through the organic ligand and the interaction with the unpaired
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spin in the Co atom leads to increased scattering and the observed reduction in conductance.
The blue line in figure 6.5 shows the background subtracted data [132]. Since the bare metal
spectrum taken with the same tip (black line in figure 6.5) is very flat, the effect of the background
subtraction is rather small. Furthermore, the influence of changes in q below 0.1 on the line
shape of the Fano function is rather small. The width of the resonance or the Kondo temperature
are a measure for the strength of the interaction between the localized spin on the Co and the
surrounding continuum of conduction band electrons (see section 1.4). A Kondo temperature of
roughly 250 K is quite high compared to atomic Co on Au(111) (TK = 70 K [14]). This is attributed
to the increased interaction of the conducting electrons with the impurity spin via the organic
ligands π-conjugated backbone. The measured TK is still well bellow the value for Co impurities
in bulk Gold (TK = 300 K to 700 K [139–141]) since the coupling between the tip, the distorted
organic ligand, and the substrate is still considerably lower than for a Co atom fully incorporated
into a bulk gold lattice.
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7 CONCLUSIONS AND OUTLOOK
This work focusses on the investigation of single molecules or small molecular groups to gain
insight into the interplay of structural changes and resulting electronic properties and the physical
processes behind these. This is important for OPVs and organic light emitting diodes, because
the conformational changes of molecular materials at interfaces electronic properties like exciton
diffusion or dissociation are not yet well understood. On the other hand, in the field of molecular
electronics and spintronics, the influence of the local environment onto different properties of the
molecular circuits will be crucial for later applications. Low-temperature STM and STS are em-
ployed for this purpose because these technics offer atomic scale spatial resolution together with
high energy resolution. In addition, the investigated nanoscale systems can be further modified
by tip induced manipulations.
In chapter 3, the structural changes of aza-BODIPY upon adsorption onto a Au(111) surface
are discussed. The molecules change their conformation due to the strong interaction of the
extended π-electron system of aza-BODIPY with the metal substrate. From DFT calculations and
the strong deformation of the molecular structure a rather strong binding between aza-BODIPY
and the Au(111) surface is reasoned. In contrast, the molecule moves under the tip during scans
at higher bias voltage and is easily laterally manipulated. The discrepancy between these results
can be understood with help of the calculated diffusion barrier of aza-BODIPY on Au(111). The
aza-BODIPY molecule is indeed strongly adsorbed to the Au(111) surface, due to its flat geometry
and the strong interaction of the extended π-electron system with the metal substrates electronic
states, but it is also quite mobile on the surface. The high mobility is attributed to the low surface
corrugation of Au(111). The molecules are accordingly easy to move on the surface but hard to
detach from it. It is important for the creation of future molecular nanostructures to distinguish
between the energy barriers related to the detachment or the surface diffusion of molecular ad-
sorbates. In general, a detachment of the molecule is not intended, because it would destroy
89
the molecular circuit. Nevertheless, surface diffusion is needed to assemble complex molecu-
lar nanostructures or MME from molecular precoursers. The experiments on aza-BODIPY on a
Au(111) surface show that a high energy barrier for detachment does not necessarily limit surface
diffusion. Furthermore the choice of the substrate could include a more directed diffusion to cre-
ate complex supermolecular assemblies. Concerning bulk-organic-semiconductors, it is essential
to understand the photophysical processes especially at their interfaces. STM and STS offer a tool
to investigate model systems of the molecular interaction in OPV devices with high precision. The
resulting knowledge can then tune the synthesis of future materials and the construction of new
devices. In the case of aza-BODIPY, the delocalisation area of the π-electrons is increased due
to rotation of the phenyl groups into the molecular plane upon adsorption. However, in molecular
crystals these phenyl groups are not accessible for π-electrons from the molecular core. Rigid-
ifying subgroups connecting preventing the rotation of the phenyl groups out of the molecular
planes have been used to increase the delocalisation area of the π-electrons and create a redshift
in the molecules adsorption spectrum [93]. This redshift can increase the efficiency of OPVs in
future.
In chapter 4, I investigated the temperature dependent formation of different nano-structures
of the poly-para-phenyl 6Ph-CN on Au(111). To influence the topology of nanoscale systems by
macroscopic parameters like temperature is very important for future nanotechnology, because it
offers a cheap, mass processable way to assemble nanostructures by changing certain processing
parameters. The related question is which parameters need to be changed to trigger the system
in a way that it ends up in the desired nanoscale conformation. In the temperature depended
measurements on 6Ph-CN the fraction of the different nanostructures completely changed over
a temperature range of only 60 K. The different nanostructures itself were composed not only of
6Ph-CN molecules but also Au adatoms, which are present on the Au(111) surface as a free 2D
gas. From the different fractions of nanostructures on the samples prepared at different temper-
atures I deduced possible reaction pathways which were also verified by DFT calculations [P1].
To be able to predict the self-assembly properties of future molecular materials would be ground
breaking for molecular electronics. Similar experiments with different molecule-substrate sys-
tems need to be conducted in order to get a general model for the thermodynamically directed
self-assembly. Some experiments on hierarchical self-assembly of supermolecular networks have
already bean published [64]. It is also very important to have different kinds of binding mecha-
nisms in molecular networks since there are also different requirements concerning the task of
the bond. It will be essential for the incorporation of molecular electronics into conventional cir-
cuits to have a versatile toolbox for the connection of organic molecules to metallic contacts or
among different molecular building blocks, for example to structure a MME circuit by sequential,
tailored self-assembly.
The influence of the local environment on the electronic properties of adsorbed molecules and
the changes in atomic orbitals upon hybridization in molecular materials is addressed in chapter
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5 and 6. The changing interaction of the adsorbates with their environment is herein demon-
strated by the changes of the Kondo resonance, as a very sensitive measure for local electronic
interaction. The Co containing molecule Co-(BiPADI)2 and its fragments were investigated on
different metal samples and the results are compared to measurements on atomic Co from liter-
ature. The high sensitivity of the Kondo effect to the electronic environment is emphasized by the
breakdown of the effect, when changing from the Ag(100) substrate to Cu(110). In chapter 5 the
Co-(BiPADI)2 decomposed into Co-BiPADI and BiPADI. This led to the flat adsorption geometry
of the two fragments, again due to the strong interactions of the delocalized π-electron system
of the adsorbates and the metal substrate. The first quite obvious discrepancy between atomic
Co and the Co-BiPADI on Ag(100) is the shape of the resonance. For atomic Co on metal sur-
faces there is a dip-like resonance, while a peak-like resonance is observed for the Co containing
molecule. This effect has been seen for other molecules as well and can be understood in the
view of the different spatial extend of the contributing orbitals (see chapter 1.4.1). In contrast, the
Kondo resonance of Co-(BiPADI)2 on Au(111) shown in chapter 6 is dip-like, although the Co atom
is much closer to the tip then in the case of Co-BiPADI. The tunneling current is transported via
the aromatic ligand of Co-(BiPADI)2 and the Kondo state of the Co is acting as additional scattering
centre. The spatial distribution of the Kondo resonance is investigated for Co-BiPADI on Ag(100)
to gain detailed knowledge about the interaction between the magnetic atom and the organic
ligand. A grid of spectra is measured on a single molecule of Co-BiPADI an a self-assembled
group of molecules to derive maps of the fitting parameters and related properties in this ar-
eas. Interestingly, the amplitude of the Kondo resonance calculated from these measurements
corresponds very well to the spatial extend of the hybridized Co d -orbital from DFT calculations.
Accordingly, the spatial extend of the Kondo resonance differs from the radial-symmetric behavior
seen for atomic Co. The shape of the Kondo resonance also changed considerably in the surface
area accessed by the SPECGRID. The sign of the assymetry factor q changed near the edge of
the molecule. This changes are interpreted as a result of oscillations in the surface DOS induced
by the projected bulk states free electrons on the Ag(100) surface. Molecular ligands can be use
to create lattices of magnetic atoms, Kondo lattices. The interatomic distance can be precisely
tuned by the chosen ligand structure. Furthermore, the influence of the organic ligand onto the
spatial extend of the Kondo active molecular orbital can be used to engineer the coupling without
changing the interatomic distance. In future experiments, these systems could be created from
molecular precursor by MBE and subsequent heating of the substrate in UHV and be investigated
with the high precision of STM and STS. The molecular precursors should consist of a magnetic
atom and an extended molecular ligand. The ligand should posses a extended π-electronic sys-
tem in one direction and an non-conductive structure in to other direction, to create a 2D lattice
with an increased directionality of the hybridized magnetic orbital. This could lead to a directed
propagation of the heavy fermions in the finial 2D material. Furthermore, the side groups of the
ligand precursor should be terminated by functional groups that allow for a gradual, reproducible
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cross-linking of the precursor molecules in situ [64, 142]. This will be necessary to maintain the
directional effects of the molecular precursor on a macroscopic scale. The experimental effort of
this research can be strongly reduced by preliminary DFT-calculations to check wich organic lig-
and structure shows a strong hybridization of the single occupied atomic orbital with the ligands
π-conjugated side groups.
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A APPENDICES
A.1 FITTING ROUTINE FOR KONDO STS
A Kondo resonance in STS is a asymmetric feature at the Fermi level (see section 1.4). These
resonace can be described by the Fano function (see equation 1.25). To account for the different
signal heights due to the tunneling junction geometry several scaling factors were introduced:
dI
dV
= a
(q + ϵ)2
1 + ϵ2
+ bVbias + c, with ϵ =
eVbias + ϵK
Γ
(A.1)
The last two scaling factors b and c represent a linear background were b is the slope and c the
offset. The use of the slope b was necessary to account for the DOS coming from the BiPADI
ligand. The scaling factor a accounts for the different signal heights, for the resonance measured
with different modulation amplitudes or at different currents (see section 1.2.2). It is clear from
equation A.1 that the shape of the fit function is strongly changed If a gets negative. In Fact,
this would transform a peak into a dip. So there would be at least two sets of parameters witch
could fit the experimental data, but one would have a misleading q value (high values for a dip
or low for a peak, see section 1.4.1). Therefore a was restricted to positive values. The width
Γ was also restricted to positive values in the first place, since a negative width has no physical
meaning. The resulting fit of a single spectrum gave six parameters to classify the resonance:
the level-repulsion energy ϵK , the width of the resonance Γ (related to the Kondo Temperature
TK by equation 1.24), the asymmetry or Fano parameter q, and the tree scaling factors. For
single spectra this fitting could easily be done in standard data analysis software (e.g. Origin).
To gain further inside into the spatial evolution of the Kondo resonance and the individual fitting
parameters we measured grids of spectra with submolecular resolution on single molecules or
small groups. With these measurements I was able to create two dimensional maps of the
fit parameters. These SPECGRIDs were recorded with a custom made tool in the microscope
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software. Due to the desired high resolution I measured 128 × 128 spectra on a 25 Å × 25 Å
surface area for a single molecule (90 × 180 spectra on a 25 Å × 50 Å surface area for a trimer).
So the resulting file consisted of over 16 000 spectra with more than 130 data points and 3
channels (Vbias, Itunnel , dI/ dV ). To handle this amount of data I used MATLAB. Since there were
no informations about the header size or structure and matrix format I had to determine all that
by trail and error, and comparison to the custom build viewing tool from Createc R⃝. A fitting
of the experimental data was not possible within the custom made software. For the fitting in
MATLAB a free ware fitting tool was employed. The method file is printed in A.3. To reduce
the computational effort I excluded all spectra were the peak size near the Fermi level was less
the 7 % of the slope of the background dI/dV signal.To check the influence of Γ I set the with
to the average value taken from the centre of the molecule and repeated the fitting procedure
with only 5 fitting parameters left. This was only reasonable for single molecules (see section
1.4.1). The parameter ϵK was also held constant after the preliminary fits since its related to the
width Γ (and hence TK ) via the constant occupation of the impurity orbital (see equation 1.26).
The Amplitude of the Kondo resonance can also be extracted from the fitted data and plotted as a
map [41] (see equation 5.2). In literature, the second derivative of the current d2I/ dV 2 measured
at a Vbias of 5 mV [58] is often used to judge the amplitude of a Kondo resonance. This is a quite
good approximation since the dI/ dV close to the Fermi level has a high slope in that case. The
derivative of the used fit function A.1 is depicted below.
d2I
dV 2
= a
2e
Γ
q + ϵ(1− q2)− ϵ2
(1 + ϵ2)2
+ b, with ϵ =
eVbias + ϵK
Γ
(A.2)
However, the measurement at of the d2I/dV 2 has several problems. Basically, its just measuring
the slope of the Kondo resonance close to the Fermi level. This is only related to the Kondo
Amplitude if the shape of the resonance does not change considerably. A shift of the resonance
position or a change in the width could be misinterpreted as changing amplitude. For isolated
magnetic impurities in the same conformation on a stable surface these two parameters should
not change. Anyway, the maximal signal for the d2I/ dV 2 measurement is at the inflection point
of the resonance. This point also depends on Γ and is not necessarily at 5 mV. A full with of
10 mV corresponds to a TK of about 120 K. This is a reasonable range for molecular impurities but
nevertheless far from exact amplitude measurements. For molecules with different adsorption
geometry or in close proximity to other impurities the shape and width can be changed consid-
erably [53, 60, 62, 63]. Furthermore, the information about the asymmetry factor q is lost when
the second derivative of the current is used for a Kondo amplitude signal. In figure A.1 I have
plotted an example of the fitting function (equation A.1), the linear background, and the derivative
of the fitting function (equation A.2). The asymmetry of the resonance at EF is easy to see by
comparing the fitting function with the linear background. The contribution from the resonance
(first term in equation A.1) is almost zero at −50 mV but far higher at 50 mV. The plot of equation
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Vbias [mV]
Figure A.1 Example of fit function for a Kondo resonance: The shown example is printed
with parameters a=1, b=0.1, c=5, q=8, ϵK =0, Γ=8 mV. The green curve is the fitting function
(equation A.1), the orange curve is the linear background (b×Vbias +c), and the violet curve is the
derivative of the fitting function (equation A.2).
A.2 shows a prominent maximum at ∼−5 mV. This seems to support the idea of d2I/ dV 2-maps
but the position only fits because of the current parameter choice.
A.2 BACKGROUND SUBTRACTION IN KONDO STS
Before fitting I made a BS with the average of 100 spectra taken on the bare Ag(100) surface
according to the formalism given by Wahl et. al [132]. This BS is generally used to reduce the
influence of changes in the spectrum of the tip or the substrate onto the fitting routine.
dI
dV
(
V
)
BS
=
dI
dV
(
V
)
Kondo
−
dI
dV (0)Kondo
dI
dV (0)metal
× dI
dV
(
V
)
metal
(A.3)
The BS spectrum is calculated from the original spectrum by subtracting the averaged background
spectrum multiplied by a scaling factor relating the amplitude of original and background spectrum
at zero bias. This procedure moved some of the STS data below zero and hence led to problems
with the fitting tool. According the global minimum of the STS data was added to dI/dV (V )BS as
a constant background to shift all the data to the positive range before fitting.
A.3 MATLAB FITTING TOOL FIT.M
The source code of the fitting tool fit.m used in this work:
func t i on [ a , sd , C, chi2red , y f i t , e x i t f l a g , output , lambda ] = f i t ( y , sy , x , f c t , a0 , lb , ub , opt ions , ConfBounds , NaNPenalty )
%F i t c a l l s l s q n o n l i n to f i t the parameter vector a to the func t i on y=f c t ( x , a )
%i n the l e a s t square manner ( see l s q n o n l i n )
%
% General Usage :
% a = f i t ( y , sy , x , f c t , a0 )
%
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% A d d i t i o n a l Inputs :
% [ a , . . . ] = f i t ( y , sy , x , f c t , a0 , lb , ub , opt ions , ConfBounds , NaNPenalty )
%
% A d d i t i o n a l Outputs :
% [ a , sa ,C, chi2red , y f i t , e x i t f l a g , output , lambda ] = f i t ( y , sy , x , f c t , a0 , . . . )
%
% Descr ip t ion of the Inputs :
% y : Vector of exper imenta l l y found va lues corresponding to vector x
% sy : E r ro rs of the measurements y . Defau l t to 1 .
% x : Vector of exper imenta l s e t t i n g
% y_model=f c t ( x , a ) : modeled data at x and model parameter a .
% [ y_model , J ]= f c t ( x , a ) g ives the a d d i t i o n a l Jacobian matr ix J=dy / da
% opt ions : inpu t f o r l s q n o n l i n from optimset
% ConfBounds : I f set >0, est imate covar iance matr ix from ConfBouns∗sigma
% confidence bounds not from J , which assumes f c t to be l i n e a r
% wi th in conf idence bounds . The covar iances estimated f o r more than
% two input v a r i a b l e s are not proofed to be r i g h t , I evem assume
% they are only OK f o r a l l uncor re l a ted parameters ! The p lo t s are
% s t i l l OK.
% NaNPenalty : i f not empty , omit func t i on va lues tha t are NaN. ch i2 i s
% adapted to the remaining number of data po in ts and the i d e a l
% c o r r e c t i o n f a c t o r i s taken to the power of NaNPenalty . So
% NaNPenalty = 1 gives i d e a l c o r r e c t i o n
% NaNPenalty < 1 favors few data po in ts
% NaNPenalty > 1 favors many data po in ts
% You can a lso use NaNPenalty to f i t i n a c e r t a i n range . I f
% NaNPenalty i s a two element vector , i t s f i r s t ent ry i s the lower
% bound of x , i t s second ent ry i s the upper bound .
%
% Descr ip t ion of the Outputs :
% a : opt imized parameter vector
% sd : standard d e v i a t i o n of a determined by inpu t e r r o r s or i f non given
% by chi2
% C: c o r r e l a t i o n matr ix of parameters
% chi2red : sum( y i−f c t ( x i , a ) ) / length ( y i )
% y f i t : f c t ( x i , a )
% e x i t f l a g , output , lambda : from l s q n o n l i n
%
% Shortcut f o r f i t t i n g i n a c e r t a i n range :
% a= f i t ( y , [ ] , x , f c t , a0 , [ ] , [ ] , [ ] , [ ] , [ lower_x upper_x ] )
%% I n i t i a l i z a t i o n
% set a l l i nputs tha t have not been passed
i f narg in <10, NaNPenalty = [ ] ; end
i f narg in <9 | | isempty ( ConfBounds ) , ConfBounds = 0; end
i f narg in <8 | | isempty ( opt ions ) , opt ions=optimset ( ’ l sqnon l i n ’ ) ; end
i f narg in <7, ub = [ ] ; end
i f narg in <6, l b = [ ] ; end
i f narg in <5, help ( ’ f i t ’ ) ; e r r o r ( ’ Not enough input arguments ’ ) ; end
% c a l l f i t aga in with f c t ed i ted f o r f i t t i n g bounds
i f length ( NaNPenalty ) >1
i f length ( NaNPenalty ) ~=2, e r r o r ( ’ NaNPenalty cannot have more than 2 e n t r i e s ! ’ ) , end
[ a , sd ,C, chi2red , y f i t , e x i t f l a g , output , lambda ]= f i t ( y , sy , x ,@( x_ , a_ )sw( x_<NaNPenalty ( 2 )&x_>NaNPenalty ( 1 ) , f c t ( x_ , a_ ) ,NaN) , a0 , lb , ub , opt ions , ConfBounds , 1 ) ;
hold on , p l o t ( x , f c t ( x , a ) , ’ g ’ )
r e tu rn
end
% check / cond i t i on inputs tha t must be passed
NoYError=f a l s e ;
i f isempty ( sy ) , sy =1; NoYError=t rue ; end
m=numel ( y ) ;
i f i s s c a l a r ( sy ) , sy=sy∗ones (m, 1 ) ; end
i f numel ( sy )~=m, e r r o r ( ’ y and sy must have the same number of elements . ’ ) ; end
y=y ( : ) ;
sy=sy ( : ) ;
i f ~isempty ( NaNPenalty ) , sum_syrelpowm2=sum ( ( sy / sy ( 1 )∗m) .^−2) ; end
x=x ( : ) ;
% check cond i t i on of fc t , g ive h in t s on Jacobian
i f na rg in ( f c t ) <2, e r r o r ( ’ f c t must have at l e a s t the two inputs x and a ! ’ ) ; end
i f m~=numel ( f c t ( x , a0 ) ) , e r r o r ( ’ The f i r s t output of f c t and y must have the same number of elements . ’ ) ; end
i f nargout ( f c t )>=2
i f i sequa l ( opt ions . Jacobian , ’ on ’ )
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[ y test , J tes t ]= f c t ( x , a0 ) ;
i f ~ i sequa l ( s i ze ( J tes t ) , [m, numel ( a0 ) ] )
e r r o r ( ’ The second func t i on of output must be a ( numel ( y ) x numel ( a0 ) ) Matr ix . ’ ) ;
end
else
warning ( ’ F i t : JacobianNotUsed ’ , ’ You decided not to use your Jacobian output of f c t . Pass opt ion optimset ( \ ’ ’ Jacobian \ ’ ’ , \ ’ ’ on \ ’ ’ ) to
use i t . ’ ) ;
end
e l s e i f abs ( nargout ( f c t ) ) ==1
i f i sequa l ( opt ions . Jacobian , ’ on ’ )
warning ( ’ F i t : NoJacobianOutput ’ , ’ You set opt ions . Jacobian = \ ’ ’ on \ ’ ’ , however f c t has no second output . Resett ing to \ ’ ’ o f f \ ’ ’ . ’ ) ;
opt ions . Jacobian = ’ of f ’ ;
end
else
e r r o r ( ’ f c t must have at l e a s t one output ( y ) ! ’ ) ;
end
%% F i t t i n g
%setup the f i t t i n g func t i on f o r l s q n o n l i n
func t i on [ F , J ] = f c t _s ( a )
i f nargout >1
[ F , J ]= f c t ( x , a ) ;
J=J . / sy ( : , [ 1 1 ] ) ;
e lse
F=f c t ( x , a ) ;
end
F=(F ( : )−y ) . / sy ;
i f ~isempty ( NaNPenalty )
nonNaN=~isnan ( F ) ;
NaNfact =(sum_syrelpowm2 /sum ( ( sy ( nonNaN ) / sy ( 1 )∗m) .^−2) )^NaNPenalty ; % makes chi2 stay same magnitude when values are omitted
F ( nonNaN )=F ( nonNaN )∗NaNfact ;
F(~nonNaN ) =0;
i f nargout >1
J ( nonNaN , : ) =J ( nonNaN , : )∗NaNfact ;
J (~nonNaN , : ) =0;
end
end
end
% do the non l i nea r f i t
[ a , chi2min , res idua l , e x i t f l a g , output , lambda , J ] = l s q n o n l i n ( @fct_s , a0 , lb , ub , opt ions ) ;
y f i t = f c t ( x , a ) ; % do not use res idua l , because NaN values could have become zero .
ch i2red=chi2min /m;
%% Qua l i t y Check
i f ~NoYError
%tes t wether f i t i s i n t rus ted reg ion f o r ch i2
r =0.1; % r∗100% of s t a t i s t i c a l l y occur ing y w i l l be c l a s s i f i e d out of range
ch i2cdf=cdf ( ’ chi2 ’ , chi2min ,m−rank ( f u l l ( i nv ( J . ’∗ J ) ) ) ) ;
ch i2conf=2∗min ( chi2cdf ,1−ch i2cdf ) ;
i f chi2conf <r
i f ~i sequa l ( opt ions . Display , ’ of f ’ )
i f ch i2cdf <1/2 , f p r i n t f ( ’ ch i2 lower than lower bound of the conf idence i n t e r v a l \ n −> input va r i ances are to l a rge . \ n \ n ’ ) ;
e lse f p r i n t f ( ’ ch i2 g rea te r than upper bound of the conf idence i n t e r v a l \ n −> e i t h e r inpu t va r i ances are to smal l or
model does not f i t the data . \ n \ n ’ ) ;
end
f p r i n t f ( 2 , ’ Resett ing inpu t e r r o r s to sq r t ( ch i2red )∗sy=%g∗sy ! \ n ’ , sq r t ( ch i2red ) )
f p r i n t f ( 2 , ’ E r r o r ranges i n a l l p lo ts , the covar iance matr ix and the \ n ’ )
f p r i n t f ( 2 , ’ parameter e r r o r s are est imates f o r i d e a l i npu t e r r o r s ! \ n \ n ’ )
end
NoYError=t rue ;
end
output . F i t Q u a l i t y=chi2conf ;
end
i f NoYError
i f a l l ( sy==sy ( 1 ) )
f p r i n t f ( 2 , ’ E r ro rs d id not match the model . \ nSet input e r r o r s to sy=sq r t ( ch i2red )∗sy=%g to get a more s o f i s t i c a t e d
r e s u l t . \ n ’ , sq r t ( ch i2red )∗sy ( 1 ) )
e lse
f p r i n t f ( 2 , ’ E r ro rs d id not match the model . \ nSet input e r r o r s to sy=sq r t ( ch i2red )∗sy=%g∗sy to get a more s o f i s t i c a t e d
r e s u l t . \ n ’ , sq r t ( ch i2red ) )
end
sy=sy∗sq r t ( ch i2red ) ; % f o r p l o t s and conf idence bound computation
chi2min=m; % f o r conf idence bound computation
J=J / sq r t ( ch i2red ) ; % f o r Jacobi Method
end
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%% covar iance matr ix
%−−−−−−−−−−−−−−−−−−−
% We have
% d2(− l og ( ch i2 ) ) / da^2 = J ’∗J
% Assuming ch i2 to be a gauss curve
% −log ( ch i2 ) = chi2min + 1/2 a ’ V^ −1 a ,
% where V i s the covar iance matr ix , we get the second d e r i v a t i v e of
%−l og ( ch i2 ) :
% X = V^ −1
% which we i n v e r t ( and make f u l l , not sparse ) to get the covar iance :
V= f u l l ( i nv ( J . ’∗ J ) ) ;
% the standard d e v i a t i o n i s
sd=sq r t ( d iag ( V ) ) ;
% and we want the user to get i t i n the same shape as he passed a :
sd=reshape ( sd , s i ze ( a ) ) ;
% We would l i k e to present the user the c o r r e l a t i o n
% C i j = V i j / sq r t ( V i i∗V j j )
% r a t h e r than the va r i ance matr ix (we w i l l a l so pass the standard
% dev i a t i ons sd_ i=sq r t ( V i i ) so you can go back to V ) :
C=bsxfun ( @rdiv ide , bsxfun ( @rdiv ide , V , sd ) , sd . ’ ) ;
% I f the user wants a more accurate V , assuming f c t ( x , a ) not to be l i n e a r
% i n a around the opt imal a , we d i r e c t l y search f o r the i so l i n e on which
% the l i k e l i h o o d exp(−ch i2 ( a+da ) ) / exp(−ch i2 ( a ) ) =1/2 , f o r each p a i r of
% parameters . These l i n e s def ine the 1 sigma or 68% confidence i n t e r v a l s
% and can d i r e c t l y be transformed to the covar iance matr ix . We always
% compute V from J i n advance so tha t we can pass an est imator f o r the
% standard dev i a t i ons to ch i2_va r .
i f ConfBounds
[ V , C]= ch i2_va r ( a , chi2min ,@( a_ )sum( f c t _s ( a_ ) .^2 ) , sd , ConfBounds ) ;
sd=sq r t ( d iag ( V ) ) ;
sd=reshape ( sd , s i ze ( a ) ) ;
end
%% Output
% T e l l the user the r e s u l t i n a n ice form i f he d id not surpress output
i f ~i sequa l ( opt ions . Disp lay , ’ of f ’ )
%f i g u r e
%i f NoYError
% h=p l o t ( x , y , ’ o ’ ) ;
% i f m>50, set ( h , ’ MarkerSize ’ , 2 ) , end
i f m>50
p l o t ( x , y )
e lse p l o t e r r ( x , y , [ ] , sy , ’ . ’ , ’ hh ’ , 0 . 1 )
end
hold on
p l o t ( x , y f i t , ’ r− ’ , ’ LineWidth ’ , 2 )
p l o t ( x , f c t ( x , a+sd ),’−−k ’ )
p l o t ( x , f c t ( x , a−sd ),’−−k ’ )
t i t l e ( ’ F i t resu l t s ’ )
f p r i n t f ( ’ \ n F i t t i n g parameters \ n ’ )
f p r i n t f ( ’−−−−−−−−−−−−−−−−−−\n ’ )
f o r i dx =1: s i ze (C , 1 )
f p r i n t f ( ’%g +−%g (%g%%)\ n ’ , a ( i dx ) , sd ( i dx ) , abs ( sd ( i dx ) / a ( i dx ) )∗100)
end
f p r i n t f ( ’ \ nCo r r e l a t i on Matr ix ’ )
i f ConfBounds , f p r i n t f ( ’ ( dchi2 =1/2 ~ 68%% Conf . Bounds ) \ n−−−’)
e lse f p r i n t f ( ’ ( ( J ’ ’ J )^−1) _ i j / ( sd_ i sd_ j ) \ n ’ )
end
f p r i n t f(’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\n ’ )
f o r i dx =1: s i ze (C , 1 )
switch idx
case 1 , f p r i n t f ( ’ / ’ )
case s i ze (C , 1 ) , f p r i n t f ( ’ \ \ ’ )
otherwise , f p r i n t f ( ’ | ’ )
end
f p r i n t f ( ’ %6.3 f ’ ,C ( idx , : ) )
switch idx
case 1 , f p r i n t f ( ’ \ \ \ n ’ )
case s i ze (C , 1 ) , f p r i n t f ( ’ / \ n ’ )
otherwise , f p r i n t f ( ’ | \ n ’ )
end
end
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f p r i n t f ( ’ \ nChi2 /N = %g \ n \ n ’ , ch i2red )
end
end
A.4 IMPORTROUTINEANDFITTINGSCRIPT FORSPECGRID FILES
The following routine was used to import and fit the data from SPECGRID measurements:
f i d =fopen ( f i lename , ’ r ’ ) ; f read ( f i d ,1024) ; header=ans ; %read ing parameters from f i l e header , i n s e r t f i lename
SpecL=header ( 2 9 ) ;
x b i l d=header ( 7 7 ) ;
y b i l d=header ( 8 5 ) ;
low_l im=header ( 5 7 ) ;
SpecL_pure=header ( 4 7 ) ;
data=f read ( f i d , In f , ’ s ing le ’ ) ; %s o r t i n g data from data stream
bias=data (1 :2 :2∗SpecL ) ;
b l a=data (2∗SpecL +1:3: end ) ; NoE=length ( b l a ) ;
I=zeros ( SpecL , xb i l d , y b i l d ) ; I ( ( 1 : NoE ) )= b la ;
dIdV=zeros ( SpecL , xb i l d , y b i l d ) ; dIdV ( ( 1 : NoE ) )=data (2∗SpecL +3:3: end ) ; %f i l l e ven tua l l y empty data−po in ts with zeros
I=reshape ( I , SpecL , xb i l d , [ ] ) ; dIdV=reshape ( dIdV , SpecL , xb i l d , [ ] ) ; %c rea t i ng matr ix from sorted data
I= I ( low_l im : low_l im+SpecL_pure , : , : ) ; dIdV=dIdV ( low_l im : low_l im+SpecL_pure , : , : ) ; b i as=b ias ( low_l im : low_l im+SpecL_pure ) ; %eras ing data from
shor t breaks f o r measurement s t a b i l i z a t i o n
d e f a u l t=optimset ( ’ l sqnon l i n ’ ) ;
besser=optimset ( de fau l t , ’ MaxIter ’ , i n f , ’ MaxFunEvals ’ , i n f ) %modify ing standard e x i t cond i t i ons
f o r xcoord =1: x b i l d
f o r ycoord =1: y b i l d
c ( xcoord , ycoord , : ) = f i t ( dIdV_BG ( : , xcoord , ycoord ) ,1 , b ias ,@( x , aa ) f a n o f i t ( b ias , aa ( 1 ) , aa ( 2 ) , aa ( 3 ) , aa ( 4 ) , aa ( 5 ) , aa ( 6 ) ) , [ 1 1 1 −1 1
1 ] , [ ] , [ ] , besser , [ ] , [ ] ) ; %f i t t i n g
end
end
save ( ’ f i l e from specgr id \ DATA_fi lename_specgrid . mat ’ ) ; %saving data , i n s e r t f i lenamex
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A.5 CALIBRATION OF PIEZO CONSTANTS FROM ATOMICALLY RE-
SOLVED IMAGES
A.5.1 Au(111)
Atomic resolution was achieved at a clean spot of the Au(111) sample to calibrate the correct
relation of the voltage applied to the piezo crystals and the tip movement. The atomically resolved
image is is shown in figure A.2. The lattice structure superimposed to the image corresponds to
hexagonal lattice with an interatomic distance of 2.88 Å. This fits very well to the (111) plane of
fcc gold, since the interatomic distance in this plain is the nearest neighbor distance of the bulk
unit cell (see section 2.2.1). These measurements have been used to calibrate the STM for the
data shown in chapter 6.
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Figure A.2 Atomic resolution on Au(111): (a) Topography image of Au(111) with atomic resolu-
tion with superimposed lattice structure. Resolution achieved by molecular adsorbate at the tip
(image size: 15.7 Å x 12.3 Å, Vbias = −0.5 V, Itunnel = 0.1 nA). (b) Line scan of a monoatomic step
edge on Au(111). Inset shows step edge position (image size: 20.2 nm x 14.9 nm, Vbias = −0.5 V,
Itunnel = 0.03 nA).
A.5.2 Ag(100)
Atomic resolution was achieved on Ag(100) at a Vbias of 10 mV and a Itunnel of 1.0 nA. An autocor-
relation analysis has been done for the periodic lattice structure to determine the correct piezo
constants (see figure A.3).
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Figure A.3 Atomic resolution on Ag(100): (a) Topography image of Ag(100) with atomic res-
olution. (b) autocorrelation image of (a) with superimposed lattice structure in magnified inset
(image size: 50 Å x 50 Å, inset 14 Å x 14 Å, Vbias = 10 mV, Itunnel = 1.0 nA). (c) Line scan of two
monoatomic step edges on Ag(100). Inset shows step edge position (image size: 13.0 nm x
12.4 nm, Vbias = 0.12 V, Itunnel = 0.42 nA).
112 A Appendices
CONFIRMATION
I confirm that I independently prepared the thesis and that I used only the references and auxiliary
means indicated in the thesis.
Dresden, 25th of September, 2015
Confirmation 113

