We provide a fundamental theorem that can be used in conjunction with Kolmogorov asymptotic conditions to derive the first moments of well-known estimators of the actual error rate in linear discriminant analysis of a multivariate Gaussian model under the assumption of a common known covariance matrix. The estimators studied in this paper are plug-in and smoothed resubstitution error estimators, both of which have not been studied before under Kolmogorov asymptotic conditions. As a result of this work, we present an optimal smoothing parameter that makes the smoothed resubstitution an unbiased estimator of the true error. For the sake of completeness, we further show how to utilize the presented fundamental theorem to achieve several previously reported results, namely the first moment of the resubstitution estimator and the actual error rate. We provide numerical examples to show the accuracy of the succeeding finite sample approximations in situations where the number of dimensions is comparable or even larger than the sample size.
1 Introduction 1.1. LDA and error estimation. Linear discriminant analysis (LDA), originally based on an idea proposed by R. A. Fisher using the linear regression procedure (Fisher, 1936 (Fisher, , 1940 , has a long history in statistics and pattern recognition. It was further developed by Wald (1944) in the context of decision theory and then formulated by Anderson (1951) in terms of what is known today as Anderson's statistic. From the first use on taxonomic classification by Fisher (1936) , LDA-Fisher-based classification and recognition
Why are error estimators the focus of the current work?
The validity of the classifier relies upon the quality of the error estimators (Dougherty et al., 2007; Dougherty, 2008) . However, results on characterizing the quality of error estimators and, in particular, on their moments using Kolmogorov asymptotic conditions are much scarcer and limited to Raudys (1978) . The first author of this article recently considered the approach taken by Deev (1972) and Serdobolskii (2000) to obtain asymptotically exact expressions of first and second moments of the resubstitution and leave-one-out error estimators of misclassification and their association with true error (Zollanvari, Braga-Neto and Dougherty, 2011) . Here, we first present a general theory that is used later to find the first moment of smoothed resubstitution and plug-in error estimators. We show how this result can be used to determine an optimal parameter of smoothing to make a smoothed resubstitution estimator unbiased. We further show that the same general theory can be used to achieve several previously reported results on the moments of resubstitution and true error. The ultimate goal of the line of this research is to analyze the applicability of error estimators in high dimensions and further synthesize accurate error estimators in terms of bias, variance and computational complexity.
Why a known covariance matrix?
Clearly, in practice, the assumption of a common known covariance matrix of classes imposes a limitation on use of the results. However, as has generally been the case, the results for the known covariance matrix have been obtained prior to those for the unknown covariance matrix, the latter typically being significantly more difficult. For instance, see Foley (1972) , John (1961) , and Sorum (1971 Sorum ( , 1973 to cite just a few articles that have made the same assumption of a common known covariance matrix of classes in the LDA context. This assumption is not specific to the context of LDA and historically it has been a starting point for studying various statistics, e.g., see Conte, Lops and Ricci (1996) , Moreira (2009) , and Wacker and El-Sheikh (1984) . Obtaining the corresponding results presented in this paper for an unknown covariance matrix is the next logical step in this line of research.
1.5. Organization of the paper. In Section 2, we present LDA, the definition of its true error, and several estimators of the true error that are the main focus of this work. In Section 3, we present the novel results achieved in this paper. We first present a theorem that we call the fundamental theorem of known covariance LDA, as it can be used for analyzing the performance of several estimators of LDA true error as well as the true error itself. We further apply this theorem to characterize the first moment of the plug-in error estimator and smoothed resubstitution, both of which have not been previously analyzed in the literature. We use the results of this section to find an "optimal" smoothing parameter that produces an unbiased smoothed resubstitution estimator. In Section 4, we show that the main theorem presented in Section 3 can be used in the same manner to prove several previously reported results on the first moment of the resubstitution error estimator and the true error of LDA. Section 5 provides succeeding finite sample approximations and numerical examples showing the accuracy of these approximations in situations where the number of dimensions is comparable or even larger than the sample size. The paper ends with the discussion section.
LDA, true error, and its estimators
In this section, we define the problem of discriminant analysis, its actual or true error, and then various estimators commonly used to estimate this true error.
2.1. LDA and its true error Consider a set of n = n 0 + n 1 independent and identically distributed (iid) observations of dimension p, where n 0 observations {X 1 , X 2 , . . . , X n 0 } come from population Π 0 and n 1 observations
i=n 0 +1 X i are the sample means for each class. The designed LDA classifier is
that is, the sign of W determines the classification of the sample point, X. Here, following John (1961) , Moran (1975) , and Raudys (1967) , we assume that the covariance matrix, Σ, is known and fixed; in particular, the W statistic is not a function of the sample covariance matrix,Σ. In practice, however, if Σ is not known, thenΣ may be plugged in as an estimator of Σ. Given the training data (and thus the sample meansX 0 andX 1 ), the classification error is
where α i = P (X ∈ Π i ) is the a priori mixing probability for population Π i , and i is the error rate specific to population Π i , with
and therefore,
where Φ is the cumulative distribution function of a standard Gaussian random variable. In order to evaluate the overall performance of the classification rule (here LDA) over all sample spaces given the parent distributions of classes, we use:
The resubstitution error estimator
The apparent classification error, or resubstitution error estimator (Smith, 1947) 
where I{A} is the indicator variable for the event, A, andα i = n i /n is the empirical mixing frequency for population Π i . Therefore, we have:
The plug-in error estimator
This estimator of true error, originally proposed by Fisher (1936) , is obtained by replacing μ 0 , α 0 and α 1 byX 0 ,α 0 andα 1 in (2.2) and is called a plug-in estimator. We denote it byˆ p . After simplification, we haveˆ p = Φ(−δ/2) as given by Moran (1975) , whereδ = (X 0 −X 1 ) T Σ −1 (X 0 −X 1 ) is the estimated Mahalanobis distance between the classes.
Then, it is of interest to look into E(ˆ p ), which we investigate it in this paper. Using simulation studies, Lachenbruch and Mickey (1968) and Moran (1975) stated that this estimator behaves similarly to resubstitution. We confirm this claim analytically here.
2.4. The smoothed resubstitution error estimator The idea behind smoothed estimators (Glick, 1978 ) is simply to replace sharp indicator functions by "smooth" functions taking values in the interval [0, 1], thereby reducing the variance of the original estimator. In Glick (1978) , Hirst (1996) , and Snapinn and Knoke (1985, 1989) , this idea is applied to the resubstitution error estimator for LDA classification, in which case one replaces the indicator function I in (2.3) by a smooth function, g:
with a similar expression forˆ 1 sr by replacing X 1 with X n 0 +1 . It follows that E(ˆ 0 sr ) = E[g{W (X 0 ,X 1 ,X 1 )}], with a similar expression for E(ˆ 1 sr ) by replacing X 1 with X n 0 +1 . The choice of the smoothing function is naturally critical to the performance of the error estimator. Typical choices include linear and Gaussian smoothers. In this article, we adopt the latter choice, in the form proposed by Snapinn and Knoke (1985) , i.e., g(x) = Φ{−x/(bδ)} whereδ = (X 1 −X 0 ) T Σ −1 (X 1 −X 0 ) and b is a free parameter that must be provided, which is typical of smoothing methods. As b → 0, there is no smoothing and the estimator reduces to plain resubstitution (generally negatively biased), whereas as b → ∞, there is maximal smoothing and the estimator becomes a constant (generally positively biased). One approach to selecting b is thus to find the value that moves the bias to zero, yielding an unbiased estimator. We return to this point in Section 3 when we discuss optimal smoothing.
The leave-one-out error estimator
The leave-one-out error estimator (Lachenbruch and Mickey, 1968) for the LDA classification rule is given bŷ
is the discriminant obtained when observation X i is left out of the training,α i is defined as before, andˆ i l is the leave-one-out error rate specific to population Π i , witĥ
However, from the definition of this estimator, it is clear that we have
where 0 n 0 −1 and 1 n 1 −1 are conditional true errors defined in (2.1) for a problem of n 0 − 1 and n 1 − 1 observations, respectively. Therefore, studying the expectation of the true error of the misclassification suffices to determine that of the leave-one-out estimator. Consequently, we do not consider this estimator further in this study.
Novel results

The fundamental theorem of known covariance LDA
We call the theorem derived in this section the fundamental theorem of known covariance LDA (FTKCLDA) since it can be used for characterizing the average performance of several error estimators of the LDA true error as well as the true error itself. As we will see later, to apply this theorem properly in studying the statistics considered here, we simply need to determine the proper parameters.
denote two independent non-central chi-square random variables with degrees of freedom p and non centrality parameters ν 1 and ν 2 , respectively. Assume that λ 1 and λ 2 are two parameters such that, for ν 1 , ν 2 ∈ R + ∪ {+∞} and p ∈ N ∪ {+∞}, the following conditions hold:
where c i , i = 1, 2, 3 and a j > 0, j = 1, 2 are some constants. Then, we have:
where
and N (0, 1) is a standard normal distribution.
Proof. As mentioned by Johnson, Kotz and Balakrishnan (1994) 
We first focus on the central chi-square part of Z 1 and Z 2 . By the central limit theorem (CLT) for iid random variables, we have:
Similarly, we have:
Owing to the fact that p, ν i , and a i 's are all positive, the condition stated in (3.3) implies that:
where k i , i = 1, 2 are some constants. By using Slutsky's theorem in (3.5) and (3.6) and noting the condition stated in (3.1), we have:
Kolmogorov asymptotics in LDA 
where h i , i = 1, 2 are some constants. Using Slutsky's theorem and noting the conditions stated in (3.1) and (3.2), we have:
[2λ
Then, (3.4) follows from (3.7) and (3.8).
A double asymptotic approach in LDA
For simplicity of notation, we assume that taking the limit under the Kolmogorov asymptotic conditions, i.e., n 0 → ∞,
Another simplification of notation is to replace W (X 0 ,X 1 , X) and W (X 0 ,X 1 , X 1 ) with W (X) and W (X 1 ), respectively.
Consider a sequence of Gaussian discrimination problems defined by the sequence of parameters and sample sizes: 9) where the means and the covariance matrix are arbitrary except that the Ma-
For simplicity of notation, and at no risk of ambiguity, we subsequently omit the subscript "p" from the parameters and sample sizes in (3.9). However, we keep the subscript for δ p whenever is needed to prevent any confusion. Furthermore, we add the lim p→∞ δ p = δ condition to the aforementioned Kolmogorov asymptotic conditions (k.a.c.) and we denote taking the limit under all these conditions as lim k.a.c. , which means that lim k.a.c.
A. Zollanvari and M.G. Genton We will see in the next sections that Theorem 3.1 can be used in the same way as we used it here to find the expectation of different estimators of the true error under the Kolmogorov asymptotic conditions, which has not been considered yet.
3.3. The plug-in error estimator From Section 2.3, we have E(ˆ p ) = E{Φ(−δ/2)}. Then, utilizing the FTKCLDA results in the following theorem:
Theorem 3.2. In the sequence of Gaussian discrimination problems defined by (3.9) , under the Kolmogorov asymptotic conditions, we have:
where E(ˆ r ) is the first moment of the resubstitution true error, which is available from our results presented in Zollanvari et al. (2011) or a simplified version of the proof using FTKCLDA presented in Section 4.
Proof. Moran (1975) showed that (by adapting the results stated there to the definition of discriminant used here) E(ˆ p ) = P (Y < 0), where Y is a random variable distributed as (1 + ρ)Z 1 − (1 − ρ)Z 2 in which Z 1 ∼ χ 2 p (ν 1 ) and Z 2 ∼ χ 2 p (ν 2 ) are independent and
and ρ = n 0 +n 1 n 0 +n 1 +4n 0 n 1 . We mention that in the corresponding formulas for ν 1 and ν 2 stated by Moran (1975) , there are some typographic errors that we corrected in (3.11). To be able to use Theorem 3.1, we first define Y as:
where s = 1/4 (n 0 + n 1 )(n 0 + n 1 + 4n 0 n 1 )/n 0 n 1 and note that E(
Under the Kolmogorov asymptotic conditions and by letting λ 1 = s(1 + ρ) and λ 2 = −s(1 − ρ), it follows that: lim k.a.c. 13) and by taking a 1 = 1/2 and a 2 = 1, it follows that: 14) and all the conditions of Theorem 3.1 hold. Noting the fact that lim k.a.c.
then the results follow by using (3.4) from Theorem 3.1.
The smoothed resubstitution error estimator
In this section, we first derive the statistical representation ofˆ 0 sr and then employ the FTK-CLDA to get E(ˆ sr ). From Section 2, we have:
.
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A. Zollanvari and M.G. Genton Then, the following theorem holds:
are independent non-central chi-square random variables, with non-centrality parameters
by exchanging n 0 and n 1 .
Proof. The estimatorˆ sr is clearly invariant to any linear transformation such that we can use the canonically convenient form proposed by Dunn (1971) , with Σ = I and μ 0 = −μ 1 = (δ/2, 0, 0, . . . , 0) T . Therefore, we have:
This can be written as:
Kolmogorov asymptotics in LDA 313 with Σ U = Σ V = I. Therefore,
where U + V is independent from U − V , and Σ U +V = Σ U + Σ V + 2Σ UV = 2(1 + ρ)I, where
Similarly, by taking
and the theorem follows. Using the FTKCLDA, we have:
Theorem 3.4. In the sequence of Gaussian discrimination problems defined by (3.9) , under the Kolmogorov asymptotic conditions, we have:
and therefore lim k.a.c.
where E(ˆ r ) is the first moment of the resubstitution true error, which is available from our results presented in Zollanvari et al. (2011) 
or a simplified version of the proof using the FTKCLDA presented in Section 4. This means that under k.a.c., the smoothed resubstitution error estimator is less optimistically biased than is resubstitution.
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A. Zollanvari and M.G. Genton Proof. To be able to use Theorem 3.1, we first define Y as:
where s = 1/4 (n 0 + n 1 )(4n 0 n 1 (1 + b 2 ) + n 0 − n 1 )/n 0 n 1 and note that E(ˆ sr ) = P (Y < 0) = P (Y < 0). Under the Kolmogorov asymptotic conditions (n 0 → ∞, 
By taking a 1 = 1/2 and a 2 = 1 and similar to (3.14), it follows that: lim k.a.c. 
Var(Y ) = lim
p→∞ n 0 →∞ n 1 →∞ δ 2 p 1+b 2 + 1 2n 0 + 1 n 1 + p 1 2n 0 n 1 + 1 2n 2 1 +(1+b 2 ) 1 n 0 + 1 n 1 = (1 + b 2 )(δ 2 + J 0 + J 1 ) ,(3.
E(Y ) = lim
then the results follow by using (3.4) from Theorem 3.1. Comparison of the first moment ofˆ sr andˆ r can be easily done from results presented by Zollanvari et al. (2011) or a simplified version of the proof using the FTKCLDA presented in Section 4. The simplicity and accuracy of the equations in (4.3) and (3.15) let us easily find the optimal value of b that makes the smoothed resubstitution approximately unbiased. For simplicity, we assume that n 0 = n 1 = n and α 0 = α 1 in (4.3). From equating (4.3) and (3.15), the theoretical "optimal" amount of smoothing that produces an unbiased estimator is:
Not surprisingly, the value of b opt is large for small ratios, n/p, whereas it becomes close to zero (no smoothing) for large ratios, n/p.
Proof of several known results using FTKCLDA
The results presented in Theorem 4.1 below are the same as those proved in Zollanvari et al. (2011) though by a different approach. Here, we show that the FTKCLDA can be applied as before to obtain these results. Also, as we explained in Section 1, the result of Theorem 4.2 is a special case of what has been considered previously in the literature for the LDA true error in a general case of the unknown covariance matrix by Deev (1970 Deev ( , 1972 , Fujikoshi (2000) , Meshalkin and Serdobolskii (1978) , and Serdobolskii (2000) . While the main contribution of the current paper is to introduce the FTK-CLDA and its application in achieving the asymptotic expectation of estimators of the true error of misclassification in LDA with a known covariance matrix, the case of the true error is included to show the comprehensiveness of the FTKCLDA.
The resubstitution error estimator
Theorem 4.1. In the sequence of Gaussian discrimination problems defined by (3.9) , under the Kolmogorov asymptotic conditions, we have:
Proof. In Zollanvari, Braga-Neto and Dougherty (2009), we showed that W (X 1 ) is represented statistically by
where Z 1 ∼ χ 2 p (ν 1 ) and Z 2 ∼ χ 2 p (ν 2 ) are independent and
A. Zollanvari and M.G. Genton
As in (3.12) and (3.13), it can easily be seen that the limit of (λ 1 + λ 2 )p and λ 1 ν 1 + λ 2 ν 2 under the Kolmogorov asymptotic conditions converges to a finite constant. Then, by taking a 1 = 1/2 and a 2 = 1, it follows that:
2) and all the conditions of Theorem 3.1 hold. Noting the fact that lim k.a.c.
E{W (X
the results follow by using (3.4) from Theorem 3.1.
The true error
Theorem 4.2. In the sequence of Gaussian discrimination problems defined by (3.9) , under the Kolmogorov asymptotic conditions and for X ∈ Π 0 , we have:
Proof. From Zollanvari et al. (2009) , it can be easily shown that W (X) is represented statistically by
where Z 1 ∼ χ 2 p (ν 1 ) and Z 1 ∼ χ 2 p (ν 2 ) are independent and for i = 1, 2:
As in (3.12) and (3.13), it can easily be seen that the limit of (λ 1 + λ 2 )p and λ 1 ν 1 + λ 2 ν 2 under the Kolmogorov asymptotic conditions converges to a finite constant. Then, by taking a 1 = 1/2 and a 2 = 1 and similar to (4.2), we have: 
E{W (X)} = lim
5 Numerical examples and discussion 5.1. Finite sample approximation for the expectation of ,ˆ r ,ˆ p andˆ sr To simplify the notation, the following function is defined:
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A. Zollanvari and M.G. Genton
Under the Kolmogorov asymptotic conditions, Theorems 3.2, 3.3, 3.4 and 4.2 give asymptotically exact values of E( ), E(ˆ r ), E(ˆ p ) and E(ˆ sr ), respectively, that could be used in their finite sample approximations by simply
On the other hand, we can use slightly different formulas by replacing the denominator in (3.10), (3.15), (4.1), and (4.3) by that in (3.14) and (3.16), (4.2), (4.4), respectively. That is, we can use the following formulas as well:
where we have
The only difference between these equations and those finite sample approximations based on (3.10), (3.15), (4.1), and (4.3) is in the denominator. That is, Var ∞ {·} is replaced simply by Var{·} where {·} are the proper random variables that were used in the Theorems 2, 3, 4 and 6 to find these quantities. This is the counterpart of the Raudys approximation for different estimators of interest. In fact, since under the Kolmogorov asymptotic conditions we have Var{·} − Var ∞ {·} → 0, one is free asymptotically to use the set of equations in (5.1) or those of (4.3), (4.1), (3.10) and (3.15). However, in finite sample approximations, they may have a slightly different performance; we investigate this possibility in this section. In order to distinguish between these two sets of approximations in the following figures, we call the set of equations in (5.1), the redundant-finite sample approximation and those of equations (3.10), (3.15), (4.1), and (4.3), the asymptotic-finite sample approximation. The main reason to consider the redundant-finite sample approximation is that, in fact, the Raudys formulas are all of this type approximation while the formulas developed by Deev, Serdobolskii and Meshalkin for E( ) are all asymptotic-finite sample approximations (Serdobolskii, 2000) .
Numerical results
To test the accuracy of the redundant-finite sample approximation and asymptotic-finite sample approximation, we estimate the expectation of the true error and its estimators for LDA classification with a known covariance matrix using Monte-Carlo simulations. The model that we consider consists of two Gaussian distributions with different means but equal covariance matrices having δ 2 = 4, which corresponds to a Bayes error of 0.1586.
From Figures 1-3 , it is easy to see that the redundant-finite sample approximation and the asymptotic-finite sample approximation agree very well with Monte Carlo estimation of the first moments even in dimensions that are much higher than the sample size (notice that since the covariance matrix is assumed to be known, these high dimensions are legitimate). The figures show that the two types of analytical results mentioned above perform similarly. Therefore, it is clear that the important terms determining the values of E( ), E(ˆ r ), E(ˆ p ) and E(ˆ sr ) are singled out in the asymptoticfinite sample approximation. It is noteworthy to mention that in Figure 2b , we have used the known value of δ 2 for computing (3.17). This choice of δ 2 is used here to show the accuracy of the finite sample approximation and eliminate the randomness ofδ 2 . However, in practice, in order to use (3.17) for finding b opt , an estimator of δ 2 , namelyδ 2 , is needed. It is interesting to compare Figure 2b with Figure 1a to see how well the expectation of smoothed resubstitution with the choice of optimal smoothing agrees with the expectation of true error. Figure 3 is similar to Figure 2b in which the difference between the Monte Carlo estimate and the proposed finite sample approximations for E(ˆ sr ) is shown; however, instead of using b opt from (3.17), we used the choice of smoothing parameter proposed by Snapinn and Knoke (1985) .
Discussion
The simplicity of equations (3.10), (3.15), (4.1), and (4.3) makes them a proper tool to interpret the effect of dimensionality, sample size and the distance of classes on the overall behavior of the statistics. For simplicity, we assume that the sample size of the classes are equal and hence J 0 = J 1 . Therefore, we have: Bias(ˆ r ) = E(ˆ r ) − E( ) and from the asymptotic approximation stated in (4.3) and (4.1), we have: This shows that resubstitution is indeed an optimistic estimator of the true error. However, we have to mention that this well-known conclusion is asymptotically exact under the Kolmogorov asymptotic conditions. On the other hand, in Theorem 3, we showed that E(ˆ r ) and E(ˆ p ) are asymptotically the same. That is, lim k.a.c. E(ˆ p ) = lim k.a.c. E(ˆ r ). This fact has been reported by simulations in the literature; e.g., see Lachenbruch and Mickey (1968) and Moran (1975) . In Theorem 4.2, we showed that 
. This is perhaps one of the reasons that smoothed resubstitution was proposed by Glick (1978) , i.e., to penalize the optimistic bias of resubstitution. However, as stated before, theoretically, we need to use the proposed b opt to makeˆ sr an unbiased estimator of . The value of b opt depends on the true parameters of the underlying distribution of classes, namely the Mahalanobis distance, which needs to be estimated in Snapinn and Knoke (1985) . This choice of smoothing parameter is not computable for n < p + 4.
practice. In some similar situations where a statistic in the pattern recognition context depends on the Mahalanobis distance, it is suggested to use different estimators of this measure as in McLachlan (1992) .
Conclusion
In this article, we presented the fundamental theorem of known covariance LDA (FTKCLDA) in conjunction with the so-called Kolmogorov asymptotic approach to study the behavior of different statistics of interest in linear discriminant analysis. This gives new insight into the Kolmogorov asymptotic approach by proposing a novel proof for obtaining the first moment of various estimators of the misclassification error rate as well as the distribution of the discriminant itself.
In this study, we showed analytically that in situations where the dimension of the problem is comparable to the sample size, the plug-in error estimator has an asymptotically (in terms of Kolmogorov) optimistic bias that is equivalent to that of the apparent error, something that has been confirmed by simulation studies before. In addition, we showed that in similar scenarios, the expectation of smoothed resubstitution is larger than that of resubstitution. However, to prevent optimistic or even pessimistic bias of this estimator, the amount of smoothing should be controlled as suggested, giving us the opportunity to find an optimal smoothing parameter for this estimator. The performance of the smoothed resubstitution with the choice of the optimal smoothing parameter, which itself depends on the Mahalanobis distance, remains for future studies.
In this work, we assumed that the covariance matrix used in the representation of the linear discriminant analysis is known. While this is a limitation of the results of the current work, this assumption has been historically made in studying various discriminants as a cornerstone of more complex settings. Therefore, the next logical step is to extend the results presented here to a more general setting where the covariance matrix is unknown. Another direction for future studies is to extend the results presented here to other estimators of the LDA error rate or studying the expected error rate of other classifiers and the performance of their estimators.
