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In this paperwe study the expressive power of the extension of first-order logic by the unary
second-order majority quantifier Most1. We consider first certain sublogics of FO(Most1)
over unary vocabularies. We show that over unary vocabularies the logic MSO(R), where
MSO is monadic second-order logic and R is the first-order Rescher quantifier, can be char-
acterized by Presburger arithmetic, whereas the logic MSO(Rn)n∈Z+ , where Rn is the nth
vectorization of R, corresponds to the 0-fragment of arithmetic. Then we show that
FO(Most1)≥MSO(Rn)n∈Z+ andthat, onunaryvocabularies, FO(Most1)collapses touniform-
TC0. Using this collapse, we show that first-order logic with the binary second-order major-
ity quantifier is strictly more expressive than FO(Most1) over the empty vocabulary. On the
other hand, over strings, FO(Most1) is shown to capture the linear fragment of the count-
ing hierarchy. Finally we show that, over non-unary vocabularies, FO(Most1) can express
problems complete via first-order reductions for each level of the counting hierarchy.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The main goal of descriptive complexity theory is to give logical characterizations of central complexity classes. The
seminal result in the field was Fagin’s [2] characterization of NP in terms of problems describable in existential second-
order logic (∃ SO). Since then, most of the central complexity classes have been given such logical characterization. In [3]
Stockmeyer defined the polynomial hierarchy (PH) and observed that full second-order logic describes exactly the problems
in the polynomial hierarchy.
Fagin’s characterization of NP implies that NP = coNP iff ∃ SO ≡ ∀ SO on finite structures. The full logics ∃ SO and
∀ SO have turned out to be very difficult to study using techniques of finite-model theory, e.g., Ehrenfeucht–Fraïssé games.
Therefore, the monadic fragments of ∃ SO and ∀ SO have been studied extensively. The hope has been that the restriction to
the monadic case will yield more tractable questions [4]. For example, it was shown in [5] that the monadic second-order
quantifier alternation hierarchy over the class of finite graphs is strict.
The countinghierarchy (CH) is the analogueof thepolynomial hierarchy, thebuildingblockbeingprobabilistic polynomial
time (PP) instead of NP:
1. C0P = P,
2. Ck+1P = PPCkP,
3. CH = ⋃k∈N CkP.
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The counting hierarchywas defined byWagner [6]. The definition above is due to Torán [7]. The class PP consists of languages
L for which there is a polynomial time-bounded nondeterministic Turingmachine N such that, for all inputs x, x ∈ L iff more
than half of the computations of N on input x end up accepting.
In [1] it was shown that the extension of FO by second-order majority quantifiers of all arities describes exactly the
problems in the counting hierarchy. This characterization is based on the observations that the k-ary second-order existential
quantifier can be defined in terms of the k-ary second-ordermajority quantifierMostk and first-order logic. Further, by using
both the k-ary second-order existential quantifier and Mostk , it was shown that, for k > 1, the k-ary second-order Rescher
quantifierRk is expressible in the logic FO(Mostk).
Since it holds that
PH ≤ CH ≤ PSPACE,
it is a difficult task to separate the classes PH and CH. By the results in [3] and [1], this question is equivalent to the question:
is SO ≡ FO(Mostk)k∈Z+ on finite structures. In this paper, we study the relationship of the monadic fragments of these
two logics: FO(Most1) and MSO. The analogous approach regarding the question NP = coNP? has turned out to be fruitful
before.
So, in this paper we take up the study of the expressive power of FO(Most1), i.e., the monadic fragment of the counting
hierarchy. In [1] it was shown that FO(Most1) ≥ MSO(R), where R is the first-order Rescher quantifier. Since the quantifier
R is not definable in MSO, this result already separates the logics FO(Most1) and MSO.
We consider first the expressive power of logics over unary vocabularies. Suppose that τ = {P1, . . . , Pn} is a vocabulary,
where each Pi is unary, and A is a τ -structure. The atomic 1-types t(x) of vocabulary τ induce a partition of the universe of
A into 2n many disjoint parts, the sizes of which determine A up to isomorphisms. Therefore, we can encode τ -structures
by 2n-length tuples of natural numbers, and classes of τ -structures by sets of such tuples.
We begin our studywith the logic MSO(R), whichwas shown to be a sublogic of FO(Most1) in [1].We show that the logic
MSO(R) can be characterized in terms of Presburger arithmetic (i.e., the semi-linear relations ofN). A natural generalization
is then to allow also vectorizations of R in the logic. It turns out that the logic MSO(Rn)n∈Z+ , Rn being the nth vectorization
of R, corresponds to the0-fragment of arithmetic. The proof additionally shows that
MSO(Rn)n∈Z+ ≡ MSO(R2)
on unary vocabularies.
Coming back to the logic FO(Most1), we then show that
MSO(Rn)n∈Z+ ≤ FO(Most1).
On the other hand, over unary vocabularies, all FO(Most1)-definable classes (encoded as relations over N) turn out to be
definable in the logic FO(M) over initial segments of arithmetic, where M denotes the unary first-order majority quantifier.
In [8] it was shown that the languages in the linear counting hierarchy LINCH correspond exactly to the class R of
so-called counting rudimentary sets. Also, finding a logical characterization for the class LINCH was left as an open question.
Using the result in [8], we show that, on strings, FO(Most1) captures LINCH. Our proof follows the ideas in [9] where it was
shown that MSO captures the linear-time hierarchy LINH on strings with built-in addition.
We also show that over initial segments of arithmetic the logic FO(Most1) is strictly more expressive than FO(M). By
combining these results, and the fact that ordering and the arithmetic relations can be defined using second-order existential
quantification over binary predicates in FO(Most2), it follows that FO(Most2) is strictly more expressive than FO(Most1)
over the empty vocabulary. In the last section, we show that, over non-unary vocabularies, FO(Most1) can express problems
complete via first-order reductions for each level of the counting hierarchy. We show that FO(Most1) can express a variant
of the quantified boolean formula problem defined in terms of the majority quantifier.
2. Preliminaries
Vocabularies τ are finite sets consisting of relation symbols and constant symbols. All structures are assumed to be finite.
The universe of a structure A is denoted by Dom(A). The class of all τ -structures is denoted by Mod(τ ). For a logic L, the
set of τ -formulas of L is denoted by L[τ ]. If ϕ is a τ -sentence, then the class of τ -models of ϕ is denoted by Mod(ϕ). For
logics L and L′, we write L ≤ L′ if for all vocabularies τ (unless otherwise specified), and all sentences ϕ ∈ L[τ ] there is a
sentence ϕ′ ∈ L′[τ ] such that Mod(ϕ) = Mod(ϕ′). We write L ≡ L′, if L ≤ L′ and L′ ≤ L. The set of natural numbers is
denoted byN andN∗ (alsoZ+) denotes the setN\{0}. For an alphabet,∗ denotes the set of all finite strings over and
+ = ∗\{λ} denotes the set of strings with positive length.
In the following, we characterize certain logics over unary vocabularies in terms of fragments of arithmetic. Over unary
vocabularies, structures can be identified up to isomorphisms with certain vectors of natural numbers. For a vocabulary
τ , we denote by Sk(τ ) the set of all atomic k-types over the vocabulary τ , i.e., complete consistent sets of quantifier-free
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formulas in k variables over τ . Suppose that τ is a vocabulary containing only unary relation symbols. For a τ -structure A
define
cA = (cAt )t∈S1(τ )
where cAt = |{a ∈ Dom(A) | A |
 t(a)}|. It is easy to verify that the sequence cA determines the structure A up to iso-
morphisms. On the other hand, over non-unary vocabularies, structures cannot in general be encoded in such a suc-
cint way as above. In particular, structures, considered as inputs to Turing machines, are assumed to be ordered. Let
τ = {<, R1, . . . , Rs, c1, . . . , cm} be a vocabulary, where < is always interpreted as an ordering of the universe. Fix a
τ -structure A. We may assume that Dom(A) = {0, . . . , n − 1} for some n. Now each relation RAi can be encoded by a
binary string of length nri , where ri is the arity of Ri, such that “1" in a given position indicates that the corresponding tuple
in the lexicographic ordering of Dom(A)ri is in RAi . Similarly, the interpretation of a constant ci is encoded by the string
of length log n corresponding to the number cAi in binary. The binary encoding bin(A) of a structure A is defined as the
concatenation of the bit strings coding its relations and constants. In the case τ contains no relation symbols, we augment
τ by a dummy unary relation symbol which is always intepreted by the emptyset. This ensures that | bin(A)| ≥ |Dom(A)|.
Given a class K of ordered structures, we write
LK = {bin(A) | A ∈ K}
for the language corresponding to K . Now that we have encoded classes of structures to languages over alphabet {0, 1}, we
define what it means for a logic to capture a complexity class. We say that a logic L captures a complexity class C, L ≡ C, if
for all τ of the form {<, R1, . . . , Rs, c1, . . . , cm}, and all classes K of τ -structures,
LK ∈ C iff K = Mod(ϕ) for some ϕ ∈ L[τ ]. (1)
For a complexity class C, we denote by C[τ ] the family of classes K of τ -structures for which LK ∈ C. In Section 8 we show
that the logic FO(Most1) captures the linear analogue of the counting hierarchy on unary vocabularies, i.e., the equivalence
in (1) is shown to hold in the case τ = {<, P1, . . . , Pm}, where each Pi is unary.
2.1. Generalized quantifiers
We study logics defined in terms of generalized quantifiers. Any class of relational structures, which is closed under
isomorphisms, can be turned into a first-order generalized quantifier [10]. To take an example, suppose that τ = {P} is a
vocabulary where P is a unary predicate symbol. Let K be the following class of τ -structures
K = {(M, A) | A ⊆ M and |A| is even}
Now the class K gives rise to the Lindström quantifier Qeven expressing even cardinality via the following semantics
A |
 Qevenx ϕ(x) ⇔ (Dom(A), ϕA) ∈ K,
where ϕA = {a ∈ Dom(A) | A |
 ϕ(a)}.
We say that a quantifier Q , over vocabulary τ , is definable in a logic L if Q = Mod(ϕ) for some sentence ϕ ∈ L[τ ]. An
important example of a quantifier not definable in FO is the first-order Rescher quantifier R:
A |
 R x, y (ϕ, ψ) ⇔ |ϕA | > |ψA |.
We shall also consider vectorizations of the quantifier R. The nth vectorization of R is a quantifier which binds two n-ary
formulas with the following semantics:
A |
 Rn x, y (ψ0(x), ψ1(y)) ⇐⇒ |ψA0 | > |ψA1 |.
We need also the first-order majority quantifier M, defined as
A |
 M xψ(x) ⇐⇒ |ψA | > |Dom(A)|/2.
In the presence of linear order, R is definable by M.
The notion of a second-order generalized quantifier [11] can be defined analogously to the first-order case. Formally,
second-order quantifiers correspond to certain classes of second-order structures which are closed under isomorphisms.
We refer to [11] for details. Let us look at some examples instead. The familiar k-ary second-order existential quantifier can
be also defined as a generalized quantifier:
A |
 ∃Xϕ(X) ⇔ ϕA = ∅,
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where ϕA = {X ⊆ Mk | A |
 ϕ(X)}. The k-ary second-order majority quantifier Mostk is defined by:
A |
 Mostk Xϕ(X) ⇔ |ϕA | > 2|Dom(A)|k−1.
The k-ary second-order Rescher quantifierRk is defined by:
A |
 Rk X, Y (ψ(X), φ(Y)) ⇔ |ψA | > |φA |.
A notion of definability can also be formulated for second-order generalized quantifiers [12]. For the purposes of this
paper, it suffices to note that definability of a quantifierQ in a logic L gives us a uniformway to expressQ in L. The following
definability results were shown to hold in [1]:
Fact 2.1
1. The k-ary second-order existential quantifier is definable in FO(Mostk).
2. If k > 1, thenRk is definable in FO(Mostk).
3. The first-order Rescher quantifier R is definable in FO(Most1).
It is an open question whetherR1 is definable in the logic FO(Most1).
3. Arithmetic
We call the first-order theory of the natural numberswith addition, 〈N,+〉, Presburger arithmetic. The canonical ordering
≤ and the relations ≡p for all p > 1, where a ≡p b ⇐⇒ p | b − a, are clearly definable in this theory. The theory is
decidable by the following theorem [13].
Theorem 3.1. First-order logic has quantifier elimination on 〈N,+,≤, 0, 1, (≡p)p∈Z+〉.
When we add multiplication to the structure, even existential first-order formulas can define all recursively enumerable
sets. One way to restrict the expressive power, is to allow only bounded quantifications.
Lemma 3.2. Let R be a k-ary relation on N. The following are equivalent:
(a) R is definable on 〈N,≤,+,×〉 by a first-order formula ϕ(x), whose all quantifications are of the form (∃v ≤ t)ψ , where
t is a term.
(b) R is definable on 〈N,≤,+,×〉 by a first-order formula ϕ(x), whose all quantifications are of the form (∃v ≤ u)ψ , where
u is a variable and whose atomic formulas are of the form x + y = z, xy = z or x = y.
(c) There exists a first-order formula ϕ such that for all n, ϕ defines the relation R ∩ nk on 〈n,+′,×′〉, where +′ and ×′ are
the graphs of + and × relativized to n.
Proof. The implication (b)⇒ (a) and the equivalence (b) ⇐⇒ (c) are rather trivial. In order to prove the implication (a)⇒
(b), we need to code numbers in the form u0 + u1v + · · · + ukvk , where v is the maximum input variable and k depends
on the terms t bounding the quantifications in (a). Complex terms can be transformed into three atomic formulas by adding
existential quantifiers (see [14] for details). 
We call a first-order formula a 0-formula, if it satisfies the condition (a) of Lemma 3.2. Relations satisfying one of the
conditions are called rudimentary. We may also define0-fragment of any other logic on arithmetic as in the condition (c).
4. MSO(R) and Presburger arithmetic
Let τ be a finite vocabulary containing only unary relation symbols. Recall that Sk(τ ) is the set of all atomic k-types over
the vocabulary τ . Given a formula ψ , let τ(ψ) be the set of all relation symbols occurring in ψ and given a structure A, let
τ(A) be the vocabulary of A.
Denote the first-order formula ∀x(Ux → Vx) by U ⊆ V and the formula ∃x(Ux ∧ ∀y(Uy → x = y)) by |U| = 1.
We consider in this section the expressive power of MSO(R) on Mod(τ ) and show that it corresponds to Presburger
arithmetic. The first step is to prove that first-order quantifiers of the logic can be pushed inwards behind the second-order
quantifiers.
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Lemma 4.1. LetQ be a set of first-order quantifiers. EveryMSO(Q)[τ ]-formula φ(x0, . . . , xn−1) is equivalent to aMSO(Q)[τ ]-
formulaψ(Ux0 , . . . ,Uxn−1) without free first-order variables such that for all A and a0, . . . , an−1 ∈ Dom(A)
A |
 φ(a0, . . . , an−1) ⇔ A |
 ψ({a0}, . . . , {an−1}),
and in ψ(Ux0 , . . . ,Uxn−1) first-order quantifiers occur only as part of the following subformulas: U ⊆ V, |U| = 1 or Qx0, . . . ,
xk−1(ψ0(x0), . . . , ψk−1(xk−1)), where Q ∈ Q and every formulaψi is quantifier-free.
Proof. We first define a transformation [x → Ux] for MSO(Q)[τ ]-formulas that replaces all free occurrences of x in a
formula by a new unary relation Ux in the following way:
(x = y)[x → Ux] ≡ Uxy
(Vx)[x → Ux] ≡ Ux ⊆ V .
The transformation [x → Ux] is defined trivially on the connectives. For a tuple x of first-order variables occurring free in
φ, we denote by φx →U the formula from which all the variables in x have been eliminated by a repeated application of the
operation [x → Ux]. Note that the order inwhich the variables are eliminated using the operation [x → Ux] does notmatter
modulo logical equivalence. In particular, we can transform any formula φ(x) ∈ MSO(Q)[τ ] into a formula φx →U without
free first-order variables such that for all A and a0, . . . , an−1 ∈ Dom(A)
A |
 φ(a0, . . . , an−1) ⇔ A |
 φx →U({a0}, . . . , {an−1}),
that is, φx →U satisfies the first requirement of the lemma. In order to satisfy the required structural properties, we need to
define a further transformationψ → ψ ′ (applying to formulas φx →U , for ϕ(x) ∈ MSO(Q)[τ ]) in the following way. Forψ
of the form U ⊆ V or¬(U ⊆ V),ψ ′ := ψ , and in the remaining cases the transformation is defined in the following way:
(
Qx0, . . . , xk−1
(
ψ0(x
0), . . . , ψk−1(xk−1)
))′ ≡
∨
I0⊆S|x0|(τ (ψ0))
...
Ik−1⊆S|xk−1|(τ (ψk−1))
(⎡⎣∀x0(ψ0(x0) ↔ ∨
t∈I0
t(x0)
)⎤⎦′ ∧
· · · ∧
⎡
⎣∀xk−1(ψk−1(xk−1) ↔ ∨
t∈Ik−1
t(xk−1)
)⎤⎦′
∧Qx0, . . . , xk−1
( ∨
t∈I0
t(x0), . . . ,
∨
t∈Ik−1
t(xk−1)
))
(∃Xθ(X))′ ≡ ∃Xθ(X)′
(∃xθ(x))′ ≡ ∃Ux((θ [x → Ux])′ ∧ |Ux| = 1)
(¬θ)′ ≡ ¬θ ′ if the sentence is not of the form U ⊆ V
(θ ∧ γ )′ ≡ θ ′ ∧ γ ′
We can now prove using induction on the structure of φ(x) ∈ MSO(Q)[τ ] that φx →U and (φx →U)′ are equivalent. If φ
is an atomic formula, then there is nothing to prove since φx →U = (φx →U)′. The induction is also trivial for the boolean
connectives and for the monadic second-order existential quantifier. Suppose that ϕ is of the form ∃xθ(x, y). Let A be a
model and A |
 (∃xθ(x, y))y →U . By definition (∃xθ(x, y))y →U = ∃xθy →U(x), hence A |
 θy →U(a) for some a ∈ Dom(A).
Therefore it holds that
A |
 θy →U[x → Ux]({a})
and, by the induction assumption, that
A |
 ∃Ux((θy →U[x → Ux])′ ∧ |Ux| = 1).
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The other direction is analogous. Finally, note that the correctness of the translation of the generalized quantifier Q follows
from the fact that, over unary vocabularies, if two sequences of elements have the same atomic type, there exists an auto-
morphism of the structure mapping one sequence to another. Therefore, every definable relation is already definable by a
quantifier-free formula.
We have now shown that for all φ(x) ∈ MSO(Q)[τ ] the formulas φx →U and (φx →U)′ are equivalent and hence φ(x) and
(φx →U)′ satisfy the first requirement of the lemma. A similar induction shows that (φx →U)′ satisfies the required structural
properties. 
Theorem4.2. Given a sentenceϕ ∈ MSO(R)[τ ], there exists a formulaϕ∗((xt)t∈S1(τ )) ∈ FO[{+}] such that for allA ∈ Mod(τ ),
A |
 ϕ if and only if 〈N,+〉 |
 ϕ∗(cA).
Proof. Wemay assume ϕ is in the form of Lemma 4.1. The claim of the theorem holds for the formulas U ⊆ V , |U| = 1 and
R xy(ψ0(x), ψ1(y)), whereψ0 andψ1 are quantifier-free. We let
(U ⊆ V)∗((xt)t∈S1(τ )) ≡
∧
t∈S1(τ )
Ux,¬Vx∈t
xt = 0,
(|U| = 1)∗((xt)t∈S1(τ )) ≡
∑
t∈S1(τ )
Ux∈t
xt = 1, and
(R uv(ψ0(u), ψ1(v)))
∗((xt)t∈S1(τ )) ≡
∑
t∈S1(τ )
ψ0∈t
xt >
∑
t∈S1(τ )
ψ1∈t
xt .
If we consider a subformula of ϕ that is not a subformula of one of these formulas, then it does not have free first-order
variables and thus we can prove the theorem by induction. If a τ ∪ {U}-sentence θ satisfies the theorem and ϕ ≡ ∃Uθ(U),
we may put
ϕ∗((xt)t∈S1(τ )) ≡ (∃zt ≤ xtτ )t∈S1(τ∪{U})
⎛
⎝θ∗(z) ∧ ∧
t∈S1(τ )
zt∧Uv + zt∧¬Uv = xt
⎞
⎠ ,
where t ∧ Uv denotes the unique atomic type on τ ∪ {U} extending t and containing Uv and similarly for t ∧ ¬Uv. The
induction is trivial for connectives. 
Theorem 4.2 has also the following converse showing that we need thewhole expressive power of Presburger arithmetic.
Theorem 4.3. For every formula ϕ(x) ∈ FO[{+}], there exists a sentence ϕ∗ ∈ MSO(R)[U], |U| = |x| = n, such that for all
[U]-structures A,
〈N,+〉 |
 ϕ(|UA0 |, . . . , |UAn−1|) ⇐⇒ A |
 ϕ∗.
Proof. By Theorem 3.1, wemay assume that ϕ(x) is a quantifier-free {+,≤, 0, 1} ∪ {≡p | p ∈ Z+}-formula. If the claim of
the theorem holds for formulas θ and γ it clearly holds for θ ∧ γ and¬θ . Thus it suffices to consider only atomic formulas
(atomic in the vocabulary {+,≤, 0, 1} ∪ {≡p | p ∈ Z+}).
Every atomic formula can be written as xi0 + · · · + xil−1 + c  xj0 + · · · + xjm−1 + d, where  is one of the relations=,≤, or≡p and c and d are constant natural numbers. We write this as
∃UilUjm(|Uil | = c ∧ |Ujm | = d ∧ |Ui0 | + · · · + |Uil |  |Uj0 | + · · · + |Ujm |),
where il and jm are different from the indices ik , k < l and jk , k < m. Subformulas |Uil | = c and |Ujm | = d are first-order
expressible so our goal now is to write a MSO(R)-sentence that expresses
|Ui0 | + · · · + |Uil |  |Uj0 | + · · · + |Uim |. (2)
If  is≤, we write (2) as
∃V0 . . . VlW0 . . .Wm
⎛
⎝ ∧
0≤k≤l
|Uik | = |Vk| ∧
∧
0≤k≤m
|Ujk | = |Wk|
∧∀x(|{k ≤ l | Vkx}| ≤ |{k ≤ m | Wkx}|)) .
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To overcome the problem of sums being greater than the size of the model in (2), the idea is to move the sets Ui0 , . . . ,Uil
(Uj0 , . . . ,Uim ) on top of each other by the sets V0, . . . , Vl (W0, . . . ,Wm) so that (2) can be expressed by comparing the
cardinalities of the sets {k ≤ l | Vkx} and {k ≤ m |Wkx} elementwise. Above, subformulas |Uik | = |Vk| are expressible using
the Rescher quantifier and |{k ≤ l | Vkx}| ≤ |{k ≤ m | Wkx}| can be written as a quantifier-free formula.
If  is=, we can express (2) by using the previous formula and the fact that x = y ⇐⇒ x ≤ y ∧ y ≤ x.
Finally, suppose,  is≡p. We write (2) now as
∨{ ∧
0≤k≤l
|Uik | ≡p ak ∧
∧
0≤k≤m
|Ujk | ≡p bk
∣∣∣∣
a0, . . . , al, b0, . . . , bm ∈ {0, . . . , p − 1},
l∑
k=0
ak ≡p
m∑
k=0
bk
}
,
where |U| ≡p a can be written as
∃V0 . . . Vp
⎛
⎝U = p⋃
k=0
Vk ∧
∧
0≤k<k′≤p
Vk ∩ Vk′ = ∅ ∧
∧
0≤k<k′<p
|Vk| = |Vk′ | ∧ |Vp| = a
⎞
⎠ . 
5. Vectorized Rescher quantifiers
As before, let τ be a finite vocabulary containing only unary relation symbols.We extend the result of the previous section
and show that when MSO is extended with the vectorizations of the Rescher quantifier, the expressive power of the logic
corresponds to0-arithmetic on unary vocabularies.
Lemma5.1. For every s ∈ Sk(τ ), there exists a polynomial ps((xt)t∈S1(τ )) such that for all τ -structuresA, s has ps(cA) realizations
in A.
Proof . Let s(x) be an arbitrary atomic k-type on τ . If xi = xj ∈ s and i = j, then s has as many realizations as a type where
the variable xj and all formulas containing it are removed. Therefore, we may consider only types containing the formula
xi = xj for all i = j.
Since τ contains only unary relation symbols, a sequence a satisfies s if and only if every element of ai satisfies the right
1-type. Suppose that the number of the elements ai that need to satisfy the same type t ∈ S1(τ ) ismt . We may now put
ps((zt)t∈S1(τ )) =
∏
t∈S1(τ )
mt−1∏
i=0
(zt − i). 
Theorem 5.2. Given a sentence ϕ ∈ MSO(Rn)n∈Z+[τ ], there exists a0-formula ϕ∗((xt)t∈S1(τ )) such that for allA ∈ Mod(τ ),
A |
 ϕ if and only if 〈N,+,×〉 |
 ϕ∗(cA).
Proof. Theproof is identical to the proof of Theorem4.2 except that,wenowhave tofind a translation forϕ ≡ Rk x, y(ψ0(x),
ψ1(y)), whereψj(x) ≡ ∨s∈Ij s(x) for j ∈ {0, 1} and Ij ⊆ Sk(τ ). A suitable translation is
ϕ∗((xt)t∈S1(τ )) ≡
∑
s∈I0
p+s ((xt)t∈S1(τ )) +
∑
s∈I1
p−s ((xt)t∈S1(τ ))
>
∑
s∈I0
p−s ((xt)t∈S1(τ )) +
∑
s∈I1
p+s ((xt)t∈S1(τ )),
where p+s is the sumof all positive terms of the polynomial ps and p−s is the sumof negative terms. Note, that the translations
of the other formulas are already written in the proof of Theorem 4.2 so that quantifications are bounded. 
The following lemma is similar to the observation of [15] that addition and multiplication are definable by the second
vectorization M2 of the majority quantifier on ordered structures.
Lemma 5.3. If U0, U1 and U2 are unary relation symbols, then |UA0 | + |UA1 | = |UA2 | and |UA0 | · |UA1 | = |UA2 | are expressible in
MSO(R2).
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Proof. We can express |UA0 | + |UA1 | > |UA2 | as
∃z0z1(z0 = z1 ∧ R2 x0x1, y0y1((x0 = z0 ∧ U0x1) ∨ (x0 = z1 ∧ U1x1), y0 = y1 ∧ U2y0))
and |UA0 | · |UA1 | > |UA2 | as
R2 x0x1, y0y1(U0x0 ∧ U1x1, y0 = y1 ∧ U2y0).
By changing the subformulas of the Rescher quantifiers, we may reverse the inequalities. We get the desired equations by
combining the inequalities. 
Theorem 5.4. For every 0-formula ϕ(x), there exists a sentence ϕ
∗ ∈ MSO(R2)[{U}], |U| = |x| = n, such that for all
{U}-structures A,
〈N,+,×〉 |
 ϕ
(
|UA0 |, . . . , |UAn−1|
)
⇐⇒ A |
 ϕ∗.
Proof. By Lemma 3.2, we may assume all quantifications in ϕ are of the form ∃(x ≤ y)ψ and all atomic formulas are of
the form x = y, x + y = z or xy = z. We get the MSO(R2)-sentence satisfying the theorem by replacing every first-order
quantification ∃(xi ≤ xj)ψ by the monadic second-order quantification ∃Xi(|Xi| ≤ |Xj| ∧ ψ), and every atomic formula by
the corresponding formula defined in Lemma 5.3. 
Corollary 5.5. MSO(Rn)n∈Z+ ≡ MSO(R2) on unary vocabularies.
It is interesting to note that, by Theorem 4.2 (and the computability of the map ϕ → ϕ∗ in the theorem), the set of
satisfiable MSO(R) sentences over unary vocabularies is decidable. On the other hand, by Theorem 5.4, the set of satisfiable
MSO(R2) sentences is undecidable already over the empty vocabulary by considering an arbitrary 0-formula ϕ(x), and
substituting U0 in the transformed sentence ϕ
∗ by.
6. Defining Rescher quantifiers in FO(Most1)
In this section, we show that every vectorization Rn of the first-order Rescher quantifier is definable in FO(Most1).
It follows that the logic FO(Most1) is at least as strong as 0 over unary vocabularies and that, already over the empty
vocabulary, the set of satisfiable FO(Most1) sentences is undecidable.
The following lemma shows that in some special cases the quantifierR1 can be expressed in FO(Most1). The general case
is open.
Lemma 6.1. Let M be a set and G1, G2 ⊆ P(M). Suppose either that
1. there is a ∈ M such that a /∈ ⋃(G1 ∪ G2), or
2. ∀X(X ∈ G1 ∪ G2 → |X| < |M|/2),
then |G1| > |G2| can be expressed in a uniform way in FO(Most1).
Proof . For case 1, define C = {A ⊆ M | a ∈ A}. Then |C| = 2|M|−1. Now |G1| > |G2| iff
|(C\G∗2) ∪ G1| > 2|M|−1,
where G∗2 = {X ∪{a} | X ∈ G2}. Note that G∗2 can be defined from G2 usingmonadic second-order existential quantification,
i.e., Y ∈ G∗2 iff
∃X(G2(X) ∧ ∀y(Yy ↔ (Xy ∨ y = a))).
More formally, the above can be written as
∃a∀X((∨iGi(X) → ¬Xa) ∧ Most1 Y ((Ya ∧ ¬G∗2(Y)) ∨ G1(Y))).
Suppose then that G1 and G2 satisfy the assumption in case 2. Let a ∈ M be arbitrary and define
Ci = {X ⊆ M | X ∈ Gi and a /∈ X or Xc ∈ Gi and a ∈ Xc}.
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By the assumption in case 2, |Ci| = |Gi|, thus |G1| > |G2| iff |C1| > |C2|. Note that C1 and C2 satisfy the assumption in case 1
with respect to a ∈ M, and Ci can be easily defined from Gi. Analogously to above, we can express |G1| > |G2| by the formula
∃aMost1 Y ((Ya ∧ ¬C∗2 (Y)) ∨ C1(Y)). 
Using Lemma 6.1, every vectorization Rn of the first-order Rescher quantifier can be defined in FO(Most1).
Theorem 6.2. Every vectorization Rn of the Rescher quantifier is definable in FO(Most1).
Proof. Let S0 and S1 be n-ary relation symbols. In order to prove the theorem, it is sufficient to define a FO(Most
1)-sentence
ϕ equivalent to Rn xy(S0x, S1y).
Choose an integer m such that 2m ≥ (m + n)n. Let Bit : 2m → P(m) be a function such that i ∈ Bit(j) if and only if the
ith bit of the binary representation of j is one.
For j ∈ {0, 1}, define
ψj(X, z) =
∨
0≤c≤2m
( ∧
i∈Bit(c)
Xzi ∧
∧
i∈m\Bit(c)
¬Xzi
∧∃>cx(Sjx ∧ X\[z] ⊆ [x] ⊆ X ∪ [z])
)
,
where [x] denotes the set {xi | i < |x|}. Let
ϕ′ ≡ ∃z0, . . . , zm−1
⎛
⎝ ∧
0≤i<j<m
zi = zj ∧ R1 XY(ψ0(X, z), ψ1(Y, z))
⎞
⎠,
where R1 is the unary second-order Rescher quantifier. The formula ψj(X, z) implies in particular that |X\[z]| ≤ n, thus
if it holds, |X| ≤ n + m. By case 2 of Lemma 6.1, the application of the quantifier R1 in the formula ϕ′ is expressible in all
structures of size greater than 2(n + m).
Let ϕ ≡ (θ ∧ ∃≤2(n+m)x(x = x)) ∨ (ϕ′ ∧ ∃>2(n+m)x(x = x)), where θ defines the quantifier Rn on structures of size at
most 2(n + m). We show that ϕ′ defines the quantifier in all larger structures.
Let A be a structure of size greater than 2(n + m) and let b ∈ (Dom(A))m be a sequence of distinct elements. Let
P = {X ⊆ Dom(A) | A |
 ψ0(X, b)}. For every set Y ⊆ Dom(A)\[b] with |Y | ≤ n, let SY = {a ∈ SA0 | [a]\[b] = Y} and
PY = {X ∈ P | X\[b] = Y}. The sets SY form a partition of SA0 and the sets PY form a partition of P.
Given X ⊆ Dom(A), we have {a ∈ SA0 | X\[b] ⊆ [a] ⊆ X ∪[b]} = SY , where Y = X\[b]. ThusA |
 ∃>cx(S0x ∧ X\[b] ⊆
[x] ⊆ X ∪ [b]) if and only if c < |SY |. This gives us
PY = {Y ∪ {bi | i ∈ Bit(c)} | c < |SY |}.
Because |SY | ≤ (n + m)n ≤ 2m, we have |PY | = |SY |. Hence |P| = |SA0 |. In a similar way, we can show that |SA1 | = |{X ⊆
Dom(A) | A |
 ψ1(X, b)}|. 
7. Complexity of FO(Most1) over unary predicates
Consider the initial segment of arithmetic 〈n,<,+,×〉. The expressive power of FO(M) corresponds on these structures
to uniform TC0 (when n is coded in unary). There are twoways of coding integers on 〈n,<,+,×〉. We call integers less than
nk short and code them as k-sequences of the elements in n:
Sk(m) = (m mod n, m/n mod n, . . . , m/nk−1 mod n).
The integers less than 2n
k
are called long and coded as k-ary relations:
Lk(m) = {Sk(i) | ith bit ofm is 1}.
Wemay also code the nl-sequences of long integers:
Lk,l((mi)i<nl) =
⋃
i<nl
{Sl(i)} × Lk(mi).
Using the Bit-relation integers can be converted from short representation to long.
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Theorem 7.1. The relation Bit, defined as
Bit(Sk(a), Sl(b)) ⇐⇒ Sk(a) ∈ Lk(b),
is rudimentary.
Define the operations Sum, Product, Division, Iterated-Sum and Iterated-Product as follows:
Sk+1(i) ∈ Sum(Lk(a), Lk(b)) ⇐⇒ Sk+1(i) ∈ Lk+1(a + b)
Sk+1(i) ∈ Product(Lk(a), Lk(b)) ⇐⇒ Sk+1(i) ∈ Lk+1(ab)
Sk(i) ∈ Division(Lk(a), Lk(b)) ⇐⇒ Sk(i) ∈ Lk(a/b )
Sk+1(i) ∈ Iterated-Sum(Lk,l((ai)i<nl)) ⇐⇒ Sk+1(i) ∈ Lk+1
⎛
⎝∑
i<nl
ai
⎞
⎠
Sk+l(i) ∈ Iterated-Product(Lk,l((ai)i<nl)) ⇐⇒ Sk+l(i) ∈ Lk+l
⎛
⎝∏
i<nl
ai
⎞
⎠
Theorem 7.2. The operations Sum, Product, Division, Iterated-Sum and Iterated-Product are FO(M)-definable.
Proof. The relations Division and Iterated-Product are the most difficult ones. That they are FO(M)-definable, is proved in
[16]. 
Lemma 7.3. Let c0, . . . , ck−1 be constant symbols and let P be an k-ary relation symbol. Then a formula of FO(M) can express
∑
a∈PA
ai<c
A
i
(
cA0
a0
)
· · ·
(
cAk−1
ak−1
)
> 2n−1.
Proof. For all 1 ≤ m ≤ n, define a sequence (ami )i<n as
ami =
{
i + 1 if i + 1 ≤ m
1 otherwise.
Then L1,1((a
m
i )i<n) is FO-definable using the Bit-relation. Now
Iterated-Product(L1,1((a
m
i )i<n)) = L2(m!)
and
Division(L2(m!), Product(L2(l!), L2((m − l)!))) = L2
((
m
l
))
are FO(M)-definable. Using Product and Iterated-Sum, also
L2
⎛
⎜⎜⎜⎝
∑
a∈PA
ai<c
A
i
(
cA0
a0
)
· · ·
(
cAk−1
ak−1
)⎞⎟⎟⎟⎠
can be defined in FO(M). Using this representation, it is easy to express that the number is greater than 2n−1. 
Theorem 7.4. Given ϕ ∈ FO(Most1)[τ ], where τ contains only unary relations, there exists a formula ϕ∗((xt)t∈S1(τ )) in
FO(M)[{<,+,×}] such that for all A ∈ Mod(τ ), A |
 ϕ if and only if 〈n,<,+,×〉 |
 ϕ∗(cA).
Proof. As in the earlier proofs, we may replace first-order variables by unary relations containing only one element and
first-order existential quantifiers by MSO-quantifiers. Because this eliminates all free first-order variables (except some
variables in subformulas that are in FO), we can prove the theorem inductively for all MSO(Most1)-sentences.
If a sentence does not contain Most1-quantifiers, we can choose ϕ∗ in FO. If ϕ(X) ≡ ∃Yθ(X, Y), ϕ∗ can be defined as in
Theorem 4.2.
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If ϕ(X) ≡ Most1 Yθ(X, Y) and θ satisfies the theorem, we define ϕ∗ so that
〈n,+,×〉 |
 ϕ∗(cA) ⇐⇒ ∑
a∈PA
∏
t∈S1(τ (A))
(
cAt
at
)
> 2n−1,
where PA is the set of all sequences (at)t∈S1(τ (A)) such that θ∗(a′) and a′ = (a′t)t∈S1(τ (A)∪{Y}) is defined so that for all
t ∈ S1(τ (A)), a′t∧Yv = at and a′t∧¬Yv = cAt − at . Clearly PA is uniformly definable by the assumption that θ satisfies the
lemma and so Lemma 7.3 gives the definability of ϕ∗. 
8. On strings FO(Most1) captures the linear counting hierarchy
In this section, we show that on strings FO(Most1) captures the linear fragment of the counting hierarchy LINCH. Finding
a logical characterization for LINCH was left as an open question in [8]. Our proof is analogous to the proof of Theorem 2.8
in [9], where it was shown that MSO captures the linear-time hierarchy LINH on strings with built-in addition.
The class LINCH is defined by the oracle hierarchywith PLinTime, the linear fragment of PP, as the building block. In other
words, the class LINCH is obtained by taking the union of the following classes Plini , where 
Plin
0 is the class of languages
recognized by deterministic Turing machines in linear time, and
Plini+1 = PLinTime
Plin
i .
It is known that languages in LINH correspond to rudimentary sets of natural numbers [17]. In [8] it was shown that
analogously the languages in LINCH correspond exactly to the class R of counting rudimentary sets. In [8] it was also
shown that R = RMaj , where the latter is the class of relations obtained by allowing majority operations in the definition
of rudimentary relations. In order to formally define these classes, we first define the bounded counting and majority
quantifiers: The bounded counting quantifier (∃=yx < u) is defined by the clause
〈N,≤,+,×〉 |
 (∃=yx < u) ψ(c0/y, c1/u) iff
there are exactly c0 many different interpretations w < c1 of the variable x such that 〈N,≤,+,×〉 |
 ψ(w/x, c1/u). On
the other hand, the bounded majority quantifier (Maj x < u) is defined by
〈N,≤,+,×〉 |
 (Maj x < u) ψ(c/u) iff
for more than half of the interpretations w < c of the variable x it holds that 〈N,≤,+,×〉 |
 ψ(w/x, c/u).
Definition 8.1. Let R be a k-ary relation on N. We set R ∈ R (R ∈ RMaj) iff R is definable over 〈N,≤,+,×〉 by a formula
ϕ(x), whose all quantifications are either of the form (∃v ≤ u)ψ or (∃=yx < u)ψ ((Maj x < u)ψ), where u is a variable
and whose atomic formulas are of the form x+ y = z, xy = z or x = y. The collection of such formulas is denoted by0(C)
(0(Maj)).
Definition 8.2. Let L be a logic and ϕ ∈ L[{≤,+,×}] a sentence. The spectrum Sp(ϕ) of a sentence ϕ is defined as
Sp(ϕ) = {n ∈ N | 〈n,≤,+,×〉 |
 ϕ}.
We denote by Sp(L) the set of spectra of all L sentences
Sp(L) = {Sp(ϕ) | ϕ ∈ L[{≤,+,×}]}.
By Lemma 3.2 it is easy to see that the rudimentary sets (and hence the languages in LINH) correspond exactly to Sp(FO)
(this has beendiscussed, e.g., in [18]). In the analogousway, it holds that the unary relations inRMaj coincidewith Sp(FO(M)).
It is worth noting that the spectra of first-order sentences ϕ, where ϕ can be of any vocabulary τ and not just {≤,+,×}, is
known to correspond to NTIME[2O(n)] [19].
Proposition 8.3. Let A ⊆ N∗. Then A ∈ RMaj iff A ∈ Sp(FO(M)).
Proof. For the inclusion Sp(FO(M)) ⊆ RMaj , we define a translation of FO(M)-formulas into0(Maj)-formulas. The transla-
tion is defined by relativizing quantifications by a new variable x, i.e., ∃y andM y are translated as (∃y < x) and (Maj y < x),
respectively. It is easy to verify that for any sentenceψ ∈ FO(M), the corresponding formulaψ∗(x) defines the set Sp(ψ).
Assume then that A ∈ RMaj . By definition, there is formula ψ(x) ∈ 0(Maj) defining A over 〈N,≤,+,×〉. Note that
quantifications (Maj y < u) can be expressed, e.g., by using the first-order Rescher quantifier R in FO(M). Therefore, we can
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construct a formula ψ∗(x) ∈ FO(M) such that, for all n, ψ∗(x) defines the set A ∩ n over 〈n,≤,+,×〉. It is now easy to
write a sentence ϕ ∈ FO(M) such that Sp(ϕ) = A. 
In this section, we need the following more general versions of the quantifier Most1:
A |
 Most1k Xψ(X) ⇔ |ψA | > 2k|Dom(A)|−1,
where X = X1, . . . , Xk . By the same argument as in Theorem 3.5 of [1] it holds that the quantifierR1k defined by
A |
 R1kX, Y(ψ(X), ϕ(Y)) ⇔ |ψA | > |ϕA |,
can be defined in the logic FO(Most1k) on ordered structures. On the other hand, the following lemma shows that in some
cases the quantifiers Most1k can be already expressed in terms of the quantifier Most
1.
Lemma 8.4. Suppose that τ = {<, P1, . . . , Pm}, where Pi is unary for 1 ≤ i ≤ m. Then on τ -structures
FO(Most1k)k∈Z+ ≡ FO(Most1).
Proof. It suffices to show that FO(Most1k)k∈Z+[τ ] ≤ FO(Most1)[τ ], i.e., that for every sentence ϕ ∈ FO(Most1k)k∈Z+[τ ]
there is an equivalent sentenceψ ∈ FO(Most1)[τ ]. The proof uses the fact that, for all k ∈ Z+, the first-order k-arymajority
quantifier Mk can be defined in the logic FO(M)with the help of the predicates+ and× (see [15]).
Let σ = {<,+,×, c1, . . . , cm} be a vocabulary, where each ci is a constant symbol. For a τ -structure A =〈
n,<, PA1 , . . . , P
A
m
〉
, let A∗ be the following σ -structure
A
∗ = 〈2n,<,+,×, cA∗1 , . . . , cA
∗
m 〉,
where cA
∗
i is the integer (<2
n) whose length n binary representation corresponds to PAi . We shall next show that for any
sentence ϕ ∈ FO(Most1k)k∈Z+[τ ] there is a sentence ϕ∗ ∈ FO(Mk)k∈Z+[σ ] such that for all τ -structures A
A |
 ϕ ⇔ A∗ |
 ϕ∗.
The sentence ϕ∗ is defined by the following inductive translation:
(xi < xj)
∗ ≡ xi < xj
(Pixj)
∗ ≡ Bit(ci, xj)
(Xixj)
∗ ≡ Bit(yi, xj)
(∃xiψ(xi))∗ ≡ ∃xi(xi < n ∧ ψ∗(xi))
(Most1k X ψ(X))
∗ ≡Mk yψ∗(y).
Above, Bit(ci, xj) and xi < n are abbreviations for definable formulas. Since the quantifiers M
k are definable in the logic
FO(M) over initial segments of arithmetic, there is a sentenceψ ∈ FO(M)[σ ] equivalent toϕ∗. Now, by essentially replacing
first-order variables by second-order variables,we canwrite a sentenceψ ′ ∈ FO(Most1)[τ ] such that for every τ -structureA
A |
 ψ ′ ⇔ A∗ |
 ψ.
Note that, by the aboveψ ′ is equivalent to ϕ and we are done. The translation is defined by replacing every existential first-
orderquantificationbyexistentialmonadic second-orderquantificationandeveryM-quantificationbyMost1-quantification.
Sums and products are converted into sums and products on binary representation of the numbers. Note that we do not
need to assume built-in predicates+ and× in the case of FO(Most1) since they are definable over ordered structures. 
The proof of Lemma 8.4 implies also the following fact that will be useful later.
Corollary 8.5. Let A ⊆ N∗. Then A ∈ Sp(FO(Most1)) iff {2n | n ∈ A} ∈ Sp(FO(M)).
Lemma 8.4 also has the following corollary showing that, over vocabularies of the form {<, P1, . . . , Pm}, the logic
FO(Most1) is closed under logical reductions I for which the target structure I(A) has size linear in |Dom(A)|.
Corollary 8.6. Suppose that τ = {<, P1, . . . , Pm}, where each Pi is unary and σ is a vocabulary. Let I be an interpretation,
definable in terms of FO(Most1)[τ ]-formulas, mapping τ -structures A to σ -structures I(A) such that for all A
Dom(I(A)) = {(i, j) | 0 ≤ i ≤ k − 1 and j ∈ Dom(A)},
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for some fixed k ∈ N∗. Then for any sentence ϕ ∈ FO(Most1)[σ ] there is a sentence ϕ∗ ∈ FO(Most1)[τ ] such that for all A
(with |Dom(A)| ≥ k)
A |
 ϕ∗ ⇔ I(A) |
 ϕ.
Proof . We define ϕ∗ using induction on ϕ. As the domain of the structure I(A) consists of pairs (i, j) ∈ Dom(A)2 such that
0 ≤ i ≤ k − 1, each first-order variable x over I(A) is replaced by a pair (x1, x2) of variables. Second-order variables X are
replaced by k-tuples (X0, . . . , Xk−1) of second-order variables. The idea is that if X is interpreted by the set A ⊆ {(i, j) | 0 ≤
i ≤ k − 1 and j ∈ Dom(A)}, then the interpretation of Xi encodes the set A ∩ {(i, j) | j ∈ Dom(A)}.
Let us thendefineϕ∗: for atomicσ -formulasϕ, the formulaϕ∗ is definedusing the correspondingFO(Most1)[τ ]-formulas
which exist by the assumption. For example, for each R ∈ σ there is a formula πR((x11, x12), . . . , (xl1, xl2)) ∈ FO(Most1)[τ ],
where l is the arity of R, such that the interpretation of R in I(A) is given by
{(a¯1, . . . , a¯l) ∈ A2l | A |
 πR(a¯1, . . . , a¯l)}.
The boolean connectives are translated in the trivial way. The remaining cases are defined below:
(x = y)∗ ≡ x1 = y1 ∧ x2 = y2
(Xy)∗ ≡ ∨
0≤i≤k−1
(y1 = i ∧ Xiy2)
(∃xψ)∗ ≡ ∃x1∃x2(0 ≤ x1 ≤ k − 1 ∧ ψ∗(x1, x2))
(Most1 X ψ(X))∗ ≡Most1k Xψ∗(X). 
Definition 8.7. Let n be a positive integer. Denote by ld(n) its dyadic length, i.e., we have
n =
ld(n)−1∑
i=0
ni2
i,
with ni ∈ {1, 2}. We denote by wn the dyadic notation for n, i.e., the word n0n1, . . . , nld(n)−1.
Dyadic notation provides a one-to-one and onto correspondence between words and positive integers and avoids prob-
lems with leading zeroes. Let w ∈ {1, 2}∗ and n an integer such that wn = w. Denote by Pw the unary relation over{0, . . . , ld(n) − 1} defined by i ∈ Pw iff the digit of weight 2i of n is 2. We denote by Aw the word structure 〈ld(n),<, Pw〉.
Definition 8.8. A language L ⊆ {1, 2}+ is definable in FO(Most1) if there isψ ∈ FO(Most1)[{<, P}], where P is unary, such
that for all words w
Aw |
 ψ ⇔ w ∈ L.
For A ⊆ N, denote by L2(A) the language {wn | n ∈ A} and let
L2(R) = {L2(A) | A ∈ R}.
We are now ready to state the main result of this section. Below we restrict attention to binary strings. The result can be
then generalized easily to strings of arbitrary finite alphabets (see Corollary 8.10).
Theorem 8.9. Let L ⊆ {1, 2}+. Then L is definable in FO(Most1) iff L ∈ L2(R).
Proof. Assume that A ⊆ N∗ and that L2(A) is definable in FO(Most1). We shall show that A ∈ R. We construct a 0(C)-
formula θ(n) defining A. The proof of the claim is analogous to the proof of Lemma 3.1 in [9] and similar to the translation
used in Lemma 8.4, where binary notation was used instead of dyadic notation. Therefore, we refer to [9] for details on
the other cases of the translation and just provide a translation for the quantifier Most1. Note that subsets of l = ld(n)
correspond exactly to integers (≤ 2n) from the interval [2l − 1, 2l+1 − 2]. We translate Most1 Xψ(X) as
(∃y ≤ n + 1)
[
(∃=yx ≤ 2n)(2l − 1 ≤ x ≤ 2l+1 − 2 ∧ ψ∗(x)) ∧ y > 2l−1
]
,
whereψ∗(x) is the translation ofψ(X). We use above the fact thatR is closed under polynomial bounded quantifications
[18].
Assume then that A ∈ R = RMaj . We need to show that L2(A) is definable in FO(Most1). By Proposition 8.3, there is a
sentence ϕ ∈ FO(M) such that for all n ∈ N
n ∈ A iff 〈n,<,+,×〉 |
 ϕ.
14 J. Kontinen, H. Niemistö / Information and Computation 209 (2011) 1–19
We construct a sentenceψ ∈ FO(Most1)[{<, P}] such that
Awn |
 ψ iff 〈n,<,+,×〉 |
 ϕ.
We recall the following notation from [9]. Let n ∈ N and l = ld(n). We associate to each integer u < n the following pair
of unary relations (1u, 2u) over l defined by i ∈ 1u (i ∈ 2u) holds iff the letter of index i is 1 in wu (resp. 2). Similarly, we
associate to each first-order variable x over n a tuple (X1, X2) of unary second-order variables. Nextwe define some formulas
that will be used in the translation. Denote by N<max(X1, X2) a formula which for every pair (A, B) of unary relations over
the domain l expresses:
Awn |
 N<max(A, B) ⇔ ∃x < n such that (1x, 2x) = (A, B).
We shall use formulas <(X1, X2, Y1, Y2), +(X1, X2, Y1, Y2, Z1, Z2) and ×(X1, X2, Y1, Y2, Z1, Z2), to translate the arith-
metic predicates. The idea is of course that, e.g.,
Awn |
 +(1a, 2a, 1b, 2b, 1c, 2c) iff 〈n,<,+,×〉 |
 a + b = c.
These formulas can be constructed easily by using the formulas defining addition andmultiplication of binary numbers (see
Section 7). In other words, it suffices to define a translation from dyadic notation of integers to binary notation. Suppose that
w ∈ {1, 2}k and n is an integer such thatwn = w. Now n can be represented as a sum of two k-bit binary numbers, namely,
1k , i.e., the string of k repetitions of 1, and ik . . . i1, where il = 1 iff the lth bit of w is 2.
The translation is now defined as follows:
(∃xφ(x))∗ ≡ ∃X1∃X2(N<max(X1, X2) ∧ φ∗(X1, X2))
(M x φ(x))∗ ≡R12 X1X2, X1X2 (N<max(X1, X2) ∧ φ∗,N<max(X1, X2) ∧ ¬φ∗)
(x < y)∗ ≡ <(X1, X2, Y1, Y2)
(x + y = z)∗ ≡ +(X1, X2, Y1, Y2, Z1, Z2)
(xy = z)∗ ≡ ×(X1, X2, Y1, Y2, Z1, Z2).
The translation above gives us a sentence ϕ∗, containing occurrences of the quantifierR12, such that for all n ∈ N∗
Awn |
 ϕ∗ iff 〈n,<,+,×〉 |
 ϕ.
Recall that the quantifierR12 can be defined in terms ofMost12 on ordered structures and, by Lemma 8.4, the quantifierMost12
can be already expressed using the quantifier Most1. Hence, we can replace ϕ∗ by an equivalent sentence ψ ∈ FO(Most1)
[{<, P}]. 
Since by [8] it holds that L2(R) = LINCH, we have shown that the logic FO(Most1) captures the class LINCH on binary
strings. Using Corollary 8.6, we can generalize this result to strings over arbitrary alphabets. This can be stated in a bit more
general form as follows:
Corollary 8.10. Let τ = {<, P1, . . . , Pm}, where each Pi is unary. Then the logic FO(Most1) captures the class LINCH on
τ -structures.
Proof. Denote by Ibin and I
−1
bin the interpretations such that Ibin maps a τ -structureA to a word structureWA corresponding
to bin(A) and I−1bin (WA) = Afor allA. The interpretations Ibin and I−1bin are first-order definable assuming built-in ordering and
arithmetic [20] and thus FO(Most1)-definable over ordered structures. Let K be a class of τ -structures such that K∗ ∈ LINCH,
where
K∗ = {Ibin(A) | A ∈ K}.
By Theorem 8.9, K∗ can be defined by some ϕ ∈ FO(Most1) over binary words. Since for all τ -structures A it holds that
|Ibin(A)| = m|A|, we may apply Corollary 8.6 to get a sentence ϕ∗ ∈ FO(Most1)[τ ] such that for all τ -structures A
A |
 ϕ∗ ⇔ Ibin(A) |
 ϕ,
and hence ϕ∗ defines K . The other direction is analogous. 
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Remark 8.11. It is known that if Sp(FO) = Sp(FO(M)), then LINH = E. In [21] Schweikardt asked if the opposite has any
serious complexity theoretic consequences. Note that Sp(FO) = Sp(FO(M)) would imply that LINH = LINCH. Now since
LINCH contains problems complete for each level of the counting hierarchy, wewould have that PH = CH and that CHwould
collapse to its second level by Toda’s Theorem [22].
9. Separation of FO(Most1) and FO(Most2)
Define Sp0 similarly as Sp, but over the empty vocabulary, i.e., Sp0(ϕ) = {n ∈ N | 〈n〉 |
 ϕ} and Sp0(L) = {Sp0(ϕ) | ϕ ∈
L}. Since we can existentially quantify linear orders in FO(Most2) and the logic can define arithmetic on ordered structures,
we have Sp(FO(Most2)) = Sp0(FO(Most2)). Wewill prove in this section Sp(FO(M))  Sp(FO(Most1)). Combinedwith the
results in the preceding sections (the first inclusion follows by Theorems 5.4 and 6.2 and the second inclusion by Theorem
7.4), this gives us
Sp(FO) ⊆ Sp0
(
FO(Most1)
)
⊆ Sp(FO(M))
 Sp
(
FO(Most1)
)
⊆ Sp
(
FO(Most2)
)
= Sp0
(
FO(Most2)
)
.
In particular, FO(Most1) < FO(Most2).
Let MLFP be the extension of first-order logic by the monadic least fixed point operator. On the initial segments of
arithmetic, it is known that FO(M) ≤ MLFP ≤ MSO ≤ FO(Most1) (for the first inclusion see Lemma 5.4 in [23]).
Let us fix some reasonable coding ϕ → code(ϕ) of FO(M)-sentences as binary words. Given a binary word w =
w0 . . .wn−1, let N(w) = ∑i<n wi2n−i−1. For all ϕ ∈ FO(M), let varcount(ϕ) be the number of different variables occuring
in ϕ. For binary words w0 and w1, let w0#w1 be a binary word where all bits of w0 and w1 are doubled and 01 inserted in
between. Then w0 and w1 are recoverable in linear time and the length of the word w0#w1 is linear in max(|w0|, |w1|).
Recall that the complexity of the model checking problem 〈n,≤,+,×〉 |
 ϕ is
O(nO(varcount(ϕ))|code(ϕ)|)
for ϕ ∈ FO [24]. This can be easily verified also for FO(M). Let us fix a big enough k so that 〈n,≤,+,×〉 |
 ϕ can be checked
in time O(nk(varcount(ϕ))|code(ϕ)|) for ϕ ∈ FO(M). We consider the following spectrum:
S = {n ∈ N | n = N(10m#w#code(ϕ)), ϕ ∈ FO(M),m ∈ N,
〈N(w),≤,+,×〉 |
 ϕ, n ≥ N(w)k(varcount(ϕ))|code(ϕ)|}
Lemma 9.1. S ∈ Sp(MLFP).
Proof. By the arguments above, checking n = N(10m#w#code(ϕ)) ∈ S, can bedone in time linear ton, i.e.,we can recognize
S in deterministic linear time relative to n. By [23] the computations can be done in MLFP. 
Theorem 9.2. Sp(FO(Most1)) ⊆ Sp(FO(M)).
Proof. Because MLFP ≤ MSO ≤ FO(Most1), the claim holds if S /∈ Sp(FO(M)). Assume therefore S ∈ Sp(FO(M)), i.e., there
is θ ∈ FO(M) such that S = Sp(θ). Let
D= {n ∈ N | if n = N(code(ϕ)) for some ϕ ∈ FO(M),
then 〈n,≤,+,×〉 |
 ϕ}.
For all ϕ ∈ FO(M), we have N(code(ϕ)) ∈ Sp(ϕ) ⇐⇒ N(code(ϕ)) /∈ D. Hence D /∈ Sp(FO(M)).
Define f (n,m) = N(10m#wn#wn), where wn is the binary representation of n. Let
D′ = {2n | (∀m ≤ n)(f (n,m) < 2n → f (n,m) /∈ S)}.
We claim thatD′ ∈ Sp(FO(M)). The FO(M)-sentence defining the spectrumfirst universally quantifiesm and then calculates
h = f (n,m). It then checks h /∈ S using θ where all quantifications are bounded by h.
If n ∈ D and n = N(code(ϕ)) for some ϕ ∈ FO(M), then 〈n,≤,+,×〉 |
 ϕ. Then for all m ∈ N, f (n,m) =
N(10m#code(ϕ)#code(ϕ)) /∈ S and so 2n ∈ D′. If n = N(code(ϕ)) for all ϕ ∈ FO(M), we also have 2n ∈ D′.
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If n /∈ D, then n = N(code(ϕ)) for some ϕ ∈ FO(M) and 〈n,≤,+,×〉 |
 ϕ. Then f (n,m) ∈ S ifm is chosen so large that
f (n,m) ≥ N(code(ϕ))k(varcount(ϕ))|code(ϕ)| = nk(varcount(ϕ))|code(ϕ)|.
Certainly, we must have
nk(varcount(ϕ))|code(ϕ)| ≤ nk|code(ϕ)||code(ϕ)| ≤ nk(log2 n +1)(log2(n) + 1).
When n is big enough, we can choosem so that nk(varcount(ϕ))|code(ϕ)| ≤ f (n,m) < 2n and so get 2n /∈ D′.
Because {2n | n ∈ D} and D′ differ only on finite number of elements, by Corollary 8.5, D is in Sp(FO(Most1)) and thus
Sp(FO(Most1)) ⊆ Sp(FO(M)). 
Remark 9.3. The proof above can be used also to separate LINCH (linear time counting hierarchy) and ECH (exponential
time counting hierarchy). Separation of the classes LINH and EH, which also follows from a similar idea, is apparently shown
in [25], which we however were not able to obtain.
10. Approximating CH in terms of FO(Most1)
It is well known that MSO can define complete problems for every level of the polynomial hierarchy. In this section, we
show that the analogous result holds for FO(Most1) and CH. Variants of the quantified boolean formula problem are known
to be complete for each level of PH. In an analogous way, it is possible to construct complete sets for all levels of the counting
hierarchy. It is worth noting that the result of this section, over string structures, is an easy corollary of the characterization
of LINCH by the logic FO(Most1). However, in this section we show that also on unordered structures FO(Most1) can define
classes of structures complete for every level of the counting hierarchy (see Proposition 10.6). For the completeness results
(Theorem 10.3) we do need to assume built-in arithmetic.
Definition 10.1. Let k ≥ 1 and define
F(x˜1, . . . , x˜k) ∈ MAJSATk,
iff F(x˜1, . . . , x˜k) is a boolean formula and
Cx˜1 . . . Cx˜kF(x˜1, . . . , x˜k)
is true, where Cx˜ is interpreted as “more than half of the partial truth assignments for the variables in x˜”.
It is known that the problemMAJSATk is complete for the class CkP [6]. However, our goal in this section is to give a logical
version of the proof of the completeness of MAJSATk for CkP arising from the logical characterization of CH in [1].
We shall first define an encoding of boolean formulas as finite structures (essentially as boolean circuits). We encode a
formula F(x˜1, . . . , x˜k) as a certain acyclic directed graph AF over the vocabulary
τ = {E, I1, . . . , Ik, P¬, P∨, P∧, v, 1, 0},
where the predicate E is binary, Ii, P¬, P∨, and P∧ are unary and v, 1, 0 are constants. The graphAF represents the syntactic
structure of the formula F . The domain ofAF contains exactly one element for every variable and every subformula of F . The
interpretation of E(x, y) is “x is an immediate subformula of y”. The meaning of the predicates P¬, P∨, and P∧ is obvious.
The predicates Ii pick out the elements standing for the boolean variables in x˜i. The constant v encodes the formula F and
thus it has no out-going edges. The constants 1, 0 are the elements representing the boolean constants.
Definition 10.2. Denote by MAJSATStrk the class
MAJSATStrk = {AF | F ∈ MAJSATk}.
Theorem 10.3. In the presence of the built-in predicates {<,+,×}, the class MAJSATStrk is complete for CkP under first-order
reductions.
Before going to the proof of Theorem 10.3 we recall the following result from [1]. Below, qr(ϕ) ≤ k means that the
maximal nesting-depth of the quantifiers Mosti in ϕ is at most k.
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Proposition 10.4. Let k ≥ 1 and {<,+,×} ⊆ τ a vocabulary. Then
CkP[τ ] = {Mod(ϕ) | ϕ ∈ FO(Most)[τ ], qr(ϕ) ≤ k}.
Proof. See Proposition 4.5 in [1]. 
A simple modification of the proof of Proposition 10.4 actually gives the following normal-form for CkP.
Lemma 10.5. Let k ≥ 1 and {<,+,×} ⊆ τ a vocabulary. Then
CkP[τ ] = {Mod(ϕ) | ϕ = Mosti1 Y1, . . . ,Mostik Yk ψ andψ ∈ FO}.
Proof. The claim is proved using induction on k. We need only to modify the proof in the case k = 1. In [1] it is shown that
C1P[τ ] can be captured using sentences of the form
∃xMosti Yψ.
However, inspection of the proof shows that we can get rid of the quantifier block ∃x in the formula on ordered structures by
using, e.g., definable elements 0, 1 instead. These elements can be defined by using existential quantifiers placed after the
Mosti-quantification. The proof of the inductive step remains the same. Finally, note that it suffices to prove the claim for
binary strings, since the formula transformation induced by an interpretation from τ -structures to binary strings preserves
the desired structure of sentences. 
Proof of Theorem 10.3. SinceMAJSATStrk is easily seen to be in CkP, it suffices to show that every class in CkP can be reduced
to MAJSATStrk . Let τ be a vocabulary and K ⊆ CkP[τ ]. By Lemma 10.5, there is a sentence
ϕ = Mosti1 Y1, . . . ,Mostik Yk ψ,
whereψ ∈ FO[τ ], such that K = Mod(ϕ). We may assume thatψ is of the form
Q1x1, . . . ,Qtxt θ(x1, . . . , xt),
where Qi is either ∃ or ∀ and θ(x1, . . . , xt) = ∧1≤i≤r Ci(x1, . . . , xt) is in conjunctive normal-form, i.e., Ci(x1, . . . , xt) is a
disjunction of atomic formulas and their negations.
Fix a structure A. The sentence ϕ and the structure A gives rise to a boolean formula θϕ(A) as follows. We first assign a
boolean variable xY,a for each second-order variable Yj and a ∈ Dom(A)ij . The formula θϕ(A) is now defined inductively by
the following clauses:
1. For an atomic formula of the form Yj(x) and a interpreting x, we let θYj(x)((A, a)) be the variable xYj,a.
2. For all the other atomic formulasχ(x) and their negations, θχ(x)((A, a)) is either the boolean constant 1 or 0 according
to whether A |
 χ(a) or A |
 χ(a).
3. For a formula of the form ∃xφ(x, y) (∀xφ(x, y)) we define θ∃xφ(x,y)((A, a)) as the formula ∨b∈Dom(A) θφ((A, a, b))
(
∧
b∈Dom(A) θφ((A, a, b))).
4. A formula of the form Mostij Yj φ is translated as Cx˜j θφ(A), where x˜j is the set {xYj,a | a ∈ Dom(A)ij}. 
The following result is easily obtained.
Claim 1. For every structure A the following are equivalent:
(a) A |
 ϕ,
(b) θϕ(A) is true,
(c) θψ(A)(x˜1, . . . , x˜k) ∈ MAJSATk .
Proof. Analogous to the proof of Theorem 2 in [26]. 
Claim 2. There is a first-order interpretation I such that for all Awith |Dom(A)| ≥ 2
A |
 ϕ iff I(A) ∈ MAJSATStrk .
Proof. The interpretation I is defined so that I(A) is a structure encoding the boolean formula θψ(A)(x˜1, . . . , x˜k). The
interpretation can be defined in a similar way as in Proposition 11.10 [20], where it was shown that SAT in NP-complete
under so-called first-order projection reductions. 
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It remains to show that the classes MAJSATStrk can be defined in FO(Most
1). Recall that for the completeness result
(Theorem 10.3) we needed to assume built-in arithmetic. On the other hand, for the definability result belowwe do not need
to make this assumption.
Proposition 10.6. For every k ≥ 1 the classMAJSATStrk is definable in FO(Most1).
Proof. Note first that the collection of τ -structures which correctly encode some boolean formula can be defined in the
logic FO(Most1). It suffices to express that all structures in MAJSATStrk are acyclic, which can be already expressed in MSO,
and that the in-degrees and out-degrees of different types of elements are as wanted.
Thus it suffices to show that, given a structureAF encoding a boolean formula F , we can decide ifAF belongs toMAJSAT
Str
k
or not. Given sets Xi ⊆ IAFi , it is easy to construct a formula ϕ = ∃Yψ ,ψ first-order, such that
(AF , X1, . . . , Xk) |
 ϕ iff
F is true under the assignment induced by X1, . . . , Xk , i.e., a variable in x˜i is set to true iff the corresponding element in Ii is
in the set Xi. The formula ψ(Y) says that v ∈ Y and that Y contains those subformulas of F , including variables, which are
made true by the assignment X1, . . . , Xk . The class MAJSAT
Str
k can be now defined using the sentence
χ = (Most1 X1 ⊆ I1), . . . , (Most1 Xk ⊆ Ik) ϕ.
Note that the relativization of Most1 can be easily expressed using the quantifierR1, i.e., a formula of the form (Most1 X ⊆
Y) φ(X) can be written as
R1 X, X (X ⊆ Y ∧ φ(X), X ⊆ Y ∧ ¬φ(X)).
Since, for example, 1A /∈ IAi , the formula χ is expressible in FO(Most1) by case 1 of Lemma 6.1. 
11. Conclusion
Let us summarize the results of this paper. In Sections 4–7, we have mainly studied the expressive power of logics over
unary vocabularies. These results can be summarized in a succinct way as follows:
(i) Sp0(MSO(R)) = Presburger arithmetic,
(ii) Sp0(MSO(R
n)n∈Z+) = 0-arithmetic = R,
(iii) R ≤ Sp0(FO(Most1)) ≤ Sp(FO(M)) = R.
In Section 9, we showed that
Sp(FO(M))  Sp(FO(Most1)),
whichwas used to show that FO(Most1) < FO(Most2). In Section 8, we showed that on strings the logic FO(Most1) captures
the complexity class LINCH. For comparison, let us recall the following well-known characterizations:
(i) FO(+,×) ≡ LH, i.e., the logarithmic-time hierarchy,
(ii) MSO(+) ≡ LINH,
(iii) SO ≡ PH.
The complexity classes LH, LINH, and PH can be defined in terms of alternating Turing machines running, respectively, in
logarithmic, linear, and polynomial time with O(1) alternations. For the first equivalence, built-in arithmetic is needed. The
second equivalence holds on strings (ormore generally unary vocabularies), and the last equivalence holds also onunordered
structures.
The counting extensions of these hierarchies can be defined by changing the machine model to the so-called threshold
turing machine introduced in [27]. The counting hierarchy corresponds to polynomial time and LINCH to linear time, both
with O(1) uses of the threshold operation allowed. It was observed in [28] that threshold turing machine time O(t(n))with
O(1) thresholds corresponds to uniform threshold circuits of size 2O(t(n)) and depth O(1) for every complexity function
t(n) = (log n). It follows that the languages recognized in logarithmic time and O(1) thresholds (LCH) correspond to
languages in uniform TC0. By combining the logical characterization of uniform TC0 [15] with the logical characterizations
of LINCH (Theorem 8.9 and Corollary 8.10) and CH [1], we have
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(i) FO(M)(+,×) ≡ LCH,
(ii) FO(Most1) ≡ LINCH,
(iii) FO(Mostk)k∈Z+ ≡ CH.
Analogously to above, the arithmetic predicates+ and× are needed for the first equivalence. The second equivalence holds
on strings (unary vocabularies), and needs the built-in ordering. The last equivalence holds also on unordered structures.
Let us conclude bydiscussing someopenproblems anddirections for further study.Monadic second-order logic andmany
of its fragments have been studied extensively. In the same spirit, it would be interesting to isolate fragments of FO(Most1)
that are relevant, e.g., from the computational perspective. Related to this we note that, on unordered relational structures,
any sentence of the form
Most1 X1, . . . ,Most
1 Xkψ,
where ψ is first-order, has asymptotic probability 0 or 1 by Corollary 5.11 in [1]. However, it is quite easy to construct a
formula of the form ∃xψ , where qr(ψ) = 1 (no nesting of the quantifier Most1), which is true in almost all graphs of odd
cardinality and false in all graphs of even cardinality.
An interesting problem left unanswered is: is FO(Most1)[τ ] > MSO(Rk)k∈Z+ over some vocabulary τ . A different kind
of open question is to determine whether the quantifierR1 is definable in FO(Most1). It is possible thatR1 is not definable
in FO(Most1) but we still have FO(Most1) ≡ FO(R1). Over ordered structures, the quantifier R1 is definable in FO(Most1)
by the same argument as in Theorem 3.5 [1].
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