In this work, we present a system based on convolutional autoencoders for detecting novel features in multispectral images. We introduce SAMMIE: Selections based on Autoencoder Modeling of Multispectral Image Expectations. Previous work using autoencoders employed the scalar reconstruction error to classify new images as novel or typical. We show that a spatial-spectral error map can enable both accurate classification of novelty in multispectral images as well as human-comprehensible explanations of the detection. We apply our methodology to the detection of novel geologic features in multispectral images of the Martian surface collected by the Mastcam imaging system on the Mars Science Laboratory Curiosity rover.
Introduction
The goal of novelty detection techniques is to identify new patterns in data that have not previously been observed (Markou and Singh 2003a; 2003b) . Prior work has shown promising results in using autoencoder (Hinton and Salakhutdinov 2006) networks to detect novel observations and sensor readings. Autoencoders create mappings from high-dimensional input data, e.g., images, to a lowerdimensional manifold, along with a corresponding reverse mapping. Autoencoders thereby identify a compact representation that consists of the most salient features of the dataset.
An autoencoder can be trained in a purely unsupervised fashion to recognize novel input data that substantially deviate from previously seen data. The network is trained to reconstruct all training inputs with minimal loss. A new input sample can be fed into the trained network to yield a new reconstruction. The scalar reconstruction error can be used as a measure of the (un)familiarity of the autoencoder with this input. The assumption is that high reconstruction errors indicate novel, previously unseen input data. Such unsupervised training is particularly useful in applications like planetary exploration where the nature of novel features may not be well defined or known at all. Additionally, the cost of acquiring human labels for scientific data can be high due to limited access to domain experts. One project that may greatly benefit from novelty detection is the Mars Science Laboratory Curiosity rover. Curiosity explores new regions on Mars every day as it is commanded to drive and make scientific observations in Gale crater. One instrument the rover uses to make geologic observations is the mast camera, or "Mastcam," a pair of multispectral, color CCD imagers mounted on the rover's mast about 2 meters above the surface Malin et al. 2017; Grotzinger et al. 2012) . Scientists only have a short time period after the data is received from the rover for planning follow-up observations (typically less than 12 hours), and this planning timeline will be even further reduced for future missions (for example, the goal is ≤5 hours for NASA's Mars 2020 rover mission). For these reasons, there is a need for systems that can rapidly and intelligently extract information of interest from Mastcam and other science instrument data to focus on potential discoveries and avoid missed opportunities. Science planning and data analysis teams can benefit by spending their limited available time on the most promising, novel, or anomalous observations (e.g., Figure 1 ). Such a system must also provide explanatory visualizations that allow scientists to trust and understand how the system came to its conclusion -a need that is not supported by existing methods. Mastcam multispectral images of the Martian surface to facilitate scientific discovery and mission science planning. We provide a key insight that scalar reconstruction error does not always reliably indicate the novelty in this domain. As a solution, we argue and demonstrate that an autoencoder error map that captures spatial and spectral variation in errors yields a more suitable representation for estimating novelty in complex, high-dimensional data such as multispectral images. This method also enables human-comprehensible explanations and visualizations of detections.
Related Work
Novelty detection approaches. Most approaches to novelty detection focus on data from sensors or 3-channel color (RGB) images. Approaches for novelty detection in images typically detect anomalies in individual pixel spectra rather than spatial features within a multi-band image, (Kwon and Nasrabadi 2005; Bati et al. 2015) . Traditional novelty detection includes statistical approaches such as density estimation, box-plots, and thresholds on distance from a class mean (Markou and Singh 2003a; Farrand, Merenyi, and Parente 2018) , and neural network based approaches such as estimating output probability density functions, estimating prediction uncertainty, and thresholds on individual neuron activities (Markou and Singh 2003b) .
Leveraging the success of deep neural networks at learning complex relationships in data, recent approaches use autoencoder networks for estimating novelty. In these approaches, an autoencoder is trained to minimize the reconstruction error for non-novel (typical) examples, typically the mean squared error between the input image and the image reconstructed by the autoencoder. Existing autoencoder-based approaches determine whether a new input is novel using a threshold or standard deviation metric on the scalar reconstruction error (Richter and Roy 2017; Japkowicz, Myers, and Gluck 1995; Xiong and Zuo 2016) . While this has been sufficient for relatively simple datasets, it is not sufficient for all datasets as we show in this work.
Other deep learning approaches to novelty detection aim to quantify the novelty of inputs as a measure of confidence in the network's output (Vasconcelos, Fairhurst, and Bisset 1995; Bishop 1994; Singh and Markou 2004; Chen et al. 2017) . These are related to approaches for estimating the uncertainty of neural networks, for which methods based on Bayesian neural networks, ensembles of networks, and dropout have been proposed (Gal and Ghahramani 2016; Gal 2017; Mackay 1995; Lakshminarayanan, Pritzel, and Blundell 2017) . Unsupervised novelty detection methods that learn representations for typical or non-novel datasets are also closely related to approaches to segmentation and objectness, where the model objective is to discover latent classes or features that are common in the data (Alexe, Deselaers, and Ferrari 2012; Badrinarayanan, Kendall, and Cipolla 2017) .
Novelty detection in planetary exploration. Novelty detection for planetary science and astronomy datasets often employs Principal Component Analysis (PCA), a technique used to identify patterns and outliers in data (Clegg et al. 2009; Dutta et al. 2007; Wagstaff et al. 2013) . A limitation of linear methods such as PCA is that they can only represent simple (linear) relationships in the data. Linear methods can also be sensitive to potentially irrelevant variations in the data such as changes in position, orientation, and illumination of an object. For image applications, these methods also require transformation of the raw data (e.g., pixel values) into feature representations suitable for the learning algorithm (Wagstaff and Lee 2018) .
Dataset
The Mastcam color imaging system on the Mars Science Laboratory (MSL) Curiosity rover acquires images for a variety of geologic and atmospheric studies . Each of Mastcam's cameras, or "eyes," has an eight-position filter wheel enabling image observations to be collected with "true color" (Bayer pattern broadband red, green, and blue) and with six narrow-band spectral filters spanning ∼400-1100 nm (visible and near-infrared) . The imagers have different focal lengths: 34 mm for the left eye and 100 mm for the right eye.
Our approach to novelty detection requires two datasets: one that represents the typical geology of Mars and one that contains expert-identified novel examples. To construct these datasets, we considered all Mastcam images acquired from sols (Martian days since landing) 3 to 1666 using all six narrow-band spectral filters by the left (M-34) and right (M-100) cameras. We use uncalibrated thumbnail versions of full-resolution multispectral images since these are the first products sent from the rover to Earth and thus are the earliest available tactical products. These images constitute a source dataset of 739 six-band images.
We identified novel examples in this dataset based on selections by an expert multispectral analyst on the Mastcam science team (Wellington et al. 2017a ). We created a GUI for experts to draw 64 × 64-pixel bounding boxes around areas of interest in the source dataset of 739 images (e.g., Figure 2 ). The multispectral image areas corresponding to these bounding boxes make up a dataset of 332 64 × 64 × 6-pixel "novel" images. These images were excluded from the training set and later used for evaluation. After removing expert-selected novel images from the source dataset, we created a dataset of "typical" images by randomly cropping 64 × 64-pixel frames from the source images for a total training dataset of 98,800 64 × 64 × 6-pixel images. The source images are publicly available through the NASA Planetary Data System (PDS) and the labeled data is available at 10.5281/zenodo.1486196.
Methodology
We introduce a new methodology for detecting novel features in multispectral images as well as explaining why they were detected. The Selections based on Autoencoder Modeling of Multispectral Image Expectations (SAMMIE) system has three parts: a convolutional autoencoder for modeling the latent representations for typical data, a convolutional neural network classifier that classifies new examples (Wellington et al. 2017b ), a drill hole and tailings, the iron meteorite called "Lebanon" (Johnson et al. 2014) , and a broken and wheel-scuffed surface. Image credit: NASA/JPL/MSSS/ASU as containing novel content or not based on the autoencoder error map, and visualization tools for explaining the detection in a human-comprehensible way (see Figure 3) .
Convolutional autoencoder to represent image content.
We use a convolutional autoencoder (CAE) architecture with three convolutional layers in the encoder and three transposed convolutional layers in the decoder. The layer architectures are 7×7×12, 5×5×8, and 3×3×3 respectively for the encoder (reverse for the decoder). Since the input layer dimension is 64×64×6 and the dimension of the bottleneck layer is 16 × 16 × 3, examples are compressed by a factor of 32 before being reconstructed by the decoder. The loss function used for training is the mean squared error across all pixels and bands:
where x k ij andx k ij are the pixel intensities at row i, column j, and band k in the input and reconstructed images respectively, N and M are the spatial dimensions of each image, and K is the number of bands. From the input and reconstructed images, we can construct a spatial-spectral error map δ(X,X), a 64 × 64 × 6 tensor containing elements
2 for i = 1, ..., N , j = 1, ..., M , and k = 1, ..., K.
Convolutional neural network for novelty detection. The CAE error map identifies novel features at the pixel level but does not estimate the novelty of the image as a whole. Previous approaches used a threshold on the scalar reconstruction error (Eqn. 1) to detect novelty. In our dataset, the scale of novel features is highly variable, and typical and novel error values are not linearly separable (Figure 4) . We therefore use a convolutional neural network (CNN) to predict whether the CAE error map represents truly novel features or not. The CNN is a binary classifier with two convolutional layers with sizes 5 × 5 × 32 and 5 × 5 × 64, followed by one dense layer with 512 units, a dropout layer, and a weighted softmax layer.
Explanations to visualize novel content. Comparing the input image with the image reconstructed by the autoencoder reveals which features were considered novel by observing what was "lost" in the reconstruction (Figure 3) . The explanation component of SAMMIE builds on this intuition by using the CAE error map to highlight the novel content in an image for the end user. This enables a richer explanation of the detection through pixel-wise comparisons of the observed spectrum (reflectance in one pixel location across all six bands) to the spectrum SAMMIE expected to find in highlighted novel regions. We explore explanations in more detail in the Explanations section.
Experiments
We trained the convolutional autoencoder (CAE) component of SAMMIE on the typical images, then used the resulting error output from the CAE to train five different novelty classifiers. We compare these results with direct classification of the multispectral input image to assess the contribution of the autoencoder step.
Classification of Autoencoder Error Output
We compared the novelty detection performance of SAM-MIE using the same convolutional autoencoder combined with different novelty classifiers: Naive Bayes, a feedforward neural network (FFNN), a CNN, and Inception-V3 pre-trained on the ImageNet database (Szegedy et al. 2015; Deng et al. 2009 ). We trained the CNN and Inception-V3 classifiers using CAE error maps for 98,700 typical (negative) examples and 300 positive examples from the novel dataset described in the Dataset section. We trained the Naive Bayes and FFNN classifiers using only the mean of each CAE error map for the same examples. To correct for the extreme class imbalance, we assigned a weight to positive examples that is inversely proportional to the positive class occurrence for all experiments except those using Inception-V3:
98,700 300 − 1) for example i having class c i ∈ {0, 1}. We used a fixed test set of 132 (100 negative and 32 positive) randomly selected examples for all experiments. We describe each experiment below and compare their performance in Table 1 . Figure 5 compares the receiver operating characteristics (ROC) and area under the curve (AUC) computed from the ROC for each classifier. The accuracies reported in Table 1 were computed using the Naive Bayes. Previous work (Richter and Roy 2017; Japkowicz, Myers, and Gluck 1995; Xiong and Zuo 2016) has shown that a threshold on the autoencoder scalar reconstruction error (the mean squared error between the reconstructed and input examples) is sufficient for discriminating between typical and novel inputs. We trained a Naive Bayes classifier to predict novelty using the scalar error value (Figure 4 ). It is clear from Figure 4 that there is significant overlap between the distributions of mean squared error in the typical image and novel image datasets. Maximum accuracy of 78.0% was achieved with the posterior threshold 0.415.
Feed-forward neural network. As an alternative to the Naive Bayes classifier, we trained a feed-forward neural network classifier to predict whether an example was typical or novel based on the scalar reconstruction error. The classifier consisted of three dense layers of size 5 − 10 − 5. Maximum accuracy of 78.0% was achieved with the threshold 0.627.
Inception V3 network. Since the Inception network requires 3-channel images as input, we created two separate input datasets for the shorter wavelength Mastcam filters (447, 527, and 805 nm for the M-100; 445, 527, and 676 nm for the M-34) and the longer wavelength filters (908, 937, and 1013 nm for the M-100; 751, 867, 1012 nm for the M-34). We refer to these networks in Table 1 as Inception-V3 (short) and Inception-V3 (long). We fine-tuned the final layer of Inception-V3 using TensorFlow (Abadi et al. 2015) .
We found that this model achieved better performance when examples were not weighted during training to correct for the class imbalance as in the other classifiers. Maximum accuracy of 84.8% was achieved with the threshold 0.217 for Inception-V3 (short) and 79.5% with the threshold 0.594 for Inception-V3 (long).
SAMMIE. SAMMIE uses a convolutional neural network to classify the CAE error map as described in the Dataset section. The input to the CNN was the 64 × 64 × 6 error map. Maximum accuracy of 96.2% was achieved with the 
Direct Classification
In a second experiment (Table 2) , we tested the ability of three models to classify the novelty of the multispectral input image directly, rather than passing the input first through the CAE. As in the previous experiment, we fine-tuned separate Inception-V3 models using shorter and longer wavelength Mastcam filters. We used the classification threshold that yielded the highest accuracy as in the previous experiment. We found that the Inception networks performed better when classifying the original input directly than when using the autoencoder as a pre-processor. This is likely because the features represented in the original input are more similar to the natural images the Inception network was trained on compared to the images of reconstruction error that the autoencoder produces. Although the performance of the Inception-V3 (short) model comes close to SAMMIE, it does not provide a means for visualizing intuitive explanations and would not be expected to perform well given features not represented in the training set.
Qualitative results Figure 6 shows images from the test set that were classified as typical or as novel with at least 99.9% probability. All were correctly classified. More than half of the typical example images contain rover hardware, such as the calibration target (dark vertical pole with sphere on top). This target is imaged very frequently and thus is easily recognized by SAMMIE. Other images in the typical set do not appear to contain significant spectral diversity compared with the images in the novel set. Of the images in the novel set, two contain meteorites, and several include marks left by the rover brushing or drilling the surface. 
Explanations
When analyzing multispectral images, scientists typically use a spectral analysis tool to inspect the spectrum in a region of interest within the image (single or groups of pixels). They compare the observed spectra to known spectral patterns and characteristics for different materials to come up with interpretations for the observed data (Wellington et al. 2017a) . From the error map produced by SAMMIE, we can visualize for any pixel in the image the detected novel content alongside the observed 6-filter pixel spectrum and the spectrum that SAMMIE reconstructed (Figure 7 ). In the image of an iron meteorite in Figure 7 (top), SAMMIE identified the meteorite in the image (region 1) as novel. The explanation shows that the rock has a higher signal in filter 6 (1013 nm) than expected, which is consistent with the increase in near-infrared reflectance values between the wavelengths of filter 5 (937 nm) and 6 that is typical of iron meteorites, relative to native Martian materials (Gaffey 1976; Wellington et al. 2017a ). In contrast, in a region of the image that SAMMIE identified as typical (region 2), the explanation shows that the spectrum SAMMIE expected matches well with the actual spectrum in that region. The bottom image of Figure 7 shows a raised ridge that was crushed by the rover's wheel. Comparing the spectra in Figure 7 (bottom) shows that the region 1 signal in the near-infrared wavelengths starting around 750 nm is much lower relative to filter 2 (527 nm), creating a downturn between the signal in the near-infrared filters that is consistent with the decrease in near-infrared reflectance values observed for magnesiumrich ridges by other instruments on MSL (Johnson et al. 2015; Leveille et al. 2014 ).
Conclusions and Future Work
We presented a system based on convolutional autoencoders for novelty detection in multispectral images. Our system, Selections based on Autoencoder Modeling of Multispec- Table 2 : Test set performance for direct novelty prediction from multispectral input images. tral Image Expectations (SAMMIE), uses autoencoder error maps to make classifications of images as novel or typical with respect to the training set. This enables our system to be sensitive to subtle novel features within an image as well as robust to potentially false indicators of spectral novelty, such as overexposure or saturation. In addition, our model enables human-comprehensible explanations of detections. We showed how this novelty detection method could be applied to multispectral images from the Mars Science Laboratory Curiosity Mastcam instrument investigation.
In future work, we will continue developing the explanation capability of SAMMIE and conduct experiments to measure the benefits of using SAMMIE in practice for MSL science operations. We will explore the ability of autoencoder representations to transfer between similar instruments and images of similar scenes, such as between Mastcam and the Pancam imaging system on the Mars Exploration Rovers Spirit and Opportunity (Bell III et al. 2008) . Additionally, we plan to explore the use of autoencoders for change detection and the novelty detection capability of other generative models including Generative Adversarial Networks (GANs) (Goodfellow et al. 2014) .
