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最近、広辞苑の最新版（第 7 版）が刊行された。情報に関連した項目は 26 に及んでい














現在の IT のアセスメントに真剣に取り組むべき時期を迎えているのだろう。 
IT の展望には、その一部として、来し方を把握した上で、行く末を見極める作業が確
実に含まれているだろう。また、近年、社会に対する科学の影響を研究する科学技術社会
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た通史なら、すぐさま何冊も挙げることができる。シンガ （ーCharles Joseph Singer 1876
－1960）の『1900 年くらいまでの生物学史』（1931 年）、テイラー（Gordon Rattray 
Taylor 1911－1981）の『生命の科学－図による生物学史』（1967 年）、中村禎里（1932-
2014）の『生物学の歴史』（1973, 1983, 2013 年）、八杉龍一（1911-1997）の『生物学の
歴史（上・下）』（1984 年）等々。これに比較すると IT の通史は僅かと言わざるをえな
い。 
情報科学の通史がほとんど存在しないのはなぜなのだろうか。もちろん、近代的な生物

























（Norbert Wiener 1894-1964）・ノイマン（John von Neumann 1903-1957）・チューリ



























はその後 Neumann 1928 として公表された）と応用化学の学士号を取得し、24 歳でベ
ルリン大学の私講師、30 歳でプリンストン大学高等研究所の教授となった。 
チューリングはケンブリッジのキングス・カレッジで学び、中心極限定理を自力で証明
するなど、優れた業績をあげたため、22 歳で 3 年間有給で自由に研究に打ち込める特別
研究員（フェロー）となり、後述する記念碑的な論文「計算可能数について、決定問題へ
の応用とともに」(Turing 1936)を 24 歳で公表し、アメリカ合衆国にわたり 26 歳で博士
号を得、戦時中の軍事研究（暗号解読）を経て、34 歳で王立協会物理学研究所勤務とな
り、36 歳でマンチェスター大学計算機械研究所副所長となった。 
























（1949 年）があり、前者は軍事機密として、12 年間公開を禁じられていた。 
2 前史 
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を原子・分子の挙動と重ね合わせたのがマックスウェル（James Clerk Maxwell 1831-79）
とボルツマン（Ludwig Eduard Boltzmann 1844 -1906）であった。彼らによれば、エ
ントロピーが高いということは原子の乱雑さが大きいことと等しい。たとえば、今隣り合
った 2 つの領域 X と Y があり、4 個の原子 A・B・C・D が存在し、自由に行き来できる
としよう。「どちらかの部屋のみにすべての原子が集まっている」という状況は、X にす
べてあるか、Y にすべてあるかの 2 通りしかない。「2 つの部屋のそれぞれに 2 個ずつ原
子が存在する」場合は、X に A・B（必然的に Y に CD、以下冗長になるので Y について
は省略）、A・C、A・D、B・C、B・D、C・D の 6 通りある。後者の方が実現されやすい
がゆえに、秩序が高い前者から乱雑さの大きい後者へ移っていくというのである。 
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1877 年にはボルツマンによって関係式 S=k ln W が導き出された。ここで W は原
子・分子が取り得る微視的状態の数、k はボルツマン定数（1.38 x 10-23 [J/K]）である。
ln は自然対数である。このとき、「どちらかの部屋のみにすべての原子が集まってい
る」という状況のエントロピーは、S=1.38 x 10-23 x log 2 = 0.96 x 10-23[J/K]、後者は 
S=1.38 x 10-23 x log 6 = 2.47 x 10-23[J/K]であり、後者の方がエントロピーが大きい。した
がって、「どちらかの部屋のみにすべての原子が集まっている」、つまり秩序が高い状況か
ら、「2 つの部屋のそれぞれに 2 個ずつ原子が存在する」乱雑さの増した状態へと移行し
ていく。なお、こうした統計力学におけるエントロピーでは 1023 個程度の分子の集団を
想定することが多く、上記のような小さい値ではなく、数[J/K]程度の数値になる。 
時間は遡るが、1871 年、マクスウェルは奇妙な思考実験を公表した(Maxwell 1871) 5)。
今、仮想的な知的生物がいて、速い分子のみ X から Y へ、遅い分子のみを Y から X へ通
すことができるとすると、乱雑さの低い状況に移行できる。1874 年、ケルヴィン（William 




ルト大統領（Franklin Delano Roosevelt 1882-1945）宛ての原子爆弾開発を勧める手紙
に署名するようにアインシュタイン（Albert Einstein 1879-1995）を促したことでも有













































算術可能 ←→ 一般的なアルゴリズムによって記述可能 
 ←→ 万能チューリング機械によって実現可能 






















Vincent Atanasoff 1903-95）とベリー（Clifford Berry 1918-63）が 1937～1938 年に開
発をはじめ、1939 年 11 月に完成した ABC マシン（Atanasoff-Berry Computer）が初
の全電子式計算であった。ABC マシンは 280 本の真空管からなり、320kg 以上あり、29
次元連立方程式を解くことのできるガウスの消去法専用機である。 
エイケン（Howard Hathaway Aiken 1900-73）が考案し、IBM が製作したのが






















ペンシルバニア大学グループの中心は、モークリー（John William Mauchly 1907-
1980）とエッカート（John Presper Eckert 1919-1995）であった。彼らは 1943 年から
ENIAC(Electronic Numerical Integrator and Computer)の開発を進め、1946 年に完成
させていたが、この経験を活かし、フォン・ノイマンも加わり、1944 年から開発された
のが EDVAC(Electronic Discrete Variable Automatic Computer)であり、同機は 1951
年に完成された。なお、モークリーとエッカートは ENIAC が完成した 1946 年に EDVAC
から手を引いている。 
ENIAC は 17500 本近くの真空管、7200 個のダイオード、1550 個のリレー、70000 個
の抵抗器、10000 個のコンデンサで構成された、30x2.4x0.9 m の 27 トンほどもある機
械である。10 進法を用いており、電力は 150ｋW ほども消費した。最初に計算されたの
は水素爆弾に関することである。プログラムはまず紙上で行われ、これに基づき、スイッ
チやケーブルを構成することでなされた。これは 1 週間ほどかかる作業であった。 
EDVAC は約 6000 本の真空管、12000 個のダイオード等で構成され、大きさはおよそ





Calland Williams 1911-77）、キルバーン（Tom Kilburn 1921-2001）、トゥーティル
（Geoff C. Tootill 1921-200）らによる、SSEM（Manchester Small-Scale Experimental 
Machine）、愛称 Baby は 実用機ではなく実験用とはいうものの 、1948 年 6 月
に作動したが、これが黒川の 4 条件を満たす初の計算機であった。Baby の後継機として
Manchester Mark I（1949 年 4 月稼働開始）が開発されている。 
また、英ケンブリッジ大学数学研究所のウィルクス（Maurice Vincent Wilkes 1913-
2010）はフォン・ノイマンによるアーキテクチャー文章を手に入れると、目的を絞った
小型コンピュータをさくさくと開発し、1949 年 5 月に EDSAC（Electronic Delay Storage 
Automatic Calculator）を稼働させている。使用された真空管は 3000 本、消費電力は
12kW であった。 
1948～51 年にかけて開発された Baby、Manchester Mark I、EDSAC、EDVAC といっ
た一連の計算機が現在のコンピュータの祖型と言えるだろう。 


















1976）である。彼は 1924 年に通信速度 v を検討し、v = K log m なる式を導出した
(Nyquist 1924)。たとえば、ある一定の時間間隔で、たとえば毎秒 1 ヶの信号を送受する
ことが取り決められているとしよう。これを回線速度 s と言う。1 回に送出される信号の
種類（要するに文字数）をｍとする。たとえば、電気を流す、流さない、の区別をもうけ
るならば、ｍ = 2 になる。流さない、50 mA 流す、100mA 流すといった取り決めだと
m = 3 である。信号 5 つ分で単語 1 つを表すとすると、25=32 なので英語は送りうるが、
日本語は難しい。これを単語の文字長と呼び、n で表すことにしよう。自然言語では文字
長はさまざまだが（a から supercalifragilisticexpialidocious まで）、ナイキストは通信
路の能力差を明らかにするために、他の要因を固定する。送る言語系を英語なら英語に固
定し、つまり等質な情報源のもとで、また文字長を固定した事例を最初の考察対象にす




て、W=cs/n と書き表せる。ところで、mn が一定という条件からその対数 log mn = n log m
も一定であるから、また別な定数 d を用い n log m = d、ゆえに n = d/ log m。とすると、








（Ralf Vinton Lyon Hartley 1888-1970）である（Hartley 1928）。彼の発想の特徴は情
報を選択と結びつけた点にあるだろう。情報を送るということは、m 個ある文字から 1
つを選び出すことなのである。n 文字からなる単語は n 回の選択によって生じる。直観
的に n が多いほど得られる情報も多いであろう。そこで、情報量なるものがあったとし
たら、それは n に比例するのではないか。そこで適当な定数 k によって情報量 H を H=kn
だと仮定してみよう。さて、ナイキストと同様の条件 m1n1= m2n2 を設定する。文字数 m1
から n1 個選んだときに与えられる情報は、文字数 m2 から n2 個選んだときに与えられる
情報と同じ量をもつのではないか。 
H=K1n1=K2n2  ∴ K1/K2 = n2 / n1 
一方、条件より n1 log m1 = n2 log m2 だから、n2/n1 = log m1/ log m2 
よって、K1/K2 = log m1/ log m2 







確率は p=1/m だが、実際選ばれた後はその文字の出現確率は 1 となる。だとすると、適
当な係数 a のもとで、情報量 H は H=a log m = a log (1/p) = - a log p と考えることがで
きるだろう。五分五分の出来事が現に生じた際に得られる情報量を基本単位 1 とすると、
この際の log の底は 2 となるから、 1 = -a log (1/2) = a であり、情報量は H=- log p [ビ
ット]となる。 
ここでついでに、前述した熱力学的・統計力学的エントロピーS=k ln W (k=1.38 x 10-23) 
[J/K]と情報量 H= log(1/ p)[ビット]の換算関係を与えておこう。W も 1/p も基本的に「場
合の数」なので同じと考えてよいから、S:H = k ln W: log (1/p) = k ln W: ln (1/p)/ln 2 = 
k: 1/ln 2 = k ln 2:1 = 1.38 x 10 -23 x 0.693 = 9.57 x 10 -24:1。すなわち、1 ビット＝9.57 x 




ロピーの増減の問題は無視してしまってよい」（甘利 2011: 46）のである。 























る方式で対処することにすれば、25=32 なので、一つの文字に 5 回分のパルス電流の有無
を割りあて、次のようにすればよい。 
a ←→ 1(10 進法) ←→ 00000（2 進法）; b ←→ 2(10 進法)  ←→ 00001（2 進法）;
……; z ←→ 26(10 進法) ←→ 11010（2 進法）; . ←→ 27(10 進法) ←→ 11011（2 進
法）; , ←→ 28(10 進法) ←→ 11100（2 進法）; ? ←→ 29(10 進法) ←→ 11101（2 進















実際の英文字は e が最も多く使用され、次に多く使われるのは t と a になり、j や q・x・
z は使用頻度が少ない。しかし、ここでは議論を見やすくするため、各英文字が同じ確
率で用いられるとすると 1/31 であるから、それが実現されたときに得られる情報量は
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字は、＜0/1＞の 2 値を 1 単位として 5 単位で構成されている。それを 6 単位に変え、英
文字に対応する 6 単位中の＜1＞の数を常に奇数になるように最後の 1 単位の符号を調
整する。たとえば、以下のようにしておいて、最初の 5 単位分を実質的内容に用い、最後
の 1 単位は誤り訂正用に使用する。 
a ←→ 000001; b ←→ 000010 ;……; z 110100; . ←→ 110111; , ←→ 111000; ? ←
→ 111011；！ ←→ 111101;空白 ←→ 111110 
こうすれば 6 単位中に<1>が偶数個あれば、不正確な伝達が行われたことが分かる。も
っともこれは原始的なやり方であって、誤りがあったことは分かるが、正しい情報は何か


















ある。この定理は、もともとはナイキストが 1928 年に述べたものだが（Nyquist 1928）、





















さて、g(t)を一定の時間間隔 Δt でサンプリングして、gs(t)（t=……, -3Δt, -2Δt, -Δt, 0, Δ
t, 2Δt, 3Δt, を得たとしよう。重要なのは一定の時間間隔でのサンプリングである。
あるときは 10 秒、あるときは 0.1 秒でサンプリングするといったことでは、元の関数は
復元できない。ところで、このサンプリング自体も波と捉えることができる。そのとき、
その波の周波数 fs は 1/Δt になる。条件より、G(f)は周波数軸の fc>ｆ>-fc においてのみ、
2fc 幅のブロックとして存在する。興味深いのは、gs(t)のフーリエ変換 Gs(ｆ)は、G(f)と





正確に言えば、離散値のデータセットを gs(tk)（k=……, -3, -2, -1, 0, 1, 2, 3, 
形式で与え、これに対して、離散フーリエ変換という変換を施して得られた関数をΔt 倍










































工学者に普及した。」（植松 2009: 213） 








『サイバネティックス』（1948 年）は 8 章構成であった（これは 1956 年、ウィーナー
門下の池原止戈夫らによって邦訳されている）。章タイトルを羅列すると、「ニュートンの
時間とベルグソンの時間（第 1 章）」「群と統計力学（第 2 章）」「時系列、情報および通
信（第 3 章）」「フィードバックと振動（第 4 章）」「計算機と神経系（第 5 章）」「ゲシュ
タルと普遍的概念（第 6 章）」「サイバネティックスと精神病理学（第 7 章）」「情報、言
語および社会（第 8 章）」となる。これからも推測されるように、『サイバネティックス』
が言及する学問分野（discipline）は、数学・統計学・通信工学・制御工学・神経生物学・
生体医工学・心理学・社会学に及ぶ。さらに、1961 年に世に問われた第 2 版（邦訳 1962































































































るポスト・マシーン）をフランスのポスト（Emile Leon Post 1897-1954）が考案してい
たし（Post 1936）、チャーチによるラムダ計算（Church 1936）とチューリング・マシ
ンは等価であった。また、標本化定理は、ナイキスト(Harry Theodor Nyqvist/Nyquist 
1889-1976)が 1928 年に予測し(Nyquist1928)、シャノン(Shannon and Weaver 1949)
と染谷勲（1915-2007）によって 1949 年に独立に発見されている（染谷 1949）。 
3） 高橋（1983）はウィーナー・シャノン・フォン＝ノイマンを開祖とする流れの展開とし
て、情報科学の歩みを記述した。また、西垣（1991）は情報学のマスターたちの思想的












5） 初出は 1867 年の友人宛書簡になる。 
6） 英語では、計算機科学に相当する computer science なる言葉は、情報科学 information 
science と同義と解される場合も多いほどである。英語の information science を聞い
たとき、それを母語とする者は図書館情報学を思い浮かべやすいため、総体としての情
報科学を言い表す場合、むしろ computer science が好まれるようだ。 
7） シャノンのこの修士論文の出版年については、1937 年・1938 年・1940 年と表記に揺れ
が見られるが、これは以下の事情に基づく。英文タイプによる論文の著者署名欄には
1937 年 8 月 10 日と記されており、正式に提出されたのはこのときになるであろう。そ
して、マサチューセッツ工科大学が修士論文として刊行したのは、すなわち電気工学の
修士号を取得したのは 1940 年になってからのことであった。1938 年 3 月 1 日には概要
をアメリカの電気工学会に提出し、同年 6 月に口頭で発表され、提出した概要が刊行さ
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