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ABSTRACT 
The Hankel vector approach in a recent work of the author with Zhao and Zhang 
on the general rational interpolation problem (GRIP) allows the problem to be 
reduced to what amounts to a limiting case, i.e. a high order rational interpolation at
only a single node (infinity). In particular, it gives rise to a new method to find the 
coefficient matrix of the linear fractional parametrization f interpolants o the GRIP. 
This approach isextended in the present paper to the Nevanlinna-Pick (NP) interpola- 
tion problem with multiple nodes in the class of Nevanlinna functions, which can be 
in essence considered as a GRIP with certain symmetries. The Hankel vector, suitably 
adapted to the present situation, is in fact a finite nonnegative s quence relative to an 
axis if the problem is solvable--in particular, a finite positive sequence in the 
indeterminate case. This development leads to an intrinsic onnection between the 
NP problem and problems of the truncated power moment and reconstructing 
generators of the Hankel vector in question, and therefore opens up certain ways for 
the discussion and solution of the NP problem and its relatives on the basis of the 
theories of the rational interpolation and "algebraic moment problems, © 1998 
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1. INTRODUCTION 
In the present paper, we continue our investigations [7] of the general 
rational interpolation problem (GRIP) and its applications. The main concern 
is several components in classic analysis--the scalar Nevanlinna-Pick (NP) 
interpolation problem with multiple nodes in the class j/r of Nevanlinna 
functions, the GRIP of certain symmetries, the truncated power moment 
problems, and the problem of reconstructing functions with a given asymp- 
totic expansion. We shall establish a very rigid relationship between them in 
terms of the so-called Hankel vector of a GRIP. The NP problem is in 
essence thought of as a special GRIP of certain symmetries, and has actually 
good GRIP analogs, provided it is solvable. On the other hand, the power 
moment problem is equivalent to the problem of finding functions which 
belong to ~K with a given asymptotic expansion. The latter could be viewed as 
part of the study of the problem of finding rational generators to a given real 
vector if we kept all functions rational. This leads to a method of solving the 
NP problem and some related problems. In the indeterminate case, the 
solutions to each of these problems considered are represented as a linear 
fractional transformation with a polynomial coefficient matrix built from the 
interpolation data via the Hankel vector approach. 
In the analogy to [7], we shall show in the present paper that to the 
statement of a NP problem of order N there corresponds a unique real 
vector b = (h o, h I . . . . .  h2N_ 2) of dimension 2N-  1, referred to as the 
Hankel vector of that NP problem, which is a finite nonnegative sequence 
relative to an axis if the problem is solvable--in particular, a finite positive 
sequence in the indeterminate case. The key observation thereby 'allows the 
NP problem to be reduced to the study of the power moment problem 
and/or the problem of reconstructing functions in J having a given as~np- 
totic expansion associated with that Hankel vector. Furthermore, it gives rise, 
with little additional effort, to an extension of-the basic theorem of the NP 
problem theory and its more constructive proof, and to a new structure of the 
solutions, in a simpler way based heavily on the use of the theory of GRIPs 
combined with some well-known results of the power moment problems. 
The mathematical pparatus of the Hankel vector used to solve the NP 
problem here is not greatly complicated in transition from the simple node to 
the multiple node case. It seems also highly appropriate for the NP problem 
in the case of matrix-valued functions (for details see [8]). Furthermore, the 
method presented here admits a precise algorithmization, which may be 
useful in numerical solutions of a class of interpolation problems. 
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In spite of many different approaches to and viewpoints on the NP 
problem (see, e.e.g, [1, 3-5, 9, 10, 12, 13, 16-26, 28] and references therein), 
we have not found an approach such as the one stated here. It seems that the 
connection between the GRIP or NP problem and power moment problems 
described in this paper offers some new insights and makes the results 
relative to the NP problem and the power moment problem more transpar- 
ent. 
Explicit formulations of the above-mentioned NP problem and some 
related problems in the class JV of Nevanlinna functions are as follows. Here 
the class ~ consists of all functions w(A) holomorphic in the open upper half 
plane C + = {A ~ C :Im a > 0} that have the property that Im w(A) > 0 for 
any A ~ C +. Each w(a) ~¢"  admits a continuation i to the lower half plane 
by reflection: 
w(A) = w(-A) , Im A < 0, (1.1) 
in which the bar denotes complex conjugation. 
I. GENERAL NP PROBLEM IN ~<. Suppose that we are given 0 distinct 
interpolation nodes in C +, 
Y,, Y2 . . . . .  Y0, (1.2) 
with given multiplicities %, r 2 . . . . .  r o, r i >1 1, where E0= 1 ri = N > 1 is the 
number of interpolation odes counting with multiplicities, and are given N 
complex numbers Cik (with ImC m > 0) for k =0,1  . . . . .  r i -  1, i=  
1, 2 . . . . .  0. It is required to find necessary and sufficient conditions for a 
function w(A) ~j/r  to exist which satisfies the equations 
1 dd_~W(,~) *=Y, k! = C ik '  k =0,1  . . . . .  ~ ' i -  1, i = 1 . . . . .  O, (1.3) 
and to describe all the solutions to the NP problem (1.3) of order N if these 
conditions are met. 
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As is well known, the investigation is ba~ed on the positivity of the 
so-called (generalized) Pick matrix defined by 
0 
A = [Aij]i,y=, ~ MN(C ), (1.4a) 
where A 0 e M¢,~j(C) with entries Kkt(Y~, ~)  determined by the divided 
differences of a suitable function w(A) [see (2.4b) below]: 
K~' (Y i 'g )=[  Y' . . . . .  Y~'g . . . . .  g]o:t,," (1.4b) 
To the NP problem (1.3) there is related an interpolation problem of 
order 2N, which is considered as a certain GRIP later on unless otherwise 
mentioned. 
II. GRIP OF CERTAIN SYMMETRIES. Given the interpolation data as in 
(1.3), find all rational functions ¢(A) satisfying the equations 
1 d k ~0(,~) ~= r, 
k ! dA k = Cik' 
1 d k ~(~)~=~, 
i! J-i ~ = c'~' 
k = 0,1 . . . . .  T i -- 1, i=1  . . . . .  0. (1.5) 
We should emphasize that if w(A) (not necessarily rational) is in X, then 
it is a solution to the problem (1.3) if, and only if, it satisfies the equations 
(1.5). Thus if we keep all functions rational (this constraint is not essential in 
most of the results cited here), the theory of the NP interpolation could be 
viewed as part of the study of the GRIP. In this case, the Pick matrix A of 
order N defined by (1.4) is always Hermitian and coincides with the (gener- 
alized) Loewner matrix Lye(w) associated with the GRIP (1.5) and with a 
special pair of interpolation vectors y and ~: 
(Y1 Yo)' Y = , . . . .  Y1 . . . . .  Yo . . . . .  ~CN,  
T I T o 
= , . . . . .  r l  . . . . .  re  . . . . .  ~ c N 
TI T o 
(see Section 2 below for details). 
(1.6) 
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Note that the positivity of a Hermitian matrix A is equivalent to the 
positivity of MAM* for any invertible M, so there exist many matrices one 
might use in the test for determining the solvability of the problem (1.3). In 
particular, it follows from Lemma 3.1 below that the positivity of the Pick 
matrix (1.4) is equivalent to the positivity of the real Hankel vector b = 
(he, h 1 . . . . .  H2N_ z) of the GRIP (1.5), that is, {hi}~ N-2 is in fact a finite 
nonnegative sequence relative to an axis in the sense that the real Hankel 
matrix generated by b is Hermitian onnegative: 
N- I  
HNN[b]=(h,+j),.j=o>~O. (1.7) 
Further, A > 0 (Hermitian positive) if and only if HnN[b] > 0, namely, 
{h~}02N-2 is a finite positive sequence relative to an axis. 
It has been well recognized that there exists a close connection between 
the positivity of real Hankel matrix and the algebraic moment problems [1, 
18, 27]. A theorem of M. Riesz (see, e.g., [1]), of which we shall give an 
alternative proof in Section 2, says that the condition (1.7) is necessary and 
sufficient for solvability of the following moment problem. 
III. TRUNCATED POWER MOMENT PROBLEM. Given a real vector b = 
(h o, h l . . . . .  hzN_Z), find all nondecreasing functions o'(u) ( -~  < u < oo) 
such that 
hj = f_ uJ d ¢u) Cj = 0, 1 . . . . .  2N  - 3) ,  
oo 
h2N_ 2 >i f u 2N-erie'(u). 
(1.s) 
Note that in the case of HNN[b] > 0 we can choose appropriate real 
numbers h2N_ 1 and h2N such that HN+I,N+I[b] > 0 in which b = 
(h 0 . . . . .  h2N_.2, h~N_l, h2N) of climension 2N + 1, and vice versa. Hence, in 
this case, the solvability of the problem (1.8) is equivalent to that of the 
following problem, and the set of solutions of the latter clearly forms a subset 
of the solutions of the former. 
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IV. TRUNCATED HAMBURGER MOMENT PROBLEM. G iven  a real  b = 
(ho,  h i , . . .  , h2N_2)  , find all nondeereasing functions ~r(u) ( -~  < u < ~) 
such that 
hj = f_ uJ do-(u) ,  j = 0, 1 . . . . .  2N - 2. (1.9) 
In what follows, we call a real vector b = (h 0 . . . . .  h2N_ 2) a Hamburger 
moment vector if there exists a o'(u) such that (1.9) holds. 
Thanks to the Hamburger-Nevanlinna theorem (see, e.g., [1, p. 95]), there 
exists a one-to-one correspondence b tween the class of solutions o'(u) of 
the problem (1.9) and the class of functions F(A) in ~4 r satisfying the 
condition (1.10) in any sector (1.11) given in the problem (1.10) below. As a 
rule, in that correspondence and in the subsequent discussion all functions 
or(u) ( -~  < u < co) which are substantially equal are not considered as 
distinct. 
V. PROBLEM OF RECONSTRUCTING FUNCTIONS IN,,4 f WITH A GIVEN ASYMP- 
TOTIC EXPANSION. Given a real b = (h 0, h i , . . . ,  h2N_2), find all functions 
F(A) in M~ such that 
F(A) = h° hi h2N 2 - , - z -  , (1.10) 
where R 2 x-  l(A) = o(A- 2 N + 1 ) as A ~ ~ uniformly in any sector 
"t7" 
e~< argk~< 7r -  e 0 < e<- - .  (1.11) 
' 2 
Thus the solvability of the problems (1.3), (1.8), (1.9), and (1.10) is 
equivalent if the vector b coincides with the Hankel vector of the GRIP (1.5) 
and if HNN[b] > 0. Further, a necessary and sufficient condition for the 
existence of infinitely many solutions to the problem (1.3) (and therefore to 
all of problems mentioned above) is just the positiveness of the Hankel matrix 
H v~,[b]: 
> 0 (1.12) 
(see Corollary 3.10 below). This observation is by no means trMal. 
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If (1.12) holds, we have [18, 27] that the generators F(A) in M/" of the 
vector b given in the problem (1.10) are parametrized by a linear fractional 
transformation f an arbitrary function ~b(A) in Mr such that hm,_.o~ O(A)/ 
A = 0 uniformly in any sector (1.11): 
r(A) + 
p( , )  + ¢( , )q ( , )  ' 
Im A > O, (1.13) 
where p()t) and q(A) are respectively the Nth and (N - 1)th orthogonal 
polynomials with respect o b, considered as a finite positive sequence 
relative to an axis, while y(A) and ~(A) are the corresponding polynomials of 
the second kind. Taking into account he statements of the GRIP (1.5), we 
can in turn obtain a description of all the solutions w(A) of the NP problem 
(1.3) in the indeterminate case by means of the formula (1.13) with the 
exception of a different range of the parameter function $(A): 
w( , )  = - a ( , ) ,  + 
(1.14) 
in which ~o(A) stands for the unique Hermite interpolation polynomial, of 
degree at most 2 N - 1, of the GRIP (1.5), and A()t) is the polynomial of 
degree 2N with real coefficients defined by 
0 
A(A) = 1-I(x - Yj)'J(A - ~)'J (1.15) 
j=l 
(see Theorem 3.11 below for further details). It is obvious that (1.14) can be 
rewritten as a linear fractional transformation, whose coefficient matrix has 
the form 
[A(A) to(A) ][ -y (A)  -6 (A) ]  
0 1 p(X) q(A) " 
Furthermore, it will be proved in Theorem 3.9 below that the formula (1.13) 
with tb(A) ~M/'U {~} in place of the range of ~9()t) therein can be repre- 
sented in the form f~_~ do ' (u ) / (u  - A), which describes the solutions of the 
problem (1.8) [to determine the function o'(u) from the function ~O(A) one 
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can apply the Stieltje~-Porron inversion formula]. Thu~, if I-INN[b ] > 0 (1.14) 
defines in fact a one-to-one correspondence b tween the class of solutions to 
the NP problem (1.3) and that to the problem (1.8) 
do'(u) 
w ( ) = ,,, ( ) + _ -g  - -a A ( ) . (1.16a) 
Suppose now that HNN[b] ~ 0 is singular. We shall show that the two 
problems (1.3) and (1.8) have only a single solution, respectively, namely, 
these two problems are determined in this case. Their unique solutions w(A) 
and o'(u) ( -~  < u < ~) satisfy the relation 
do-(u) 
w(A) = w(A) + .,_[ u~-~ A(A) (1.16b) 
where o~(A) and A()0 are as in (1.14) and (1.15), and ~r(u) has only a finite 
number of points of increase (not more than N - 1). Moreover, with the 
help of the statement of the quasidirect decomposition of singular Hankel 
matrices one can write down a more explicit expression of (1.16b), and can 
amplify these results to some extent. 
It is thereby shown that the solution of the NP problem (1.3) is adequate 
to the study of the power moment problem (1.8) associated with the Hankel 
vector b, and the formula (1.16) defines a one-to-one correspondence b - 
tween the solutions of these two problems. 
This paper is divided into three sections. In Section 2, restricted to the 
case of the GRIP (1.5), we first recall statements from the theory of GRIPs 
given mainly in [7, 14], and then handle that problem under the condition 
that HNN[b] ~ 0 is not degenerate (that is, HNN[b] ~ H d in (2.20) below.) 
Section 3 is devoted to an instructive alternative proof and extension of 
criteria for the NP problem (1.3) to be solvable, and to be determinate or 
indeterminate; to the intrinsic connection between the NP problem and the 
problems of the power moment and reconstructing functions in W such that 
(1.10) holds in which b is the Hankel vector; and also to an effective 
construction of the solutions to (1.3), (1.8), (1.9), and (1.10) via the Hankel 
vector approach. 
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2. THE GENERAL RATIONAL INTERPOLATION PROBLEM OF 
A SUITABLE SYMMETRIC FORM 
91 
The NP problem studied here involves naturally the consideration of 
certain results of the rational interpolation problem (1.5) and the problem 
(1.10), in particular, the rational solution(s) of least degree to the problems 
(1.5) and (1.10). Suppose now that we are given the interpolation data as in 
(1.5). It is required to determine all complex-valued rational functions ~0(X) 
(with no poles at any Yi or Yi), called interpolants to the GRIP (1.5), such 
that the equations (1.5) hold. 
It is well known that there always exists a unique polynomial solution 
to(X) of degree at most 2N - 1 to the GRIP (1.5), referred to as the Hermite 
(interpolation) polynomial of that problem: 
'A~-  Y') . (2.1) 
where A(X) is as in (1.15). 
As usual, we define the complexity of a rational function g(X)/f(X) as its 
McMillan degree: 
deg g(3,) 
f (A)  
- -  = max{ deg g (X), deg f (X)  }, g and f eoprime. (9..2) 
Put now 
= {Y1 . . . . .  Y1 . . . . .  Y0 . . . . .  Y0, l . . . . .  . . . . .  . . . . .  (2 .3 )  
the interpolation ode collection of 2N numbers, taking each Yi or ~ r i 
times. Let us partition Q into an arbitrary pair of interpolation vectors (IVs 
for short) 0 and 2 with dimension lyl and 121, 101 + 121 = 2N. Denote by 
L0~(to(X)) the (generalized) Loewner matrix associated with the GRIP (1.5) 
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and the IV~ ~ and ~ (~ee, e.g. [6] for details), In particular, to the pair of IVs 
y and ff given in (1.6) there is related an N x N Hermitian Loewner matrix 
Ly~( oJ) = [ Lq] ° i,j=] (2.4a) 
where the ( i , j )th block Lij is in M~,T(C) with entries Kkt(Y i, ~) determined 
by the divided difference with respect o the Hermite polynomial oJ(A): 
1 Ok+l [ to (~) - - to ( r / ) ]  (2.4b) 
k!l! c7~ k3~q ~ ~ - 71 ~=r,,,~=~j 
THEOREM 2.1. Let the GRIP (1.5) be given, and let o~( A) be its Hermite 
polynomial. Then there exists a unique real vector b = (he, hi . . . . .  h2N-2) 
such that 
LO, ~(to) = WO H 101, I-~1 [ b ]W~ t (2.5) 
whenever ~, ~ are an arbitrary pair of IVs of Q in (2.3) with dimensions I y l 
and I~1, respectively, where W 0 (W,-) is some appropriately defined nonsingu- 
lar matrix of order I~1 (1~1) dependent of the interpolation vector ~ ( ~ ) only, 
and Hi01,1,~l[b] = (h,+j)10J~;l~l- ~,IOl + I~1 = 2N. In particular, for the IVs 
y and ~ given in (1.6) we have 
= W.  (2.6) 
where the asterisk denotes the hermitian transpose of the indicated matrix. 
Proof. (2.5), (2.6), and the fact that b is real follow from Theorem 3.3 
of [7], noting that if ~ =y and ~ = ~ then W~ = Wy*, and therefore 
nNx[b ] = nNn[b] t = HNN[b]*. • 
Theorem 2.1 says that given the GRIP (1.5), the corresponding Loewner 
matrices always give rise to one and the same vector b such that (2.5) holds. 
We refer to b of dimension 2 N - 1 defined uniquely by Theorem 2.1 as the 
Hankel vector of the GRIP (1.5); it plays a key role in full analysis of the 
GRIP. Conversely, each real vector b = (h0, hi . . . . .  h2N_ 2) of dimension 
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2 N - 1 generates uniquely a certain GRIP of the form (1.5) up to a constant 
summand d for Cio: 
Yi, Cio + d, Cil . . . . .  Ci. ~'i- 1, i = 1 . . . . .  0, (2.7) 
such that b is the Hankel vector of the GRIP with the interpolation data (2.7) 
(see [7, Lemma 2.1]). 
The Hankel vector of a GRIP has certain properties of interest. For 
instance, we have 
THEOREM 2.2 [7]. With the notation as in Theorem 2.1, let b = 
(h o, h l . . . . .  h2N_ z) be the Hankel vector of the GRIP (1.5). Then b coincides 
with the first 2N-  1 Markov parameters of the strictly proper rational 
function to(A)//A(A), that is, for sufficiently large values of IXl 
to(A) h 0 h i h2N_ 2 
A(A) A -'[- "~ "[- "'" ~- ~I. 2N-'''''''~ q- O(~-2N+l)" (2.8) 
By definition, a strictly proper rational function ~0(A) is called a rational 
generator to a vector b = (h0, h I . . . . .  h2N_ z) 4= 0 if it has as its Laurent 
expansion at infinity the series on the right side of (2.8). So, in particular, 
to( A)//A( A) is a rational generator to b. It is obvious that if ~0(A) is a rational 
generator to b # 0 such that - ~0(A) ~JV, then - ~0(A) is actually a solution 
to the problem (1.10). It is seen from (2.8) and (2.1) that 
0 2 (d~)  ri-1 "r'-1 Ci j (~-  Yi)T'+J~I =y , 
ht= E - E Re 
i=1 (7i 1)! j=O A'-( ; ) 
1 = 0, 1 . . . . .  (2.9) 
In particular, if all Z i = 1 (0 = N), then the problem (1.5) is reduced to the 
classical rational interpolation problem, and the formula (2.9) will be replaced 
by 
N C~oLl 
h i= 2~]Re l=0,1  . . . . .  (2.9') 
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It is obvious that (2.9) and (2.8) imply in turn that to()t) ha~ foal eoeffieients. 
Let us now make the real Hankel vector b of the GRIP (1.5) our starting 
point. If b ~ 0, the characteristic degrees n I = nx(b) and n 2 = n2(b) of b 
are, by definition, 
n 1 =rankHNN[b],  and n 2 =2N-n  1. (2.10) 
It is known [14] that 
n 1-%<n 2 and rankHk,z[b] = min{k,l,n~}, k + 1 =2N.  
Denote by C,()t) the class of polynomials of degree at most n, and by 
C°(~t) the subclass consisting of all monic polynomials of degree xact n. Put 
= (1,)t . . . . .  )t 1-1) ker Hkl[b ], k + l = 2N, (2.11) 
a subspace of C t_ l()t). There always exists a canonical pair of the so-called 
characteristic polynomials (p()t), q()t)), with real coefficients, of the vector b 
such that (1)either p(1) ~ C°I(A)and q(A) ~ C, _1(~)or P(A) ~ C,l_l()t) 
and q()0 ~ C°2()0, and (2) p(A), q(A) form a basis of ~¢.1+ 1 if n I = n 2 = N 
(Huu[b] is then nonsingular), and p()0 (forming a basis of ~¢,1+a), tp()O, 
. . . .  A,~--lp(A), q(2t) form a basis of ~',_+ 1 if n 1 < n 2. [In case i = n 1 < n z, 
choose an arbitrary q(A) G C,(A~ such that p(A), 2tp()t) . . . . .  
)t n2- lp()t), q()t) are linearly indepen~tent]. Set now 
n 1 n 2 
p(h)  = E Pj Aj and q(h)  = Y', qjh j, (2.12) 
j=0 j=0 
and denote by S(p(A)) and S(q(,~)) the symmetrizers of p(A) and q(A), 
= 
s( q( ) ) = 
respectively: 
Pl 
Pnl - 1 
[_ P". 
qn2-1 
I_ qn~ 
Pnl - 1 
• ° 
• ° 
... 
Pn  
0 
Mnl (  n ) ,  
0 
°° .  
0 
q n -- 
. ° )  
1 q"~l 
Zr R) .  
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Define in turn y(A) ~ C, _I(A) and 8(A) ~ Cn _I(A) , both with real coeffi- 
cients, by 
° . .~  h t 7(A) =(1  A, A"'-~)S(P(A))(ho,h~ . . . . . .  , -1) ,  
. . . ,  h ¢ 6(A) = (1 A, A"2-~)S(q(A))(ho, h x . . . . . .  2_1) . 
(2.13) 
We point out that if we introduce a linear functional in the space of 
CeN_I(A) associated with the vector b and a suitable real heN_ 1, 
Sa{R(A)} =r0h  o + rlh I + ' "  +r2N_zhzN_ z + rzN_lh2N_ 1 (2.14) 
for R(A) = •2n-lrj h j j=o  E C2N_I (}0,  then (2.13) can be represented as
p(A) p (u )  and 8(A) = S u -- . y(A) = Su A u A u 
Further, we conclude that the real number or = q(0)y(0) -p(0)8(0)  does 
not vanish, and 
det[ T(A ) 8(A)] p(~) q(X) = q(~)~(A) - p(A)8(x) = ~, (2.15) 
so that the pairs of polynomials (p(A), q(A)), (p(A), T(A)), and (q(A), 6(A)) 
are coprime, respectively; namely, gcd(p, q) = gcd( p, y) = gcd(q, 8) = 1. 
In what follows, without loss of generality, we select o" > 0. 
THEOREM 2.3 [14, 7]. With the above notation, the complete parametri- 
zation of the class ~ of rational generators of exact degree n to the nankel 
vector 0 4= b = (ho, h I . . . . .  h2N_ 2) can be described in the following way: 
(a) If n 1 = n 2 = N, then 
7 if n < nl, 
r(~)n(A) + 8(~)v(X) 
= I~ p(X)n(X)  + q(X)v(X)  : 
I [ gcd(u,v) = 1, n E co_ni(A),v E Cn_n2(A)} if n >~nl 
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(b) I f  n 1 < n z and deg p(X) = n 1, then 
(~ if n < n z, n # n l, 
{~( , ) /p ( , ) )  if n = nl, 
{ r (~lu(a)  + ~(Xlv(X) 
p( ~)u( ~) + q(A)v(,) : 
gcd(u ,  v )  = 1, u ~ c°_n~( , ) ,  v ~ c , ,_ , ,~(A)} 
i f  n >~ n2. 
(c) I f  n 1 < n 2 and deg p(h) < n 1, then 
'O  if n<n2,  
r(X)n(X) + ~(X)v(~) 
p( X)n( *) + q( X)v( *) : 
gca(u ,v )  = 1, u ~ Cn_nl()¢), I) E C°n_n2(/~)l ff n ~ n 2 .  
) 
We remark that Theorem 2.3 is valid even for b = 0, if we take the 
conventions that 
n 1 = 0, n 2 = 2N,  p (* )  = ~(* )  = 1, q ( /~)  = , ) t ( , )  = 0, 
(2 .16)  
and deg u(X) - deg v(A)/> 2 N therein. 
THEOREM 2.4 [7]. Let 0 4= b be the Hankel vector of  the GRIP (1.5), 
and let (n 1, n2), p(h), q()t), 7()0, 6(A), oJ(h), and A(A) be as before. Define 
a(h) and/3(h)  via 
~(~)  = p(x )o~(x)  - r (A )A(X) ,  /3(A) = q(h)to(h)  - 8(A)A(A) 
(2.17) 
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d . [a (h )  /3(h) ] et[p(h)  q(h) =q(h)a(h)  -p (h) /3 (X)  = -o'A(h),  (2.18) 
where ~r ( > O) is the same as in (2.15). Moreover, the complete parametriza- 
tion of the class ~,, of all the rational interpolants of degree exact n to the 
GRIP (1.5) can be described in the foUowing way: 
(a) I f  n 1 = n 2 (and therefore deg p(h) = N > deg q(h)), then 
= 
,Q 
{ ,~(,),,(,) + t~(X)v(X) 
p( X)u( , )  + q(X)v( , )  : 
gcd(u,v) = gcd(pu + qv, A) = 1; 
n ~ Con_.,(*),v ~ C._ .~(*) ,  
or u ~ Ca_.,_ t(A), v ~ C, °_ n~( *) I 
) 
i f  n ~n l ,  
if n ) n 1. 
(b) I fn 1 < n2deg p(h) = nl, then 
' 0  
{a(A)/p(A) :gcd(p, A) = 1} 
{ o4*)n(*) + ~(*)v(* )  
p(*) , , (*)  + q( X)v( *) : 
gcd(n, v) = gcd( pn + qv, A) = 1; 
n E COn _n , ( t~) ,v  E C n_n2( l~) ,  
c._ . ,_  , ( , ) ,  v ~ c °_.~(,) I or  u 
) 
i f  n <( n 2 , n =~ n l , 
i f  n ~ nl~ 
i f  n >~ n z. 
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(c) I f  n 1 < ne deg p( A) < nl, then 
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{a(A) /p (A)  :gcd(p, A) = 1} 
{ + 
+ : 
gcd(u,v)  = gcd(pu + qv, A) = 1; 
c,,_,,,( ,) ,v c° 
or u ~ C °_ ,,,(A), v ~ C,, _,,~_ 1(A) 1 
I 
i f  n < n2,  n ~ h i ,  
i f  /2 ~n l ,  
if n >~ n2. 
We note that it is trivial to verify that in case b = 0, Theorem 2.4 is also 
true if we agree to the conventions (2.16) [and therefore a(A) = w(A) = Cj0 
and fl(A) = -A(A) by (2.17)]. 
Thus, to the statement of the GRIP (1.5) of order 2 N there corresponds a 
unique real Hankel vector b = (h 0 . . . . .  heN_ 2) of dimensions 2N - 1, 
whose pair of characteristic polynomials p(A) and q(A) combined with the 
Hermite polynomial co(A) in question determines fully all the solutions of 
that problem. 
COROLLARY 2.5 [7]. With the notation of Theorem 2.4, we have 
(a) n I = max{deg a(A), deg p(A)} ~< n 2 = max{deg/3(A), deg q(A)}. 
(b) gcd(a(A), p(A)) = 1 if, and only if, gcd(p(A), A(A)) = 1; in this 
case, a( A)/p( A) is of degree nl, is real on the real axis, and is an interpolant 
to the GRIP (1.5). If, further, nj < n 2, then a( A)/p( A) is the only rational 
interpolant of degree < N to the GRIP (1.5). 
(c) I f  n 1 = n 2 = N, there exists' a family of interpolants of least degree N 
to the GRIP (1.5), which are real on the real axis and of the form 
A) + 
p( A) + tq( A) ' 
(2.19) 
where t ~ R U {oc} is the free parameter such that gcd(p(A) + tq(A), 
A(A)) = 1. 
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~OROLLARY 2.6 [7]. Let ~p(A) be an interpolant to the GRIP (1.5), and 
let oJ(A) be as before, and let y, It be IVs of Q as in (1.6). Then 
rank Ly~(oJ(A)) = deg ~p(A)/fN >1 deg ~p(A). 
In the rest of this section, we continue the study of the GRIP (1.5), but in 
contrast with the previous part, we do it under the restriction (1.7), where 
b = (h 0 . . . . .  hzN_ 2) is the (real) Hankel vector, b ~ 0. These results will be 
used in the next section over and again. It is convenient to have the following 
lemma before proving the main Theorems 2.3' and 2.4'. It is a simple 
consequence of the statement of the so-called quasidirect decomposition of
singular Hankel matrices [11]. 
LEMMA 2.7. If HNN[b] >1 0 is singular, and if its (unique) quasidirect 
decomposition has the form 
HNn[b ] =Hp +H d, (2.20) 
where np and H d are the proper and degenerate parts of HNN[b], respec- 
tively, such that rank HNN[b] = rank Hp + rank Hd, then Up >1 0 and 
H a >~ O, and there exists a unique real & with 0 <~ & <<. h2N_ 2 such that 
Hp = HNN[bp], H d = HNn[ba], (2.21) 
in which bp + b d = b, bp = (h 0 . . . . .  hzN_ 3, h2N_ z - ~) and b d = (0 . . . . .  
0,~). 
Proof. It follows from [11] that if HNN[b] >~ 0 is written in the block 
form 
 NNEbI [ n 0] 
B* C ' 
where the order of A is equal to the maximum of the first linearly indepen- 
dent columns of HNN[b], then its quasiclirect decomposition is of the form 
B* B*A-1B 0 C -  A-1B " 
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Since HNN[b] >~ 0 is equivalent to A > 0 and C - B 'A -1B >~ O, we have 
that Hp >1 0 and Hd >~ O, so that C - B*A-1B is a certain diagonal matrix 
of the form diag(0 . . . . .  0, ~) where & >~ 0, as desired. • 
Observe that if HNN[b] >~ 0 is proper, that is, either HNN[b] > 0 or 
HNN[b] >~ 0 is singular and proper (i.e., HNN[b] = lip in (2.20)), and n 1 = 
rank HNN[b], the aforementioned canonical pair of characteristic polynomials 
p(A) and q(A) of the vector b can be chosen to be the nlth and (n I - 1)th 
orthogonal polynomials with respect o the finite positive sequence {hj}~ -2 
truncated from the Hankel vector b. Indeed, under the hypothesis on 
HNN[b], the finite sequence {hj}2o ~-2 for which the Hankel matrix of order 
n 1 is positive definite [(h~+j)~')-_li > 0] can be always continued in a suitable 
way to an infinite real sequence ho . . . . .  h2~_ 2, h'2,~_ 1, h'en~ . . . . .  such that 
the latter is also positive relative to an axis, where h'2~ _ 1 = h2~]- 1 if n 1 < n 2 
and h~2nx_1 arbitrary, otherwise. Denote by /3(A) and c~(A) the nlth and 
(n 1 - 1)th orthogonal polynomials of that infinite positive sequence, or, for 
short, of the Hankel vector b, respectively. Then we have [1] that 
h 0 
hi 
= o, det  
hn I - 1 
1 
h l " ' "  
h 2 . . .  
hnl "'" 
A ... 
h rt I 
hn l+ l  
h' 2nl - 1 
(2.22) 
in which a =/= 0 is a suitable real constant such that /3(A) is monic, and that 
S~{Ak~(A)} = 0 for k = 0, 1 , . . . ,  n I -1 ,  where S~{') is de- 
~nl ' t  1 I ' l  ~11]' h i - f -  ] C -~  fined by (2.14), whence /3(A) ~ (1, A . . . . .  ^  iKerttti+j]i,j= o .,v/,.+l ,
where ~,,~+1 is defined by (2.11) with l = n I + 1. By analogy, we can prove 
that c~(Z) ~,n~+l.  
In the case when HNN[b] ~> 0 (b # 0) is singular and of the form (2.20) 
with Hp :/: 0 and H d ¢: O, we have by Lemma 2.7 that rank Hp = n 1 - 1 
and therefore the sequence {hj}~ n~-4 is in tnrn positive. Then it is obvious 
that the canonical pair of characteristic polynomials p(A) and q(A) of the 
vector b can be chosen as the (n I - 1)th orthogonal polynomial with respect 
to that positive sequence and an arbitrary q(A) ~ C,°(A) such that q(A) 
~¢n2+ 1' respectively. 
In the sequel, if HNN[b] >~ 0 is not degenerate, we call a pair of 
polynomials p(A) and q(A) so constructed just a special canonical pair of 
(characteristic) polynomials of b. 
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From the theory of orthogonal polynomials with respect to a positive 
sequence we have [1] that all the zeros of the orthogonal polynomial p(A) are 
real and simple, whence ged(p(A), A(A)) = 1. The last condition implies in 
turn, by Corollary 2.5, that a(A)/p(A) is always a solution of degree xact n 1 
to the GRIP (1.5), where a(A) is defined by (2.17). Similarly, we can prove 
that if HNN[b] > 0, then for any t ~ R U {~}, the rational function [a(A) + 
t~(A)l/[p(A) + tq(A)l of exact degree N is also a solution to (1.5), by 
Corollary 2.5(c) and by the realness of the zeros of p(A) + tq(A). 
Also, it is well known [11 that if HNN[b] >~ 0 is proper, then - ,/(A)/p(A) 
belongs to / /and  is a rational generator of -b ,  and that if, in particular, 
gNN[b] > 0, then -[3'(A) + tCl(A)l/[p(a) + tq(A)] belongs to d"  for any 
real finite t, and is a rational generator of -b  as well. Thus we have proved 
THEOREM 2.3'. Let 0 =/= b = (h o . . . . .  h2N_ 2) be the Hankel vector of 
the GRIP (1.5) such that Hnn[b ] >1 0 is not degenerate. Then Theorem 2.3 is 
also valid/fp(A) and q(A) therein are chosen to be a special canonical pair of 
polynomials of b, where cases (a), (b), and (c) correspond to the cases when 
HNN[ b ] > 0, when Hnn[ b ] >~ 0 is singular and proper and when HNN[ b ] >~ 0 
is singular and not proper, respectively. If, in particular, HNN[b] > 0 
{ HNN[ b ] >>- 0 is singular and proper, respectively}, then for any real finite t, 
the rational function -[T(A) + t~(,0]/[ p(,~) + tq(,~)] of exact degree N 
{-  T(A)/p(A) of exact degree n 1} belongs to ~.  
For the GRIP (1.5) under the condition that HNN[b] >~ 0 is not degener- 
ate we have 
THEOREM 2.4'. Let 0 # b = (h o . . . . .  h2N_ 2) be as in Theorem 2.3'. 
Then Theorem 2.4 is also true /f p(A) and q(A) therein are chosen to be a 
special canonical pair of polynomials of the Hankel vector b of the GRIP 
(1.5). Furthermore, if HNx[b] > O, the GRIP (1.5) for any t ~ R n {~} has 
a solution (with degree N) of the form [a(A) + t~(A)]/[p(A) + tq(A)]; /f 
HNN[b] >1 0 is singular, the GRIP (1.5) has a solution (with exact degree n l) 
of the form a(A)/p( A). 
We remark that restricted to the rational solutions to the problem (1.10) 
[(1.3)], one needs only to the find the solutions given in Theorem 2.3' 
[Theorem 2.4'] belonging to the class d~. 
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3. THE GENERAL NP INTERPOLATION IN THE CLASS JV 
In this section we pull together the results of the previous section to 
discuss the NP problem (1.3) in the class iV, and its connections with the 
power moment problems (1.8) and (1.9) as well as the problem (1.10). Here 
our main tool is the real Hankel vector b = (h 0 . . . . .  h2s 2) of the corre- 
sponding GRIP (1.5). In the sequel, it is convenient to call that vector b the 
Hankel vector of the NP problem (1.3). It should be emphasized that the 
aforementioned polynomials A(A), to(A), p(A), q(A), ~/(A), ~(A) [and there- 
fore a(A) and fl(A)] have all real coefficients. 
Let us start with a basic result, which is an immediate consequence of
Theorem 2.1. 
LEMMA 3.1. With the notation as before, we have that Lye(to) coincides 
with the Pick matrix A defined via (1.4) with w(A) replaced by to(A) therein, 
and that Lye[to] >i 0 (> 0) if and only if HsN[b ] >>, 0 (> 0). 
In the case when Hss[b] >>, 0 is degenerate, i.e., HNN[b] = H d in (2.20), 
in addition to Theorem 2.4', we have 
LEMMA 3.2. Let HNN[b] >1 0 be degenerate, b = b d = (0 . . . . .  &). Then 
the Hermite polynomial^to(A) ofthe GRIP (1.5) has the form to(A) = ~A + /3 
for some suitable real 8, which is also a solution to the NP problem (1.3). 
Proof. The fact that to(A) = &A + /3 with & >/0 follows from Lemma 
2.7 and the remark after Theorem 2.1, while oJ(A) ~Jg" by definition. • 
It follows from Theorem 2.4' that a(A)/p(A) is a solution to the problem 
(1.5) if HuN[b] >1 0 is proper. At the same time, it is also a solution to the 
NP problem (1.3). To verify this, it is sufficient o prove a(A)/p(A) ~.  
Observe first that if HNs[b] >1 0 is proper, then the rational function 
a(A)/p(A) is real on the real A-axis and regular at infinity, and has only 
simple poles at the (real) zeros of p(A). A simple calculation shows that 
a(A)/p(A) at each zero z 0 of p(A) has the negative residue 
a(z0)  a(z0)q(z0)  - fl(Zo)P(Zo) 
p'( Zo) p'( zo)q( Zo) - q'( zo)P( Zo) 
-trA( Z o) 
= o'[q2(z0) + some positive realnumbers] <0,  (3.1) 
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where we use the formula (2.18) and the limiting case of Christoffel-Daboux 
formula [1, p. 9]. Thus, a(A)/p(A) belongs to A/, and therefore is a solution 
to the NP problem (1.3). Similarly, we can prove that if Huu[b] > 0, then for 
any t ~ R U {oo}, [a(A) + tig(A)]/[p(A) + tq(h)] is a solution to the prob- 
lem (1.3). 
All these results can be stated in 
LEMMA 3.3. Let 0 v~ b = (h 0 . . . . .  h2N_ 2) be the Hankel vector of the 
GRIP (1.5) such that HuN[b] >~ 0 is proper, and let p(A), q(A) be its special 
canonical pair of (characteristic) polynomials. Let a(A) and /3(A) be as in 
(2.18). Then cr(A)/p(A) is a rational solution of exact degree n 1 to the 
problem (1.3). If, in particular, HuN[b] > O, then for any t ~ R U {~}, 
[a(A) + t ~( A)]/[ p( A) + tq(A)] is also a rational solution of exact degree N 
to the problem (1.3). 
Note that we shall prove in Corollary 3.5 that if HuN[b] >~ 0 is not 
proper, then a(A)/p(A) is also a rational solution of exact degree n 1 to the 
problem (1.3). 
In what follows, we take as conventions that when the Hankel vector 
b # 0 has the property that HNN[b] >~ 0 is not degenerate, by p(A) and q()t) 
we denote always a special pair of polynomials of b, by T(A) and 8(A) the 
corresponding polynomials defined by (2.13), and by a(A) and 3(20 that 
defined by (2.18). In case HuN[b] = Hd, we take that p(A) = 1, T(A) = 0, 
and a(A) = to(A). 
The following is an important result which includes a Pick-type theorem 
for the problem (1.3) and a brand-new and simpler solvability criterion, 
namely, HNN[b] >/ 0. At the same time, it brings to light an interesting 
connection between the NP problem and the power moment problem 
combined with its relatives associated with the Hankel vector in question. 
THEOREM 3.4. Let the NP problem (1.3) be given, and 0 ~ b = 
(h o, h 1 . . . . .  h2N_ z) be its Hankel vector with characteristic degrees n 1 and 
n 2. Then the following are equivalent: 
(a) There exists a rational solution ~( A) EA r, real on the real A-axis, to 
the NP problem (1.3). 
(b) There exists a solution ~( A) ~A F to the problem (1.3). 
(c) The Pick-Loewner matrix A = Lye(to) defined by (2.4)/s Herrnitian 
nonnegative: A = Lye(to) >~ O. 
(d) The Hankel vector b forms a finite nonnegative s quence relative to an 
axis, in the sense that (1.7) holds. 
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(e) The truncated power moment problem (1.8) has a solution o'(u) 
( -~  < u < +~).  
(f) There exists a real a with 0 <<, a <~ h2n_ 2 such that the vector 
(h o . . . . .  h2s_ 3, hzN_ 2 - a )  of  dimension 2N - 1 is a Hamburger vector. 
(g) There exists a real ~ with 0 <~ a <~ h~s_ e and a rational function 
F(A) ~t"  such that F(A) is a generator of  the vector (ho , . . . ,  h2,¢_ 3, 
h2N_ 2 - a). 
(h) There exist real a with 0 <~ a <~ h2N_ 2 and a function F(A) ~ 
such that 
h o h 1 h2n_ z - a 
F(~) -- ~ ~2 A2~_~ -R2,v_~(~), (3.2) 
where R2N_ I(A) = o(A -zu+l)  as A ~ oo uniformly in any sector (1.11). 
In this case, the problem (1.3) has always a rational solution qffA) of  the 
form 
v(x) ~(~) 
~o(A) = oJ(A) )p(k-------7 A(A) ~/(A) ' (3.3) 
in which y(A)/p(A) is a rational generator to the vector (h0, . . . ,  h2N_ 3, 
h2N_ 2 -  ~), where ~ = 0 if  HNN[b] >~ O is proper, and ~ > 0 is as in 
(2.21) otherwise. 
eroof. (a) =~ (b), (e) ¢* (O, and (g) =~ (h): Obvious. (f) ~ (h) follows 
from the Hamburger-Nevanlinna theorem mentioned above. 
(c) ¢* (d) follows from Lemma 3.1. (e) =~ (d): The proof is very simple. 
For if the equations (1.8) hold, then for any real x = (x o . . . . .  xN_I)  t we 
have 
__+~o[N_ 1 )2 
x 'HNn[b]x  >~ j ~ [ k~__oXkU k d~r(u)  >~0. (3.4) 
It remains to prove the implications of (b) ~ (c), (d) =~ (g), and (d) ~ (a). 
(b) =~ (c): Assume that q~(A) ~A/" is a solution to the problem (1.3), so 
that, by (1.1), it satisfies the equations (1.5). By virtue of the integral 
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representation f the functions in M/" (see e.g. [1, p. 92]), 
j .(1 u) 
,p( x )  = + "r + - d (u) (3.5) 
u-A  l+u z 
where /z/> 0, Im T = O, ¢(u) is a positive Borel measure on the real axis 
such that f_+~(1 + u ~) de(u) is finite, and ¢(A)/A ~ g as Z ~ oo uniformly 
in any sector (1.11), we conclude that the entry Kkt(Yi, ~)  of Lij ~ M,,,.,~(C) 
defined by (2.4) with ~0()t) in place of w(A) has the form 
1 c~k+t r[ f+) dr (u)  
k!l! ~k  o~rlt 1 ~ + _ (u - ~) (n  - ~7) ¢=r,,o=~' 
so that the quadratic form 
i j i , j  k,l 
2 1 3k[  1 ] 2 
=.E, ,  ° +f+ Ef, oTk --~o i, k ~:=Y~ 
(3.6) 
for an arbitrary selection of block vectors x = (x~ . . . . .  x~) t ~ C N, where 
x ,=(x° ,x~ . . . . .  xT'-l) t, i=  1 . . . . .  O. 
Thus, A = Lv~(oJ) = Lv~(q~) >~ O. 
(d) =" (g): Assume (d). If HNN[b] >1 O is proper, (g) follows from Theo- 
rem 2.3' (with a = 0 if HNN[b] > 0, with a = ~ as in (2.21) if HN:¢[b] >~ 0 
is singular). If HNN[b] >1 O is degenerate, we take a = h2N_ 2 and F(A) = 0. 
Finally, if HNN[b] >t 0 is singular and of the form (2.20) with Up = 
HNN[b p ] # 0 and H d = HNN[b d] --/: O, where bp and b a are defined as in 
(2.21), then there exists a rational generator 3'(A)/p(A) of bp such that 
- ~/(A)/p(A) ~,  by Theorem 2.3' again, so (g) holds with a = 6. 
(d) =, (a): Assume that HNN[b] >t O. Then (a) follows from Lemma 3.3 
(Lemma 3.2) if HNN[b] >~ 0 is proper (is degenerate). It remains to prove the 
implication of (d) ~ (a) in the case when HN,,,[b] >1 0 is singular of the form 
(2.20) with Hp = HNN[bp] 4 :0  and H d = HNN[bd] -'-'# O. Partition the prob- 
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lem (1.3) appropriately into a pair of NP problems, denoted by (1.3)p and 
(1.3) d, with the same interpolation odes as in (2.3), such that bp = 
(h 0 . . . . .  h2N_ 3, h2N_ 2 - a)  and b d = b - b e = (0 . . . . .  0, ~) are the corre- 
sponding Hankel vectors, respectively, and such that tod(A) = &A ~J/~ is a 
solution to the problem (1.3)a. Such a pair of NP problems always exists 
uniquely. Due to Lemma 3.3, there exists a rational solution to (1.3)p which is 
of the form top(A)- [T(A)/p(A)]A(A)~1~, where top(A) is the Hermite 
interpolation polynomial of the GRIP (1.3)p. Thus, top(A) -  
[ y( a)/p( a)]A( A) + to~( A) = to(A) - [ ~/( A)/p( A)]A( A) belongs to the class 
~V and is obviously a rational solution to the GRIP (1.5) [and therefore to the 
problem (1.3)]. This completes the proof of the theorem. • 
We remark that the above proof of (d) ~ (g) provides in essence an 
alternative proof of a result of M. Riesz (see, e.g. [1, p. 71]) by making use of 
the Stieltjes-Perron i version formula. 
In the case when A >t 0 (or HNN[b] ~> 0) is singular, more can be said 
about the class of solutions to the NP problem (1.3), and to the power 
moment problem (1.8) and its relatives. We shall prove in Corollary 3.5 below 
that each of these problems with the exception of the problem (1.9) has only 
a single solution. This means that these problems are determinate in the case 
when HNN[b] >~ O is singular. 
COROLLARY 3,5. With the notation as before, the following are equiva- 
lent: 
(a) HN~-[b] >~ 0 (of A >1 O) is singular with rank n 1 (< N), and of the 
form of the quasidirect decomposition defined as in Lemma 2.7. 
(b) The class of solutions to the problem (1.3) is nonempty, and consists 
of rational functions of degree at nu,st N - 1. 
(c) The problem (1.3) has a unique solution which is rational, real on the 
real A-axis, and of degree exact n 1. 
(d) The problem (1.3) has only a single solution. 
(e) The problem (1.8) has a solution ~r(u) ( -~  < u < +~) which has at 
most N - 1 points of increase. 
(f) The problem (1.8) has a unique solution tr(u) ( -  ~ < u < + 2) for 
which the number of points of increase is n~ if HNN[ b ] is proper, and n~ - 1 
otherwise. 
(g) The problem (1.8) has a unique solution ~r(u) ( -  ~ < u < + 2). 
(h) There exists a unique real a with 0 ~ ~ ~ h2~_ 2 such that the 
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hj = f+=uJ_ dor(u) ( j  = 0,1 . . . . .  2N - 3), 
h2N_ 2 - a = f +_~u 2N-2 d~r(u) (3.7) 
has a unique solution tr(u) ( -~  < u < +~). 
(i) There exists a unique real a with 0 ~ ~ <<, h2N_ 2 such that the 
problem (1.10) with h2s,_ 2 replaced by h2N_ 2 -- ~ has only a single solution 
e(~). 
In this case, the (unique) solution give in (b), (c), or (d) is of the forvn 
(3.3), while -T (A) /p (A)  therein is the unique solution given in (i) with 
a = &, where & is defined uniquely by (2.21); the (unique) solution tr(u) 
( -~  < u < +~)  to the problem (1.8) given in (e), (f), or (g) must be 
concentrated on the real zeros A1, A z . . . .  , A T (r = n 1 if H~.N[b] is proper, 
and r = n I - 1 otherwise) of p( )O, at which its discontinuities are 
(A ,  + 0)  -  (Ai - 0 )  - 
r (x , )  
p ' ( , , )  ' i=1 ,2  . . . . .  r 
(where cr(u) = 0 ( -~  < u < +~) if HNN[b] = Ha); finally, the real a 
given in (h) is equal to ~t given in (2.21), and the Hamburger nunnent 
problem (3.7) has a unique solution ~r(u) ( -~  < u < +~) which is the 
same as that of the problem (1.8) just mentioned. 
Proof. (a) ~ (b): Assume (a). Then the problem (1.3) has at least one 
solution q~(A) by Theorem 3.5. Going to the proof of rationality of the 
solution ~0(~), we have further that the quadratic form in (3.6) vanishes for a 
nontrivial choice of the x = (xtl . . . . .  x~) t ~ C N where x i = (x °, x~ . . . . .  
7 i -1 ) t  for i = 1, 0. The rational function of u defined by X i . . . ,  
i, k ~=Y~ 
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has the form 
Z E (u r,) 
i=1  k=0 - -  
in which R(u) is some polynomial of u with leading term E°= lx°u N- i. Since 
the measure ~-(u) must be concentrated on the zeros of R(u) and the 
number of these is at most N-  1 [it is ~N-2  if / x#0,  since then 
~i x° = 0 by (3.6)]. It follows from the representation (3.5) that any solution 
~o(A) ~1/" to the problem (1.3) is always rational, of degree at most N - 1. 
(b) ~ (c): The rational solution q~(A) of degree at most N - 1 to the 
problem (1.3) is also an interpolant to the GRIP (1.5), so that it is unique, 
and of degree exact n 1 by Corollary 2.5(b), and has the form (3.3), which is 
real on the real A-axis by Theorem 3.4. 
(e) =* (d): Obvious. 
(d) =, (a): The condition (d) implies that HNN[b] >7 0 (or A >/ 0) by 
Theorem 3.4 and that H vN[b] (or A) is singular by Lemma 3.3, since 
H~cN[b] > 0 (or A > 0) implies that (1.3) has infinitely many solutions. 
(a) ~ (e): Assume (a). Then (1.8) has a solution ~r(u) by Theorem 3.4, 
and the equality applies in (3.4) for some x # 0. Thus, the polynomial 
~N-1  k k=0 xku must be zero at all points of the increase of the function o'(u), 
the number of which is obviously at most N - 1. 
(e) ~ (f), (i): Assume (e). Then there exists a real a ~4th 0 ~< ~ ~ h2, ~, 2 
such that the problem (3.7) has a solution o-(u) which is the same as that 
given in (e). It follows from the Hamburger-Nevanlinna theorem that the 
function 
F( X) = f (3.8) 
belongs to~,  and generates the vector -b '  = - (h0 , . . . ,  h2N_ 3, h2N_ 2 - or) 
in the sense that (3.2) holds uniformly in any sector (1.11). The function F(A) 
is, by (e), rational, of degree at most N - 1, so that it (and therefore the real 
or) is unique by Theorem 2.3' with b' in place of b therein. Thus, we have by 
Theorem 3.4 that b' = bp, i.e., c~ = ~, whence the function o'(u) ( -~  < 
u < + ~) is also unique, with n x points of increase if & = 0 or with n 1 - 1 if 
~>0.  
(f) ~ (g), and (h) ~ (e): Obvious. 
(g) ~ (h): The proof is very simple with o~ = b2N_ 2 - f+~u 2N-2 d(u). 
(i) =, (a) follows from Theorem 3.4, since HNN[b] > 0 implies that for 
a = 0, the vector - b has infinitely many (rationaD generators F(A) in IF by 
Theorem 2.3'. The last part of the corollary is obvious. • 
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An interesting consequence ofTheorems 3.4 and 2.3' and of Corollary 3.5 
is the following result (see Theorem 2.3 and the formula (2.38) of [27] or [18, 
p. 183]; for a generalization to the operator case see [2]). Here we state an 
alternative proof for it. 
THEOREM 3.6. In order for the problem (1.9) to have a solution, it is 
necessary and sufficient hat HNN[b ] >~ 0 be proper. In this case, /fHNN[b] 
is singular, then (1.9) has only a single solution cr(u) ( -~  < u < +oc), 
which is such that 
_ r ( , )  (3 .9 )  
_ p ( , ) '  
where -T (A) /p(A)  is the unique solution to the problem (1.10); and if 
Hnn[b] > 0, then the formula 
v(*) + 
_ - p (* )  (a lO)  
establishes a one-to-one correspondence b tween the class of solutions ~r( u ) to 
the problem (1.9) and the class of solutions to the problem (1.10) when ~( A) 
runs over the dassJKsuch that q0(A)/A --* 0 as A --* ~. 
Proof. The sufficiency of the condition of the first statement of this 
theorem follows from the last result of Theorem 2.3' and the Hamburger- 
Nevanlinna theorem. It is very simple to prove that the condition is necessary. 
For if (1.9) [and therefore, (1.8)] has a solution ~r(u), then HNn[b] >~ 0 by 
Theorem 3.4. If H~,n[b] >~ 0 were singndar and not proper, Corollary 3.5 
would imply that the rational function -F (a )  = -f+_~ d~r(u)/(u - A) of 
degree at most N - 1 was a generator of the vector b. But according to 
Theorem 2.3' this is impossible. Thus one part of the theorem is proved. 
If HNN[b] >>-0 is singular and proper, the result (3.9) follows from 
Corollary 3.5 at once. It remains to prove the last result of this theorem. 
Assume that Hnn[b] > 0 and ~r(u) is a solution to the problem (1.9), and 
therefore f+_~ d~r(u)/(u - A) is a solution to the problem (1.10). Then, by  
Lemma 3.8 below, we have (3.10) for some q~()t) ~JKsuch that q~(A)/A --* 0 
as )t ~ ~ uniformly in any sector (1.11). Conversely, if q~(A) ~JK is such that 
the condition just mentioned holds, then there exists a sequence of proper 
rational functions q~,(,t) of the class J converging to ~p(A) uniformly on each 
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compact set in C +. Let now 
F(A)  = and V . (A)  = p(X) + ~(X)q(X) p(a)  + ~. (A)q(A)  ' 
n = 1, 2 . . . . .  (3 .11)  
Then -F,,(A) ~4~, and F,,(A) is a rational generator to b by Theorem 2.3' 
and Lemma 3.7 below, so that -F,,(A) is a solution to the problem (1.10). We 
have 
-F,,( x) = f +~d~'(u)_ u ~ A 
for some solution ~,(u) to the problem (1.9), by the Hamburger-Nevanlinna 
theorem again. Going to the limit and using Helly's theorem, we have that 
(3.10) holds for a solution o'(u) to (1.9). • 
LEMMA 3.7 [1]. I f  HNN[b] > O, then for a fixed A ~ C +, the set of 
values assumed at the point A by the functions 
v( A) + ~(  A) 
F(A ,  ~) = - (3 .12)  
p (A)  + ~q(X)  ' 
where • varies along the whole real axis, coincides with a nondegenerate 
circular contcmr K(A) situated in C ÷, and the point F(A, r) lies within the 
circle K(A) or on its boundary if and only if Im z >I 0. 
LEMMA 3.8. I f  HzvN[b] > O, then for each function F(A) such that 
-F(A)  is' a solution to the problem (1.10), there exists a q~(A) ~4r  satisfying 
qffA)/A --+ 0 as A --+ ~ in any sector (1.11) such that 
F(A)  = (3 .13)  
p(A) + ~¢(A)q(A) 
Proof. Assume that HNm[b] > 0 and that F(A) is a nonrational function 
such that -F(A)  is a solution to (1.10). Then, by the Hamburger-Nevanlinna 
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theorem there is a solution o'(u) to the problem (1.9) such that 
_ 
We take {cr,(u)}~= 1 as a sequence of bounded nondecreasing functions 
(-o0 < u < + oo) each of which has a finite set of points of increase, such 
that o',(u) -4 o'(u) substantially as n --4 oo Set h(n) = f+~u j don(u), 0 <~ • j - 
j~<2N-2 ,  and b ( " )=(h~)  . . . . .  '°2N-2--t'(") ~ We have that h~ ~)~h,~(j~ =
0, 1 . . . . .  2N - 2) as n --) ~, and -Fn(X)  = f+_7, dc , , (u ) / (u  - ,X) --, -F (X)  
as n ~ ~ by Helly's theorem. Then by Theorem 3.4 and the condition that 
HuN[b] > 0, the real Hankel matrices H(N"~ = t/,(n) ~N- 1 ""~+j'~,j=0 > 0 for sufficiently 
large values of n. Denote by p(")(A), q(")(A), y(")(X), 6(n)(A) the polynomials 
of b ("~ comparable to p(A), q(A), y(A), 3(A) relative to the vector b. We 
have p(")(A) --* p(A), etc. Since -F,,(A) ~"  is a rational function such that 
h(o n) L(n) 
"2N-2 O(/~_2N+ 1 ) 
F,~(A)= A + " ' + ~ +  
as A ~ oo uniformly in any sector (1.11), F,(A) is a rational generator to b (") 
for large values of n. It follows from Theorem 2.3' and Lemma 3.7 that Fn(A) 
has the form 
~y(n)(~) .~ ~t)(n)(/~) (n)(~) 
eo(;~) = pc.>(~) + ¢~.>(~) q~n>(~) 
for large values of n, where q~(")(A) ~d/" is proper rational. Going to the 
limit, and using the compactness property [15, p. 14] of all Nevanlinna 
functions in C +, we have a subsequenee ~0("J ) of ~(")(A) converging to 
qffA) ~d/'such that q~(A)/A --, 0 as A ~ o% and therefore {F,.(A)} converg- 
• - . . + • • J , • + 
xng to F(A) uniformly on each compact set m C , which is analyhc in C , 
and coincides with F(A) by the uniqueness theorem of analytic functions. 
Thus, (3.13) holds, where qffA) ~#,  and q~(A)/A ~ 0 as A ~ oo uniformly 
in any sector (1.11). • 
For the problem (1.8) we have by a result of M. Riesz (see [1, p. 71]), or 
by Theorem 3.4, that it has a solution of o'(u) ( -oc < u < oo) if and only if 
HNN[b] >~ O, and that if HuN[b] >~ 0 is singular, (1.8) has only a single 
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solution or(u) such that (3.9) holds where -T (A) /p (A)  is the unique 
generator of bp, the proper part of b. In the case of HNN[b] > 0 we have 
THEOREM 3.9. Let b = ( h o . . . . .  heN_ e) be real. If HnN[ b ] > O, then 
the formula (3.10) establishes a one-to-one correspondence between the class 
of solutions or(u) to the problem (1.8) and the class of functions (p(A) of the 
class X augmented by the constant oo. 
Proof. We consider the functions 
_ 
A ~ C +, (3.14) 
in which or(u) (--m < U < oo) runs over the solutions to (1.8). It can be 
shown in a similar way to that given in proof of Theorem 2.24 of [1] that the 
set of values assumed at the point A ~ C + by all functions F~(A) coincides 
with the point set K(A) defined by Lemma 3.7 and its interior. Thus, by 
Lemma 3.7, 
r (A )  - 
= + c ÷, (3 .15)  
where T(A) is such that Im r(A) >~ 0 for A e C +, and is defined by the last 
equation. If r(A) is not an infinite constant, it is meromorphic in C +, and 
further is regular in C +, since the possible singularities are removable, so that 
r(A) e~.  
Conversely, suppose that ~p(A) ~.  Denote by F(A) the corresponding 
function given in the right side of (3.10). For a fixed A ~ C +, the point F(A) 
lies in the point set K(A) or its interior, in view of Lemma 3.7. We draw a 
chord through the point F(A) and find a pair of points w I and w e on the 
boundary of K(A). Clearly by Lemma 3.7, 
for some ~'~ ~R ( i=  1,2) 
and the point F(A) may be expressed as F(A) = Ow I n t- (1 - O)w2, where 
0 ~< 0 ~< 1. Due to Theorem 3.6, we can find solutions orl(u) and or2(u) to 
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u - - ;  = w, ,  _ = w2.  
We then introduce the function o'(u) = Oct,(u) + (1 - 0)o'2(u), which evi- 
dently is a solution to the problem (1.8). Also, the equality (3.10) will hold. 
It remains to discuss the case of ~()t) = oo. In this case, it is sufficient to 
use the result proved already and to go to the limit, by Helly's theorem. • 
In the case when A > 0 (or equivalently, HNN[b] > 0), due to Lemma 
3.3, Theorem 3.4, and Corollary 3.5, each of the problems (1.3), (1.8), (1.9), 
and (1.10) has infinitely many solutions, so it is indeterminate. More pre- 
cisely, we have 
COROLLARY 3.10. With the notation as before, the foUowing are equiva- 
lent: 
(a) A = Ly~(~o) > 0. 
(b) HNN[b] > O. 
(c) There exists at least one nonrational solution to the problem (1.3). 
(d) There exist infinitely many solutions w(A) to the problem (1.3). 
Among them are infinitely many real rational solutions ~o( A) of exact degree 
N. 
(e) There exist infinitely many solutions or(u) (-oo < u < +oo) to the 
problem (1.9). Among them are solutions with an infinite number of points of 
increase. 
(f) There exist infinitely many solutions ~r(u) (-oo < u < +co) to the 
problem (1.8). Among them are solutions with an infinite number of points of 
increase. 
(g) There exist infinitely many solutions to the problem (1.10). Among 
them are rational generators, of exact degree N, to the vector b. 
(h) There exists at least one nonrational solution to the problem (1.10). 
Comparing with the statements of the GRIP (1.5), in the case of A > 0 
(or HNN[b] > 0) we have that the solutions to the problem (1.3) can be 
described by a linear fractional transformation with a 2 × 2 coefficient matrix 
of polynomials. This is shown by the following theorem (see, e.g., [16, 5] for 
other parametrizations of the solutions to (1.3)). 
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THEOREM 3,11. Let the NP problem (1.3) be given, and b = 
(h o . . . . .  h2N_ 2) be its Hankel vector. I f  HNN[b] > O, the set of all the 
solutions w( A) to (1.3) is described by a linear fractional transformation of an 
arbitrary function ~o(A) ~A" U {0o}: 
~'(;0 + ~(,~)8( ; , )  
w(A) = o9(A) - p(A) + ~(A)q(A) A(A) = 
,~(,~) + ~(,~)t3(;0 
p(,~) + ~(,~)q(;t)  '
(3.16) 
whose coefficient matrix is of form 
0 1 p(A) q(A) " 
In order to prove Theorem 3.11 we need two auxiliary statements. 
LEMMA 3.12. I f  HuN[b ] > 0, the set of values assumed at the point h 
such that Irn h > 0 and A ~ Y~, i = 1 . . . . .  O, by the functions 
y(h)  + ~'6(h) a(A) + zfl(A) (3.17) w(X,~)  = o~(a) - p(X) + ~q(X)a(~)  = p(a)  + Tq(~) ,  
where ~" varies along the whole real axis, coincides with a nondegenerate 
circular contour K(A) situated in C +, and the point w(A, ~') lies within the 
circle/((A) or on its boundary if and only if Im z >~ 0. 
Proof. The statement follows from Lemmas 3.7 and 3.3. 
LEMMA 3.13. IfHNu[b] > O, then for each solution w(A) to the problem 
(1.3) there exists a ~0(A) ~AF such that (3.16) holds. 
Proof. Assume that w(A) is a nonrational solution to (1.3), so that it 
satisfies the equations (1.5). Consider the integral representation given as in 
(3.5): 
1 
w(X) = tzx + ~+ f_= u -X  
U 
! dT(u). (3.1S) 1 +u 2 1 
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We take {'rn(U) } as a sequence of bounded nondeereasing functions ( -~  < 
u < + ~), each of which has a finite set of points of increase, such that 
~',(u) ~ r(u) substantially as n ~ ~. The remainder of the proof follows 
now by a similar argument to that used in the proof of Lemma 3.8, in view of 
Theorem 2.4' and Lemma 3.12. • 
Proof of Theorem 3.11. Assume that H~N[b] > 0 and that w(A) is a 
solution to the problem (1.3). Then, by Lemma 3.13, w(A) has the form 
(3.16) for some q~(A) ~VU {~}. 
Conversely, for any q~(A) ~JFU {~}, the function w(A) of the form (3.16) 
makes sense, and obviously satisfies (1.5). In order to complete the proof it is 
sufficient o veri~y that the function w(A) belongs to the class ~.  But this is 
an immediate consequence of Lemma 3.12 by a similar argument to that used 
in the last part of the proof of Theorem 3.9 [since w(A) is such that 
Im w(A)/> 0 for all points A of holomorphy in C ÷, and is meromorphic n
C+]. • 
From the previous theorems we have 
COnOLIAaY 3.14. Let ~ ~ C + be fixed such that ~ ~ Y~, i = 1 . . . . .  O. If 
HNN[ b ] >1 0 and/fw0(A) is a solution to the problem (1.3)for which Iw(~)l 
is largest when w(A) runs over all solutions to (1.3), then w0(A) is uniquely 
determined by its value Wo( ~ ), and w0(A) is real rational, of degree at most 
N. 
Proof. The statement is trivial in the case when Hn~[b] >~ 0 is singular, 
since the problem (1.3) has only a single solution, which is real rational, of 
degree at most N - 1. In the case of HNN[b] > 0 the result follows from 
Theorem 3.11 combined with Lemma 3.12. • 
COROLLARY 3.15. There exists a one-to-one correspondence between the 
class of solutions ~r(u) of the problem (1.8) and the class of solutions w(A) of 
the NP problem (1.3) defined via 
_ ; - ;  
Proof. It follows from Theorems 3.11 and 3.9 if HnN[b] > 0. In the 
case when Hnn[b] >>, 0 is singular the result is trivial. • 
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