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En esta memoria de Trabajo de Fin de Grado, queremos estudiar un concepto, el de la
generacio´n minimal en los distintos campos en que, desde el punto de vista algebraico,
podemos trabajar. La importancia de los sistemas de generadores radica en que son una
manera co´moda y fa´cil de atacar los problemas que aparecen en conjuntos ma´s grandes,
normalmente infinitos, con la u´nica informacio´n de unos pocos elementos del conjunto.
El caso ma´s fa´cil y sencillo se plantea en el ambiente de espacios vectoriales, y es el que se
presenta en el primer cap´ıtulo de esta memoria. El poder contar con una base en un espacio
vectorial, nos permite controlar y estudiar, e incluso, clasificar los espacios vectoriales fini-
tamente generados, que son aquellos en los que hay sistemas de generadores finitos. Conocer
una base, permite definir una aplicacio´n de forma concreta, dando o conociendo las ima´genes
de los elementos de una base. Y adema´s, el nu´mero elementos de una base, en el caso de
Espacios Vectoriales es siempre el mismo, y es lo que conocemos como dimensio´n del espacio.
Como resultado principal, tenemos que dos espacios vectoriales finitamente generados son
isomorfos (indistinguibles como espacios vectoriales) si y solo si tienen la misma dimensio´n.
As´ı pues, un espacio vectorial real de dimensio´n n es “igual” a Rn, como espacios vectoriales.
Asociados a los sistemas de generadores, estudiamos los sistemas de ecuaciones lineales
homoge´neos. Ya que, e´stos definen espacios vectoriales dentro de un espacio vectorial general.
Sera´n los llamados subespacios de un espacio. Un estudio exhaustivo de estos sistemas de
ecuaciones, nos ayudara´ a la hora de afrontar el concepto de generacio´n en los otros ambientes
en que trabajaremos: los mo´dulos y los monoides.
Una estructura t´ıpica, y as´ı lo recogemos en el correspondiente ep´ıgrafe, para los espacios
vectoriales, es la idea de espacio cociente que nos permite ver como un nuevo espacio vectorial,
el conjunto formado por todos los subespacios afines paralelos a un subespacio vectorial fijo.
Tambie´n sera´ u´til para el estudio de mo´dulos y monoides, apareciendo en el primer caso los
mo´dulos de torsio´n y en el segundo una forma sencilla para afrontar el estudio de los monoides
y en particular los semigrupos afines a partir del concepto de congruencia que definiremos.
Por u´ltimo, y tambie´n como la herramienta para comparar objetos de las mismas carac-
ter´ısticas tenemos las aplicaciones, que sera´n lineales si se dan entre espacios vectoriales y
respetan dichas estructuras, y que se denominara´n morfismos de mo´dulos o monoides en sus
respectivos casos.
En cada uno de los tres cap´ıtulos fundamentales, tratamos de seguir el hilo conductor
que no es otro, que ver co´mo se van trasformando los conceptos que hemos comentado an-
teriormente, conforme el conjunto sobre el que se hace la estructura va cambiando desde
los cuerpos en el caso de espacios vectoriales, pasando por anillos en el caso de mo´dulos, y
acabando en N para el caso de monoides. Aunque tambie´n nos acercaremos a construcciones
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nuevas que van apareciendo, por ejemplo los mo´dulos de torsio´n o la clasificacio´n de monoides
cancelativos a partir de las congruencias.
Se trata, pues, de un trabajo que pretende recorrer unos conceptos concretos, y por
tanto, nos centramos so´lo en casos y ambientes en los que e´stos se perciben ma´s claramente,
y se pueden estudiar con comodidad. Dejamos, as´ı, de estudiar los sistemas infinitos de
generadores, o tambie´n, los mo´dulos en los que el anillo base no es especialmente “bueno”,
o en los monoides, acabaremos centrando nuestra atencio´n en dos clases concretas de los
mismos.
La parte de espacios vectoriales, en su totalidad esta´ recogida en la asignatura GEO-
METRI´A ELEMENTAL de primer curso de grado, aunque algunas demostraciones se han
rehecho para facilitar el hilo conductor y poder compararlas en el caso de mo´dulos o monoi-
des. Esta labor tambie´n se ha realizado en los otros cap´ıtulos. Se podr´ıa decir, que adaptar
las demostraciones para poder compararlas, ha sido la parte ma´s compleja de este Trabajo
de Fin de Grado. Las ideas desarrolladas en el cap´ıtulo de mo´dulos aparecen diseminadas
en las asignaturas: ESTRUCTURAS BA´SICAS DEL A´LGEBRA de primero de grado, MA-
TEMA´TICA DISCRETA de segundo, GRUPOS, ANILLOS Y CUERPOS de tercer curso,
aunque no hay un estudio pormenorizado como el que aqu´ı se presenta. Por u´ltimo, el cap´ıtu-
lo de monoides, no se contempla en el grado, siendo por tanto su estudio una parte exclusiva
de este Trabajo Fin de Grado, para este tercer cap´ıtulo nos hemos ayudado de los libros de
Garc´ıa-Sa´nchez y Rosales que aparecen referenciados en la bibliograf´ıa.
Al ser este, un trabajo que discurre por varias disciplinas de las matema´ticas, no es un
estudio en profundidad y, como hemos comentado anteriormente, nos centramos en so´lo algu-
nos aspectos de cada uno de los campos que atravesamos, con la idea de ver la trasformacio´n
que sufren los distintos conceptos que pretendemos estudiar. La principal complejidad ha
sido seleccionar aquellos aspectos a tratar, entre todos los que pudimos estudiar, y luego
adaptar las demostraciones para que se pudiesen comparar y sacar as´ı con ma´s nitidez las di-
ficultades que sobrevienen conforme avanzamos en el camino: Espacios vectoriales, mo´dulos,
monoides...
Espacios vectoriales
Definicio´n 1. Dado un cuerpo K, definimos un K-espacio vectorial como un conjunto
V junto con dos operaciones: una suma (+) de elementos de V y un producto (·) de elementos
de K por elementos de V, cumpliendo las siguientes propiedades:
1. u+ (v + w) = (u+ v) + w, para todo u, v, w ∈ V (asociativa),
2. u+ v = v + u, para todo u, v ∈ V (conmutativa),
3. Existe 0 ∈ V tal que 0 + v = v + 0 = v, para todo v ∈ V (elemento neutro),
4. Para cada v ∈ V existe −v tal que v + (−v) = (−v) + v = 0 (elemento opuesto),
5. a · (b · v) = (a · b) · v, para todo v ∈ V, para todo a, b ∈ K (seudo-asociativa),
6. a · (u+ v) = a · u+ a · v para todo u, v ∈ V y para todo a ∈ K (distributiva respecto a
la suma de vectores),
7. (a+ b) · v = a · v + b · v, para todo v ∈ V y para todo a, b ∈ K (distributiva respecto a
la suma de escalares),
8. 1 · v = v, para todo v ∈ V (unimodular).
Llamaremos vectores a los elementos de V y escalares a los elementos de K.
Si no hay peligro de confusio´n omitiremos el punto en la multiplicacio´n de un escalar y
un vector.
1. Sistemas de generadores
Definicio´n 2. Sea V un K-espacio vectorial. Un subconjunto S, posiblemente infinito,
de V se dice sistema de generadores de V si, para todo v ∈ V, existen s1, . . . , sn ∈ S y
a1, . . . , an ∈ K tales que v = a1s1 + · · ·+ ansn.
Mientras no haya confusio´n hablaremos simplemente de espacio vectorial, sin escribir el
cuerpo K.
Definicio´n 3. Decimos que un espacio vectorial V es finitamente generado si es
posible encontrar un sistema de generadores finito.
En este trabajo nos centraremos en los espacios vectoriales que sean finitamente generados.
Recordemos tambie´n la definicio´n de independencia lineal que, unida a la anterior, nos
da la nocio´n de base, herramienta fundamental en espacios vectoriales.
Definicio´n 4. Un subconjunto S de V se dice linealmente independiente si para
cualesquiera s1, . . . , sn ∈ S se tiene que:
a1s1 + · · ·+ ansn = 0 con ai ∈ K⇒ a1 = a2 = · · · = an = 0.




Definicio´n 5. Una base para un espacio vectorial es un sistema de generadores lineal-
mente independiente.
Proposicio´n 6. Todo elemento v de un espacio vectorial se puede escribir de forma
u´nica como combinacio´n lineal de una base.
Demostracio´n. La unicidad viene asegurada por la independencia lineal. Sea B =
{e1, . . . , en} una base de V, por ser sistema de generadores todo v ∈ V se puede escribir:
v = a1e1 + · · · + anen. Si adema´s existiese otra combinacio´n lineal v = b1e1 + · · · + bnen
restando ambas igualdades tenemos que 0 = (a1 − b1)e1 + · · · + (an − bn)en. Usando la
independencia lineal se tiene que ai − bi = 0 para todo i = 1, . . . , n. Probando que ambas
escrituras del vector son la misma. 
Definicio´n 7. Llamaremos coordenadas de v ∈ V respecto de una base B =
{e1, . . . , en} a la n-upla (a1, . . . , an)B si v = a1e1 + · · ·+ anen.
Vamos a probar el principal resultado sobre las bases de un espacio vectorial, que nos
asegura que todas tienen el mismo nu´mero de elementos. A dicho nu´mero lo llamaremos
dimensio´n del espacio vectorial. Antes un lema te´cnico.
Lema 8. Sea B = {e1, . . . , en} una base de un espacio vectorial V, sea v ∈ V y v =∑n
i=1 λiei. Si λ1 6= 0, entonces B′ = {v, e2, . . . , en} es una base de V.
Demostracio´n. Veamos que B′ es linealmente independiente. Sea av + a2e2 + · · · +
anen = 0. Sustituimos el valor de v y tenemos a (
∑n
i=1 λiei) + a2e2 + · · · + anen = 0. Ahora,
desarrollando tenemos:
aλ1e1 + (aλ2 + a2)e2 + · · ·+ (aλn + an)en = 0.
Y como B es una base, todos los escalares de la igualdad anterior son nulos. En particular
aλ1 = 0 y como λ1 6= 0 se tendr´ıa que a = 0. Y como aλi + ai = 0, se deduce fa´cilmente que
todos los ai son nulos, puesto que a = 0.
Veamos ahora que B′ es un sistema de generadores. Sabemos que cualquier u ∈ V se
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Con lo que quedar´ıa demostrado que B′ es un sistema de generadores. 
Nota 9. En el lema anterior, el vector v se puede sustituir por cualquier ei, siempre y
cuando el correspondiente λi 6= 0.
Utilizando este lema podemos demostrar el Teorema de la Base.
Teorema 10 (de la Base). Sea V un espacio vectorial finitamente generado. Entonces
todas las bases de V tienen el mismo cardinal.
1. SISTEMAS DE GENERADORES 5
Demostracio´n. Sean B = {e1, . . . , em} y B′ = {v1, . . . , vn} dos bases de V con m ≤
n. Entonces podemos escribir e1 = a1v1 + · · · + anvn con algu´n ai 6= 0, por comodidad
supondremos que es el primero (si no, reordenamos B′). As´ı, a1 6= 0 y aplicando el lema
anterior {e1, v2, . . . , vn} es una base. Ahora se puede escribir e2 = a1e1 + a2v2 + · · · + anvn
(estos ai no son los de la cuenta anterior). Por el lema anterior, algu´n ai 6= 0, y adema´s, tiene
que ser distinto del primero ya que si el u´nico ai no nulo fuese a1 se tendr´ıa que e2 = a1e1,
pero esto no puede ser porque ambos forman parte de la base B. As´ı pues, como antes,
podemos suponer que a2 6= 0 (salvo reordenamiento en B′) y aplicar el lema anterior para
tener que {e1, e2, v3, . . . , vn} es base de V. De forma ana´loga se ir´ıa razonando hasta llegar
a meter todos los elementos de B y obtener que {e1, . . . , em, vm+1, . . . , vn} es una base. Pero
todos los vi que quedan se pueden poner como combinacio´n de e1, . . . , em que son la base B,
pero esto es imposible en una base. Por tanto, no es cierto que existan tales {vm+1, . . . , vn},
a no ser que n = m. 
Corolario 11. Si {e1, . . . , em} es un conjunto linealmente independiente y {v1, . . . , vn}
es un sistema de generadores de un espacio vectorial V, entonces m ≤ n.
Demostracio´n. Es repetir el argumento de la demostracio´n del teorema anterior, ya
que el Lema 8 tambie´n es cierto si cambiamos base por sistema de generadores, y de B =
{e1, . . . , em}, realmente solo se utiliza que sean linealmente independientes. 
Definicio´n 12. Se define la dimensio´n de un espacio vectorial V como el cardinal de
una cualquiera de sus bases.
Corolario 13. Si V es un espacio vectorial de dimensio´n n y B = {v1, . . . , vn} es
un conjunto de vectores linealmente independiente (respectivamente sistema de generadores)
entonces B es una base. Es decir, si sabemos que n es la dimensio´n del espacio vectorial, so´lo
es necesario probar una de las dos condiciones para asegurar que un conjunto de n vectores
es una base.
Demostracio´n. En ambos casos el razonamiento es ana´logo. Si B es linealmente in-
dependiente pero no es sistema de generadores, es porque algu´n elemento v ∈ V no es
combinacio´n lineal de {v1, . . . , vn} por tanto {v, v1, . . . , vn} ser´ıa un conjunto linealmente
independiente con n + 1 elementos, pero B es un sistema de generadores con n elementos,
contradiciendo el Corolario 11. Por otra parte, si B es sistema de generadores pero no li-
nealmente independiente, con un argumento similar al desarrollado en el Lema 8, podr´ıamos
quitar un elemento y tendr´ıamos un sistema de generadores con menos elementos que B, que
es linealmente independiente, en contradiccio´n de nuevo con el Corolario 11. 
Con los resultados obtenidos hasta ahora es fa´cil deducir los dos siguientes teoremas.
Teorema 14 (Teorema de Extensio´n de la Base). Sea V un espacio vectorial finitamente
generado. Entonces cualquier conjunto linealmente independiente de V se puede completar
hasta una base de V.
Teorema 15 (Teorema de Extraccio´n de una Base). Sea V un espacio vectorial finita-
mente generado. Entonces de cualquier sistema de generadores de V se puede extraer una
base para V.
Obse´rvese que la condicio´n para an˜adir un elemento, es que sea linealmente independiente
del resto. Mientras que la condicio´n para quitar un elemento es que sea generado por el resto.
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2. Subespacios
Definicio´n 16. Un subconjunto U de un K-espacio vectorial V, es un K-subespacio
vectorial, si U es espacio vectorial con las mismas operaciones suma y producto por esca-
lares que V.
Otras definiciones equivalentes son las siguientes:
Definicio´n 17. Sea V un K-espacio vectorial y sea U un subconjunto no vac´ıo de V.
Diremos que U es K-subespacio vectorial de V si:
1. U es cerrado para la suma: ∀u, v ∈ U, u+ v ∈ U.
2. U es cerrado para el producto por escalares: ∀u ∈ U,∀a ∈ K, au ∈ U.
Ambas propiedades se pueden probar a la vez como recogemos en la tercera definicio´n.
Definicio´n 18. Un subconjunto U no vac´ıo de un K-espacio vectorial V, es un K-
subespacio vectorial de V si:
∀u, v ∈ U y ∀a, b ∈ K, se tiene que au+ bv ∈ U.
Definicio´n 19. Dado S = {x1, . . . , xn} un conjunto de vectores de un espacio vectorial
V, se define el subespacio generado por S, como el menor subespacio de V que contiene





rixi | n ∈ N, ri ∈ K, xi ∈ S
}
.
Todo subespacio vectorial se puede definir, esencialmente, de dos formas distintas:
1. Dando un sistema de generadores del mismo, o equivalentemente una base.
2. Dando unas ecuaciones lineales homoge´neas que so´lo cumplan los elementos del subes-
pacio.
Ejemplo 20. En R3 el subespacio generado por {(1, 0, 0), (0, 1, 0)} es el mismo que el
descrito por la ecuacio´n z = 0. Es decir:
L({(1, 0, 0), (0, 1, 0)}) = {(x, y, z) ∈ R3 : z = 0}.
Definicio´n 21. Si ninguna de dichas ecuaciones es redundante, se dice que son unas
ecuaciones cartesianas de dicho subespacio.
Hay una fo´rmula muy conocida que nos relacionan las dimensiones de U, V y el nu´mero de
ecuaciones cartesianas que definen a U :
dim(U) = dim(V )− nu´mero de ecuaciones cartesianas.
La demostracio´n la obtendremos al final del siguiente ep´ıgrafe, como una consecuencia
elemental.
2. SUBESPACIOS 7
2.1. Las trasformaciones elementales de matrices: Una herramienta. Asocia-
das al algoritmo de Gauss para la resolucio´n de sistemas de ecuaciones lineales, aparecen las
trasformaciones elementales por filas de matrices, que se clasifican en tres tipos.
1. Intercambiar dos filas. Denotaremos Aij a la matriz que se obtiene de A intercam-
biando las filas i y j.
2. Multiplicar una fila por un nu´mero distinto de cero. Denotaremos Ai(k) a la matriz
que se obtiene de A multiplicando la fila i por k ∈ K \ {0}.
3. Sumar a una fila otra multiplicada por un nu´mero. Denotaremos Aij(k) a la matriz
que se obtiene de A al sumar a la fila j la fila i multiplicada por k ∈ K.
Definicio´n 22. Dos matrices del mismo taman˜o se dicen equivalentes por filas si se
puede obtener una de otra por trasformaciones elementales.
Es fa´cil ver que estas operaciones se trasladan a los sistemas de generadores como nos dice
la siguiente proposicio´n.
Proposicio´n 23. Si S = {u1, u2, . . . , un} es un sistema de generadores del subespacio
vectorial U, entonces tambie´n son sistemas de generadores de U los siguientes conjuntos:
1. El conjunto {u1, . . . , uj, . . . , ui, . . . , un}, que se obtiene de S intercambiando la posi-
cio´n del vector ui por la posicio´n del vector uj.
2. El conjunto {u1, . . . , kui, . . . , un}, que se obtiene de S multiplicando el vector ui por
un escalar k ∈ K no nulo.
3. El conjunto {u1, . . . , ui, . . . , uj + kui, . . . , un}, que se obtiene de S sumando al vector
uj el vector ui multiplicado por k ∈ K.
Demostracio´n. La demostracio´n es bastante elemental y se puede encontrar en [3]. 
Proposicio´n 24. Sea B = {(a11, a12, . . . , a1n), (a21, a22, . . . , a2n), . . . , (am1, am2, . . . , amn)}
un sistema de generadores de un subespacio U de Kn. Consideramos la matriz:
A =

a11 a12 . . . a1n





am1 am2 . . . amn
 .
Sea A′ = (a′ij) una matriz equivalente por filas a A, entonces el conjunto formado por las
filas de A′:
B′ = {(a′11, a′12, . . . , a′1n), (a′21, a′22, . . . , a′2n), . . . , (a′m1, a′m2, . . . , a′mn)},
tambie´n es un sistema de generadores de U.
Demostracio´n. Es la proposicio´n anterior para el caso en que trabajemos en Kn. 
Si aplicamos las trasformaciones elementales a la matriz identidad obtenemos las llamadas
matrices elementales que denotaremos Eij, Ei(k) y Eij(k) respectivamente.
Es fa´cil comprobar las siguientes afirmaciones:
1. Las matrices elementales son invertibles ya que: det(Eij) = −1, det(Ei(k)) = k, y
det(Eij(k)) = 1.
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2. Las trasformaciones elementales por filas en una matriz A se pueden obtener multi-
plicando por la izquierda por las matrices elementales: Aij = EijA, Ai(k) = Ei(k)A
y Aij(k) = Eij(k)A.





ij(k), se tiene que: A
′
ij = AEij, A
′




Como resultado de lo anterior se tiene el siguiente teorema.
Teorema 25. Dada A una matriz de taman˜o m × n, se pueden encontrar dos matrices
invertibles P y Q de taman˜os m×m y n×n respectivamente, tales que QAP−1 = Dr. Donde
Dr es la matriz con r unos consecutivos en la diagonal principal y el resto de las entradas
nulas.
Demostracio´n. Las matrices P y Q sera´n el producto de matrices elementales, que
recogen las trasformaciones por filas, en Q, y por columnas, en P−1, que se hacen a la matriz
A para obtener la matriz Dr. Ambas matrices P y Q son invertibles por el resultado anterior
y debido a que det(AB) = det(A)det(B).
En el algoritmo siguiente explicitaremos el me´todo para construir Dr. 
Para ma´s detalles del desarrollo de estos resultados, remitimos al lector a la monograf´ıa
[3].
Definicio´n 26. Al nu´mero r del teorema anterior se le denomina rango de la matriz A.
Damos a continuacio´n el algoritmo para obtener dichas matrices. Definimos, previamente,
lo que sera´ el pivote de una fila.
Definicio´n 27. El pivote de una fila de una matriz sera´ el primer elemento empezando
por la izquierda no nulo, tras dividir por e´l la fila entera, obteniendo as´ı un 1 en ese lugar.
Algoritmo 28. Para obtener la matriz Dr.
1. Buscar una fila con el elemento de la primera columna no nulo, llame´mosle a. Si no
existe, ir al paso 5.
2. Llevar esta fila al principio.
3. Dividir la fila por el elemento no nulo a para obtener un pivote en dicha fila.
4. Usar ese pivote para eliminar todos los elementos de la columna por debajo del mismo.
Para ello hay que sumar a cada fila inferior, la fila del pivote, multiplicada por el
opuesto del elemento que se quiera eliminar.
5. Repetir el paso 1 con la siguiente columna y en el paso 2, llevar la fila en cuestio´n a
la primera fila sin pivote.
Una vez acabado el bucle anterior se tiene una matriz escalonada por filas, pero por encima
de los pivotes puede haber elementos no nulos que hay que eliminar (no es reducida). Las
filas por debajo de los pivotes son nulas.
6 Buscar el u´ltimo pivote y eliminar todos los elementos no nulos de su columna que
quedan por encima de e´l, multiplicando dicho pivote por el opuesto del elemento a
eliminar.
7 Repetir el paso 6 con el pivote anterior.
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Al acabar este segundo bucle tendremos una matriz escalonada reducida por filas. Ahora,
trabajando por columnas llegaremos a la matriz Dr.
8 Con el primer pivote y haciendo trasformaciones por columnas eliminamos todos los
elementos no nulos a la derecha del pivote.
9 Hacemos el paso 8 con el siguiente pivote.
10 Si el pivote de una fila i no esta´ en la diagonal principal se intercambian las columnas
i y la que tiene el pivote para colocarlo en la diagonal principal.
Al acabar obtenemos la matriz Dr.
Ahora, todas las trasformaciones hechas en los pasos del 1 al 7 son trasformaciones por
filas, con ellas se obtendra´ la matriz Q. Mientras que las trasformaciones realizadas en los
pasos del 8 al 10 son trasformaciones por columnas, que dara´n lugar a la matriz P−1.
Veamos un ejemplo y luego recogemos el resultado en forma de proposicio´n.
Ejemplo 29. A la hora de hacer trasformaciones por filas, es pra´ctico colocar a la derecha
la matriz identidad, y hacer las trasformaciones a toda la matriz. De esta forma, en esta
segunda matriz se recogen los cambios por filas, y al acabar se obtendra´ la matriz Q.
(A|Id) =
 1 2 3 1 0 02 3 5 0 1 0
3 4 7 0 0 1
 ∼f
 1 2 3 1 0 00 1 1 2 −1 0
0 −2 −2 −3 0 1
 ∼f
∼f
 1 2 3 1 0 00 1 1 2 −1 0
0 0 0 1 −2 1
 ∼f
 1 0 1 −3 2 00 1 1 2 −1 0
0 0 0 1 −2 1
 = (QA|Q).
Y ahora hacemos trasformaciones elementales por columnas a la matriz resultante, de forma
ana´loga, colocamos la matriz identidad debajo, para recoger los cambios por columnas y



























Una vez hecho esto tendr´ıa QAP−1 = Dr con la siguiente escritura: −3 2 02 −1 0
1 −2 1
 1 2 32 3 5
3 4 7
 1 0 −10 1 −1
0 0 1
 =
 1 0 10 1 1
0 0 0
 1 0 −10 1 −1
0 0 1
 =
 1 0 00 1 0
0 0 0
 .
Como r = 2, por la Proposicio´n 24, sabemos que las dos primeras filas de QA forman una
base de U : {(1, 0, 1), (0, 1, 1)}. Fa´cilmente se observa que al multiplicar estas dos filas por la
u´ltima columna de P−1 se anulan. Por tanto esta u´ltima columna son los coeficientes de una
ecuacio´n cartesiana de U, que ser´ıa: −x− y + z = 0.
El algoritmo reflejado en el ejemplo anterior,busca una matriz QA escalonada reducida
por filas, i.e, una matriz tal que:
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1. El pivote de cada fila (el primer elemento no nulo de cada fila) sea 1.
2. Por encima y por debajo de cada pivote solo hay ceros.
3. Cada pivote este´ situado a la derecha del pivote de la fila anterior.
4. Las filas nulas esta´n situadas en la parte inferior de la matriz.
Nota 30. El nu´mero de pivotes coincidira´ con el rango de A.
Una vez obtenida QA, usaremos el pivote de cada fila para ir anulando los elementos que
aparezcan en su fila. Y por u´ltimo, intercambiaremos las columnas para poner los unos en la
diagonal principal.
Proposicio´n 31. Sea U el subespacio y A matriz de la Proposicio´n 24. Sean P y Q
como en el Teorema 25. Entonces las r primeras filas de QA son una base de U, y por tanto,
dim(U) = r. Adema´s las (n−r) u´ltimas columnas de P−1 nos dan unas ecuaciones cartesianas
de U. Con lo que se demuestra que dim(U) = dim(Kn)− nu´mero de ecuaciones cartesianas.
Demostracio´n. Siguiendo la notacio´n de la Proposicio´n 24, sabemos que QA es un
sistema de generadores, pero es fa´cil ver que tambie´n es linealmente independiente, por tanto
es una base de U. Con lo que r tambie´n es la dimensio´n de U. Ahora, como al multiplicar
todos estos elementos por las n− r u´ltimas columnas de P−1 se anulan, ya que dan las n− r
u´ltimas columnas de Dr que son nulas, y estas n−r columnas son linealmente independientes,
podemos deducir que: las n−r u´ltimas columnas de P−1 son los coeficientes de unas ecuaciones
cartesianas que definen al subespacio U. Y as´ı, tendr´ıamos una prueba de la fo´rmula:
dim(U) = dim(Kn)− nu´mero de ecuaciones cartesianas.

3. Aplicaciones Lineales
Definicio´n 32. Una aplicacio´n, f : V → V ′, entre dos K-espacios vectoriales, se dice
aplicacio´n lineal, si respeta la suma y el producto por escalares, es decir si:
1. f(u+ v) = f(u) + f(v) para todo u, v ∈ V.
2. f(av) = af(v) para todo a ∈ K y todo v ∈ V.
Como sucede en el caso de los subespacios, ambas propiedades se pueden resumir en una
y obtenemos una definicio´n alternativa.
Definicio´n 33. Una aplicacio´n, f : V → V ′, entre dos K-espacios vectoriales, es lineal
si
f(au+ bv) = af(u) + bf(v), ∀a, b ∈ K, ∀u, v ∈ V.
Proposicio´n 34. Sea f : V → V ′ una aplicacio´n lineal, entonces se verifica:
1. f(0) = 0.
2. f(−v) = −f(v).
3. f(a1v1 + · · · + anvn) = a1f(v1) + · · · + anf(vn), para cualesquiera a1, . . . , an ∈ K,
v1, . . . , vn ∈ V.
La demostracio´n es muy sencilla y se puede encontrar en [3].
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Nota 35. La tercera propiedad, se vuelve muy u´til en el ambiente de espacios vectoria-
les, ya que nos permite definir completamente una aplicacio´n lineal dando u´nicamente las
ima´genes de los elementos de una base.
Definicio´n 36. Sea f : V → V ′ una aplicacio´n lineal, se definen su nu´cleo y su imagen
como:
Ker(f) = {v ∈ V | f(v) = 0}
Im(f) = {f(v) | v ∈ V }
Lema 37. Dada una aplicacio´n lineal f : V → V ′, se tiene que Ker(f) es un subespacio
de V y que Im(f) es un subespacio de V ′.
Demostracio´n. Probemos primero que Ker(f) es un subespacio de V. Para ello, sean
a, b ∈ K, u, v ∈ Ker(f), entonces: f(au+ bv) = af(u) + bf(v) = a0 + b0 = 0 luego au+ bv ∈
Ker(f).
Probemos, ahora, que Im(f) es un subespacio de V ′. Tomemos a, b ∈ K, u′, v′ ∈ Im(f).
Por la definicio´n de Im(f), existen u, v ∈ V de forma que f(u) = u′ y f(v) = v′, pero entonces
tenemos que f(au+bv) = af(u)+bf(v) = au′+bv′. Con lo que, tambie´n au′+bv′ ∈ Im(f). 
El siguiente lema es un resultado muy natural, en el sentido de que podremos extenderlo
hasta el ambiente de monoides. Sin embargo, otros resultados que veremos posteriormente
sera´n ma´s dif´ıciles de extender o incluso imposible.
Lema 38. Dada una aplicacio´n f : V → V ′, si {v1, . . . , vn} es un sistema de generadores
de V, entonces {f(v1), . . . , f(vn)} es un sistema de generadores de Im(f).
Demostracio´n. Dado v′ ∈ Im(f), existe v ∈ V de forma que f(v) = v′ y, puesto que
{v1, . . . , vn} es un sistema de generadores de V, el vector v ∈ V se podra´ escribir como
combinacio´n lineal de ellos: v = a1v1 + · · ·+ anvn, entonces:
v′ = f(v) = f(a1v1 + · · ·+ anvn) = a1f(v1) + · · ·+ anf(vn).
Luego cualquier v′ ∈ Im(f) se escribe como combinacio´n lineal de {f(v1), . . . , f(vn)}, y por
tanto es un sistema de generadores de Im(f). 
Proposicio´n 39. Dada una aplicacio´n lineal f : V → V ′, se verifica que:
1. f es inyectiva ⇔ para todo conjunto lineal independiente, {v1, . . . , vr}, el conjunto
{f(v1), . . . , f(vr)} es linealmente independiente.
2. f es sobreyectiva ⇔ para cada sistema de generadores de V, {v1, . . . , vs}, el conjunto
{f(v1), . . . , f(vs)} es un sistema de generadores de V ′.
Demostracio´n.
1. Supongamos que f es inyectiva y que el conjunto {v1, . . . , vr} es linealmente indepen-
diente, y veamos que tambie´n el conjunto {f(v1), . . . , f(vr)} es linealmente indepen-
diente. Consideremos una combinacio´n lineal igualada a cero:
a1f(v1) + · · ·+ arf(vr) = 0.
Entonces f(a1v1 + · · · + arvr) = 0 y a1v1 + · · · + arvr ∈ Ker(f) = 0. Por tanto
a1v1 + · · · + arvr = 0, y como {v1, . . . , vr} es linealmente independiente se tiene
a1 = . . . = ar = 0. Con lo que {f(v1), . . . , f(vr)} es linealmente independiente.
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Para la otra implicacio´n, veamos que Ker(f) = 0. Sea pues v ∈ Ker(f). Como el
conjunto {f(v)} = {0} es linealmente dependiente, por hipo´tesis, tambie´n el conjunto
{v} ha de ser linealmente dependiente y esto fuerza v = 0.
2. Si {v1, . . . , vs} es un sistema de generadores de V, entonces {f(v1), . . . , f(vs)} es un
sistema de generadores de Im(f), y en consecuencia {f(v1), . . . , f(vs)} es sistema de
generadores de V ′ si, y so´lo si, Im(f) = V ′ o equivalentemente si, y so´lo si, f es
sobreyectiva.

Teorema 40. Dada f : V → V ′ una aplicacio´n lineal, siempre se tiene que dim(Im(f)) =
dim(V )− dim(Ker(f)).
Demostracio´n. Consideremos Bk = {u1, . . . , ur} una base de Ker(f), y por el Teorema
de Extensio´n de la Base, la ampliamos hasta una base de V, digamosB = {u1, . . . , ur, vr+1, . . . , vn}.
Veamos que {f(vr+1), . . . , f(vn)} son una base de Im(f).
Probemos, primero, que es un sistema de generadores de Im(f). Para ello dado v′ ∈ Im(f),
sabemos que existe v ∈ V, tal que f(v) = v′. Dicho v, se puede escribir como v = a1u1 + · · ·+
arur + ar+1vr+1 + · · ·+ anvn y, por ser f lineal, se tiene que:
v′ = f(v) = a1f(u1)+· · ·+arf(ur)+ar+1f(vr+1)+· · ·+anf(vn) = ar+1f(vr+1)+· · ·+anf(vn),
ya que f(ui) = 0. Obteniendo que {f(vr+1), . . . , f(vn)} es un sistema de generadores de
Im(f).
Veamos, ahora, que son linealmente independientes. Si ar+1f(vr+1)+ · · ·+anf(vn) = 0, se
tiene que f(ar+1vr+1 + · · ·+anvn) = 0 y por tanto ar+1vr+1 + · · ·+anvn ∈ Ker(f). Pero como
Bk es una base de Ker(f) tenemos que existen b1, . . . , br tales que ar+1vr+1 + · · · + anvn =
b1u1 + · · · brur de donde:
b1u1 + · · · brur − ar+1vr+1 − · · · − anvn = 0.
Pero esto es una combinacio´n lineal nula de elementos de la base B y, por tanto, todos los ai
y los bj son cero. Probamos as´ı, la independencia lineal de {f(vr+1), . . . , f(vn)}. 
Teorema 41 (Fundamental de los Espacios Vectoriales). Dos espacios vectoriales de la
misma dimensio´n son isomorfos. Es decir, se puede establecer entre ellos una aplicacio´n lineal
y biyectiva.
Demostracio´n. La demostracio´n se deduce fa´cilmente de la Proposicio´n 39. 
Corolario 42. Todo K-espacio vectorial V de dimensio´n n, es isomorfo a Kn.
El resultado anterior se traduce ba´sicamente en que, para trabajar en un espacio vectorial
de dimensio´n finita, podemos fijar una base e identificar los vectores con sus coordenadas en
dicha base. Y de esta forma todo el desarrollo hecho para Kn en la Proposicio´n 24 es va´lido
para cualquier espacio vectorial V de dimensio´n n. Basta considerar una base de V y trabajar
con sus coordenadas.
4. Cocientes: una construccio´n t´ıpica de los espacios vectoriales
Definicio´n 43. Dados V un espacio vectorial y U un subespacio suyo, definimos el
espacio vectorial cociente como V/U = {v+U : v ∈ V }. Donde v+U = {v′ ∈ V : v−v′ ∈
U}. Al conjunto v + U se le llama clase de v.
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Iremos precisando esta definicio´n, conforme vayamos avanzando a mo´dulos y monoides.
Definicio´n 44. La suma y el producto por escalares en V/U esta´n definidos por:
(v + U) + (v′ + U) = (v + v′) + U
a · (v + U) = (av) + U
Proposicio´n 45. dim(V/U) = dim(V )− dim(U).
Demostracio´n. La demostracio´n es ana´loga a la del Teorema 40.
Consideramos una base de U, {u1, . . . , um} y la ampliamos hasta una base de V, B =
{u1, . . . , um, vm+1, . . . , vn}. Vamos a probar que los elementos de V/U, {vm+1 +U, . . . , vn+U}
son una base del cociente.
En primer lugar, veamos que son sistema de generadores. Para ello, partimos de un
elemento v + U ∈ V/U y consideramos v = a1u1 + · · · amum + am+1vm+1 + · · ·+ anvn puesto
que B es base de V. Ahora si pasamos al cociente, tenemos que:
v + U = (a1u1 + · · ·+ amum + am+1vm+1 + · · ·+ anvn) + U
= (a1u1 + · · ·+ amum) + U + am+1(vm+1 + U) + · · ·+ an(vn + U)
= am+1(vm+1 + U) + · · ·+ an(vn + U),
ya a1u1 + · · ·+ amum ∈ U y por tanto a1u1 + · · ·+ amum ∈ 0 +U. Con lo que queda probado
que es sistema de generadores.
Para ver que son linealmente independientes, hagamos: am+1(vm+1+U)+· · ·+an(vn+U) =
0 + U, o dicho de otra forma (am+1vm+1 + · · · + anvn) + U = 0 + U, que significa que
am+1vm+1 + · · ·+ anvn ∈ U. Como tenemos una base de U, podemos escribir que am+1vm+1 +
· · · + anvn = b1u1 + · · · + bmum para ciertos b1, . . . , bm ∈ K y, pasando todo a un lado,
llegar´ıamos a que b1u1+· · ·+bmum−am+1vm+1−· · ·−anvn = 0. Pero esto es una combinacio´n
lineal de vectores de la base B igualada a cero, por tanto, todos los coeficientes son nulos.
En particular am+1 = · · · = an = 0. 

Mo´dulos
Definicio´n 46. Dado A un anillo conmutativo unitario, definimos un A-mo´dulo como
un conjunto M junto con dos operaciones: una suma (+) y un producto (·) de elementos de
A por elementos de M, cumpliendo las siguientes propiedades :
1. m1 + (m2 +m3) = (m1 +m2) +m3 para todo m1,m2,m3 ∈M,
2. m1 +m2 = m2 +m1 para todo m1,m2 ∈M,
3. Existe un elemento 0 ∈M tal que m+ 0 = 0 +m = m para todo m ∈M,
4. Para todo m ∈M existe un elemento −m ∈M tal que m+ (−m) = (−m) +m = 0,
5. (a+ b)m = am+ bm para todo a, b ∈ A y todo m ∈M,
6. a(m+m′) = am+ am′ para todo a ∈ A y todo m,m′ ∈M,
7. a(bm) = (ab)m para todo a, b ∈ A y todo m ∈M,
8. 1m = m para todo m ∈M.
El punto de la multiplicacio´n sera´ omitido si no hay confusio´n.
Cuando A es un cuerpo obtenemos la definicio´n de espacio vectorial.
Ejemplo 47.
1. El propio A, es un A-mo´dulo con su suma y su producto.
2. Todo grupo abeliano G se puede ver como Z-mo´dulo definiendo:
n · x = x+ · · ·+ x si n > 0 para todo x ∈ G,
0 · x = 0 para todo x ∈ G y,
n · x = (−x) + · · ·+ (−x) si n < 0 para todo x ∈ G.
3. Todo R-espacio vectorial o Q-espacio vectorial se puede ver como Z-mo´dulo restrin-
giendo el producto por escalares a los elementos de Z.
5. Sistemas de generadores, submo´dulos y morfismos
Vamos a dar primeramente las definiciones que se pueden trasladar directamente desde
los espacios vectoriales. Luego volveremos a estudiar estos conceptos con ma´s detalle, en
aquellos aspectos que no se puedan trasladar tan fa´cilmente.
Definicio´n 48. Sea M un A-mo´dulo. Un subconjunto S, posiblemente infinito, de M
se dice sistema de generadores de M si, para todo m ∈ M, existen x1, . . . , xn ∈ S y
r1, . . . , rn ∈ A tales que m = r1x1 + · · ·+ rnxn.
Definicio´n 49. Si M tiene un sistema de generadores finito, se dira´ que M es finita-
mente generado.
Definicio´n 50. Un conjunto de generadores S de M se dice conjunto minimal de
generadores si, ningu´n subconjunto propio de S genera a M. Si M es finitamente generado,
entonces todo conjunto de generadores contiene un sistema minimal de generadores finito.
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Hay mo´dulos que no contienen conjuntos de generadores minimales finitos.
Ejemplo 51. Un sistema minimal de generadores para el Z-mo´dulo Q ser´ıa, por ejemplo,
el intervalo unidad semiabierto [0, 1).
Definicio´n 52. Sea M un A-mo´dulo, diremos que N ⊂ M, N 6= ∅; es un submo´dulo
de M si, con las mismas operaciones de M, N es un A-mo´dulo.
Como en el caso de espacios vectoriales aparecen dos definiciones ana´logas:
Definicio´n 53. Sea M un A-mo´dulo. Un subconjunto N de M, N 6= ∅; es un submo´dulo
si, para cualesquiera x, y ∈ N se tiene que x+ y ∈ N y para cualesquiera r ∈ A y x ∈ N ; se
tiene que que rx ∈ N.
Como siempre, las condiciones anteriormente exigidas para ser submo´dulo pueden resu-
mirse en una sola:
Definicio´n 54. Sea M un A-mo´dulo. Un subconjunto N de M, N 6= ∅; es un submo´dulo
de M, si para todo r, s ∈ A y todo x, y ∈ N se cumple que rx+ sy ∈ N.






rixi | n ∈ N, ri ∈ A, xi ∈M
}
.
Es claro que, S es un sistema de generadores de M si, y so´lo si, G(S) = M.
Ejemplo 56. Los submo´dulos de un anillo A, visto como A-mo´dulo, son los ideales de
A. Recordemos que I ⊆ A es ideal de A, si para cualesquiera i ∈ I y a ∈ A, se tiene que
ia ∈ I.
Ejemplo 57. Si U es un subespacio vectorial de Rn, entonces U ∩ Zn es un submo´dulo
de Zn. Ya que si (x1, . . . , xn), (y1, . . . , yn) ∈ U tienen coordenadas enteras y r, s ∈ Z entonces
r(x1, . . . , xn) + s(y1, . . . , yn) ∈ U y con coordenadas enteras.
Definicio´n 58. Una aplicacio´n f : M →M ′ entre dos A-mo´dulos se dice morfismo de
mo´dulos si f(rm+ sn) = rf(m) + sf(n) para cualesquiera r, s ∈ A y m,n ∈M.
Proposicio´n 59. El nu´cleo Ker(f) = {m ∈ M | f(m) = 0} es un submo´dulo de M y la
imagen Im(f) = {f(m) ∈M ′ | m ∈M} es un subespacio de M ′.
La demostracio´n es ana´loga a la hecha para espacios vectoriales: Lema 37.
Proposicio´n 60. Si M es un A-mo´dulo finitamente generado y {m1, . . . ,mr} un sistema
minimal de generadores, entonces existe un epimorfismo p : Ar →M dado por (a1, . . . , ar) 7→
a1m1 + · · ·+ armr.
Demostracio´n. Basta calcular,
p(a(a1, . . . , ar) + b(b1, . . . , br)) = p(aa1 + bb1, . . . , aan + bbn)
= (aa1 + bb1)m1 + · · ·+ (aan + bbn)mr
= a(a1m1 + · · ·+ armr) + b(b1m1 + · · ·+ brmr)
= ap(a1, . . . , ar) + bp(b1, . . . , br),
comproba´ndose que es morfismo de mo´dulos. La sobreyectividad es clara. 
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La proposicio´n y su demostracio´n se puede trasladar tambie´n a los espacios vectoriales.
En el caso de espacios vectoriales, la inyectividad del morfismo anterior esta´ relacionada
con la independencia lineal del sistema de generadores. Esta independencia no siempre se
podra´ tener, incluso a veces ni se podra´ definir, pero cuando s´ı sea posible, la inyectividad
tambie´n se tendra´ para morfismos de mo´dulos.
6. Base y rango de un subgrupo de Zn
Vamos a centrarnos en el caso de Z-mo´dulos para encontrar las primeras diferencias entre
los espacios vectoriales y los mo´dulos. Entre otras cosas veremos que hay que imponer algunas
condiciones al anillo para que podamos realizar las cuentas sin muchos problemas.
A continuacio´n daremos dos definiciones ana´logas al caso de espacios vectoriales, de la
nocio´n de base para un subgrupo de Zn. La primera atendiendo a la idea de generacio´n u´nica,
y la segunda introduciendo la idea de independencia lineal.
Definicio´n 61. Sea M un subgrupo de Zn, decimos que {m1, . . . ,mr} ⊂M es una base
de M, si todo elemento de M se puede escribir de forma u´nica como m =
∑r
i=1 zimi con
z1, . . . , zr ∈ Z.
Definicio´n 62. Tenemos que {m1, . . . ,mr} es una base de M si y solo si
1. Todo elemento m ∈ M admite una expresio´n de la forma m = ∑ri=1 zimi con
z1, . . . , zr ∈ Z.
2. Si
∑r
i=1 zimi = 0 para ciertos z1, . . . , zr ∈ Z, entonces zi = 0 para todo i.
Veamos que en Z, donde {1} es una base, tienen cabida multitud de subgrupos. Ser´ıan,
por tanto, submo´dulos de Z y, veremos que todos tienen una base formada, tambie´n, por
un solo elemento. Tenemos, pues, submo´dulos de la misma “dimensio´n”que el mo´dulo que lo
contiene de forma estricta, cosa que no suced´ıa en espacios vectoriales.
Proposicio´n 63. Sea M 6= {0} un subgrupo de Z. Entonces existe g ∈M tal que {g} es
una base de M.
Demostracio´n. Como M 6= {0}, claramente, el conjunto {m ∈M | m > 0} es no vac´ıo
y por tanto tiene un mı´nimo. Sea g ese mı´nimo. Probemos que {g} es la base que andamos
buscando. La inclusio´n G(g) ⊆ M es trivial. Para la otra inclusio´n tomamos m ∈ M. Por el
algoritmo de la divisio´n en Z, existen q, r ∈ Z con 0 ≤ r < g tales que m = qg + r. Como
0 ≤ r = m− qg < g y g es el menor elemento de M mayor que cero, se tiene que r = 0 y por
tanto m = qg ∈ G(g). 
Nota 64. Llamaremos gZ al submo´dulo de Z generado por g.
Proposicio´n 65. Existen cadenas “descendentes” infinitas de submo´dulos de Z.
Demostracio´n. Basta considerar, por ejemplo:
· · · ⊂ 2nZ ⊂ 2n−1Z ⊂ · · · ⊂ 4Z ⊂ 2Z ⊂ Z

Como vemos, es una gran diferencia entre los mo´dulos y los espacios vectoriales, ya que es-
tos, no tienen subespacios propios de la misma dimensio´n como puede verse en la Proposicio´n
161.
18 MO´DULOS
Proposicio´n 66. Sea M un subgrupo de Zn. Entonces M tiene una base con, como
mucho, n elementos.
Demostracio´n. Para cada j ∈ {1, . . . , n}, definimos Mj = M ∩G({e1, . . . , ej}). Pode-
mos observar que Mn = M. Veamos por induccio´n, que Mi tiene una base con, como mucho,
i elementos. Si Mi = {0}, entonces una base para Mi es el conjunto vac´ıo.
Si M1 6= {0}, consideramos H = {k ∈ Z | kei ∈ M1}. Claramente, H es un subgrupo
de Z y por la Proposicio´n 63, es igual a G({z}) para algu´n z ∈ Z \ {0}. Es sencillo ver que
M1 = G({ze1}) y como consecuencia {ze1} es una base de M1. Esto nos muestra que se
cumple para i = 1.
Supongamos que Mk tiene una base {m1, . . . ,mr} con r ≤ k. No´tese que si Mk+1 = {0},
entonces tambie´n lo es Mk, y por tanto r = 0, y una base de Mk+1 ser´ıa el conjunto vac´ıo.
Asumimos pues, que Mk+1 6= {0} y definimos
H = {z ∈ Z | y + zek+1 ∈M para algu´n y ∈ G({e1, . . . , ek})}.
De nuevo, H es un subgrupo de Z y por tanto H = G({z}) para algu´n z ∈ Z. Si z = 0,
entonces Mk+1 = Mk, con lo que Mk+1 tiene una base con r elementos y r ≤ k < k + 1.
Si z 6= 0, entonces existe un elemento y ∈ G({e1, . . . , ek}) tal que w = y + zek+1 ∈ Mk+1.
Veamos que {m1, . . . ,mr, w} es una base para Mk+1.
Sea m ∈Mk+1. Por tanto, m ∈ G({e1, . . . , ek+1}) lo cual significa que m =
∑k+1
i=1 ziei
para ciertos z1, . . . , zk+1 ∈ Z. Entonces, zk+1 ∈ H lo que implica que zk+1 = zt para
algu´n t ∈ Z. As´ı, m = ∑ki=1 ziei − ty + tw y en consecuencia
m− tw ∈M ∩G({e1, . . . , ek}) = Mk.
Tenemos que {m1, . . . ,mr} es una base de Mk, entonces existen t1, . . . , tr ∈ Z tal que
m − tw = ∑ri=1 timi, lo cual nos lleva a que m = ∑ri=1 timi + tw. Y as´ı, probamos
que es sistema de generadores.
Supongamos ahora que existen s1, . . . , sr+1 ∈ Z tal que
∑r
i=1 simi + sr+1w = 0. Si
sr+1 = 0, como G({e1, . . . , ek}) es base se tendr´ıa que si = 0 para todo i = 1, . . . , r+1.
Mientras que si sr+1 6= 0, tendr´ıamos que 0 6= sr+1w = −
∑r
i=1 simi ∈ G({e1, . . . , ek})
y w = y + zek+1. Con lo que sr+1zek+1 = −sr+1y −
∑r
i=1 simi ∈ G({e1, . . . , ek}) que
ser´ıa una contradiccio´n.
Por lo tanto, llegamos a que {m1, . . . ,mr, w} es una base de Mk+1 con r + 1 elementos y
r + 1 ≤ k + 1. 
Teorema 67. Sea M un subgrupo de Zn. Entonces toda base de M tiene el mismo
cardinal.
Demostracio´n. Sean B = {mi | i ∈ I} y B′ = {ni | i ∈ I ′} son dos bases diferentes de
M. Los elementos de B son linealmente independientes como vectores de Qn, sabemos que
puede haber, como mucho, n elementos en B. Lo mismo ocurre con B′. Obse´rvese tambie´n
que B es una base del espacio vectorial V = LQ(B) y B
′ ⊂ M = G({m1, . . . ,mr}) ⊂ LQ(B)
es un conjunto linealmente independiente de vectores de V el cardinal de B′ debe ser menor
o igual al cardinal de B. Ana´logamente, se puede hacer la otra desigualdad. 
Tambie´n es fa´cil la consecucio´n del siguiente resultado:
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Proposicio´n 68. Sea M un subgrupo de Zn de rango k. Entonces M es isomorfo a Zk.
Demostracio´n. Sea B = {m1, . . . ,mk} una base de M. Todo elemento en M tiene
coordenadas u´nicas con respecto a B, lo que implica que la aplicacio´n




es un isomorfismo de grupos. Este morfismo p es el definido en la Proposicio´n 60. 
Este resultado nos muestra lo anunciado anteriormente: cuando se puede hablar de inde-
pendencia lineal de un sistema de generadores, podemos considerar una base en M , y con
ella, la aplicacio´n p es un isomorfismo. Esta aplicacio´n tendra´ un papel fundamental en el
caso de monoides, y sera´ muy u´til para una cierta clasificacio´n de los mismos.
Vamos ahora a trasladar algunas proposiciones que ya se daban en espacios vectoriales,
para sen˜alar, la dificultad que se tiene cuando el cuerpo pasa a ser un anillo, aunque se tengan
bases en los A-mo´dulos.
Proposicio´n 69. Sea M un subgrupo de Zn. Si {x1, . . . , xn} es una base de M y m1 =
x1 + a2x2 + · · ·+ anxn entonces {m1, x2, . . . , xn} es base de M.
Demostracio´n. Veamos que es sistema de generadores. Sea m = r1x1+r2x2+ · · ·+rnxn
entonces, despejando x1 en la igualdad del enunciado y sustituyendo en la anterior, tenemos:
m = r1(m1−a2x2−· · ·−anxn)+r2x2+ · · ·+rnxn = r1m1+(r2−r1a2)x2+ · · ·+(rn−r1an)xn.
Por tanto es sistema de generadores.
Ahora, si tomamos r1m1 + r2x2 + · · ·+ rnxn = 0 tendr´ıamos: r1(x1 + a2x2 + · · ·+ anxn) +
r2x2 + · · ·+ rnxn = 0 , de donde r1x1 + (r1a2 + r2)x2 + · · ·+ (r1an + rn)xn = 0. Ahora como
{x1, . . . , xn} son una base, tenemos que r1 = 0 y r1ai + ri = 0, deduciendo fa´cilmente que
todos los ri = 0. 
De forma ana´loga tambie´n podemos probar la siguiente proposicio´n.
Corolario 70. Sea {x1, . . . , xn}, un sistema de generadores de M un A-mo´dulo. Si
x1 = a2x2 + · · ·+ anxn entonces {x2, . . . , xn} tambie´n es un sistema de generadores.
Nos hemos centrado en el caso particular en el que el coeficiente de x1 es igual a uno,
para sen˜alar el problema de pasar esta proposicio´n al ambiente de mo´dulos. Ma´s adelante
veremos que la proposicio´n tambie´n es cierta aunque dicho coeficiente sea distinto de uno.
7. Cocientes, mo´dulos de torsio´n y mo´dulos libres
En este apartado, nos vamos a acercar a los gZ, subgrupos de Z, con la misma “dimensio´n”
que Z. Estos subgrupos, mediante la herramienta del cociente, nos descubrira´n nuevos grupos
y mo´dulos que no aparecen en el caso de espacios vectoriales. Se puede decir, que son objetos
t´ıpicos del ambiente de mo´dulos. Tambie´n se tendra´n en monoides, aunque su sitio natural,
como veremos, son los mo´dulos.
Empecemos, pues, por trasladar, desde los espacios vectoriales, la idea de cociente.
Definicio´n 71. Sea M un A-mo´dulo y N un submo´dulo de M. Definimos la clase de
m ∈ M como: m + N = {m′ ∈ M | m − m′ ∈ N}. Y denotamos M/N el conjunto de
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dichas clases. Existe, entonces, una estructura de mo´dulo en cociente en M/N dada por
las operaciones: (x+N) + (y +N) = (x+ y) +N y r(x+N) = rx+N.
Teorema 72 (Primer Teorema de Isomorf´ıa). Sea f : M → N un morfismo de mo´dulos
entonces M/Ker(f) ' Im(f).
Demostracio´n. Definimos b : M/Ker(f)→ Im(f) mediante: m+ Ker(f) 7→ f(m). Vea-
mos que esta aplicacio´n esta´ bien definida, i.e. no depende del representante, y adema´s es un
morfismo de mo´dulos biyectivo.
Para ver que esta´ bien definida, consideramos m′ ∈ M con m′ + Ker(f) = m + Ker(f),
esto quiere decir que m′ −m ∈ Ker(f), o equivalentemente que f(m′ −m) = 0 y por tanto
f(m) = f(m′) y la aplicacio´n esta´ bien definida.
Para ver que es un morfismo de mo´dulos basta hacer b(r(m + Kerf) + s(m′ + Kerf)) =
b(rm+ sm′ + Kerf) = f(rm+ sm′) = rf(m) + sf(m′) = rb(m+ Kerf) + sb(m′ + Kerf).
Para ver que es inyectivo, sean b(m+ Kerf) = b(m′ + Kerf), se tiene que f(m) = f(m′),
o equivalentemente f(m−m′) = 0, es decir m−m′ ∈ Kerf, y esto no es ma´s que decir que
m+ Kerf = m′ + Kerf.
Por u´ltimo veamos que es sobreyectivo. Pero esto es sencillo, ya que cualquier elemento de
Im(f) es de la forma f(m) y por tanto dicho m cumple que b(m+ Kerf) = f(m), obteniendo
as´ı que el morfismo b es sobreyectivo. 
Nota 73. En el ambiente de espacios vectoriales hay una demostracio´n ma´s sencilla
usando la idea de dimensio´n mediante la Proposicio´n 40 y el Teorema Fundamental de los
Espacios Vectoriales 41.
Ejemplo 74. Sea 2Z submo´dulo de Z formado por todos los nu´meros pares. Al hacer el
cociente Z/2Z, obtenemos Z2 = {0 + 2Z, 1 + 2Z}, es decir el cociente tiene dos elementos.
Encontramos un Z-mo´dulo finito, que obviamente no es submo´dulo de Z, pues sus elementos
son clases de equivalencia y no son elementos de Z, ni se puede establecer un morfismo de
mo´dulos desde Z2 a Z. Es claro que {1 + 2Z} es un sistema de generadores de Z2, pues
1 · 1 + 2Z = 1 + 2Z y 0 · 1 + 1Z = 0 + 2Z, pero sin embargo no cumple la condicio´n de
independencia lineal, ya que 2 · 1 + 2Z = 0 + 2Z y 2 6= 0 ∈ Z, y tampoco la idea de unicidad
puesto que 3 · 1 + 2Z = 1 · 1 + 2Z. Por tanto, existen Z-mo´dulos que no tienen bases.
Vamos a determinar cuales son estos Z-mo´dulos, pero dando la definicio´n de forma ma´s
general:
Definicio´n 75. Un A-mo´dulo se dice de torsio´n si para cualquier m ∈M existe a ∈ A,
a 6= 0, tal que a ·m = 0.
Definicio´n 76. Diremos tambie´n que un A-mo´dulo M es libre de torsio´n si no existe
ningu´n elemento m 6= 0 tal que a ·m = 0 con a ∈ A, a 6= 0.
Definicio´n 77. Sea M un A-mo´dulo, se define:
t(M) = {m ∈M | ∃r ∈ A \ {0} con rm = 0},
como el conjunto de los elementos de torsio´n. Adema´s, es fa´cil ver que t(M) es un submo´dulo
de M, al que llamaremos submo´dulo torsio´n de M.
Nota 78.
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Si M = t(M) se dice que M es un A-mo´dulo torsio´n.
Si t(M) = 0 tenemos que M es un A-mo´dulo libre de torsio´n.
Es claro que para el submo´dulo t(M), no es posible encontrar una base ya que si {m1, . . . ,mr}
es un sistema de generadores, existen a1, . . . , ar ∈ A \ {0} tales que a1m1 = 0, . . . , armr = 0,
y por tanto, a1m1 + · · ·+ amrm = 0.
Lema 79. El mo´dulo cociente M/t(M) es libre de torsio´n.
Demostracio´n. Si x + t(M) es un elemento de torsio´n en M/t(M), entonces existe
λ 6= 0 tal que λ(x + t(M)) = (0 + t(M)) con lo que λx ∈ t(M), por tanto debe existir
µ 6= 0 con µ(λx) = 0 pero entonces x ∈ t(M), ya que µλ 6= 0, de donde se deduce que
x + t(M) = 0 + t(M). Probando as´ı que el u´nico elemento de torsio´n en M/t(M) es el
0 + t(M). 
Definicio´n 80. Diremos que M es un A-mo´dulo libre si es posible encontrar una base
X, para M. Tambie´n se dira´ que M es libre sobre X.
Proposicio´n 81. Sea M un Z-mo´dulo libre de torsio´n y sea a1m1 + · · ·+ armr = 0 con
ai ∈ Z y mi ∈M , entonces existen m′1, . . . ,m′r−1 tales que: G(m1, . . . ,mr) = G(m′1, . . . ,m′r−1).
Demostracio´n. Si algu´n ai = ±1, despejamos el correspondiente mi, y por el Corolario
70, tenemos que todos los dema´s son un sistema de generadores de M .
Supongamos, pues, que todos los ai 6= ±1. Si gcd(a1, . . . , ar) = d entonces podemos
escribir d(a′1m1+· · ·+a′rmr) = 0 y como es libre de torsio´n se tiene que a′1m1+· · ·+a′rmr = 0.
As´ı pues, podemos supone que todos los ai son primos relativos.
Supongamos ahora que existe α ∈ Z tal que a1+αa2 = ±1. En este caso podemos escribir:
(a1 + αa2)m1 + a2(m2 − αm1) + a3m3 + · · · + armr = 0 donde {m1,m2 − αm1,m3, . . . ,mr}
sigue siendo sistema de generadores, pues cualquier m = b1m1 +b2m2 + · · ·+brmr tambie´n se
puede escribir como m = (b1 +αb2)m1 + b2(m2−αm1) + · · ·+ brmr. Y como a1 +αa2 = ±1,
se puede concluir como antes, usando el Corolario 70.
Por u´ltimo, como gcd(a1, . . . , am) = 1, la cuenta anterior se podra´ hacer tantas veces como
sea necesario para obtener un m′i que vaya multiplicado por ±1, y entonces, lo despejar´ıamos
usando de nuevo el Corolario 70. 
Proposicio´n 82. Un Z-mo´dulo M, finitamente generado, es libre si y solo si es libre de
torsio´n.
Demostracio´n. Si M es libre, podemos considerar B = {m1, . . . ,mr} una base. Si
0 6= m ∈ M es de torsio´n, se tendr´ıa que xm = 0 para algu´n x 6= 0. Por otra parte,
m = a1m1 + · · · + armr. Entonces 0 = xm = xa1m1 + · · · + xarmr, y como B es base,
podemos deducir que xai = 0 para todo i = 1, . . . , r. Ahora bien, como x 6= 0, se tendr´ıa que
todos los ai = 0 y por tanto m = 0, lo que ser´ıa una contradiccio´n.
Para la otra implicacio´n consideramos que {m1, . . . ,mr} es un sistema de generadores de
elementos libres de torsio´n y usaremos la induccio´n sobre r. Si r = 1 el resultado es inmediato.
Mientras que, en general, si tenemos que a1m1 + · · · + armr = 0; por la Proposicio´n 81,
obtenemos un sistema de generadores con r − 1 elementos libres de torsio´n y por induccio´n
tendr´ıamos el resultado. 
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Definicio´n 83. Dados M un A-mo´dulo y N1, N2 dos submo´dulos suyos. se dice que M
es suma directa de N1 y N2, y se denota M = N1 ⊕N2, si para cualquier m ∈M, existen
n1 ∈ N1 y n2 ∈ N2 con m = n1 + n2 y adema´s N1 ∩N2 = {0}.
Teorema 84. Sea M un mo´dulo finitamente generado entonces existe un submo´dulo
f(M) de M que es isomorfo a M/t(M) tal que M = f(M)⊕ t(M).
Demostracio´n. En primer lugar por los resultados anteriores tenemos que M/t(M) es
libre, y por tanto podemos considerar {x1 + t(M), . . . , xr + t(M)} una base del mismo. Es
fa´cil ver que {x1, . . . , xr} son linealmente independientes en M, ya que lo son en M/t(M).
Denotamos f(M) = G({x1, . . . , xr}), que es un submo´dulo libre de M por ser libre de torsio´n.
Es fa´cil ver que f(M) ∩ t(M) = {0}, ya que si x ∈ t(M), existe λ 6= 0 con λx = 0; pero si
esto ocurre en f(M) es porque x = 0.
Por u´ltimo si m ∈ M, consideramos f : M → M/t(M) la proyeccio´n cano´nica dada
por m 7→ m + t(M), y consideramos m + t(M) = a1(x1 + t(M)) + · · · + ar(xr + t(M)) =
(a1x1 + · · ·+ arxr) + t(M) ya que {x1 + t(M), . . . xr + t(M)} es una base de M/t(M). Pero
entonces tenemos que m− (a1x1 + · · ·+ arxr) ∈ t(M). Llamando t(m) a esta diferencia que
esta´ en t(M), tenemos que
m = (a1x1 + · · ·+ arxr) + t(m) ∈ f(M)⊕ t(M)

Vamos a centrarnos en los Z-mo´dulos libres, que son, ba´sicamente, los subgrupos de Zn
y seguir trasladando proposiciones del ambiente de los espacios vectoriales.
Teorema 85. Sea M un Z-mo´dulo libre, sea L = {x1, . . . , xs} un conjunto linealmente
independiente y sea S = {m1, . . . ,mr} un sistema de generadores. Entonces s ≤ r.
Demostracio´n. La idea de la demostracio´n es ana´loga al caso de espacios vectoriales
(Teorema 10), ir substituyendo los mi por los xi, y luego probar que los elementos de L no
se pueden acabar antes que los S.
Vamos a utilizar las ideas de la demostracio´n de la Proposicio´n 81. Como S es un sistema
de generadores tenemos que x1 = a1m1 + · · ·+ armr. Consideramos {m1, x1,m2, . . .mr} que
tambie´n es un sistema de generadores de S. Si algu´n ai = ±1, supongamos i = 1, podr´ıamos
escribir m1 = x1 − a2m2 · · · − armr y por el Corolario 70 tendr´ıamos el resultado.
Si ningu´n ai = ±1, y d = gcd(a1, . . . , ar) y consideramos x′1 = x1/d = a′1m1 + · · · +
a′rmr ∈ G({m1, . . . ,mr}) = M donde da′i = ai. Es fa´cil ver que {x′1, x2, . . . , xs} sigue siendo
linealmente independiente.
Por tanto, podemos suponer que x1 = a1m1 + a2m2 + · · ·+ armr con todos los ai 6= ±1 y
primos relativos. Usamos la idea de escribir a′1 = a1 +αa2 que se describe en la demostracio´n
de la Proposicio´n 81, para buscar un elemento m′i que este´ multiplicado por ±1, despejarlo
y sustituirlo por x1, y as´ı obtener que {x1,m2 . . . ,mr} es un sistema de generadores de M.
A continuacio´n proceder´ıamos con x2. Tendr´ıamos que x2 = a1x1 + a2m2 + · · ·+ armr, es
claro que si a2 = a3 = · · · = ar = 0 entonces x2 = a1x1 con lo que x2 − a1x1 = 0 pero esto es
imposible. Ahora, si alguno de los ai = ±1 con i ≥ 2, se despejar´ıa dicho mi y se aplica, de
nuevo, el Corolario 70 quedar´ıa sustituido por x2.
Si ningu´n ai = ±1 y d = gcd(a2, . . . , ar), entonces haciendo x′2 = (x2−a1x1)/d, se tendr´ıa
que {x1, x′2, x3, . . . , xs} son linealmente independientes. Ya que, si b1x1 + b2x′2 + b3x3 + · · ·+
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bsxs = 0, entonces b1x1 + b2(x2 − a1x1)/d+ b3x3 + · · ·+ bsxs = 0⇒ (db1 − b2a1)x1 + b2x2 +
db3x3 + · · ·+ dbsxs = 0. De donde, db1 − b2a1 = 0, b2 = 0 y dbi = 0, y se concluye fa´cilmente
que el conjunto de partida es linealmente independiente.
As´ı pues, podemos suponer, de nuevo, que gcd(a2, a3 . . . , ar) = 1. Y volviendo a usar el
truco de escribir a′2 = a2 + αa3, tendr´ıamos el camino para poder intercambiar x2 por un
cierto m′i.
Finalmente, argumentar´ıamos, como en el caso de espacios vectoriales (ver Teorema 10),
que si r < s, una vez cambiados los r primeros elementos del sistema linealmente indepen-
diente {x1, . . . , xr} ser´ıa un sistema de generadores, pero en ese caso xr+1 = c1x1 + · · ·+ crxr
obteniendo que no ser´ıan entonces linealmente independientes. 
Como se esta´ viendo en las demostraciones, al no poder multiplicar por el inverso como en
espacios vectoriales, se recurre a la divisio´n entera, es decir, si a, b ∈ Z con |a| ≥ |b| entonces
existen q, r ∈ Z con |r| < |a| tales que a = qb + r. Dichos q y r son el cociente y el resto de
dividir a entre b. Vamos a explotar de un modo importante esta herramienta.
Por tanto, nos vamos a centrar en los anillos conmutativos en los que vamos a poder
usar la divisio´n entera, dentro de los cuales esta´ Z. Estos anillos son los llamados dominios
eucl´ıdeos. La definicio´n la daremos un poco ma´s adelante.
Antes de pasar al ep´ıgrafe siguiente donde aplicaremos la divisio´n entera para encontrar
bases y ecuaciones cartesianas para Z-mo´dulos. Daremos un resultado interesante a la hora
de decidir si una base con n elementos es base de Zn o so´lo de un subgrupo suyo de rango n.
Proposicio´n 86. Un conjunto S = {(a11, . . . , a1n), . . . , (an1, . . . , ann)} linealmente inde-
pendiente de elementos de Zn, son una base de Zn, si y solo si el determinante de
A =
 a11 . . . a1n... . . . ...
an1 . . . ann

es igual ±1.
Demostracio´n. Si det(A) = ±1 sabemos que A es invertible y que su inversa se calcula
como A−1 = (AdjA)t/det(A) (la traspuesta de la adjunta partido por el determinante). Tanto
las operaciones de adjuncio´n como transposicio´n de matrices de elementos enteros, dan salidas
enteras y si el determinante es ±1, tenemos que la inversa de A tiene entradas enteras. Por
tanto, si xi1, . . . , xin son las entradas enteras de la fila i-e´sima de A
−1, como A−1A = I, se
tiene que xi1(a11, . . . , a1n) + · · ·+ xin(an1, . . . , ann) = ei. Demostrando que todos los ei esta´n
generados por los elementos de S.
Para el rec´ıproco, consideramos que S es una base y por tanto cada ei se escribira´ como
ei = xi1(a11, . . . , a1n) + · · · + xin(an1, . . . , ann) con los xij ∈ Z. Dicho de otra forma, la
matriz A tiene como inversa la formada por los xij correspondientes. Ambos determinantes,
det(A), det(A−1) son enteros y su producto es igual a 1. Por tanto la u´nica posibilidad es que
det(A) = det(A−1) = ±1. 
8. Sistemas de ecuaciones y Matrices
El objetivo de este ep´ıgrafe es probar la siguiente proposicio´n y extraer consecuencias de
ella.
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Proposicio´n 87. Si M es el subgrupo de Zn formado por las soluciones de un sistema
de ecuaciones homoge´neas
a11x1 + · · ·+ a1nxn = 0
· · · · · · · · ·
an1x1 + · · ·+ annxn = 0

con rango n− r, entonces existe una base de M con r elementos.
El camino a seguir, a la hora de calcular las ecuaciones que definen un Z-mo´dulo, sera´ el
mismo que en el Ejemplo 29. Usar trasformaciones elementales que habra´ que adecuar al
ambiente de Z-mo´dulos, aunque trabajaremos en otros anillos un poco ma´s generales.
Es el momento de definir esas condiciones que vamos a exigir al anillo para que podamos
hacer las cuentas de un modo “agradable”.
Definicio´n 88. Un dominio de integridad A, es un anillo donde para cualesquiera
a, b ∈ A tal que a · b = 0 se tiene que a = 0 o b = 0.
Ejemplo 89. Z es un dominio de integridad, cualquier cuerpo es un dominio de integri-
dad. Z8 no es dominio de integridad ya que 2 · [4]8 = 0.
Definicio´n 90. Un elemento u ∈ A se denomina unidad si existe u′ tal que uu′ = 1.
Ejemplo 91. Elemento [5]8 de Z8 es una unidad ya que 5 · [5]8 = 1 ∈ Z8.
Y tambie´n vamos a exigirle la posibilidad de hacer la divisio´n entera como apuntamos
ma´s arriba.
Definicio´n 92. Un dominio eucl´ıdeo R es un dominio de integridad junto con una
aplicacio´n φ : R→ N, llamada norma eucl´ıdea, cumpliendo:
1. φ(0) = 0.
2. Si a, b son elementos de R no nulos, entonces φ(a) ≤ φ(ab).
3. Si a, b con a 6= 0 entonces existen q y r tales que b = qa+ r con r = 0 o φ(r) < φ(a)
Veamos que para estos anillos podemos trascribir sin mucho problema los ca´lculos que
hemos hecho antes en Z-mo´dulos.
De las tres trasformaciones elementales que se hac´ıan a una matriz para obtener otra
equivalente, solo hay que preocuparse de la segunda de ellas. Ahora, no podemos multiplicar
las filas o columnas por elementos distintos de 1 o -1, si queremos asegurar entradas enteras
y/o no variar el submo´dulo que generan. Sin embargo, la primera y tercera no sufren restric-
ciones. Este inconveniente nos impide obtener el pivote igual a 1 dividiendo toda la fila por
el valor de ese pivote.
Nota 93. Ma´s precisamente, para poder hacer la segunda trasformacio´n el elemento k
por el que se multiplique la fila ha de ser una unidad.
Lo recogemos en el siguiente teorema:
Proposicio´n 94. Sea M un R-mo´dulo libre con R dominio eucl´ıdeo, generado por un
conjunto. El sistema de generadores (base) no se modifica si aplicamos a sus elementos una
o varias de las transformaciones siguientes:
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1. Cambiar el orden inicial de los generadores.
2. Multiplicar un generador por una unidad.
3. Sumarle a un elemento un mu´ltiplo de otro.
La demostracio´n es seguir la que se hace en espacios vectoriales.
Ahora, para determinar bases y sistemas de ecuaciones lineales que definan a un R-mo´dulo
libre, la idea sera´, a partir de una base, obtener matrices similares a las P y Q del caso de
espacios vectoriales. Recue´rdese que estas matrices eran el producto de matrices elementales
que recog´ıan los cambios que se realizaban sobre la matriz A. De las trasformaciones de
espacios vectoriales, valen todas salvo multiplicar o dividir por elementos distintos de ±1.
Y, como hemos hecho ya en varias demostraciones, la herramienta que vamos a usar es la
divisio´n entera.
Vamos a ver que toda matriz A, de taman˜o s× t, con entradas enteras, se puede escribir
como PAQ−1 = Dr donde P y Q son matrices invertibles y la matriz Dr es diagonal de rango
r. Pero no siempre tendremos unos en la diagonal principal. Lo que se conseguira´, en este
caso, es que cada dii divida a djj con 1 ≤ i < j ≤ r.
La matriz Dr se obtiene con el siguiente algoritmo.
Algoritmo 95. de reduccio´n de matrices sobre un dominio eucl´ıdeo.
El primer paso del algoritmo sera´ encontrar d11 y luego se repetira´n los pasos para las
siguientes submatrices. La idea es dada M ∈ Ms×t(R) con R dominio eucl´ıdeo, encontrar
una matriz C de la siguiente forma:
C =






donde d1 6= 0 y divide a cada entrada de C∗.
Para encontrar dicho d1 haremos lo siguiente:
1. Se busca un elemento aij 6= 0 de A tal que φ(aij) = mı´n{φ(ahk) | h, k = 1, . . . , n} e
intercambiando las filas y columnas correspondientes, se lleva a la primera posicio´n.
Si existe ma´s de uno, se elige uno cualquiera. Encontramos as´ı a11 6= 0, con φ(a11)
menor o igual que cualquier otro de la matriz.
2. Si a11 divide a todos los elementos de la primera fila, multiplicando por el elemento
adecuado podremos ir haciendo cero todos los elementos de la primera fila y entonces
vamos al paso 4.
3. Si ∃a1j tal que a11 no divide a a1j. Entonces haciendo a1j = a11q+r con φ(r) < φ(a11)
podemos hacer el siguiente cambio: Fj − qF1 y C1 ↔ Cj, encontrando un elemento
r con φ(r) menor que todos los A. Una vez llevado al principio, volvemos al paso 2.
Al obtenerse cada vez un elemento con norma menor estricta, y ser este conjunto de
enteros positivos, acotado inferiormente, el algoritmo acaba, obteniendo un a11 en las
condiciones para aplicar el paso 2.
4. Si a11 divide a todos los elementos de la primera columna, multiplicando por el ele-
mento adecuado podremos ir haciendo cero todos los elementos de la primera columna
y entonces vamos al paso 6.
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5. Si ∃aj1 tal que a11 no divide a aj1. Se actu´a como en el Paso 3, pero esta vez por










6. Si a11 divide a cualquier entrada de D
∗, repetimos el algoritmo con D∗.
7. En otro caso, ∃dij con a11 no dividiendo a dij. Hacemos F1 + Fi y vamos en el Paso
3. Como se argumento´ antes, se van obteniendo elementos con norma eucl´ıdea cada
vez ma´s pequen˜a, lo que nos asegura que el algoritmo acaba en un nu´mero finito de
pasos.
Ejemplo 96. Forma reducida de A =









−4 −6 7 1 0 0
2 2 4 0 1 0







2 2 4 0 1 0
−4 −6 7 1 0 0







2 2 4 0 1 0
0 −2 15 1 2 0







2 0 0 0 1 0
0 −2 15 1 2 0









ya que 2 no divide a 3 = C33 Por
tanto sumaremos la fila que tiene dicho nu´mero a la primera.
F1+F3−→

2 0 3 0 −2 1
0 −2 15 1 2 0




 como 2 no divide a 3
C3−C1−→

2 0 1 0 −2 1
0 −2 15 1 2 0







1 0 2 0 −2 1
15 −2 0 1 2 0







1 0 2 0 −2 1
0 −2 −30 1 32 −15
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1 0 0 0 −2 1
0 −2 −30 1 32 −15







1 0 0 0 −2 1
0 2 −30 1 32 −15







1 0 0 0 −2 1
0 2 0 1 32 −15











 0 −2 11 32 −15
0 −3 2
 −4 −6 72 2 4
6 6 15
 −3 1 220 −1 −15
1 0 −2
 = D3 =
 1 0 00 2 0
0 0 6
 .
Lo recogemos todo en la siguiente proposicio´n.
Proposicio´n 97. Sea A una matriz con s filas y t columnas y con entradas enteras.
Entonces A es equivalente a una matriz de la forma
d1 0 . . . 0 0 . . . 0








0 0 . . . dr 0 . . . 0








0 0 . . . 0 0 . . . 0

donde r ≤ min{s, t} ,{d1, . . . , dr} ⊂ N \ {0} y di divide a di+1 para todo i.
Los elementos d1, . . . , dr se llaman factores invariantes de A. Y a la matriz anterior se le
denomina forma normal de Smith.
Definicio´n 98. Un k-menor de una matriz A es el determinante de una submatriz de
A de orden k. Denotamos Dk(A) al ma´ximo comu´n divisor de todos los k-menores de A.
Proposicio´n 99. Dada A una matriz de entradas enteras se tiene que:
1. Dk(EijA) = Dk(A) = Dk(AEij).
2. Dk(Ei(−1)A) = Dk(A) = Dk(AEi(−1)).
3. Dk(Eij(z)A) = Dk(A) = Dk(AEij(z)).
donde las matrices E son las matrices elementales que se definen en el ambiente de espacios
vectoriales.
La demostracio´n es inmediata. Como consecuencia, si A y B son equivalentes entonces
Dk(A) = Dk(B) para todo k.
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Proposicio´n 100. Sean A y B dos matrices con entradas enteras. Entonces A es equi-
valente a B si, y solo si, las dos matrices tienen los mismos factores invariantes.
Demostracio´n. Supongamos que {d1, . . . , dr} y {d′1, . . . , d′s} son los factores invariantes
de A y B, respectivamente y sean H y H ′ las formas normales de Smith de A y B, entonces
Dk(H) = d1 · · · dk y Dk(H ′) = d′1 · · · d′k y como A y B son equivalentes, Dk(H) = Dk(H ′)
para todo k, se tiene que di = d
′
i y tambie´n r = s. El rec´ıproco es inmediato. 
Vamos, ahora, a recuperar las matrices P yQ, con el objetivo de encontrar unas ecuaciones
cartesianas que definan el Z-mo´dulo M. Recue´rdese que estas matrices recogen los cambios
que se le hacen a A, por filas en Q y por columnas en P.
Teorema 101. Sea M un subgrupo de Zn de rango r. Entonces podemos encontrar una
base {f1, . . . , fr, . . . , fn} de Zn y {d1, . . . , dr} ∈ N \ {0}, con di dividiendo a di+1 para todo i,
tales que {d1f1, . . . , drfr} es una base de M.
Demostracio´n. Consideramos {(x11, . . . , x1n), (x21, . . . , x2n), . . . , (xr1, . . . , xrn)} una ba-
se de M, y S la forma normal de Smith de la matriz A, cuya filas son los elementos de la
base de M. Como ambas matrices son equivalentes sabemos que existen P y Q invertibles
tales que QAP−1 = S, de donde QA = SP. Como S solo tiene las r primeras filas no
nulas, el producto SP tendra´ las u´ltimas n − r filas nulas. Es decir, la matriz QA tiene
solo r filas no nulas, que nos dara´n una base del subgrupo M. Y si las columnas de P son
B = {f1 = (f11, . . . , f1n), . . . , fn = (fn1, . . . , fnn)}, entonces esos primeros elementos de QA
son {d1f1, . . . , drfr} que forman una base para M. 
Volvamos ahora a la igualdad QAP−1 = S, y razonemos como en el caso de los espacios
vectoriales (ve´ase la Proposicio´n 31). Tendremos que las n− r u´ltimas columnas de P−1 nos
dan unas ecuaciones homoge´neas de M. Pero adema´s, tambie´n se tiene que al multiplicar las
r primeras filas de QA por las r primeras columnas de P−1, se obtienen los factores inva-
riantes d1, . . . dr. Es decir, una fila cualquiera de las r primeras de QA cumple las siguientes
condiciones:
p11x1 + · · ·+ pn1xn ≡ 0 mo´d d1
...
p1rx1 + · · ·+ pnrxn ≡ 0 mo´d dr
p1(r+1)x1 + · · ·+ pn(r+1)xn = 0
...
p1nx1 + · · ·+ pnnxn = 0

donde (p11, . . . , pn1), . . . , (p1n, . . . , pnn) son las columnas de la matriz P
−1.
Se obtendr´ıan, as´ı, unas ecuaciones cartesianas de M. Veremos, en el siguiente cap´ıtulo,
que la parte en congruencias y la parte homoge´nea responden a los submo´dulos de torsio´n
y libre de torsio´n de M, respectivamente. Pero estos resultados tendra´n, adema´s, otras con-
secuencias en el ambiente de monoides. Es por esta razo´n que lo ubicamos en el siguiente
cap´ıtulo.
Monoides y semigrupos
Definicio´n 102. Un semigrupo es un par (S,+), donde S es un conjunto no vac´ıo y +
es una operacio´n binaria y cumpliendo la propiedad asociativa, es decir, a+(b+c) = (a+b)+c
para todo a, b, c ∈ S.
Si, adema´s, existe elemento neutro, que denotaremos por 0, cumpliendo a+ 0 = 0 +a = a
para todo a ∈ S, se dira´ que S es un monoide.
Si la operacio´n binaria de un monoide es conmutativa, se dira´ que el monoide es conmu-
tativo.
Ejemplo 103. (N,+), (Z,+), (Q,+), son monoides conmutativos. Tambie´n lo son (Z, ·)
y (Q, ·), donde aqu´ı el elemento neutro es el 1.
Sin embargo, (N,−) no es un monoide porque la sustraccio´n no es ley de composicio´n
interna en N. (N, ?) donde ? esta´ definido como a ? b = max{a, b} es un monoide.
Definicio´n 104. Un submonoide de un monoide S es un conjunto H ⊆ S tal que
0 ∈ H y para cualquier a, b ∈ H el elemento a+ b ∈ H.
Nota 105. Un submonoide de un monoide es en s´ı mismo un monoide, y la interseccio´n
de una familia de submonoides de un monoide S es un submonoide de S.
9. Sistemas de generadores y morfismos
Definicio´n 106. Sea A un subconjunto de un monoide S, el monoide generado por





rixi | n ∈ N, ri ∈ N, xi ∈ A
}
.
Definicio´n 107. Cuando existe un subconjunto finito A de S tal que S = 〈A〉 se dice
que el monoide (S,+) es finitamente generado por A.
Ejemplo 108. (N,+) esta´ generado por {1} y por consiguiente es un monoide finitamente
generado. El monoide (Z,+) esta´ generado por el subconjunto {−1, 1}. El monoide (N∗, ·)
no es finitamente generado. El monoide (N∗, ·) esta´ generado por el subconjunto formado por
{1} ∪ {p ∈ N∗ | p primo}.
Definicio´n 109. Decimos que S esta´ minimalmente generado por A si 〈A〉 = S y
no existe un subconjunto propio de A que genere a S.
Definicio´n 110. Una aplicacio´n f : S → S ′ entre dos monoides es un morfismo de
monoides si
1. f(0) = 0
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2. f(a+ b) = f(a) + f(b) para todo a, b ∈ S.
Obse´rvese que si n ∈ N entonces y f : S → S ′ un morfismo de monoides con S ⊂ Nk
y S ′ ⊂ Nr entonces f(ns) = f(s+ · · ·+ s) = f(s) + · · ·+ f(s) = nf(s).
Definicio´n 111. Sea f : S → S ′ un morfismo de monoides, se definen su nu´cleo y su
imagen como
Ker(f) = {(a, b) ∈ S × S | f(a) = f(b)}
Im(f) = {f(a) | a ∈ S}.
Obse´rvese que Ker(f) no es un subconjunto de S. Sin embargo, s´ı que se puede utilizar
para decir que: el morfismo de monoides f es inyectivo si y so´lo si Ker(f) = {(x, x) ∈ S×S |
x ∈ S}.
Con esta definicio´n de nu´cleo se tienen las propiedades necesarias para construir un mo-
noide cociente. A saber una relacio´n de equivalencia que respeta la suma.
Definicio´n 112. Una congruencia σ para un monoide S es una relacio´n de equivalencia
en S que respeta la suma de S.
Ejemplo 113. Sea f : S → S ′ un morfismo de monoides, entonces Ker(f) es una con-
gruencia en S. Ya que es:
1. Reflexiva: (x, x) ∈ Ker(f) para todo x ∈ S.
2. Sime´trica: Si (x, y) ∈ Ker(f) entonces (y, x) ∈ Ker(f).
3. Transitiva: Si (x, y) ∈ Ker(f) e (y, z) ∈ Ker(f) entonces (x, z) ∈ Ker(f).
4. Respeta la suma: Si (x, y) ∈ Ker(f) y s ∈ S entonce (x+ s, y + s) ∈ Ker(f).
Con la nocio´n de congruencia, podemos contar, en el ambiente de monoides, con la he-
rramienta del cociente.
Definicio´n 114. Si S es un monoide y σ una congruencia, podemos definir [a]σ = {b ∈
S | (a, b) ∈ σ}. Y as´ı obtener, en el conjunto cociente S/σ, una estructura de monoide
mediante [a]σ + [b]σ = [a+ b]σ. Denotaremos S/σ al monoide cociente.
Si no hay peligro de confusio´n escribiremos [s] en lugar de [s]σ.
Teorema 115. Sea f : S → S ′ un morfismo de monoides. Entonces existe un isomorfismo
de monoides
f : S/Ker(f)→ Im(f),
dado por f([a]) = f(a).
La demostracio´n es ana´loga al caso de mo´dulos (ve´ase el Teorema 72).
Como consecuencia de este teorema tenemos el siguiente resultado.
Teorema 116. Sea S un monoide generado por {s1, . . . , sn} entonces existe una con-
gruencia σ en Nn tal que S es isomorfo a Nn/σ.
Demostracio´n. Basta considerar el morfismo de monoides sobreyectivo:
(1) f : Nn → S
dado por f(a1, . . . , an) = a1s1 + · · · + ansn, y usando el teorema anterior Nn/Ker(f) es
isomorfo a S. 
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10. Monoides cancelativos
Por tanto el estudio de los monoides se puede realizar desde el estudio de congruen-
cias y, aunque parece algo ma´s artificial, hay, sin embargo, un detalle importante que nos
permitira´ utilizar gran parte de lo que hemos estudiado hasta ahora. Demos algunos pasos
explorando este camino.
Definicio´n 117. Dada una congruencia σ en Nn, podemos definir:
Mσ = {a− b ∈ Zn | (a, b) ∈ σ}.
Proposicio´n 118. Mσ es un subgrupo de Zn.
Demostracio´n. La propiedad reflexiva de σ nos asegura la existencia del elemento
neutro en Mσ. La propiedad sime´trica de σ nos permite contar en Mσ con el opuesto de
cada elemento de Mσ. Y como σ respeta la suma podemos hacer la siguiente cuenta:
(a, b) ∈ σ ⇒ (a+ c, b+ c) ∈ σ,
(c, d) ∈ σ ⇒ (c+ b, d+ b) ∈ σ.
Ahora, por la transitividad de σ, tenemos que (a+c, b+d) ∈ σ. Con lo que Mσ es un subgrupo
de Zn. 
La construccio´n rec´ıproca tambie´n se puede llevar a cabo, pero con alguna restriccio´n.
Cuando lo tengamos, podremos aplicar todo lo que sabemos sobre subgrupos de Zn para el
estudio de los monoides finitamente generados, que son todos isomorfos a Nn/σ.
Definicio´n 119. Dado M subgrupo de Zn definimos
∼M= {(a, b) ∈ Nn × Nn | a− b ∈M}.
Proposicio´n 120. ∼M es una congruencia.
Demostracio´n. Como antes, la existencia del cero en M nos permite obtener la pro-
piedad reflexiva para ∼M , mientras que la existencia de opuesto de un elemento en M, nos
da la propiedad sime´trica para ∼M . Para la propiedad transitiva si (a, b) ∈∼M y (b, c) ∈∼M
entonces a− b, b− c ∈M con lo que a− b+ b− c = a− c ∈M nos asegura la transitividad. Y
por u´ltimo, para comprobar que respeta la suma, es claro que si (a, b) ∈∼M y x ∈ Nn entonces
a− b ∈M y por tanto tambie´n a+ x− (b+ x) ∈M y por tanto (a+ x, b+ x) ∈∼M . 
Obse´rvese que si (a+x, b+ x) ∈ σ, entonces a+ x− (b+x) ∈Mσ y por tanto a− b ∈Mσ
y tenemos que (a, b) ∈∼Mσ . Luego, si partimos de σ y construimos ∼Mσ , pueden aparecer
nuevos elementos; salvo que se exija a σ alguna condicio´n adicional.
Definicio´n 121. Un monoide se dice cancelativo si para cualesquiera a, b, c ∈ S, con
a+ c = b+ c se tiene que a = b.
Proposicio´n 122. Si Nn/σ es cancelativo entonces σ =∼Mσ .
A partir de ahora, salvo mencio´n contraria, supondremos que todos los monoides son
cancelativos.
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Proposicio´n 123. Sea M un subgrupo de Zn tal que (x1, . . . , xn) ∈M si y solo si
a11x1 + · · ·+ a1nxn ≡ 0 mo´d d1,
...
ar1x1 + · · ·+ arnxn ≡ 0 mo´d dr,
a(r+1)1x1 + · · ·+ a(r+1)nxn = 0,
...
a(r+k)1x1 + · · ·+ a(r+k)nxn = 0.
Entonces Nn/ ∼M es isomorfo a un submonoide de Zd1 × · · · × Zdr × Zk generado por:
{([a11]d1 , . . . , [ar1]dr , a(r+1)1, . . . , a(r+k)1), . . . , ([a1n]d1 , . . . , [arn]dr , a(r+1)n, . . . , a(r+k)n)}
Demostracio´n. Basta trasladar la demostracio´n que se hizo sobre espacios vectoriales
(Lema 38), que nos aseguraba que las ima´genes por una aplicacio´n lineal f, de un sistema de
generadores, eran un sistema de generadores de la imagen Im(f). Tenemos que {e1, . . . , en}
es un sistema de generadores de Nn y la aplicacio´n f : Nn → Zd1 × · · · × Zdr × Zk dada por:
f(ei) = ([a1i]d1 , . . . , [ari]dr , a(r+1)i, . . . , a(r+k)i)

Definicio´n 124. Un monoide S se dice libre de torsio´n si para cualesquiera a, b ∈ S
y para cualquier k ∈ N \ {0}, se tiene que ka = kb implica que a = b.
Proposicio´n 125. Sea M un subgrupo de Zn. Entonces son equivalentes:
1. M es homoge´neo. Es decir, en las ecuaciones de la Proposicio´n 123, no aparece nin-
guna congruencia.
2. El monoide cancelativo Nn/ ∼M es isomorfo a un submonoide de Zk para algu´n k ∈ N.
3. El monoide cancelativo Nn/ ∼M es libre de torsio´n.
Demostracio´n. Haremos la demostracio´n de 3. ⇒ 1, las otras son inmediatas. Para
ello, probaremos que los factores invariantes (que dan las congruencias) son todos igua-
les a 1. Sean d1, . . . , dr los factores invariantes, por el Teorema 101, sabemos que exis-
te una base {f1, . . . , fr, . . . , fn} base de Zn, tal que {d1f1, . . . , drfr} son una base de M.
Si d1 > 1 y f1 = (a1, . . . , an), definimos: f
+
1 = (ma´x{a1, 0}, . . . ,ma´x{an, 0}) y f−1 =
(ma´x{−a1, 0}, . . . ,ma´x{−an, 0}) (esto no es ma´s que separar los elementos positivos y ne-




1 ∈ Nn, y como
d1f1 ∈ M y d1 > 0 tenemos que f1 = f+1 − f−1 /∈ M, y por tanto [f+1 ]∼M 6= [f−1 ]∼M . Sin
embargo, como d1f1 ∈ M, tenemos que d1[f+1 ]∼M = d1[f−1 ]∼M , pero esto no es posible si
Nn/ ∼M es libre de torsio´n. 
La conclusio´n de los siguientes resultados sera´ que la parte de torsio´n, en el caso cancela-
tivo, sera´ un subgrupo dentro del monoide. Por tanto esta parte se estudiara´ con las te´cnicas
de Z-mo´dulos.
Proposicio´n 126. Sea S un monoide finito. Entonces S es un grupo, si y solo si es
cancelativo.
Demostracio´n. Todo grupo es cancelativo. Veamos por tanto la otra implicacio´n. Sea
s ∈ S \ {0}, como S es finito, tambie´n lo es {ns | n ∈ N}, por tanto existen m,n ∈ N con
10. MONOIDES CANCELATIVOS 33
m < n, tales que ms = ns y como ms = ns = (n−m)s+ms al ser S cancelativo tenemos que
(n−m)s = 0 con n−m > 1. Por tanto, tenemos que (n−m− 1)s+ s = 0 y n−m− 1 ≥ 0,
y as´ı, s tiene un elemento opuesto, con lo que llegamos a que S es un grupo. 
Podemos hacer una proposicio´n similar al caso libre de torsio´n. En este caso dir´ıa lo
siguiente:
Proposicio´n 127. Sea M un subgrupo de Zn. Entonces son equivalentes.
1. El monoide cancelativo Nn/ ∼M es finito.
2. El monoide cancelativo Nn/ ∼M es isomorfo a Zd1 × · · · × Zdr .
3. Las ecuaciones que definen a M son todas congruencias.
La segunda afirmacio´n es la que adelanta´bamos antes. La parte de torsio´n de un monoide,
es un grupo finito. As´ı pues, nos centraremos en estudiar los monoides libres de torsio´n.
Hay monoides, no cancelativos, finitos que no son grupos.
Ejemplo 128. Consideremos el conjunto {0, 3, 6, 9, 12, 15, 18} con tabla de suma:
+ 3 6 9 12 15 18
3 6 9 12 15 18 9
6 9 12 15 18 9 12
9 12 15 18 9 12 15
12 15 18 9 12 15 18
15 18 9 12 15 18 9
18 9 12 15 18 9 12
Puede comprobarse que es un monoide, pero claramente no es cancelativo. Este monoide es
isomorfo al cociente de 3N/σ, donde σ es la congruencia generada por (21, 9).
Vamos a ver ahora, varios ejemplos sobre los resultados anteriores, para motivar el estudio
de los sistemas de generadores en un tipo particular de monoides.
Ejemplo 129. Consideramos M el subgrupo dado por M = G({(2, 0, 0), (0, 1,−1)}).
Calculemos los factores invariantes y un sistema de generadores de N3/ ∼M .
2 0 0 1 0






0 1 −1 0 1






1 0 −1 0 1






1 0 0 0 1


















) 0 1 01 0 1
0 0 1
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Ahora, usando la Proposicio´n 123, tenemos que N3/ ∼M es isomorfo al submonoide de Z2×
Z generado por {([1]2, 0), ([0]2, 1), ([0]2, 1)}. Claramente un sistema minimal de generadores
es: {([1]2, 0), ([0]2, 1)}.
Ejemplo 130. Consideremos ahora M = G({(4, 1,−3), (1,−2, 1)}). Si calculamos sus








) 1 −2 50 −3 7
0 −4 9




Con lo que M esta´ definido por una sola ecuacio´n 5x + 7y + 9z = 0 y un sistema de ge-
neradores del submonoide de Z isomorfo a N3/ ∼M esta´ dado por {5, 7, 9}. Obse´rvese que
este submonoide esta´ contenido en N y que ninguno de los tres generadores es superfluo. Es
decir, dentro de N hay un submonoide con un sistema minimal de generadores formado por
tres elementos. La idea de dimensio´n empieza a fallar cuando un submonoide tiene “mayor
dimensio´n” que el monoide en el que esta´ incluido. De ah´ı que hablemos de sistema minimal
de generadores en vez de bases.
Obse´rvese tambie´n, que el hecho de que todos los coeficientes de las ecuaciones de M sean
positivos, nos permite encontrar submonoides de Nk.
Veamos un u´ltimo ejemplo para motivar, algo ma´s, el caso de monoides dentro de Nk para
un cierto k.
Ejemplo 131. Consideremos esta vez el subgrupo M = G{(1,−2, 2,−1), (−3, 1, 1, 1)} ⊂






1 −2 2 −1
−3 1 1 1
)
1 0 1 1
0 −1 1 −2
0 0 1 0
0 2 1 5
 = D = ( 1 0 0 00 1 0 0
)
.
Por tanto, las ecuaciones de M son dos y vienen dadas por:
x1 + x2 + x3 + x4 = 0,
x1 − 2x2 + 5x4 = 0.
As´ı pues, M es homoge´neo y el monoide S = N4/ ∼M es libre de torsio´n isomorfo a
un submonoide de Z2. Adema´s, un sistema de generadores de dicho monoide podr´ıa ser:
{(1, 1), (1,−2), (1, 0), (1, 5)}. Ahora mismo, no podemos asegurar S sea isomorfo a un sub-
monoide de N2, pues (1,−2) no esta´ en N2. Sin embargo, s´ı sera´ posible hacerlo.
Para conseguirlo, podemos aprovechar el hecho de tener una ecuacio´n con todas las en-
tradas positivas para, multiplica´ndola por 2 y suma´ndola a la otra, obtener un nuevo sistema
de ecuaciones para M :
x1 + x2 + x3 + x4 = 0,
3x1 + 2x3 + 7x4 = 0.
Y ahora, se tendr´ıa el sistema de generadores {(1, 3), (1, 0), (1, 2), (1, 7)}, que nos asegura que
S s´ı es isomorfo a un submonoide de N2.
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As´ı pues, parece que teniendo un sistema homoge´neo con, al menos, una ecuacio´n con
todos los coeficientes positivos, podremos deducir que, el submonoide asociado Nn/ ∼M , es
isomorfo a un submonoide de Nk para un cierto k.
Definicio´n 132. Un monoide S se dice reducido si el u´nico elemento que tiene opuesto
es el cero.
Con esta condicio´n, enunciaremos el teorema de Grillet, cuya demostracio´n requiere al-
gunos otros resultados y que puede verse en [4].
Teorema 133 (Teorema de Grillet). Sea S un monoide finitamente generado. S es can-
celativo, libre de torsio´n y reducido si y so´lo si es isomorfo a un submonoide de Nk, para
algu´n entero positivo k.
Al ser cancelativo, S es de la forma Nn/ ∼M y al ser libre de torsio´n M es homoge´neo. La
hipo´tesis de reduccio´n nos servira´ para demostrar la existencia de un elemento fuertemente
positivo (con todas las coordenadas positivas), que sera´n los coeficientes de una ecuacio´n de
M.
Como se observa por todo lo dicho hasta ahora, el estudio de los monoides cancelativos,
se puede hacer desde el punto de vista de los subgrupos M de Nn, que ba´sicamente pasa por
estudiar los coeficientes de un sistema de ecuaciones. Dicho ma´s correctamente, del estudio de
presentaciones (generadores y relatores) o, equivalentemente, de congruencias en Nn. Nosotros
no vamos a seguir ese camino y vamos a estudiar los sistemas de generadores para los monoides
que sean isomorfos a submonoides de Nn. En la literatura estos monoides reciben el nombre
de semigrupos afines.
11. Sistemas minimales de generadores en semigrupos afines
Vamos, pues, a centrar el estudio de sistemas minimales de generadores a monoides can-
celativos dentro de Nn, es decir, los semigrupos afines; y dentro de esta clase, nos vamos a
fijar en dos tipos. Por un lado, aquellos que se obtienen considerando los elementos positivos
de subgrupos de Zn, son los llamados semigrupos afines completos. Por ejemplo, el conjunto
de soluciones enteras no negativas de sistemas homoge´neos de ecuaciones lineales diofa´nticas,
(diofa´ntica significa con coeficientes enteros). Y, por otro lado, los semigrupos nume´ricos, que
son aquellos semigrupos afines de N. En ambos casos tendremos condiciones adicionales para
poder especificar un sistema minimal de generadores.
Definicio´n 134. Un semigrupo af´ın S ⊆ Nn se dice completo si existe un subgrupo M
de Zn tal que S = M ∩ Nn.
Nota 135.
1. Como G(S) es el menor subgrupo que contiene a S, se tiene que S = G(S) ∩ Nn.
Por tanto, se puede tomar esta u´ltima propiedad como una caracterizacio´n de estos
semigrupos completos.
2. Sea S = {x ∈ Nn | Ax = 0}, es claro que S es un monoide incluido en Nn. Adema´s,
si x, y ∈ S con x − y ∈ Nn, entonces x − y ∈ S. Por tanto S es un semigrupo af´ın
completo.
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En el Ejemplo 130, pudimos ver como un submonoide de N esta´ generado minimalmente
por 3 elementos. Diremos que S = 〈5, 7, 9〉. Este semigrupo af´ın no es completo ya que
2 = 7− 5 ∈ G(S) ∩ N y 2 /∈ 〈5, 7, 9〉.
Definicio´n 136. Un semigrupo nume´rico es un submonoide de N con complemento
finito.
Proposicio´n 137. El u´nico semigrupo nume´rico completo es N.
Demostracio´n. Es claro por la Proposicio´n 63, que los subgrupos de Z son de la forma
gZ para algu´n g ∈ Z. Por tanto, si S es completo S = gN = 〈g〉, pero estos conjuntos no
tienen complemento finito salvo cuando g = 1. 
Probaremos que, para estas dos clases de monoides, los sistemas minimales de generadores
son u´nicos.
Veamos alguna idea ma´s del semigrupo nume´rico.
Ejemplo 138. El monoide S = 〈5, 7, 9〉 esta´ formado por los siguientes elementos:
{0, 5, 7, 9, 10, 12, 14, 15,→}.
Donde → significa que a partir de este nu´mero esta´n todos los elementos de N.
En cuanto al otro tipo de monoides, consideramos el siguiente ejemplo.
Ejemplo 139. Sea el sistema:
x1 − 2x2 + x3 + 3x4 = 0
−2x1 − x2 − x3 + 2x4 = 0
}
.
En Z4 cualquier solucio´n es de la forma a(−3, 1, 5, 0)+b(4, 0,−6, 1) con a, b ∈ Z. Sin embargo,
si trabajamos en N4 las soluciones son de la forma a(0, 4, 2, 3)+b(1, 5, 1, 4)+c(2, 6, 0, 5), como
pod´ıamos intuir, el cardinal del sistema minimal de generadores no depende del nu´mero de
ecuaciones como sucede en R o en Z.
Nota 140. Obse´rvese que, ahora, estamos estudiando las soluciones “no negativas” de
sistema de ecuaciones con coeficientes enteros. Mientras que en los desarrollos anteriores, lo
que se buscaba era que los coeficientes de las ecuaciones que definen a M, fuesen positivos
para encontrar, mediante el cociente Nn/ ∼M , sistemas de generadores de ciertos submonoides
de Nk. Ahora estudiamos soluciones de sistemas lineales homoge´neos con coeficientes enteros,
pero los coeficientes no tienen por que´ ser positivos.
11.1. Semigrupos afines. Para proseguir el estudio de los sistemas de generadores en
semigrupos afines, vamos a considerar las siguientes definiciones.
Definicio´n 141. Sean x = (x1, . . . , xn) e y = (y1, . . . , yn) ∈ Nn, se dice que x ≤ y si
xi ≤ yi. Claramente este orden es un orden parcial, salvo para n = 1 que es un orden total.
Se notara´ < si en alguna coordenada la desigualdad es estricta.
Definicio´n 142. Sea X un subconjunto de Nn y sea x ∈ X. Se dice que x es minimal
en X si no existe otro elemento x′ ∈ X, tal que x′ < x.
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El siguiente teorema nos asegura que el conjunto de los minimales de un subconjunto de
Nn es finito. Es un primer paso a la hora de calcular un sistema minimal de generadores para
estos semigrupos afines.
Teorema 143 (Lema de Dickson). Sea X ⊆ Nn no vac´ıo. Entonces M = Minimales(X)
tiene un nu´mero finito de elementos.
Demostracio´n. La demostracio´n de este resultado se hace por induccio´n, siendo el
caso n = 1 inmediato, ya que en este caso so´lo hay un elemento mı´nimo. Supongamos cierto
para n − 1 y comprobe´moslo para n. Sea m = (a1, . . . , an) ∈ M y, para aplicar induccio´n,
consideramos los siguientes conjuntos: para cada 1 ≤ i ≤ n y para cada 0 ≤ j ≤ ai denotamos:
Mij = {(x1, . . . , xn) ∈M | xi = j} y
Bij = {(x1, . . . , xn−1) ∈ Nn−1 | (x1, . . . , xi−1, j, xi, . . . , xn−1) ∈Mij}.
Es claro que Minimales(M) = M y tambie´n Minimales(Bij) = Bij, que por hipo´tesis de
induccio´n son finitos y por tanto tambie´n lo son los Mij, y su unio´n
⋃
Mij. Probemos que
M ⊆ ⋃Mij. Tomemos un elemento x = (x1, . . . , xn) ∈M, si existe alguna coordenada de m
menor que la correspondiente de x, pongamos ai ≤ xi, entonces tenemos que x ∈Mixi , y por
tanto esta´ en la unio´n. Si para todas las coordenadas de m se tiene que ai > xi, tendr´ıamos
que m > x pero esto es una contradiccio´n ya que m era minimal. 
A continuacio´n daremos una serie de resultados de fa´cil comprobacio´n.
Corolario 144. Sea x ∈ Nn, entonces el conjunto A = {y ∈ Nn | y < x} es finito.
Corolario 145. Toda cadena ordenada descendente de elementos de Nn es finita.
Corolario 146. Sea X un subconjunto no vac´ıo de Nn y sea M = Minimales(X).
Entonces para cada x ∈ X existe m ∈M con m ≤ x.
Vamos a ver que el conjunto de elementos minimales son un sistema de generadores para
los semigrupos afines completos, entre los que esta´n los conjuntos de soluciones no negativas
de sistemas homoge´neos de ecuaciones diofa´nticas.
Proposicio´n 147. Sea S un semigrupo af´ın completo, y consideremos M = {x1, . . . , xn}
el conjunto de elementos minimales, entonces S = 〈x1, . . . , xn〉.
Demostracio´n. Sea s ∈ S \ {0}, entonces por el corolario anterior existe xi1 ∈ M tal
que xi1 < s. Consideramos ahora s − xi1 ∈ G(S) ∩ Nn = S y repetimos: si s − xi1 ∈ M
paramos, si no, existe xi2 ∈ M con xi2 < s − xi1 , por el Corolario 145, esta cadena termina
y al final tendremos que xit = s−
∑t−1
j=1 xij . Con lo que s =
∑t
j=1 xij . 
Adema´s, este conjunto ser´ıa minimal, ya que si algu´n elemento de M, digamos x1, se
pudiese escribir como x1 = a2x2 + · · · + anxn con algu´n ai > 0 se tendr´ıa que x1 − aixi ≥ 0
con lo que x1 ≥ aixi pero esto es imposible pues x1 es minimal y distinto de xi.
Esta idea de ir restando elementos del semigrupo para encontrar los elementos minimales,
se puede extender a semigrupos afines, incluso de dimensio´n infinita.
Sistemas de generadores en semigrupos afines completos
Vamos a centrarnos en el ca´lculo efectivo de dicho conjunto que es un sistema minimal
de generadores. Lo haremos dando un par de algoritmos interesantes en su filosof´ıa.
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Algoritmo 148 (Fortenbacher). Sea a1x1 + · · · + aqxq = 0 una ecuacio´n diofa´ntica
homoge´nea. La idea de este algoritmo es comenzar por los elementos de la base cano´nica
{(1, 0, . . . , 0), . . . , (0, . . . , 1)} y realizar la siguiente accio´n:
Si (x1, . . . , xq) no es au´n una solucio´n de la ecuacio´n hacemos lo siguiente:
Si a1x1 + · · · + aqxq < 0 entonces incrementamos en uno el valor de xj si aj > 0.
Apareciendo un elemento nuevo, por cada j que cumpla la condicio´n.
Si a1x1 + · · ·+ aqxq > 0 entonces incrementamos en uno el valor de xj si aj < 0.
Es claro que si aumentamos en los otros casos que no contempla el algoritmo, obtenemos
valores ma´s altos que los de partida. Es decir, las condiciones nos marcan unas direcciones
que no debemos seguir.
Ejemplo 149. Sea la ecuacio´n diofa´ntica homoge´nea 2x1 + x2 − 3x3 = 0. Y evaluamos
en los tres elementos de la base cano´nica: En (1, 0, 0) es positivo (= 2). Por tanto, solo nos
interesa seguir por (1, 0, 1) que, al evaluar, nos da negativo (−1). Ahora aparecen dos caminos:
(2, 0, 1) que sale positivo (= 1) y (1, 1, 1) que es una solucio´n. Si continuamos por (2, 0, 1),
so´lo podemos an˜adir en la u´ltima coordenada (2, 0, 2), que sale negativo (−2). Aparecen, de
nuevo, dos nuevos caminos: (3, 0, 2) que es otra solucio´n y (2, 1, 2) que podemos descartar ya
que es mayor que la solucio´n (1, 1, 1) (el objetivo es encontrar las soluciones minimales).
Escribimos de forma ma´s esquema´tica y clara los resultados para los otros dos elementos







(1, 0, 1) (0, 1, 1)
(1, 1, 1) (0, 2, 1)(−)
xx
(1, 3, 1) (0, 3, 1)
El elemento en rojo se descarta por ser mayor que la solucio´n (1, 1, 1), los elementos en azul
se pueden descartar porque ya han sido estudiados antes, y los elementos en verde son las
soluciones.
Algoritmo 150 (Contejean & Devie). Este algoritmo es una extensio´n del anterior a un
nu´mero arbitrario de ecuaciones. Lo u´nico que hay que hacer es concretar que entendemos
por una “direccio´n correcta” a la hora de continuar el algoritmo. Obse´rvese que las dos
condiciones del algoritmo anterior se pueden resumir en una mediante: incrementamos
en uno el valor de xj si (a1x1 + · · · + aqxq)(aj) < 0. As´ı pues, si Ax = 0 es un sistema
homoge´neo de ecuaciones lineales diofa´nticas, consideramos la siguiente condicio´n:
Si (x1, . . . , xq) no es todav´ıa solucio´n, aumentamos en uno el valor de xj si Ax ·Aej < 0
donde el producto, es el producto escalar usual.
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Ejemplo 151. Consideremos el sistema de ecuaciones:
−x1 + x2 + 2x3 − 3x4 = 0
−x1 + 3x2 − 2x3 − x4 = 0
}
.
Partimos de {e1, e2, e3, e4} y con flechas indicamos los pasos que se pueden dar desde ca-
da solucio´n, obviamente cada elemento se podra´ obtener desde varias soluciones anteriores.
Denotaremos Ax|x para controlar los elementos (x) y el valor a comparar (Ax).
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(2, 2, 1, 1)
(4, 2, 1, 0) (2, 1, 1, 1)
Obtenie´ndose que las soluciones minimales del sistema son (0, 1, 1, 1) y (4, 2, 1, 0). Hemos
recuadrado las soluciones, y aquellas cuaternas que son comparables con alguna solucio´n ya
encontrada.
Para ma´s detalles puede consultarse [2].
Sistemas minimales de generadores en semigrupos nume´ricos
En esta u´ltima seccio´n, vamos a estudiar un tipo particular de monoides, entre los que
se encuentra el del Ejemplo 130. Y vamos a dar una manera pra´ctica para encontrar dicho
sistema minimal de generadores, que ya sabemos que existe, a partir del Lema de Dickson y
los resultados posteriores.
Recordemos que un semigrupo nume´rico S era un submonoide de N cuyo complemento
es finito.
Lema 152. Sea A un subconjunto no vac´ıo de N. Entonces 〈A〉 es un semigrupo nume´rico
si y solo si gcd(A) = 1.
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Demostracio´n. Sea d = gcd(A.) Entonces d divide a todos los elementos de 〈A〉, y
si es un semigrupo nume´rico, entonces el complemento es finito, por tanto deben existir
x, x+ 1 ∈ 〈A〉. Pero si d divide a x y a x+ 1 es porque d = 1.
Si gcd(A) = 1 entonces existen a1, . . . , an ∈ A y x1 . . . , xn ∈ Z tales que x1a1+. . .+xnan =
1, podemos suponer que todos los coeficientes positivos esta´n al principio, y que son los i
primeros, entonces tenemos que x1n1 + . . . + xiai = 1 − xi+1ai+1 − . . . − xnan, tenemos que
s = −(xi+1ai+1 + . . . + xnan) ∈ 〈A〉 y que s + 1 = x1n1 + . . . + xiai ∈ 〈A〉. Veamos ahora
que si n ≥ (s − 1)s + (s − 1) entonces n ∈ 〈A〉. Consideremos n = rs + q con 0 ≤ r < s o,
equivalentemente, r ≤ s− 1. Como qs+ r = n ≥ (s1)s+ (s− 1) tenemos que q ≥ s− 1 ≥ r
y por tanto n = (rs+ r) + (q − r)s = r(s+ 1) + (q − r)s y por tanto n ∈ 〈A〉. 
Obse´rvese que si H es un monoide en N con d = gcd(H) entonces podemos considerar
H/d = {m/d | m ∈ H} y tenemos que H y H/d son isomorfos. Por tanto, todo monoide no
trivial de N es isomorfo a un semigrupo nume´rico.
Vamos a dar un primer resultado que nos indica el camino a seguir a la hora de buscar
un sistema de generadores para los semigrupos nume´ricos.
Lema 153. Sea S un submonoide de Nn. Entonces S \ (S∗ + S∗) es un sistema de gene-
radores de S y adema´s cualquier otro lo contiene. Denotamos S∗ = S \ {0}.
Demostracio´n. El conjunto S \ (S∗ + S∗) es el conjunto de elementos de S que no se
pueden poner como suma de dos elementos no nulos de S. As´ı pues, si s /∈ S \ (S∗ + S∗),
es porque existen x, y ∈ S \ {0} tal que s = x + y y por tanto x, y < s. Si repetimos el
proceso con cada sumando obtendremos en un nu´mero finito de pasos que s = s1 + · · ·+ sn
con si ∈ S \ (S∗ + S∗), lo que prueba que este conjunto es un sistema de generadores.
Mientras que, si A es otro sistema de generadores y tomamos x ∈ S \ (S∗ + S∗), tenemos
que x = r1a1 + · · · + rtat, con ai ∈ A y ri ∈ N, pero como x ∈ S \ (S∗ + S∗), se tiene que
x = ai para algu´n i = 1, . . . , t. 
En particular, para todo semigrupo nume´rico S, existe un u´nico sistema minimal de
generadores, a saber S \ (S∗ + S∗). El objetivo ahora es probar que siempre sera´ finito.
Para ello, vamos a introducir un concepto que es muy u´til en el ambiente de los semigrupos
nume´ricos sobretodo en la parte computacional. Los conjuntos de Ape´ry.
Definicio´n 154. Dado S un semigrupo nume´rico y n ∈ S definimos el conjunto de
Ape´ry de n en S como:
Ap(S, n) = {s ∈ S | s− n /∈ S}.
Lema 155. Ap(S, n) = {0 = w(0), w(1), . . . , w(n − 1)} donde w(i) = min{s ∈ S | s ≡ i
mo´d n}.
Demostracio´n. Basta considerar cualquier elemento s ∈ S y escribirlo como s = qn+r,
y entonces tomar j = ma´x{i ∈ N | s− in ∈ S}, dicho s− jn = w(r), como N \ S es finito, se
pueden encontrar n elementos seguidos a los que aplicar el razonamiento anterior, obteniendo
as´ı todos los elementos de Ap(S, n). 
Ejemplo 156. Sea S = 〈5, 7, 9〉. Vimos que S = {0, 5, 7, 9, 10, 12, 14,→}. De aqu´ı, es fa´cil
calcular Ap(s, 5) = {0, 7, 9, 16, 18}. Para ello podemos tomar los 5 elementos que hay tras el
14 que son los 5 primeros consecutivos en S, {14, 15, 16, 17, 18}, y a partir de ellos calculamos
el mayor a tal que 14− a ∗ 5 ∈ S, obteniendo el 9, y hacie´ndolo para todos se tiene que :






La aplicacio´n inmediata es que si S es un semigrupo nume´rico y n = mı´n{s ∈ S | s 6= 0},
entonces S \ S∗ + S∗ ⊆ Ap(S, n)∗ ∪ {n}. Tambie´n es claro que la igualdad no siempre se da
como sucede en el ejemplo anterior.
Corolario 157. Dado S un semigrupo nume´rico, el conjunto S \S∗+S∗ es un sistema
minimal de generadores y su cardinal es menor o igual que mı´n{s ∈ S | s 6= 0}.
Definicio´n 158. Sea S = 〈a1, . . . , an〉 y supongamos el conjunto ordenado {a1 < a2 · · · <
an} es su sistema minimal de generadores entonces a a1 se le denomina multiplicidad de
S y se denota por m(S) y a n se le dice dimensio´n de inmersio´n de S y la notaremos
e(S).
Por los resultados anteriores es claro que e(S) ≤ m(S). Cuando se da la igualdad se dice
que S es un semigrupo con ma´xima dimensio´n de embebimiento o MED (maximal embedding
dimension).
Ejemplo 159. Dado n ∈ N el semigrupo {0,m,→} es un MED.
Proposicio´n 160. Sea S un MED, y sea n = e(S) = m(S). Entonces Ap(S, n) es su
sistema minimal de generadores.
Demostracio´n. Es una consecuencia inmediata del Corolario 157. 
Conclusio´n: como hemos visto en este par de familias de semigrupos afines, los elementos
que forman un sistema minimal de generadores, son aquellos minimales en un cierto sentido,
que se ve ma´s claramente en el caso de semigrupos nume´ricos con la introduccio´n de los
conjuntos de Apery. Los generadores estara´n entre aquellos elementos del semigrupo que
no se puedan escribir como suma de dos elementos del semigrupo no nulos. En el caso de
los semigrupos afines completos, bastaba exigir la minimalidad puesto que esta condicio´n
de no escribirse como suma de otros dos viene impl´ıcita en la naturaleza de esta familia de
semigrupos.
Esta condicio´n de “no escribirse como suma de otros dos elementos no nulos” puede verse
como una especie de “independencia lineal individual”. Aqu´ı, las soluciones de ecuaciones
homoge´neas con coeficientes en N, no tienen cabida. Nunca x1a1 + · · · + anxn = 0 con
todos los ai ∈ N y tambie´n los xi ∈ N, salvo que todos los xi = 0. Claramente esto no
quiere decir, que cualquier elemento en S tiene una u´nica escritura como combinacio´n de los
elementos del sistema minimal de generadores ya que por ejemplo en S = 〈5, 7, 9〉, se tiene
que 14 = 2 · 7 = 1 · 5 + 1 · 9. Recordemos que este semigrupo era isomorfo a Z3/ ∼M ; donde




Proposicio´n 161. Sea U un subespacio de V, si dim(U) = dim(V ) entonces U = V.
Demostracio´n. Es claro que U ⊆ V probemos el contrario. Sea BU = {u1, . . . , un} una
base de U y sea v ∈ V tal que v /∈ U por el teorema de ampliacio´n de la base podr´ıamos
an˜adir v a BU y tendr´ıamos un conjunto linealmente independiente de n + 1 vectores en un
espacio de dimensio´n n lo que es una contradiccio´n. Por tanto, v ∈ U. 
Obse´rvese la importancia de que en el teorema de ampliacio´n de la base para an˜adir un
vector, la u´nica condicio´n es que sea linealmente independiente del resto.
Corolario 162. Si v es un vector no nulo de un espacio vectorial V, v pertenece a una
base de V.
Demostracio´n. Es consecuencia inmediata del teorema de extensio´n de una base. 
Corolario 163. En todo sistema de generadores de un espacio vectorial V, existe un
subconjunto suyo que es base.
Demostracio´n. Es otra escritura del teorema de extraccio´n de una base. 
Corolario 164. Sea V un espacio vectorial de dimensio´n n. Sea X = {e1, . . . , em}
un conjunto de vectores linealmente independiente (resp. sistema de generadores). Entonces
m ≤ n (resp. m ≥ n). Ademas se tiene la igualdad si y solamente si X es base de V.
Demostracio´n. Es consecuencia directa del Corolario 11. 
Consideramos Z que es un anillo, en lugar de K que es un cuerpo. ¿Co´mo afecta esto a
las proposiciones y definiciones anteriores?
13. Diferencias de los mo´dulos con respecto a espacio vectorial
La Proposicio´n 161 deja de cumplirse, veamos un ejemplo:
Ejemplo 165. (2Z)2 ⊆ Z2.
La dimensio´n de 2Z×2Z es dos y la dimensio´n de Z×Z tambie´n es dos. 2Z×2Z ⊆ Z×Z
y no son el mismo espacio.
En el caso de monoides, consideremos 〈5, 7, 9〉 ⊂ N que tiene como sistema minimal
de generadores a {5, 7, 9} con tres elementos y contenido en N cuyo sistema minimal de
generadores tiene un solo elemento: {1}.
El Corolario 162 deja de cumplirse, veamos un ejemplo:
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Ejemplo 166. El 2 ∈ Z y no pertenece a la base de Z que ser´ıa {1} o {−1}.
En el caso de monoides, solo unos elementos concretos de cada monoide pueden ser los
elementos del u´nico sistema minimal de generadores.
El Corolario 163 deja de cumplirse, veamos un ejemplo:
Ejemplo 167. El conjunto {(1, 2), (2, 1), (1,−2)} es sistema de generadores de Z×Z y si
le quito algu´n vector deja de ser sistema de generadores. Sin embargo la cardinalidad de un
conjunto linealmente independiente, sigue siendo menor que la cardinalidad de un sistema
de generadores en el caso de Z-mo´dulos.
En el caso de monoides, no tiene mucho sentido hablar de independencia lineal, como se
argumento´ al final de cap´ıtulo anterior.
El Corolario 164 deja de cumplirse, veamos un ejemplo:
Ejemplo 168. El conjunto {(1, 2), (2, 1)} es linealmente independiente en Z×Z pero no
es base.
La Proposicio´n 45 deja de cumplirse, veamos un ejemplo:
Ejemplo 169. Como Z2 × Z ' Z× Z
2Z× {0} , si aplicamos la Proposicio´n 45, tendr´ıamos
que dim(Z2 × Z) = dim(Z × Z) − dim(2Z × {0}) = 2 − 1 = 1, pero esto es imposible ya
que entonces Z2 × Z tendr´ıa una base con un solo elemento y esto es imposible. Un sistema
de generadores para Z2 × Z es {([1]2, 0), ([0]2, 1)} como ya sabemos. Fallar´ıa la condicio´n de
independencia lineal ya que 2([1]2, 0) = ([0]2, 0).
Claramente, el resultado no se da en monoide, ni incluso cuando S = Nr/ ∼M , conside-
rando rg(M) como Z-mo´dulo. Ve´ase el Ejemplo 139.
Veamos un cuadro comparativo para R como R-espacio vectorial, Z como Z-mo´dulo y N
como monoide.
R Z N
Sistemas minimales Infinitos Dos Uno
de generadores {v} con v 6= 0 {1} y {−1} {1}
Subespacios, Solamente hay dos Hay infinitos Infinitos
submo´dulos y llamados triviales tantos como naturales gN con g ∈ N
submonoides {0} y R gZ con g ∈ N nume´ricos etc.
Sistemas minimales de No hay subespacios Dos para cada gZ, {g}
generadores en subesp. propios {g} y {−g} {a1, . . . , an} etc
Cualquier conjunto So´lo en mo´dulos libres No tiene sentido.
Bases sistemas de generadores sist.generadores Hay sist.minimales
linealm.independientes y l.independiente de generadores
dimensiones de Siempre menores Siempre menores que Hay sistemas minimales
subespacios propios estrictas que n n vale (=) de generadores con
para Rn,Zn y Nn “muchos” elementos
cocientes en Sobre subespacios Sobre submo´dulos. Sobre congruencias
Rn,Zn y Nn y son esp. vectoriales Libres y torsio´n
En la fila “sistemas minimales de generadores en subespacios”, entie´ndase subespacios,
submo´dulos, submonoides.
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