ABSTRACT This paper presents a new metaheuristic optimization algorithm, the firefly algorithm (FA), and an enhanced version of it, called chaos mutation FA (CMFA), for solving power economic dispatch problems while considering various power constraints, such as valve-point effects, ramp rate limits, prohibited operating zones, and multiple generator fuel options. The algorithm is enhanced by adding a new mutation strategy using self-adaptation parameter selection while replacing the parameters with fixed values. The proposed algorithm is also enhanced by a self-adaptation mechanism that avoids challenges associated with tuning the algorithm parameters directed against characteristics of the optimization problem to be solved. The effectiveness of the CMFA method to solve economic dispatch problems with high nonlinearities is demonstrated using five classic test power systems. The solutions obtained are compared with the results of the original algorithm and several methods of optimization proposed in the previous literature. The high performance of the CMFA algorithm is demonstrated by its ability to achieve search solution quality and reliability, which reflected in minimum total cost, convergence speed, and consistency.
I. INTRODUCTION
Facing the reduction of energy reserves and environmental degradation due to excessive use of conventional fuels, the Economic Dispatch (ED)problem has become the focus of researchers [1] , [2] . For ED, the main objective is to find the operating point leading to optimal generator output power so as to minimize the operating cost while meeting all the physical and operational constraints [3] . The ED is considered as an important economic operation optimization problem in power system. Under normal circumstances, the objective of the problem can be modeled as a convex cost function whose satisfactory solution can be found at a small cost. However, when actual characteristics of real power systems such as prohibited operating zones, transmission loss, ramp rate limits, and multiple fuel options are taken into consideration, the cost function becomes highly quadratic, non-smooth, non-convex, and multi-modal [4] - [7] . Solving such a problem is no longer an easy task. Ignoring, approximating or inaccurately handling these characteristics may lead to erroneous results of the ED problem and significant economic losses or accidents [8] - [10] . In the published article on this issue, many methods have been applied to deal with the ED problem. These methods can be divided into two categories as 1) classical optimization methods and 2) metaheuristic optimization methods.
Classical optimization technologies include Lagrange relaxation [11] , λ-iteration method [12] and nonlinear programming [13] ,etc. The advantages of the classical optimization methods are the guarantee of optimization convergence, the lack of parameters requiring special settings depending on the characteristics of the problem and computational efficiency; however, they deal mainly with convex cost functions because this kind of optimization method is based on the gradient theory, which has powerful ability when facing smooth and continuous functions. Regrettably, practical features of real power system form a complex non-convex model of ED problem with extremely high complexity and the application of the classical optimization methods is faced with difficult-to-handle restrictions. In order to improve the ability of classic optimization algorithms to solve ED problems, some improved algorithms have been proposed in recent years. Examples of this include, the dimensional steepest decline method [13] and Big-M method [14] . Although these methods show a stronger ability to solve non-convex objective functions, the tradeoff introduces additional variables that need additional computation. Its performance, therefore, is increasingly worsened by the dimension of the problem.
Many modern metaheuristic optimization methods, such as the genetic algorithm (GA) [15] , the particle swarm optimization (PSO) [16] , [17] , and Differential Evolution (DE) [18] have been developed and utilized successfully to solve the ED problem due to their ability to find global or near-global solution of a nonconvex optimization problem. Furthermore, modified and improved versions of the metaheuristic methods, with the intention of improving the convergence and global optimum search capability of the original algorithms, have been proposed for dealing with the ED problem. Examples of these improved versions include, conventional genetic algorithm with multiplier updating (CGA-MU) [19] , fuzzy adaptive particle swarm optimization (FAPSO) [20] , new global particle swarm optimization (NGPSO) [21] and shuffled differential evolution (SDE) [22] . Also, hybrid methods, generally combined with two methods, one method is used as the primary search tool, while the other is used to fine-tune the search process, like combined DE and PSO algorithms [23] , hybrid chemical reaction optimization with differential evolution(HCRO-DE) [24] , have been applied for solving the ED problem and achieved satisfactory effect by improving the global search capability while using fast computational analysis. However, for hybrid methods, how to determine the integration points between methods and balance the positive and negative effects of methods is a headache for practitioners.
Many of the metaheuristic optimization methods reported in previous literature have a disturbing limitation. They require adjustment of the algorithm parameters based on the particular problem before they can be applied. When the parameters of the algorithm are determined, a satisfactory result may be obtained in a test system, but at the same time, satisfactory results may not always be obtained in another test system. Changes in system load or unit constraints will lead to the need for algorithm parameter adjustment, which is a difficult problem. To solve this problem, the mechanism for adaptively adjusting parameter values must be added to the algorithm. However, any metaheuristic optimization method that adds a parameter to the self-tuning mechanism may obtain the result of reduced computational efficiency because additional computational effort is required because of the need for adjusting algorithm parameters when solving the main optimization problem. Because of this reason, only the method that adds self-adjusting parameter is highly efficient. A novel high efficiency optimization algorithm, firefly algorithm(FA), has been proposed in [25] . Yang [26] showed that the FA could compete and outperform many of metaheuristic optimization algorithms in many aspects, like convergence rate, numerical stability, and calculation accuracy. In fact, the FA has proven to have a great advantage over other recently developed algorithms in solving a variety of optimization problems, for instance the dynamic economic dispatch problem of power systems [27] and the optimal chiller loading design [28] . The author of the firefly algorithm, Yang, has successfully applied the FA to solve ED problem of small and medium power systems in [29] , but the ED problem consider multiple fuel options was not considered in the study, which is the contribution of this paper.
In this paper, FA is applied for solving non-convex and complex ED problem of five (medium and large) power systems considering actual characteristics such as prohibited operating zones, transmission loss, ramp rate limits, and multiple fuel options. Large-scale test systems with both multiple fuel options and valve-point effects are included. Furthermore, after carefully considering different components in designing the algorithms, two modifications are proposed to significantly increase the FA efficacy. The proposed modifications are to replace the fixed-parameters of the FA with a new dynamic adjustment of parameters in the FA, and to add a new powerful self-adaptive mutation mechanism while replacing the parameter of the mechanism as a fixed value. An improved version of firefly algorithm, called chaos mutation firefly algorithm(CMFA), is thus generated. In addition, in most of metaheuristic optimization methods, the equality constraints are usually handled using the penalty-function technique, which makes it difficult to generate feasible solutions and maintain feasibility after crossover and mutation operations, resulting in no good result. Thus, a constraint handling scheme was proposed for correcting a solution in infeasible domain region to the space of feasible region without adding any additional goal on the objective function. This mechanism not only has the ability to handle constraints, but also has the ability to prevent premature convergence by introducing a diversity strategy, which ensures that the fireflies always be a feasible solution to the problem. Indeed, the proposed measures have positive and reliable effect on the convergence of the algorithm and the quality of the solution provided by algorithm. Results of the proposed technique for solving the known ED problems are compared with other 45908 VOLUME 6, 2018 algorithms that are recently published. The numerical analysis of results proves the superiority performance of the proposed method over the other methods mentioned in this paper.
The rest of this paper is organized as the follows: Section 2 presents the ED problem formulation. Section 3 introduces the proposed methodology. Application of CMFA for solving ED shown in Section 4. Section 5 introduces the simulation results and discussion, followed by the conclusions and future work in Section 6.
II. MATHEMATICAL FORMULATION OF THE ED PROBLEM A. OBJECTIVE FUNCTION
The mathematical model of the ED problem of considering different conditions can be modeled as different objective functions. A comprehensive mathematical model of the ED problem can be presented as [30] :
where, P i represents the power output of ith generator; F C denotes the total generation cost; F i (P i ) are generation cost of unit i; NG meaning the total number of generator.
The objective function as a quadratic polynomial is convex when neglecting the VPE. It can be shown as:
where, a i ($/MW 2 ), b i ($/MW), c i ($) are the cost coefficients of the ith unit.
Furthermore, the objective function becomes non-convex by adding a sinusoidal term to the quadratic objective function when considering the VPE and can be modeled as:
where, e i ($) and f i (rad/MW) are the valve-point coefficients of generator i, P min i is the minimum power output of the ith unit.
If generators with multiple fuel options and the VPE are also considered, the objective function can be written as follows:
where, a ij ($/MW 2 ), b ij ($/MW), c ij ($) are the cost coefficients, and e ij ($), f ij (rad/MW) are the valve-point coefficients of the ith unit using fuel type j; P min ij and P max ij are the lower bound and upper bound of the ith unit using the jth fuel type, respectively.
The objective function is subject to the following constraints.
B. POWER BALANCE CONSTRAINTS
The sum of generator output powers must be equal to the sum of load demand and transmission loss.
where P load and P loss are the load demand and the transmission loss, respectively. P loss is calculated by B matrix coefficients as follow:
where B ij , B 0i and B 00 are the loss coefficients.
C. POWER OUTPUT AND PROHIBITED OPERATING ZONES LIMITS
In realistic power systems, the output of the generator should be within its output range. Also there are some prohibited operating zones for the generator due to the VPE. The limits can be described as follows:
where P min i and P max i are the minimum and maximum output powers of the ith unit, and N is the total number of prohibited operating zones for unit i. P u i,z and P l i,z presented upper limit and lower limit the zth prohibited zone of unit i, respectively.
D. RAMP RATE LIMITS
In practice, the output of the generator cannot be adjusted instantaneously without limitation. The operating range of each generator is restricted by their corresponding ramp-up and ramp-down constraints, which can be formulated as follow: (8) where, P 0 i is power output of the ith unit at the previous time interval; DR i and UR i are down-ramp rate and upper-ramp rate limitation of the ith generator, respectively.
III. PROPOSED METHODOLOGY A. FIREFLY ALGORITHM
The FA is categorized as one of the population-based algorithm proposed by Yang (2008) [25] . It simulates the social behavior of the flashing characteristics of fireflies. For the FA, a firefly of population means a potential solution of the optimal problem. In terms of the search space, a firefly represents a point that moves in the search space with the optimization process. The structure of each firefly in the candidate solution for solving ED problem, in this paper, can be described as the following:
(9) VOLUME 6, 2018 where N is the total number of population, and D is the dimensionality of the problem. In this paper, it if defined as D = NG. The higher the light intensity of a firefly, the greater its attractiveness to other nearby fireflies, and the attractiveness β of a firefly can be defined as:
where γ is absorption coefficient and commonly set to 1 [26] . β 0 is the maximum attractiveness obtained when r = 0; r is the Cartesian or Euclidean distance between the mth and nth fireflies, which can be written as:
where X k m,i and X k n,i are the ith variables of the kth generation of mth and nth fireflies, respectively.
In the previous study, it was found that when β changes according to Eq.10, the resulting effects could not achieve the desired effect. So the researchers proposed a variety of transformation strategies for it. The most obvious strategy was proposed by Fister et al. [31] and can be described as:
where β max and β min are set to 1 and 0.2, respectively. However, there are potential pitfalls. As we can see from Fig.1 , Eq.12's strategy keeps β's value at the beginning of 0.2, and quickly increases to 1 after reaching a certain number of iterations. The value of β stays at 0.2 for too long, and increase from 0.2 to 1 too quickly. This will have an adverse influence on the optimization. Therefore, improved strategy based on Equation 12 was proposed, which can be written as:
where β max and β min are set to 0.9 and 0.4, respectively. k and K max represent the current number of iterations and the maximum number of iterations, respectively. Figure 1 shows the effect of the proposed strategy. It can be clearly seen that, compared to Eq.12, the increase speed of β is significantly slower, which increases the ability to escape from the local optimum; and the later change is more gradual, which can increase the speed of convergence.
Similar to other evolutionary algorithms, in the firefly algorithm, the fireflies update their position by moving towards the brighter fireflies which means better position in search space, and the modified position can be formulated as:
where α is the randomness parameter which commonly selected in the rang [0, 1], and rand represents a random number generated from a uniformly distributed set between 0 and 1. The framework of the FA is given in Algorithm1.
Define initial value of α and γ . for i = 1 to n do 6: for j = 1 to n do 7: if
Update position of X k i using the formula in (14).
9:
Evaluate the fitness values of X k i,move 10:
end if 13: end if 14: end for 15: end for 16: k = k + 1. 17: end while 18: Output the Optimum solution X best .
B. CHAOS MUTATION FIREFLY ALGORITHM
Because of its advantages, the application of FA to solve the problems in various aspects of the power system has aroused great concern Simple concept and low number of parameters need for tuning are its obvious advantages, Having the ability to seek global optimums and local optima at the same time makes it highly applicable. However, it also has a vexing defects. For instance, premature convergence or convergence to an inappropriate position often occurs because the algorithm falls into a local optimum. However, the existing mechanism of diversifying populations does not have the ability to help it escape from the local optimum. Even if the algorithm 45910 VOLUME 6, 2018 can successfully avoid the local optimum, the cost is an unbearable computational burden. When the FA is applied to solve constrained optimization problems, its performance depends largely on the selection of control parameters. Also, the population diversity has a great effect on computational efficiency and convergence rate. In addition, it is obvious that an appropriate constraint handling mechanism can improve the performance of the algorithm. Therefore, special care in redesigning the algorithm based on these considerations has been taken in this paper. The control parameters and mutation mechanism are discussed in the following few subsections.
1) DYNAMIC ADJUSTMENT OF α AND γ
As we know, a powerful optimization algorithm, not only have the ability to effectively exploit the current solutions that have good fitness, but also has a strong ability to explore the unknown fields in the search space. The random movement factor, α, controls the range of random search of firefly, and generally determined in the range [0, 1], has a huge impact on the balance between the ability of algorithm exploration and exploitation in search space. Too large value of an α makes the random search range of solution too large to cause convergence difficulties and the smaller α will trap firefly in the local optimum. The absorption coefficient γ controls the decrease of light intensity and commonly set to 1 [26] . It is a fact that FA's parameter control deeply influences its performance, and how to select the appropriate parameter is an intractable optimization problem..
Numerous studies showed that the performance of the evolutionary optimization algorithms are improved when chaotic sequences were used [32] . Therefore, after testing different chaotic operator, a dynamic adjustment mechanism base on chaotic sequences for the random movement factor is deployed in this paper, opposed to monotonically decreased as the iterations progress in basic firefly algorithm, parameter α of the proposed methods also being variety decreased from its initial value based on chaotic formula with optimization process, which can be calculated as:
where, α k c and α k l are the chaotic-based random movement factor and the random movement factor with linear decrease at iteration k. The value of α k l is decreased linearly from a set initial value to zero, and x k is the chaotic parameter at iteration k, which produced by a so-called sinusoidal iterator [32] , can be represented as the following:
in this paper, x 0 was set to 0.7.
The chaotic-based α we introduced enhance the searching capability and efficiency of FA and illustrated in the numerical results. Also, the performance of α in dynamic adjustment mechanism is shown in Fig. 2 for better understanding.
As for the absorption coefficient γ , a fixed value is replaced with a variable that needs to be optimized, and then it was added to the firefly as a variable in the candidate solution vector [27] . The new structure of solution vector can be written in the following form:
In the previously mentioned methods, inappropriate convergence and local optima traps may still be impossible to avoid. Also, each enhancement of the algorithm optimization will become very slow before the global optimal solution is obtained. We have noticed that the optimization mechanism of FA itself is simple and efficient, even adding additional strategies that increase search power will not have an unacceptable negative impact on the computational efficiency of the algorithm. Therefore, a new powerful mutation mechanism, which mainly for enhancing the ability of the algorithm to exploit the unknown area of the search space, is introduced to solve the afore-discussed problems, thus the ability of the FA to eventually be enhanced.
Since mutation has been applied to the algorithmic process, many mutation operators have been proposed. Unfortunately, there exists no single optimal solution to all problems. Therefore, a new powerful mutation strategy that contains two mutation operators is considered in this paper. First, three vectors m 1 to m 3 obtained from solution are randomly selected as m 1 = m 2 = m 3 = m. Consequently, a mutant firefly X mut m is generated as the following:
where, rand 1 and rand 2 are random numbers generated from a uniform distribution in the interval [0, 1] . F m is the scale factor and Cr m is the crossover rate. They should be fixed values, but picking the optimum values for a specific problem is tricky. Thus, a self-adaptation strategy was introduced to select the most appropriate value. For each firefly in the VOLUME 6, 2018 search space, with two control parameters (F and Cr) of the mutation mechanism. In the beginning, F ∈ N (0.5, 0.1) and Cr ∈ N (0.5, 0.1). N (0.5, 0.1) means a normal distributions whose mean equals to 0.5 and standard deviation is 0.1. Consequently, F m and Cr m in (18) are generated as described below:
Cr m = Cr m 1 + rand 4 ( Cr m 2 − Cr m 3 ), if (rand 5 < δ); rand 6 , otherwise.
where F m λ and Cr m λ (λ = 1, 2, 3) are parameters of corresponding firefly (X k m λ ) in F and Cr, respectively; and rand µ ∈ (0, 1)(µ = 1, 2, . . . , 6), are generated using uniform distribution of 0 to 1. The value of δ, in this paper, set to 0.75 according to the test, appropriate range of F m and Cr m is 0.1 to 1, so, if their value is outside this range, it is truncated to 0.1 and 1, respectively [33] .
The proposed mutation mechanism followed by a greedy selection process is such that, the brightest one between the current firefly (X k m ) and the mutant firefly(X mut m ), will replace the position of the current firefly and become the new offspring of the fireflies. The process can be written as:
It is important to point out that the value of F and Cr are also updated with the optimization process. If the mutant firefly is better than the current firefly, then, F m = F m and Cr m = Cr m . The main effect of the first mutation operator is to speed up the convergence, as shown in Fig. 3 . The main purpose of the second one is to diversify population. The point behind using two multi-operators instead of more is to control the computing burden within a reasonable range. The main function of this mechanism is to provide better information to the main algorithm of the proposed algorithm, rather than determine the optimization process of algorithm.
The framework of the CMFA is given in Algorithm2. for i = 1 to N do 6: for j = 1 to N do
9:
Evaluate the fitness values of X move,k i 10:
:
else 13 :
end if 15: end if 16: end for 17: end for 18: for i = 1 to N do 19: Generate mutant firefly X mut m using the formula in (18). 20: Evaluate the fitness values of X mut m using the formula in (1). 
end if 26: end for 27: Update α using the formula in (15).
28:
Update F m and Cr m according to (19) - (20) . 29: k = k + 1. 30: end while 31: Output the Optimum solution X best .
IV. IMPLEMENTING CMFA FOR SOLVING ED PROBLEM
In this section, the steps of the proposed CMFA for solving the ED problems under various constraints of power system will be described. But before that, various constraints, especially equality constraints, will be described. The ED problem is a nonlinear constrained optimization problem, which contains a large amount of equality and inequality constraints. Thus, the initial fireflies are hard to satisfy all the constraints due to the fact that they are randomly generated, even though one may satisfy all the constraints, it is difficult to maintain it feasible after updating its position. Generally, there are two strategies to deal with constraints of the ED problem, one is to use a penalty function which is achieved through adding an extra objective function for punishing violations of constraints on the original objective function, and the other way is to generate solutions that satisfy all constraints by some strategies and maintain the feasibility of the solution in the optimization process so that optimization is only done in the feasible region. The first method is simple and can maintain population diversity but not adequate for handling constraints. The second method will lose a certain population diversity but with high efficiency in finding feasible solution. Therefore, in this paper, the latter method is chosen since mutation mechanism has been applied for diversifying the population. Also, the constraints handling mechanism we used, which will be described in detail next, will also improve the diversity of the population simultaneously.
Implementing the CMFA for solving ED problem can be briefly described via the following steps:
ering ramp rate limits:
where P max i,t and P min i,t are the maximum and minimum output powers of the ith unit in tth, respectively. 2) Check whether the solution satisfies the other system constraints such as the prohibited operating zones, if the output of a unit(P i ) fall in a prohibited zone of [L, U ], its value will be determined by the following way:
3) To make solutions satisfy equality constraints, the feasibility of a solution is checked as:
where, ε is a tolerance limit factor, the value of ε, in this paper, from a larger initial value gradually reduced to a small final value set to 10 −5 (an acceptable accuracy [34] ). The way ε changes can be given as [35] :
where x θ is the top θth individual and θ = 0.4N . cp is a control parameter of the θ level and set to 5 in this paper. With the number of iterations k increase to the control generation T c , The θ level has been updated. There are no solutions that violates the constraints in the population when the control generation is reached. The value of T c is 150 in this paper. If the value of the power deviation is larger than the preset value, a slack unit P s (s = 1, 2, . . . , NG) that choose randomly from the unit poor was used to balance the power deviation follow the following rules:
(P i );
If the power balance constraint is still not satisfied, similarly, one unit from the remaining units is randomly select as the slack generator to balance the power deviation. This process continues until all units are selected, and when the output is in a prohibited operation zone after balancing power deviation, its output can be determined using Eq.21. 4) Calculating the value of the objective function of all fireflies using the formula in Eq.1. 5) Update the position of each firefly using Eq.14, calculate fitness of new firefly as described in Step4, and select the best solution among all fireflies as P k best . 6) Generation mutant firefly using the formula in Eq.18. 7) Modify the fireflies produced by the mutation mechanism to satisfy the constraints using Step2 and Step3, and generation offspring fireflies using the formula in Eq.21. 8) Check stopping criterion. In this paper, the termination condition of the algorithm is reaching the maximum number of iterations. If the termination condition has not been reached, go to Step5. If the maximum number of iterations has been reached, stop and output the best optimization results. Figure 4 shows the flowchart of the CMFA method.
V. SIMULATION RESULTS
For comparison with other methods, several commonly ED tests of different sizes are used. A list of state-of-the-art algorithms and abbreviations of each algorithm mentioned in this paper is showed in Table 1 . There are 65 methods in Table 1 . The references for these methods are also exhibited in the same table. The simulations are carried out on MATLAB (R2013a) environment using a desktop machine, which CPU is Intel Core(TM) i7 processor with 3.6 G-Hz clock frequency and 8 GB of RAM.
In order to more effectively verify the effectiveness of the proposed method of solving ED problem in large-scale systems, a few systems used by a large number of literature that involve up to 160 units are tested. Large-scale systems, like 160-unit system, make the cost function of ED problem highly non-convex and complex when both considering VPE and multiple fuel options. Thus, the ability to consistently obtain good optimization results, will demonstrate the efficiency of the algorithm. The robustness of the proposed algorithm, in this paper, will be validated from the results of 100 independent runs for each case study. The quality of the solution provided in this paper is compared with the results provided by the most advanced methods reported in the previous literature.
In this paper, the number of populations is set to 20 for 6-unit,10-unit and 15-unit system. The maximum number of generations for these three systems are 500. The population size of 80-and 160-unit are 25, and the optimized process will stop when 1000 generations are reached.
A. CASE 1: 6-UNIT SYSTEM
The system of this case study has six thermal generators and supply a total load demand of 1263 MW. In this case study, the prohibited operating zones, the ramp rate limits, and the transmission losses are considered. The data of the test system are the same as reported in [16] .
The detailed best output dispatch optimization results provided by the FA, CMFA and other 8 algorithms reported in previous literature are listed in Table 2 for comparing the differences among the results of different methods. The accuracy of the calculations of the FA and CMFA are for this case are 3.28946E-08 and 9.89811E-06, respectively. TABLE 2. The system generator parameters in case 1 (6-unit system).
TABLE 3.
Comparison of results in the 6-unit system. Table 3 shows the super efficiency of the CMFA in obtaining high quality solutions over 100 independent experiments, when compared with other methods. The bold values indicate the best result provided by its corresponding method. Obviously, the CMFA can provide better solutions than other algorithms under the condition of guaranteeing stability and computing efficiency. The standard deviation of GA is smaller than the proposed algorithm in this paper, however, even the worst result of the CMFA is better than the best solution of GA, which proves the superior ability of the proposed method to avoid trapping into local optimum. 20 iterations and provides a value of the total generation cost of about 15451($/h); the settle iteration number of the CMFA is about 80 and achieves about 15450($/h). This indicates that the CMFA provides more accurate results, although more iterations are needed, compared to the FA. The cost value distribution of the FA and CMFA running 100 times independently are shown in Fig.6 , which proves that the CMFA has an obvious effect on improving the stability of results when comparing with the FA.
B. CASE 2: 15-UNIT SYSTEM
In this case study, a 15 thermal-unit system with the prohibited operating zones, ramp rate limits, transmission losses and the valve point effects are considered [16] . The detailed information of the generator parameters and the loss coefficients are provided in [15] . The total power load demand is 2630MW. Table 4 lists the detailed best results obtained by the CMFA and the FA, as well as the best solutions provided by the other eight methods reported in the previous literature. It can be seen that both the FA and the CMFA provide solutions that satisfy all constraints. The minimum, average and maximum generation cost value of the CMFA and the FA obtained from 100 independent trials are presented in Table 5 with the other twenty-seven state-of-the-art methods. Also, standard deviation(Std.dev) and computational average time are given in the same table. Obviously, the best solution of the proposed algorithm is better than the FA and many algorithms that have been recognized as efficient in solving ED problems, which proves the superiority performance of the proposed algorithm. Furthermore, a small standard deviation reflects the robustness of the CMFA. Figure 7 shows the convergence properties of the FA and the CMFA. It can be seen that the FA and the CMFA settles at about 270 and 240 iterations with cost value of about 32705($/h) and 32700 ($/h), respectively. This shows that the CMFA is superior to the FA in both efficiency and accuracy as the complexity of the problem increases. Fig. 8 shows the distribution of the generation cost value obtained from running the FA and the CMFA with 100 independent trials, respectively. This figure clearly shows that the CMFA provides more consistent and reliable solutions, compared to those of the FA.
C. CASE 3: 10-UNIT SYSTEM
In this case study, a slightly larger benchmark system that has 10 units is used. The total load demand of the system is 2700MW. The valve point effects, the ramp rate limits, and multiple fuel options are considered when optimizing the allocation of unit output. The generators' cost coefficients, the valve-point coefficients, and multiple fuel data of this test system are given in [19] . The optimal allocation of unit output and fuel types provided by the FA and the CMFA are presented in Table 6 , with the best solutions of 4 literature published in recent years. It can be sure that the solution satisfies all the generation limit constraints. The total generation cost obtained by the CMFA is 623.8334 ($/h) when meeting the power demand of 2700MW while the violation of power balance is zero, which reveals a powerful ability of the proposed algorithm that provides better results in the case of keeping accuracy. Table 7 lists the comparison of generation cost values among the FA, the CMFA and other 23 methods. It can be seen that the least generation cost is provided by the CMFA with a good standard deviation (0.0189) and a fast calculation time (3.78 s). The FA also provides a good standard deviation of results and calculation time, but it falls into a mediocre local minimum of 623.9351($/h), although it's better than the other 11 methods. Figure 9 shows the convergence properties of the FA and the CMFA. It can be seen that both the FA and the CMFA provide smooth convergence. Fig. 10 shows the distribution of the total generation cost value provided by running the FA and CMFA with 100 independent trials, respectively. It intuitively shows that the results provided by the CMFA are in a small range between 623.8334 ($/h) and 623.9062 ($/h), and the solutions of the FA are in a larger range between 623.9351 ($/h) and 624.2512 ($/h). This demonstrates that the CMFA is more accurate, stable and reliable than the FA. 
D. CASE 4: 80-UNIT SYSTEM
In the third case study, an 80-unit power system 8 times larger than the system of case-3 supplying a load demand of 21600 MW is utilized. Multiple fuel options and the VPE are considered. The problem has become more complex due to the existence of as many as 80 nonconvex cost functions. It may be more difficult to solve an ED problem under such conditions than the real power system, because not all the units in a real system need to consider the valve-point effects. Table 8 shows the optimal unit output allocation results obtained by the FA and the CMFA. It is clear that all the constraints of the ED problem are satisfied. The comparison of objective function values among the FA, the CMFA and other recently reported methods are presented in Table 9 , which shows that the cost of the CMFA is the lowest among the other methods, and the standard deviation is the least of all methods except for the ORCSA [62] . Figure 11 shows the convergence properties of the FA and the CMFA. It can be seen that both the FA and the CMFA provide smooth convergence, and settles at about 240 and 200 iterations, respectively. It indicates that, in spite of facing such a high dimension (d = 80) ED problem, both the FA and the CMFA can still converge at a fast speed. Fig. 12 shows the distribution of the total generation cost value provided by running the FA and the CMFA with 100 independent trials, respectively. It intuitively shows that the results provided by the CMFA vary between 4992.06 ($/h) and 4994.97 ($/h), and in the FA, it varies between 4994.06 ($/h) and 5006.63 ($/h). This demonstrates that the CMFA is more accurate, stable and reliable than the FA.
E. CASE 5: 160-UNIT SYSTEM
In this case study, a 160-unit system is generated by combining sixteen 10-unit systems, and supplying a load demand of 43200MW. Multiple fuel options and the VPE are considered. In such a large system, the cost function is highly non-smooth and dimensionality. Therefore, finding the global optimal result of this system is a very difficult challenge. In recent research, a large number of algorithms have been applied to solve this problem. Though have shown good results, but there still exists room for further improvement. The detailed optimization results provided by the CMFA are listed in Table 10 . The detailed optimization results of other methods are no longer shown, as in previous cases. Table 11 shows a comparison of the solution of the FA, the CMFA, and the other 15 methods. It's clear that the best generation cost provided by the CMFA is the lowest among all the methods mentioned. Furthermore, the average generation cost is better than the best cost value of residual algorithm, and a standard deviation is a small number that equal to 2.5174. Figure 13 shows the convergence curve of the FA and the CMFA when provided the best solution for case-5. It can be seen that the FA settles at about 350 iterations and for the CMFA is about 500, which indicates that the FA converges faster than the CMFA. However, the cost value provided by the CMFA is significantly better than that of the FA, which indicates that the FA has early convergence and trapped into a local minimum but the CMFA successfully avoided. The generation costs distribution of the 100 independent run validates the robustness of the CMFA, which shown in Fig. 14 with the FA. This makes clear that the CMFA has the ability to provide a consistent and reliable optimal solution. On the other hand, The performance of the FA is weak and the optimal solution cannot be provided due to the high complexity of the problem. 
VI. CONCLUSION
In this paper, a new metaheuristic algorithm called firefly algorithm (FA) is proposed in which the concept is simple and easy to implement. The Firefly Algorithm is used to solve non-convex and large scale economic dispatch problems when considering both the valve-point effects and the multiple fuel options. Furthermore, a modified version of the FA, the CMFA, is proposed for solving the ED problems after carefully considering different components in designing the method. A sinusoidal chaotic map was incorporated into FA for the adaptation of the random movement factor (α), and the absorption coefficient (γ ) was introduced into candidate solutions as variables that need to be optimized for enhancing the search capability of the FA and eliminate the need for manually tuning the algorithm. Besides, a new powerful self-adaptive mutation mechanism is used to maintain diversity in the population and enhance the global searching ability of the CMFA. In addition to the above contribution, a new equality constraint handling mechanism is set up, a dynamic relaxation factor has been used and some solutions that slight violations of the constraint but have good fitness for the objective function are retained. This mechanism biases the optimization towards the feasible region, which enhances convergence rate and handling different constraints in ED problems simultaneously. The FA and the CMFA were applied to five test systems having 6, 10, 15, 80, 160-units and the analysis of simulation results demonstrates that the proposed methods exhibit superior performances in solving ED problems including the prohibited operating zones, the valve-point effects, the transmission losses, the multiple fuel options, and other constraints of power systems like ramp rate limits and so on, compared to previously proposed stateof-the-art methods.
In future work, we intend to apply these methods to solve other problems related to power systems optimization because the CMFA has shown good performance in solving the ED problem.
