Abstract-One important quantity in assessing the viability of local, autonomous, dynamic channel allocation for microcellular systems is user capacity, defined as the average number of users per channel per cell. Here, we determine the capacity for infinite linear and planar arrays of microcells using a very idealized environment. In particular, propagation and interference considerations are simply represented by the constraint that, if a channel is used in a given cell, it cannot be used in R-consecutive rings of cells around that cell. We investigate the elementary case where there is only a single channel available for use in the system. Using this representation, we compute the best and worst user capacities as well as the capacity achieved by random channel placement.
I. INTRODUCTION
VERY promising way to increase capacity for future A wireless systems is through the use of microcells. In order to mitigate the network management problems created by employing microcells, dynamic channel allocation (DCA) with distributed control has been proposed. With DCA, every channel is available for use in every cell, subject to constraints on the allowable interference. By distributed control, we mean that decisions are made by the mobiles or portables rather than by a central switch. See [ 11 and the references there for a more detailed explanation.
One important parameter in assessing the viability of local, autonomous, DCA for microcellular systems is user capacity, defined here as the average number of users per channel per cell.' In this paper, we determine the capacity for infinite linear and planar arrays of microcells using a very idealized Paper approved by J. Kurose, the Editor for Packet Video of the IEEE Communications Society. Manuscript received April 2, 1992; revised January 10, 1993.
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environment. In particular, propagation and interference considerations are simply represented by the constraint that, if a channel is used in a given cell, it cannot be used in Rconsecutive rings of cells around that cell. We call this an R-ring constraint. 2 We study the ability of the cellular array to saturate itself with a single reused channel. By saturated array, we mean that access proceeds until no additional cells can access the channel without violating the interference constraint.
Using these idealized conditions, we ask the following. What is the best capacity (C,,,) that can be achieved? What is the worst (C,;,)? What capacity is achieved by random channel placement (C,,,) ? These quantities are computed in Section I1 for linear arrays and in Section I11 for planar arrays. In Section 11, we also compute the single-channel capacity under a traffic load for a linear array. In a traffic context, throughput or carried trafic might be better terms than capacity.
While the environment under which these capacities are derived is highly idealized, the results are useful in two important ways.
1) Companion findings in [3] show that the C,,, values we find here for single-channel access are extremely useful for estimating the traffic performance of important multichannel DCA algorithms. In particular, for the simplest algorithm, one that avoids any and all interference, the call blocking probability can be very accurately estimated by employing the standard Erlang-B formula, but, as explained in [3], with the load multiplied by an amount C;:, and the number of channels discounted by an amount 1 -(Cran/Cmax). As we will see, C,,, is fairly close to the best that can be achieved, C, , , . This suggests that local, autonomously implemented, DCA loses little capacity when compared with centrally administered fixed channel allocation (for example, see [2] ), while offering greater flexibility and ease of implementation.
CAPACITY OF A LINEAR CELLULAR ARRAY
In this section, we compute the capacity of an infinite linear array of cells noting again that we have only a single channel 2The more common cellular terminology is reuse factor, N. We can relate the reuse factor to the number of rings R as follows. In the linear case, N = R + 1. In the planar case, N = i2 + ij + j 2 where i and j are integers [2] . For R odd, i = j = (R + 1 ) / 2 and, for R even, i = R / 2 and j = R / 2 + 1.
0090-6778/94$04.00 0 1994 IEEE available for use. In this case, the ring constraint specializes to the constraint that, if the channel is used in a given cell, it cannot be used in the R adjacent cells to the left of that cell and the R adjacent cells to the right.
A. Best and Worst Saturation Capacities, C, , and Cmin For R = 1, as indicated in Fig. 1 , it is trivial to see that the most densely populated array has the channel reused in every other cell. This optimal arrangement, with a saturation capacity of 1/2 (50%), could be achieved if the channel assignment is globally coordinated. In the worst case, the channel is reused in every third cell, giving a saturation capacity of 113 (33.3%). Note that, since any completely decentralized algorithm necessarily performs somewhere between the best and worst, it is guaranteed to be close enough to the best to be interesting. As mentioned in [ 11, it is evident that, for arbitrary R, the best and worst capacities are C, , , = (R + 1)-l and
B. Random Placement Saturation Capacity, C,,, Next, we answer the following question. What capacity is achieved by random channel placement? In this case, cells attempt sequentially to acquire the channel, subject, of course, to the interference constraint. The next cell to acquire the channel is selected according to a uniform distribution among the cells that still are not using the channel and are not prohibited from using it due to the interference constraint. This process continues until saturation, that is, until every cell either has a channel or is prohibited from using it.
The derivation of the random placement saturation capacity
Cran attained in the limit of a very large array is somewhat lengthy and is relegated to Appendix A. There, C,,, is shown to be3 For R = 1, the capacity reduces to (1 -e-')/2 z 0.432. For R = 2, we get C,,, z 0.275. These values, when compared with Cma, suggest that little system capacity is wasted by using completely localized access algorithms rather than centrally administered channel access. Also, as mentioned in Section I, C,,, is used in [3] to compute the call blocking performance of multichannel algorithms. In particular, for R = 1, for the simplest algorithm (i.e., one that avoids any and all interference), the blocking performance is equivalent to that of an Erlang-B system with an effective load given by C;i,p = 3p and using an effective number of channels (Cran/Cmm)M % 0.86M where p is the traffic load per cell and M is the number of channels available for use in the system.
C. Capacity with TrafJic Load p, C(p)
Now, using a standard traffic model, we will determine the capacity4 as a function of the channel demand. Assume that we have a linear array of cells which receives requests for channels in accordance with a Poisson process. These requests are uniformly and independently distributed among the cells: each cell receiving requests at a Poisson rate of X requests/second. Moreover, channel holding times are independent exponential variates of mean duration p-' seconds. As is standard, p = X/p is the traffic loading. As before, our interest will be in limit of large arrays.
The detailed derivation of C(p) appears in Appendix B.
There, for R = 1, the capacity is shown to be
Note lim,,o+ C(p) = p and limp.+w-~( p ) = ; . ' The first limit is obvious without (2), since, as the traffic becomes lighter, the interference constraint is imposed less often. Therefore, the fraction of cells using the channel becomes the same as if the interference constraint were not imposed at all. In that case, it is elementary that C(p) -+ p. The second limit may be surprising. Why is it C, , , and not Cran? To help understand the p .+ 00 limit, let a 1 indicate the presence of the channel in that cell and a 0 its absence. Inefficient patterns in the array such as 1 0 0 1 will randomly move about as users enter and leave the system, Once two such patterns meet to form 1 0 0 1 0 0 1, the tendency is for this pattern to get replaced by the much more stable pattern 1 0 1 0 1 0 1, corresponding to the "best" 4As previously mentioned, in this context, throughput or carried traffic might be better terms than capacity. However, to maintain consistency with the rest of this paper, we will continue to use the term capacity.
5 A somewhat different model that exhibits a similar saturation effect was studied in [6]. In the language of parking cars, the cars enter the block at rate one and leave the block independently at rate p > 0. The block is of infinite length, the parking spaces are delineated (discrete) as in our model here, and the cars park in the first available space. It is shown that as p 4 0, the wasted space, i.e., the number of empty spaces to the left of a filled space, is negligible with respect to the number of occupied spaces (which is l/p).
Thus, space becomes fully saturated. 61n finite linear arrays, inefficient patterns also "fall o f f the ends of the array.
In Appendix B, the corresponding blocking probability for single-channel access is shown to be F. P. Kelly [7] has done a detailed blocking probability analysis of an important DCA algorithm for an arbitrary number of channels with R = 1. He obtains a formula for blocking probability which, in the single-channel case, can be shown to reduce to (3).
The results we derived for R = 1 generalize easily to arbitrary R. In this case, the following equation must be solved for C(P)
This equation is easily seen to have one real root on 0 < 0) < 1/(R + 1).
CAPACITY OF A PLANAR CELLULAR ARRAY
In this section, we consider an infinite planar (hexagonal) array of cells. Again, only a single channel is available for use. This case is much more difficult than the linear case. The formulas for C, , , and C,;, are not immediately obvious and C,,, has not been found in analytical neither has C(p).
In what follows, we find C, , , and Cmin for arbitrary R. We also give simulation results for C,,, and the heavy traffic limit for C(p).
A. Best and Worst Saturation Capacities, C, , , and Cmin
For R = 1, as shown in Fig. 2 , C,,, and Cmin are 1/3 (33.3%) and 1/7 (14.3%), respectively. However, the computation of these capacities for arbitrary R is more difficult. The following terminology will aid in their derivation. An r-macro-hexagon, as shown in Fig. 3 for T = 4, is a hexagon together with its r closest concentric "rings" of hexagons (comprising 1+3r(r+ 1) hexagons in all). Clearly an infinite hexagonal array can be paved by r-macro-hexagons. By paving, unless otherwise indicated, we mean that each hexagon in the planar array is covered exactly once. (See Fig. 4 for an illustration of paving using 4-macro-hexagons.) A cell using the channel will be called a channelized cell. When an r-macro-hexagon has the channel in use in its center cell, we say it is that channelized cell's r-macro-hexagon. With an R-ring constraint, a channelized cell's R-macro-hexagon cannot have the channel being used in any cell other than the center cell.
1 ) Minimum Saturation Capacity, Cmin: Consider a single channel deployed to saturate a planar array while adhering to the interference constraint. Form the collection of all R-macrohexagons associated with cells using this channel. If this is a pairwise disjoint collection, the density is less than or equal to what it would be if there were overlapping pairs of R-macro- hexagons. The minimum channel density is just the channel density of one channelized cell's R-macro-hexagon. This is because shifts of one channelized cell's R-macro-hexagon pave the entire planar array. Therefore,
For R = 1, Cmin = 1/7 (14.3%) and, for R = 2, Cmin = 1/19 (5.3%).
2) Maximum Saturation Capacity, C, , , , when R is odd:
The outer ring of an (R + 1)-macro-hexagon about a cell using the channel has 6(R+ 1) cells. Thus, this outer ring can contain no more than six channelized cells if it is to obey the R-ring constraint. If each (R + 1)-macro-hexagon associated with the channelized cell has indeed six channelized cells in its outer ring, the density cannot be improved. In fact, there can be six channels in the outer ring of each. Namely, take the six cells in the outer ring that are closest to the center To compute the channel density of this paved array, tessellate it using the smallest equilateral triangles whose vertices are centers of channelized cells. Assuming unity for the side of a microcell, the equilateral triangle has side 3(R + 1)/2.
Since the equilateral triangles constitute a paving, their density is also the density of the planar array. This density is 3) Maximum Saturation Capacity, Cmax, when R is even: Each channelized cell resides in its R/2-macro-hexagon. The collection of all such R/2-macro-hexagons is pairwise disjoint as overlap would imply violation of the interference constraint. If the planar cellular array has no nonchannelized cells other than those in these R/2-macro-hexagons, then the density is greater than if there are other nonchannelized cells. The maximum channel density is just the channel density of one channelized cell's R/2-macro-hexagon, since shifts of one channelized cell's R-macro-hexagon pave the entire planar array. Therefore,
For R = 2, C, , , = 117 (14.3%).
B. Random Placement Saturation Capacity, C,,,
A closed-form expression for C,,, is not available. (See discussion in Appendix A.) The results here were obtained through simulation. A 24 x 22 array was simulated to approximate the infinite array. We obtain a density of 0.231 for R = 1 and 0.094 for R = 2. As before, these values suggest that little system capacity is wasted by using completely localized algorithms. Also, as shown in [3] , these values are useful in computing the blocking performance of multichannel algorithms.
C. Capacity with TrafJic Load p , C(p)
Again, a closed-form analytical expression is not available. There is, however, simulation evidence that, for large arrays, C ( p ) = p should be evident.
As before,
IV. CONCLUSION
We determined the single-channel user-capacity for infinite linear and planar arrays of microcells using a very idealized environment. Using this representation, we computed the best and worst capacities as well as the capacity achieved by random channel placement. We also looked at the heavy traffic saturation capacity. While the environment under which these capacities were derived is idealized, the results are useful in two important ways. First, the best capacity and the random channel placement capacity are fundamental for computing the traffic characteristics of important multichannel DCA algorithms. Second, the random channel placement capacity is close enough to the best to suggest that local, autonomously implemented, DCA loses little capacity when compared with centrally administered fixed channel allocation. See [3] for extensive multichannel, local, autonomous, DCA results which draw heavily on the work presented here.
Consider a linear array of n microcells with a single channel c a n
('4-6) --available for use, subject to an R-ring interference constraint (as defined in Section I). Let 1 indicate a channel's Dresence Therefore, (A-4) becomes (with z # 0), and 0 its absence and define
. .
The solution for X ( z ) is 1
We will first determine a recursive formula for z ( n ) and then tends to infinity. We can write z(n) as R-1 zi+l examine what happens to the channel density, z(n)/n, as n X ( 2 ) = ~ exp -2 c i+l
where [z(n) I i] denotes the expected number of 1's (i.e.,
To compute C,,,, we need the z-transform of number of times the channel is used) given that the first y(n)
Using this placement of the channel is in the ith position. P [ i ] is the and the Final Value Theorem, (~-3 ) becomes probability that the first 1 (first placement of the channel) is in the ith position and, since each position is equally 
because the 1 in the first position precludes a I in the second
) arbitrary where
Both numerator and denominator in (A-9) tend to infinity as n-(R+1)
(A-2) z 4 1. Using L'Hopital's rule, we obtain
We are most interested in the asymptotic capacity, defined as
To compute this capacity, we will use z-transforms, X ( z ) = E,"==, z(n) zn, and the Final Value Theorem [9] . Multiply both sides of (A-2) by nzn and sum over all nonnegative integers n to get,
The term on the left-hand side is z d X ( z ) / d z . Similarly, the sums on the right-hand side can be put into closed form. Namely,
An analytical formula for C,,, for a planar (hexagonal) array of cells is not available. This is because of the "curse of dimensionality": the difficulty to extend to higher dimensions the decoupling [leading to a recursion such as (A-2)] that takes place after a cell is occupied in an array.
APPENDIX B DERIVATION OF THE CAPAClTY WITH TRAFFIC LOAD, c(p)
Assume that we have a linear array of cells which receives requests for channels in accordance with a Poisson process. These requests are uniformly and independently distributed among the cells: each cell receiving requests at a Poisson rate of X requestskecond. Moreover, channel holding times are independent exponential variates of mean duration p P 1 seconds. As is standard, p = A / p is the traffic loading. As A before, our interest will be in limit of large arrays. To obtain the capacity with traffic load p, C ( p ) , we start with Pb(n), the probability that a channel request in a n-cell network is blocked,
These ratios are assumed to be evaluated in the limit of an infinitesimally small time interval of duration A, chosen independently of X and p. We neglect those service requests that have both initiated and completed their holding times within an elapse of A since such contributions to the expectations are of higher order in A than the primary contributions. Notice The phrase "any time" is understood to mean any time chosen independently of cellular interarrival and service variates.
Let Pb(p), the blocking probability, and C ( p ) , the capacity, stand for the n + 00 limits of Pb(n) and C,(p), respectively. Therefore, as n + 00, (B-3) becomes (B-4)
We will now find C ( p ) which will give us Pb(p).
The random binary occupancy vector (01, Q2 . . . Q,) for cells 1 through n is defined to have entry 1 when the corresponding cell is using the channel and entry 0 otherwise. The n-variate joint density of (01, Q2 . . . Q n ) turns out to have product form. In other words, the n-dimensional joint density is the product of the n univariate marginals. That this is so is implicit in the work of [ 101 and rigorous in [7] and [ 111.
We will be able to compute C ( p ) readily from this result. The product form is
P[Qi = q1, Q2 = ~2 , .
. . , Qn = q,] = C X ,~" '~+ ' ' ' Q~ (B-5) where a, is a normalization constant (assuring that the state probabilities sum to one) that we will not need to express explicitly in terms of n and p. Consider the question of how probability mass is distributed over the values taken by the random normalized sum 0 I C~ ( P ) 5 : . (B-6) We shall see that, as n gets large, Cn(p) tends to a constant C ( p ) : more and more of the entire probability mass of the The equilibrium probability of k users in the system is In the large n asymptote, 7rk is maximized when is maximized, namely, when
