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One of the challenges of the postgenomic era is to provide a more realistic representation of
cellular processes by combining a systems biology description of functional networks with
information on their interacting components. Here we carried out a systematic large-scale
computational study on a structural protein–protein interaction network dataset in order to
dissect thermodynamic characteristics of binding determining the interplay between protein
affinity and specificity. As expected, interactions involving specific binding sites display higher
affinities than those of promiscuous binding sites. Next, in order to investigate a possible role
of modular distribution of hot spots in binding specificity, we divided binding sites into
modules previously shown to be energetically independent. In general, hot spots that interact
with different partners are located in different modules. We further observed that common
hot spots tend to interact with partners exhibiting common binding motifs, whereas different
hot spots tend to interact with partners with different motifs. Thus, energetic properties of
binding sites provide insights into the way proteins modulate interactions with different
partners. Knowledge of those factors playing a role in protein specificity is important for
understanding how proteins acquire additional partners during evolution. It should also be
useful in drug design.
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1 Introduction
Protein–protein interactions play an important role in all
biological processes, including gene expression control, sig-
nal transduction, and immune response. Networks of pro-
tein–protein interactions are increasingly being studied to
provide a systems-level description of the cell [1–4]. Yet, most
of these studies examine global aspects of network topology,
ignoring the molecular nature of the interactions. A ther-
modynamic and structural characterization of protein inter-
actions is essential for the understanding of biological
mechanisms and complements the systems biology per-
spective [5–7]. One of the interesting problems which require
studies from a systems and molecular points of view is the
interplay between protein binding affinity and specificity.
Protein–protein interaction networks may impose evolu-
tionary constraints on protein interfaces to maintain favor-
able and avoid unfavorable interactions, and to preserve the
optimal binding affinity for the biological process [8]. Pro-
teins are able to bind multiple partners with a wide range of
affinities, either simultaneously or individually. Lower affin-
ities are often associated with highly transient regulated
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interactions, crucial for the multiple partners-binding func-
tion of hubs.
A number of experimental studies have focused on the
molecular basis of protein–protein interactions which leads
to such diversity in binding affinity and specificity [9–11].
Computational analyses of the architecture [12] and phy-
sico-chemical characteristics [13–16] of binding sites have
provided insights into important features of protein inter-
faces (recently reviewed in ref. [17]). Furthermore,
sequence and structural plasticity of binding sites could
facilitate interaction with several protein partners [18]. The
nature and distribution of binding hot spots also play an
important role in protein associations. Alanine scanning
analysis has revealed that some binding hot spots are con-
served within protein families [19], whereas others are
specific to each family member [20–22]. Experiments have
emphasized the modular design of binding sites, with
energetic cooperative contribution of single residues within
the module; and additive between modules [23–25]. Com-
putational protein design methods have also been used to
elucidate the tradeoff between stability and specificity for
the optimization of biological function [8, 26]. However,
most of these studies have been carried out on a limited
set of protein examples, while the general principles gov-
erning protein–protein binding remain elusive (reviewed in
ref. [17]).
A characteristic of protein interactions is that some
binding sites are able to interact with multiple partners,
whereas others are specific to a single interaction. Here we
study the linkage between protein binding specificity and af-
finity in protein interaction networks. We compiled a non-
redundant structural protein–protein interaction network
dataset of protein hubs from the yeast interactome [27]. We
estimated the binding free energy of each interaction. As
expected, our results show that interactions occurring
through specific binding sites usually display higher affin-
ities than those taking place through promiscuous binding
sites, indicating that the ability of binding sites to interact
with multiple partners is achieved at the cost of binding af-
finity. This is expected since multiple partner binding
through the same binding site should be transient, readily
responding to the changing conditions in the cell. We further
observed a tendency of binding sites to interact with partners
exhibiting similar degree of specificity/promiscuity and
these interactions to occur with similar affinities. This could
indicate multiple paths in the network toward the same aim;
that is, system robustness.
In an attempt to explore the linkage between specificity/
promiscuity with respect to the affinity of the interaction, we
carried out a comprehensive in silico alanine-scanning to
determine binding hot spots. Our analysis revealed that most
hot spots in promiscuous binding sites are involved in indi-
vidual interactions whereas only a few hot spots participate
in more than one interaction (common hot spots). Binding
sites comprising these common hot spots usually interact
with partners that contain the same binding motifs; whereas
hot spots that interact with different partners and are located
in different modules, tend to interact with partners with dif-
ferent binding motifs.
We have previously shown that the modular organization
of protein structures divides the binding site into energeti-
cally independent modules which contain highly cooperative
hot spot residues [28]. Here, we study a potential role of the
modular distribution of hot spot residues in binding site
specificity. Interestingly, the number of binding site modules
containing hot spots increases with promiscuity. Hence, hot
spots in promiscuous binding sites tend to be more distrib-
uted over different modules, whereas specific binding sites
generally contain hot spots within one module. This situa-
tion is nicely illustrated with promiscuous binding sites in
ubiquitin and a small rho-like GTPase; and with specific
binding sites in cytochrome b and calmodulin-dependent
protein kinase.
Despite the fact that hot spot modular distribution plays
an important role in modulating protein specificity, the
mechanism by which binding sites are capable of interacting
with many binding partners varies considerably. For exam-
ple, not surprisingly most structurally disordered binding
sites are promiscuous, suggesting multiple states to accom-
modate different binding partners. Similarly, binding sites
containing a large fraction of hydrophobic patches are highly
promiscuous.
To our knowledge, our study is the first which system-
atically estimates protein binding free energies for all inter-
actions in a large-scale experimental protein network in
order to address the relationship between binding specific-
ity/promiscuity and affinity. We observed that the modular
distribution of binding hot spots is an important factor in
determining binding specificity. Our approach addresses
properties of large-scale protein interaction networks and
provides useful information for binding site design. We note
that since this study is carried out on a large number of pro-
teins, it does not account for protein dynamics and structural
changes are not considered.
2 Materials and methods
2.1 Structural interactome
We compiled the yeast interactome from several experi-
mental sources [27, 29], eliminating redundancy by selecting
the set of nonredundant partners (sequence similarity
,80%) for each interacting protein. We next searched for
representative PDB structures of the complexes, with the
additional restriction of nonredundancy of pairs of interact-
ing chains on each node. We obtained an initial subset of 259
hubs (proteins with more than 5 partners with representative
structure) participating in 877 different interactions (see
Supporting Information Table S1). Each hub was associated
with a representative template structure.
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2.2 Mapping of binding sites
Binding sites were mapped onto the surfaces of each hub
template structure by means of a multiple alignment, and
clustered into mutually exclusive interfaces using an
agglomerative hierarchical algorithm [30], following several
steps:
(i) Starting from N binding sites, compute the N6N
matrix of binary distances between pairs of binding sites,
where a value is set to 1 if a pair overlaps in at least one resi-
due and 0 otherwise.
(ii) Compute the k-means clustering of the distance
matrixes for k = 1. . .N clusters, recomputing at each step
distances between the new merged clusters.
(iii) Stop step (ii) at the first k clusters where all binding
sites within clusters overlap.
Using this method we identified a total of 539 interfaces
involved in different interactions (1–5 interactions).
2.3 In silico energetic analysis
Binding energies and alanine scanning for each interacting
complex were computed by using FoldX [31]. A residue was
considered a hot spot in one interaction if the free binding
energy change upon mutation to alanine was equal or higher
than 2 kcal/mol. The accuracy of the energetic predictions
for these point mutations was estimated in ref. [32] to be
within a SD of 0.5 kcal/mol.
2.4 Interacting motifs
Sequence motifs for each ORF in yeast were downloaded
from the PEP database [33], and mapped into the binding
site of the interacting partners for each complex structure.
2.5 Modular decomposition of protein structures
We modeled template structures of hubs as graphs, with resi-
dues corresponding to vertices, and their contact to edges.
Two residues were considered to be in contact if their distance
was less than or equal to 5 Å. These networks were subse-
quently decomposed into modules by means of the edge-
betweenness algorithm [34], based on the iterative removal of
edges with the highest number of paths running through it.
2.6 Model evaluation
For those interactions in our analysis where no complex
structures from yeast were available, we used the closest com-
plex homologues from other organisms. In order to estimate
the accuracy of our predictions in these cases, we focused our
analysis on the subset of protein–protein interactions with
existing yeast structures (experimental structures). For each
protein–protein interaction of this subset, we selected the cor-
responding closest homologue in another organism (modeled
structure; see Supporting Information Table S4).
We carried out a comparison between the experimental
and modeled structures for each step in our analysis:
(i) Complex structural alignment: A comparison between
the experimental and the modeled structures of the interact-
ing complexes was performed by using the structural align-
ment program mammoth [35]. An average root mean square
deviation (RMSD) of 2.2 Å was obtained, which can be con-
sidered a robust performance based on standard docking
evaluations [36].
(ii) Modular decomposition: Further, we compared the
modular decomposition of both protein structures, and we
found that on average almost 71.9% of residues within a
module in the experimental structure overlap with the cor-
responding aligned residues contained within a module in
the modeled structure.
(iii) Modular distribution of hot spots: We further compared
modules containing predicted hot spots in both protein
structures, finding that 72.2% of modules that contain hot
spots in the experimental structure match modules that also
contain hot spots in the modeled structure.
(iv) Energetic analysis: Finally, we computed the binding
free energy per residue for both complexes. The averaged
difference between these energies was found to be close to
zero, whereas the estimated SD of the averaged differences
for our dataset was 0.01 (kcal/mol)/residue, a value that
supports the robustness of our main result in Fig. 1A.
2.7 Random tests
The random tests were performed for 500 randomizations of
the dataset that were generated by the following protocols: (i)
randomization of interacting affinities by a random shuffle
of the interacting energies; (ii) random interactions between
hubs by random shuffle of the partners of each hub; (iii)
randomization of hot spots by randomly rearranging hot
spots on each binding site. The statistical significance of the
Pearson correlation coefficients r was computed by means of
the Fisher transformation [37]:
Z ¼ 1
2
ln
r þ 1
r  1 (1)
2.8 Binding site disorder and hydrophobic patches
Disordered regions on the binding sites were calculated by
using DisEMBL [38]. Hydrophobic patches on the binding
sites were calculated as in ref. [13].
3 Results and discussion
3.1 Affinity and specificity of interactions
In order to investigate the linkage between affinity and
binding site specificity in protein–protein interactions, we
compiled a nonredundant structural protein–protein inter-
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Figure 1. Relationship between the number of interacting part-
ners (specificity/promiscuity) and binding energy per residue
(affinity). (A) Binding energy per residue in binding sites aver-
aged for different number of partners in binding sites. There is a
clear tendency for the binding affinities to become weaker as the
number of interacting partners of binding sites increases. (B) Z-
score frequency distribution of the correlation coefficients of 500
randomizations of the binding energies. In our dataset, the
observed tendency, marked with a black triangle, has a statisti-
cally significant z-score = 22.17 (p-value = 1.5061022).
action network dataset of protein hubs from the yeast inter-
actome [27, 29]. Based on the structures of protein com-
plexes, we mapped binding sites on the surface of each hub
(see Section 2), and annotated the numbers of their interact-
ing partners. Hence, the hub interactome was represented as
an interactome of hub interfaces, with the specificity/pro-
miscuity determined by the numbers of binding partners. A
binding site with only one partner was classified as specific;
sites with multiple partners as promiscuous.
Interaction affinities, estimated as the per residue bind-
ing free energy on the interface [31], were calculated for all
interactions of each binding site. As expected, we observed
that specific binding sites tend to bind their partners with
higher affinity than promiscuous sites. As the number of
different partners increases, the interactions become weaker,
ranging, on average, from approximately 0.9 kcal/mol per
residue in binding sites with only one partner to less than
0.5 kcal/mol per residue in binding sites with five partners
(Fig. 1A), indicating a tradeoff between binding affinity and
specificity. These results were shown to be statistically sig-
nificant (z-score = 22.17, p-value = 1.5061022) by the gen-
eration of a random test based on the reshuffling of binding
energies (Fig. 1B). We further considered binding site speci-
ficities at both sides of the interacting pairs, observing that
specific binding sites interact with other specific binding
sites with higher affinity than with promiscuous ones. In
contrast, interactions between promiscuous binding sites
tend to be weaker (Table 1). The frequencies of specific–spe-
cific and promiscuous–promiscuous interactions between
hubs is high as compared to frequencies from a random
rewiring of the interacting hubs, with z-score values of 2.8 (p-
value = 2.5661023) and 2.2 (p-value = 1.3961022) respec-
tively (Figs. 2A and B). In general, binding sites interact with
their partners with similar affinities (Fig. 3A) as compared to
the random case (Fig. 3B). Differences between binding affi-
nities corresponding to interactions occurring through the
same binding site were observed to be very small (close to 0),
whereas energy differences between interactions occurring
through distinct binding sites were around 0.5 kcal/mol per
residue.
These regularities in binding site interactions character-
ize protein interaction networks responding to different bio-
logical processes. For example, promiscuous binding sites
mainly participate in weak transient interactions, which are
involved in processes such as signaling and regulation.
These weak interactions are advantageous for the dynamic
association and dissociation of complexes [9]. In contrast,
interactions between proteins that are initially not colocal-
ized, such as hormone-receptor and antibody-antigen, are
generally highly specific, and display high affinity [39].
Table 1. Averaged affinities for interactions between different
types of binding sites: specific–specific, promiscuous–
promiscuous, and specific–promiscuous
Interaction type 2DG [(kcal/mol)/residue]
Specific–specific 0.93
Specific–promiscuous 0.85
Promiscuous–promiscuous 0.50
3.2 Hot spot distribution on interfaces
We next investigated how binding hot spots were distributed
on hub binding sites and the relationship between this dis-
tribution and binding site specificity and affinity. The hot
spots were predicted by computational alanine scanning [31]
for all interactions. Based on these calculations, we observed
that only 18% of the residues were predicted as hot spots in
two interactions, and approximately 6% in more than two
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Figure 2. Homogeneity in specificities of interactions. (A) Z-score
distribution of the percentage of specific–specific interactions
found in 500 randomizations of the interacting partners. In the
dataset, the observed percentage, marked with a black triangle,
of specific–specific interactions is statistically significant (z-
score = 2.8, p-value = 2.5661023). (B) Z-score distribution of the
percentage of promiscuous–promiscuous interactions found in
500 randomizations of the interacting partners. In the dataset, the
observed percentage, marked with a black triangle, of pro-
miscuous–promiscuous interactions is statistically significant (z-
score = 2.2, p-value = 1.3961022).
interactions (Fig. 4). Thus, the majority of the residues iden-
tified as hot spots fulfill this role in only a single interaction.
Next, we focused our attention on partners that interact with
the same hot spots, and identified sequence motifs in their
binding sites [33]. Interestingly, we observed that there is a
direct correlation between the number of interactions where
the residue act as hot spot and the average number of com-
mon motifs with which the hot spot interacts (Table 2).
Hence, our result suggests that binding sites have evolved for
binding partners via common motifs. This result is sup-
ported by previous studies showing that binding site motifs
of interacting partners can act as determinants of specificity
[12, 40–42].
Our next goal was to study the role of hot spots in the
interplay between binding affinity and specificity. Although
hot spot density on the binding site surface remains uni-
formly around 10% of the binding site residues (see Sup-
porting Information Fig. S1), it would be reasonable to
assume that the hot spot distribution could be related to
binding specificity. To examine the relationship between hot
spot distribution and specificity, we represented the struc-
tures of hub proteins as residue interacting networks, and
divided them into modules. Modules contain densely con-
nected residues with few connections with other modules
Figure 3. Homogeneity in affinities of interactions of pro-
miscuous binding sites. (A) Distribution of the differences be-
tween binding affinities corresponding to interactions occurring
through the same binding site. Energy differences between part-
ners are mainly distributed between 0 and 0.2 kcal/mol per resi-
due. (B) Random test for homogeneity of affinities of the interac-
tions. The distribution of energy differences between interac-
tions occurring through distinct binding sites is centered at
0.5 kcal/mol per residue.
Figure 4. Overlap of binding sites hot spots. Frequency distribu-
tion of predicted hot spot residues in promiscuous binding sites
respect to the number of interactions where they act as hot spots.
Only 18% of residues were predicted as hot spots in two interac-
tions, and approximately 6% in more than two interactions.
[43]. We have previously observed an energetic independence
of hot spots located in different modules and cooperativity of
those residing within the same modules [28]. Now, we
focused on the modular distribution of hot spots in the
binding site by comparing the number of modules contain-
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Table 2. Number of interactions in which a residue is a hot spot
versus the average number of common motifs with
which the hot spot interacts
Number of interactions
of hot spots
Average number of common
motifs interacting with hot spots
1 1.4
2 2.5
3 3.0
4 4.0
ing hot spots with the total number of modules in the bind-
ing site. Interestingly, we found that the relative number of
binding site modules containing hot spots increases with the
number of partners, suggesting that binding site hot spots
tend to be more distributed in different modules as the
number of interacting partners increases. In binding sites
involved in only one interaction, on average 35% of the
modules contain hot spots, whereas in binding sites involved
in five interactions on average more than 60% contain hot
spots (Fig. 5A). This result was tested by the generation of
500 random placements of hot spots on the binding sites
(Fig. 5B), and was found to be statistically significant (z-
score = 5.24, p-value = 8.0361028). Therefore, hot spot resi-
dues corresponding to different interactions seem to be
mainly distributed in different binding site modules,
whereas a small part of them participate in more than one
interaction, possibly acting as binding site anchors (Fig. 6B)
[20].
In addition to hot spot distribution, several other char-
acteristics of binding sites have been observed to contribute
to the mechanism of protein specificity. Using our dataset,
here, we tested two of these, and obtained expected results.
First, most structurally disordered binding sites were pro-
miscuous (see Supporting Information Fig. S2 and Table S2),
suggesting that flexibility might facilitate binding to differ-
ent partners [44]. Similarly, binding sites containing a large
fraction of hydrophobic patches were also observed to be
predominantly promiscuous (see Supporting Information
Fig. S3 and Table S3).
3.3 Examples of energetic determinants of specificity
in protein–protein interactions
We selected four examples that illustrate our findings on
how the hot spot distribution relates to specificity/pro-
miscuity (ubiquitin, rho-like GTPase, cytochrome b, calmo-
dulin-dependent protein kinase).
3.3.1 Ubiquitin
Ubiquitin (Uniprot: P61864), a highly conserved 76 amino
acid residue protein, is an example of a promiscuous protein
whose interactions are typically weak (Kd of 50–100 mM) [45].
Figure 5. Relationship between the averaged fraction of modules
with hot spots and specificity in the binding sites. (A) Relation-
ship between the averaged fraction of modules containing hot
spots in binding sites and specificity. There is a clear tendency for
the modular distribution of hot spots to increase with binding site
promiscuity. (B) Z-score frequency distribution of the correlation
coefficients for 500 randomizations of the binding energies. In
the dataset of this study, the tendency, marked with a black tri-
angle, was found to have a statistically significant z-score = 5.24
(p-value = 8.0361028).
Ubiquitin-like proteins are covalently attached to a substrate
protein via lysine side chains, altering protein location and
activity. Ubiquination regulates many biological processes.
Here, we studied a promiscuous binding site in ubiquitin
(ubi3, ORF: YLR167W) that mediates three different inter-
actions. Three out of four binding site modules contain pre-
dicted hot spot regions (F4; I44,F45; R42,R72,L73,L74) that
are specific for each interaction (Fig. 6A). Table 3 illustrates
that two of the modules containing hot spots are involved in
specific interactions, whereas one of them interacts with two
partners; however, each of these modules contains a group of
hot spots specific for each interaction. Predicted hot spots
have been experimentally determined to be critical for cel-
lular processes: For example, our predicted hot spots have
been identified as essential for the vegetative growth of
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Figure 6. Different examples of modular distribution of hot spots
in promiscuous and specific binding sites. (A) Example of pro-
miscuous binding site with specific hot spots to different inter-
actions, which are located in different modules. Predicted hot
spots are shown in red ball and stick representation in a pro-
miscuous binding site (cpk residues) of ubiquitin (YLR167W). The
modular decomposition of the protein structure is represented
by colors. The binding site is divided into four modules (yellow,
blue, green, dark blue), three of them containing hot spots (F4;
I44,F45; R42,R72,L73,L74), which are energetic determinants in
specific interactions: (a) YMR276W (F4), PDB: 1p3q V U (dark
blue); (b) YEL037C (I44,F45), PDB: 1gjz A B (green); (c) YOR124C
(R42,R72,L73,L74), PDB: 1nbf C B (yellow). PDB template for ubi-
quitin: 1nbf C. (B) Example of promiscuous binding site with
specific and common hot spots to different interactions. Specific
and common hot spots are located in different modules. Pre-
dicted hot spots are shown in red ball and stick representation in
a promiscuous binding site (cpk residues) of cdc42 (YLR229C).
The modular decomposition of the protein structure is repre-
sented by colors. The binding site is divided into five modules
(crimson, purple, blue, dark blue, yellow), two of them containing
hot spots (D63,Y64,R66,L67,L70;T35), and participate as hot spots
in different combination for the partners: (a) YDL135C
(D63,Y64,R66,L67,L70;T35), PDB: 1doa A B (dark blue); (b)
YDL240W (D63,Y64,R66,L67,L70), PDB: 2ngr A B (orange). PDB
template for cdc42: 1kz7 B. (C) Example of specific binding site
with hot spots contained in one module. Predicted hot spots are
shown in ball and stick representation in a specific binding site of
cytochrome b (Q0105), which interacts specifically with the
Rieske iron–sulfur protein (YEL024W). The modular decomposi-
tion of the protein structure is represented by colors. The binding
site is divided into two modules (dark green, light blue). Hot
spots are located in a central dark green module
(W163,F168,R177,L262), PDB: 2a06 P E (orange). PDB template for
cytochrome b: 2bcc C. (D) Example of specific binding site with
hot spots contained in one module. Predicted hot spots are
shown in ball and stick representation in a specific binding site of
cmk2 (YOL016C), which interacts specifically with akr1
(YDR264C). The modular decomposition of the protein structure
is represented by colors. The binding site is divided into four
modules (green, dark red, purple, yellow). The four predicted hot
spots are located in the central green module (R31,F39,D102),
PDB: 1bi8 A B (orange). PDB template for cmk2: 1bi8 A.
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Table 3. List of modules containing hot spots in the four examples, predicted hot spots, interactions where the residues participate as hot
spots, partners that interact with the module, and references to experimentally verified hot spots located in the module
Module Protein Hot spots Interaction Module
partners
Experimentally verified
A1 ubi3 R42,R72,L73,L74 ubp2 ubp2 R42 [43], R72 [43], L73 [43], L74 [43]
A2 ubi3 I44,F45 rad23 rad23 I44 [44], F45 [44]
A3 ubi3 F4 dsk2 ubp2, dsk2 F4 [46]
B1 cdc42 D63,Y64,R66,L67,L70 rdi1, lrg1 rdi1, lrg1 R66 [49]
B2 cdc42 T35 rdi1 rdi1 T35 [51]
C1 cob W163,F168,R177,L262 isp isp G167 [52, 53], G252 [52, 53]
D1 cmk2 R31,F39,D102 akr1 akr1 –
yeast [46]. In particular, the group of hot spots
(R42,R72,L73,L74) contained in one module located at the
ubiquitin tail, corresponds to a region where residues are
important for ubiquitin conjugation and deubiquination
[46]. This fact is in accord with our predictions of their role as
hot spots in the interaction with ubiquitin protease ubp2
(YOR124C). The other two predicted modules are located in
two hydrophobic patches, the first contains two hot spots
(I44,F45) that has been related to endocytosis and protea-
some degradation [47], and were predicted to interact with
rad23 (YEL037C), a protein involved in DNA repair that
interacts with the proteasome [48], while the second one
contains a single hot spot (F4), which is mainly involved in
internalization [49], and interacts with the deubiquitinating
enzyme dsk2 (YMR276W).
3.3.2 Cdc42 GTPase
Another example of a protein with a promiscuous binding
site is the cell division control protein 42 precursor cdc42
(Uniprot: P19073), a small rho-like GTPase, involved in the
maintenance of cell polarity (ORF: YLR229C). This protein
contains a promiscuous binding site that mediates two dif-
ferent interactions, its regulator rho-GDI (rdi1) [50], and the
GTPase-activating protein lrg1 [51]. This interface comprises
four modules (Fig. 6B), with one central module that con-
tains five hot spots (D63,Y64,R66,L67,L70) common to both
interactions, and therefore acting as a binding site anchor.
Hot spot R66 has been experimentally determined to be
involved in multiple interactions [52], and in particular it is
essential for the proper positioning of the cdc42p–rdi1p
complex at the membrane [53]. In addition, there is another
module located around the rdi1 loop binding, which contains
a single specific hot spot T35 that has been experimentally
identified as a key residue for this interaction [54].
3.3.3 Cytochrome b
Cytochrome b (Uniprot: POO613) provides an example of a
protein with a specific binding site. Yeast cytochrome b (cob,
ORF: Q0105) is a protein with several obligate interactions
related to its role as a subunit of the ubiquinol–cytochrome c
reductase (bc1) complex. One of its partners is rip1 (ORF:
YEL024W), the Rieske iron–sulfur protein (isp) of the mito-
chondrial cytochrome bc1 complex, which transfers electrons
from ubiquinol to cytochrome c1 during respiration. We
observed that this interaction is mediated through a specific
binding site, which contains all hot spot residues
(W163,F168,R177,L262) located in a single module (Fig. 6C).
This binding site comprises the cytochrome b extra-
membranous cd2 helix, important for maintaining the
structure of the hinge region of the sulfur protein, and the E-
ef loop on the P side of the membrane. The specific module
includes residues G167 and G252, both involved in disease-
related mutations of the highly similar human cytochrome b
[55], and having a severe effect on the stability of the binding
of the iron–sulfur complex protein on the complex in yeast
[56].
3.3.4 Calmodulin-dependent kinase
Finally, another illustrative example of a protein with a spe-
cific binding site is the calmodulin-dependent protein kinase
cmk2 (UniProt: Q05436, ORF: YOL016C), which plays a role
in stress response. This specific binding site is divided into
four modules (Fig. 6D), and there are three predicted hot
spots (R31,F39,D102), all contained in one of these modules.
4 Concluding remarks
Most studies of protein networks do not consider molecular
details of the interacting proteins. Yet, analysis of structural
and biophysical properties of protein–protein interactions is
expected to provide insight into the systems biology descrip-
tion of protein interaction networks. In this work, we focused
on the relationship between two characteristics which are
related to the systems and molecular aspects of protein
interaction networks, respectively, binding specificity and af-
finity. We carried out a large-scale calculation of binding free
energies of all interactions contained in our structural pro-
tein–protein interaction network. Our analysis shows that
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interactions involving promiscuous binding sites are gen-
erally weaker than those including specific ones. This find-
ing supports the general idea that promiscuity must come at
a cost of affinity. To further investigate the thermodynamic
determinants of the interplay between affinity and specificity,
we performed an in silico alanine scanning analysis of all
interacting complexes. Our results revealed that although
some residues can be hot spots of binding free energy in
more than one interaction of a given binding site, in general
distinct hot spots participate in different interactions. Inter-
estingly, binding site residues acting as hot spots in several
interactions tend to interact with binding partners sharing
common motifs, whereas distinct hot spots generally interact
with partners with different motifs. Our analysis further
considered the modular division of protein structures into
energetically independent modules containing highly coop-
erative residues, which exhibit few connections with other
modules. We observed that hot spots in promiscuous bind-
ing sites tend to be more distributed over different modules,
whereas specific binding sites generally contain hot spots
within one module. These findings show that the modular
distribution of hot spots in binding sites relates to binding
specificity. Thus, despite the complexity of mechanisms by
which binding sites modulate binding affinity and specificity
for biological function, consistent with experimental data
[25], it appears that the modular distribution of hot spots
plays a major role in achieving this goal. This binding site
architecture might have been designed by evolution to gen-
erate a wide range of binding affinities and specificities.
Knowledge of the modular distribution of hot spots involved
in different interactions is important in drug design since it
would allow us to rationally modify binding specificity and
affinity.
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