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Homogenization of Elliptic Systems
With Neumann Boundary Conditions
Carlos E. Kenig∗ Fanghua Lin † Zhongwei Shen‡
Abstract
For a family of second order elliptic systems with rapidly oscillating periodic co-
efficients in a C1,α domain, we establish uniform W 1,p estimates, Lipschitz estimates,
and nontangential maximal function estimates on solutions with Neumann boundary
conditions.
1 Introduction and statement of main results
The main purpose of this work is to study uniform regularity estimates for a family of ellip-
tic operators {Lε, ε > 0}, arising in the theory of homogenization, with rapidly oscillating
periodic coefficients. We establish sharp W 1,p estimates, Lipschitz estimates, and nontan-
gential maximal function estimates, which are uniform in the parameter ε, on solutions with
Neumann boundary conditions.
Specifically, we consider
Lε = −
∂
∂xi
[
aαβij
(x
ε
) ∂
∂xj
]
= −div
[
A
(x
ε
)
∇
]
, (1.1)
where ε > 0. We assume that the coefficient matrix A(y) =
(
aαβij (y)
)
with 1 ≤ i, j ≤ d and
1 ≤ α, β ≤ m is real and satisfies the ellipticity condition
µ|ξ|2 ≤ aαβij (y)ξ
α
i ξ
β
j ≤
1
µ
|ξ|2 for y ∈ Rd and ξ = (ξαi ) ∈ R
dm, (1.2)
where µ > 0, the periodicity condition
A(y + z) = A(y) for y ∈ Rd and z ∈ Zd, (1.3)
and the smoothness condition
|A(x)− A(y)| ≤ τ |x− y|λ for some λ ∈ (0, 1) and τ ≥ 0. (1.4)
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We will say A ∈ Λ(µ, λ, τ) if A = A(y) satisfies conditions (1.2), (1.3) and (1.4).
Let f ∈ L2(Ω) and g ∈ W−1/2,2(∂Ω). Consider the Neumann boundary value problem
Lε(uε) = div(f) in Ω,
∂uε
∂νε
= g − n · f on ∂Ω,
(1.5)
where (
∂uε
∂νε
)α
= ni(x)a
αβ
ij
(x
ε
)∂uβε
∂xj
(1.6)
denotes the conormal derivative associated with Lε and n = (n1, . . . , nd) is the outward unit
normal to ∂Ω. Assume that
∫
Ω
uε = 0. It is known from the theory of homogenization that
under the assumptions (1.2)-(1.3), uε → u0 weakly in W
1,2(Ω) as ε → 0, where L0(u0) =
div(f) in Ω and ∂u0
∂ν0
= g−n · f on ∂Ω. Moreover, the homogenized operator L0 is an elliptic
operator with constant coefficients satisfying (1.2) and depending only on the matrix A (see
e.g. [8]).
In this paper we shall be interested in sharp regularity estimates of uε, which are uniform
in the parameter ε, assuming that the data are in Lp or Besov or Ho¨lder spaces. The following
three theorems are the main results of the paper. Note that the symmetry condition A∗ = A,
i.e.,
aαβij (y) = a
βα
ji (y) for 1 ≤ i, j ≤ d and 1 ≤ α, β ≤ m, (1.7)
is also imposed in Theorems 1.2 and 1.3.
Theorem 1.1 (W 1,p estimates). Suppose A ∈ Λ(µ, λ, τ) and 1 < p < ∞. Let Ω be a
bounded C1,α domain for some 0 < α < 1. Let g = (gβ) ∈ B−1/p,p(∂Ω), f = (fβj ) ∈ L
p(Ω)
and F = (F β) ∈ Lq(Ω), where q = pd
p+d
for p > d
d−1
and q > 1 for 1 < p ≤ d
d−1
. Then, if
F and g satisfy the compatibility condition
∫
Ω
F β+ < gβ, 1 >= 0 for 1 ≤ β ≤ m, the weak
solutions to 
Lε(uε) = div(f) + F in Ω,
∂uε
∂νε
= g − n · f on ∂Ω,
uε ∈ W
1,p(Ω)
(1.8)
satisfy the estimate
‖∇uε‖Lp(Ω) ≤ C
{
‖f‖Lp(Ω) + ‖F‖Lq(Ω) + ‖g‖B−1/p,p(∂Ω)
}
, (1.9)
where C > 0 depends only on d, m, p, q, µ, λ, τ and Ω.
Theorem 1.2 (Lipschitz estimates). Suppose that A ∈ Λ(µ, λ, τ) and A∗ = A. Let Ω be a
bounded C1,α domain, 0 < η < α < 1 and q > d. Then, for any g ∈ Cη(∂Ω) and F ∈ Lq(Ω)
with
∫
Ω
F +
∫
∂Ω
g = 0, the weak solutions to
Lε(uε) = F in Ω,
∂uε
∂νε
= g on ∂Ω,
|∇uε| ∈ L
∞(Ω),
(1.10)
2
satisfy the estimate
‖∇uε‖L∞(Ω) ≤ C
{
‖g‖Cη(∂Ω) + ‖F‖Lq(Ω)
}
, (1.11)
where C > 0 depends only on d, m, η, q, µ, λ, τ and Ω.
Theorem 1.3 (Nontangential maximal function estimates). Suppose that A ∈ Λ(µ, λ, τ)
and A = A∗. Let Ω be a bounded C1,α domain and 1 < p < ∞. Then, for any g ∈ Lp(∂Ω)
with mean value zero, the weak solutions to
Lε(uε) = 0 in Ω,
∂uε
∂νε
= g on ∂Ω,
(∇uε)
∗ ∈ Lp(∂Ω),
(1.12)
satisfy the estimate
‖(∇uε)
∗‖Lp(∂Ω) + ‖∇uε‖Lq(Ω) ≤ C ‖g‖Lp(∂Ω), (1.13)
where q = pd
d−1
and C > 0 depends only on d, m, p, µ, λ, τ and Ω.
A few remarks on notation are in order. In Theorem 1.1, B−1/p,p(∂Ω) is the dual of the
Besov space B1/p,p
′
(∂Ω) on ∂Ω, where p′ = p
p−1
, and < gβ, 1 > denotes the action of gβ on
the function 1. By a weak solution u to (1.8), we mean that u ∈ W 1,p(Ω) and satisfies∫
Ω
aαβij
(x
ε
) ∂uβε
∂xj
·
∂ϕα
∂xi
dx =
∫
Ω
{
−fαi
∂ϕα
∂xi
+ F αϕα
}
dx+ < gα, ϕα >, (1.14)
for any ϕ = (ϕα) ∈ C10(R
d). In Theorem 1.3 we have used (∇uε)
∗ to denote the nontangential
maximal function of ∇uε. We point out that the Lipschitz estimate in Theorem 1.2 is sharp.
Even with C∞ data, one cannot expect higher order uniform estimates of uε, as∇uε is known
to converge to ∇u0 only weakly. As a result, the use of nontangential maximal functions in
Theorem 1.3 to describe the sharp regularity of solutions with Lp Neumann data appears to
be natural and necessary. Also note that under the conditions (1.2) and (1.4), the existence
and uniqueness (modulo additive constants) of solutions to (1.8), (1.10) and (1.12) with
sharp regularity estimates are more or less well known (see e.g. [1, 2, 31]). What is new here
is that with the additional periodicity assumption (1.3), the constants C in the regularity
estimates (1.9), (1.11) and (1.13) are independent of ε.
In the case of the Dirichlet boundary condition uε = g on ∂Ω with g ∈ B
1/p′,p(∂Ω) or
g ∈ C1,η(∂Ω), results analogous to Theorems 1.1 and 1.2 were established by Avellaneda
and Lin in [3, 7] for C1,α domains (without the assumption A∗ = A). They also obtained
the nontangential maximal function estimate ‖(uε)
∗‖Lp(∂Ω) ≤ C‖g‖Lp(∂Ω) for solutions of
Lε(uε) = 0 in Ω (the case m = 1 was given in [4]). As it was noted in [3], uniform regularity
estimates, in addition to being of independent interest, have applications to homogenization
of boundary control of distributed systems [25, 26, 6]. Furthermore, they can be used
to estimate convergence rates of uε → u0 as ε → 0. In particular, it was proved in [3]
that ‖uε − u0‖L∞(Ω) = O(ε), if Lε(uε) = div(f) in Ω, uε = g on ∂Ω, and f, g are in
certain function spaces. Extending the Lipschitz estimate (1.11) to solutions with Neumann
boundary conditions has been a longstanding open problem. The main reason why it is more
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difficult to deal with solutions with Neumann boundary conditions in Theorem 1.2 than
solutions with Dirichlet boundary conditions in [3, 7] is that now the boundary conditions
in (1.10) are ε-dependent, which causes new difficulties in the estimation of the appropriate
boundary correctors. We have overcome this difficulty, in the presence of symmetry, thanks
to the Rellich estimates obtained in [21, 22]. Neumann boundary conditions are important in
applications of homogenization (see e.g. [8, 18, 26, 27]). The uniform estimates we establish
in this paper can be used to study convergence problems for solutions uε, eigenfunctions
and eigenvalues with Neumann boundary conditions. As an example, let wε(x) = uε(x) −
u0(x) − εχ(
x
ε
)∇u0(x), where χ denotes the matrix of correctors for Lε in R
d. It can be
shown that wε = w
(1)
ε + w
(2)
ε , where ‖∇w
(1)
ε ‖Lp(Ω) ≤ Cp ε‖∇
2u0‖Lp(Ω) for any 1 < p < ∞,
and |∇w
(2)
ε (x)|dist(x, ∂Ω) ≤ Cε‖∇u0‖L∞(∂Ω) for any x ∈ Ω. We will return to this in a
forthcoming publication.
Let Nε(x, y) denote the matrix of Neumann functions for Lε in Ω (see Section 5). As a
consequence of our uniform Ho¨lder and Lipschitz estimates, we obtain the following bounds,
|Nε(x, y)| ≤
C
|x− y|d−2
,
|∇xNε(x, y)|+ |∇yNε(x, y)| ≤
C
|x− y|d−1
,
|∇x∇yNε(x, y)| ≤
C
|x− y|d
,
(1.15)
for d ≥ 3 (see Section 8). In view of the work of Avellaneda and Lin on homogenization of
Poisson’s kernel [6], we remark that the techniques we develop in this paper may also be used
to establish asymptotics of Nε(x, y). This line of research, together with the convergence
results mentioned above, will be developed in a forthcoming paper.
We should mention that the case p = 2 in Theorem 1.3 is contained in [22]. In fact, for the
elliptic system Lε(uε) = 0 in a bounded Lipschitz domain Ω, the Neumann problem with the
uniform estimate ‖(∇uε)
∗‖Lp(∂Ω) ≤ C‖
∂uε
∂νε
‖Lp(∂Ω) and the Dirichlet problem with the estimate
‖(uε)
∗‖Lp(∂Ω) ≤ C‖uε‖Lp(∂Ω), as well as the so-called regularity problem with the estimate
‖(∇uε)
∗‖Lp(∂Ω) ≤ C‖∇tanuε‖Lp(∂Ω), were solved recently by Kenig and Shen in [22] for p close
to 2 (see [19] for references on boundary value problems in Lipschitz domains for elliptic
equations with constant coefficients). The results in [22] are proved under the assumption
that A ∈ Λ(µ, λ, τ) and A∗ = A, by the method of layer potentials. In the case of a single
equation (m = 1), the Lp solvabilities of Neumann, Dirichlet and regularity problems in
Lipschitz domains with uniform nontangential maximal function estimates were established
in [21] for the sharp ranges of p’s (the result for Dirichlet problem in Lipschitz domains was
obtained earlier by B. Dahlberg [11], using a different approach; see the appendix to [21] for
Dahlberg’s proof). The results in [21, 22] rely on uniform Rellich estimates ‖∂uε
∂νε
‖L2(∂Ω) ≈
‖∇tanuε‖L2(∂Ω) for solutions of Lε(uε) = 0 in a Lipschitz domain Ω. We point out that
one of the key steps in the proof of Theorem 1.2 uses the Rellich estimate ‖∇uε‖L2(∂Ω) ≤
C‖∂uε
∂νε
‖L2(∂Ω) in a crucial way.
We now describe the key ideas in the proofs of our main results. To show Theorem 1.1,
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we first establish the uniform boundary Ho¨lder estimate for local solutions,
‖uε‖C0,γ(B(Q,ρ)∩Ω) ≤ Cρ
−γ
(
−
∫
B(Q,2ρ)∩Ω
|uε|
2 dx
)1/2
, (1.16)
for any γ ∈ (0, 1), where Lε(uε) = 0 in B(Q, 3ρ) ∩ Ω and
∂uε
∂νε
= 0 on B(Q, 3ρ) ∩ ∂Ω for
some Q ∈ ∂Ω and 0 < ρ < c. The proof of (1.16) uses a compactness method, which was
developed by Lin and Avellaneda in [3, 5, 6] for homogenization problems, with basic ideas
originating from the regularity theory in the calculus of variations and minimal surfaces. As
in the case of Dirichlet boundary condition, boundary correctors are not needed for Ho¨lder
estimates with Neumann boundary condition. From (1.16) one may deduce the weak reverse
Ho¨lder inequality,(
−
∫
B(Q,ρ)∩Ω
|∇uε|
p dx
)1/p
≤ Cp
(
−
∫
B(Q,2ρ)∩Ω
|∇uε|
2 dx
)1/2
(1.17)
for any p > 2. By [15] this implies that ‖∇uε‖Lp(Ω) ≤ C‖f‖Lp(Ω) for p > 2, if Lε(uε) = div(f)
in Ω and ∂uε
∂νε
= −n · f on ∂Ω. The rest of Theorem 1.1 follows by some duality arguments.
The proof of Theorem 1.2 is much more difficult than that of Theorem 1.1. Assume
that 0 ∈ ∂Ω. After a simple rescaling, the heart of matter here is to establish the uniform
boundary Lipschitz estimate for local solutions,
‖∇uε‖L∞(B(0,1)∩Ω) ≤ C
{
‖uε‖L∞(B(0,2)∩Ω) + ‖g‖Cη(B(0,2)∩∂Ω)
}
, (1.18)
for some η > 0, where Lε(uε) = 0 in B(0, 3)∩Ω and
∂uε
∂νε
= g on B(0, 3)∩ ∂Ω. This problem
has been open for more than 20 years, ever since the same estimate was established in [3]
for local solutions with the Dirichlet boundary condition uε = 0 in B(0, 3) ∩ ∂Ω. Our proof
of (1.18) also uses the compactness method mentioned above. However, as in the case of
the Dirichlet boundary condition, one needs to introduce suitable boundary correctors in
order to fully take advantage of the fact that solutions of the homogenized system are in
C1,η(B(0, 2) ∩ Ω). A major technical breakthrough of this paper is the introduction and
estimates of such correctors Φε = (Φ
αβ
ε,j ), where for each 1 ≤ j ≤ d and 1 ≤ β ≤ m,
Φβε,j = (Φ
1β
ε,j, . . . ,Φ
mβ
ε,j ) is the solution to the Neumann problem
Lε(Φ
β
ε,j) = 0 in Ω,
∂
∂νε
(
Φβε,j
)
=
∂
∂ν0
(
P βj
)
on ∂Ω,
Φβε,j(0) = 0.
(1.19)
Here P βj = xj(0, · · · , 1, . . . , 0) with 1 in the β
th position and ∂w
∂ν0
denotes the conormal
derivative of w associated with the homogenized operator L0. Note that by the boundary
Ho¨lder estimate, Φαβε,j (x) → xjδαβ uniformly in Ω as ε → 0. To carry out an elaborate
compactness scheme in a similar fashion to that in [3], one needs to prove the uniform
Lipschitz estimate for the solution of (1.19),
‖∇Φε‖L∞(Ω) ≤ C. (1.20)
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The proof of (1.20) relies on two crucial observations. First, one can use Rellich estimates
as well as boundary Ho¨lder estimates to show that∫
∂Ω
|∇y
{
Nε(x, y)−Nε(z, y)}| dσ(y) ≤ C, (1.21)
where |x − z| ≤ c dist(x, ∂Ω). Secondly, if wε(x) = Φε(x) − xI − εχ(x/ε), then
∂wε
∂νε
can be
represented as a sum of tangential derivatives of gij with ‖gij‖L∞(∂Ω) ≤ Cε. Since Lε(wε) =
0 in Ω, it follows from these observations as well as interior estimates that |∇wε(x)| ≤
Cε[dist(x, ∂Ω)]−1. This gives the estimate |∇Φε(x)| ≤ C, if dist(x, ∂Ω) > ε. The remaining
case dist(x, ∂Ω) ≤ ε follows by a blow-up argument. See Section 7 for details. We note that
the symmetry condition A∗ = A is only needed for using the Rellich estimates.
With the Lipschitz estimate in Theorem 1.2 at our disposal, Theorem 1.3 for p > 2 follows
from the case p = 2 (established in [22] for Lipschitz domains), by a real variable method
originating in [9] and further developed in [28, 29, 30]. The case 1 < p < 2 is handled by
establishing L1 estimate for solutions with boundary data in the Hardy space H1(∂Ω) and
then interpolating it with L2 estimates, as in the case of Laplacian [12] (see Section 9). In
view of the Lipschitz estimates in [3] for local solutions with Dirichlet boundary condition
and the L2 estimates in [22], a similar approach also solves the Lp regularity problem with
the estimate ‖(∇uε)
∗‖Lp(∂Ω) ≤ C‖∇tanuε‖Lp(∂Ω) in a C
1,α domain Ω for all 1 < p < ∞ (see
Section 10). We further note that the same approach works equally well for the exterior
domain Ω− = R
d \Ω and gives the solvabilities of the Lp Neumann and regularity problems
in Ω−. Consequently, as in the case of the Laplacian on a Lipschitz domain [32, 12], one may
use the Lp estimates in Ω and Ω− and the method of layer potentials to show that solutions
to the Lp Neumann and regularity problems in C1,α domains may be represented by single
layer potentials with density functions that are uniformly bounded in Lp. Similarly, the
solutions to the Lp Dirichlet problem may be represented by double layer potentials with
uniformly Lp bounded density functions (see Section 11).
The summation convention will be used throughout the paper. Finally we remark that
we shall make little effort to distinguish vector-valued functions or function spaces from their
real-valued counterparts. This should be clear from the context.
2 Homogenization and weak convergence
Let Lε = −div(A(x/ε)∇) with matrix A(y) satisfying (1.2)-(1.3). For each 1 ≤ j ≤ d and
1 ≤ β ≤ m, let χβj = (χ
1β
j , . . . , χ
mβ
j ) be the solution of the following cell problem:
L1(χ
β
j ) = −L1(P
β
j ) in R
d,
χβj (y) is periodic with respect to Z
d,∫
[0,1]d
χβj dy = 0,
(2.1)
where P βj = P
β
j (y) = yj(0, . . . , 1, . . . , 0) with 1 in the β
th position. The matrix χ = χ(y) =
(χαβj (y)) with 1 ≤ j ≤ d and 1 ≤ α, β ≤ m is called the matrix of correctors for {Lε}.
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With the summation convention the first equation in (2.1) may be written as
∂
∂yi
[
aαβij + a
αγ
iℓ
∂
∂yℓ
(
χγβj
)]
= 0 in Rd. (2.2)
Let Aˆ = (aˆαβij ), where 1 ≤ i, j ≤ d, 1 ≤ α, β ≤ m and
aˆαβij =
∫
[0,1]d
[
aαβij + a
αγ
iℓ
∂
∂yℓ
(
χγβj
)]
dy. (2.3)
Then L0 = −div(Aˆ∇) is the so-called homogenized operator associated with {Lε} (see [8]).
We need the following homogenization result.
Lemma 2.1. Let Ω be a bounded Lipschitz domain in Rd and
div [Ak (x/εk)∇uk] = f ∈ W
−1,2
0 (Ω) in Ω,
where εk → 0 and the matrix Ak(y) satisfies (1.2)-(1.3). Suppose that uk → u0 strongly in
L2(Ω), ∇uk → ∇u0 weakly in L
2(Ω) and Ak
(
x/εk
)
∇uk converges weakly in L
2(Ω). Also
assume that the constant matrix Aˆk, defined by (2.3) (with A replaced by Ak), converges to
A0. Then
Ak (x/εk)∇uk → A
0∇u0 weakly in L
2(Ω)
and div(A0∇u0) = f in Ω.
Proof. If Ak is independent of k, this is a classical result in the theory of homogenization
(see e.g. [8] or [10]). The general case may be proved by the same energy method. We give
a proof here for the sake of completeness.
Let Ak = (a
αβ
ij,k), Aˆk = (aˆ
αβ
ij,k) and A
0 = (bαβij ). Suppose that
aαγiℓ,k(x/εk)
∂uγk
∂xℓ
→ pαi (x) weakly in L
2(Ω). (2.4)
Clearly, div(P ) = f in Ω, where P = (pαi ). For 1 ≤ j, ℓ ≤ d, 1 ≤ β ≤ m and k = 1, 2, . . . ,
write
aαγiℓ,k(x/εk)
∂uγk
∂xℓ
·
∂
∂xi
{
εkχ
∗αβ
j,k (x/εk) + xjδαβ
}
=
∂uγk
∂xℓ
· aαγiℓ,k
∂
∂xi
{
εkχ
∗αβ
j,k (x/εk) + xjδαβ
}
,
(2.5)
where χ∗k = (χ
∗αβ
j,k ) denotes the matrix of correctors for (L
k
ε)
∗, the adjoint operator of
Lkε = −div(Ak(x/ε)∇). By taking the weak limits on the both sides of (2.5) and using
a compensated compactness argument (see e.g. Lemma 5.1 in [10]), we obtain
pαi (x) ·
∫
[0,1]d
{
∂
∂yi
[
χ∗αβj,k (y)
]
+ δijδαβ
}
dy
=
∂uγ0
∂xℓ
· lim
k→∞
∫
[0,1]d
aαγiℓ,k
{
∂
∂yi
[
χ∗αβj,k (y)
]
+ δijδαβ
}
dy.
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Since ∫
[0,1]d
aαγiℓ,k(y)
∂
∂yi
{
χ∗αβj,k (y)
}
dy =
∫
[0,1]d
aβαji,k(y)
∂
∂yi
{
χαγℓ,k(y)
}
dy
(see e.g. [8, p.122]), it follows that
pβj (x) =
∂uγ0
∂xℓ
· lim
k→∞
∫
[0,1]d
{
aβγjℓ,k(y) + a
βα
ji,k
∂
∂yi
[
χαγℓ,k(y)
]}
dy
=
∂uγ0
∂xℓ
· lim
k→∞
aˆβγjℓ,k
= bβγjℓ ·
∂uγ0
∂xℓ
.
In view of (2.4) this finishes the proof.
Let ψ : Rd−1 → R be a C1,α0 function such that
ψ(0) = |∇ψ(0)| = 0 and ‖∇ψ‖Cα0(Rd−1) ≤ M0, (2.6)
where α0 ∈ (0, 1) and M0 > 0 will be fixed throughout the paper. For r > 0, let
D(r) = D(r, ψ) =
{
(x′, xd) ∈ R
d : |x′| < r and ψ(x′) < xd < ψ(x
′) + r
}
,
D˜(r) = D˜(r, ψ) =
{
(x′, xd) ∈ R
d : |x′| < r and ψ(x′)− r < xd < ψ(x
′) + r
}
,
∆(r) = ∆(r, ψ) =
{
(x′, ψ(x′)) ∈ Rd : |x′| < r
}
.
(2.7)
Lemma 2.2. Let {ψk} be a sequence of C
1,α0 functions satisfying (2.6). Suppose that ψk →
ψ0 in C
1(|x′| < r) and {‖vk‖L2(D(r,ψk))} is bounded. Then there exist a subsequence, which
we still denote by {vk}, and v0 ∈ L
2(D(r, ψ0)) such that vk → v0 weakly in L
2(Ω) for any
Ω ⊂⊂ D(r, ψ0).
Proof. Let wk(x
′, xd) = vk(x
′, xd + ψk(x
′)), defined on
D(r, 0) = {(x′, xd) : |x
′| < r and 0 < xd < r}.
Since {wk} is bounded in L
2(D(r, 0)), there exists a subsequence, which we still denote by
{wk}, such that wk → w0 weakly in L
2(D(r, 0)). Let v0(x
′, xd) = w0(x
′, xd − ψ0(x
′)). It is
not hard to verify that vk → v0 weakly in L
2(Ω) if Ω ⊂⊂ D(r, ψ0).
The following theorem plays an important role in our compactness argument for the
Neumann problem. Note that (2.8) is the weak formulation of div
(
Ak(x/εk)∇uk
)
= 0 in
D(r, ψk) and
∂uk
∂νkε
= gk on ∆(r, ψk).
Theorem 2.3. Let {Ak(y)} be a sequence of matrices satisfying (1.2)-(1.3) and {ψk} a
sequence of C1,α0 functions satisfying (2.6). Suppose that∫
D(r,ψk)
Ak(x/εk)∇uk · ∇ϕdx =
∫
∆(r,ψk)
gk · ϕdσ (2.8)
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for any ϕ ∈ C10 (D˜(r, ψk)), where εk → 0 and
‖uk‖W 1,2(D(r,ψk)) + ‖gk‖L2(∆(r,ψk)) ≤ C. (2.9)
Then there exist subsequences of {ψk}, {uk} and {gk}, which we still denote by the same
notation, and a function ψ0 satisfying (2.4), g0 ∈ L
2(∆(r, ψ0)), u0 ∈ W
1,2(D(r, ψ0)), a
constant matrix A0 such that
ψk → ψ0 in C
1(|x′| < r),
gk(x
′, ψk(x
′))→ g0(x
′, ψ0(x
′)) weakly in L2(|x′| < r),
uk(x
′, xd − ψk(x
′))→ u0(x
′, xd − ψ0(x
′)) strongly in L2(D(r, 0)),
(2.10)
and ∫
D(r,ψ0)
A0∇u0 · ∇ϕdx =
∫
∆(r,ψ0)
g0 · ϕdσ (2.11)
for any ϕ ∈ C10(D˜(r, ψ0)). Moreover, the matrix A
0, as the limit of a subsequence of {Aˆk},
satisfies the condition (1.2).
Proof. We first note that (2.10) follows directly from (2.9) by passing to subsequences. To
prove (2.11), we fix ϕ ∈ C10(D˜(r, ψ0)). Clearly, if k is sufficiently large, ϕ ∈ C
1
0(D˜(r, ψk)). It
is also easy to check that ∫
∆(r,ψk)
gk · ϕdσ →
∫
∆(r,ψ0)
g0 · ϕdσ.
By passing to a subsequence we may assume that Aˆk → A
0. Thus it suffices to show that∫
D(r,ψk)
Ak(x/εk)∇uk · ∇ϕdx→
∫
D(r,ψ0)
A0∇u0 · ∇ϕdx. (2.12)
In view of Lemma 2.2 we may assume that {uk}, ∇uk, and Ak(x/εk)∇uk converge weakly
in L2(Ω) for any Ω ⊂⊂ D(r, ψ0). As a result, {uk} also converges strongly in L
2(Ω).
Now, given any δ > 0, we may choose a Lipschitz domain Ω such that Ω ⊂ D(r, ψ0),∣∣ ∫
D(r,ψ0)\Ω
A0∇u0 · ∇ϕdx
∣∣ < δ/3 (2.13)
and ∣∣ ∫
D(r,ψk)\Ω
Ak(x/εk)∇uk · ∇ϕdx
∣∣ < δ/3 (2.14)
for k sufficiently large. Thus (2.12) would follow if we can show that∫
Ω
Ak(x/εk)∇uk · ∇ϕdx→
∫
Ω
A0∇u0 · ∇ϕdx. (2.15)
This, however, is a direct consequence of Lemma 2.1, since div(Ak(x/εk)∇uk) = 0 in Ω by
(2.8).
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We end this section with the uniform interior gradient estimate, established in [3] by
Avellaneda and Lin, for solutions of Lε(uε) = 0. For a ball B = B(x, r) in R
d, we let
ρB = B(x, ρr). We will use −
∫
E
f to denote 1
|E|
∫
E
f , the average of f over E.
Theorem 2.4. Let A ∈ Λ(µ, λ, τ). Suppose that Lε(uε) = 0 in 2B. Then
sup
B
|∇uε| ≤ C
(
−
∫
2B
|∇uε|
2 dx
)1/2
, (2.16)
where C depends only on d, m, µ, λ, τ .
3 Boundary Ho¨lder estimates
The goal of this section is to establish uniform boundary Ho¨lder estimates for Lε under
Neumann boundary condition. Throughout this section we assume that A ∈ Λ(µ, λ, τ).
Theorem 3.1. Let Ω be a bounded C1,α0 domain. Let p > 0 and γ ∈ (0, 1). Suppose that
Lε(uε) = 0 in B(Q, r) ∩ Ω and
∂uε
∂νε
= g on B(Q, r) ∩ ∂Ω for some Q ∈ ∂Ω and 0 < r < r0.
Then
sup
B(Q,r/2)∩Ω
|uε| ≤ C
{(
−
∫
B(Q,r)∩Ω
|uε|
p dx
)1/p
+ ρ‖g‖L∞(B(Q,r)∩∂Ω)
}
, (3.1)
and for x, y ∈ B(Q, r/2) ∩ Ω,
|uε(x)− uε(y)| ≤ C
(
|x− y|
r
)γ {(
−
∫
B(Q,r)∩Ω
|uε|
p dx
)1/p
+ ρ‖g‖L∞(B(Q,r)∩∂Ω)
}
, (3.2)
where r0 > 0 depends only on Ω and C > 0 on d, m, µ, λ, τ , p, γ and Ω.
Let D(ρ, ψ) and ∆(ρ, ψ) be defined by (2.7). By a change of the coordinate system it
will suffice to establish the following.
Theorem 3.2. Let γ ∈ (0, 1). Suppose that Lε(uε) = 0 in D(ρ) and
∂uε
∂νε
= g on ∆(ρ) for
some ρ > 0. Then for any x, y ∈ D(ρ/2),
|uε(x)− uε(y)| ≤ C
(
|x− y|
ρ
)γ {(
−
∫
D(ρ)
|uε|
2
)1/2
+ ρ‖g‖L∞(∆(ρ))
}
, (3.3)
where D(ρ) = D(ρ, ψ), ∆(ρ) = D(ρ, ψ), and C > 0 depends only on d, m, µ, λ, τ , γ and
(α0,M0) in (2.6).
The proof of Theorem 3.2 uses the compactness method developed in [3, 5, 6] for homog-
enization problems. We begin with the well known Cacciopoli’s inequality,∫
D(sρ)
|∇uε|
2 dx ≤
C
(t− s)2ρ2
∫
D(tρ)
|uε|
2 dx+ Cρ‖g‖2L2(∆(ρ)), (3.4)
where 0 < s < t < 1, Lε(uε) = 0 in D(ρ) and
∂uε
∂νε
= g on ∆(ρ). The periodicity of A is not
needed here.
For a function u defined on S, we will use (u)S (and −
∫
S
) to denote its average over S.
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Lemma 3.3. Fix β ∈ (0, 1). There exist ε0 > 0 and θ ∈ (0, 1), depending only on d, m, µ,
λ, τ , β and (α0,M0), such that
−
∫
D(θ)
|uε − (uε)D(θ)|
2 ≤ θ2β, (3.5)
whenever ε < ε0, Lε(uε) = 0 in D(1),
∂uε
∂νε
= g on ∆(1),
‖g‖L∞(∆(1)) ≤ 1 and −
∫
D(1)
|uε − (uε)D(1)|
2 ≤ 1.
Proof. Let L0 = −div(A
0∇), where A0 is a constant matrix satisfying (1.2). Let β ′ =
(1 + β)/2. By boundary Ho¨lder estimates for solutions of elliptic systems with constant
coefficients,
−
∫
D(r)
|w − (w)D(r)|
2 ≤ C0r
2β′ for 0 < r <
1
4
, (3.6)
whenever L0(w) = 0 in D(1/2),
∂w
∂ν0
= g on ∆(1/2),
‖g‖L∞(∆(1/2)) ≤ 1 and
∫
D(1/2)
|w|2 ≤ |D(1)|, (3.7)
where C0 depends only on d, m, β, µ and (α0,M0).
Next we choose θ ∈ (0, 1/4) so small that 2C0θ
2β′ ≤ θ2β. We shall show by contradiction
that for this θ, there exists ε0 > 0, depending only on d, m, µ, λ, τ , β and (α0,M0), such
that (3.5) holds if 0 < ε < ε0 and uε satisfies the conditions in Lemma 3.3.
To this end let’s suppose that there exist sequences {εk}, {Ak}, {uεk}, {gk} and {ψk}
such that εk → 0, Ak ∈ Λ(µ, λ, τ), ψk satisfies (2.6),
Lkεk(uεk) = 0 in Dk(1),
∂uεk
∂νεk
= gk on ∆k(1),
(3.8)
‖gk‖L∞(∆k(1)) ≤ 1, −
∫
Dk(1)
|uεk − (uεk)Dk(1)|
2 ≤ 1 (3.9)
and
−
∫
Dk(θ)
|uεk − (uεk)Dk(θ)|
2 > θ2β , (3.10)
where Lkεk = −div
(
Ak(x/εk)∇
)
, Dk(r) = D(r, ψk) and ∆k(r) = D(r, ψk). By subtracting a
constant we may assume that (uεk)Dk(1) = 0. Thus it follows from (3.9) and the Cacciopoli’s
inequality (3.4) that the norm of uεk in W
1,2(Dk(1/2)) is uniformly bounded. In view of
Theorem 2.3, by passing to subsequences, we may assume that
ψk → ψ0 in C
1(|x′| < 1),
gk(x
′, ψk(x
′))→ g0(x
′, ψ0(x
′)) weakly in L2(|x′| < 1),
uεk(x
′, xd − ψk(x
′))→ u0(x
′, xd − ψ0(x
′)) strongly in L2(D(1/2, 0)),
(3.11)
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and 
div(A0∇u0) = 0 in D(1/2, ψ0),
∂u0
∂ν0
= g0 on ∆(1/2, ψ0),
(3.12)
where A0 is a constant matrix satisfying (1.2).
Using (3.11) one may verify that
|Dk(r)| → |D0(r)|, ‖g0‖L∞(∆(1,ψ0)) ≤ 1, (uεk)Dk(r) → (u0)D0(r)
and ∫
Dk(r)
|uεk − (uεk)Dk(r)|
2 →
∫
D0(r)
|u0 − (u0)D0(r)|
2 (3.13)
for any r ∈ (0, 1], where D0(r) = D(r, ψ0). It follows that
−
∫
D0(1)
|u0|
2 ≤ 1,
−
∫
D0(θ)
|u0 − (u0)D0(θ)|
2 ≥ θ2β.
(3.14)
In view of (3.6)-(3.7) and (3.14) we obtain θ2β ≤ C0θ
2β′ . This contradicts 2C0θ
2β′ ≤ θ2β.
Lemma 3.4. Fix β ∈ (0, 1). Let ε0, θ be the constants given by Lemma 3.3. Suppose that
Lε(uε) = 0 in D(1, ψ) and
∂uε
∂νε
= g on ∆(1, ψ). Then, if ε < θk−1ε0 for some k ≥ 1,
−
∫
D(θk,ψ)
|uε − (uε)D(θk,ψ)|
2 ≤ θ2kβJ2, (3.15)
where
J = max
{(
−
∫
D(1,ψ)
|uε − (uε)D(1,ψ)|
2
)1/2
, ‖g‖L∞(∆(1,ψ))
}
.
Proof. The lemma is proved by induction on k. Note that the case k = 1 is given by Lemma
3.3. Assume now that the lemma holds for some k ≥ 1. Let ε < θkε0. We apply Lemma 3.3
to w(x) = u(θkx) in D(1, ψk), where ψk(x) = θ
−kψ(θkx). Since Lε/θk(w) = 0 in D(1, ψk),
this gives
−
∫
D(θk+1,ψ)
|uε − (uε)D(θk+1,ψ)|
2
= −
∫
D(θ,ψk)
|w − (w)D(θ,ψk)|
2
≤ θ2β max
{
−
∫
D(1,ψk)
|w − (w)D(1,ψk)|
2, θ2k‖g‖2∞
}
= θ2β max
{
−
∫
D(θk ,ψ)
|uε − (uε)D(θk,ψ)|
2, θ2k‖g‖2∞
}
≤ θ2(k+1)βJ2,
where ‖g‖∞ = ‖g‖L∞(∆(1,ψ)) and the last step follows by the induction assumption. Here we
also have used the fact that ‖∇ψk‖Cα0 (Rd−1) ≤ ‖∇ψ‖Cα0(Rd−1) ≤M0.
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Proof of Theorem 3.2. By rescaling we may assume that ρ = 1. We may also assume
that ε < ε0, since the case ε ≥ ε0 follows directly from the classical regularity theory. We
may further assume that
‖g‖L∞(∆(1)) ≤ 1 and
∫
D(1)
|uε|
2 ≤ 1.
Under these assumptions we will show that
−
∫
D(r)
|uε − (uε)D(r)|
2 ≤ Cr2β (3.16)
for any r ∈ (0, 1/4). The desired estimate (3.3) with p = 2 follows from the interior estimate
(2.16) and (3.16), using Campanato’s characterization of Ho¨lder spaces (see e.g. [16]).
To prove (3.16) we first consider the case r ≥ (ε/ε0). Choose k ≥ 0 so that θ
k+1 ≤ r < θk.
Then ε ≤ ε0r < ε0θ
k. It follows from Lemma 3.4 that
−
∫
D(r)
|uε − (uε)D(r)|
2 ≤ C −
∫
D(θk)
|uε − (uε)D(θk)|
2
≤ Cθ2kβ ≤ Cr2β.
Next suppose that r < (ε/ε0). Let w(x) = uε(εx). Then L1(w) = 0 in D(ε
−1
0 , ψε), where
ψε(x
′) = ε−1ψ(εx′). By the classical regularity we obtain
−
∫
D(r,ψ)
|uε − (uε)D(r,ψ)|
2 = −
∫
D( r
ε
,ψε)
|w − (w)D( r
ε
,ψε)|
2
≤ C
(r
ε
)2β
max
{
−
∫
D( 1
ε0
,ψε)
|w − (w)D( 1
ε0
,ψε)|
2, ε2‖g‖∞
}
= C
(r
ε
)2β
max
{
−
∫
D( ε
ε0
,ψ)
|uε − (uε)D( ε
ε0
,ψ)|
2, ε2‖g‖∞
}
≤ C
(r
ε
)2β ( ε
ε0
)2β
= Cε−2β0 r
2β,
where the last inequality follows from the previous case r = (ε/ε0). This finishes the proof
of (3.16) and thus of Theorem 3.2.
We are now in a position to give the proof of Theorem 3.1.
Proof of Theorem 3.1. By rescaling we may assume that r = 1. The case p = 2 follows
directly from Theorem 3.2. To handle the case 0 < p < 2, we note that by a simple covering
argument, estimate (3.1) for p = 2 gives
sup
B(Q,s)∩Ω
|uε| ≤ C
{
1
(t− s)d
(
−
∫
B(Q,t)∩Ω
|uε|
2
)1/2
+ ‖g‖L∞(B(Q,1)∩∂Ω)
}
, (3.17)
where (1/4) < s < t < 1. By a convexity argument (see e.g. [14, p.173]), estimate (3.17)
implies that for any p > 0,(
−
∫
B(Q,1/2)∩Ω
|uε|
2
)1/2
≤ Cp
{(
−
∫
B(Q,1)∩Ω
|uε|
p
)1/p
+ ‖g‖L∞(B(Q,1)∩∂Ω)
}
. (3.18)
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The case 0 < p < 2 now follows from estimate (3.18) and the case p = 2.
4 Proof of Theorem 1.1
Under conditions (1.2) and (1.4), weak solutions to (1.8) exist and are unique, up to an
additive constant, provided that the data satisfy the necessary condition
∫
Ω
F β+ < gβ, 1 >=
0 for 1 ≤ β ≤ m. In this section we will show that the weak solutions satisfy the uniform
W 1,p estimate in Theorem 1.1.
Our starting point is the following theorem established by J. Geng in [15], using a real
variable method originating in [9] and further developed in [28, 29, 30].
Theorem 4.1. Let p > 2 and Ω be a bounded Lipschitz domain. Let L = −div(A(x)∇) be
an elliptic operator with coefficients satisfying (1.2). Suppose that{
−
∫
B∩Ω
|∇u|p
}1/p
≤ C0
{
−
∫
2B∩Ω
|∇u|2
}1/2
, (4.1)
whenever u ∈ W 1,2(3B∩Ω), L(u) = 0 in 3B∩Ω, and ∂u
∂ν
= 0 on 3B∩∂Ω. Here B = B(Q, r)
is a ball with the property that 0 < r < r0 and either Q ∈ ∂Ω or B(Q, 3r) ⊂ Ω. Then, for
any f ∈ Lp(Ω), the unique (up to constants) W 1,2 solution to
L(u) = div(f) in Ω,
∂u
∂ν
= −n · f on ∂Ω,
(4.2)
satisfies the estimate
‖∇u‖Lp(Ω) ≤ Cp‖f‖Lp(Ω), (4.3)
where Cp depends only on d, m, p, µ, r0, Ω and the constant C0 in (4.1).
Now, given A ∈ Λ(µ, λ, τ) and p > 2. Let Ω be a C1,α0 domain. Suppose that Lε(uε) = 0
in 3B ∩ Ω and ∂uε
∂νε
= 0 on 3B ∩ ∂Ω. If 3B ⊂ Ω, the weak reverse Ho¨lder inequality (4.1) for
uε follows from the interior estimate (2.16). Suppose that Q ∈ ∂Ω and B = B(Q, r). We
may use the interior estimate and boundary Ho¨lder estimate (3.2) to obtain
|∇uε(x)| ≤ Cδ(x)
−1
(
−
∫
B(x,cδ(x))
|uε(y)− uε(x)|
2 dy
)1/2
≤ Cγ
(
r
δ(x)
)γ (
−
∫
B(Q,2r)∩Ω
|∇uε|
2 dy
)1/2 (4.4)
for any γ ∈ (0, 1) and x ∈ B(Q, r) ∩ Ω, where δ(x) = dist(x, ∂Ω). Choose γ ∈ (0, 1) so that
pγ < 1. It is easy to see that (4.4) implies(
−
∫
B∩Ω
|∇uε|
p
)1/p
≤ Cp
(
−
∫
2B∩Ω
|∇uε|
2
)1/2
.
In view of Theorem 4.1 we have proved Theorem 1.1 for the case p > 2, g = 0 and F = 0.
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Lemma 4.2. Suppose A ∈ Λ(µ, λ, τ). Let f ∈ Lp(Ω), where Ω be a bounded C1,α0 domain
and 1 < p <∞. Let u ∈ W 1,p(Ω) be a weak solution to Lε(uε) = div(f) in Ω and
∂uε
∂νε
= −n·f
on ∂Ω. Then ‖∇uε‖Lp(Ω) ≤ Cp ‖f‖Lp(Ω).
Proof. The case p > 2 was proved above. Suppose that 1 < p < 2. Let g ∈ C∞0 (Ω) and vε
be a weak solution of L∗ε(vε) = div(g) and
∂vε
∂ν∗ε
= 0 on ∂Ω, where L∗ε denotes the adjoint of
Lε. Since A
∗ ∈ Λ(λ, µ, τ) and p′ > 2, we have ‖∇vε‖Lp′ (Ω) ≤ C‖g‖Lp′(Ω). Also, note that∫
Ω
fαi ·
∂vαε
∂xi
dx =
∫
Ω
aαβij
(x
ε
) ∂uβε
∂xj
·
∂vαε
∂xi
dx =
∫
Ω
gαi ·
∂uαε
∂xi
dx, (4.5)
where f = (fαi ) and g = (g
α
i ). The estimate ‖∇uε‖Lp(Ω) ≤ C‖f‖Lp(Ω) now follows from (4.5)
by duality.
Lemma 4.3. Suppose that A ∈ Λ(λ, µ, τ). Let g = (gα) ∈ B−1/p,p(∂Ω), where Ω is a
bounded C1,α0 domain, 1 < p <∞ and < gα, 1 >= 0. Let u ∈ W 1,p(Ω) be a weak solution to
Lε(uε) = 0 in Ω and
∂uε
∂νε
= g on ∂Ω. Then ‖∇uε‖Lp(Ω) ≤ Cp ‖g‖B−1/p,p(∂Ω).
Proof. Let f ∈ C∞0 (Ω) and vε be a weak solution to L
∗
ε(vε) = div(f) in Ω and
∂vε
∂ν∗ε
= 0 on
∂Ω. Since A∗ ∈ Λ(λ, µ, τ), by Lemma 4.2, we have ‖∇vε‖Lp′(Ω) ≤ C ‖f‖Lp′(Ω).
Note that ∫
Ω
fαi ·
∂uαε
∂xi
dx = −
∫
Ω
aαβij
(x
ε
) ∂uβε
∂xj
·
∂vαε
∂xi
dx = − < g, vε > . (4.6)
Let E be the average of vε over Ω. Then∣∣ < g, vε > ∣∣ = ∣∣ < g, vε − E > ∣∣ ≤ ‖g‖B−1/p,p(∂Ω)‖vε − E‖B1/p,p′ (∂Ω)
≤ C ‖g‖B−1/p,p(∂Ω)‖vε −E‖W 1,p′(Ω)
≤ C ‖g‖B−1/p,p(∂Ω)‖∇vε‖Lp′(Ω)
≤ C‖g‖B−1/p,p(∂Ω)‖f‖Lp′(Ω),
(4.7)
where we have used a trace theorem for the second inequality and Poincare´ inequality for the
third. The estimate ‖∇uε‖Lp(Ω) ≤ C ‖g‖B−1/p,p(∂Ω) follows from (4.6)-(4.7) by duality.
Let 1 < q < d and 1
p
= 1
q
− 1
d
. In the proof of the next lemma, we will need the following
Sobolev inequality (∫
Ω
|u|p dx
)1/p
≤ C
(∫
Ω
|∇u|q dx
)1/q
, (4.8)
where u ∈ W 1,q(Ω) and
∫
∂Ω
u = 0.
Lemma 4.4. Suppose that A ∈ Λ(µ, λ, τ). Let F ∈ Lq(Ω), where 1 < q < d and Ω is a
bounded C1,α0 domain. Let u ∈ W 1,p(Ω) be a weak solution to Lε(uε) = F in Ω and
∂uε
∂νε
= −b
on ∂Ω, where 1
p
= 1
q
− 1
d
and b = 1
|∂Ω|
∫
Ω
F . Then ‖∇uε‖Lp(Ω) ≤ C ‖F‖Lq(Ω).
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Proof. Let f ∈ C∞0 (Ω) and vε be a weak solution to (Lε)
∗(vε) = div(f) in Ω and
∂vε
∂νε
= 0 on
∂Ω. By Lemma 4.2, we have ‖∇vε‖Lp′(Ω) ≤ C ‖f‖Lp′(Ω). Note that∫
Ω
∂uαε
∂xi
· fαi dx =
∫
Ω
aαβij
(x
ε
) ∂uβε
∂xj
·
∂vαε
∂xi
dx
=
∫
Ω
F · vε dx−
∫
∂Ω
b · vε dσ
=
∫
Ω
F (vε −E) dx,
(4.9)
where E is the average of vε over ∂Ω. It follows from (4.9) and Sobolev inequality (4.8) that∣∣ ∫
Ω
∂uαε
∂xi
· fαi dx
∣∣ ≤ ‖F‖Lq(Ω)‖vε − E‖Lq′(Ω)
≤ C‖F‖Lq(Ω)‖∇vε‖Lp′(Ω)
≤ C‖F‖Lq(Ω)‖f‖Lp′(Ω).
By duality this gives ‖∇uε‖Lp(Ω) ≤ C ‖F‖Lq(Ω).
Proof of Theorem 1.1. Let vε be a weak solution to Lε(vε) = div(f) in Ω and
∂vε
∂νε
= −n ·f
on ∂Ω. Let wε be a weak solution to Lε(wε) = F in Ω and
∂wε
∂νε
= −b on ∂Ω, where
b = 1
|∂Ω|
∫
Ω
F . Finally, let hε = uε − vε − wε. Then Lε(hε) = 0 in Ω and
∂hε
∂νε
= g + b on ∂Ω.
It follows from Lemmas 4.2, 4.3 and 4.4 that
‖∇uε‖Lp(Ω) ≤ ‖∇vε‖Lp(Ω) + ‖∇wε‖Lp(Ω) + ‖∇hε‖Lp(Ω)
≤ C
{
‖f‖Lp(Ω) + ‖F‖Lq(Ω) + ‖g‖B−1/p,p(∂Ω)
}
,
where q = pd
p+d
for p > d
d−1
, and q > 1 for 1 < p ≤ d
d−1
. This completes the proof.
5 A matrix of Neumann functions
Let Γε(x, y) =
(
ΓαβA,ε(x, y)
)
m×m
denote the matrix of fundamental solutions of Lε in R
d, with
pole at y. Under the assumption A ∈ Λ(µ, λ, τ), one may use the interior estimate (2.16) to
show that for d ≥ 3,
|Γε(x, y)| ≤ C|x− y|
2−d (5.1)
and
|∇xΓε(x, y)|+ |∇yΓε(x, y)| ≤ C|x− y|
1−d, (5.2)
where C depends only on d, m, µ, λ and τ (see e.g. [17]; the size estimate (5.1) also
follows from [13]). Let Vε(x, y) =
(
V αβA,ε(x, y)
)
m×m
, where for each y ∈ Ω, V βε (x, y) =(
V 1βA,ε(x, y), . . . , V
mβ
A,ε (x, y)
)
solves
Lε
(
V βε (·, y)
)
= 0 in Ω,
∂
∂νε
{
V βε (·, y)
}
=
∂
∂νε
{
Γβε (·, y)
}
+
eβ
|∂Ω|
on ∂Ω,∫
∂Ω
V βε (x, y) dσ(x) =
∫
∂Ω
Γβε (x, y) dσ(x),
(5.3)
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where Γβε (x, y) = (Γ
1β
A,ε(x, y), . . . ,Γ
mβ
A,ε(x, y)) and e
β = (0, . . . , 1, . . . , 0) with 1 in the βth
position. We now define
Nε(x, y) =
(
NαβA,ε(x, y)
)
m×m
= Γε(x, y)− Vε(x, y), (5.4)
for x, y ∈ Ω. Note that, if Nβε (x, y) = Γ
β
ε (x, y)− V
β
ε (x, y),
Lε
{
Nβε (·, y)} = e
βδy(x) in Ω,
∂
∂νε
{
Nβε (·, y)
}
= −eβ|∂Ω|−1 on ∂Ω∫
∂Ω
Nβε (x, y) dσ(x) = 0,
(5.5)
where δy(x) denotes the Dirac delta function with pole at y. We will call Nε(x, y) the matrix
of Neumann functions for Lε in Ω.
Lemma 5.1. For any x, y ∈ Ω, we have
NαβA,ε(x, y) = N
βα
A∗,ε(y, x), (5.6)
where A∗ denotes the adjoint of A.
Proof. Note that
ΓαβA,ε(x, y) = Γ
βα
A∗,ε(y, x), for any x, y ∈ Ω. (5.7)
Using the Green’s representation formula for Lε on Ω, (5.3) and (5.5) one may show that
V αβA,ε(x, y) + Γ
αβ
A,ε(x, y)−
1
|∂Ω|
∫
∂Ω
{
ΓαβA,ε(z, y) + Γ
βα
A∗,ε(z, x)
}
dσ(z)
=
∫
Ω
aγδij
(z
ε
) ∂
∂zi
{
ΓγαA∗,ε(z, x)
}
·
∂
∂zj
{
ΓδβA,ε(z, y)
}
dz
−
∫
Ω
aγδij
(z
ε
) ∂
∂zi
{
V γαA∗,ε(z, x)
}
·
∂
∂zj
{
V δβA,ε(z, y)
}
dz.
This gives V αβA,ε(x, y) = V
βα
A∗,ε(y, x) and hence (5.6).
Theorem 5.2. Let Ω be a bounded C1,α0 domain and A ∈ Λ(µ, λ, τ). Let x0, y0, z0 ∈ Ω be
such that |x0 − z0| < (1/4)|x0 − y0|. Then for any γ ∈ (0, 1),{
−
∫
B(y0,ρ/4)∩Ω
∣∣∇y{Nε(x0, y)−Nε(z0, y)}|2 dy}1/2 ≤ Cρ1−d( |x0 − z0|
ρ
)γ
, (5.8)
where ρ = |x0 − y0| and C depends only on µ, λ, τ , γ and Ω.
Proof. Let f ∈ C∞0 (B(y0, ρ/2) ∩ Ω) and
∫
Ω
f = 0. Let
uε(x) =
∫
Ω
Nε(x, y)f(y) dy.
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Then Lε(uε) = f in Ω and
∂uε
∂νε
= 0 on ∂Ω. Since Lε(uε) = 0 in B(x0, ρ/2) ∩ Ω, it follows
from the boundary Ho¨lder estimate (3.3) and interior estimates that
|uε(x0)− uε(z0)| ≤ C
(
|x0 − z0|
ρ
)γ
· ρ ·
{
−
∫
B(x0 ,ρ/2)∩Ω
|∇uε|
2
}1/2
. (5.9)
Let E be the average of uε over B(y0, ρ/2) ∩ Ω. Note that by (1.2),
µ
∫
Ω
|∇uε|
2dx ≤
∣∣∣∣∫
Ω
f · uε dx
∣∣∣∣ = ∣∣∣∣∫
B(y0,ρ/2)∩Ω
f · (uε −E) dx
∣∣∣∣
≤ ‖f‖L2(Ω)‖uε − E‖L2(B(y0,ρ/2)∩Ω)
≤ Cρ‖f‖L2(Ω)‖∇uε‖L2(B(y0,ρ/2)∩Ω),
(5.10)
where we have used the Cauchy and Poincare´ inequalities. Hence, ‖∇uε‖L2(Ω) ≤ Cρ‖f‖L2(Ω).
This, together with (5.9), gives
|uε(x0)− uε(z0)| ≤ Cρ
2− d
2
(
|x0 − z0|
ρ
)γ
‖f‖L2(Ω).
By duality this implies that{∫
B(y0,ρ/2)∩Ω
∣∣W (y)− Cx0,z0∣∣2 dy}1/2 ≤ Cρ2− d2 ( |x0 − z0|ρ
)γ
, (5.11)
where W (y) = Nε(x0, y)− Nε(z0, y) and Cx0,z0 is the average of W over B(y0, ρ/2) ∩ Ω. In
view of (5.6) we have (Lε)
∗(W ∗) = 0 in B(y0, ρ/2) ∩ Ω and
∂
∂ν∗ε
{W ∗} = 0 on ∂Ω, where ∂
∂ν∗ε
denote the conormal derivative associated with (Lε)
∗. The estimate (5.8) now follows from
(5.11) by Cacciopoli’s inequality (3.4).
Lemma 5.3. Let Vε(x, y) be defined by (5.3). Suppose d ≥ 3. Then for any x, y ∈ Ω,
|Vε(x, y)| ≤ C
[
δ(x)
] 2−d
2
[
δ(y)
]2−d
2 , (5.12)
where δ(x) = dist(x, ∂Ω).
Proof. We begin by fixing y ∈ Ω and 1 ≤ β ≤ m. Let uε(x) = Vε(x, y). In view of (5.3) we
have
‖∇uε‖L2(Ω) ≤ C‖
∂uε
∂νε
‖W−1/2,2(∂Ω) ≤ C‖
∂uε
∂νε
‖Lp(∂Ω),
where p = 2(d−1)
d
. Note that by (5.2),
‖
∂uε
∂νε
‖Lp(∂Ω) ≤ C
{∫
∂Ω
dσ(x)
|x− y|p(d−1)
}1/p
+ C|∂Ω|
1
p
−1
≤ C
[
δ(y)
] 2−d
2 .
Thus we have proved that
‖∇uε‖L2(Ω) ≤ C
[
δ(y)
]2−d
2 .
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Now, by the interior estimates and the Sobolev inequality (4.8),
|uε(x)| ≤ C
{
1
[δ(x)]d
∫
B(x,δ(x)/2)
|uε(z)|
2∗dz
}1/2∗
≤ C
[
δ(x)
] 2−d
2
{(∫
Ω
|∇uε|
2 dx
)1/2
+ |Ω|
1
2∗
∣∣−∫
∂Ω
uεdσ
∣∣}
≤ C
[
δ(x)
] 2−d
2
{[
δ(y)
]2−d
2 + |Ω|
1
2∗
∣∣−∫
∂Ω
Γε(z, y)dσ(z)
∣∣}
≤ C
[
δ(x)
] 2−d
2
[
δ(y)
]2−d
2 ,
where 2∗ = 2d
d−2
.
Theorem 5.4. Let Ω be a bounded C1,α domain in Rd, d ≥ 3. Suppose that A ∈ Λ(µ, λ, τ).
Then
|Nε(x, y)| ≤ C|x− y|
2−d (5.13)
and for any γ ∈ (0, 1),
|Nε(x, y)−Nε(z, y)| ≤
Cγ |x− z|
γ
|x− y|d−2+γ
,
|Nε(y, x)−Nε(y, z)| ≤
Cγ |x− z|
γ
|x− y|d−2+γ
,
(5.14)
where |x− z| < (1/4)|x− y|.
Proof. By Theorem 3.1 we only need to establish the size estimate (5.13). To this end we
first note that by Lemma 5.3,
|Nε(x, y)| ≤ C
{
|x− y|2−d +
[
δ(x)
]2−d
+
[
δ(y)
]2−d}
. (5.15)
Next, let ρ = |x− y|. It follows from Theorem 3.1 and (5.15) that
|Nε(x, y)| ≤ C
{{
−
∫
B(x,ρ/4)∩Ω
|Nε(z, y)|
p dz
}1/p
+
ρ
|∂Ω|
}
≤ C
{
|x− y|2−d +
[
δ(y)
]2−d}
,
(5.16)
where we have chosen p so that p(d− 2) < 1. With estimate (5.16) at our disposal, another
application of Theorem 3.1 gives
|Nε(x, y)| ≤ C
{{
−
∫
B(y,ρ/4)∩Ω
|Nε(x, z)|
p dz
}1/p
+ ρ2−d
}
≤ C|x− y|2−d.
This finishes the proof.
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Remark 5.5. If m = 1 and d ≥ 3, the size estimate (5.13) and Ho¨lder estimate (5.14)
for some γ > 0 were established in [20] for divergence form elliptic operators with bounded
measurable coefficients in bounded star-like Lipschitz domains.
Remark 5.6. Suppose that d ≥ 3. The matrix of Neumann functions for the exterior
domain Ω− = R
d \ Ω may be constructed in a similar fashion. Indeed, let N−ε (x, y) =
Γε(x, y)− V
−
ε (x, y), where V
−
ε (x, y) is chosen so that for each y ∈ Ω−,
Lε
{
N−ε (·, y)
}
= δy(x)I in Ω,
∂
∂νε
{
N−ε (·, y)
}
= 0 on ∂Ω,
N−ε (x, y) = O(|x− y|
2−d) as |x| → ∞,
(5.17)
where I is the m × m identity matrix. The estimates in Theorem 5.4 continue to hold for
N−ε (x, y).
Remark 5.7. If d = 2, the matrix of Neumann functions may be defined as follows. Choose
B(0, R) such that Ω ⊂ B(0, R/2). Let Gε(x, y) be the Green’s function for Lε in B(0, R).
Define Nε(x, y) = Gε(x, y)−Vε(x, y), where Vε(x, y) is the solution to (5.3), but with Γε(x, y)
replaced by Gε(x, y). Theorem 5.2 continues to hold for d = 2. One may modify the argument
in the proof of Lemma 5.3 to show that
|Vε(x, y)| ≤ Cγ
[
δ(x)
]−γ[
δ(y)
]−γ
,
for any γ > 0. In view of the proof of Theorem 5.4 and the estimate |Gε(x, y)| ≤ C
{
1 +∣∣ ln |x− y|∣∣} in [3], this gives |Nε(x, y)| ≤ Cγ|x− y|−γ for any γ > 0.
6 Correctors for Neumann boundary conditions
Let Φε = (Φ
αβ
ε,j ), where for each 1 ≤ j ≤ d and 1 ≤ β ≤ m, Φ
β
ε,j = (Φ
1β
ε,j, . . . ,Φ
mβ
ε,j ) is a
solution to the Neumann problem
Lε
(
Φβε,j) = 0 in Ω,
∂
∂νε
(
Φβε,j
)
=
∂
∂ν0
(
P βj
)
on ∂Ω,
(6.1)
Here P βj = P
β
j (x) = xj(0, . . . , 1, . . . , 0) with 1 in the β
th position. In the study of boundary
estimates for Neumann boundary conditions, the function Φε(x) − x plays a similar role
as εχ(x
ε
) for interior estimates. The goal of this section is to prove the following uniform
Lipschitz estimate of Φε.
Theorem 6.1. Let Ω be a C1,α0 domain. Suppose that A ∈ Λ(µ, λ, τ) and A∗ = A. Then
‖∇Φε‖L∞(Ω) ≤ C, (6.2)
where C depends only on d, m, µ, λ, τ and Ω.
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Our proof of Theorem 6.1 uses the uniform L2 Rellich estimate for Neumann problem:∫
∂Ω
|∇uε|
2 dσ ≤ C
∫
∂Ω
∣∣∂uε
∂νε
∣∣2 dσ, (6.3)
for solutions of Lε(uε) = 0 in Ω. We mention that (6.3) as well as the uniform L
2 Rellich
estimate for the regularity of Dirichlet problem:∫
∂Ω
|∇uε|
2 dσ ≤ C
∫
∂Ω
∣∣∇tanuε∣∣2 dσ, (6.4)
was established by Kenig and Shen in [22] under the assumption that Ω is Lipschitz, A ∈
Λ(µ, λ, τ) and A = A∗ (also see [21] for the case of the elliptic equation). The constant C in
(6.3)-(6.4) depends only on d, m, µ, λ, τ and the Lipschitz character of Ω.
Lemma 6.2. Let Ω and L satisfy the same assumptions as in Theorem 6.1. Suppose that
Lε(uε) = 0 in Ω,
∂uε
∂νε
= g on ∂Ω, and
g =
∑
i,j
(
ni
∂
∂xj
− nj
∂
∂xi
)
gij,
where gij ∈ C
1(∂Ω) and n = (n1, . . . , nd) denotes the unit outward normal to ∂Ω. Then
|∇uε(x)| ≤
C
δ(x)
∑
i,j
‖gij‖L∞(∂Ω), (6.5)
for any x ∈ Ω, where δ(x) = dist(x, ∂Ω).
Proof. By the interior estimate (2.16) we only need to show that
|uε(x)− uε(z)| ≤ C
∑
i,j
‖gij‖L∞(∂Ω), (6.6)
where |x− z| ≤ cr and r = δ(x). Let Nε(x, y) denote the matrix of Neumann functions for
Lε on Ω. Note that
uε(x)− uε(z) =
∫
∂Ω
{
Nε(x, y)−Nε(z, y)
}
g(y) dσ(y)
=
∫
∂Ω
{
Nε(x, y)−Nε(z, y)
}∑
i,j
(
ni
∂
∂yj
− nj
∂
∂yi
)
gij(y) dσ(y)
= −
∑
i,j
∫
∂Ω
(
ni
∂
∂yj
− nj
∂
∂yi
){
Nε(x, y)−Nε(z, y)
}
· gij(y) dσ(y),
where we have used the fact that ni
∂
∂yj
−nj
∂
∂yi
is a tangential derivative on ∂Ω. Consequently
it suffices to show that ∫
∂Ω
∣∣∇y{Nε(x, y)−Nε(z, y)}∣∣ dσ(y) ≤ C, (6.7)
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if |x− z| ≤ cr and r = δ(x).
Let Q ∈ ∂Ω so that |x− Q| = dist(x, ∂Ω). By translation and rotation we may assume
that Q = 0 and
Ω ∩ {(x′, xd) : |x
′| < 8cr and |xd| < 8cr}
=
{
(x′, xd) : |x
′| < 8cr and ψ(x′) < xd < 8cr}
where ψ(0) = |∇ψ(0)| = 0 and c is sufficiently small. To establish (6.7) we will show that∫
|y|≤cr
∣∣∇y{Nε(x, y)−Nε(z, y)}∣∣ dσ(y) ≤ C, (6.8)
and there exists β > 0 such that for cr < ρ < r0,∫
|y−P |≤cρ
∣∣∇y{Nε(x, y)−Nε(z, y)}∣∣ dσ(y) ≤ C (r
ρ
)β
, (6.9)
where P ∈ ∂Ω and |P | = ρ. The estimate (6.7) follows from (6.8) and (6.9) by a simple
covering argument.
To see (6.8) we let
S(t) =
{
(x′, xd) : |x
′| < t and ψ(x′) < xd < ψ(x
′) + ct
}
.
Note that by Cauchy inequality, for t ∈ (cr, 2cr),{∫
|y|≤cr
∣∣∇y{Nε(x, y)−Nε(z, y)}∣∣ dσ(y)}2
≤ Crd−1
∫
∂S(t)
∣∣∇y{Nε(x, y)−Nε(z, y)}∣∣2 dσ(y)
≤ Crd−1
∫
∂S(t)
∣∣∣∣ ∂∂ν∗ε {Nε(x, y)−Nε(z, y)}
∣∣∣∣2 dσ(y),
(6.10)
where we have used the Rellich estimate (6.3) for the last inequality. Since
∂
∂ν∗ε (y)
{
Nε(x, y)−Nε(z, y)
}
= 0 in ∂Ω,
we may integrate both sides of (6.10) in t over (cr, 2cr) to obtain{∫
|y|≤cr
∣∣∇y{Nε(x, y)−Nε(z, y)}∣∣ dσ(y)}2
≤ Crd−2
∫
S(2cr)
∣∣∇y{Nε(x, y)−Nε(z, y)}∣∣2 dy. (6.11)
The desired estimate (6.8) now follows from estimate (5.8).
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The proof of (6.9) is similar to that of (6.8). Indeed, an analogous argument gives{∫
|y−P |≤cρ
∣∣∇y{Nε(x, y)−Nε(z, y)}∣∣2 dσ(y)}2
≤ Cρd−2
∫
|y−P |≤2cρ
∣∣∇y{Nε(x, y)−Nε(z, y)}∣∣2 dy
≤ C
(
r
ρ
)2γ
.
This completes the proof.
Let Ψε =
(
Ψαβε,j(x)
)
, where 1 ≤ j ≤ d, 1 ≤ α, β ≤ m and
Ψαβε,j(x) = Φ
αβ
ε,j (x)− xjδαβ − εχ
αβ
j
(x
ε
)
. (6.12)
Lemma 6.3. Suppose that Ω and L satisfy the same conditions as in Theorem 6.1. Then
|∇Ψε(x)| ≤
Cε
δ(x)
for any x ∈ Ω. (6.13)
Proof. Fix 1 ≤ ℓ ≤ d and 1 ≤ γ ≤ m. Let w = (w1, . . . , wm) = (Ψ1γε,ℓ, . . . ,Ψ
mγ
ε,ℓ ). Note that
Lε(w) = 0 in Ω. In view of Lemma 6.2 it suffices to show that there exists gij ∈ C
1(∂Ω)
such that 
∂w
∂νε
=
∑
i,j
(
ni
∂
∂xj
− nj
∂
∂xi
)
gij,
‖gij‖L∞(∂Ω) ≤ Cε.
(6.14)
To this end we observe that by the definition of Φαβε,j in (6.1),(
∂w
∂νε
)α
= nia
αβ
ij
(x
ε
) ∂
∂xj
{
Φβγε,ℓ
}
− nia
αβ
ij
(x
ε
) ∂
∂xj
{
xℓδβγ + εχ
βγ
ℓ
(x
ε
)}
= niaˆ
αβ
ij
∂
∂xj
{
xℓδβγ
}
− nia
αβ
ij
(x
ε
) ∂
∂xj
{
xℓδβγ + εχ
βγ
ℓ
(x
ε
)}
= niaˆ
αγ
iℓ − nia
αβ
ij
(x
ε
){
δjℓδβγ +
∂χβγℓ
∂xj
(x
ε
)}
,
where aˆαβij are the homogenized coefficients defined by (2.3). Let
Hαγiℓ (y) = aˆ
αγ
iℓ − a
αβ
ij (y)
{
δjℓδβγ +
∂χβγℓ
∂yj
(y)
}
. (6.15)
It follows from the definition of aˆαγiℓ that∫
[0,1]d
Hαγiℓ (y) dy = 0.
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Thus we may solve the Poisson equation on [0, 1]d with periodic boundary conditions,{
∆Uαγiℓ = H
αγ
iℓ in R
d,
Uαγiℓ (y) is periodic with respect to Z
d.
(6.16)
Since A(y) and ∇χ(y) are Ho¨lder continuous, ∇2Uαγiℓ is Ho¨lder continuous. In particular, we
have ‖∇Uαγiℓ ‖∞ ≤ C, where C depends only on µ, λ and τ .
Now let
F αγiℓk (y) =
∂
∂yk
{
Uαγiℓ (y)
}
.
Then
Hαγiℓ (y) =
∂
∂yk
{
F αγiℓk (y)
}
and hence (
∂w
∂νε
)α
= ni(x)H
αγ
iℓ
(x
ε
)
= ni(x)
∂
∂xk
{
εF αγiℓk
(x
ε
)}
.
(6.17)
We claim that
∂
∂yi
{
F αγiℓk (y)
}
= 0. (6.18)
Assume the claim is true. We may then write(
∂w
∂νε
)α
= ni(x)
∂
∂xk
{
εF αγiℓk
(x
ε
)}
− nk(x)
∂
∂xi
{
εF αγiℓk
(x
ε
)}
on ∂Ω. (6.19)
Since ‖εF αγiℓk (x/ε)‖∞ ≤ Cε, we obtain the desired (6.14).
Finally, to show (6.18), we observe that
∂
∂yi
{
Hαγiℓ (y)
}
= 0 in Rd,
which follows directly from (2.2). In view of (6.16) this implies that ∂
∂yi
{
Uαγiℓ (y)
}
is harmonic
in Rd. Since it is also periodic, we may deduce that ∂
∂yi
{
Uαγiℓ (y)
}
is constant. As a result,
∂
∂yi
{
F αγiℓk (y)
}
=
∂2
∂yk∂yi
{
Uαγiℓ (y)
}
= 0 in Rd.
This completes the proof of Lemma 6.2.
Proof of Theorem 6.1. It follows from (6.12) and (6.13) that
|∇Φε(x)| ≤ C +
Cε
δ(x)
for any x ∈ Ω. (6.20)
This implies that |∇Φε(x)| ≤ C if δ(x) ≥ cε. To estimate |∇Φε(x)| for x with δ(x) ≤ cε, we
use a standard blow-up argument.
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Fix j and β. Let w(x) = ε−1Φβε,j(εx). Then L1(w) = 0 and
∂w
∂ν1
=
∂Φβε,j
∂νε
(εx) = ni(εx)aˆ
αβ
ij .
Since Ω is a C1,α0 domain, its normal n(x) is Ho¨lder continuous. Thus, by the classical
regularity results for the Neumann problem with data in Ho¨lder spaces,
‖∇Φε‖L∞(B(Q,ε)∩Ω) ≤ C + C
{
1
εd
∫
B(Q,2ε)∩Ω
|∇Φε|
p dx
}1/p
(6.21)
for any p > 0, where Q ∈ ∂Ω and C depends only on d, m, p, µ, λ, τ and Ω. We remark
that estimate (6.21) with p = 2 is well known and the case 0 < p < 2 follows from the case
p = 2 by a convexity argument. Finally, it follows from (6.20) and (6.21) with p < 1 that
‖∇Φε‖L∞(B(Q,ε)∩Ω) ≤ C.
This finishes the proof of Theorem 6.1.
Remark 6.4. Fix η ∈ C∞0 (R
d−1) so that η(x′) = 1 for |x′| ≤ 2 and η(x′) = 0 for |x′| ≥ 3.
For any function ψ satisfying the condition (2.6), we may construct a bounded C1,α0 domain
Ωψ in R
d with the following property,
Dψη(4) ⊂ Ωψ ⊂
{
(x′, xd) : |x
′| < 8 and |xd| < 8(M0 + 1)
}
,{
(x′, (ψη)(x′)) : |x′| < 4
}
⊂ ∂Ωψ.
(6.22)
Clearly, the domain Ωψ can be constructed in such a way that Ωψ \{(x
′, (ψη)(x′)) : |x′| ≤ 4}
depends only on M0.
Let Φε(x) = Φε(x,Ωψ, A) be the matrix of functions satisfying (6.1) with Ω = Ωψ and
Φε(0) = 0. It follows from Theorem 6.1 that ‖∇Φε‖L∞(Ω) ≤ C, where C depends only on d,
m, µ, λ, τ and (α0,M0).
7 Boundary Lipschitz estimates
In this section we establish the uniform boundary Lipschitz estimate under the assumption
that A ∈ Λ(µ, λ, τ) and A∗ = A.
Theorem 7.1. Let Ω be a bounded C1,α0 domain. Suppose that A ∈ Λ(µ, λ, τ) and A∗ = A.
Let Lε(uε) = 0 in B(Q, ρ)∩Ω and
∂uε
∂νε
= g on B(Q, ρ)∩∂Ω for some Q ∈ ∂Ω and 0 < ρ < c.
Assume that g ∈ Cη(B(Q, ρ) ∩ ∂Ω) for some η ∈ (0, α0). Then
‖∇uε‖L∞(B(Q,ρ/2)∩Ω) ≤ C
{
ρ−1‖uε‖L∞(B(Q,ρ)∩Ω) + ‖g‖Cη(B(Q,ρ)∩∂Ω)
}
, (7.1)
where c = c(Ω) > 0 and C depends only on d, m, µ, λ, τ , η and Ω.
Let D(ρ) = D(ρ, ψ) and ∆(ρ) = D(ρ, ψ) be defined by (2.7) with ψ ∈ C1,α0(Rd−1),
ψ(0) = |∇ψ(0)| = 0 and ‖∇ψ‖Cα0 (Rd−1) ≤M0. We will use ‖g‖C0,η(K) to denote
inf
{
M : |g(x)− g(y)| ≤M |x− y|β for all x, y ∈ K
}
.
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Lemma 7.2. Let 0 < η < α0 and κ = (1/4)η. Let Φε = Φε(x,Ωψ, A) be defined as in
Remark 6.4. There exist constants ε0 > 0, θ ∈ (0, 1) and C0 > 0, depending only on d, m,
µ, λ, τ , η and (α0,M0), such that
‖uε− < Φε,Bε > ‖L∞(D(θ)) ≤ θ
1+κ, (7.2)
for some Bε = (b
β
ε,j) ∈ R
dm with the property that
|Bε| ≤ C0θ
−1‖uε‖L∞(D(θ)) and < n(0)Aˆ,Bε >= ni(0)aˆ
αβ
ij b
β
ε,j = 0,
whenever
ε < ε0, Lε(uε) = 0 in D(1),
∂uε
∂νε
= g on ∆(1), uε(0) = 0,
and
‖g‖C0,η(∆(1)) ≤ 1, g(0) = 0, ‖uε‖L∞(D(1)) ≤ 1. (7.3)
Proof. Let L0 = −div(A
0∇), where A0 = (aˆαβij ) is a constant m×m matrix satisfying (1.2).
By boundary Ho¨lder estimates for gradients of solutions to elliptic systems with constant
coefficients in C1,α0 domains,
‖w− < x, (∇w)D(r) > ‖L∞(D(r))
≤ C1r
1+2κ
{
‖g‖Cη(∆(1/2)) + ‖w‖L∞(D(1/2))
}
,
(7.4)
for any r ∈ (0, 1/4), whenever L0(w) = 0 in D(1/2),
∂w
∂ν0
= g on ∆(1/2) and w(0) = 0. The
constant C1 in (7.4) depends only on d, m, µ, η and (α0,M0). Observe that if
g(0) =< n(0)A0, (∇w)(0) >= 0,
then ‖g‖Cη(∆(1/2)) ≤ C‖g‖C0,η(∆(1/2)) and
| < n(0)A0, (∇w)D(r) > | = | < n(0)A
0, (∇w)D(r) − (∇w)(0) > |
≤ Cr2κ
{
‖g‖C0,η(∆(1/2)) + ‖w‖L∞(D(1/2))
}
.
(7.5)
Consequently, if we let B0 = (b
β
0,j) ∈ R
dm with
bβ0,j =
(
∂wβ
∂xj
)
D(r)
− nj(0)h
βγni(0)aˆ
γα
iℓ
(
∂wα
∂xℓ
)
D(r)
, (7.6)
where (hαβ)m×m is the inverse matrix of (ni(0)nj(0)aˆ
αβ
ij )m×m, then
‖w− < x,B0 > ‖L∞(D(0,r)) ≤ C2r
1+2κ, (7.7)
for any r ∈ (0, 1/4), provided that L0(w) = 0 in D(1/2),
∂w
∂ν0
= g on ∆(1/2), w(0) = 0,
‖g‖C0,η(∆(1/2)) ≤ 1, g(0) = 0 and ‖w‖L∞(D(1/2)) ≤ 1, (7.8)
where C2 depends only on d, m, µ, η and (α0,M0).
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Next we choose θ ∈ (0, 1/4) so small that 2C2θ
κ ≤ 1. We shall show by contradiction
that for this θ, there exists ε0 > 0, depending only on d, m, µ, λ, τ , η and (α0,M0), such
that estimate (7.2) holds with
bβε,j =
(
∂uβε
∂xj
)
D(θ)
− nj(0)h
βγni(0)aˆ
γα
iℓ
(
∂uαε
∂xℓ
)
D(θ)
, (7.9)
if 0 < ε < ε0 and uε satisfies the conditions in Lemma 7.2. We recall that (aˆ
αβ
ij ) in (7.9) is
the homogenized matrix given by (2.3). It is easy to verify that ni(0)aˆ
αβ
ij b
β
ε,j = 0. Also, by
the divergence theorem, |Bε| ≤ C0θ
−1‖uε‖L∞(D(θ)).
To show (7.2) by contradiction, let’s suppose that there exist sequences {εk}, {A
k}, {uεk},
{gk} and ψk such that εk → 0, A
k ∈ Λ(µ, λ, τ), ψk satisfies (2.6),
Lkεk(uεk) = 0 in Dk(1),
∂uεk
∂νεk
= gk on ∆k(1),
uεk(0) = gk(0) = 0,
(7.10)
‖gk‖C0,η(∆k(1)) ≤ 1, ‖uεk‖L∞(Dk(1)) ≤ 1, (7.11)
and
‖uεk− < Φ
k
εk
,Bkε > ‖L∞(Dk(θ)) > θ
1+κ, (7.12)
where Dk(r) = D(r, ψk), ∆k(r) = ∆(r, ψk), Φ
k
εk
= Φεk(x,Ωψk , A
k) and Bkε is given by (7.9).
By passing to subsequences we may assume that as k →∞,
Aˆk → A0,
ψk → ψ0 in C
1(|x′| < 4),
gk(x
′, ψk(x
′))→ g0(x
′, ψ0(x
′)) in C(|x′| < 1).
(7.13)
Since ‖uεk‖Cη(D(1/2,ψk)) + ‖Φ
k
εk
‖Cη(D(1/2,ψk)) ≤ C by Theorem 3.1, again by passing to subse-
quences, we may also assume that
uεk(x
′, xd − ψk(x
′))→ u0(x
′, xd − ψ0(x
′)) uniformly on D(1/2, 0),
Rkεk(x
′, xd − ψk(x
′)) converges uniformly on D(1/2, 0),
(7.14)
where Rkεk(x) = Φ
k
εk
(x) − x. Furthermore, in view of Theorem 2.3, we may assume that
L0(u0) = 0 in D(1/2, ψ0) and
∂u0
∂ν0
= g0 on ∆(1/2, ψ0), where L0 = −div(A
0∇).
Note that by Lemma 6.3, Rkεk(x
′, xd−ψk(x
′)) must converge to a constant. Since Rkεk(0) =
0, we deduce that Rkεk(x
′, xd − ψk(x
′)) converges uniformly to 0 on D(1/2, 0). Thus, in view
of (7.11)-(7.14), we may conclude that u0(0) = g(0) = 0,
‖g‖C0,η(∆(1/2,ψ0)) ≤ 1, ‖u0‖L∞(D(1/2,ψ0)) ≤ 1 (7.15)
and
‖u0− < x,B0 > ‖L∞(D(θ,ψ0)) ≥ θ
1+κ. (7.16)
This, however, contradicts with (7.7)-(7.8).
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Remark 7.3. Let w =< Φε,Bε >= Φ
αβ
ε,j (x)b
β
ε,j , where Φε and Bε are given by Lemma 7.2.
Then Lε(w) = 0 and
∂w
∂νε
= ni(x)aˆ
αβ
ij b
β
ε,j. In particular, we have w(0) = 0 and
∂w
∂νε
(0) = 0.
Also, note that in Lemma 7.2, one may choose any θ ∈ (0, θ1), where 2C2θ
κ
1 = 1. These
observations are important to the proof of the next lemma.
Lemma 7.4. Let κ, ε0, θ be the constants given by Lemma 7.2. Suppose that Lε(uε) = 0 in
D(1, ψ), ∂uε
∂νε
= g on ∆(1, ψ) and uε(0) = g(0) = 0. Assume that ε < θ
ℓ−1ε0 for some ℓ ≥ 1.
Then there exist Bjε ∈ R
dm for j = 0, 1, . . . , ℓ− 1, such that
< n(0)Aˆ,Bjε >= 0, |B
j
ε| ≤ CJ
and
‖uε −
ℓ−1∑
j=0
θκj < Πjε,B
j
ε > ‖L∞(D(θℓ,ψ)) ≤ θ
ℓ(1+κ)J, (7.17)
where
Πjε(x) = θ
jΦ ε
θj
(θ−jx,Ωψj , A),
J = max
{
‖g‖C0,η(∆(1,ψ)), ‖uε‖L∞(D(1,ψ))
}
and ψj(x
′) = θ−jψ(θjx′).
Proof. The lemma is proved by an induction argument on ℓ. The case ℓ = 1 follows by
applying Lemma 7.2 to uε/J . Suppose now that Lemma 7.4 holds for some ℓ ≥ 1. Let
ε < θℓε0. Consider the function
w(x) = θ−ℓ
{
uε(θ
ℓx)−
ℓ−1∑
j=0
θκj < Πjε(θ
ℓx),Bjε >
}
on D(1, ψℓ). Note that L ε
θℓ
(w) = 0 in D(1, ψℓ), w(0) = 0 and by the induction assumption,
‖w‖L∞(D(1,ψℓ)) ≤ θ
ℓκJ. (7.18)
Let
h(x) =
∂w
∂ν ε
θℓ
(x) on ∆(1, ψℓ).
Then
h(x) = g(θℓx)−
ℓ−1∑
j=1
θκj < n(θℓx)Aˆ,Bjε >, (7.19)
where n denotes the unit outward normal to ∆(1, ψ). It follows that h(0) = 0. Since
εθ−ℓ < ε0, we may then apply the estimate for the case ℓ = 1 to obtain
‖w− < Φ ε
θℓ
(x,Ωψℓ , A),B ε
θℓ
> ‖L∞(D(θ,ψℓ))
≤ θ1+κmax
{
‖h‖C0,η(∆(1,ψℓ)), ‖w‖L∞(D(1,ψℓ))
}
,
(7.20)
where B ε
θℓ
∈ Rdm satisfies the conditions < n(0)Aˆ,B ε
θℓ
>= 0 and
|B ε
θℓ
| ≤ Cmax
{
‖h‖C0,η(∆(1,ψℓ)), ‖w‖L∞(D(1,ψℓ))
}
. (7.21)
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It follows that
‖uε(x)−
ℓ−1∑
j=0
θκj < Πjε(x),B
j
ε > −θ
ℓ < Φ ε
θℓ
(θ−ℓx,Ωψℓ , A),B εθℓ
> ‖L∞(D(θℓ+1,ψ))
≤ θℓ+1+κmax
{
‖h‖C0,η(∆(1,ψℓ)), ‖w‖L∞(D(1,ψℓ))
}
.
(7.22)
To estimate the right hand side of (7.22), we observe that
‖h‖C0,η(∆(1,ψℓ)) ≤ θ
ℓη‖g‖C0,η(∆(1,ψ)) +
ℓ−1∑
j=0
θκj · CJ · θℓη‖n‖C0,η(∆(1,ψ))
≤ θ4ℓκJ
{
1 +
C‖n‖C0,η(∆(1,ψ))
1− θκ
}
,
since η = 4κ. Since 0 < η < α0, by making an initial dilation of x, if necessary, we may
assume that ‖n‖C0,η(∆(1,ψ)) is small so that
θκ
{
1 +
C‖n‖C0,η(∆(1,ψ))
1− θκ
}
≤ 1. (7.23)
This implies that
‖h‖C0,η(∆(1,ψℓ)) ≤ θ
ℓκJ. (7.24)
This, together with (7.18) and (7.22), gives
‖uε −
ℓ∑
j=0
θκj < Πjε,B
j
ε > ‖L∞(D(θℓ+1,ψ)) ≤ θ
(ℓ+1)(1+κ)J, (7.25)
where we have chosen Bℓε = θ
−ℓκB ε
θℓ
. Finally, in view of (7.21), (7.18) and (7.24), we have
|Bℓε| ≤ CJ . This completes the induction argument.
Lemma 7.5. Suppose that Lε(uε) = 0 in D(1) and
∂uε
∂νε
= g on ∆(1). Then∫
D(ρ)
|∇uε|
2 dx ≤ Cρd
{
‖uε‖
2
L∞(D(1)) + ‖g‖
2
Cη(∆(1))
}
, (7.26)
for any 0 < ρ < (1/2), where C depends only on µ, λ, τ , η and (M0, α0).
Proof. By subtracting a constant we may assume that uε(0) = 0. We may also assume that
g(0) = 0. To see this, consider
vαε (x) = u
α
ε (x)− Φ
αβ
ε,j (x)nj(0)b
β,
where (bβ) ∈ Rm solves the linear system ni(0)nj(0)aˆ
αβ
ij b
β = gα(0). Then Lε(vε) = 0 in D(1),
vε(0) = 0 and (
∂vε
∂νε
)α
(x) = gα(x)− ni(x)aˆ
αβ
ij nj(0)b
β on ∆(1).
29
Thus ∂vε
∂νε
(0) = 0. Since ‖Φε‖L∞(D(1))+‖∇Φε‖L∞(D(1)) ≤ C, the desired estimate for uε follows
from the corresponding estimate for vε.
Under the assumption that uε(0) = g(0) = 0, we will show that
‖uε‖L∞(D(ρ)) ≤ Cρ
{
‖uε‖L∞(D(1)) + ‖g‖Cη(∆(1))
}
, (7.27)
for any 0 < ρ < (1/2). Estimate (7.26) follows from (7.27) by Cacciopoli’s inequality (3.4).
Let κ, ε0, θ be the constants given by Lemma 7.2. Let 0 < ε < θε0 (the case ε ≥ θε0
follows from the classical regularity estimates). Suppose that
θi+1 ≤
ε
ε0
< θi for some i ≥ 1.
Let ρ ∈ (0, 1/2). We first consider the case ε
ε0
≤ ρ < θ. Then θℓ+1 ≤ ρ < ρℓ for some
ℓ = 1, . . . , i. It follows that
‖uε‖L∞(D(ρ)) ≤ ‖uε‖L∞(D(θℓ))
≤ ‖uε −
ℓ−1∑
j=0
θκj < Πjε,B
j
ε > ‖L∞(D(θℓ)) +
ℓ−1∑
j=0
θκj|Bjε|‖Π
j
ε‖L∞(D(θℓ))
≤ θℓ(1+κ)J + CJ
ℓ−1∑
j=0
θκj‖Πjε‖L∞(D(θℓ)),
(7.28)
where J = max
{
‖g‖C0,η(D(1)), ‖uε‖L∞(D(1))
}
and we have used Lemma 7.4. Recall that
Πjε(x) = θ
jΦ ε
θj
(θ−jx,Ωψj , A). By Remark 6.4 we have Π
j
ε(0) = 0 and ‖∇Π
j
ε‖L∞(D(1)) ≤ C.
Hence,
‖Πjε‖L∞(D(θℓ)) ≤ Cθ
ℓ.
This, together with (7.28), gives ‖uε‖L∞(D(ρ)) ≤ CρJ for any
ε
ε0
≤ ρ < 1
2
(the case θ ≤ ρ <
(1/2) is trivial).
To treat the case 0 < ρ < ε
ε0
, we use a blow-up argument. Let w(x) = ε−1uε(εx). Then
L1(w) = 0 in D(2ε
−1
0 , ψε) and
∂w
∂ν1
(x) = g(εx) on ∆(2ε−10 , ψε), where ψε(x
′) = ε−1ψ(εx′). By
the classical regularity estimate,
‖∇w‖L∞(D( 1
ε0
,ψε)) ≤ C
{
‖w‖L∞(D( 2
ε0
,ψε)) + ‖
∂w
∂ν1
‖Cη(∆( 2
ε0
,ψε))
}
.
It follows that
‖∇uε‖L∞(D( ε
ε0
)) ≤ C
{
ε−1‖u‖L∞(D( 2ε
ε0
)) + ‖g‖Cη(∆(1))
}
≤ CJ,
where we have used the estimate (7.27) with ρ = 2ε
ε0
for the last inequality. Finally, since
uε(0) = 0, for 0 < ρ <
ε
ε0
, we obtain
‖uε‖L∞(D(ρ)) ≤ Cρ‖∇uε‖L∞(D( ε
ε0
)) ≤ CρJ.
This completes the proof of (7.27).
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Proof of Theorem 7.1. By rescaling we may assume that ρ = 1. By a change of the
coordinate system, we may deduce from Lemma 7.5 that if P ∈ ∂Ω, |P − Q| < 1
2
and
0 < r < 1
4
, ∫
B(P,r)∩Ω
|∇uε|
2 dx ≤ Crd
{
‖uε‖
2
L∞(B(Q,1)∩Ω) + ‖g‖
2
Cη(B(Q,1)∩∂Ω)
}
,
where C depends only on d, m, µ, λ, τ , η and Ω. This, together with the interior estimate
(2.16), implies that
‖∇uε‖L∞(B(Q, 1
2
)∩Ω) ≤ C
{
‖uε‖L∞(B(Q,1)∩Ω) + ‖g‖Cη(B(Q,1)∩∂Ω)
}
.
The proof of Theorem 7.1 is now complete.
8 Proof of Theorem 1.2
Under the condition A ∈ Λ(λ, µ, τ), we have proved in Section 5 that
|Nε(x, y)| ≤
C
|x− y|d−2
if d ≥ 3. (8.1)
With the additional assumption A∗ = A, we may use Theorem 7.1 to show that for d ≥ 3,
|∇xNε(x, y)|+ |∇yNε(x, y)| ≤
C
|x− y|d−1
,
|∇x∇yNε(x, y)| ≤
C
|x− y|d
.
(8.2)
If d = 2, one obtains |Nε(x, , y)| ≤ Cγ|x−y|
−γ and |∇xNε(x, y)|+|∇yNε(x, y)| ≤ Cγ|x−y|
−1−γ
for any γ > 0 (this is not sharp, but sufficient for the proof of Theorem 1.2). Now, given
F ∈ Lq(Ω) for some q > d, let
vε(x) =
∫
Ω
Nε(x, y)F (y) dy.
Then Lε(vε) = F in Ω and
∂vε
∂νε
= − 1
|∂Ω|
∫
Ω
F on ∂Ω. Furthermore, it follows from pointwise
estimates on |∇xNε(x, y)| that ‖∇vε‖L∞(Ω) ≤ C ‖F‖Lq(Ω). Thus, by subtracting vε from uε,
we may assume that F = 0 in Theorem 1.2. In this case we may deduce from Theorems 7.1
and 3.1 that for Q ∈ ∂Ω,
‖∇uε‖L∞(B(Q,ρ/2)∩Ω) ≤ C
{(
−
∫
B(Q,ρ)∩Ω
|∇uε|
2
)1/2
+ ‖g‖Cη(∆(Q,ρ))
}
, (8.3)
where C depends only on d, m, µ, λ, τ , η and Ω. Since ‖∇uε‖L2(Ω) ≤ C‖g‖L2(∂Ω), the
estimate ‖∇uε‖L∞(Ω) ≤ C‖g‖Cη(∂Ω) follows from (8.3) and the interior estimate (2.16) by a
covering argument.
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9 Proof of Theorem 1.3
As we mentioned in Section 1, the case p = 2 is proved in [22] (for Lipschitz domains). To
handle the case p > 2, we need the following weak reverse Ho¨lder inequality.
Lemma 9.1. Let Ω be a bounded C1,α0 domain. Suppose that A ∈ Λ(λ, µ, τ) and A∗ = A.
Then, for Q ∈ ∂Ω and 0 < r < r0,
sup
B(Q,r)∩∂Ω
(∇uε)
∗ ≤ C
{
−
∫
B(Q,2r)∩∂Ω
|(∇uε)
∗|2 dσ
}1/2
, (9.1)
where uε ∈ W
1,2(B(Q, 3r) ∩Ω) is a weak solution to Lε(uε) = 0 in B(Q, 3r) ∩Ω with either
∂uε
∂νε
= 0 or uε = 0 on B(Q, 3r) ∩ ∂Ω.
Proof. Recall that the nontangential maximal function of (∇uε)
∗ is defined by
(∇uε)
∗(P ) = sup
{
|∇uε(x)| : x ∈ Ω and |x− P | < C0 dist(x, ∂Ω)
}
,
for P ∈ ∂Ω, where C0 = C(Ω) > 1 is sufficiently large. Note that
(∇uε)
∗(P ) = max
{
Mr,1(∇uε),Mr,2(∇uε)
}
,
where
Mr,1(∇uε)(P ) = sup
{
|∇uε(x)| : x ∈ Ω, |x− P | ≤ c0r and |x− P | < C0 dist(x, ∂Ω)
}
,
Mr,2(∇uε)(P ) = sup
{
|∇uε(x)| : x ∈ Ω, |x− P | > c0r and |x− P | < C0 dist(x, ∂Ω)
}
,
and c0 = c(Ω) > 0 is sufficiently small. Using interior estimate (2.16), it is easy to see that
supB(Q,r)∩∂ΩMr,2(∇uε) is bounded by the right hand side of (9.1). To estimate Mr,1(∇uε),
we observe that
sup
B(Q,r)∩∂Ω
Mr,1(∇uε) ≤ sup
B(Q,3r/2)∩Ω
|∇uε|
≤ C
{
−
∫
B(Q,2r)∩Ω
|∇uε|
2 dx
}1/2
≤ C
{
−
∫
B(Q,2r)∩∂Ω
|(∇uε)
∗|2 dσ
}1/2
.
(9.2)
We point out that the second inequality in (9.2) follows from the boundary Lipschitz estimate.
For Neumann condition ∂uε
∂νε
= 0 on B(Q, 3r) ∩ Ω, the estimate was given by Theorem 7.1,
while the case of Dirichlet condition follows from Theorem 2 in [3, p.805].
Lemma 9.2. Suppose that A ∈ Λ(λ, µ, τ) and A∗ = A. Let p > 2 and Ω be a bounded
Lipschitz domain. Assume that(
−
∫
B(Q,r)∩∂Ω
|(∇uε)
∗|p dσ
)1/p
≤ C
(
−
∫
B(Q,2r)∩∂Ω
|(∇uε)
∗|2 dσ
)1/2
, (9.3)
whenever uε ∈ W
1,2(B(Q, 3r) ∩ Ω) is a weak solution to Lε(uε) = 0 in B(Q, 3r) ∩ Ω and
∂uε
∂νε
= 0 on B(Q, 3r) ∩ ∂Ω for some Q ∈ ∂Ω and 0 < r < r0. Then the weak solutions to
Lε(uε) = 0 in Ω and
∂uε
∂νε
= g ∈ Lp(∂Ω) satisfy the estimate ‖(∇uε)
∗‖Lp(∂Ω) ≤ C ‖g‖Lp(∂Ω).
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Proof. This follows by a real variable argument originating in [9] and further developed in
[28, 29, 30]. In [24] the argument was used to prove that for any given p > 2 and Lipschitz
domain Ω, the solvability of the Neumann problem for Laplace’s equation ∆u = 0 in Ω
with Lp boundary data is equivalent to a weak reverse Ho¨lder inequality, similar to (9.3).
With the solvability of the L2 Neumann problem for Lε(uε) = 0 [22] and interior estimate
(2.16), the proof of the sufficiency of the weak reverse Ho¨lder inequality in [24, pp.1819-1821]
extends directly to the present case. We omit the details.
It follows from Lemmas 9.1 and 9.2 that Theorem 1.3 holds for p > 2. To handle the
case 1 < p < 2, as in the case of Laplace’s equation [12], one considers the solutions of the
L2 Neumann problem with atomic data ∂uε
∂νε
= a, where
∫
∂Ω
a = 0, supp(a) ⊂ B(Q, r) ∩ ∂Ω
for some Q ∈ ∂Ω and 0 < r < r0, and ‖a‖L∞(∂Ω) ≤ r
1−d. One needs to show that∫
∂Ω
(∇uε)
∗ dσ ≤ C. (9.4)
The case 1 < p < 2 follows from (9.4) by interpolation.
To prove (9.4), one first uses the Ho¨lder inequality and the L2 estimate ‖(∇uε)
∗‖L2(∂Ω) ≤
C ‖a‖L2(∂Ω) ≤ Cr
1−d
2 to see that ∫
B(Q,Cr)∩∂Ω
(∇uε)
∗ dσ ≤ C. (9.5)
Next, to estimate (∇u)∗ on ∂Ω \B(Q,Cr), we show that∫
B(P0,cρ)∩∂Ω
(∇uε)
∗ dσ ≤ C
(
r
ρ
)γ
, (9.6)
for some γ > 0, where ρ = |P0 −Q| ≥ Cr. Note that
uε(x) = b+
∫
B(Q,r)∩∂Ω
{
Nε(x, y)−Nε(x,Q)
}
a(y) dσ(y) (9.7)
for some b ∈ Rm. It follows that
|∇uε(x)| ≤ C −
∫
B(Q,r)∩∂Ω
∣∣∇x{Nε(x, y)−Nε(x,Q)}∣∣ dσ(y). (9.8)
Hence, if z ∈ Ω and cρ ≤ |z − P | < C0δ(z) for some P ∈ B(P0, cρ) ∩ ∂Ω,
|∇uε(z)| ≤ C
(
−
∫
B(z,cδ(z))
|∇u(x)|2 dx
)1/2
≤ C −
∫
B(Q,r)∩∂Ω
(
−
∫
B(z,cδ(z))
|∇x
{
Nε(x, y)−Nε(x,Q)
}
|2 dx
)1/2
dσ(y)
≤ Cρ1−d
(
r
ρ
)γ
,
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where δ(z) = dist(z, ∂Ω) and we have used the interior estimate, Minkowski’s inequality and
Theorem 5.2. This implies that∫
B(P0,cρ)∩∂Ω
M2,ρ(∇uε) dσ ≤ C
(
r
ρ
)γ
. (9.9)
Finally, to estimate M1,ρ(∇uε), we note that the L
2 nontangential maximal function
estimate, together with an integration argument, gives∫
B(P0,cρ)∩∂Ω
|M1,ρ(∇uε)|
2 dσ ≤
C
ρ
∫
B(P0,2cρ)∩Ω
|∇uε|
2 dx, (9.10)
(see [12] for the case of Laplace’s equation). It follows by Ho¨lder inequality that∫
B(P0,cρ)∩∂Ω
M1,ρ(∇uε) dσ ≤ Cρ
d−1
(
−
∫
B(P0,2cρ)∩Ω
|∇uε|
2 dx
)1/2
≤ C
(
r
ρ
)γ
,
(9.11)
where the last inequality follows from (9.8) and Theorem 5.2. In view of (9.9) and (9.11),
we have proved (9.5). The desired estimate∫
∂Ω\B(Q,Cr)
(∇uε)
∗ dσ ≤ C
follows from (9.5) by a simple covering argument. This completes the proof of (9.4) and
hence of Theorem 1.3.
Remark 9.3. The estimate ‖∇uε‖Lq(Ω) ≤ C‖g‖Lp(∂Ω) with q =
pd
d−1
in Theorem 1.3 follows
from Theorem 1.1, using the fact that Lp(∂Ω) ⊂ B−
1
q
,q(∂Ω). The estimate also follows from
the observation that ‖w‖Lq(Ω) ≤ C‖(w)
∗‖Lp(∂Ω) for any w in a Lipschitz domain Ω. To see
this, we note that
|w(x)| ≤ C
∫
∂Ω
(w)∗(Q)
|x−Q|d−1
dσ(Q). (9.12)
By a duality argument, it then suffices to show that the operator
I1(f)(x) =
∫
Ω
f(y)
|x− y|d−1
dy
is bounded from Lq
′
(Ω) to Lp
′
(∂Ω). This may be proved by using fractional and singular
integral estimates (see e.g. [29, p.712]).
Remark 9.4. Suppose that d ≥ 3. For g ∈ Lp(∂Ω), consider the Lp Neumann problem in
the exterior domain Ω− = R
d \ Ω,
Lε(uε) = 0 in Ω−,
∂uε
∂νε
= g on ∂Ω,
(∇uε)
∗ ∈ Lp(∂Ω) and uε(x) = O(|x|
2−d) as |x| → ∞.
(9.13)
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It follows from [22] that if p = 2 and Ω is a bounded Lipschitz domain with connected
boundary, the unique solution to (9.13) satisfies the estimate ‖(∇uε)
∗‖L2(∂Ω) ≤ C ‖g‖L2(∂Ω)
(if ∂Ω is not connected, the data g needs to satisfy some compatibility conditions). An
careful inspection of Theorem 1.3 shows that the L2 results extend to Lp for 1 < p < ∞, if
Ω is a bounded C1,α domain.
10 Lp Regularity problem
In this section we outline the proof of the following.
Theorem 10.1. Suppose that A ∈ Λ(µ, λ, τ) and A∗ = A. Let Ω be a bounded C1,α domain
with connected boundary and 1 < p <∞. Then, for any f ∈ W 1,p(∂Ω), the unique solution
to Lε(uε) = 0 in Ω, uε = f on ∂Ω and (∇uε)
∗ ∈ Lp(∂Ω) satisfies the estimate
‖(∇uε)
∗‖Lp(∂Ω) ≤ C ‖∇tanf‖Lp(∂Ω), (10.1)
where C depends only on d, m, p, µ, λ, τ and Ω.
The case p = 2 was proved in [22] for Lipschitz domains. The case p > 2 follows from
Lemma 9.1 and the following analog of Lemma 9.2.
Lemma 10.2. Suppose that A ∈ Λ(λ, µ, τ) and A∗ = A. Let p > 2 and Ω be a bounded
Lipschitz domain with connected boundary. Assume that(
−
∫
B(Q,r)∩∂Ω
|(∇uε)
∗|p dσ
)1/p
≤ C0
(
−
∫
B(Q,2r)∩∂Ω
|(∇uε)
∗|2 dσ
)1/2
, (10.2)
whenever uε ∈ W
1,2(B(Q, 3r)∩Ω) is a weak solution to Lε(uε) = 0 in B(Q, 3r)∩Ω and uε = 0
on B(Q, 3r) ∩ ∂Ω for some Q ∈ ∂Ω and 0 < r < r0. Then the weak solution to Lε(uε) = 0
in Ω and uε = f ∈ W
1,p(∂Ω) satisfies the estimate ‖(∇uε)
∗‖Lp(∂Ω) ≤ C ‖∇tanf‖Lp(∂Ω), where
C depends only on d, m, p, µ, λ, τ , r0, C0 and Ω.
The proof of Lemma 10.2 is similar to that of Lemma 9.2. We refer the reader to [23]
where a similar statement was proved for elliptic equations with constant coefficients.
To handle the case 1 < p < 2, we follow the approach for Laplace’s equation in Lipschitz
domains [12] and consider L2 solutions with Dirichlet data uε = a, where supp(a) ⊂ B(Q, r)∩
∂Ω for some Q ∈ ∂Ω and 0 < r < r0, and ‖∇tana‖L∞(∂Ω) ≤ r
1−d. By interpolation it suffices
to show estimate (9.4). Note that |a| ≤ Cr2−d. Using the estimates on Green’s functions in
[3], one has
|∇uε(x)| ≤
Cr
|x−Q|d
if |x−Q| ≥ Cr. (10.3)
Estimate (9.4) follows easily from the L2 estimate ‖(∇uε)
∗‖L2(∂Ω) ≤ C‖∇tana‖L2(∂Ω) and
(10.3).
Remark 10.3. One may also consider the Lp regularity problem for the exterior domain:
given f ∈ W 1,p(∂Ω), find a solution uε to Lε(uε) = 0 in Ω− such that uε = f on ∂Ω,
(∇uε)
∗ ∈ Lp(∂Ω) and uε(x) = O(|x|
2−d) as |x| → ∞. It follows from [22] that if Ω is
a bounded Lipschitz domain in Rd, d ≥ 3, then the unique solution to the L2 regularity
problem in Ω− satisfies the estimate ‖(∇uε)
∗‖L2(∂Ω) ≤ C ‖∇tanf‖W 1,2(∂Ω). An inspection of
Theorem 10.1 shows that the L2 result extends to Lp for 1 < p <∞, if Ω is a C1,α domain.
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11 Representation by layer potentials
For f ∈ Lp(∂Ω), the single layer potential uε = Sε(f) and double layer potential wε = Dε(f)
for the operator Lε in Ω are defined by
uαε (x) =
∫
∂Ω
ΓαβA,ε(x, y)f
β(y) dσ(y),
wαε (x) =
∫
∂Ω
(
∂
∂ν∗ε
{
ΓαA∗,ε(y, x)
})β
fβ(y) dσ(y),
(11.1)
where ΓA,ε(x, y) and ΓA∗,ε(x, y) = (ΓA,ε(y, x))
∗ are the fundamental solutions for Lε and
(Lε)
∗ respectively. Both Sε(f) and Dε(f) are solutions of Lε(u) = 0 in R
d \ ∂Ω. Under the
assumptions that A ∈ Λ(µ, λ, τ) and Ω is a bounded Lipschitz domain, it was proved in [22]
that for 1 < p <∞,
‖
(
∇Sε(f)
)∗
‖Lp(Ω) + ‖
(
Dε(f)
)∗
‖Lp(∂Ω) ≤ Cp‖f‖Lp(∂Ω),
where Cp depends only on d, m, µ, λ, τ , p and the Lipschitz character of Ω. Furthermore,
(∇uε)±(P ) exists for a.e. P ∈ ∂Ω,
(
∂uε
∂νε
)
±
= (±1
2
I+KA,ε)(f) and (wε)± = (∓
1
2
I+K∗A∗,ε)(f),
where K∗A∗,ε is the adjoint of KA∗,ε. Here (u)± denotes the nontangential limits on ∂Ω of u,
taken from Ω and Ω− respectively.
Let Lp0(∂Ω,R
m) denote the space of functions in Lp(∂Ω,Rm) with mean value zero.
Theorem 11.1. Let Ω be a bounded C1,α domain in Rd, d ≥ 3 with connected boundary.
Suppose that A ∈ Λ(µ, λ, τ) and A∗ = A. Then, for 1 < p <∞,
1
2
I +KA,ε : L
p
0(∂Ω,R
m)→ Lp0(∂Ω,R
m),
−
1
2
I + K∗A∗,ε : L
p(∂Ω,Rm)→ Lp(∂Ω,Rm),
Sε : L
p(∂Ω,Rm)→ W 1,p(∂Ω,Rm),
(11.2)
are invertible and the operator norms of their inverses are bounded by a constant independent
of ε.
Proof. The case p = 2 was proved in [22] for Lipschitz domains. If Ω is C1,α, the results for
p 6= 2 follow from the solvabilities of the Lp Neumann and regularity problems with uniform
estimates in Ω and Ω− (see Theorem 1.3, Theorem 10.1, Remarks 9.4 and 10.3).
As a corollary, solutions to the Lp Dirichlet, Neumann and regularity problems for
Lε(uε) = 0 may be represented by layer potentials with uniformly L
p bounded density
functions. This shows that the classical method of integral equations applies to the elliptic
system Lε(uε) = 0.
Theorem 11.2. Let 1 < p < ∞. Under the same assumptions on A and Ω as in Theorem
11.1, the following holds.
(i) For g ∈ Lp(∂Ω), the solution to the Lp Dirichlet problem in Ω with uε = g on ∂Ω is given
by uε = Dε(hε) with ‖hε‖Lp(∂Ω) ≤ Cp‖g‖Lp(∂Ω).
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(ii) For g ∈ Lp(∂Ω), the solution to the Lp Neumann problem in Ω with ∂uε
∂νε
= g on ∂Ω is
given by uε = Sε(hε) with ‖hε‖Lp(∂Ω) ≤ Cp‖g‖Lp(∂Ω).
(iii) For g ∈ W 1,p(∂Ω), the solution to the Lp regularity problem in Ω with uε = g on ∂Ω is
given by uε = Sε(hε) with ‖hε‖Lp(∂Ω) ≤ Cp‖g‖Lp(∂Ω).
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