The solvability of the following three-dimensional product-type system of difference equations
Introduction
There has been a huge interest on difference equations and systems of difference equations (see, for example, and the references therein). The classical problem of solving difference equations, among other topics, has re-attracted some recent interest (see, for example, [3, 20, [23] [24] [25] [26] [27] [28] [30] [31] [32] [33] and the references therein). The solvability problem is of interest, since it is expected that obtained formulas for solutions to some equations and systems can help in studying the long-term behavior of the solutions. In 2004, we presented a method for solving a generalization of a nonlinear difference equation for which some formulas for their solutions had been given without any explanation how they were obtained, which have had some impact in the interest, and the methods and ideas therein have been applied and developed later in a series of papers (see, for example, [3, 20, 30] and the references therein). The main feature of these papers is that the equations and systems therein have been solved by using some changes of variables that transform them into the linear solvable ones (for the classical theory of linear difference equations and systems, see, for example, [6, [8] [9] [10] ). In [1] , a solvable equation is studied in another way. Motivated, essentially, by papers [11] [12] [13] , several experts started investigating symmetric, cyclic and other closely related systems of difference equations, which we frequently call close-to-symmetric/cyclic (see, for example, [3, [14] [15] [16] [17] [21] [22] [23] [24] [25] [27] [28] [29] [30] [31] [32] [33] and the references therein). As it can be seen, many of the above quoted papers belong to both areas, that is, they deal with some solvable close-to-symmetric systems of difference equations.
In a series of papers, we have studied some equations and systems, which, for some values of parameters, are reduced to product-type ones (see, for example, [29] , as well as [4, 5, 19] and the references therein). The product-type equations and systems have helped to some extent in the study of the original/general equations and systems.
If the constant in the system in [29] is taken to be zero, and only positive solutions are considered, then the following system is obtained:
When the initial values are positive, then system (1) can be solved by using a well-known method (see, for example, the explanation in [24] ). However, if they are complex, then we immediately see that there is a problem with multi-valuedness of functions
for non-integer p-s. These facts have motivated us to study the solvability of product-type systems in the complex domain. The first paper in the area was [28] where we have studied a two-dimensional relative of system (1), while the solvability of the following generalization of system (1)
, was studied in [24] . The next paper on the topic was [31] , where we further developed our methods for solving product-type systems. In [26] , we came across some product-type equations with multipliers, which motivated us to add some multipliers in the study of product-type systems, which had not been previously done in [24, 28, 31] . The first system with multipliers was studied in [23] . Having published [23] , we got the idea of studying the solvability of product-type systems of the form
where k, l, m, s ∈ N, a, b, c, d ∈ Z and α, β ∈ C. The study has been conducted in a series of papers (see [25, 27, 32, 33] , where some special cases of system (2) were studied in detail), with the aim to find all solvable systems of this type and to find closed-form formulas for their solutions. It should be pointed out that there are only finitely many solvable systems of the type, which is connected to the well known fact that there are polynomials of degree greater than or equal to five, which are not solvable by radicals. To the equations treated in [25, 27, 32, 33] are essentially associated some polynomials of degree less than or equal to four, which helped in solving them. A detailed analysis of the structure of solutions to an equation whose associated polynomial is of the fourth order can be found in [27] . Since the study of solvable two-dimensional product-type systems is about finishing, it is a natural problem to find all three-dimensional product-type systems with multipliers, which are solvable in closed form. Here, we start considering the problem by investigating the solvability of the following three-dimensional close-to-cyclic product-type system of difference equations:
for n ∈ N 0 , where
As far as we know, this is the first paper devoted to investigating of a three-dimensional product-type system of difference equations with multipliers in the complex domain. Our main results extend several of the results on the solvability in the literature. Note that the case when one of the multipliers α, β, γ or initial values x −i , y −i , z −i , i ∈ {0, 1} is zero is excluded from the investigation, since, in the case, trivial or not well-defined solutions are obtained.
Main Result
This section presents our main result. Before we do this, we give a list of first several members of sequences x n , y n and z n defined by (3), which will be used in the proof of the result. We have
is solvable.
Proof of Theorem 1. From (3) and since α, β, γ ∈ C \ {0} and
, it easily follows that x n y n z n = 0 for every n ≥ −1.
We have
= βγ c (αy
for n ≥ 2. From Equations (5), (7) and (9), we get, respectively,
x c f +d
for n ∈ N. Taking Equation (10) to the ac + b-th power and using (11),
, is obtained, that is,
Taking Equation (6) to the c f + d-th power and using (12) ,
Taking Equation (8) to the a f + g-th power and using (13) is obtained
, that is,
for i = −1, 0, 1. Then, Equations (14)- (16) can be written in the form
for m ≥ 2 and i = −1, 0, 1. By using Equation (18) with m → m − 1, into Equation (18), we have
for m ≥ 3 and i = −1, 0, 1, where
Assume that, for some k ≥ 2, we have proved that
for m ≥ k + 1 and i = −1, 0, 1, where
Then, by using Equation (18) with m → m − k into Equation (23), we get
for m ≥ k + 2 and i = −1, 0, 1, where
Relations (21), (22), (25), (26) along with the induction show that (23) and (24) 
From the first two equations in (26) , it follows that
The third equalities in (17) and (24) imply
for k ∈ N and i = −1, 0, 1. Similarly is obtained
for m ≥ k + 1 and i = −1, 0, 1. By taking k = m − 1 in Equations (23), (29) and (30), using the second relation in (24) , and the fact that due to (17) and (24) k ) k∈N , are the same for i ∈ {−1, 0, 1}, and denoting them by a k , b k , u k , we get
for m ≥ 3 and i = −1, 0, 1.
Employing (4) and (24), in (31)- (33), we have 
for m ≥ 3. Case b = 0. In this case, we have a n+1 = (ac f + ad + cg)a n , n ≥ 2, from which along with (17) and (24), it follows that
for n ∈ N.
From (28) and (43), it follows that
and consequently
when ac f + ad + cg = 1, while 
for m ≥ 3. Subcase ac f + ad + cg = 1. Employing (43) and (44) in (46)- (54),
is obtained for m ≥ 3. Subcase ac f + ad + cg = 1. Employing (43) and (45) in (46)- (54),
is obtained for m ≥ 3. Case d = 0. In this case, we have a n+1 = (ac f + b f + cg)a n , n ≥ 2, from which, along with (17) and (24), it follows that
From (28) and (73), it follows that
when ac f + b f + cg = 1, while
when ac f + b f + cg = 1.
On the other hand, from (34)-(42), we get 
for m ≥ 3.
We have to consider two subcases.
Subcase ac f + b f + cg = 1. Employing (73) and (74) in (76)- (84),
is obtained for m ≥ 3. Subcase ac f + b f + cg = 1. Employing (73) and (75) in (76)-(84),
is obtained for m ≥ 3. Case g = 0. In this case, we have a n+1 = (ac f + ad + b f )a n , n ≥ 2, from which along with (17) and (24), it follows that a n = (ac f + ad + b f ) n , n ∈ N.
From (28) and (103), it follows that
when ac f + ad + b f = 1, while u n = n, n ∈ N, is equal to zero (if λ j > 0, j = 1, 3, and α, β, γ ∈ R + , the statement is immediately obtained by transforming system (158) to a linear one, by taking the logarithm; the case when some of these parameters are complex is dealt with in another way). It is easy to see that the equation ∆ = 0 has many solutions in the set Z 6 . Hence, the systems, in general cases, are not equivalent.
