Abstract-Based on an evidential reasoning framework, a general multi-level evaluation process is developed in this paper for dealing with a multiple attribute decision making (MADM) problem with both quantitative and qualitative attributes. In this new process, a qualitative attribute may be evaluated by uncertain subjective judgments through multiple levels of factors and each of the judgments may be assigned by single or multiple experts in any rational way within the evidential reasoning framework. The qualitative attributes can then be quantified by means of general evaluation analysis and evidential reasoning. A few evaluation analysis models and the corresponding evidential reasoning algorithms are explored for parallel combmation and hierarchical propagation of factor evaluations. With all the qualitative attributes being quantified by this rational process, the MADM problem represented by an extended decision matrix is then transformed into an ordmary decision matrix, which can be dealt with using a traditional MADM method. This new general evaluation process and the hybrid decision making procedure are demonstrated using a multiple attribute motor cycle evaluation problem with uncertainty.
, [13] , [18] , which may simply be called hybrid MADM problems in this paper. To solve a hybrid MADM problem, the first step is to evaluate and quantify the state of a qualitative attribute at each alternative design. To do so, a few evaluation grades may be defined, to which the state of the attribute at each alternative design may be evaluated [9] , [24] .
It has been realized that multiple factor analysis and reasoning with uncertain subjective judgments are essential for evaluation and quantification of qualitative attributes [lo] , [20] , [24] , [28] . The evidential reasoning approach was therefore explored in [24] , based upon an evaluation analysis model [21] , [28] and the evidence combination rule of the Dempster-Shafer (simply D-S) theory [2] , [12] . This approach is different from other MADM approaches using other uncertainty models in that it can deal with incomplete uncertain decision knowledge in a more rational way through multiple factor analysis and evidential reasoning [24] . Such ability for handling incomplete representation of uncertainty will be enhanced in a new process developed in this paper. In the approach reported in [24] , it is assumed that factors are directly associated with the evaluations of a qualitative attribute and that each of the Manuscript received March 24, 1993; revised November 15, 1993 . The authors are with the Engineering Design Centre, University of Newcastle upon Tyne, Newcastle upon Tyne, NE1 7RU, United Kingdom.
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factors can be directly evaluated using subjective judgments with the uncertainty being only assigned to two adjacent single evaluation grades simultaneously. In [26] , this approach was extended to facilitate hierarchical factor analysis with the factors being of a two-level structure and with uncertainty being assigned to any single evaluation grades. However, even the two-level factor structure may not always be sufficient to perform preference analysis in more general decision situations as a lower-level factor may still denote too abstract a concept and it may then be evaluated through more detailed sub-factors associated with it. Similarly, upper-level factors may be further aggregated into more abstract factors which may be more suitable for evaluation. Consequently, the set of factors associated with the evaluations of an attribute may constitute a hierarchy. Factors at the top level of the hierarchy are the most abstract ones and are directly connected with the attribute. Their states are determined by more detailed factors in lower levels. Only factors at the bottom level of the hierarchy can be evaluated directly by a single or multiple experts. Based on this view of evaluations by hierarchical aggregation of information [14] , [29] , this paper is intended to develop a general multi-level evaluation process. In the process, a few hierarchical evaluation analysis models and evidential reasoning algorithms are explored, so that qualitative attributes in a hybrid MADM problem can be evaluated and quantified by means of hierarchical factor analysis and evidential reasoning. As a result, the hybrid MADM problem can be transformed into an ordinary MADM problem and may then be solved using a traditional MADM method.
In the development of the new process, it has been realized that uncertainty may be assigned not only to any single evaluation grades but also to their rational combinations. This new process is so elaborately developed that it can handle any such rational uncertain subjective judgments given by single or multiple experts within the evidential reasoning framework. This enhanced ability for treating incomplete uncertainty probably makes this new process significantly different from other MADM methods using other uncertainty models. In addition, a methodology for the rational transformation of the implied uncertainty contained in uncertain subjective judgments into basic probability assignments required in the D-S theory is put forward.
In section 11, a hierarchical analysis for a hybrid MADM problem with uncertainty is presented. A basic evaluation analysis model and a basic factor combination algorithm are then explored. Section I11 concentrates on the development of the general evaluation process, in which a few hierarchical evalu-0018-9472/94$04.00 0 1994 IEEE alternatives quantitative attributes bt) qualitative attributes 01, ) ation analysis models and the corresponding evidential reasoning algorithms are developed. A hierarchical evaluation analysis for a comprehensive multiple attribute motor cycle evaluation problem is then presented to illustrate the new process.
n. BASIC EVALUATION ANALYSIS MODEL AND ALGORITHM

A. Hierarchical Analysis for Hybrid MADM With Uncertainty
A hybrid MADM problem may be expressed by an extended decision matrix, as shown in Table I , where y,k is a numerical value of a quantitative attribute yk at an alternative design U,(T = 1 , . . . , R; k = 1,. . . , k l ) and SJ,k are subjective judgments for evaluation of the state of a qualitative attribute problem is to rank these designs a, ( r = 1 , . . . , R) or select the best compromise design from them with both quantitative and qualitative attributes being simultaneously satisfied to the extent possible.
To deal with such a hybrid decision making problem, a qualitative attribute yk needs to be measured at first. The following set of evaluation grades may thus be defined for evaluation yk at a, (T = 1 , . .. , R ; k = kl + 1 , . .. ,kl + kz). The
Furthermore p(H,)(n = 2, . . . , N -1) should be so assigned that the additional consistency condition, defined by (8) in next subsection, can be satisfied. The state of a qualitative attribute yk at a design a,, denoted by S(yk(a,)), may be evaluated using the defined grades and quantified using the so-called preference degree, which is the function of p(H,)(n = 1,. . . , N ) and is denoted by p(yk(a,)) E [-1 11. If p(yk(a,)) is obtained for every qualitative attribute at each altemative design in a hybrid MADM problem, then the extended decision matrix representing the problem can be transformed into an ordinary decision matrix which may then be dealt with using some appropriate MADM method.
A simple way of obtaining p(yk(a,)) is to evaluate S(yk(a,)) to one of the evaluation grades, say H,. Then, p(yk(a,) ) is assigned to be p(H,), i.e. p(yk(a,)) = P(H,).
This way is acceptable if the expert is able to evaluate an attribute synthetically and deterministically. Generally speaking, however, that is not the case. First of all, an attribute may represent an aggregated technical or economical concept so that it is comparable with other attributes. Such an attribute may only be evaluated through a set of detailed factors, which are associated with the evaluations of the attribute and which may constitute a hierarchical structure. In addition to this, the expert may not always be one hundred percent sure that the state of a factor at an altemative design is exactly confirmed to one of the evaluation grades. Thus, one or more single evaluation grades or even their combinations may simultaneously be confirmed with total confidence of anything up to one hundred percent.
In a problem of ranking four types of motor cycle [lo] , for example, both quantitative and qualitative attributes need to be taken into account and the attribute operation may be defined as one of the qualitative attributes. To evaluate the operation of a motor cycle, the following set of distinct evaluation grades is defined
Because operation is an abstract technical concept and is not easy to evaluate directly, it is decomposed into three detailed concepts, handling, transmission and brakes, which may be referred to as factors. If a detailed concept is still too abstract to evaluate directly, it may be further decomposed into more detailed concepts. For instance, the concept of brakes is measured by stopping power, braking stability, and feel at control, which can probably be directly evaluated by an expert and may therefore be referred to as basic factors.
Generally speaking, a qualitative attribute may be evaluated through multiple factors which may constitute a hierarchical structure. For instance, the hierarchy for evaluation of the operation of a motor cycle can be built as in Fig. 1 . If the stopping power, braking stability and feel at control of a motor cycle are all good, its brakes are good. Furthermore, its operation is regarded to be good if its handling, transmission and brakes are all good. However, the evaluations provided by an expert or multiple experts for basic factors may not always be so deterministic or consistent. To evaluate the operation of "Yamaha" (an alternative motor cycle), for example, an expert may only be able to state that he is i) 30 percent sure that its stopping power is average and 60 percent sure that it is good, ii) absolutely sure that its braking stability is good, and iii) 50 percent sure that the its feel at control is good and 50
In the statements, the percentage values of 30, 50, 60 and 100 (absolutely sure) may be referred to as the degrees of confidence associated with the stopping power, braking stability and feel at control of "Yamaha" being evaluated to average, good and excellent. The confidence degrees represent uncertainty in the evaluations. These statements may be expressed using a table, such as Table 11 .
Such uncertain and diverse subjective judgments are often provided for evaluation of other basic factors. The problem is then to synthesize such judgments so as to evaluate and quantify the operation of "Yamaha" in a rational manner. In this way, other qualitative attributes may be evaluated and quantified as well. Based on such rational quantification of qualitative attributes, further decision analysis may then be performed so that the motor cycles can be ranked. The rest of the paper is therefore devoted to developing a general evaluation process for dealing with such a hybrid decision making problem by means of hierarchical factor analysis, evidential reasoning and alternative ranking. percent sure that it is excellent.
B. Basic Evaluation Analysis Model
An evaluation analysis model is used to represent a framework in which multiple factor analysis and reasoning with uncertain decision knowledge can be performed for evaluation and quantification of a qualitative attribute [24] , [28] .
A basic evaluation analysis model may be constructed as shown in Fig. 2 , in which only a single level of basic factors are involved. However, this model is a basic element in a framework for constructing more general evaluation analysis models for hierarchical factor analysis.
In Fig. 2 , e: denotes a basic factor such as stopping power, which can be directly evaluated for a given design. The set of basic factors for evaluation of yk is defined by m& = m(H,/e:(a)) expresses a basic probability assignment to which a factor ejk supports a hypothesis that the state of an attribute Y k at a design a is confirmed to H,. mij can be generated from the given confidence degree and the normalized relative weight of e:. mi = m(Hn/Ek(a)) represents an overall probability assignment to which the state of Y k at a is confirmed to Hn by the whole factor set Ek. m; is obtained by combining all m i j ( j = 1, . . . , Lk; n = l , . . . , N).
Suppose &(a,) denotes a confidence degree associated with the state of a basic factor ej k at design a, being evaluated to H,. Then, an.uncertain subjective judgment for evaluation of the state of e:(a,), such as statements i), ii) or iii) above, may be expressed by the following expectation n=l which indicates that the state of e; at a design a, is evaluated to Hn with a confidence degree of prj(a,) for n = 1, . . . , N.
In (6), we assume that the state of a basic factor e; at a, may be evaluated to any single evaluation grade defined in H instead of to two adjacent grades [24] . More general uncertain subjective judgments can be handled as well, as discussed in section 111-C of this paper. S(ei(a,) ) may then be quantified using its preference degree, defined as the following expected scale [24] N P,,kj = P ( e $ ( a~) ) = /%j(%)p(Hn) Suppose 9 is a subset of H, that is 9 G H, and m: is an overall probability assignment to which the state of y k at a, is confirmed to 9 by the factor set Ek, or m: = m(9/Ek(a,)).
If mt for all 9 G H are generated from M ( y k / E k ) , then the state of yk at a, may be expressed by the following expectation
The preference degree of yk(a,), i.e. p ( y k ( a , ) ) , is used to quantify S ( y k ( a ) ) and may thus be defined as the following expected scale
where p ( 9 ) is the scale of 9 and is defined as the average of p(H,) for all Hn G 9 [24] . A qualitative attribute quantified by (12) possesses the basic property of its marginal utilities being monotonous. In other words, for two designs, a, and ah, S(y~(a,)) is preferred to S ( y k ( a h ) ) if and only if p,k > p h k . Such quantification can thus form a rational basis for further decision analysis. In the next-section, a basic evidential reasoning algorithm is developed for generating mt
C. Basic Evidential Reasoning Algorithm
Suppose all the evaluation grades in H are defined as distinct grades. In other words, the absolute confirmation can only be given to one subset in H at a time and the total confidence degree of the simultaneous confirmations of 9 for all 9 C H must be one or smaller than one. Suppose the evaluation grades in H cover all possible grades which may be used for evaluation of Yk. Then, the evidence combination rule of the Dempster-Shafer theory may be applied to combine 
Since the direct use of the combination rule results in exponential increase in computational complexity, a new operational combination algorithm is explored to obtain m ( Q / E k ( a ) ) from M ( y k / E k ) defined by (IO). This new algorithm is an extension of the two algorithms presented in [24] .
The "intersection tableau" [2] , [24] with values of probability assignments along the rows and columns, respectively, is adopted to develop the new algorithm for factor combination. Define a factor subset eIk(i)(a) and a combined probability assignment mE (i) ( a ) as follows AnB=0 eI,(i)(a) = {e:(a)...ei(a)},l I I Lk;
where m( 9 / e I k ( i ) ( a ) ) is a combined probability assignment to 9 confirmed by eIk(;)(a).
To combine eIk(2)(u) . = {e:(u)eE(u)}, an intersection
tableau is constructed as in Table 111 . From the combination rule defined by (13) to (15), we have
(17) is called the basic factor combination algorithm. Obviously, mE(i+l) = o for any 9 5 H other than 9 = Hn(n = 1 , . . . , N) and H.
It can be proved from the combination procedure that m;k(Ls) is the overall probability assignment to 9 ( G H ) 
. N) and H (19)
Consequently, ( 1 1) and (12) can be simplified by
D. Assignment of Normalized Weights
The normalized weights x k of the factors are used to transform the given confidence degrees for evaluation of the single factors into the basic probability assignments (or supports), as shown in (9). Whether or not the transformation is rational is essential for further decision analysis. In [24] , it was suggested that Xk may be obtained from the uniform relative weights of the factors.
Suppose expresses the relative weight of the factor e t in evaluation of Y k , and <k is defined as a uniform weight vector as follows
Ck can be readily obtained using any well-known weight assignment method, such as the eigenvector method [14] . The remaining problems include addressing how and why a k is determined. Let us take as an example the evaluation of the brakes of Yamaha, as shown in Table 11 . Let us assume that stopping power is the key factor among the three factors, stopping power, braking stability and feel at control. If it is evaluated that the stopping power of Yamaha is absolutely good, is it certain that the brakes of Yamaha are good?
should be set to 1 as suggested by (24). This actually means that stopping power dominates the other two factors. In other words, the other two factors are only utilized when the support from stopping power is uncertain. However, this is generally not the case as the other factors would normally have some role in the evaluation of y k , no matter what the support from the most important factor. That is, (Yk should not be set to 1. Especially, if two or more factors are evaluated to be equally important and significant and if each such factor is absolutely evaluated to a different evaluation grade, then a conflict appears regarding the evaluation grade that the relevant attribute should be evaluated to. In order to resolve such a conflict, some compromise would be necessary. However, a k = l means that there is no room left to accommodate any compromise.
Assigning a value smaller than 1 to (Yk provides opportunities for resolving the conflict. Furthermore, such an assignment also ensures that less important factors can have a bearing on evaluation of the attribute in any case. The question then naturally arises as to what values of (Yk would be appropriate. The common sense answer is that the brakes of Yamaha are "certainly" good if all of its associated factors, stopping power, braking stability andfeel at control, instead of just one of them, are evaluated to be absolutely good. This is generally the case.
If the answer is yes, Generally, if Hl is an evaluation grade to which all factors are absolutely evaluated, from (9), (23) and (25) In (29), "certainly" used in our common sense structure is modified into "almost certainly" which is explicitly defined by (1 -6) x 100 percent. Psychologically, a smaller value of 6 is always preferred to a large value. Computationally, S may be taken so that 1.0 x as "above 99 percent sure" may already mean "almost certain". Q k may therefore be assigned by satisfying (29), where S is assigned by the decision maker. It should be noted that S must not be changed for evaluation of different attributes so that the transformation of the given confidence degrees into the basic probability assignments is consistent for all the attributes. expresses an overall probability assignment to which the state of f l i ( a ) is confirmed to q ( C H) by the basic factor set &(a). If f 1 i in Fig. 3 is treated as y k in Fig. 2 , we can obtain m l i ( q / & ( U ) ) from m l ; ( H n / e i ( a ) ) using the basic factor combination algorithm (17) with mli(q/&(a)) = 0 for 9 # H and Hn(n = 1,. . . , N). Then, the state of f l ; can be evaluated and quantified through Ek by All the other composite factors in F1 can be evaluated in the same way.
Suppose m: = mk ( Q / F~ ( a ) ) expresses a probability assignment to which the state of an attribute y k at a design a is confirmed to a subset Q (9 g H) through the composite factor set F1 (a) . The state of y k can then be evaluated and quantified through Fl by 
B. Multi-Level Multi-Person Evaluation Analysis Models and Algorithms
In last-section, only a single level of composite factors is considered. Fig. 4 shows a more general hierarchical evaluation analysis model with L levels of composite factors. In Fig. 4 , a composite factor at a single level (such as fig at level I) is associated with factors at a level immediately below (such as fi+l,h, h = 1,. ... q+1, at level (1 + 1)). Let us assume that the relative importance of the factors at the lower level can be compared for evaluation of the composite factor. The problem is then how to evaluate and quantify the state of the composite factor through the factors at the lower level. A set of composite factors at level I is defined by {fil(a)...fig(a) is evaluated to H,. As mr+l,h is an overall probability assignment to which the state of the hth factor fi+l,h(a) is evaluated to H,, we may then calculate ml"g,h as follows 
( a ) =
In the same way, the states of the other factors at level 1 at a can be evaluated and quantified through the set of factors at the level immediately below, i.e. Fl+l(a). Eventually, the state of yk at a can be evaluated and quantified through the set of factors at level 1, i.e. Fl(a).
So far, we assume that the states of basic factors are evaluated by a single expert. It is possible that multiple experts may be involved for the evaluations, who may have different views about the evaluations. Fig. 5 shows a multi-level & multi-person evaluation analysis model.
In Fig. 5 , T experts are involved in the direct evaluation of the basic factors for '&(a) where the same factor hierarchy is adopted by all experts. It should be noted that if a decision maker wishes to ignore factors at a level, he can simply assign weights of zero to these factors.
The model described in Fig. 5 is different from that described in Fig. 4 only in that an expert level is added in Fig.   5 . If in Fig. 5 the expert level is treated as a basic factor level and the basic factor level as a composite factor level, then the different evaluations of a basic factor given by multiple experts can be combined using the basic factor combination algorithm.
In Fig. 5 , mzj,t represents the probability assignment to which the tth expert's evaluation supports a hypothesis that the state of a basic factor e; at a design a is confirmed to H,, and mzJ denotes an overall probability assignment (or a confidence degree) to which the state of e; is evaluated to H , by the T experts while mzJ can be obtained by combining m & t Finally, it should be noted that given the uncertain subjective judgments for evaluation of the basic factors it is possible that different decision makers may obtain different preference degrees of an attribute ? & at an alternative as they may provide different normalized weights X k . However, this concerns group decision making rather than the multi-person evaluation analysis discussed above. Although the latter may be regarded as part of the former in some decision situations, the latter doesn't necessarily mean the former. For instance, different scenarios for the evaluation of basic factors may be given by multiple experts. Based on these scenarios, an individual decision maker may then make decision analysis using his judgments over the relative importance of these scenarios as well as the factors.
(t = 1,. ... T ; n = 1,. ... N ) using the algorithm (17).
C. General Evidential Reasoning Algorithms
The evidential reasoning algorithms presented in previous sub-sections are developed based on the assumption that the states of the basic factors are only evaluated to single evaluation grades, as suggested by (6). This assumption can be satisfied in most cases. In some evaluation processes, however, especially when multiple experts are involved, it is quite possible that the states of some basic factors occasionally need to be evaluated to the combinations of the single evaluation grades, such as {H1H2} and {H3H4H5}. Fortunately, the combination rule of the D-S theory possesses the ability to handle such uncertainty even though any combination of the single grades may be confirmed. In fact, it is this very ability that makes the D-S theory different from other tools for handling uncertainty.
A general evidential reasoning algorithm is to be developed in this sub-section though it looks more complicated than those presented by (17) In the definition given by (4), for example, {poor, indzperent, average } and (good, excellent} are two rational subsets while {poor, indiferent, good ] is not regarded as a rational subset in this paper. Although the combination rule of the D-S theory is capable of handling uncertainty assigned to any subsets, only uncertainty assigned to the rational subsets is taken into account in the following algorithm.
Suppose /3t;"(ur) denotes the confidence degree to which the state of a basic factor e; at a design a, is evaluated to H+. Similar to (6), an uncertain subjective judgment for evaluation of the state of e; (u,) may more generally be expressed as
s(e;(a,)) = { ( P : ;~( U~) ,
Hs,t), for all Hs,t c H } (54)
Using (9), we can generate the basic probability assignment matrix as follows, where m g is the remaining probability assignment after commitment of belief to all other rational subsets (see (55) above)
Note that m ; ' = m g and the intersection of two rational subsets is still a rational subset. Similar to (16), a combined probability assignment m;t(r) may be defined by = m (~s , t / e I k ( 7 ) ( 4 ) (56) where e I k ( 7 ) ( u ) is defined by (16). Following a procedure similar to that for obtaining (17), we can obtain the following general recursive factor combination algorithm where m7k and mz,,+l are denoted by my&) and mE;;+l, respectively,
with mE(y+l) = 0 for any 9 g H but 9 # Hs,t ( 1 5 s < t 5 N). It may be noted that (17) is only a special case of (57) when m ;
Noting that (38) and (48) are similar to (17), we can also generate the general recursive composite factor combination algorithm for (38) and the general hierarchical factor propagation algorithm for (48), which have the same structure as (57).
As m>'t(Lk), obtained by (57), is the overall probability assignment to Hs,t confirmed by &(a) and m" = 0 for any 9 C H other than 9 = Hs,t 1 5 s 5 ?JL$, then (11) and (12) (35) as well as (44) and (45) can be expressed in the same way as (58) and (59).
D. A General Evaluation Process for Hybrid MADM with Uncertainty
Based upon the evaluation analysis models and the factor combination and propagation algorithms developed in the previous subsections, the state of a qualitative attribute at each alternative in Table I The transformed form of the attribute yk is denoted by p(yk), which may be called a marginal preference function of Y k and is a monotonously nondecreasing function. In other words, ai is preferred to aj with respect to yk if and only if pzk > pjk. The original extended decision matrix defined by Table I is thus transformed into the following evaluation matrix (Table IV) , which is an ordinary decision matrix and in which the states of all attributes, either quantitative or qualitative, are represented in the preference degree space.
Based on . CODASID only assumes indirect and limited compensation which does not take place until each alternative design has been compared with the others with respect to every single attribute. Each of these methods can produce a utility value for every alternative design. The designs are then ranked based on the magnitude of the utility values.
As a result of the above discussion, we are now in a position to formulate a general evaluation process for hybrid multiple attribute decision making with uncertainty. Although the following process is based on the assumption that all basic factors are evaluated to single evaluation grades, more general uncertainty can also be handled by replacing the listed algorithms with the general algorithms developed in last subsection. The process may be summarized as the following steps.
Step 1: Define a hybrid MADM problem using an extended decision matrix as in Table I , where a qualitative attribute may be evaluated using uncertain subjective judgments through multiple factors which may constitute a hierarchical structure.
Step 2: Transform the numerical values of a quantitative attribute at each alternative design into the preference degree space using (60) or (61).
Evaluate and quantify the state of a qualitative attribute Y k at each alternative design a,. Let k = kl + 1 and
Step 3:
Step 4: Construct a hierarchical evaluation analysis model for evaluation of yk, where uncertain subjective judgments for evaluation of basic factors are given by single or multiple experts and the number of the levels of composite factors is
If L > 0, let g = 1 and then go to step 7. If L = 0, there is no composite factors. Calculate the basic probability assignments for evaluation of yk(a,) through basic factors &(a,) from the given confidence degrees by using the formula (9), resulting in the basic probability assignment matrix M (yk(a,)/Ek(a,) ) defined by (10).
Combine the basic probability assignments contained in M(yk(a,)/Ek(a,) ) using the basic factor combination algorithm described by (17). prk = p(yk(a,) ) is then calculated using the formula (21). Go to step 13.
Calculate the basic probability assignments for evaluation of fzg(a,) through basic factors Ek(a,) from the given confidence degrees by using the formula (9), resulting in the basic probability assignment matrix M(f~,(a,)/Ek(a,)) similar to (10).
Combine the basic probability assignments contained in M(.flg(u,)/Ek(u,)) using the basic factor combination algorithm described by (17), generating the overall probability assignments for evaluation of flg(a,). Let g = g + 1. If g 5 cl, go to step 7. If g > cl, let 1 = 1 -1 and g = 1 and go to step 9.
If 1 = 0, go to step 11. Otherwise, calculate the intermediate probability assignments for evaluation of fzg(a,) at level 1 through factors Fz+l(a,) at level (E + 1) by using the formula (46), resulting in the intermediate
Combine the intermediate probability assignments contained in M(flg (u,)/~+l(u,) ) using the hierarchical factor propagation algorithm described by (48), generating the overall probability assignments for evaluation of fig (a,) . Let g = g +'l. If g 5 Cl, go to step 9. If g > CZ, let 1 = E -1 and g = 1 and then go to step 9.
Calculate the intermediate probability assignments for evaluation of gk (a,) through factors F~+l(a,) at level (1 + 1) by using the formula (36), resulting in the intermediate probability assignment matrix M(yk(a,)/Fl+1 (a,)) defined by (37).
Combine the intermediate probability assignments contained in M(yk(u,)/Fl+1 (a,)) using the composite factor combination algorithm described by (38), generating the overall probability assignments for evaluation of yk(a,). p,k = p(yk(a,)) is then calculated using the formula (42).
Step 13: Let r = T + 1. If T 5 R, let E = L and then go to step 5. If T > Rand k < k l + k~, let k = k + l andr = 1 and then go to step 4. If r > R and k 2 kl + ka, go to step 14.
Step 14: Construct the evaluation matrix as shown in Table IV .
Step 15: Based on Table IV , rank the alternative designs using an appropriate traditional MADM approach such as the CODASID method, the TOPSIS method, or perhaps the simple weighting method.
Step 5:
Step 6:
Step 7:
Step 8:
Step 9:
by (47).
Step 10:
Step 11:
Step 12:
IV. HIERARCHICAL ANALYSIS FOR A HYBRID MADM PROBLEM
A. Problem Description
A customer intends to buy a motor cycle. There are four types of motor cycle available for selection, and these are "Kawasaki," "Yamaha," "Honda" and "BMW'. The technical and economical performance attributes of the four types of motor cycle are also available [lo] . These are represented by either numerical values with appropriate units or subjective judgments with uncertainty.
The customer takes into account seven of the performance attributes, including both qualitative and quantitative ones. These seven attributes are described in Table V The uncertain subjective judgments listed in Table V are represented in a compact form. They can also be expressed using tables such as Table I1 or statements such as statements i>, ii> and iii> listed in subsection 1I.A. In [24], a simplified version of a similar problem is discussed without considering a hierarchical structure.
To quantify the qualitative attributes, a possible approach could be based on the simple weighting technique, which has often been used by practitioners due to its simplicity. In such a method, there might be two procedures to deal with the hierarchical subjective evaluations. Firstly, basic factors such as responsiveness, fuel economy, quietness, vibration and starting could be used as measures to replace a qualitative attribute such as engine. The overall weight of a basic factor could be obtained from top to bottom. For instance, suppose the weight of engine is w5 and the relative weight of responsiveness among the five basic factors associated with engine is e:. Then, the overall weight of responsiveness could be calculated by w5 x <: . The subjective judgments about the state of each alternative on every basic factor can be quantified using (7). Thus, the extended decision matrix could be transformed into a traditional decision matrix where the three qualitative attributes are replaced by the nineteen basic factors.
Secondly, each subjective judgment for the evaluation of an alternative on a basic factor can be quantified using (7). Then, the obtained numerical values for the basic factors associated with an upper level factor (or an attribute) could be weighted and summed up to generate a numerical value for evaluation of the upper level factor. In this way, each qualitative attribute could be measured by a numerical value obtained from bottom upwards. The extended decision matrix is thus transformed into a traditional decision matrix where the three qualitative attributes become quantitative ones.
As the two procedures discussed above are based upon the simple weighting technique, however, they inherently suffer from the same disadvantages as mentioned in subsection 1II.D. It is therefore advisable to be cautious in adopting such procedures for the quantification. This section is intended to illustrate how to use the new general evaluation process to deal with this hybrid decision making problem with uncertainty by means of hierarchical factor analysis, evidential reasoning and alternative ranking.
B. Preference Weight Assignment
As Table V shows that no single motor cycle type dominates  or is dominated To implement the hierarchical evaluation process, the normalized relative weights of factors at a single level for evaluation of an upper level factor or attribute are also required. The eigenvector method [9] , [ 141 is used to generate the relative weights. In this example, S is chosen to be 0.03 as "over 97 percent sure" is regarded to be equivalent to "almost certain". All priority coefficients can thus be set to be 0.9, that is, a5 = a6 = a61 = a 6 2 = a 6 3 = a7 = 0.9. The relative weights of the factors are thus given by where Ell (a), E12(a) and E13(a) are defined by factor set Fl(a) is thus defined by ~l l ( a )
= {handling, transmission, brakes} The factors Ell(a), E12(a) and E13(a) in E6 are aggregated into the three mutually comparable factors handling (fll), transmission (f12) and brakes (f13), which are closely associated with evaluation of the attribute operation. The composite In reference [lo] , the same set of evaluation grades was used for evaluation of the three qualitative attributes, as defined by (4). In (4), five distinct evaluation grades are involved. The . . ; H, H, H, H4 H, i H, H, H, H4 H, i i H, H, H, H, H p(H,)(n = 1, . . . ,5) assigned above satisfy the basic conditions defined by (3) and also the consistency test defined by (8).
Evaluation grade level
Each of the preference degrees, prk = p(yk(U,)), (k = 5,6,7; T = 1 , . . . ,4), is obtained following the steps listed in subsection 1II.D. The basic probability assignments are generated from the confidence degrees given in Table V 
D. Altemative Ranking
The states of the three qualitative attributes yk(k = 5 , 6 , 7 )
at each of the four types of motor cycle ar(r = 1, . . . , 4 ) are therefore evaluated and quantified by their preference degrees. The quantification may be regarded as the transformation of the subjective judgments with uncertainty into the preference degree space defined by [-1 11. The four quantitative attributes yk (k = 1, ... ,4) are incommensurate and are also transformed into the preference degree space using (60) for 92, y3 and y4 and (61) for y1. The preference order of the four types of motor cycle is therefore given by
Hence, "Yamaha" is evaluated to be the best compromise choice in this instance by the customer based on Table V as it is the cheapest, its operation the best and its displacement the largest.
Implementing the TOPSIS method results in the following utility values Thus, "Yamaha" is still ranked to be the best although in this case the utility value of "Kawasaki" is nearly the same as that of "Yamaha" and direct compensation is assumed. The simple weighting method is also used to generate the following utility values where the attribute values in Table X are normalized so that the best value of an attribute is transformed to 1 and the worst to 0. In this case, "Kawasaki" is evaluated to be slightly better than "Yamaha". However, the difference between the utility values of "Kawasaki" and "Yamaha" is negligible. This means that the weighting method does not differentiate between the two altematives significantly. Moreover, the three assumptions associated with the method are made implicitly.
V. CONCLUDING REMARKS
The general evaluation process developed in this paper is capable of dealing with a hybrid multiple attribute decision making problem with uncertainty, in which a qualitative attribute may be evaluated using uncertain subjective judgments given by single or multiple experts through detailed factors possibly with a multi-level structure.
This process is basically composed of two main steps for information transformation, aggregation and synthesis. In the first step, a framework is explored for evaluating and quantifying the qualitative attributes of the problem by means of hierarchical factor analysis and evidential reasoning. The new evaluation analysis models and the factor combination and propagation algorithms developed within the framework have extended the evidential reasoning approach of [24] and can be used to handle any rational uncertain subjective data within the evidential reasoning framework. The second main step consists of applying a traditional MADM method to rank alternative designs or to select the best compromise design with both quantitative and qualitative attributes being simultaneously considered. The hierarchical evaluation analysis for the multiple attribute motor cycle evaluation problem has demonstrated the application of the new process.
It may be noted, however, that the exact values of the confidence degrees are given in the uncertain judgments for evaluation of the qualitative attributes. To acquire such uncertain decision knowledge, however, considerable expertise in the problem domain is required and certain techniques for assigning subjective probability need to be used as well [IO] . In some decision situations, uncertainty may be associated with the quantitative data as well as the qualitative judgments.
Furthermore, a hybrid decision problem with uncertainty may not be adequately represented by a well-structured extended decision matrix. For instance, feasible altemative designs may be implicitly represented by nonlinear (often non-convex and maybe discrete) multiple objective optimization problems [3] , [15] Within the Engineenng Design Centre Dr. Sen leads two projects, the Multiple Cntena Decision Makmg and the Design for Safety. In addition, he is a part of the leadership team of other related EDC projects, such as feature descnptlon and spatial engineering. He is currently also involved with three industrially funded EDC projects. Outside the EDC, he supervises several research students and research associates within his parent discipline of Marine Technology.
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