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BISPECTRAL EXTENSIONS OF THE ASKEY-WILSON
POLYNOMIALS
PLAMEN ILIEV
Abstract. Following the pioneering work of Duistermaat and Gru¨nbaum, we
call a family {pn(x)}∞n=0 of polynomials bispectral, if the polynomials are
simultaneously eigenfunctions of two commutative algebras of operators: one
consisting of difference operators acting on the degree index n, and another one
of operators acting on the variable x. The goal of the present paper is to con-
struct and parametrize bispectral extensions of the Askey-Wilson polynomials,
where the second algebra consists of q-difference operators. In particular, we
describe explicitly measures on the real line for which the corresponding or-
thogonal polynomials satisfy (higher-order) q-difference equations extending
all known families of orthogonal polynomials satisfying q-difference, difference
or differential equations in x.
1. Introduction
Orthogonal polynomials which are eigenfunctions of a differential operator have a
long history. In 1929, Bochner [5] proved that, up to an affine change of variables,
the classical orthogonal polynomials are the only ones that satisfy a differential
equation of the form
B
(
x,
d
dx
)
pn(x) = λnpn(x), n ∈ N0, (1.1)
where B(x, ddx ) =
∑2
j=0 bj(x)
dj
dxj is a second-order differential operator with coeffi-
cients bj(x) independent of the degree index n. In 1938, Krall [25] posed the general
problem to construct and classify all families of orthogonal polynomials which are
eigenfunctions of a differential operator B
(
x, ddx
)
of arbitrary order, which is inde-
pendent of the degree index n. He showed that the order of the operator must be
even and solved it completely for operators of order four [26]. During the next 60
years, many different examples of orthogonal polynomials satisfying higher-order
differential equations were constructed, see for instance [21, 24, 28] and the refer-
ences therein.
The pioneering work of Duistermaat and Gru¨nbaum [6] brought new bispectral
techniques in this old problem. Roughly speaking, the bispectral problem concerns
the construction and the characterization of functions depending on two variables
which satisfy simultaneously spectral equations in both variables. For the classical
or Krall polynomials, the bispectral property can be explained as follows. Recall
that for any family of orthogonal polynomials, the operator multiplication by x can
be represented by a three-term recurrence relation:
xpn(x) = Anpn+1(x) +Bnpn(x) + Cnpn−1(x), (1.2)
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where the coefficients An, Bn, Cn are independent of x. Looking now at equation
(1.1) we see that the polynomials are eigenfunctions of a differential operator acting
on the variable x, while equation (1.2) shows that they are also eigenfunctions of a
second-order difference operator acting on the degree index n.
Although Duistermaat and Gru¨nbaum considered differential operators in both
equations, the connection between Krall’s problem and the bispectral problem, sug-
gested that the tools used in [6] can be translated within the context of orthogonal
polynomials. And indeed, as shown in [10] the Krall polynomials can be obtained
from special instances of the classical orthogonal polynomials by applying the so-
called Darboux transformation, one of the basic tools in the theory of solitons
[1, 29]. Soon after that, the general bispectral techniques developed in [4] led to
the construction of far reaching extensions of the Laguerre polynomials [13] and
Jacobi polynomials [14] which are eigenfunctions of higher-order differential opera-
tors. Things were taken even further in [15] where extensions of the Askey-Wilson
polynomials which are eigenfunctions of q-difference operators were constructed,
containing as q → 1 the previous results.
One of the interesting questions left open in the papers [13, 14, 15] was to char-
acterize explicitly the algebra of all possible differential or q-difference operators
(and in particular, the operator of minimal order). The methods used there could
only guarantee the existence of an operator of every sufficiently large order leading
in practice to higher-order operators even in simple examples. Recently [18, 19] yet
another soliton method was developed to establish the bispectrality of the gener-
alized Jacobi and Laguerre polynomials. One of the advantages of this approach
is that it provides a more detailed information about the commutative algebras of
differential operators which was crucial for multivariate extensions [18]. Moreover,
it naturally leads to the construction of lower order differential operators, thus es-
tablishing conjectures concerning the characterization of the commutative algebra
of all possible differential operators diagonalized by a specific family of orthogonal
polynomials [19]. The roots of this method go back to the work of Reach [31]. Al-
though its role in the Krall’s problems was revealed very recently, we note that the
method was adapted and systematically used to prove the bispectrality of specific
rational solutions of the Kadomtsev-Petviashvili hierarchy [27], its discrete versions
and q-deformations [16, 17].
The goal of the present paper is to extend the techniques in [18, 19] to the
Askey-Wilson level, thus providing a uniform construction and parametrization
of all known examples of bispectral polynomials which are eigenfunctions of two
commutative algebras of operators: one consisting of difference operators acting
on the degree index n, and another one of q-difference operators acting on the
variable x. Since the Askey-Wilson polynomials are at the very top of the q-
Askey scheme, the statements in the present paper lead to a variety of interesting
special or limiting subfamilies of orthogonal polynomials which are eigenfunctions
of q-difference, difference or differential operators, containing as special or limiting
cases all known examples. Producing an explicit table with all such examples similar
to the reductions of the Askey-Wilson polynomials [22] is a challenging task, far
beyond the scope of this paper. On contrary, we have tried to make the presentation
compact and self-contained, emphasizing the main new ideas and constructions.
The paper is organized as follows. In the next section, we fix the notation and
collect the main properties of the Askey-Wilson polynomials needed in the paper. In
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Section 3 we construct the extensions {pˆn(x)}∞n=0 of the Askey-Wilson polynomials
and formulate the main result - their bispectrality. In Section 4 we establish the
recurrence relations (the spectral equations in the degree index n). Section 5 is
the heart of the paper where we construct the commutative algebra of q-difference
operators in z, with x = 12 (z+
1
z ), which is also diagonalized by the the polynomials
{pˆn(x)}∞n=0. Finally, in Section 6 we treat in a detail extensions of the Askey-Wilson
polynomials orthogonal with respect to a measure on the real line. We obtain a
different derivation and a refinement of the results in [15]. Applying the main
theorem in this situation explains the existence of some lower-order q-difference
operators found there in a rather roundabout way.
2. Notations
Throughout the paper we assume that q is a real number in the open interval
(0, 1) and we consider the corresponding q-shifted factorials
(a; q)n =
n−1∏
l=0
(1− aql), (a; q)∞ =
∞∏
l=0
(1 − aql), (a1, a2, . . . , aj ; q)n =
j∏
l=1
(al; q)n,
and 4φ3 basic hypergeometric series
4φ3
[
a1, a2, a3, a4
b1, b2, b3
; q, z
]
=
∞∑
l=0
(a1, a2, a3, a4; q)l
(b1, b2, b3, q; q)l
zl. (2.1)
The Askey-Wilson polynomials pn(x) = pn(x; a, b, c, d), n = 0, 1, 2 . . . introduced
in [3] depend on four free parameters a, b, c, d and can be defined by
pn(x; a, b, c, d) =
(ab, ac, ad; q)n
an
4φ3
[
q−n, abcdqn−1, az, az−1
ab, ac, ad
; q, q
]
, (2.2)
where x = 12 (z +
1
z ). Sears’ transformation formula [8, page 49, formula (2.10.4)]
shows that the polynomials pn(x; a, b, c, d) are symmetric in the four parameters
a, b, c, d. We denote by En and E
−1
n , respectively, the customary forward and
backward shift operators, acting on a function fn = f(n) by
Enfn = fn+1, E
−1
n fn = fn−1.
If we define the second-order difference operator
Ln = AnEn +BnId + CnE−1n , (2.3)
with coefficients
An =
1− abcdqn−1
(1− abcdq2n−1)(1 − abcdq2n) (2.4a)
Bn =
qn−1[(1 + abcdq2n−1)(sq + s′abcd)− qn−1(1 + q)abcd(s+ s′q)]
(1− abcdq2n−2)(1− abcdq2n) (2.4b)
Cn = (1− abqn−1)(1 − acqn−1)(1− adqn−1)(1− bcqn−1)(1− bdqn−1)(1− cdqn−1)
× (1− q
n)
(1− abcdq2n−2)(1 − abcdq2n−1) , (2.4c)
where s = a+ b+ c+ d, s′ = a−1 + b−1 + c−1 + d−1, then we have
Ln pn(x) = 2xpn(x). (2.5)
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Note that the action of Ln is well defined on functions on N0 (since C0 = 0). It
will be convenient later to use a natural bi-infinite extension of Ln which acts
on functions defined on Z. We can do this by the formal change of variables
n→ γ = n+ǫ in the coefficients of Ln. We shall consider ǫ for which the coefficients
Aγ , Bγ , Cγ are well-defined (i.e. the denominators do not vanish) and Aγ 6= 0,
Cγ 6= 0 for n ∈ Z. We shall denote the bi-infinite extension of Ln by Lγ . We use
the same convention for other difference operators acting on n, i.e. if
Mn =
∑
finitely many j
M (j)n E
j
n,
is a difference operator acting on functions defined on N0, we denote by
Mγ =
∑
finitely many j
M (j)γ E
j
γ ,
its bi-infinite extension acting on functions defined on Z, where γ = n + ǫ and
Eγ = En.
Let us denote by Dz and D
−1
z , respectively, the forward and backward q-shift
operators, acting on a function h(z) by
Dzh(z) = h(qz) and D
−1
z h(z) = h(z/q),
and let Bz be the Askey-Wilson second-order q-difference operator
Bz = A(z)Dz − [A(z) +A(1/z)] Id +A(1/z)D−1z , (2.6)
where
A(z) =
(1 − az)(1− bz)(1− cz)(1− dz)
(1 − z2)(1 − qz2) . (2.7)
Then
Bz pn(x) = λnpn(x), (2.8)
where
λn = (q
−n − 1)(1− abcdqn−1). (2.9)
We also set
ξan =
qn(abcd/q; q)n
an(bc, bd, cd, q; q)n
=
qn(abcd/q, bcqn, bdqn, cdqn, qn+1; q)∞
an(abcdqn−1, bc, bd, cd, q; q)∞
. (2.10)
The first formula will be sufficient for most applications; the second representation
will be used when we want to consider a meromorphic extension of ξan in n (and,
in particular, when we want to make the change of variable n → γ). Note that
ξan is symmetric in b, c, d and we denote by ξ
b
n, ξ
c
n, ξ
d
n the analogous expressions,
where the parameters (a, b, c, d) are replaced by (b, c, d, a), (c, d, a, b) and (d, a, b, c),
respectively.
Using the 4φ3 representation of pn(x) given in (2.2), one can show that the
polynomials ξanpn(x) satisfy the following q-difference–difference equation
Baz (ξanpn(x)− ξan−1pn−1(x)) = (q−n+1−abcdqn−1)(ξanpn(x)+ ξan−1pn−1(x)), (2.11)
where
Baz = Aa(z)Dz +
[
q − abcd
q
−Aa(z)−Aa(1/z)
]
Id +Aa(1/z)D−1z , (2.12)
and
Aa(z) =
(q + az)(1− bz)(1− cz)(1− dz)
(1 − z2)(1 − qz2) .
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We denote by Bbz, Bcz, Bdz the operators analogous to Baz , where the parameters
(a, b, c, d) are replaced by (b, c, d, a), (c, d, a, b) and (d, a, b, c), respectively. Thus
equation (2.11) holds for any permutation of the parameters (a, b, c, d).
We use Wrn to denote the discrete Wronskian (or Casorati determinant) of func-
tions h
(1)
n , h
(2)
n , . . . , h
(k)
n of a discrete variable n, i.e.
Wrn(h
(1)
n , h
(2)
n , . . . , h
(k)
n ) = det(h
(i)
n−j+1)1≤i,j≤k.
3. Statement of the main result
Consider now arbitrary polynomials φ(j)(λn) ∈ C[λn], for j = 1, 2, . . . , k, and for
each j pick δj ∈ {a, b, c, d}. We set
ψ(j)n =
φ(j)(λn)
ξ
δj
n
. (3.1)
We shall assume that ψ
(j)
n are independent (as functions of n). We define a new
family of polynomials in x by the Wronskian formula
pˆn(x) = χnWrn(ψ
(1)
n , ψ
(2)
n , . . . , ψ
(k)
n , pn(x)), (3.2a)
where χn is an appropriate normalizing factor (depending only on n). Note the re-
semblance between the above formula and the superposition law for wobbly solitons
of discrete versions of the Kadomtsev-Petviashvili hierarchy. Indeed, if we replace
ξ
δj
n and pn(x) by appropriate discrete or q-exponents, we obtain the Wronskian
formula for the wave function of the discrete KP equations [16, formula (5.3.10),
page 84] or their q-deformations [17, formula (3.6), page 166].
The main result is that the polynomials pˆn(x) are simultaneously diagonalized
by two commutative algebras. The first algebra consists of difference operators
acting on the variable n (with coefficients independent of z), while the second
algebra consists of q-difference operators acting on the variable z (with coefficients
independent of n), where x = 12 (z +
1
z ), thus extending the bispectral equations
(2.5) and (2.8) satisfied by the Askey-Wilson polynomials. The factor χn is not
essential for the bispectrality, but we shall fix it below in order to obtain well-
defined polynomials for all n ∈ N0 and to formulate the precise statement.
First, note that if we multiply the j-th row in the determinant on the right-hand
side of equation (3.2a) by ξan−j+1, for j = 1, . . . , k + 1 we can rewrite the formula
for pˆn(x) as follows
pˆn(x) = χn
k+1∏
j=1
1
ξan−j+1
Wrn(ξ
a
nψ
(1)
n , ξ
a
nψ
(2)
n , . . . , ξ
a
nψ
(k)
n , ξ
a
npn(x)). (3.2b)
Let τn denote the principal k × k sub-determinant
τn = χn
k+1∏
j=1
1
ξan−j+1
Wrn(ξ
a
nψ
(1)
n , ξ
a
nψ
(2)
n , . . . , ξ
a
nψ
(k)
n ). (3.3)
If δj = a, then from (3.1) we see that in the j-th column in the above formula we
have Laurent polynomials of qn. If j = b we can pull in front of the determinant
the factor ξan−j+1/ξ
b
n−j+1 and the remaining entries will be rational functions of q
n.
It is easy to see that if we pick
ηb,jn =
1
qn(k−1)
(bcqn−j+1, bdqn−j+1; q)j−1 (acq
n−k+1, adqn−k+1; q)k−j , (3.4)
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then a multiplication by ηb,jn cancels all denominators in the j-th column and the
entries become Laurent polynomials of qn. We define ηc,jn and η
d,j
n by replacing in
(3.4) the parameters (a, b, c, d) with (a, c, b, d) and (a, d, c, b), respectively (i.e. we
keep a fixed, and we exchange the roles of b and c, or b and d). Thus, if we define
χn =
k+1∏
j=1
ξ
δj
n−j+1
∏
1≤j≤k
δj 6=a
ηδj ,jn , (3.5)
where we set δk+1 = a, then τn becomes a Laurent polynomials of q
n.
Throughout the paper we shall assume that
τn 6= 0 for n = −1, 0, 1, . . . , (3.6a)
which is true for generic polynomials φ(j)(λn), and
χnξ
a
n−k−1
χn−1
6= 0 for n = 0, 1, . . . , (3.6b)
which is true for generic parameters (a, b, c, d).
Next, we define two algebras Az and An of Laurent polynomials in z and q
n,
respectively. Let
W = span{ψ(1)γ , ψ(2)γ , . . . , ψ(k)γ } (3.7)
be the space spanned by the functions ψ
(j)
γ and we denote by Az the subalgebra
of C[z + 1/z] consisting of all polynomials f(z + 1/z), for which the space W is
f(Lγ)-invariant, i.e.
Az = {f(z + 1/z) ∈ C[z + 1/z] : f(Lγ)W ⊂W}. (3.8)
The fact that Az contains a polynomial of every sufficiently large degree follows
from Proposition 4.1. Interesting examples of the above construction when Az =
C[z+1/z] and the polynomials {pˆn(x)}∞n=0 are orthogonal with respect to a measure
on R are discussed in Section 6.
Next we define the algebra An which consists of all polynomials h(λn−k/2) ∈
C[λn−k/2] such that h(λn−k/2)−h(λn−k/2−1) is divisible by τn−1 in C[qn, q−n], i.e.
An =
{
h(λn−k/2) ∈ C[λn−k/2] :
h(λn−k/2)− h(λn−k/2−1)
τn−1
∈ C[qn, q−n]
}
. (3.9)
The fact that An contains a polynomial of every sufficiently large degree follows
from Proposition 5.1.
The main result of the paper is the following theorem.
Theorem 3.1. For every f(z + 1/z) ∈ Az and every h(λn−k/2) ∈ An there exist
a difference operator Lˆfn acting on n, which is independent of z, and a q-difference
operator Bˆhz acting on z, which is independent of n, such that
Lˆfnpˆn(x) = f(z + 1/z)pˆn(x), (3.10a)
Bˆhz pˆn(x) = h(λn−k/2)pˆn(x). (3.10b)
Thus, Dn = {Lˆfn : f ∈ Az} is a commutative algebra of difference operators in n
isomorphic to Az, Dz = {Bˆhz : h ∈ An} is a commutative algebra of q-difference op-
erators in z isomorphic to An, and both algebras are diagonalized by the polynomials
pˆn(x).
We establish equations (3.10a) and (3.10b) in Sections 4 and 5, respectively.
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4. The difference equations in n
Consider the bi-infinite extension Lγ of the Askey-Wilson recurrence operator
defined by equations (2.3)-(2.4) and for each ℓ ∈ {a, b, c, d} we denote by Lℓγ the
difference operator obtained by conjugating Lγ with the operator multiplication by
ξℓγ , i.e.
Lℓγ = ξℓγ Lγ
1
ξℓγ
. (4.1)
Explicitly, when ℓ = a we can write Laγ as follows
Laγ = Aaγ Eγ +Baγ Id + Caγ E−1γ , (4.2)
where
Aaγ =
a(1− bcqγ)(1 − bdqγ)(1 − cdqγ)(1 − qγ+1)
q(1 − abcdq2γ−1)(1 − abcdq2γ) , (4.3a)
Baγ =
a
q
+
q
a
−Aaγ − Caγ , (4.3b)
Caγ =
q(1− abcdqγ−2)(1 − abqγ−1)(1 − acqγ−1)(1 − adqγ−1)
a(1− abcdq2γ−2)(1 − abcdq2γ−1) . (4.3c)
From these formulas it is not hard to see that for every j ∈ N0 we have
Laγ (λγ)j =
(
a
qj+1
+
qj+1
a
)
(λγ)
j + a polynomial in λγ of degree at most (j − 1),
where λγ is the eigenvalue of the operator Bz defined in (2.9). The above equation
shows that every element in C[λγ ] is annihilated by an appropriated polynomial of
Laγ . Combining this with (3.1), (3.7) and (4.1) we obtain the following statement.
Proposition 4.1. There exists a nonzero polynomial f such that f(Lγ)W = {0}.
In particular, the algebra Az defined by (3.8) contains a polynomial of every suffi-
ciently large degree.
We can easily write an explicit eigenvector for the operator Laγ in the space C[λγ ]
for the eigenvalue a/qj+1 + qj+1/a.
Proposition 4.2. For j ∈ N0 define
gaj (λγ) = (q
2/ab, q2/ac, q2/ad; q)j 4φ3
[
q−j , qj+2/a2, qγ+1, 1/abcdqγ−2
q2/ab, q2/ac, q2/ad
; q, q
]
.
(4.4)
Then
Laγ gaj (λγ) =
(
a
qj+1
+
qj+1
a
)
gaj (λγ). (4.5)
Proof. Using the definition (2.1) of the 4φ3 basic hypergeometric series, one can
check directly that (4.5) holds. 
Note that if a /∈ {±q1+s/2 : s ∈ N0}, then gaj (λγ) is a polynomial of degree
j in λγ . Moreover, in this case the eigenvalues a/q
j+1 + qj+1/a are different for
j ∈ N0, the operator Laγ can be diagonalized in C[λγ ], and the polynomials given
in (4.4) provide an explicit eigenbasis. Clearly, we obtain similar statements for
the operators Lbγ , Lcγ , Ldγ and we denote by gbj(λγ), gcj(λγ), gdj (λγ), respectively the
corresponding polynomials in formula (4.4).
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Remark 4.3. We note that the polynomial gaj (λγ) can also be obtained from
[20]. Indeed, appropriately normalized, the polynomial gaj (λγ) in equation (4.4)
above corresponds to the eigenfunction sγ(aq
−j−1) of the bi-infinite Askey-Wilson
recurrence operator given in formula (1.13) on page 203 in [20]. To see this, we
need to multiply sγ(aq
−j−1) by an appropriate factor depending on γ (because
the recurrence operator there differs from Laγ). Then we apply first the Watson’s
transformation formula [8, formula III.18] to rewrite the 8φ7 series as 4φ3 series,
and then we need to use Sears’ formula [8, formula III.16] to transform the 4φ3
series.
Consider now the difference operator Qγ defined by
Qγfγ = χγ Wrγ(ψ(1)γ , ψ(2)γ , . . . , ψ(k)γ , fγ). (4.6)
Note that W = ker(Qγ) and therefore, for f ∈ Az we have
f(Lγ) ker(Qγ) ⊂ ker(Qγ),
which implies that
ker(Qγ) ⊂ ker(Qγf(Lγ)).
This means that there exists a difference operator Lˆfγ with the same support as
f(Lγ) such that
LˆfγQγ = Qγf(Lγ). (4.7)
We can write Qγ as follows
Qγ =
k∑
l=0
Q(−l)γ E
−l
γ ,
where Q
(−l)
γ , l = 0, . . . , k denote the coefficients in front of the shift operators E−lγ .
From the explicit formulas (2.10), (3.4) and (3.5) we see that for l = 1, 2, . . . , k
Q(−l)γ = 0 for γ = 0, 1, . . . , l − 1. (4.8)
Moreover, Q
(0)
γ = (χγξ
a
γ−k−1/χγ−1)τγ−1 and therefore equations (3.6) show that
Q
(0)
γ 6= 0 for γ ∈ N0. This implies that the coefficients of the semi-infinite operator
Lˆfn are well-defined for n ∈ N0 and we have
LˆfnQn = Qnf(Ln). (4.9)
Since pˆn(x) = Qnpn(x), we see that equations (2.5) and (4.9) imply equation
(3.10a).
5. The q-difference equations in z
5.1. Auxiliary facts. We define the involution I
(j)
n on the algebraC(qn) of rational
functions of qn by
I(j)n (q
n) =
1
abcdqn−j−1
.
From (2.9) it is easy to see that
I(j)n (λn−l) = λn+l−j .
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In particular, I
(j)
n (λn−j/2) = λn−j/2 hence every polynomial of λn−j/2 is invariant
under the action of I
(j)
n . Conversely, if r ∈ C[qn, q−n] is a Laurent polynomial of
qn, invariant under I
(j)
n , then r ∈ C[λn−j/2].
Using the above, we can show that, up to a simple factor, τn defined by equations
(3.3)-(3.5) belongs to C[λn−(k−1)/2]. Indeed, as we noted in Section 3, we can re-
write τn as a k × k determinant whose entries are Laurent polynomials of qn.
Moreover, one can show that I
(k−1)
n reverses the order of the rows (i.e. it maps the
l-th row into the k− l+1 for l = 1, 2, . . . , k). Indeed, if δj = a then the (l, j) entry
of the determinant which represents τn is φ
(j)(λn−l+1) and we have
I(k−1)n (φ
(j)(λn−l+1)) = φ
(j)(λn+l−k). (5.1)
If, say, δj = b then we need to multiply the j-th column of the Wronskian for-
mula (3.3) by ηb,jn ξ
b
n−j+1/ξ
a
n−j+1. The (l, j) entry of the resulting determinant is
κb;l,jn φ
(j)(λn−l+1), where
κb;l,jn = η
b,j
n
ξbn−j+1
ξan−j+1
ξan−l+1
ξbn−l+1
. (5.2a)
Using the explicit formulas (2.10) and (3.4) it is easy to see that
κb;l,jn =
1
qn(k−1)
(
b
a
)j−l
(acqn−k+1, adqn−k+1; q)k−l (bcq
n−l+1, bdqn−l+1; q)l−1.
(5.2b)
A straightforward computation now shows that
I(k−1)n (κ
b;l,j
n ) = κ
b;k−l+1,j
n (5.3)
and the cases δj = c or δj = d are similar.
Thus, I
(k−1)
n reverses the order of the rows and therefore
I(k−1)n (τn) = (−1)k(k−1)/2τn.
This formula shows that if k ≡ 0, 1 mod 4, then τn ∈ C[λn−(k−1)/2]. Otherwise,
τn is divisible by
λn−k/2+1 − λn−k/2 = (1 − q)qk/2−1(q−n − abcdqn−k)
and the quotient belongs to C[λn−(k−1)/2]. Therefore, we see that
τn = ǫ
(k)
n τ¯(λn−(k−1)/2), (5.4)
where τ¯ is a polynomial and
ǫ(k)n =
{
1 if k ≡ 0, 1 mod 4
λn−k/2+1 − λn−k/2 if k ≡ 2, 3 mod 4.
(5.5)
Next we want to characterize the elements of the algebra An defined by (3.9) and
to show that An contains a polynomial of every degree greater than deg(τ¯ ). We can
define the elements of An as discrete integrals of Laurent polynomials divisible by
τn. To make this more precise, we introduce the following notation. For n,m ∈ Z
and for a function fs defined on Z it will be convenient to define the discrete integral
∫ n
m
fsdµd(s) =


∑n
s=m+1 fs if n > m
0 if n = m
−∑ms=n+1 fs if n < m.
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Thus ∫ n
m
fsdµd(s) = fn +
∫ n−1
m
fsdµd(s) for all m,n ∈ Z. (5.6)
Note that for every polynomial r there exists r¯ ∈ C[t] such that
r(λn−k/2)− r(λn−k/2−1)
λn−k/2 − λn−k/2−1
= r¯(λn−(k+1)/2).
The linear map r(t) → r¯(t) is a discrete analog of the differentiation operator. It
is easy to see that it maps C[t] onto itself and the kernel consists of the constants.
Thus, for every polynomial r¯ there exists a polynomial r such that the above equa-
tion holds. Moreover, up to an additive constant, r is uniquely determined by
r(λn−k/2) =
∫ n
0
(λs−k/2 − λs−k/2−1)r¯(λs−(k+1)/2)dµd(s)
=
∫ n−1
−1
(λs−k/2+1 − λs−k/2)r¯(λs−(k−1)/2)dµd(s).
Summarizing the above, we obtain the following characterization of An.
Proposition 5.1. For a polynomial h we have h(λn−k/2) ∈ An if and only if
h(λn−k/2) =
∫ n
0
ǫ(k+2)s g(λs−(k+1)/2)τs−1dµd(s) + c0, (5.7)
where g is a polynomial and c0 is a constant. In particular, An contains a polyno-
mial of every degree greater than deg(τ¯ ).
For the proof of (3.10b) we need two more facts. First we formulate a discrete
analog of a lemma due to Reach [31], which was derived and used in [16] to establish
the bispectral properties of specific rational solution of the Today lattice hierarchy.
It was used more recently in [18, 19] within the context of orthogonal polynomials
satisfying higher-order differential equations.
Lemma 5.2. Let f
(0)
n , f
(1)
n , . . . , f
(k+1)
n be functions of a discrete variable n. Fix
n1, n2, . . . , nk+1 ∈ Z and let
Fn =
k+1∑
j=1
(−1)k+1+jf (j)n
∫ n
nj
f (0)s Wrs(f
(1)
s , . . . , fˆ
(j)
s , . . . , f
(k+1)
s )dµd(s), (5.8)
with the usual convention that the terms with hats are omitted. Then
Wrn(f
(1)
n , . . . , f
(k)
n , Fn) =
∫ n−1
nk+1
f (0)s Wrs(f
(1)
s , . . . , f
(k)
s )dµd(s)
×Wrn(f (1)n , . . . , f (k+1)n ).
(5.9)
Since the application in our case is very subtle and we need different elements
of the proof, we briefly sketch it below.
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Proof of Lemma 5.2. Note that∣∣∣∣∣∣∣∣∣∣∣∣
f
(1)
n f
(2)
n . . . f
(k+1)
n
f
(1)
n−1 f
(2)
n−1 . . . f
(k+1)
n−1
...
...
...
f
(1)
n−k+1 f
(2)
n−k+1 . . . f
(k+1)
n−k+1
f
(1)
n−l f
(2)
n−l . . . f
(k+1)
n−l
∣∣∣∣∣∣∣∣∣∣∣∣
= 0, for every l = 0, 1, . . . , k − 1.
Expanding the above determinant along the last row we obtain
k+1∑
j=1
(−1)k+1+jf (j)n−lWrn(f (1)n , . . . fˆ (j)n , . . . , f (k+1)n ) = 0 for l = 0, . . . , k − 1. (5.10)
Using (5.6) and (5.10) we see that for l = 0, . . . , k − 1 we have
Fn−l =
k+1∑
j=1
(−1)k+1+jf (j)n−l
∫ n
nj
f (0)s Wrs(f
(1)
s , . . . , fˆ
(j)
s , . . . , f
(k+1)
s )dµd(s), (5.11)
and
Fn−k =
k+1∑
j=1
(−1)k+1+jf (j)n−k
∫ n
nj
f (0)s Wrs(f
(1)
s , . . . , fˆ
(j)
s , . . . , f
(k+1)
s )dµd(s)
− f (0)n Wrn(f (1)n , . . . , f (k+1)n ).
(5.12)
If we plug (5.11) and (5.12) in Wrn(f
(1)
n , . . . , f
(k)
n , Fn), then most of the terms cancel
by column elimination and we obtain (5.9). 
Remark 5.3. We list below important corollaries from the proof of Lemma 5.2.
(i) Note that the right-hand side of (5.9) does not depend on the integers n1, n2 . . . , nk.
Moreover, if we change nk+1 then only the value of∫ n−1
nk+1
f (0)s Wrs(f
(1)
s , . . . , f
(k)
s )dµd(s)
will change by an additive constant, which is independent of n and f
(k+1)
n . Thus,
instead of (5.8) we can write
Fn =
k+1∑
j=1
(−1)k+1+jf (j)n
∫ n
f (0)s Wrs(f
(1)
s , . . . , fˆ
(j)
s , . . . , f
(k+1)
s )dµd(s),
leaving the lower bounds of the integrals (sums) blank and we can fix them at
the end appropriately. This would allow us to easily change the variable, without
keeping track of the lower end.
(ii) From (5.10) it follows that for every l = −1, 0, 1 . . . , k − 1 we can write Fn also
as
Fn =
k+1∑
j=1
(−1)k+1+jf (j)n
∫ n+l
f (0)s Wrs(f
(1)
s , . . . , fˆ
(j)
s , . . . , f
(k+1)
s )dµd(s),
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and changing the variable in the discrete integral we obtain
Fn =
k+1∑
j=1
(−1)k+1+jf (j)n
∫ n
f
(0)
s+lWrs(f
(1)
s+l, . . . , fˆ
(j)
s+l, . . . , f
(k+1)
s+l )dµd(s).
(iii) Suppose now that k is even. Using (ii) above with l = k/2− 1 we have
Fn =
k+1∑
j=1
(−1)k+1+jf (j)n
∫ n
f
(0)
s+k/2−1Wrs(f
(1)
s+k/2−1, . . . , fˆ
(j)
s+k/2−1, . . . , f
(k+1)
s+k/2−1)dµd(s).
(5.13)
Let us consider the sum consisting of the first k integrals:
F (k)n =
k∑
j=1
(−1)k+1+jf (j)n
∫ n
f
(0)
s+k/2−1Wrs(f
(1)
s+k/2−1, . . . , fˆ
(j)
s+k/2−1, . . . , f
(k+1)
s+k/2−1)dµd(s).
Expanding each Wronskian determinant along the last column we can write F
(k)
n
as a sum of k terms F
(k,m)
n , each one involving as integrand one of the functions
f
(k+1)
s+m , where m = −k/2,−k/2 + 1, . . . , k/2 − 1. We can use (5.10) once again,
this time for the functions f
(0)
n , f
(1)
n , . . . , f
(k)
n (i.e. omitting f
(k+1)
n ), to change s as
follows:
• If m ≥ 0 we can replace n with n −m in the upper limit of the integral,
or equivalently, if we keep the upper limit of the integral to be n, we can
replace s by s − m in the integrand. Thus F (k,m)n will have f (k+1)s as
integrand (and the integration goes up to n).
• If m ≤ −1 we can replace s by s−m − 1, thus F (k,m)n will have f (k+1)s−1 as
integrand (and the integration goes up to n).
This means that we can rewrite F
(k)
n as sums of integrals, and the integrands can
be combined in pairs (corresponding to m and (−m− 1) for m = 0, 1, . . . , k/2− 1)
involving f
(k+1)
s and f
(k+1)
s−1 . Explicitly, we can write F
(k)
n , as a sum of terms which,
up to a sign, have the form
f (j)n
∫ n [
f
(0)
s−m+k/2−1∆
1,j
s f
(k+1)
s − f (0)s+m+k/2−1∆2,js f
(k+1)
s−1
]
dµd(s), (5.14a)
for m = 0, 1, . . . , k/2− 1 and j = 1, 2, . . . , k, where
∆1,jn =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
f
(1)
n+k/2−m−1 . . . fˆ
(j)
n+k/2−m−1 . . . f
(k)
n+k/2−m−1
f
(1)
n+k/2−m−2 . . . fˆ
(j)
n+k/2−m−2 . . . f
(k)
n+k/2−m−2
...
...
...
fˆ
(1)
n . . . fˆ
(j)
n . . . fˆ
(k)
n
...
...
f
(1)
n−k/2−m . . . fˆ
(j)
n−k/2−m . . . f
(k)
n−k/2−m
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(5.14b)
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and
∆2,jn =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
f
(1)
n+k/2+m−1 . . . fˆ
(j)
n+k/2+m−1 . . . f
(k)
n+k/2+m−1
f
(1)
n+k/2+m−2 . . . fˆ
(j)
n+k/2+m−2 . . . f
(k)
n+k/2+m−2
...
...
...
fˆ
(1)
n−1 . . . fˆ
(j)
n−1 . . . fˆ
(k)
n−1
...
...
...
f
(1)
n−k/2+m . . . fˆ
(j)
n−k/2+m . . . f
(k)
n−k/2+m
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (5.14c)
(iv) Finally if k is odd, we shall use (ii) with l = (k − 1)/2 and l = (k − 3)/2 and
write Fn as the average of these two sums. Then we can apply the same procedure
that we used in (iii) to write F
(k)
n as sums of integrals, whose integrands can be
combined in pairs involving f
(k+1)
s and f
(k+1)
s−1 .
The second important ingredient needed for the proof of (3.10b) is the following
results which represents an extension of Lemma 4.5 in [18].
Lemma 5.4. For r(qn) ∈ C[qn, q−n] and ℓ ∈ {a, b, c, d} there exists a q-difference
operator B¯ℓ,rz such that for n ∈ N0 we have∫ n
−1
[r(qs)ξℓsps(x)− r(q2−s/abcd)ξℓs−1ps−1(x)]dµd(s) = B¯ℓ,rz ξℓnpn(x). (5.15)
Proof. Without restriction we can assume that ℓ = a. Note first that (5.15) for ℓ = a
is equivalent to show that for every r(qn) ∈ C[qn, q−n] there exists a q-difference
operator B¯a,rz such that
r(qn)ξanpn(x)− r(q2−n/abcd)ξan−1pn−1(x) = B¯a,rz [ξanpn(x) − ξan−1pn−1(x)]. (5.16)
From the last formula it is clear that the set A of all Laurent polynomials r for
which there exists a q-difference operator B¯a,rz satisfying (5.16) is a vector space
over C that contains the constants. Note also that
λn = (q
−n − 1)(1− abcdqn−1) ∈ A, (5.17a)
r0(q
n) = qn − q
2−n
abcd
= − q
abcd
(q−n+1 − abcdqn−1) ∈ A, (5.17b)
by (2.8) and (2.11), respectively. Moreover, if r(qn) ∈ A and R(qn) ∈ C[qn +
q2−n/abcd] ∩ A (i.e. R(qn) is invariant under the change qn → q2−n/abcd), then
it is easy to see that rR ∈ A, because (5.16) holds with B¯a,rRz = B¯a,rz B¯a,Rz . Since
arbitrary r(qn) ∈ C[qn, q−n] can be written as
r(qn) = R1(qn) +R2(qn)r0(q
n), (5.18)
where r0 is given in (5.17b) and
R1(qn) =
1
2
[
r(qn) + r(q2−n/abcd)
] ∈ C[qn + q2−n/abcd], (5.19a)
R2(qn) =
r(qn)− r(q2−n/abcd)
2(qn − q2−n/abcd) ∈ C[q
n + q2−n/abcd], (5.19b)
we see that it is enough to prove that R(qn) = qn+q2−n/abcd ∈ A. But this follows
from equations (5.17) and the fact that A contains the constant polynomials, since
R(qn) = qn +
q2−n
abcd
=
2q2
abcd(1 + q)
λn +
1− q
1 + q
r0(q
n) +
2q(abcd+ q)
abcd(1 + q)
.
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
Remark 5.5. Note that the above proof can be used to write an explicit formula
for the operator B¯ℓ,rz in (5.15) as a polynomial of the operators Bz and Bℓz by rep-
resenting r(qn) as a sum of symmetric and skew-symmetric parts given in equation
(5.18).
5.2. Construction of the q-difference operators in z. We are now ready to
prove that for every h ∈ An there exists a q-difference operator Bˆhz such that (3.10b)
holds. From Proposition 5.1 we know that, up to an additive constant, we have
h(λn−k/2) =
∫ n−1
−1
ǫ
(k+2)
s+1 g(λs−(k−1)/2)τsdµd(s).
We apply Lemma 5.2 with
f (0)n =
χn∏k+1
j=1 ξ
a
n−j+1
ǫ
(k+2)
n+1 g(λn−(k−1)/2),
f (j)n = ξ
a
nψ
(j)
n for j = 1, 2, . . . , k,
f (k+1)n = ξ
a
npn(x).
If we multiply equation (5.9) by χn/
∏k+1
j=1 ξ
a
n−j+1 then, using (3.2b) and (3.3) we
see that the right-hand is equal to (h(λn−k/2) + c0)pˆn(x), where c0 is a constant
(independent of n and x). The goal now is to show that, if we choose appropriately
the integers nj in Lemma 5.2, then there exists a q-difference operator Bˆz (with
coefficients independent of n) such that
Fn = Bˆz ξanpn(x). (5.20)
Indeed, if this equation is true, then we can pull the operator Bˆz in front of the
Wronskian determinant on the left-hand side of (5.9) and using (3.2b) again we will
obtain the left-hand side of (3.10b), thus completing the proof of (3.10b) (and, up
to an additive constant, the operator Bˆz is the operator Bˆhz ).
Suppose first that k is even and let us write Fn as explained in Remark 5.3
(iii). Note that the last term in the sum (5.13) representing Fn is of the form
(h(λn) + c
′
0)ξ
a
npn(x), where c
′
0 is a constant (independent of n and x), and using
(2.8) we can rewrite it as (h(Bz) + c′0)ξanpn(x). Thus we can consider the sum F (k)n
of the first k terms. It is enough to show that each term of the form (5.14a) can
be represented as Bˆz ξanpn(x) for some q-difference operator Bˆz. We prove this by
using Lemma 5.4 with ℓ = δj . Note that
r(q2−n/abcd) = I(1)n (r(q
n)),
so the key point is to show that the coefficients in front of ξ
δj
s ps(x) and ξ
δj
s−1ps−1(x)
in (5.14a) are connected by the involution I
(1)
s . It is useful to connect the involution
I
(1)
n to the involution I
(k−1)
n , which we used earlier, by the intertwining relation
E−(k/2+m−1)n I
(1)
n E
k/2−m−1
n = I
(k−1)
n . (5.21)
We have two possible cases: δj = a or δj ∈ {b, c, d}.
Case 1: δj = a (hence f
(j)
n = φ(j)(λn)). Note that if we set f¯n = χn/
∏k+1
j=1 ξ
a
n−j+1,
then
I(1)n (f¯n−m+k/2−1∆
1,j
n ) = (−1)(k−1)(k−2)/2 f¯n+m+k/2−1∆2,jn , (5.22)
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where ∆1,jn and ∆
2,j
n are the determinants given in equations (5.14b) and (5.14c),
respectively. Indeed, the same arguments that we used at the beginning of Section 5
show that, after we multiply the i-th column of ∆1,jn and ∆
2,j
n by the corresponding
factor (ηδi,in ξ
δi
n−i+1/ξ
a
n−i+1) from f¯ for every i such that δi 6= a, then I(1)n will reverse
the order of the rows in these two determinants (and formula (5.21) shows that the
arguments work in the same way with I
(k−1)
n there replaced by I
(1)
n here.). Since
∆i,jn are (k − 1)× (k − 1) determinants, we obtain (5.22). Note also that
I(1)n (g(λn−m−1/2)) = g(λn+m−1/2)
and
I(1)n (ǫ
(k+2)
n+k/2−m) = (−1)(k−1)(k−2)/2 ǫ
(k+2)
n+k/2+m.
The last equation, follows easily from (5.5) by considering separately the two pos-
sible cases k ≡ 0 mod 4 and k ≡ 2 mod 4. Since
f (0)n = f¯n ǫ
(k+2)
n+1 g(λn−(k−1)/2),
we see that Lemma 5.4 with ℓ = a can be applied for the integral in (5.14a) and we
can rewrite (5.14a) as
φ(j)(λn)Bˆ′zξanpn(x),
for some q-difference operator Bˆ′z. We can now commute Bˆ′z and φ(j)(λn) and use
(2.8) to rewrite the above equation as
Bˆ′zφ(j)(Bz)ξanpn(x),
completing the proof in this case.
Case 2: δj ∈ {b, c, d}. Let us fix δj = b (the cases δj = c or δj = d are simi-
lar). Then f
(j)
n = ξanφ
(j)(λn)/ξ
b
n. Note that the j-th columns of the determinants
∆1,jn and ∆
2,j
n are removed and therefore the main difference between this and the
previous case is that in f
(0)
n we have the extra factor ηb,jn ξ
b
n−j+1/ξ
a
n−j+1. Using the
arguments in case 1, we see that the integral in equation (5.14a) can be rewritten
as ∫ n [ηb,js−m+k/2−1ξbs−m+k/2−j
ξas−m+k/2−j
r(qs)ξas ps(x)
−
ηb,js+m+k/2−1ξ
b
s+m+k/2−j
ξas+m+k/2−j
I(1)s (r(q
s))ξas−1ps−1(x)
]
dµd(s)
=
∫ n [
κ
b;k/2−m,j
s−m+k/2−1r(q
s)ξbsps(x)− κb;k/2+m+1,js+m+k/2−1 I(1)s (r(qs))ξbs−1ps−1(x)
]
dµd(s),
where in the last equality we used (5.2a). In order to apply Lemma 5.4 with ℓ = b
we need to check that
I(1)n (κ
b;k/2−m,j
n−m+k/2−1) = κ
b;k/2+m+1,j
n+m+k/2−1 ,
which follows from equations (5.3) and (5.21). Thus we can construct a q-difference
operator Bˆ′z such that the expression in (5.14a) can be rewritten as
f (j)n Bˆ′zξbnpn(x) = Bˆ′zφ(j)(λn)ξanpn(x) = Bˆ′zφ(j)(Bz) ξanpn(x),
completing the proof when k is even. The case when k is odd follows along the
same lines, using the representation of Fn described in Remark 5.3 (iv). 
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Remark 5.6. Using Remark 5.5, we can write an explicit formula for the q-
difference operator Bˆhz in equation (3.10b) in terms of the operators Bz, Bℓz, ℓ ∈
{a, b, c, d}. This might be useful for specific examples or small values of k, but the
formula becomes very involved in general.
6. Bispectral extensions which are orthogonal with respect to a
measure on the real line
In this section we assume (for simplicity) that the parameters a, b, c, d are such
that max(|a|, |b|, |c|, |d|) < 1. Then the Askey-Wilson polynomials {pn(x; a, b, c, d)}∞n=0
are mutually orthogonal with respect to the measure µa,b,c,d on [−1, 1], defined by
dµa,b,c,d =
w(x; a, b, c, d)
2π
√
1− x2 dx, (6.1a)
with
w(x; a, b, c, d) =
(z2, z−2; q)∞
(az, a/z, bz, b/z, cz, c/z, dz, d/z; q)∞
, (6.1b)
see [3, Theorem 2.2, p. 11].
Next we explain how the techniques developed in the paper can be used to
obtain extensions of the Askey-Wilson polynomials which eigenfunctions of higher-
order q-difference operators and which are also mutually orthogonal with respect
to a measure on R. This provides a new derivation of the constructions in our
joint paper with L. Haine [15]. Applying Theorem 3.1 to this situation, we obtain
q-difference operators of lower-order than the ones constructed from the general
theory in [15].
The key point is to choose the polynomials φ(j)(λγ) so that the space W de-
fined by (3.7) is Lγ invariant (and therefore, the polynomials pˆn(x) will satisfy
a three-term recurrence relation). The simplest possibility is to have ψ(j)(λγ) as
eigenfunctions for the operator Lγ , which in view of equation (4.1) is equivalent to
pick the polynomial φ(j)(λγ) to be an eigenfunction for the operator Lδjγ for every
j. Note that Proposition 4.2 already gives us polynomial eigenfunctions for the
operators Lℓγ where ℓ ∈ {a, b, c, d} and therefore one natural choice is, for every
j = 1, 2, . . . , k, to take
φ(j)(λγ) = g
δj
kj
(λγ), (6.2)
where kj ∈ N0. However, the corresponding extensions of the Askey-Wilson poly-
nomials will depend only on the four parameters (a, b, c, d) and will not contain as
a limit the Krall-Jacobi or even the Krall-Laguerre polynomials.
In order to get more interesting examples, we fix ℓ ∈ {a, b, c, d} and we try to
find special values of the parameters a, b, c, d for which the difference operator Lℓγ
has two dimensional polynomial eigenspaces (for specific eigenvalues). This would
allow us to pick φ(j)(λγ) in the corresponding eigenspaces (and they will depend
on new free parameters).
Recall that the Askey-Wilson polynomials pn(x) = pn(x; a, b, c, d) are symmetric
in the parameters a, b, c, d and therefore we can rewrite formula (2.2) by exchanging
the roles of a and d, i.e. we have
pn(x) =
(ad, bd, cd; q)n
dn
4φ3
[
q−n, abcdqn−1, dz, dz−1
ad, bd, cd
; q, q
]
. (6.3)
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The 4φ3 series above clearly terminates for all n ∈ C if we fix z = zm = dqm where
m ∈ N0. Set xm = 12 (zm + 1zm ). Equations (2.5) and (4.1) show that
ξanpn(xm) =
qn
(ad)n
(abcd/q, ad; q)n
(bc, q; q)n
4φ3
[
q−n, abcdqn−1, dzm, q
−m
ad, bd, cd
; q, q
]
(6.4)
is an eigenfunction for the operator Lan with eigenvalue 2xm = zm+ 1zm . Moreover,
since the 4φ3 series terminates, it is easy to see that the meromorphic extension of
the expression in (6.4) is an eigenfunction for the bi-infinite extension Laγ (because
after we cancel the exponents and the q-shifted factorials in front of the 4φ3 series,
the eigenfunction equation can be rewritten as a polynomial equation in qγ , which
if true for γ = n ∈ N0, must be true for all γ ∈ C). Note also that, if a = dqα
where α ∈ N, the eigenvalue zm + 1zm = dqm + 1dqm above, and aqj+1 +
qj+1
a =
dq−j+α−1+ 1dq−j+α−1 in (4.5) coincide when m = −j+α−1. Moreover, if ad = qα+l
where l ∈ N then the exponents and the q-shifted factorials multiplying the 4φ3
series in (6.4) can be rewritten as a Laurent polynomial in qn as follows
qn
(ad)n
(abcd/q, ad; q)n
(bc, q; q)n
=
1
(bc, q; q)α+l−1
(bcqn, qn+1; q)α+l−1
(qn)α+l−1
.
It is not hard to see that the above expression is a polynomial of λn (since it is
invariant under the action of the involution I
(0)
n ) and that the eigenfunctions in
(4.4) and (6.4) are independent.
Summarizing the above comments, we obtain a different proof of Proposition 5.2
in [15].
Proposition 6.1. Assume that d = εql/2 and a = dqα = εqα+l/2, where ε = ±1,
and α, l ∈ N. For m = 0, 1, . . . , α− 1, the polynomials
u1,m(λγ) = 4φ3
[
qm−α+1, q−m+α+1/a2, qγ+1, 1/abcdqγ−2
q2/ab, q2/ac, q2/ad
; q, q
]
, (6.5a)
u2,m(λγ) =
(bcqγ , qγ+1; q)α+l−1
(qγ)α+l−1
4φ3
[
q−γ , abcdqγ−1, qm+l, q−m
ad, bd, cd
; q, q
]
, (6.5b)
form a fundamental set of solutions for the eigenvalue problem
Laγuγ = 2xmuγ , where xm =
ε
2
(qm+l/2 + q−m−l/2). (6.5c)
The polynomials u1,m, u2,m above correspond to sγ(zm) and rγ(zm) in [15,
page 302]. The connection between u1,m and sγ(zm) can be seen by applying
Sears’ transformation formula [8, page 49, formula (2.10.4)].
If the parameters a and d satisfy the conditions in Proposition 6.1, then we can
pick δj = a and φ
(j)(λγ) ∈ span{u1,mj(λγ), u2,mj(λγ)}, for somemj ∈ {0, 1, . . . , α−
1}. Note that span{φ(j)(λγ)} depends on one free parameter. If we make a similar
choice for every j = 1, 2, . . . , k, then clearly LγW ⊂ W (since each ψ(j)γ is an
eigenfunction for Lγ). We shall assume that the polynomials φ(j)(λγ) are generic
so that the conditions (3.6) hold. Therefore Az = C[z + 1/z] and the polynomials
{pˆn(x)}∞n=0 will satisfy the three-term recurrence relation
Lˆnpˆn(x) = 2xpˆn(x), where Lˆn := Lˆz+1/zn .
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It is well known1 that the intertwining relation (4.7) means that the operator Lˆγ
can be obtained from Lγ by a sequence of k elementary Darboux transformations
at the points 2xmj . For the semi-infinite operators, this gives
Ln = 2xm1Id + P (1)n Q(1)n y L(1)n = 2xm1Id +Q(1)n P (1)n = 2xm2Id + P (2)n Q(2)n y · · ·
L(k−1)n = 2xmk−1Id +Q(k−1)n P (k−1)n = 2xmk Id + P (k)n Q(k)n (6.6)
y Lˆn = L(k)n = 2xmkId +Q(k)n P (k)n ,
where P
(j)
n = p1,jn En + p
0,j
n Id are first-order forward difference operators, Q
(j)
n =
q0,jn Id + q
−1,j
n E
−1
n are first-order backward difference operators, and
Qn = Q(k)n Q(k−1)n · · ·Q(1)n .
If we define polynomials p
(j)
n (x) = Q
(j)
n p
(j−1)
n (x), where p
(0)
n (x) = pn(x) are the
Askey-Wilson polynomials, then pˆn(x) = p
(k)
n (x) are the polynomials constructed
in Section 3. Using (6.6), it is not hard to prove inductively2 that the polynomials
{p(j)n (x)}∞n=0 are orthogonal with respect to a measure of the form
dµ(j) =
dµa,b,c,d∏j
s=1(x− xms)
+
j∑
s=1
νsδ(x− xms),
where µa,b,c,d is the Askey-Wilson measure in (6.1) and the constants ν1, . . . , νj
are in one-to-one correspondence with the free parameters that specify the one
dimensional subspace span{φ(j)(λγ)} of span{u1,mj(λγ), u2,mj (λγ)} at each step.
Putting all this together, we obtain the following theorem (c.f. Theorem 6.2 in
[15]).
Theorem 6.2. Suppose that d = εql/2 and a = εqα+l/2, where ε = ±1, and α, l ∈ N
and let k ≤ α.
(I) For each j = 1, 2, . . . , k pick δj = a and
φ(j)(λγ) ∈ span{u1,mj(λγ), u2,mj (λγ)} (6.7)
with mj ∈ {0, 1, . . . , α− 1} and mj 6= mi for j 6= i. Then for generic {φ(j)(λγ)} as
in (6.7), the polynomials pˆn(x) defined by (3.1)-(3.2a) are orthogonal with respect
to a complex measure of the form
dµˆ =
dµεqα+l/2,b,c,εql/2∏k
j=1(x− xmj )
+
k∑
j=1
νjδ(x−xmj ) with xmj =
ε
2
(qmj+l/2+q−mj−l/2). (6.8)
(II) Conversely, if mj ∈ {0, 1, . . . , α−1} are distinct numbers, then for generic com-
plex numbers ν1, . . . , νk we can use (3.1)-(3.2a) to construct polynomials {pˆn(x)}∞n=0
orthogonal with respect to the complex measure in (6.8) by picking δj = a and an
appropriate φ(j)(λγ) as in (6.7) for every j = 1, 2, . . . , k.
We can use Theorem 3.1 to deduce that the polynomials pˆn(x), which are or-
thogonal with respect to the measure in (6.8), are eigenfunctions of the q-difference
operators in the algebra Dz. In the above theorem, we can replace a and d with
any two of the parameters (a, b, c, d). In particular, if two of the parameters satisfy
1See [15, Proposition 6.1], although this statement can be found already in [34, pp. 14-19] in
the case of differential operators.
2See Theorem 2 in [13].
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the above conditions with ε = 1, and the other two satisfy analogous condition with
ε = −1, we can add point masses on both sides outside of the interval [−1, 1]. More
precisely, suppose that b = εqβ+t/2, c = εqt/2, where β, t ∈ N and ε = ±1. Then
for m = 0, 1, . . . , β − 1 we can define functions v1,m(λγ) and v2,m(λγ) by formulas
(6.5a) and (6.5b), respectively, by replacing (a, b, c, d) with (b, a, d, c), α with β, and
l with t. This leads to the following theorem (cf. Corollary 6.6 in [15]).
Theorem 6.3. Suppose that a = qα+l/2, b = −qβ+t/2, c = −qt/2, d = ql/2, where
α, β, l, t ∈ N. Let k1, k2 ∈ N be such that k1 ≤ α, k2 ≤ β and set k = k1 + k2.
(I) For each j = 1, 2, . . . , k1 pick δj = a and
φ(j)(λγ) ∈ span{u1,m
1
j (λγ), u
2,m1j (λγ)} (6.9)
with m1j ∈ {0, 1, . . . , α− 1} and m1j 6= m1i for j 6= i, and for each j = k1 + 1, . . . , k
pick δj = b and
φ(j)(λγ) ∈ span{v1,m
2
j (λγ), v
2,m2j (λγ)} (6.10)
with m2j ∈ {0, 1, . . . , β− 1} and m2j 6= m2i for j 6= i. Then for generic {φ(j)(λγ)} as
in (6.9)-(6.10), the polynomials pˆn(x) defined by (3.1)-(3.2a) are orthogonal with
respect to a complex measure of the form
dµˆ =
dµqα+l/2,−qβ+t/2,−qt/2,ql/2∏k1
j=1(x− x+m1j )
∏k2
j=1(x− x−m2j )
+
k1∑
j=1
ν1j δ(x− x+m1j ) +
k2∑
j=1
ν2j δ(x− x−m2j ), with
x+
m1j
=
1
2
(qm
1
j+l/2 + q−m
1
j−l/2) and x−
m2j
= −1
2
(qm
2
j+t/2 + q−m
2
j−t/2).
(6.11)
(II) Conversely, suppose that m1j ∈ {0, 1, . . . , α−1}, m2j ∈ {0, 1, . . . , β−1} and mrj 6=
mri for j 6= i, r = 1, 2. Then for generic complex numbers ν11 , . . . , ν1k1 , ν21 , . . . , ν2k2
we can use (3.1)-(3.2a) to construct polynomials {pˆn(x)}∞n=0 orthogonal with respect
to the complex measure in (6.11) by picking
• δj = a and an appropriate φ(j)(λγ) as in (6.9) for every j = 1, 2, . . . , k1,
• δj = b and an appropriate φ(j)(λγ) as in (6.10) for every j = k1+1, . . . , k.
Remark 6.4. As we noted earlier, we can use (6.2) to add Dirac measures without
free parameters. We can mix this with the constructions in Theorems 6.2 and
6.3 to get even more complicated examples of orthogonal polynomials satisfying
higher-order q-difference equations.
Remark 6.5. Recall that the substitution
a = qα+1/2, b = −qβ+1/2, c = −q1/2, d = q1/2,
in the Askey-Wilson polynomials leads to q-extensions of the Jacobi polynomials,
see [30]. In particular, this explains how the polynomials {pˆn(x)}∞n=0 in Theorems
6.2 and 6.3 can be considered as extensions of the Krall-Jacobi polynomials.
Example 6.6. Consider the simplest application of Theorem 6.2 by taking ǫ =
α = l = 1, or equivalently a = q3/2, d = q1/2, b, c arbitrary free parameters. Then
k = 1, m1 = 0 and
φ(1)(λγ) = u
1,0(λγ) + ν¯1u
2,0(λγ) = 1 + ν
′
1
(1− bcqγ)(1 − qγ+1)
qγ
,
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where ν′1 is a free parameter. Then τn = φ
(1)(λn) is a linear polynomial in λn and
therefore the algebra An will be generated by two polynomials of degrees 2 and 3,
respectively. This means that the corresponding algebra Dz will be generated by
two q-difference operators of orders 4 and 6, respectively. All this follows immedi-
ately from Theorem 3.1, while the operator of minimal order that we can obtain
from the general theory in [15] is of order 12, see [15, Section 7].
This example can be considered as a q-extension of the Krall-Jacobi polynomials
[26]. The polynomials pˆn(x) are orthogonal with respect to a measure of the form
dµˆ =
dµq3/2,b,c,ql/2
(x− x0) + ν1δ(x− x0) with x0 =
1
2
(q1/2 + q−1/2).
Note that x − x0 = − 12q1/2 (1 − zq1/2)(1 − q1/2/z), and therefore µˆ can also be
rewritten as
dµˆ = −2√q dµq1/2,b,c,ql/2 + ν1δ(x− x0).
The connection between ν′1 and ν1 can be derived from the orthogonality condition
pˆ1(x) ⊥ 1.
We conclude with several remarks concerning different constructions in the lit-
erature.
Remark 6.7. The first families of orthogonal polynomials which are eigenfunctions
of higher-order q-difference operators, extending the little q-Jacobi and Laguerre
polynomials were obtained already in [12, 33].
Remark 6.8. The results in [15] are formulated for a meromorphic (in n) extension
of the polynomials pˆn(x). The main difference with the formulation here is that in
equation (3.2a) we need to replace pn(x) by a meromorphic extension of the Askey-
Wilson polynomials (which can be written in terms of 8φ7 basic hypergeometric
series [20, 23, 32] or can be defined recursively [11]). The fact that the extended
functions pˆn(x) satisfy bispectral equations can be deduced from Theorem 3.1 by
analytic continuation. For details, we refer the reader to [9] where similar arguments
were used in a multivariable setting.
Remark 6.9. In the recent preprint [7], methods similar to the ones in [18, 19]
were used to construct bispectral polynomials in the simplest case k = 1 extending
the discrete classical orthogonal polynomials (Charlier, Meixner, Krawtchouk and
Hahn). When k = 1, the right-hand side of equation (3.2a) is a 2× 2 determinant
and can simply be written as a linear combination of pn(x) and pn−1(x). Most of
the computations in this case can be done directly bypassing Lemma 5.2, Remark
5.3 and Lemma 5.4. The corresponding polynomials can be obtained from the ones
considered here by taking k = 1 and by reducing the Askey-Wilson polynomials to
the corresponding family of discrete classical polynomials.
Remark 6.10. Note that the discrete parts of the measures in Theorems 6.2 and
6.3 are supported at specific points of the form ± 12 (qs/2 + q−s/2), s ∈ N, outside
of the interval [−1, 1]. They accumulate to the boundary ±1 only in the limit
q → 1. In the recent paper [2], the authors consider different extensions of the
Askey-Wilson polynomials, not related to the bispectral problem, by adding mass
points at the end points ±1 of the interval [−1, 1].
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