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TWO REMARKS ABOUT MULTICURVE GRAPHS ON
INFINITE-TYPE SURFACES
JULIO AROCA
Abstract. After Fossas-Parlier [9], we consider two graphs G0(S) and
G∞(S), constructed from multicurves on connected, orientable surfaces
of infinite-type.
Our first result asserts that G∞(S) has finite diameter, which extends
a result of Fossas-Parlier [9]. Next, we prove that the group of (label-
preserving) automorphisms of G0(S) is the extended mapping class group
of S, which may be regarded as an infinite-type analog of a theorem of
Margalit [12] about pants complexes.
1. Introduction
There has been a recent surge of interest in finding combinatorial models
for mapping class groups of infinite-type surfaces, see [3, 4, 5, 6, 7, 9, 10, 11,
16].
In [9], A. Fossas and H. Parlier defined a family of graphs Gk(S) with k ∈
N ∪ {0,∞}, constructed from multicurves on connected, orientable surfaces
of infinite-type equipped with an upper bounded hyperbolic metric.
In this note we will concentrate on the special cases G0(S) and G∞(S),
which we now briefly define; see Section 3 for a precise definition.
The vertices of G∞(S) are multicurves µ ⊂ S such that the supremum
of the lengths of the curves in µ and the supremum of the complexities
of the components of S\µ are both finite. In [9, §5], it is proved that
diam(G∞(S)) ≤ 3 when S has exactly two ends, each of which is non-
planar. Our first objective is to generalize this result to arbitrary infinite-
type surfaces:
Theorem 1.1. Let S = SH be a connected orientable infinite-type upper-
bounded hyperbolic surface. Then:
diam(G∞(S)) ≤ 3.
Next, we consider (a modification of) G0(S), which may be regarded as an
analog of the pants complex [12] for infinite-type surfaces. Here, the vertices
of G0(S) are pants decompositions of S, and two vertices span an edge when
they differ by exactly one elementary move, or by infinitely many of them
performed simultaneously on pairwise disjoint subsurfaces ‘sufficiently far’
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(see Definition 3.5 for a formal description). We will see in Section 3 that
the graph G0(S) is connected.
In [12], Margalit proved that the group of simplicial automorphisms of the
pants complex coincides with the extended mapping class group. Thus, a
natural question is whether the same holds for the graph G0(S) introduced
above. Our next result proves that this is indeed the case, provided one
considers only label-preserving automorphisms. More concretely, we will say
that an edge is a 1-edge (resp. ∞-edge) if its endpoints differ by one (resp.
infinitely many) elementary move. Consider the subgroup AutL(G0(S)) of
Aut(G0(S)) whose elements preserve the labelling of G0(S). We will prove:
Theorem 1.2. Let S be an orientable connected surface of infinite-type.
Then AutL(G0(S)) is isomorphic to Mod±(S), the extended mapping class
group of S.
The plan of the paper is as follows. In Section 2 we will explain the classi-
fication of infinite-type surfaces, plus some basic facts about multicurves and
hyperbolic metrics on surfaces. Section 3 is devoted to the definition of the
graphs G0(S) and G∞(S). Finally, in Sections 4 and 5 we prove Theorems
1.1 and 1.2, respectively.
2. Surfaces, curves and hyperbolic metrics
In this section, we introduce the classification theorems for finite and
infinite-type surfaces and give some basic definitions about curves, multic-
urves and hyperbolic metrics.
Let S be a compact connected orientable surface of finite topological type,
i.e., with finitely generated fundamental group. Then S ' Sg,b, where g is
the genus, and b the number of boundary components. The classification
of such surfaces is well known: two finite-type connected orientable surfaces
Sg,b and S
′
g′,b′ are homeomorphic if and only if g = g
′ and b = b′. If S
is an infinite-type surface then the homeomorphism type of S is uniquely
determined by its genus, its number of boundary components and its space
of ends. We refer the reader to [17] and [15] for a full discussion on the space
of ends of a surface. From now on, we will assume that S has no punctures
or planar ends.
We briefly proceed to give some basic definitions about curves, multic-
urves and hyperbolic metrics. These objects are thoroughly covered in [8].
Let S be a finite or infinite-type connected orientable surface. A closed
curve α ⊂ S is a continuous map α : S1 → S. To simplify, we denote α as
the image of S1 in S by the homonymous map. In addition, we only consider
the isotopy classes of closed curves in S so by an abuse of notation, α = [α]
will be taken as a representative of all curves isotopic to α. We will say that
a curve is essential if it is not isotopic to a point or a boundary component;
and it is simple if it may be realized without self-intersections.
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The geometric intersection number i(α, β) between two curves α and β is
i(α, β) = min{|α ∩ β|, α ∈ [α], β ∈ [β]}.
Two curves α and β are disjoint if and only if i(α, β) = 0.
A multicurve µ ⊂ S is a collection of essential simple closed curves ci,
such that they are pairwise disjoint and non-isotopic. Two multicurves µ
and ν can be realized disjointly if:∑
α∈µ,β∈ν
i(α, β) = 0.
A pants decomposition of S is a locally finite multicurve µ ⊂ S which
is maximal with respect to inclusion. The complexity of a surface S is the
cardinality of a maximal multicurve of S, like a pants decomposition. For
finite-type surfaces, the complexity is given by the following formula:
κ(Sg,b) = 3g − 3 + b.
For infinite-type surfaces, the complexity is infinite.
It is a well known fact of hyperbolic geometry that every topological
surface S that has negative Euler characteristic admits a hyperbolic metric
H, which is a riemannian metric of constant curvature −1. We denote the
pair (S,H) = SH as hyperbolic surface. A metric allows us to compute the
length of any curve α ⊂ SH. In order to build a well defined length function,
it must be only considered the length of the unique geodesic αg isotopic to
α, which depends on the metric [8, Proposition 1.3]. Thus the length of α is
defined as: l(α) = l(αg). We will focus our attention on the following family
of hyperbolic metrics:
Definition 2.1. [1, §8] Let SH be a hyperbolic surface, we say that SH is
upper-bounded with respect to some pants decomposition P if:
∃M > 0 such that l(α) < M ∀α ∈ P.
We highlight that there are hyperbolic metrics which are not upper-
bounded for any pants decomposition P. We only need to find, for every
infinite-type topological surface, a hyperbolic metric that is upper-bounded.
This can be always done if the surface is built gluing pairs of pants, that
is, surfaces homeomorphic to S0,3, whose boundary components have length
less than M . Then, the hyperbolic metric H is completely determined by
its Fenchel-Nielsen coordinates [1].
3. Graphs Gk(S) and connectedness
We proceed to describe two graphs developed by Fossas-Parlier [9], which
are constructed from multicurves on S: G0(S) and G∞(S). From now on,
let SH = S be an infinite-type surface equipped with an upper-bounded
hyperbolic metric.
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Definition 3.1. [9] G∞(S) is defined as the simplicial graph whose vertices
are multicurves µ ⊂ S such that:
(1) sup{`(αµ)|αµ ∈ µ is a connected component of µ} <∞.
(2) sup{κ(Γ)|Γ is a connected component of S\µ} <∞.
Two vertices span an edge if they can be realized disjointly on S.
We give some necessary definitions before defining G0(S), which will be a
slight modification of the one described in [9].
Definition 3.2. [2, §2] A multicurve µ ⊂ S has deficiency n if κ(S\µ) = n,
that is, there exists a collection of simple closed curves {α1, α2, ..., αn} such
that µ unionsq {α1, α2, ..., αn} is a pants decomposition of S.
Definition 3.3. Two pants decompositions X1 and X2 differ by an elemen-
tary move if there exists a deficiency-1 multicurve µ such that X1 = µ unionsq α
and X2 = µ unionsq β, where α and β intersect minimally. We say that α and β
intersect minimally if i(α, β) = 1 when the minimal subsurface containing
them is S1,1 and i(α, β) = 2 when it is S0,4.
Note that S1,1 and S0,4 are the only two options because they are the
unique surfaces of complexity one. In addition, X1 ∩ X2 = µ, since both
pants decompositions share the same deficiency-1 multicurve.
Definition 3.4. Let X be a pants decomposition of S and let α, β two
non-isotopic simple closed curves in X. If α and β are the boundary of
some pair of pants in X, then α and β are sisters. If they are not, but they
belong to two different pair of pants that share any boundary component,
they are contiguous. Otherwise, they are far.
It is straightforward to check that the previous properties are invariant
by elementary moves: let µ be a deficiency-1 curve and X1 = µ unionsq α, X2 =
µunionsqβ two pants decompositions which differ by one elementary move. Then
∀γ ⊂ µ, γ and α are sisters (resp. contiguous or far) if and only if γ and β
are sisters (resp. contiguous or far).
Definition 3.5. We define G0(S) as the simplicial graph whose vertices are
pants decompositions of S. Two vertices v and w span an edge if the pants
decompositions associated to v and w differ by exactly one elementary move
or by a countable subset of elementary moves replacing pairwise far curves.
The difference between the original graph defined in [9] and this one is that
in the former, simultaneously elementary moves between contiguous curves
are allowed. Note that G0(S) can be seen as the analog of the pants complex
P (S) for infinite-type surfaces, since it is connected. In addition, the graphs
G∞(S) and G0(S) are non-empty since the associated pants decomposition
P of the upper-bounded hyperbolic metric H is a vertex of both.
Proposition 3.6. G∞(S) and G0(S) are both connected.
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Proof. The cases k = ∞ and k = 0 for the original graph G0(S) defined
in [9], are proven in [9, Theorem 3.2]. We only need to prove the proposi-
tion for our modified G0(S). However, it is always possible to decompose
an edge corresponding to infinitely many elementary moves performed si-
multaneously on pairwise far or contiguous curves into a finite sequence of
infinitely many elementary moves performed simultaneously only on pairwise
far curves, since every curve of a pants decomposition has a finite number
of contiguous curves. Therefore, our version of G0(S) is also connected. 
Finally, in [9] it is shown that rank(G0(S)) = ∞ [9, Theorem 4.4]. Thus
diam(G0(S)) =∞. In the next section we will prove that diam(G∞(S)) <∞
for every infinite-type surface, generalizing a result of the aforementioned
paper.
4. The diameter of G∞(S)
The goal of this section is to prove Theorem 1.1. To do that, we will first
subdivide S in subsurfaces using a family of separating curves that will be
called a system of i-levels Λi(S). Then, for every two vertices µ, ν ∈ G∞(S)
we will build two vertices v′, w′ ∈ G∞(S) such that µ, v′, w′, ν is a path in
G∞(S).
Definition 4.1. Let α ⊂ S be an essential simple closed curve. Then α is
a torus curve if S − α = S′ unionsq S′′, where S′ is homeomorphic to a torus with
one boundary component.
Consider the maximal set T of torus curves in S. Then S − T ' S0 ∪⊔
α∈T S1,1, where S0 has genus zero and (possibly) boundary components.
Let P be a pants decomposition of S0 such that S0 is upper bounded with
respect to it. We define Γ(S0) as the graph whose vertices are in correspon-
dence one-to-one with every pair of pants and every boundary component of
S0. Two vertices span and edge in Γ(S0) if they represent two pair of pants
that share a curve in P, or if they represent a boundary component of S0
and the pair of pants to which it belongs. Observe that Γ(S0) is an infinite
tree, because S0 is a surface of genus zero.
Now, the set of vertices of Γ(S0) can be divided into two families: 3-
degree vertices representing pair of pants, and 1-degree vertices representing
boundary components of S0. We denote the first family by V3(Γ(S0)) or
simply V3. Equivalently we divide the set of edges of Γ(S0) into the subset
that link two 3-degree vertices and the ones which link a 3-degree vertex
with a 1-degree vertex. We denote the first family by E3(Γ(S0)) = E3. As
a help for the reader the construction of Γ(S0) is depicted in Figure 1:
6 JULIO AROCA
Figure 1
We take Γ3 = V3 ∪E3. Note that Γ3 is also an infinite tree because it is a
connected subgraph of Γ. Consider, for every edge e ∈ E3, the simple closed
curve γ ∈ P which is the shared boundary between the two pairs of pants
associated to the endpoints of e. By an abuse of notation we identify e with
γ. This curve is always separating in S0 and, in addition, in S. Let dΓ3 be
the distance in Γ3, which is the restriction of the usual distance associated to
Γ(S0). We consider the following family of curves: starting in an arbitrary
edge γ0 ∈ E3, γ0 will be the 0-level of S, Λ0(S). Then we define:
Λi(S) = i− level of S = {γ ∈ E3 : dΓ3(γ, γ0) = i} = {γik}k∈N(i),
where N(i) < ∞ is the number of curves in Λi(S). Note that every edge
in E3 belongs to Λi for a unique i ∈ N, because Γ3(S0) is a tree. Figure 2
shows an example of i-levels:
Figure 2
Proof of Theorem 1.1. For µ, ν ∈ G∞(S), take two pants decompositions
v, w ∈ G∞(S), such that µ ⊂ v y ν ⊂ w. Consider L = max{Lv, Lw}, where:
Lv = sup{`(αv)| αv is a curve of v},
Lw = sup{`(αw)| αw is a curve of w}.
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If we choose v and any curve γik ∈ P, we define Sv(γik) as the minimal
finite subsurface with respect to inclusion, containing all the curves of v
that intersect γik. Observe that S\Sv(γik) is a set of at most two connected
subsurfaces, because Sv(γ
i
k) contains γ
i
k, which is separating in S. In addi-
tion κ(Sv(γ
i
k)) < ∞, by the collar lemma [8, Lemma 13.6]. Otherwise, γik
would be crossed by an infinite number of curves, every of them with a collar
neighbourhood of a fixed area. So γik would have infinite length, which is a
contradiction with the upper-bounded metric hypothesis. We define Sw(γ
i
k)
in the same way for the pants decomposition w.
Now, note that if we take dS(γ
i
k, γ
i′
k′) > L, then Sx(γ
i
k) and Sy(γ
i′
k′) are
disjoint for every x, y ∈ {v, w}. Indeed, if some curve belongs to Sx(γik) and
Sy(γ
i′
k′) simultaneously, it cuts both γ
i
k and γ
i′
k′ , so it has length greater than
L, which cannot be possible. Consider a subsequence of levels Λij , j ∈ N,
such that:
inf{dS(γijkj ,Nij )} > L, ∀ 1 ≤ kj ≤ N(ij),(3)
sup{dS(γijkj ,Nij )} <∞, ∀ 1 ≤ kj ≤ N(ij),(4)
where Nij is the subset of curves of Λij+1 whose representing edges are the
closest to γ
ij
kj
, that is, there is no other edges of Λij between them. We
point out that it is always possible to find a subset of levels which fulfils
assumptions (3) and (4) because of the upper-bounded hyperbolic metric
hypothesis. As in Section 2, we construct every infinite-type surface from a
pants decomposition P which satisfies (3) and (4) simultaneously.
For even j ∈ N, let v′ ⊂ v be the multicurve:
v′ =
{
α ∈ v : α ∈
⋃
j∈2Z
⋃
1≤kj≤|Λij |
Sv(γ
ij
kj
)
}
,
and w′ ⊂ w the multicurve obtained for odd j ∈ N. Note that v′ is a
vertex of G∞(S) even if some of the subsurfaces Sv(γijkj ) need not be disjoint
for a fixed level Λij . This could happen when the subsurfaces are defined by
curves in the same level such that the distance between them is less than L.
If this is the case, the distance between the closest curves of two consecutive
levels of the subsequence is bounded above by (4), and so is the complexity
of every connected component of S\v′. Thus v′ is a vertex of G∞(S). By a
similar argument, w′ also is a vertex of G∞(S).
Now, µ and v′ span an edge by construction because v′ and µ are subsets
of the same pants decomposition v, so they can be realized disjointly on S.
The same occurs with ν and w′ with respect to w. Finally, v′ and w′ span
an edge because every component of v′ is disjoint from any component of
w′, as they belong to subsurfaces that are distance at least L. 
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5. Proof of Theorem 1.2
In this section we prove Theorem 1.2. First we study some loops in G0(S)
which are essential in the proof: ∞-alternating squares. Finally, we define
the map φ : AutL(G0(S))→ Aut(C(S)) and prove that it is an isomorphism.
Since Aut(C(S)) ' Mod±(S), as shown in [6, 11], the main result follows.
The most difficult point is to prove that φ is well defined, so we will use the
previous loops to achieve that. This section is heavily inspired in the proof
for finite-type surfaces, due to Margalit [12].
Definition 5.1. A path in G0(S) is a set X1, ..., Xk+1 of vertices such that
Xi and Xi+1 span an edge ∀i ∈ {1, ..., k}. If X1 = Xk+1, we call it a loop
and omit the repeated vertex.
We define a 1-triangle T = {X1, X2, X3} as a loop of three vertices which
span a 1-edge pairwise [12, §3.1].
Lemma 5.2 (Characterization of 1-triangles). Let T = {X1, X2, X3} be a
loop in G0(S). Then T is a 1-triangle if and only if there exists a deficiency-
1 multicurve µ such that Xi = µ unionsq αi, where αi and αj intersect minimally
pairwise.
Proof. ⇒) By definition of elementary move (Definition 3.3), X1 ∩X2 = µ,
where µ is a curve of deficiency 1. Since X3 span a 1-edge with both X1 and
X2, X1 ∩X2 = X1 ∩X2 ∩X3 = µ. So Xi = µ unionsq αi, where αi, αj intersect
minimally for i 6= j.
⇐) Every two different vertices of T differ by an elementary move. Thus
T is a 1-triangle. 
Corollary 5.3 (Transitivity). If two 1-triangles T and T ′ share a 1-edge,
then there exists a deficiency-1 multicurve µ such that every vertex of both
T and T ′ contains µ.
Proof. Suppose that T = {X1, X2, X} and T ′ = {X1, X2, X ′}. Since X and
X ′ span a 1-edge with both X1 and X2, X∩X1∩X2 = µ = X ′∩X1∩X2. 
Definition 5.4. [13, §2] The standard Farey graph is the simplicial graph
whose vertices are:{
p
q
: p, q ∈ Z, p
q
is irreducible
}
∪
{
1
0
=∞
}
,
where two vertices
p
q
and
s
t
span an edge if |pt− qs| = 1.
The standard Farey graph can be realized as an ideal triangulation of the
hyperbolic disk, as it is depicted in Figure 3:
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1
−1
0∞
2
3 13
1
2
3
2
2
3
−12−2
Figure 3
Definition 5.5. A 1-Farey graph is a subgraph of G0(S) which is isomorphic
to the standard Farey graph and whose edges are all 1-edges.
Note that for every pair of vertices in a 1-Farey graph which span an edge,
there are always two different 1-triangles which contain them.
Lemma 5.6 (Transitivity for 1-Farey graphs). For every two vertices X,
X ′ in a 1-Farey graph there is a sequence of 1-triangles {T1, ..., Tn} such that
X ∈ T1, X ′ ∈ Tn and every two consecutive 1-triangles Ti, Ti+1 have two
vertices in common.
Proof. Since the dual of the standard Farey graph is an infinite tree with
all vertices of degree 3, we take the vertices T1 and Tn whose duals are the
triangles T1 and Tn respectively in the 1-Farey graph. Then, a path in the
tree joining T1 and Tn has the desired sequence {T1, ..., Tn} as dual. 
By Lemma 5.6 and Corollary 5.3, there exists a deficiency-1 multicurve µ
such that every pants decomposition of a 1-Farey graph contains µ.
Definition 5.7. For a multicurve µ, we define Pµ as the subgraph of G0(S)
whose vertices are pants decompositions which contain µ.
For any pair of multicurves µ, ν ⊂ S:
Pµ ∩ Pν =
{
Pµ∪ν if µ ∪ ν is a multicurve,
∅ otherwise.
Lemma 5.8 (Characterization of 1-Farey graphs in G0(S)). Let F ⊂ G0(S)
be a subgraph. Then F is a 1-Farey graph if and only if there exists a
multicurve µ of deficiency 1 such that F = Pµ.
Proof. ⇐) Since all vertices in F share a deficiency-1 multicurve µ, every
vertex Xi ∈ F has the form Xi = µ unionsq αi. There is an isomorphism from
F to P (S\µ) which takes Xi = µ unionsq αi to αi, where the unique subsurface
of positive complexity in S\µ is homeomorphic to S0,4 or S1,1. The pants
complex of both surfaces is isomorphic to the standard Farey graph [14, §3].
⇒) Let F be a 1-Farey graph. By Lemma 5.6 it follows that V (F ) ⊂ Pµ.
Since F is isomorphic to P (S\µ), then V (F ) = Pµ. 
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Lemma 5.9. Two different 1-Farey graphs intersect at most in one vertex.
Proof. Let F and F ′ be two different 1-Farey graphs. By Lemma 5.8, F = Pµ
and F ′ = Pν . If F and F ′ intersect, then F ∩ F ′ = Pµ ∩ Pν = Pµ∪ν . As µ
and ν are different deficiency-1 multicurves, Pµ∪ν is non-empty when µ ∪ ν
is a pants decomposition. 
Note that, for any 1-Farey graph F , the deficiency-1 multicurve µ such
that F = Pµ can be identified by intersecting two different vertices of F .
Definition 5.10. A marked 1-Farey graph is a pair (F,X) where F is a
1-Farey graph and X is one of its vertices.
Note that for every marked 1-Farey graph (F = Pµ, X) there exists a
single curve α ∈ X such that α 6∈ Pµ. We will say that (F,X) represents
α. We will also consider other loops in G0(S). Alternating loops, which are
defined below, are introduced in [12, §4]. First we need a definition:
Definition 5.11. A loop L ⊂ G0(S) has deficiency k if the intersection of
all its vertices is a deficiency-k multicurve.
For instance, a 1-triangle is a deficiency-1 loop.
Definition 5.12. [12] An alternating loop AL ⊂ G0(S) is a deficiency-2
loop {X1, X2, ..., Xk}, k ∈ {4, 5, 6}, whose edges are all 1-edges and such
that there is no 1-Farey graph in G0(S) containing any three consecutive
vertices Xi, Xi+1, Xi+2.
Observe that in an alternating loop X1∩X2∩...∩Xn = Xi∩Xi+1∩Xi+2 ∀i.
Remark 5.13. [12, §5] Any alternating loop AL is preserved by the action
of A ∈ AutL(G0(S)), since it is defined only in simplicial terms.
Definition 5.14. An ∞-alternating square S ⊂ G0(S) is a loop of length 4
with the following structure, up to cyclic reordering:
X1
1−X2∞−X3 1−X4∞−X1,
where X1 (resp. X2) do not span an ∞-edge with X3 (resp. X4).
Let S be an ∞-alternating square. Without loss of generality:
X1 = {α, σ1, ..., σm, κ1, ..., κn, λ1, ...},
X2 = {α′, σ1, ..., σm, κ1, ..., κn, λ1, ...},
where {σi}mi=1 are the sister curves of both α and α′, {κi}ni=1 the contiguous
curves and {λi}∞i=1 the far curves. Note that 1 ≤ m ≤ 4 and 1 ≤ n ≤ 8.
Now, since X2X3 is an ∞-edge and X1, X3 do not span an ∞-edge, the
elementary moves are not performed only on far curves. Furthermore, no
elementary move is performed on a sister curve because S has length 4. So:
X3 = {α′, σ1, ..., σm, κ′1, ..., κ′j , κj+1, ..., κn, λ1, λ′2, λ3, λ′4, ...},
where the infinitely many elementary moves are performed, without loss of
generality on λ2k, k ∈ N and some contiguous curves. Observe that all
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these simultaneous elementary moves must be performed on curves which
are pairwise far by the definition of ∞-edge. Regarding the 1-edge X3X4,
if X4 contains any κi or λ2k, then X2 and X4 span an ∞-edge, so it must
contain α:
X4 = {α, σ1, ..., σm, κ′1, ..., κ′j , κj+1, ..., κn, λ1, λ′2, λ3, λ′4, ...}.
Therefore: X1 ∩ ... ∩X4 = Xi ∩Xi+1 ∩Xi+2 ∀i.
Remark 5.15. Any ∞-alternating square S is preserved by the action of
A ∈ AutL(G0(S)), since it is defined only in simplicial terms.
Proof of Theorem 1.2. We proceed to define the isomorphism of Theorem
1.2. Consider A ∈ AutL(G0(S)), so A takes marked 1-Farey graphs to
marked 1-Farey graphs. Let (F,X) be an arbitrary marked 1-Farey graph.
Then (F,X) represents some curve v ∈ C(S). Let A((F,X)) be the image
of (F,X) by A, then A((F,X)) represents another vertex w in the curve
complex. We define w = φ(A)(v); thus φ(A) is a map from C(S) to itself.
We will prove that φ(A) is an automorphism of the curve complex, and that
φ is a well defined isomorphism.
φ(A) is well defined. Let (F,X) and (F ′, X ′) be two marked 1-Farey
graphs representing the same vertex v ∈ C(S). We need to prove that
A((F,X)) and A((F ′, X ′)) also represent the same vertex φ(A)(v). This
is true when X and X ′ differ by a finite number of elementary moves [12,
§5]. The idea of [12] is to find a sequence of vertices W,X,X ′, Y which
is contained in an alternating loop AL, where W,X ∈ (F,X) and X ′, Y ∈
(F ′, X ′). By the properties of an alternating loop, v = W∩X∩X ′ = X∩X ′∩
Y . Now, by Remark 5.13, AL is preserved by the action of A ∈ AutL(G0(S)),
so the sequence A(W ), A(X), A(X ′), A(Y ) is also contained in an alternating
loop. Therefore A(W )∩A(X)∩A(X ′) = A(X)∩A(X ′)∩A(Y ), so A((F,X))
and A((F ′, X ′)) represent the same vertex φ(A)(v).
When X and X ′ span an∞-edge, the previous idea can be applied finding
a sequence contained in an ∞-alternating square S, as we will see. Once
this is done, Remark 5.15 will again give us the desired result. We refer
the reader to Figure 4 as a help for the following proof. Let X = {α′, µ}
and X ′ = {α′, µ′} where F = Pµ and F ′ = Pµ′ . Suppose that at least one
elementary move of XX ′ is performed on a contiguous curve of α′. Then X
and X ′ have the form:
X = {α′, σ1, ..., σm, κ1, ..., κn, λ1, ...},
X ′ = {α′, σ′1, σ2, ..., σm, κ′1, ...κ′j , κj+1, ..., κn, λ1, λ′2, λ3, λ′4, ...},
Note that two different sister curves of α are respectively sister or contiguous,
so at most one sister curve can be replaced in an∞-edge. Now consider Xm,
where:
Xm = {α′, µm} = {α′, σ′1, σ2, ..., σm, κ1, ..., κn, λ1, λ2, ...},
with Fm = Pµm . As X and Xm differ by one elementary move, we use the
the result in [12] to conclude that A((F,X)) and A((Fm, Xm)) represent the
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same vertex in C(S). Finally, we proceed with the contiguous and far curves
of α′. Consider the following ∞-alternating square:
S : W 1−Xm∞−X ′ 1−Y∞−W,
where:
W = {α, σ′1, σ2, ..., σm, κ1, ...κj , κj+1, ..., κn, λ1, λ2, λ3, λ4, ...},
Xm = {α′, σ′1, σ2, ..., σm, κ1, ...κj , κj+1, ..., κn, λ1, λ2, λ3, λ4, ...},
X ′ = {α′, σ′1, σ2, ..., σm, κ′1, ...κ′j , κj+1, ..., κn, λ1, λ′2, λ3, λ′4, ...},
Y = {α, σ′1, σ2, ..., σm, κ′1, ...κ′j , κj+1, ..., κn, λ1, λ′2, λ3, λ′4, ...},
with W,Xm ∈ (Fm, Xm) and X ′, Y ∈ (F ′, X ′). We use Remark 5.15 to de-
duce that A((Fm, Xm)) and A((F
′, X ′)) represent the same vertex in C(S).
Thus A((F,X)) and A((F ′, X ′)) represent also the same vertex.
If no elementary move is performed on a contiguous curve of α′, then X ′
has the form:
X ′ = {α′, σ′1, σ2, ..., σm, κ1, ..., κn, λ1, λ′2, λ3, λ′4, ...}.
In that case consider first:
X ′′ = {α′, σ′1, σ2, ..., σm, κ′1, κ2..., κn, λ1, λ′2, λ3, λ′4, ...}.
Observe that κ′1 must be far from all λ2k. As X ′ and X ′′ differ by one ele-
mentary move, the marked 1-Farey graphs (F ′, X ′) and (F ′′, X ′′) represent
the same curve in C(S). Then proceed with (F ′′, X ′′) in the same way as
before.
F
Fm
F ′
X
Xm
X ′
W
Y
1
1
1
1
∞∞
Figure 4
φ(A) is an automorphism. We need to prove that two vertices v, w ∈
C(S) span an edge if and only if φ(A)(v) and φ(A)(w) span an edge. For that
purpose is enough to prove that v and w span an edge in C(S) if and only
if there are two different marked 1-Farey graphs (F,X) and (F ′, X), which
intersect in X. This vertex is unique by Lemma 5.9. Suppose that v, w are
the curves α and β respectively. We take a pants decomposition containing
α and β: X = {α, β, γ1, γ2, ...}, and consider the marked 1-Farey graphs
(F,X) and (F ′, X), where F = Pµ and F ′ = Pν with µ = {β, γ1, γ2, ...}
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and ν = {α, γ1, γ2, ...}. Since A preserves the number of intersection points
between marked 1-Farey graphs, A((F,X)) and A((F ′, X)) intersect in the
point A(X) = {φ(A)(α), φ(A)(β), ...}. Then, A(X) is a pants decomposition
if and only if φ(A)(α) an φ(A)(β) are disjoint and non-isotopic, that is, they
span and edge in C(S). Thus F and F ′ intersect in X if and only if v and
w span an edge in C(S).
φ is an isomorphism. First, we prove that φ(AB)(v) = φ(A)φ(B)(v)
for every v ∈ C(S). φ(AB)(v) is represented by AB((F,X)), where (F,X)
represents v. Furthermore, w = φ(B)(v) is represented by B((F,X)) and
hence φ(A)φ(B)(v) is represented by A((F ′, Y )), where (F ′, Y ) is a marked
1-Farey graph that represents w. If we choose (F ′, Y ) to be B((F,X)),
then we have that φ(A)φ(B)(v) is represented by AB((F,X)) and so φ is a
homomorphism.
We now prove that if φ(A) is the identity in Aut(C(S)), then A is the
identity in AutL(G0(S)). For X = {α1, α2, α3, ...} we choose the collection of
marked 1-Farey graphs (Fi, P ), where Fi = Pµi , with
µi = {α1, α2, ..., αi−1, αi+1, ....}, and vi is the curve αi. By construction,
the intersection of all Fi is exactly X. In addition, because A(F ) repre-
sents φ(A)(v) and φ(A) is the identity, it follows that the intersection of all
A(Fi) = Fi is X, so A(X) = X.
Finally, we will prove the surjectivity of φ by using the isomorphism
η : Aut(C(S))→ Mod±(S) for infinite-type surfaces [6, 11]. For a vertex v ∈
C(S), we define A(v) as the action of η(A) in α. Similarly, for a pants decom-
positionX = {α1, α2, α3, ...}, we define ψ(A)(X) as {η(A)(α1), η(A)(α2), ...}:
AutL(G0(S)) ψ←− Aut(C(S)) η←→ Mod±(S)
ψ(A) ←− A ←→ η(A)
(F,X) ←→ v ←→ α
↓ ↓ ↓
ψ(A)((F,X)) ←→ A(v) ←→ η(A)(α)
It remains to prove that φ ◦ ψ(A) = A, which is equivalent to prove that
ψ(A)((F,X)) = (F ′, Y ), where (F ′, Y ) represents the vertex A(v) ∈ C(S).
For F = Pµ where µ = {α2, α3, ...}, it follows that F ′ = ψ(A)(F ) = Pν ,
where ν = {η(A)(α2), η(A)(α3), ...}. The desired result follows from the
fact that X = {α, α2, α3, ...}, ψ(A)(X) = {η(A)(α), η(A)(α2), η(A)(α3), ...}
and η(A)(α) corresponds to A(v). 
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