Abstract. This paper establishes non-asymptotic oracle inequalities for the prediction error and estimation accuracy of the LASSO in stationary vector autoregressive models. These inequalities are used to establish consistency of the LASSO even when the number of parameters is of a much larger order of magnitude than the sample size. We also give conditions under which no relevant variables are excluded.
Introduction
The last 10-15 years have witnessed a surge of research in high-dimensional statistics and econometrics. This is the study of models where the the number of parameters is of a much larger order of magnitude than the sample size. However, often only a few of the parameters are non-zero, that is the model is sparse, and one wants to be able to separate these from the zero ones. In particular, a lot of attention has been devoted to penalized estimators of which the most famous is probably the LASSO of Tibshirani (1996) . Other prominent examples are the SCAD of Fan and Li (2001) , the adaptive LASSO of Zou (2006) , the Bridge and Marginal Bridge estimators of Huang et al. (2008) , the Dantzig selector of Candès and Tao (2007) , the Sure Independence Screening of Fan and Lv (2008) and the square root LASSO of . These procedures have become popular since they are computationally feasible and perform variable selection and parameter estimation at the same time. For recent reviews see Bühlmann and van de Geer (2011) and .
Much effort has been devoted to establishing the conditions under which these procedures possess the oracle property. Here the oracle property is understood as the procedure correctly detecting the sparsity pattern, i.e. setting all zero parameters exactly equal to zero while not doing so for any of the non-zero ones. Furthermore, the nonzero parameters are estimated at the same asymptotic efficiency as if only the relevant variables had been included in the model from the outset. In other words the non-zero parameters are estimated as efficiently as if one had been assisted by an oracle that had revealed the true sparsity pattern prior to estimation.
Even though a lot of progress has been made in this direction most focus has been devoted to very simple data types such as the linear regression model with fixed covariates or sometimes (gaussian) independently distributed covariates. Some exceptions are Wang et al. (2007) and Nardi and Rinaldo (2011) who consider the LASSO in a stationary autoregression. Caner and Knight (2013) investigate the properties of the Bridge estimator in stationary and nonstationary autoregressions while Kock (2012) does the same for the adaptive LASSO. Finally, Liao and Phillips (2013) consider cointegrated VAR models. In particular they show how shrinkage type estimators can also be used to select the cointegration rank. However, these papers consider (vector) autoregressions of a fixed or slowly increasing length -i.e. a low-dimensional setting.
In this paper we are concerned with the estimation of high-dimensional stationary vector autoregressions (VAR), i.e. models of the form
Φ l y t−l + t , t = 1, ..., T (1) where y t = (y t,1 , y t,2 , ..., y t,k T ) is the k T × 1 vector of variables in the model. Φ 1 , ..., Φ p T are k T × k T parameter matrices. These may vary with T though we suppress this dependence in the notation. We are analyzing a triangular array of models where the parameters may vary across the rows, T , but remain constant within each row, t = 1, ..., T .
t is assumed to be a sequence of i.i.d. error terms with an N k T (0, Σ) distribution. Notice that the number of variables as well as the number of lags is indexed by T indicating that both of these are allowed to increase as the sample size increases -and in particular may be larger than T . Equation (1) could easily be augmented by a vector of constants but here we omit this to keep the notation simple 1 . The VAR is without doubt one of the central pillars in macroeconometrics and is widely used for e.g. forecasting, impulse response and policy analysis. However, it suffers from the fact that many macroeconomic variables are observed at a relatively low frequency such as quarterly or annually leaving few observations for estimation. On the other hand, the number of parameters, k 2 T p T , may increase very fast if many variables are included in the model which is often the case in order to ensure satisfactory modeling of the dynamics of the variables of interest. Hence, the applied researcher may find himself in a situation where the number of parameters is much larger than the number of observations. If T < k T p T equation by equation least squares is not even feasible since the design is singular by construction. Even if it is possible to estimate the model the number of regressions which have to be run in order to calculate the information criterion for every subset of variables increases exponentially in the number of parameters and such a procedure would become computationally infeasible. Furthermore, these subset selection criteria are known to be unstable; see e.g. Breiman (1996) .
In a seminal paper Stock and Watson (2002) used factors to reduce dimensionality and obtain more precise forecasts of macro variables while Bernanke et al. (2005) popularized the inclusion of factors in the VAR in order to avoid leaving out relevant information when evaluating monetary policy. For surveys on factor analysis in the context of time series see Stock and Watson (2006) , Bai and Ng (2008) and Stock and Watson (2011) .
1 Similarly, we conjecture that a trend could be included by writing the model in deviations from the trend. But to focus on the main idea of the results this has been omitted.
Our results open a different avenue of handling high-dimensionality in VAR models than augmentation by factors. In particular, i) we establish non-asymptotic oracle inequalities for the prediction error and estimation accuracy of the LASSO. Specifically, we show that the LASSO is almost as precise as oracle assisted least squares, i.e. least squares only including the (unknown set of) relevant variables. We also comment on some limitations of these bounds. ii) we use the finite sample upper bounds to show that even when k T and p T increase at a subexponential rate it is possible to estimate the parameters consistently.
The fact that k T may increase very fast is of particular importance for state of the art macroeconometric modeling of big systems since no variables should be left out in order to avoid omitted variable bias. Conditions for no relevant variables being excluded are also given. iii) we establish non-asymptotic lower bounds on the probability with which the adaptive LASSO unveils the correct sign pattern and use these bounds to show that the adaptive LASSO may detect the correct sign pattern with probability tending to one even when k T and p T increase at a subexponential rate 2 . iv) we show that the adaptive LASSO is asymptotically equivalent to the oracle assisted least squares estimator. This implies that the estimates of the non-zero coefficients converge at the same rate as if least squares had been applied to a model only including the relevant covariates. Furthermore, this shows that the adaptive LASSO is asymptotically as efficient as the oracle assisted least squares estimator. v) the appendix contains some maximal inequalities for vector autoregressions, Lemmas 4 and 11, which might be of independent interest. In addition, Lemma 8 gives finite sample bounds on the estimation error of high-dimensional covariance matrices in VAR models. This concentration inequality is subsequently used to show how the restricted eigenvalue condition of Bickel et al. (2009) can be verified even in the case of models with many dependent random covariates. vi) similar results for autoregressions follow as a special case by simply setting k T = 1 in our theorems. vii) in Callot and Kock (2014) we show how the theory put forward in this paper can be used to analyze and forecast a large macroeconomic data set; using the 131 macroeconomic variables of Ludvigson and Ng (2009) we show that the LASSO provides forecasts that compare favourably to those obtained using alternative methods.
We believe that these results will be of much use for the applied researcher who often faces the curse of dimensionality when building VAR models since the number of parameters increases quadratically in the number of variables included. The LASSO and the adaptive LASSO are shown to have attractive finite sample and asymptotic properties even in these situations. Song and Bickel (2011) have derived bounds for the LASSO similar to the ones mentioned in i) above. However, they employ an m-dependence type assumption instead of directly utilizing the dependence structure in the VAR. Furthermore, in our understanding they are working with models of fixed dimension while we are allowing k T and p T to depend on the sample size. Also, we give a lower bound on the probability with which 2 Increasing pT by one implies losing one observation for the purpose of estimation since one more initial observation is needed. Hence, we also discuss the practically relevant setting where pT increases slower than the sample size (as opposed to exponentially fast).
the restricted eigenvalue condition is satisfied. Finally, we also consider the properties of the adaptive LASSO non-asymptotically as well as asymptotically.
Note that since the LASSO and the adaptive LASSO can be estimated with fewer observations than parameters one may choose to simply include the most recent observations -say 10-20 years -in the model used for forecasting instead of using the whole data set. This could be useful since observations far back in time may be conjectured to be less informative about the near future than the recent past is.
It should also be remarked that no (significance) testing is involved in the procedures but the underlying assumption is that there exists a sparse representation of the data. Finally, by iii) above, the adaptive Lasso may be used to unveil Granger (non)-causality since it can distinguish between zero and non-zero coefficients under the conditions of our theorems.
The plan of the paper is as follows. Section 2 lays out the model in more detail and gives necessary background notation. Sections 3 and 4 contain the main results of the paper on the LASSO and the adaptive LASSO. A Monte Carlo study investigating the validity of our finite sample results can be found in Section 5 while Section 6 concludes. The proofs can be found in the Appendix.
Model and notation
We shall suppress the dependence of k T and p T on T to simplify notation. Throughout the paper we shall assume Assumption 1. The data {y t , t = 1 − p, ..., T } is generated by (1) where t is assumed to be a sequence of i.i.d. error terms with an N k (0, Σ) distribution. Furthermore, all roots of |I k − p j=1 Φ j z j | are assumed to lie outside the unit disc. Assumption 1 states the model. The gaussianity of the error terms is crucial since y t inherits this under the assumption of all roots of |I k − p j=1 Φ j z j | being outside the unit disc. More precisely, the gaussianity is useful since it implies that y t and t have slim tails
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. Hence, the gaussianity of the error terms plays an important role. It is, however, a rather standard assumption. Note also that the assumption of all roots of |I k − p j=1 Φ j z j | being outside the unit disc is equivalent to all eigenvalues of the companion matrix F being inside the unit disc. Let ρ (the dependence on T is suppressed) denote the largest eigenvalue of the companion matrix.
It is convenient to write the model in stacked form. To do so let Z t = (y t−1 , ..., y t−p ) be the kp×1 vector of explanatory variables at time t in each equation and X = (Z T , ..., Z 1 ) the T × kp matrix of covariates for each equation. Let y i = (y T,i , ..., y 1,i ) be the T × 1 vector of observations on the ith variable (i = 1, ..., k) and i = ( T,i , ..., 1,i ) the corresponding vector of error terms. Finally, β * i is the kp dimensional parameter vector of true parameters for equation i which also implicitly depends on T . Hence, we may write (1) equivalently as
Here the length of the parameter vector β * i can potentially be of a much larger order of magnitude than the sample size T . A practical example occurs when building macroeconomic models based on relatively infrequently sampled time series (say quarterly or annual data). Then one will often only have 50-200 observations while for k = 100 and p = 5 the number of parameters per equation is as large as 500. The total number of parameters in the system is of course even larger. Traditional methods such as least squares will be inadequate in such a situation and our goal is to derive bounds on the estimation error of the LASSO in each equation as well as for the whole system.
Even though there are k 2 p parameters in the model only a subset of them might be non-zero. Perhaps only a few of the kp variables might be relevant in each of the k equations (the set may of course differ from equation to equation such that all variables are relevant in some equations). This means that β * i is a sparse vector.
2.1. Further notation. Let J i = {j : β * i,j = 0} ⊆ {1, ..., kp} denote the set of nonzero parameters in equation i and s i = |J i | its cardinality.s = max {s 1 , ..., s k } while β min,i = min {|β * i,j | : j ∈ J i } denotes the minimum (in absolute value) non-zero entry of β * i . β min = min {β min,i , i = 1, ..., k} is the smallest non-zero parameter in the whole system.
= max 1≤i≤n |x i | denote 2 , 1 and ∞ norms, respectively (most often n = kp or n = s i in the sequel). For any symmetric square matrix M , φ min (M ) and φ max (M ) denote the minimal and maximal eigenvalues of M .
Let Ψ T = 1 T X X be the kp × kp scaled Gramian of X. For R, S ⊆ {1, ..., kp}, X R and X S denote the submatrices of X which consist of the columns of X indexed by R and S, respectively. Furthermore, Ψ R,S = 1 T X R X S . For any vector δ in R n and a subset J ⊆ {1, ..., n} we shall let δ J denote the vector consisting only of those elements of δ indexed by J. As mentioned above, F shall denote the companion matrix of the system (1) and ρ its largest eigenvalue. For any natural number j, F j shall denote the jth power of F .
For any two real numbers a and b, a ∨ b = max(a, b) and a ∧ b = min(a, b); and for any x ∈ R n , let sign(x) denote the sign function applied to each component of x.
Let σ 2 i,y denote the variance of y t,i and σ 2 i, the variance of t,i , 1 ≤ i ≤ k. Then define σ T = max 1≤i≤k (σ i,y ∨ σ i, ).
The Lasso
The LASSO was proposed by Tibshirani (1996) . Its theoretical properties have been studied extensively since then, see e.g. Zhao and Yu (2006) , Meinshausen and Bühlmann (2006) , Bickel et al. (2009), and van de Geer (2011) to mention just a few. It is known that it only selects the correct model asymptotically under rather restrictive conditions on the dependence structure of the covariates. However, we shall see that it can still serve as an effective screening device in these situations. Put differently, it can remove many irrelevant covariates while still maintaining the relevant ones and estimating the coefficients of these with high precision. We investigate the properties of the LASSO when applied to each equation i = 1, ..., k separately 4 . The LASSO estimates β * i in (2) by minimizing the following objective function
where λ T is a sequence to be defined exactly below. (3) is the least squares objective function plus an extra term penalizing parameters that are different from zero. Letβ i denote the minimizer of (3) and let J(β i ) = {j :β i,j = 0} be the indices of the parameters for which the estimator is nonzero .
3.1. Results without conditions on the Gram matrix. We begin by giving nonasymptotic bounds on the performance of the LASSO. Notice that these bounds are valid under assumption 1 without any conditions on the design matrix or k, p, s i and T .
T /T . Then, on a set with probability at least 1 − 2(k 2 p) 1−ln(1+T ) − 2(1 + T ) −1/A the following inequalities hold for all i = 1, ..., k for some positive constant A.
(6)
The lower bound on the probability with which inequalities (4)-(6) hold can be increased by choosing a larger value of λ T . However, we shall see in Theorem 2 below that smaller values of λ T yield faster rates of convergence 6 . It is important to notice that (4)-(6) hold for all equations i = 1, ..., k on one and the same set. This will turn out to be useful when deriving bounds on the estimation error for the whole system. Theorem 1 holds without any assumptions on the Gram matrix. Furthermore, the lower bound on the probability with which inequalities (4)- (6) hold is nonasymptotic -it holds for every T -and the above inequalities hold for any configuration of k, p, s i and T . Note that the lower bound on the probability with which the estimates hold tends to one as T → ∞. In the course of the proof of Theorem 1 we derive a maximal inequality, Lemma 4 in the appendix, for vector autoregressions which might be of independent interest. This inequality is rather sharp in the sense that it can be used to derive a rate of convergence ofβ i , i = 1, ..., k which is within a logarithmic factor of the optimal √ T convergence rate. Inequalities (4) and (5) give immediate upper bounds on the prediction error,
as well as the estimation accuracy, β i − β * i 1 of the LASSO. In particular, we shall use (5) to derive oracle inequalities for these two quantities in Theorem 2 below. Equation (6) is also of interest in its own right since it shows that an upper bound on the estimation error of the non-zero parameters in an equation will result in an upper bound on the estimation error of the zero parameters of that equation. This is remarkable since there may be many more zero parameters than non-zero ones in a sparsity scenario and since the bound does not depend on the relative size of the two groups of parameters.
The main contribution of theorem 1 is proving a lower bound on the probability of the event B T = {max 1≤i≤k 1 T X i ∞ ≤ λ T /2} for the choice of λ T made in Theorem 1. In fact B T is exactly the set referred to in this theorem and the lower bound on P (B T ) is 1 − 2(k 2 p) 1−ln(1+T ) − 2(1 + T ) −1/A which is a lower bound on the probability with which the inequalities in Theorem 1 valid. Inequalities of the type (4)-(6) are not new, see e.g. Bickel et al. (2009) or Rigollet and Tsybakov (2011) . What is novel is that they can be valid with high probability in a time series setting, i.e. the set B T can have a high probability even in the presence of dependence.
5 At the cost of a slightly more involved expression on the lower bound on the probability with which the expressions hold, λT may be reduced to 8 ln(1 + T ) 3+δ ln(1 + k) 4 ln(1 + p) 2 ln(k 2 p)σ 2 T /T for any δ > 0. This remark is equally valid for all theorems in the sequel. 6 In general, there is a tradeoff between λT being small and the lower bound on the probability with which inequalities (4)- (6) 
In that case ordinary least squares is infeasible. However, for the LASSO Bickel et al. (2009) observed that the minimum in (7) can be replaced by a minimum over a much smaller set. The same is the case for the LASSO in the VAR since we have written the VAR as a regression model. In particular, we shall make use of the following restricted eigenvalue condition.
Definition 1 (Restricted eigenvalue condition). The restricted eigenvalue condition RE(r) is said to be satisfied for some 1 ≤ r ≤ kp if
where R ⊆ {1, ..., kp} and |R| is its cardinality.
Instead of minimizing over all of R kp , the minimum in (8) is restricted to those vectors which satisfy δ R c 1 ≤ 3 δ R 1 and where R has cardinality at most r. This implies that κ 2 Ψ T (r) in (8) can be larger than the minimized Rayleigh-Ritz ratio in (7) even when the latter is zero.
Notice that the restricted eigenvalue condition is trivially satisfied if Ψ T has full rank since δ R δ R ≤ δ δ for every δ ∈ R kp and so,
This means that in the traditional setting of fewer variables per equation than observations the restricted eigenvalue condition is satisfied if X X is nonsingular. Hence, the results are applicable in this setting but also in many others. We shall be using the restricted eigenvalue condition with r = s i and denote κ 2
be the population covariance matrix of the data. We will assume that the corresponding restricted eigenvalue (defined like κ 2
is strictly positive for all i = 1, ..., k. Note that this is satisfied in particular under the standard assumption that Γ has full rank 7 . To get useful bounds on the estimation error of the LASSO it turns out to be important that κ 2
is not too small (in particular strictly positive). We show that this is the case (Lemma 6 in the appendix) as long as the random matrix Ψ T is sufficiently close to its expectation Γ. Hence, verifying the restricted eigenvalue condition is a question of showing that Ψ T is close to Γ with high probability. To this end, Lemma 8 in the appendix gives finite sample bounds on the maximum entrywise distance between Ψ T and Γ that hold with high probability. This result might be of independent interest in the theory of high-dimensional covariance estimation for dependent gaussian processes. Lemma 9 in the appendix uses this result to show that for any 0 < q < 1 one has
The exponential decay of the first term of π q (s) hints at the fact that the restricted eigenvalue condition can be valid asymptotically even in high-dimensional systems. This will be explored in more detail in the next subsection. On the other hand, the probability 7 Note that the full rank of the population covariance matrix Γ is independent of the fact that one might have more variables than observations -a fact which implies φmin(ΨT ) = 0. of κ 2 Ψ T ,i > qκ 2 i might be low in finite samples if, for example, k or p are very large. However, this underscores the conventional wisdom that one has to be careful with putting too much emphasis on the asymptotic results since these can be very misleading in finite samples.
The LASSO satisfies the following oracle inequalities in VAR models.
Theorem 2. Let λ T be as in Theorem 1 and 0 < q < 1. Then with probability at least 1 − 2(k 2 p) 1−ln(1+T ) − 2(1 + T ) −1/A − π q (s i ) the following inequalities hold for all i = 1, ..., k for some positive constant A.
Furthermore, with at least the same probability as above, no relevant variables will be excluded from equation
Finally, all the above statements hold on one and the same set which has probability at least
Notice that as in Theorem 1 the bounds are non-asymptotic. Inequality (9) gives an upper bound on the prediction error compared to the hypothetical situation with knowledge of the true parameter vector. The more the restricted eigenvalue κ i is bounded away from zero, the smaller the upper bound on the prediction error. On the other hand, the prediction error is increasing in the number of non-zero parameters s i . Finally, the prediction er-
T /T which implies λ T will be small for σ T , k and p small and T large. In the classical setting where k, p and s i are fixed while κ i and σ T are bounded from below and above, respectively it is seen that the upper bound in (9) is of order O(log(T ) 5 /T ) which tends to zero almost as fast as 1/T . A more detailed discussion of the role of σ T , k and p can be found in the discussion following Corollary 3 below.
Note that inequalities of the type in Theorem 2 are similar in spirit to the ones in Theorem 7.2 in Bickel et al. (2009) . Our main contribution here is to show that the restricted eigenvalue condition can be satisfied with high probability (and, as mentioned in connection with Theorem 1, that B T has high probability as well) in a time series context. This is not entirely trivial since κ 2 Ψ T ,i is a rather involved function of many dependent variables.
Inequality (10) gives an upper bound on the estimation error of the LASSO. In the classical setting of a fixed model discussed above the right hand side is of order O [log(T ) 5 /T ] 1/2 which tends to zero at a rate of almost 1/ √ T . To shed further light on (10) Lemma 1 below gives a corresponding result for the least squares estimator only including the relevant variables -i.e. least squares after the true sparsity pattern has been revealed by an oracle. To this end let β OLS,i denote the least squares estimator of β * i only including the relevant variables.
T /T and 0 < q < 1. If the true sparsity pattern is known and only the relevant variables are included in the model with their coefficients estimated by least squares equation by equation,
for all i = 1, ..., k on a set with probability at least 1 − 2s
Comparing (10) to (11) one notices that the upper bounds are very similar. Both expressions consist of s i multiplied by some term. Clearly this term is smaller for oracle assisted least squares,λ
However, λ T need not be much larger thanλ T,i even if kp is a lot larger than s i since the logarithmic function increases very slowly. Hence, it is reasonable to call (10) an oracle inequality since it shows, in a non-asymptotic manner, that the LASSO performs almost as well as if one had known the true sparsity pattern and estimated the non-zero parameters by least squares.
Also notice that the upper bounds on the 1 -estimation error in (10) trivially yield upper bounds on the p -estimation error for any p ≥ 1 since · p ≤ · 1 for any 1 ≤ p ≤ ∞. This observation is equally valid for all 1 -bounds in the sequel.
The last statement of Theorem 2 says that under the "beta-min" condition β min,i > 16 qκ 2 i s i λ T no relevant variables will be left out of the model. It is sensible that the beta-min condition is needed in order to be able to distinguish zero from non-zero parameters since the condition basically requires the two groups to be sufficiently separated -the non-zero coefficients cannot be too close to zero. In particular, they must be bounded away from zero by a little more than the upper bound on the 1 estimation error of the LASSO estimator.
The following corollary to Theorem 2 gives upper bounds on the performance of the LASSO for the whole system. Corollary 1. Let λ T be as in Theorem 1 and 0 < q < 1. Then, for some positive
Corollary 1 only gives an upper bound on the estimation error for the whole system since the systemwise counterparts of the other bounds in Theorem 2 are obtained in the same way. As can be expected the upper bound on the estimation error of the whole system is increasing in the number of variables. In the next section we shall investigate exactly how fast the size of the model can grow if one still wants systemwise consistency.
Remark 1: Even though kp can be a lot larger than T the parameter β * i in Theorem 2 is still uniquely defined since RE(s i ) is assumed valid. This follows from an observation similar to observation 2 page 1721 in Bickel et al. (2009) .
Remark 2: The above bounds also yield corresponding results for univariate autoregressions, i.e. for k = 1. These follow trivially by setting k = 1 in all the above bounds.
Remark 3: 8 The above models do not contain any exogenous variables. However, we conjecture that the results generalize to models with exogenous variables as long as these are stationary, sub-gaussian 9 and are independent of the error terms since then these variables have the properties of the y t that are essential for the above analysis. To the extent that factors satisfy these assumptions these can also be included.
3.3. Asymptotic properties of the Lasso. All preceding results are for finite samples. In this section we utilize these results to describe the asymptotic properties of the LASSO as T → ∞ to get a feeling for what size of models can be handled by our theory. 8 We wish to thank an anonymous referee for suggesting this remark. 9 A random variable Z is said to be sub-gaussian if there exist positive constants C and K such that
Assume that 7a + 2b < 1 and that there exists a constant c > 0 such that
→ 0 in probability iii) With probability tending to one no relevant variables will be excluded from the model if there exists a T 0 ≥ 1 such that β min,i > 16 qc 2 s i λ T for all T ≥ T 0 . Theorem 3 shows that the parameters of each equation can be estimated consistently even when the number of variables is very large. If one is only interested in the average prediction error tending to zero in probability, it suffices that 7a + b < 1. In either case p and k can increase at a sub-exponential rate -and at the same time the number of relevant variables can arrive at a polynomial rate. The setting where the total number of parameters increases sub-exponentially in the sample size is often referred to as ultra-high or non-polynomial dimensionality. By choosing a sufficiently close to 0, it is clear that any b < 1/2 can be accommodated (the number of non-zero coefficients per equation cannot increase faster than the square root of the sample size) while still having the estimation error tending to zero in probability.
It may seem unreasonable to assume that the number of lags increases at an exponential rate in the sample size since this leads to having (asymptotically) more initial observations than there are observations in the sample. In the perhaps more realistic setting where k increases at a sub-exponential rate while p stays fixed, it can be shown that it suffices that 5a + 2b < 1 to estimate β * i consistently. When the sample is split into p initial observations and T − p observations for estimation the proof of Theorem 3 reveals that for p ∈ O(T d ) for some 0 < d < 1 Theorem 3 remains valid if 5a + 2b < 1. It actually makes no difference whether we assume p fixed or p to increase at a rate slower than the sample size
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. The intuition behind this result is that T − p is of the same order as T in this setting so asymptotically it makes no difference whether T − p or T observations are available. Furthermore, it relies on the observation that p only enters as a logarithm in the important places.
iii) gives a sufficient condition for avoiding excluding relevant variables asymptotically. The "beta-min" condition is necessary in the sense that one can not expect to be able to distinguish the non-zero coefficients from the zero ones if these are too close to each other. However, it should be noted that such an assumption rules out that the non-zero coefficients tend to zero too fast. On the other hand, it should also be said that the "beta-min" condition is not used in parts i) and ii) of Theorem 3 -it is only used to ensure that no relevant variables are excluded.
At this stage it is worth mentioning that the conditions in Theorem 3 are merely sufficient. For example one can loosen the assumption of the boundedness of the suprema sup T σ T and sup T Γ T i=0 F i by tightening 7a + 2b < 1. We have only discussed the cases of p increasing exponentially fast or p constant above. Other settings in between those two extremes are of course also relevant. Also notice that the beta-min condition in iv) is satisfied in particular if there exists a constantĉ > 0 such that β min,i ≥ĉ since s i λ T → 0 by (27) in the appendix.
Furthermore, it is of interest to investigate the behavior of the LASSO estimator as the largest root of the companion matrix F , denoted ρ, tends to the boundary of the unit disc. The next theorem deals with the estimation error in a non-triangular array model (the model stays constant over time T ).
10 Of course p can not increase faster than the sample size in the setting where we set aside p observations as initial observations and have T − p observations left for estimation.
Theorem 4. Let k, p and s be fixed and assume that there exists a constant c > 0 such that κ 2 i > c and that F has distinct eigenvalues. Then, letting ρ = 1 − 1 T α with α < 1/4, one has for all i = 1, ..., k
Theorem 4 shows that as long as the rate with which ρ → 1 is slower than T −1/4 , consistent estimation of β * i is possible for all 1 ≤ i ≤ k even in the local to unity setting. ρ can not tend to one too fast for the following reasons. Firstly, max 1≤i≤k σ y,i increases without bound as ρ tends to the boundary of the unit disc. This increases σ T and hence λ T in (10). Secondly, and as can be seen from the proof of the theorem, the probability with which (10) is valid is also decreasing in ρ. The case where the model is allowed to change with the sample size (k, p and s not fixed) is much more subtle since the proof of Theorem 4 uses the diagonalization F = V −1 DV , where V is a matrix whose columns are the linearly independent eigenvectors of F and D is a diagonal matrix containing the eigenvalues of F , to conclude that for a fixed F there exists a C F > 1 such F j ≤ C F ρ j . In general C F depends on F and hence the case where the model, and hence F , is allowed to vary with the sample size is not covered by our techniques. Of course, the fixed F case still gives a useful upper bound on the speed with which ρ can tend to one since it can not be faster in the general case of varying F .
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Regarding systemwise consistency, we have the following result which is a consequence of Corollary 1.
Theorem 5 reveals that the requirements for systemwise consistency are a lot stricter than the equationwise ones. In particular, k can now only increase at a polynomial rate as opposed to the sub-exponential rate in Theorem 3. However, it is sensible that the number of equations cannot increase too fast if one wishes the sum of the estimation errors to vanish asymptotically.
If k, p and s are fixed numbers (not depending on T ) as in the classical setting then
revealing that the rate of convergence is almost √ T . While the logarithmic factor can be lowered (see also footnote 5) we don't think it is possible to remove it altogether (using the techniques in this paper). In the case where p is fixed, corresponding to a = 0, one only needs 2b + 2c < 1 in order to obtain systemwise consistency.
Bounds on the systemwise prediction error and total number of variables selected can be obtained in a similar fashion as the bounds on the estimation error for the whole system. Again the case k = 1 gives results corresponding to univariate autoregressions.
At this point we should also mention the possibility of using the Group Lasso of Yuan and Lin (2006) 12 . The idea here is that variables can be grouped and that entire groups of variables could be irrelevant and hence the concept of group sparsity arises. Natural groups in the VAR in (1) could be the parameter matrices {Φ l } p l=1 corresponding to a certain lag length being irrelevant. Or, alternatively the groups could be the parameters of lags of a certain variable corresponding to this variable being irrelevant in case all 11 The assumption of F having distinct eigenvalues is sufficient, though not necessary, for the diagonalization F = V −1 DV to exist. This diagonalization is convenient since it yields F j ≤ CF ρ j . Alternatively, a Jordan decomposition could be applied but this would not give a diagonal D and hence F j can not as easily be bounded in terms of ρ j . 12 We would like to thank an anonymous referee for pointing this out.
coefficients are zero. The adaptive group Lasso for VAR models has been studied in an asymptotic framework in Callot and Kock (2014) .
The adaptive Lasso
The LASSO penalizes all parameters equally. If it were possible to penalize the truly zero parameters more than the non-zero ones, one would expect a better performance. Zou (2006) used this idea to propose the adaptive LASSO in the standard linear regression model with a fixed number of non-random regressors. He established that the adaptive LASSO is asymptotically oracle efficient in this setting -with probability tending to one it selects the correct sparsity pattern. We now apply the adaptive LASSO to our vector autoregressive model. We shall give lower bounds on the finite sample probabilities of selecting the correct model. Then, these bounds are used to establish that with probability tending to one the correct sparsity pattern (and a little bit more) is unveiled.
The adaptive LASSO estimates β * i by minimizing the following objective functioñ
whereβ i,j denotes the LASSO estimator of β * i,j from the previous section. Letβ i denote the minimizer of (13). Note that ifβ i,j = 0 the j'th variable is excluded from the ith equation. If the first stage LASSO estimator classifies a parameter as zero it is not included in the second step resulting in a problem of a much smaller size. If β * i,j = 0 thenβ i,j is likely to be small by (10) and consistency of the LASSO. Hence, 1/β i,j is large and the penalty on β i,j is large. If β * i,j = 0,β i,j is not too close to zero and the penalty is small. In short, the adaptive LASSO is a two step estimator with which greater penalties are applied to the truly zero parameters. These more intelligent weights allow us to derive conditions under which the adaptive LASSO is sign consistent, i.e. it selects the correct sign pattern. This in particular implies that the correct sparsity pattern is chosen.
Even though we use the LASSO as our initial estimator, this is not necessary. All we shall make use of is the upper bound on its 1 -estimation error. Hence, the results in Theorem 6 below can be improved if an estimator with tighter bounds is used. Furthermore, we have chosen the same value of λ T in (13) as in (3). This is not necessary but it turns out that this is a convenient choice since in particular (14) below becomes simpler.
The first Theorem gives lower bounds on the finite sample probability of the adaptive LASSO being sign-consistent.
Theorem 6. Let λ T be as above and assume that 13 β min,i ≥ 2 β i − β * i 1 and
T . Then, on a set with probability at least
Here we have chosen to keep the expressions at a high level instead of inserting the upper bound on β i − β * i 1 from Theorem 2 since this facilitates the interpretation. We also note, that the probabilities of detecting the correct sign pattern may be very small in small samples but the above result will be very useful in establishing the asymptotic sign consistency below.
As in Theorem 2, sign(β i ) = sign(β * i ) can be constructed to hold on the same set for all i = 1, ..., k by choosing s i =s in Theorem 6. Clearly, the more precise the initial estimator, the smaller the left hand side in (14). On the other hand a small β min,i makes the inequality harder to satisfy. This is sensible since the correct sign pattern is harder to detect if the non-zero parameters are close to zero. K T is increasing in the dimension of the model and so large k and p make it harder to detect the correct sign pattern. The interpretation of (15) is similar since λ T is increasing in the dimension of the model. Notice again that the assumption β min,i ≥ 2 β i − β * i 1 is a reasonable one: one cannot expect to detect the correct sign pattern if the precision of the initial estimator is smaller than the distance the smallest non-zero coefficient is bounded away from zero by since otherwise the initial LASSO estimator may falsely classify non-zero parameters as zero.
Also notice that by the last assertion of Theorem 2, β min,i ≥ 2 β i − β * i 1
ensures that the initial LASSO estimator will not exclude any relevant variables. This is of course a necessary condition for the second stage adaptive LASSO to select the correct sign pattern.
4.1. Asymptotic properties of the adaptive Lasso. The results in Theorem 6 are non-asymptotic but can be used to obtain the following sufficient conditions for asymptotic sign consistency of the adaptive LASSO. 14 Note that the requirements on a and b are stronger than in Theorem 3 but the number of included variables may still be much larger than the sample size. The number of relevant variables must now be o(T 1/4 ). How small can β min,i be? To answer this, consider a model with fixed k and p corresponding to a = b = 0. This implies that β min,i ∈ Ω(ln(T ) 9/4 T −1/4 ). Of course this is the case in particular if there exists a d > 0 such that β min,i ≥ d. As mentioned previously, the non-zero coefficients cannot be too small if one wishes to recover the correct sparsity pattern. If the non-zero coefficients tend to zero too fast it is well known that consistent model selection techniques will classify them as zero, see e.g. Leeb and Pötscher (2005) or Kock (2012) for a time series context. The beta-min condition exactly guards against non-zero coefficients shrinking to zero too fast.
The above conditions are merely sufficient. For example it is possible to relax sup T σ T < ∞ or sup T Γ T i=0 F i < ∞ at the price of slower growth rates for s i , k and p. In the perhaps more realistic setting where p is fixed and only k ∈ O(e T a ) the conditions of Theorem 7 can be relaxed to 9a + 4b < 1 while one may choose a T = T 2b T (9/2)a−1/2 ln(T ) 1+5/2 and b T = T b/4 T (5/4)a T −1/4 ln(T ) 5/4 . Note however, that for a = b = 0 we still require β min,i ∈ Ω(ln(T ) 9/4 T −1/4 ). Hence the speed at which the smallest non-zero coefficient tends to zero does not increase.
14 Here f (T ) ∈ Ω(g(T )) means that there exists a constant c such that f (T ) ≥ cg(T ) from a certain T0 and onwards. Thus there exists a constant c such that βmin ≥ c ln(T )[aT ∨ bT ] from a T0 and onwards.
It is also worth mentioning that the conclusion of Theorem 7 can be strengthened to P (∩ k i=1 {sign(β i ) = sign(β * i )}) → 1 if the conditions are made uniform in i = 1, ..., k
15
. Furthermore, we remark that Theorems 6 and 7 show that the adaptive LASSO can be used to investigate whether a certain variable Granger causes another or not since these two theorems give conditions under which the adaptive LASSO detects the correct sparsity pattern
16
. Finally, we show that the estimates of the non-zero parameters of the adaptive LASSO are asymptotically equivalent to the least squares ones only including the relevant variables. Hence, the limiting distribution of the non-zero coefficients is identical to the oracle assisted least squares estimator.
Theorem 8. Let the assumptions of Theorem 7 be satisfied and α i be an s i × 1 vector with unit norm. Then,
is a term that converges to zero in probability uniformly in α i .
Theorem 8 reveals that
). Thus inference is asymptotically as efficient as oracle assisted least squares. As seen from the discussion following Theorem 7 this is the case in even very high-dimensional models. For the case of p fixed one may adopt the milder assumptions discussed for that case after Theorem 7. The adaptive LASSO remains asymptotically equivalent to the oracle assisted least squares procedure.
By combining Theorem 8 and Lemma 1 one obtains the following upper bound on the rate of convergence ofβ i to β * i . Corollary 2. Let the assumptions of part ii) of Theorem 7 be satisfied. Then,
where as in Lemma 1λ
Notice that the rate of convergence is as fast as the one for the oracle assisted least squares estimator obtained by Lemma 1. Hence, the adaptive LASSO improves further on the LASSO by selecting the correct sparsity pattern and estimating the non-zero coefficients at same rate as the least squares oracle. It is not difficult to show that in the case of fixed covariates the oracle assisted least squares estimator satisfies
Hence, we conjecture that it may be possible to decreasẽ λ T,i in Corollary 2 to 1/ √ T but in any case the current additional factors are merely logarithmic.
Monte Carlo
This section explores the finite sample properties of the LASSO and the adaptive LASSO. We compare the performance of these procedures to oracle assisted least squares which is least squares including only the relevant variables. This estimator is of course unfeasible in practice but is nevertheless a useful benchmark. Whenever the sample size permits it we also implement least squares including all variables, i.e. without any variable selection whatsoever. This is at the other extreme of Oracle OLS. We also implement (when feasible) the post Lasso estimator, that is, estimating least squares using the variables selected by the LASSO. Finally, the adaptive LASSO is also implemented using 15 We don't state the full theorem here since it basically entails deleting subscript i and replacing si bȳ s = max {s1, ..., s k } and φmin(ΨJ i ,J i ) and κi by the corresponding versions minimized over i. 16 Of course model selection mistakes may occur and hence the adaptive Lasso is no panacea.
ridge regression as the first step estimator
17
. All the computations are implemented using the lassovar package (based on the glmnet algorithm) for R and are fully replicable using the supplementary material provided.
To select the value of the tuning parameter λ T we use BIC defined as BIC λ T = log(RSS) + log(T )
T df (λ T ) where RSS is the sum of squared residuals (dependence on λ T suppressed) and df (λ T ) the degrees of freedom of the model for a fixed λ T . Following Bühlmann and van de Geer (2011) we use df (λ T ) = |Ĵ (λ T ) | as an unbiased estimator of the degrees of freedom of the LASSO and df (λ T ) = trace(X X X + λ T I −1 X ) for the ridge regression. We also experimented with cross validation but this did not improve the results while being considerably slower. All procedures are implemented equation by equation and their performance is measured along the following dimensions which are reported for the whole system.
(1) Correct sparsity pattern: How often does a procedure select the correct sparsity pattern for all equations, i.e. how often does it include all the relevant variables while discarding all irrelevant variables. (2) True model included: How often does a procedure retain the relevant variables in all equations. This is a relevant measure in practice since even if a procedure does not detect the correct sparsity pattern it may still be able to retain all relevant variables while hopefully leaving many irrelevant variables out and hence reducing the dimension of the model. eters are used to make a one step ahead forecast of the whole vector y
T +1,T . The root mean square forecast error (RMSFE) is calculated as
The following three Experiments are considered where the covariance matrix of the error terms is diagonal with .01 on the diagonal in all settings. The sample sizes are T = 50, 100 and 500.
• Experiment A: The data is generated from a VAR(1) model with Φ 1 = diag(0.5, ..., 0.5) and with k = 10, 20, 50 and 100. This is a truly sparse model where the behavior of each variable only depends on its own past. The case k = 100 illustrates a high dimensional setting where each equation has 99 redundant variables.
• Experiment B: The data is generated from a VAR(4) model where Φ 1 and Φ 4 have a block diagonal structure. In particular, the blocks are 5 × 5 matrices with all entries of the blocks of Φ 1 equal to .15 and all elements of the blocks of Φ 4 equal to −.1. Φ 2 = Φ 3 = 0. The largest root of the companion matrix of the system is .98 indicating a very persistent behavior of the system. This structure could be motivated by a model build on quarterly data as is often the case in macroeconometrics. k = 10, 20 and 50.
• Experiment C: The data is generated from a VAR(5) model where Φ 1 = diag(.95, ..., .95) and Φ j = (−.95) (j−1) Φ 1 , j = 2, ..., 5. This results in a system with a companion matrix that has a maximal eigenvalue of .92. The coefficients get smaller on distant lags reflecting the conventional wisdom that recent lags are more important than distant ones. k = 10, 20 and 50.
• Experiment D: The data is generated from a VAR(1) with the (i, j)th entry given by (−1) |i−j| ρ |i−j|+1 with ρ = 0.4. Hence, the entries decrease exponentially fast in the distance from the diagonal. This setting illustrates a violation of the sparsity assumption since no parameters are zero. Furthermore, there are many small but non-zero parameters. Neither the LASSO nor the adaptive LASSO unveil the correct sparsity pattern very often. However, in accordance with Theorem 7, the adaptive LASSO shows a clear improvement along this dimension as the sample size increases when k = 10. On the other hand, detecting exactly the correct model might be asking for too much. This is illustrated by the fact that the LASSO as well as the adaptive LASSO very often include all relevant variables. Table 1 also shows that even in the cases where the true model is not included in the set chosen by the LASSO or the adaptive LASSO, the share of relevant variables included is still relatively high. The worst performance may be found for k = 100 and T = 50 where the share of relevant variables included by the adaptive LASSO is 30 percent. Also notice that when the LASSO is used as the initial estimator for the adaptive LASSO the latter can perform no better along this dimension than the former (variables excluded in the first step are also excluded in the second step). In this light it is encouraging that the adaptive LASSO actually performs almost as well as the LASSO -it rarely discards any relevant variables in the second step. But how many variables are included in total, or put differently, how well do the procedures reduce the dimension of the model? For this measure the results are quite encouraging. Even when k = 100 only 134 variables out 10, 000 possible are included by the adaptive LASSO when T = 500. Since the relevant variables are always included this means that only 34 redundant variables, an average of .34 per equation, are included.
Table 1 also reveals that the adaptive LASSO using ridge often outperforms the adaptive LASSO using the LASSO as first step estimator, albeit by a narrow margin. The post LASSO estimator results in a decrease of the estimation and forecast errors for T = 100 and T = 500, whereas for T = 50 the post LASSO worsens slightly both errors.
This dimension reduction can result in a large reduction in RMSE compared to the least squares estimator including all variables. The LASSO and the adaptive LASSO are always more precise than this alternative. The adaptive LASSO tends to be more precise than the LASSO due to its more intelligent weights in the second step. However, it is still a little less precise than the oracle estimator -a result which stems from the occasional inclusion of irrelevant variables
18
. The two shrinkage procedures forecast as precisely as the oracle estimator except for the most difficult settings. As a consequence, they are more precise than least squares including all variables. Figure 1 contains the densities of the estimates over the 1000 Monte Carlo replications of the first parameter in the first equation. The true value of this parameter is .5. The 18 We also experimented with using least squares including all variables as initial estimator. However, it did not uniformly dominate the LASSO while being infeasible in settings with fewer observations than variables. Detailed computation results are available in the supplementary material. 0.00 20 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.00 0.04 0.00 0.00 0.12 1.00 1.00 1.00 0.00 0.00 0.00 50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 1.00 1.00 0.00 0.00 100 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 1.00 1.00 0.00 True model included. 10 0.06 0.80 1.00 0.06 0.80 1.00 0.06 0.79 1.00 0.14 0.91 1.00 1.00 1.00 1.00 1.00 1.00 1.00 20 0.00 0.43 1.00 0.00 0.43 1.00 0.00 0.44 1.00 0.00 0.71 1.00 1.00 1.00 1.00 1.00 1.00 1.00 50 0.00 0.03 1.00 0.03 1.00 0.00 0.01 1.00 0.00 0.27 1.00 1.00 1.00 1.00 1.00 1.00 100 0.00 0.00 1.00 0.00 1.00 0.00 0.00 1.00 0.00 0.01 1.00 1.00 1.00 1.00
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Share of relevant variables selected. The true value of the parameter is .5.
upper two plots are for k = 10 and reveal that all procedures except for the LASSO (and to a lesser extend the adaptive LASSO with ridge as initial estimator) are centered at the right place. The LASSO is centered too far to the left due to its shrinkage, the post LASSO estimator corrects this bias. The bottom two plots are concerned with a high dimensional setting where k = 50. Results for k = 100 are not reported since least squares including all variables is only applicable for T = 500 here. Two things are observed for T = 100 when k = 50. First, the least squares estimator including all variables has a very big variance and is not even centered the correct place. The adaptive LASSO does not suffer from this problem and is only slightly downwards biased compared to the least squares oracle. However, (and secondly) the LASSO and the adaptive LASSO have bimodal densities due to the occasional wrong exclusion of the non-zero parameter. Increasing the sample size to 500 eliminates this problem and now the density of the adaptive LASSO sits almost on top of the one of the least squares oracle while the LASSO and full least squares procedures are still biased to the left. Table 2 contains the results for Experiment B. This setting is more difficult than the one in in Experiment A since the model is less sparse and the system possesses a root close to the unit circle.
Notice that neither the LASSO nor the adaptive LASSO ever find exactly the true model. Both procedures leave out relevant variables even for T = 500. However, the fraction of relevant variables included tends to be increasing in the sample size. The adaptive LASSO, irrespective of which initial estimator is used, discards relevant variables in the second step. This results in a situation (for T = 500) where the number of variables included by the LASSO tends to be slightly larger than the ideal one while the opposite is the case for the adaptive LASSO.
As in Experiment A the LASSO as well as the adaptive LASSO have much lower RMSE than OLS including all covariates. Furthermore, the LASSO is now slightly more precise than the adaptive LASSO (using the LASSO as initial estimator). This finding is due to the fact that the LASSO tends to discard slightly fewer relevant variables than the adaptive LASSO. The LASSO is actually almost as precise as Oracle OLS for T = 500. This shows that the adaptive LASSO need not always be more precise than the plain LASSO since in the second step estimation there is not only an opportunity to reduce the bias of the non-zero coefficients but also the possibility of wrongly excluding relevant variables.
The adaptive LASSO using Ridge as a first step outperforms the adaptive LASSO using the LASSO as a first step in small samples (T = 50, 100). However in the instances where the LASSO performs almost as well as Oracle OLS, it provides more accurate weights for the adaptive LASSO than Ridge does leading to better performances for the adaptive LASSO using LASSO in the first step. The post-LASSO estimator does not improve on the LASSO in this experiment. This could be due to the fact that the first step LASSO has excluded relevant variables such that the second stage least squares estimation takes place in a misspecified model. Table 3 contains the results for Experiment C. As was the case in Experiment B, neither the LASSO nor the adaptive LASSO unveil the true model. However, they tend to at least retain the relevant variables as the sample size increases and the share of relevant variables is also always above 90 percent when T = 500. As in Experiment A, the adaptive LASSO does not discard many relevant variables in the second estimation step. In fact, turning to the number of variables selected, this second step is very useful since it often greatly reduces the number of irrelevant variables included by the LASSO in the first step. Put differently, the LASSO carries out the rough initial screening in the first step while the adaptive LASSO fine tunes this in the second step.
The adaptive LASSO always estimates the parameters more precisely than full OLS (and is also more precise than the LASSO for T = 500). As in the previous experiments this results in forecasts that are as precise as the OLS oracle for T = 500. Note that in this experiment the adaptive LASSO using the LASSO as a first step estimator is more precise for T = 500 than its counterpart using ridge regression. The evidence is more mixed for smaller sample sizes.
Finally, Table 4 contains the results for Experiment D. In this setting no parameters are zero so it is sensible that the shrinkage procedures do not fare well in unveiling or including the true model. Also, they always include less than half of the relevant variables and considerably less for large k. However, in terms of estimation error all shrinkage estimators are more precise than the oracle irrespective of sample size or number of variables in the model. This can be explained by the many very small but non-zero parameters in the model. Shrinking these parameters turns out to be more precise than estimating them unrestricted as done by the least squares oracle
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. This gain in precision manifests itself in the shrinkage estimators delivering uniformly more precise forecasts. These findings are encouraging since the LASSO-type estimators perform well even when some of the assumptions underpinning the theoretical results are violated.
Conclusions
This paper is concerned with estimation of high-dimensional stationary vector autoregressions. In particular, the focus is on the LASSO and the adaptive LASSO. We establish upper bounds for the prediction and estimation error of the LASSO. The novelty 19 As suggested by an anonymous referee we also investigated the properties of an "oracle" which knows the true paramters and calculates a linear combination of the covariates accordingly. The only thing which this oracle estimates is the coefficient to this linear combination (ideally this coeffient is one). This oracle yielded superior parameter estimates to the shrinkage estimators but did not forecast much more precisely. 10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 1.00 1.00 1.00 0.00 0.00 20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 1.00 1.00 0.00 50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 1.00 1.00 0.00 True model included. 10 0.00 0.00 1.00 0.00 0.00 1.00 0.00 0.00 1.00 0.00 0.00 1.00 1.00 1.00 1.00 1.00 1.00 20 0.00 0.00 0.96 0.00 0.96 0.00 0.00 0.96 0.00 0.00 0.94 1.00 1.00 1.00 1.00 50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 1.00 1.00
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True model included. 10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 1.00 1.00 1.00 1.00 1.00 20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 1.00 1.00 1.00 1.00 1.00 50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 1.00 in these upper bounds is that they are non-asymptotic. Under further conditions it is shown that all relevant variables are retained with high probability. A comparison to oracle assisted least squares is made and it is seen that the LASSO does not perform much worse than this infeasible procedure. The finite sample results are then used to establish equivalent asymptotic results. It is seen that the LASSO is consistent even when the number of parameters grows sub-exponentially with the sample size.
Next, lower bounds on the probability with which the adaptive LASSO unveils the correct sign pattern are given. Again these results are non-asymptotic but they can be used to establish asymptotic sign consistency of the adaptive LASSO. As for the LASSO the number of parameters is allowed to grow sub-exponentially fast with the sample size. Finally, we show that the estimates of the non-zero coefficients are asymptotically equivalent to those obtained by least squares applied to the model only including the relevant covariates.
The main technical novelty in the above results is the handling of the restricted eigenvalue condition in high-dimensional systems with dependent covariates. In particular, a finite sample bound on the estimation error of the empirical covariance matrix is established to this end.
We believe that these results may be useful for the applied researcher who often faces the curse of dimensionality when building VAR models since the number of parameters increases quadratically with the number of variables included. However, the LASSO and the adaptive LASSO are applicable even in these situations.
In future research it may be interesting to further investigate the possibilities of handling empirically relevant models like the invertible M A(1) which is currently not covered by our framework.
Furthermore, it is of interest to derive a theoretically justified data-driven method for choosing λ T . However, we defer this to future work at this stage.
Finally, this paper has been concerned with stationary vector autoregressions and it is of interest to investigate whether similar oracle inequalities may hold for non-stationary VARs.
Appendix
We start by stating a couple of preparatory lemmas. The first lemma bounds the probability of the maximum of all possible cross terms between explanatory variables and error terms becoming large. This bound will be used in the proof of Lemma 4 below.
Lemma 2. Let Assumption 1 be satisfied. Then, for any L T > 0,
In order to prove Lemma 2 Orlicz norms turn out to be useful since random variables with bounded Orlicz norms obey useful maximal inequalities. Let ψ be a non-decreasing convex function with ψ(0) = 0. Then, the Orlicz norm of a random variable X is given by
where, as usual, inf ∅ = ∞. By choosing ψ(x) = x p the Orlicz norm reduces to the usual L p -norm since for X ∈ L p , C equals E(|X| p ) 1/p . However, for our purpose ψ(x) = e x − 1. One has the following maximal inequality: Lemma 3 (Lemma 2.2.2 from van der Vaart and Wellner (1996) ). Let ψ(x) be a convex, non-decreasing, non-zero function with ψ(0) = 0 and lim sup x,y→∞ ψ(x)ψ(y)/ψ(cxy) < ∞ for some constant c. Then for any random variables, X 1 , ..., X m ,
for a constant K depending only on ψ.
Notice that this result is particularly useful if ψ −1 (x) only increases slowly which is the case when ψ(x) increases very fast as in our case.
Proof of Lemma 2. Let ψ(x) = e x − 1. First we show that max 1≤t≤T max 1≤i≤k max 1≤l≤p max 1≤j≤k y t−l,i t,j ψ < ∞. Repeated application of Lemma 3 yields
Next, we turn to bounding y t−l,i t,j ψ uniformly in 1 ≤ i, j ≤ k, 1 ≤ l ≤ p and 1 ≤ t ≤ T . Since y t−l,i and t,j are both gaussian with mean 0 and variances σ 2 i,y and σ 2 j, respectively it follows by a standard estimate on gaussian tails (see e.g. Billingsley (1999) , page 263) that for any x > 0
Hence, y t−l,i t,j has subexponential tails 20 and it follows from Lemma 2.2.1 in van der Vaart and Wellner (1996) that y t−l,i t,j ψ ≤ 10σ 2 T . Using this in (16) yields
where A := 10K 4 . Finally, by Markov's inequality, the definition of the Orlicz norm, and the fact that 1 ∧ ψ(x) −1 = 1 ∧ (e x − 1) −1 ≤ 2e −x , 20 A random variable X is said to have subexponential tails if there exists constants K and C such that for every
Lemma 4. Let Assumption 1 be satisfied and define
for λ T = 8 ln(1 + T ) 5 ln(1 + k) 4 ln(1 + p) 2 ln(k 2 p)σ 4 T /T and A a positive constant.
In order to prove Lemma 4 we need the following result, the so-called useful rule, on conditional expectations adapted from Hoffmann-Jørgensen (1994) for our purpose.
Lemma 5 ((6.8.14) in Hoffmann-Jørgensen (1994) ). Let f : R × R → R be measurable such that |f (U, V )| is integrable and f (U, v) is integrable for P V almost all v ∈ R (here P V denotes the distribution of V ), and let φ(v) = E(f (U, v) ). If, for a sigma field G, V is measurable with respect to G and U is independent of G, then we have
Proof of Lemma 4. By subadditivity of the probability measure it follows that for any
Observe that for F t = σ { s , s = 1, ..., t; y s , s = 1, ..., t} being the natural filtration
defines a martingale difference sequence for every 1 ≤ i, j ≤ k and 1 ≤ l ≤ p since E(y t−l,i t,j I {|y t−l,i t,j |<L T } |F t−1 ) = y t−l,i E( t,j I {|y t−l,i t,j |<L T } |F t−1 ) = 0 where the second equality follows from Lemma 5 with f ( t,j , y t−l,i ) = t,j I {|y t−l,i t,
where the last equality follows from the gaussianity of the mean zero t,j .
22 Hence, E( t,j I {|y t−l,i t,j |≤L T } |F t−1 ) = φ(y t−l,i ) = 0 P -almost surely. Next, using the AzumaHoeffding inequality 23 on the first term and Lemma 2 on the second term with
The argument handles the case v = 0. The case v = 0 follows from omitting the second to last equality and using E( t,j ) = 0. 22 More precisely, symmetrically truncating a symmetric mean zero variable yields a new variable with mean zero. 23 The Azuma-Hoeffding inequality is now applicable since we apply it on the set where the summands are bounded by LT .
Proof of Theorem 1. As the results are equation by equation we shall focus on equation i here but omit the subscript i for brevity. By the minimizing property ofβ it follows that 1
which using that y = Xβ * + yields 1
To bound
which is inequality (4). To obtain inequality (5) notice that
and establishes (6). The lower bound on the probability with which (4)- (6) hold follows from the fact that
The following lemma shows that in order to verify the restricted eigenvalue condition for a matrix it suffices that this matrix is close (in terms of maximum entrywise distance) to a matrix which does satisfy the restricted eigenvalue condition.
Lemma 6. Let A and B be two positive semi-definite n × n matrices and assume that A satisfies the restricted eigenvalue condition RE(s) for some κ A . Then, for δ = max 1≤i,j≤n |A i,j − B i,j |, one also has κ 2 B ≥ κ 2 A − 16sδ. Proof. The proof is similar to Lemma 10.1 in Van De Geer and Bühlmann (2009) 
Hence, rearranging the above, yields
Minimizing the left hand side over {v ∈ R n \ {0} :
Lemma 7. Let V be an n × 1 vector with V ∼ N (0, Q). Then, for any , M > 0,
Proof. The statement of the lemma only depends on the distribution of V and so we may equivalently consider √ QṼ withṼ ∼ N (0, I) where √ Q is the matrix square root of Q. Hence,
To get an estimate on the first probability we show that on the set { x
2 (the minimum and maximum are understood entrywise in the vector x) is Lipschitz continuous. Note that with
To obtain a bound on the Lipschitz constant note that by the mean value theorem, on { x
for a point c on the line segment joining g(x) and g(y). Since c = µg(x) + (1 − µ)g(y) for some 0 < µ < 1 one has c
is Lipschitz with Lipschitz constant bounded by 2 √ n Q ∞ M . The BorellCirelson-Sudakov inequality (see e.g. Massart (2007) , Theorem 3.4) then yields that the first probability in (21) can be be bounded by 2 exp
Regarding the second probability in (21) note that by the union bound and standard tail probabilities for gaussian variables (see e.g. Billingsley (1999) , page 263) one has P ( Ṽ ∞ > M ) ≤ ne −M 2 /2 . This yields the lemma.
Lemma 8. Let Assumption 1 be satisfied. Then, for any t, M > 0, one has P max 1≤i,j≤kp |Ψ T,i,j − Γ i,j | > t ≤ 2k 2 p 2 2 exp
Proof. For any t > 0, it follows from a union bound
Hence, it suffices to bound P |Ψ T,i,j − Γ i,j | > t appropriately for all 1 ≤ i, j ≤ kp. To this end note that by the stationarity of y t
This further implies that it is enough to bound P |v X Xv − E(v X Xv)| > tT for any t > 0 and column vector v with v = 1
24
. But for U = Xv this probability equals P U 2 − E U 2 > tT . U is a linear transformation of a multivariate gaussian and hence gaussian itself with mean zero and covariance Q := E(U U ). Hence, it follows from Lemma 7
It remains to upper bound Q ∞ = max 1≤t≤T T s=1 |Q t,s |. For any pair of 1 ≤ s, t ≤ T letting Γ t−s = E(Z t Z s ) (clearly Γ 0 = Γ) and writing y t in its companion form (as an VAR(1)) with companion matrix F :
Hence, |Q t,s | = |v F |t−s| Γv| for any pair of 1 ≤ s, t ≤ T . By the Cauchy-Schwarz inequality
Putting things together yields (uniformly over {v : v = 1})
Lemma 9. Let Assumption 1 be satisfied. Then, on
one has for any 0 < q < 1 and s ∈ {1, ..., kp} that 24 Letting v run over the standard basis vectors of R kp yields the result for all diagonal elements. Choosing v to contain only zeros except for 1/ √ 2 in the ith and jth position and thereafter only zeros except for 1/ √ 2 in the ith position and −1/ √ 2 in the jth position some elementary calculations (available upon request) show that P |(X X)i,j − E(X X)i,j| > tT for i = j is bounded by two times P |(X X)i,i − E(X X)i,i| > tT . The maximum on the right hand side in (22) is obtained for the off-diagonal elements. This explains the first 2 on the right hand side in (23). 25 Recall that Z t = (y t−1 , ..., y t−p ) is the tth row of X.
. By Lemma 6 one has that κ 2
16s . Furthermore, an argument similar to the one in Lemma 6 reveals that φ min (Ψ J,J ) ≥ qφ min (Γ J,J ) if the maximal entry of |Ψ J,J − Γ J,J | is less than 1−q s φ min (Γ J,J ). But note that (in the display below, the maximum is to be understood entrywisely)
It remains to lower bound the measure of C T . Using M 2 = 2 log(k 2 p 2 ) log(T ) + 2 log(T ) in Lemma 8 yields
Inserting the upper bound on Q ∞ from Lemma 8 yields the lemma upon taking the complement.
Proof of Theorem 2. As the results are equation by equation we shall focus on equation i here but omit the subscript i for brevity when no confusion arises. We will work on B T ∩ C T as defined in (17) and (24). By (5), Jensen's inequality and the restricted eigenvalue condition (which is applicable due to (6))
Rearranging and using κ 2 Ψ T ≥ qκ 2 , yields (9). To establish (10) use (6), Jensen's inequality, κ 2 Ψ T ≥ qκ 2 , and (9):
Regarding retaining all relevant variables, let
s i λ T which contradicts (10). Hence,
Combining Lemmas 4 and 9, B T ∩ C T is seen to have at least the stated probability. Regarding the last assertion,
for all i = 1, ..., k. On C T (s) it follows from Lemma 9 that κ 2 Ψ T (s i ) ≥ qκ 2 Γ (s i ) for all i = 1, ..., k which is exactly what we used in the arguments above. Hence, (9) and (10) are a valid and no variables are excluded for all i = 1, ..., k on B T ∩ C T (s) which has probability at least 1 − 2(k 2 p) 1−ln(1+T ) − 2(1 + T ) −1/A − π q (s) by Lemmas 4 and 9.
Proof of Lemma 1. As the results are equation by equation we shall focus on equation i here but omit the subscript i for brevity. Let X J denote the matrix consisting of the columns of X indexed by J. Then for 1 ≤ i h , j h ≤ k and 1 ≤ l h ≤ p oñ
as a bounded linear operator from 2 (R s ) to 2 (R s ) with induced operator norm given by φ max (
That the probability ofB T must be at least 1 − 2s 1−ln(1+T ) − 2(1 + T ) −1/A follows from a slight modification of Lemmas 2 and 4 using that one only has to bound terms associated with relevant variables. Hence,B T ∩ C T has at least the stated probability by combination with Lemma 9.
Proof of Corollary 1. Sum (10) over i = 1, ..., k which are all valid simultaneously with probability at least 1 − 2(k 2 p) 1−ln(1+T ) − 2(1 + T ) −1/A − π q (s) by Theorem 2.
it suffices to show that s 2 log(T ) log(k 2 p 2 )(log(k 2 p 2 ) + 1) ∈ o(T ). Now,
Proof of Theorem 3. As the results are equation by equation we shall focus on equation i here but omit the subscript i for brevity. Observe that sλ T → 0 implies λ T < 1 from a certain step and onwards and so sλ 2 T → 0 . Hence, i) and ii) follow from (9) and (10) of Theorem 2 if we show that sλ T → 0 and that the probability with which these hold tends to one.
First we show that sλ T → 0. k, p ∈ O(e T a ) for some a ≥ 0 implies that 1 + k, 1 + p ∈ O(e T a ) since e T a is bounded away from 0 (it tends to ∞ for a > 0). Hence Noting that (9) and (10) hold on B T ∩C T which is seen to have measure one asymptotically by Lemmas 4 and 10 completes the proof of part i) and ii). iii) follows from the fact that on B T ∩ C T no relevant variables are excluded if β min > 16 qc 2 sλ T (as argued in the proof of Theorem 2). Since B T ∩ C T has probability 1 asymptotically this completes the proof.
Proof of Theorem 4. As the results are equation by equation we shall focus on equation i here but omit the subscript i for brevity. The proof follows the same idea as that of Theorem 3. Hence, we show that the probability with which (10) is valid tends to one and that the right hand side of the inequality tends to zero. To show the latter it suffices that sλ T → 0 which in turns is implied by σ 4 T /T → 0. Since k is fixed max 1≤i≤k σ i, is bounded and to control σ 4 T it is enough to control max 1≤i≤k σ i,y which may increase as ρ = 1− 1 T α approaches one. Letting w t = ( t,1 , ..., t,k , 0, ..., 0) be kp×1 one may write the VAR(p) in its companion form Z t = F Z t−1 + w t such that Γ = E(Z t Z t ) = ∞ i=0 F i ΩF i where Ω = E(w t w t ). Thus, σ 2 i,y may be found as the ith diagonal element of Γ. Hence, letting e i be the ith basis vector in R kp Next, since F is assumed to have kp distinct eigenvalues we can diagonalize it as F = V −1 DV (see Horn and Johnson (1990) ) where the columns of V are the linearly independent eigenvectors of F . Note that, for all i ≥ 1, F i = V −1 D i V and so F i ≤ V −1 D i V . Clearly D i = ρ i . Since we are considering a fixed model V is some finite number and because V has linearly independent columns V −1 is well defined with some finite 2 -norm. In total, F i ≤ Cρ i for some C > 0. Using this in (28) yields
where the second estimate has used ρ < 1 and the finite maximum max 1≤j≤k σ 2 j, has been merged into the constant. Since the above display holds uniformly in 1 ≤ i ≤ k we conclude σ 4 T ∈ O(T 2α ). Hence, since α < 1/4, one has σ 4 T /T → 0. To show that the probability with which (10) is valid tends to one we only need to show that π q (s) → 0 for which we in turn show 4k 2 p 2 exp 
Since (28) and (29) also yield Γ ∈ O(T α ) we conclude ( Γ T i=0 F i ) 2 ∈ O(T 4α ). Because k, p and s are fixed we conclude that π q (s) → 0 for α < 1/4.
Proof of Theorem 5. By Corollary 1 it suffices to show that ksλ T → 0 and that the probability with which (12) holds tends to one. Consider first ksλ T :
Since (12) holds on B T ∩ C T (s) where C T (s) is defined in (26) and P (B T ) → 1 it remains to be shown that P (C T (s)) → 1. This follows from an argument similar to the one in Lemma 10. 
Lastly, on B T ,
is valid asymptotically, (14) and (15) hold asymptotically, and that the probability of B T ∩ C T ∩ D T tends to one. Now β − β * 1 ≤ 16 qκ 2 sλ T by (10) (which holds on B T ∩ C T as seen in the proof of Theorem 2). Hence, since we have also seen that B T ∩ C T has probability one asymptotically, using that κ is bounded away from zero, and β min ∈ Ω(ln(T )a T ) β i − β * i 1 β min ∈ O p ln(1 + T ) 5/2 T 7/2a+b−1/2 T 2b T (15/2)a−1/2 ln(T ) 2+5/2 = o p (1) establishing that β min ≥ 2 β − β * 1 with probability tending to one.
In order to verify the asymptotic validity of (14) on B T ∩ C T ∩ D T it suffices to show that (using β − β * To this end, we show that each of the three terms tends to zero. Using that κ 2 and hence φ min (Γ J,J ) are bounded away from 0 and sup T σ T < ∞ one gets it follows that the first term in (39) tends to zero. Since β min ∈ Ω(ln(T )[a T ∨ b T ]) and the second term equals the first term divided by β min it follows that the second term also tends to zero. The third term tends to zero by (27) since 7a + 2b ≤ 15a + 4b < 1. Next, it is shown that (15) Proof of Theorem 8. As the results are equation by equation we shall focus on equation i here but omit the subscript i for brevity. The notation is as in the statement of Theorem 7. Under the assumptions of that theorem, the adaptive LASSO is sign consistent. Hence, with probability tending to one, the estimates of the non-zero coefficients satisfy the first order condition ∂L(β) ∂β J = −2X J (y − Xβ) + 2λ T g = 0 where g = (sign(β * j )/|β j |) j∈J . Using that y = X J β * J + this is equivalent to −2X J − X J (β J − β * J ) − X J cβ J c + 2λ T g = 0 and so, with probability tending to one, for any s × 1 vector α with norm 1 one has
The first term on the right hand side in (41) is recognized as √ T α (β OLS − β * J ). Hence, to establish the theorem, it suffices to show that the second and the third term on the
