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1. INTRODUCTION 
In the application of nonlinear eigenvalue problems, we are frequently faced 
with a degree of uncertainty concerning the description of the region or the 
values of the coefficients in both the differential equation and the boundary 
conditions. As with linear eigenvalue problems, it is therefore of interest to 
ascertain whether the “spectrum” of such problems is continuous with respect 
to small perturbations of the operators and of the region. The problems con- 
sidered here arise in the determination of the critical conditions for thermal 
ignition (using the steady-state model). The equations are generalizations of the 
steady-state heat-conduction with a nonlinear source term depending on the 
temperature (but not on its gradient). This leads to problems of the form 
--v * (k(x) VT) = hG(x, T) x E Q, (1.1) 
subject to the appropriate boundary conditions on the boundary 862 of 
region Q, where K(X) is the thermal conductivity of the inhomogeneous region 
Q, and T is the local temperature in Sz. The form of the nonlinearity G is not 
known precisely in many practical situations, such as in an exothermic chemical 
reaction. Commonly, it is taken as varying with temperature T as in the Arrhenius 
law 
G(x, T) cc exp(-E/EIHT), (l-2) 
where E is the activation energy (determined empirically) and R is the gas 
constant. Even this form is likely to be approximated over a large range of 
temperatures. 
For the present paper, it is of no additional difficulty to study equations of 
the form 
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where x = (xi ,..., xn), .Q is an open bounded subset of [WV2 with closure 8 and 
boundary aQ E C2ia, L is a real, linear, second-order, uniformly elliptic, self- 
adjoint operator given by 
and the matrix (a&x)) is symmetric and uniformly positive definite on 9. 
We will assume that a, 3 0 in Sz, aij , a,, &J&i E C?(a). On the boundary &‘J 
of Q, we will consider a linearized radiation condition given by 
B,(u) = au + E g = 0 x E af-2, (1.4) 
where au/& is the conormal dervative given by 
and m = (ml ,..., m,) is an outward normal unit vector field on aQ. Also, E 
is 0 or 1, and a satisfies the following conditions: 
a > 0, E = 0 when x E a.Q, , 
a >, 0, E = 1 when xEaQ, = ail- asz,. 
Moreover, we require that a and a, are not both identically zero, mi E C1+a(ai2), 
UE cz-E+yaq. (F or the necessity of these conditions, see Amann [l], 
Ladyzenskaja and Ural’tseva [8].) 
In this case we can apply the strong maximum principle to problem (1.3, 1.4). 
Further, the pair of operators (L, B,) is invertible on its domain, so we can 
consider the problem in the form 
u = AKFu, (1.5) 
where VW4 = Jsa W, Y) u(y) dy, u E C(G); K(x, r) is the Green’s function 
of operator pair (L, B,), and F is the corresponding Nemytskii operator to f. 
More precisely, if S is an arbitrary bounded subset of R, and iff: D x S + R, 
then for every u: a -+ S, we define F[u](x) = f(x, u(x)). 
In what follows we will assume that f satisfies all of the following conditions: 
Hl: f~ Ca(Q x S), for all bounded S C R+ = (0, CO); 
H2: f(~, 0) > 0, for all x E a, but f(~, 0) + 0; 
H3: f6(x, [), ftr(x, 6) E Ca(a x S), for all bounded S C R+; 
H4: i&.E)GnXR+fE(X, 5) > 0. 
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(It is true that the function in Eq. (1.2) does not satisfy H4, but the common 
approximations to it that are used in ignition theory cj~ satisfy this condition, 
for example, f cc exp. u, where u = E(T - T,)/RTa~jand T, is the ambient 
temperature. See Fradkin and Wake [4].) Th e conditions HI-H3 imply that F is 
twice FrechCt differentiable. In particular, 
In what follows we will use the linearized problem corresponding to problem 
(1.3, 1.4), that is, 
L(w) = p(x)w XEQ, (1.6) 
B,(w) = 0 XEX2, (1.7) 
where r(x) = fE( , ( >> x u x an u is a solution of (1.3, 1.4). d 
We are interested in the positive classical solutions of problem (1.3, 1.4) only, 
that is, in those from the space P(Q) n P(a). We shall be concerned with the 
“spectrum” of the problem, which is the set /l of X for which there exists a 
positive classical solution of (1.3, 1.4). F or any h E fl, we denote by _u(h, x) the 
corresponding minimal solution, that is, for any other solution ujh, x), we have 
that u(h, x) 3 g(X, x) for all x E L?. The minimal solution _u(X, X) can be con- 
structed by means of a standard iteration scheme (as in Amann [I] and Keller 
and Cohen [7]). Also, it is well-known that, if h’ > 0 belongs to fl, then 
(0, h’] C fl, that is (1 is an interval. (See Keller and Cohen [7]). The fact that 
h* = sup fl is positive is an immediate corollary of the fact that the solution set 
{(A, u(h, x)): A E A} of p ro bl em (1.3, 1.4) contains an unbounded component 
emanating from point (0, 0) (see Amann [2]). Often h* is taken as the critical 
value for ignition of the corresponding thermal regime. We have shown previously 
(Fradkin [3]) that under Hl-H4, )I* < co. In this paper, we discuss how 
small perturbations of operators F and (L, B,) and region Q affect X*, that is, 
the continuity properties of X*. 
For a given function f, satisfying HI-H4, we shall denote by A(f) and h*(f) 
the spectrum and supremum of the spectrum, respectively. Further, we shall 
need to use the first eigenvalue pi of problem (1.6, 1.7), when 
$4 Gie f&G up, x)), (1.8) 
in Eq. (1.6). Since this implies that Y depends on h, so will pi GG pi(X) depend on h. 
2. CONTINUITY PROPERTIES OF X* 
Our first result is obtained for the case in which the operator (L, B,) remain 
unchanged whiIe operator F is varied in a certain way. This leads to bounds 
on h*(f). 
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THEOREM 2.1. If f, g sutisfr HI-H3, X*(f) is finite, and there exists p: 
B x [w+ - IW+ such that 
g = (1 + P)f (4 0 E 0 x Rf, 
IPI <c-cm (x, S) ED x Rf, 
then A*(f )/(I + u) < X*(g) < X*(f )/Cl + b), where u = ~up(~.~)~~~~+p and 
ZJ = i&,C)EOxOP+p # -1. 
Proof. By the requirements of the theorem, a, b are finite and u, 6 > -1 
(otherwise H2 would not be satisfied for g), and 
(1 + b)f <g < (1 + u)f. (2.1) 
Keller and Cohen [7] showed that h E A(x) if X E cl(q), when Q(X, U) > z(x, u) 
and 4, z satisfy Hl-H3. So we have 
h*(q) < x*(4 if Q > a. (2.2) 
As a, b are constants, we obtain 
A”((1 + b)f) = h”(f )/(I + b), (2.3) 
and a similar equation for u replacing b. The theorem then follows directly from 
Eqs. (2.1-2.3). Hence h*(g) is continuous at g = f under the continuous 
perturbations off. Q.E.D. 
Remark 2.1. We can consider g in the form g = f + s, under the condition 
that s/f is uniformly bounded on its domain (see Fradkin [3]). 
Considering perturbations of the operators (L, B,), we are able to prove 
that h* is continuous from below with respect to continuous perturbations of 
(L, BE). This means that if A* decreases as a result of such perturbations, then 
it decreases continuously. In practice, this means that small experimental 
errors in the functions of the operators (L, B,) cause small perturbations in h* 
if these lead to under-estimation of h*. Small errors in the operators, which 
cause over-estimates of X*, may yield discontinuous changes in h*. 
We give some preliminary results first. 
LEMM.~ 2.1. Let 0: [w X fl -+ [w with the following properties: 
(i) @ E Cl(R) x (C(D) n Cl(n)}. Th en, by the first mean-value theorem, 
for every 7 E R, there exists a T’, such that T’ E [0, T] if T >, 0 and T’ E [T, 0] if 
T < 0, and 
@(T, x) = @(O, 4 + @JT’, 47, in 0; 
(ii) @(O, X) > 0 in Q; 
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(iii) Vrl , such that TV E (0, 03) there exists an N(T,) < Co, such that for 
each 7 with ) 7 ] =$ 71 
I WT’, +W, 41 d N(4 in Q VITI <71; 
where r’ is defined for every T with ) T 1 < r1 by (i). Then there etits a TV > 0, 
such that 
Proof. One can see that even without condition (iii) the statement of Lemma 
2.1 is obvious-under the additional requirement that there do not exist points 
x, on boundary 8Q with @(O, x,,) = 0. Without this requirement, condition (iii) 
becomes necessary. Indeed, it implies that @,(T’, x0) = 0, too, and, as x --+ X, , 
QT(T’, X) has zero of the same order as @(O, x). 
Let us now fix an arbitrary Tr > 0 and introduce a TV , such that N(T,) = 
l/T2 (and, hence, T2 > 0, too), We can now rewrite condition (iii) as follows: 
-N(T,) < -@,(T’, x)/@(O, x) < N(T,) = l/~a , in D v ] 7 ) < 71 . (2.5) 
It is obvious that either liTa < 1 /Tl or l/T2 > 1 /Tl . Let us consider these 
two cases separately. 
(a) If 1 b2 < I/T, , then for any 7 with 1 7 ( < T1 it follows that l/r2 < 
l/l 7 /. Therefore, l/T2 < l/~ if 7 E (0, Ti), while l/~ < -l/~~ if T E (Tr , 0). 
It follows from (2.5) that 
-@,(T’, x)/@(o, x) < l/T, in ii? VT E (0, 71) (24 
and 
1/T < -dp,(T’, x)/@(o, x), in Q VT E (-T1 , 0). (2.7) 
Since @(O, x) > 0 in .Q, 7 > 0 if T E (0, TV), and T < 0 if 7 E (-T1 , 0), it 
fohows immediately from (2.6) and (2.7) that 
@(T, x) = @(o, x) + aT(T’, x)7 > 0, in Q v ( T j <: 71. 
(b) If 11~~ > l/ T1 we introduce a T3 = l/N(~a) (and, hence, T3 > 0). 
Then we rewrite condition (iii) as follows: 
- 11~~ = -N(T,) < -@,(T', x)[@(O, X) < N(T~) z 1 /TV , in Sz v j T 1 < 72 . 
We notice that liTa s N(T,) < N(T,) G 1,‘~~ , since TV < TV . And therefore, 
and 
-djr(T’, X)/@((o, X) < l/T, in 52 VT E (0, 72) (2.8) 
l/T < -@T(T’, X)/@(o, x), in 52 VT E (-TZ , 0). W-4 
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Then, as before, the result follows from (2.8) and (2.9), namely: 
@(T, x) = qo, x) J- @JT’) x)7 > 0, in Q v i 7 I < 72 
This means that whatever 7r > 0, there always exist a 7r, (namely, 70 C< 
min{Ti , TJ), such that (2.4) holds. Q.E.D. 
In the following we shall make use of the class Ml of functions, where -M1 = 
(24: 24 E t?(D) n Ca(Q); B,u = 0 on asZ>. 
LEMMA 2.2. Iff(x, U(X)) satisjks Hl-H4, then for every A’ E (0, A*) with the 
property h’ < pl(h’) there exists a 22 E MI , such that g(x’, x) < li(h’, x) on Q 
where the equality sign holds on 82, only, and 
J(h’, x) - h’KF[iqh’, .)1(x) > 0, in 9. (2.10) 
Proof. We notice that h* is finite. 
We fix an arbitrary h’ E (0, h*) and denote by & = pI(fE(., _u(h’, .)) and 
c’ z ?(A’, x), the principal eigenvalue and the principal eigenfunction of problem 
(1.6, 1.7). We notice that under all conditions laid upon (L, B,), p’ E n/r, (as 
does g). 
To prove the existence of u” we consider the class of positive real functions 
C(T) G C(T, A’, x), where 7 E R, defined by Z?(T) E u’ + 7~‘. It is clear that for 
each 7 E R+, ii(~) E M, (g’ = _u(X’, x)). 
Let us now apply Taylor’s theorem (Schwartz [9, p. 291) to the operator 
(I - MF) at u = U’(T), 3 T’ E [0, T] such that: 
ii(T) - x’KF[E(T)] 
= (Z?(T) - h’KF[i.?(T)]} - (@’ - x’KF[d]} (2.11) 
= T{g’ - h’m&‘) [e)‘]} - g K&&d’ + 7’121’) [v’]“, On OR. 
If we introduce the notation @(T, X) = i{g’ - h’KF&‘)[g’]j - T/~F~&' -k 
~‘1/‘)[g’]~, then 
qo, x) = &‘(x) - /-w-L(?i) [Y’I (x) + (Pi - h’) =-&‘) @I (4 (2.12) 
= ${(p; - h’) KF,(_u’) [g’] (x)} > 0, in D 
since h’ < &; c’(x) > 0 in Sz, and H4 holds (i.e. KF,($)[c’] > 0 in Sz). We 
can also see that 
Q7(T’, X) = -~KF,,(_u’ + T’~‘)[$]“. (2.13) 
As both GT(T', X) and @(O, x) E Ml , and @(O, zc) > 0 in Q, we have D7(7', x)/ 
w, 4 E C(Q) ( see Keener and Keller [6, Theorem 3.2]), and so the conditions 
of Lemma 2.1 are satisfied. Using this lemma, we conclude that there exists a 
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70 > 0, such that @(T, X) > 0 in J2, and, hence, (2.10) holds (via (2.11) and 
(2.12)) for any ti = zi(~, X’, x), VT E (0, T,,). We notice that if %2 = $, both 
Lemma 2.1 and this conclusion are trivial. Q.E.D. 
We consider the family of operators (L(T), B,(T)), VT E IF!, such that for every 
fixed 7 all the conditions laid upon the operator pair (L(O), B,(O)) = (L, B,) 
are satisfied and all functions +(T, x), q,(~, x), and U(T, X) depend on 7 holo- 
morphically. Neither Sz nor ZB change. It is known that in this case K(T) = 
K(T, X, y) depends on 7 holomorphically as well (see Kato [5, pp. 365,426]). The 
corresponding spectra we denote by .4(~). We proceed now to the last lemma 
needed. 
LEMMA 2.3. If A’, with A’ < pl(h’), belongs to the spectrum A(O), then there 
exists a T,, > 0, such that A’ E A(T), VT E [-TV, T,J. 
Proof. Let us construct 6, such that (2.10) is satisfied for the operator pair 
W% MO)) (see L emma 2.2). Let us prove that there exists a TV :> 0, such that 
condition (2.10) is satisfied for a function C(T, X’, X) E Cl(R) x Mu+ (J(0, x’, 
X) = 1), and the operator pair (L(T), B,(T)), VT E [-TV , TJ, too, where M,+(T) = 
{u: u E C2(D) n C$2); u > 0 in Q; B,(T) = 0 on aG> (we recall that X’ is a fixed 
point of A(O)). We consider 
@(T, x) f $7, A’, x) - X’K(T)F[C(T, A’, .)1(x) 
= {6(T, h’, X) - h’K(o)F[ii](X)} - T{~‘K(T’)F&(T’, x’, .)[C&(T’, h’, ‘)] 
+ h’K,(~)F[zi(7’, A’, .)1}(x) = @(O, x) + @JT’, x)7, in Q 7’ E [0, T]. 
(2.14) 
We notice that @(O, X) > 0 in Sz (see (2.10)), and @(O, X) E Ml+(~), aT(7’, X) E 
M,(T). The desired result follows, therefore, as above, by Lemma 2.1. 
We have proved, in other words, that C(T, h’, X) is an “upper solution” for 
operator K and eigenvalue h’ E A(T). As K is an increasing operator, this means 
that there exists a function _u(T, X’, x), the minimal solution of the corresponding 
problem. (We do not reproduce the proof of this statement here.) Therefore, 
A’ E A(T), VT E [-To ) To]. Q.E.D. 
Remark 2.2. We have applied the method of upper solutions to K and not 
(L, BE) by necessity, not by choice. Indeed, only in this case, Theorem 3.2 [6] 
of Keener and Keller and, hence, our Lemma 2.1, may be used. 
We are able to prove our main result now. 
THEOREM 2.2. If A*(T) d ecreases in a vicinity of h*(O) and there are A’, such 
that x’ < pl(X’) in every neighborhood of h*(O), then X*(T) decreases continuously. 
Proof. In Lemma 2.3 we have proved that if h’ < pr(X) and h’ E A(O), then 
also X’ E A(T), VT E [-T ,, , ~~1, for some 70 > 0. The statement of the theorem 
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implies that A’, with A’ < pi@‘) exists in any vicinity of h*(O). In view of this 
fact, if A*(T) decreases, Lemma 2.3 can be restated as follows: VA’, with A’ < 
k(X), there exists a T,, such that A’ < A*(T) < h*(O) if j T j < To . In other words, 
VS there exists a To > 0, such that A*(O) - 8 < h’ < A*(T) < h*(O) if 1 7 j < T,, . 
But this means that h*(T) is continuous in 7 in a vicinity of 7 = 0. Q.E.D. 
Remark 2.3. It is known that for convex nonlinearities, the second require- 
ment of the theorem is not necessary, as h < p.,(h) for all h E [0, A*) in this case 
(see Keener and Keller [6, Theorem 3.2(i)]). 
Remark 2.4. Let region D also change continuously in such a way that 
Q(,,) C G(Tl) for 1 T2 1 > 1 7i 1, sign ~a = sign 71 . That is, let aa change in 
such a way that Q(T) C 52(O) where X’(O) corresponds, say, to the real boundary 
and aQ(T) to the experimentally found one. Then the expression for @(T, X) is 
still defined by (2.14), but in G(T). We now have @(O, X) > 0 on O(T), VT E [W+ 
and, therefore, both Lemma 2.3 and (hence) Theorem 2.2 are valid. In practice, 
this means that only in this case can we be sure that experimental errors cause 
small errors in A*. 
Let us consider some examples. 
EXAMPLE 2.1. If the functions a(x) and a,,(x) change in such a way that 
(i) ao(Tl , x) > aO(T2, x> in 52 0 d T1 < 72, 
(ii) a(Tl , x) > fZ(72, X) On a!s 0 d 71 < 72 , 
then h*(T,) > h*(T2), that is, h*(T) decreases with 7. 
Proof. To show that this is true, we need to prove that if h E A(T,), then 
necessarily X E A(7i). By using the iteration scheme for construction of minimal 
solutions, the first step gives 
and 
By using the conditions (i) and (ii) on a(x) and a,,(x), we obtain 
(2.15) 
(2.16) 
L(T2)b%(T2, 4 - %(Q ,x)1 
= -h) %h > x> - ‘%) %(‘-I ,x) + +I) %(TI ,X> - L(T,) UO(T, , X) 
= L(?) %(TI > x) - L(T,) %(TI ,X) 
= (%(Tl , 4 - 4~~ ,4) fh(~~ , 4 3 0, in Q, (2.17) 
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The maximum principle (Keller and Cohen [7]) yields accordingly that 
Similarly, we obtain 
By our assumption that x E A(,,), we see that g(T2 , h, x) exists and by (2.18) so 
does $71 , /\, x). It follows that h E (l(T1). Q.E.D. 
EXAMPLE 2.3. If all the functions of the operator pair (L, B,) change in such 
a way that K(T,)[u(*)] 2 K(~,)[u( .)I, vu E C(o), 0 < T1 < 72 , then h*(~,) > 
x*(72), 0 < Tl < T2 as well. This statement can be proved as above, but using 
the iteration scheme for the operator K instead. 
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