The increasing availability of high frequency data has initiated many new research areas in statistics. Functional data analysis (FDA) is one such innovative approach towards modelling time series data. In FDA, densely observed data are transformed into curves and then each (random) curve is considered as one data object. A natural, but still relatively unexplored, context for FDA methods is related to financial data, where high-frequency trading currently takes a significant proportion of trading volumes. Recently, articles on functional versions of the famous ARCH and GARCH models have appeared. Due to their technical complexity, existing estimators of the underlying functional parameters are moment based-an approach which is known to be relatively inefficient in this context. In this paper, we promote an alternative quasi-likelihood approach, for which we derive consistency and asymptotic normality results. We support the relevance of our approach by simulations and illustrate its use by forecasting realised volatility of the S&P100 Index.
Introduction
Financial time series modelling is of great importance in monitoring the evolution of prices, stock indexes or exchange rates and to predict future developments, such as the risk associated to certain asset allocations. Risk is very much related to the volatility of the financial process and, hence, models for volatility are of special importance. A milestone in volatility modelling has been set by Engle (1982) , with the introduction of the now-famous and widely-used ARCH model. Many extensions followed this groundbreaking work, most notably the GARCH model by Bollerslev (1986) which allows a more parsimonious fit in comparison to ARCH processes. The success of these models is founded on their mathematical feasibility and on their ability to feature many of the stylised facts that researchers have been observing in empirical investigations of financial data. In particular, the models are able to capture a non-constant conditional variance of time series. For details on GARCH models, see for example, Francq and Zakoian (2011) and the references therein.
In practical applications, GARCH models and their variations are adequate for daily or weekly return data. But, due to the availability of high-frequency financial time series and their importance for the financial industry, it is desirable to provide corresponding models and adequate statistical methodology for data that are given at a higher resolution. In this paper, we adopt the theory of functional time series to approach this challenge. A functional time series is a sequence of observations (X t : 1 ≤ t ≤ n), where each random object X t is a curve (X t (u) : u ∈ [0, 1]). The interval [0, 1] is chosen for convenience and does not impose any restriction on generality. In our context it represents intraday time. For example, X t (u) might denote the price of an asset on day t at intraday time u. If we then consider the log-returns y t (u) = log X t (u) − log X t (u − τ ) on some τ -interval or the intraday log-increments y t (u) = log X t (u) − log X t (0), then it seems plausible that such common transformations yield stationary functional processes (as processes in the discrete time t), in which case a variety of tools can be employed for inference on the intraday pattern.
Functional time series methods have received increasing attention during the past few years. To give a small sample of some very recent articles with many further references we refer to the following papers: Hörmann and Kokoszka (2010) and Eichler and van Delft (2017) for structural results, and Aue and Klepsch (2017) for inferential procedures, Paparoditis (2017) and Zhu and Politis (2017) for functional time series bootstrapping methods and Aue et al. (2015) and Klepsch and Klüppelberg (2017) ) for forecasting algorithms.
In this paper, we consider some adequate functional models to describe, for instance, the functional time series (y t ) or (ỹ t ) as defined above. The first attempt to generalise GARCH models to functional time series was made in Hörmann et al. (2013) , where a functional version of the ARCH(1) was proposed. Later, this model was extended in Aue et al. (2016) to a functional GARCH(1,1). Both models rely on recurrence equations with unknown operators and curves. As for the estimation of these quantities, Hörmann et al. (2013) proposed a moment-based estimator and showed its consistency. Their approach allows to deal with a fully functional (and potentially infinite-dimensional) parameter space. The situation is more complicated in the GARCH context. Aue et al. (2016) proposed a least squares estimator based on the recursive empirical volatility. This approach comes at a price: the authors have to reduce the functional model to a multivariate model via some dimension reduction to a fixed finite dimension. Moreover, it is know from scalar GARCH theory that the least-squares estimators lack efficiency.
In this paper, we propose an estimator inspired by the classical GARCH QML (QuasiMaximum Likelihood) method (Section 3). The definition of a QMLE is far from straightforward in that context, because a likelihood cannot be written for curves. Our estimator is based on the projection of the squared process onto a set of non-negative valued instrumental functions. We give regularity conditions for consistency and asymptotic normality. As a result that is aside from this study, we obtain the consistency and asymptotic normality of a semi-strong (i.e. with non-iid innovations) multivariate CCC-GARCH. We also obtain a sufficient condition for existence of stationary functional GARCH processes (Section 2.2) which generalises Aue et al. (2016) . We use the top Lyapunov exponent formulation, and our condition is very similar to the sufficient and necessary condition that can be obtained in the finite dimensional case. Our results also extend to higher order models, i.e. functional GARCH(p, q) . In terms of application, we use our model to predict realised volatility which is an important risk measure (Section 5.2).
The rest of the paper is organised as follows: in Section 2, we introduce the model equations, some notations and discuss the stationarity. In Section 3, we introduce our estimation procedure and detail its asymptotic properties. In Section 4, we extend our consistency results to infinite-dimensional models. The subsequent sections deal with practical aspects of the implementation and some empirical illustrations which demonstrate the superiority of the QMLE compared to existing methods. Technical results and most of the proofs are given in the Appendix.
Functional GARCH(p,q) model

Preliminaries
For convenience we first review notation. We denote by H the Hilbert space of square integrable functions with domain [0, 1]. It will serve as the basic space on which the functional observation, that is considered in this paper, is defined. The Hilbert space is equipped with inner product ·, · and the resulting norm · . If x and y are both functions of H (respectively, vectors of R d ), then we denote by xy their point-wise (resp. component-wise) product. We denote by L(H) the space of bounded linear operators on H and use bold notation for its elements. Hence, for α ∈ L(H), x ∈ H and u ∈ [0, 1] we have that α(x) is the image in H of α applied to x, whereas x(u) is the real-valued image of the function x evaluated at u. Moreover, we use the standard convention for combining operators, i.e. that αβ := α • β and α 2 := α • α for α, β ∈ L(H). We recall that L(H), equipped with the usual operator norm α := sup x ≤1 α(x) , is a Banach space. This norm is sub-multiplicative, i.e. αβ ≤ α β . In some places we also make use of the supremum norm: x ∞ = inf{a > 0, |x(u)| < a, for λ-almost every u ∈ [0, 1]}. For x, y ∈ H, we define the operator x ⊗ y := x ·, y .
We define the subspaces H + = {x ∈ H : x(u) ≥ 0, for almost every u ∈ [0, 1]} and H 
where x = (x 1 , x 2 ) ∈ H 2 and α 11 , α 12 , α 21 and α 22 ∈ L(H).
We are now ready to introduce our general model. 
Under the assumption that E(η t (u)) = 0 and E(η 2 t (u)) = 1, the variable σ 2 t (u) can be interpreted as the volatility at day t and intraday time u, i.e. the variance of the return y t (u) conditional upon the sigma algebra F t generated by (η s ) s≤t . Note that this volatility may depend on all past returns, not only on those corresponding to intraday time u of the previous days. For instance, let p = 0, q = 1 (ARCH(1)), and suppose that α is a kernel operator, with constant kernel K α (u, v) := a, then the pattern of the intraday volatility σ 2 t (u) = δ(u) + a y 2 t−1 (v)dv is essentially given by that of δ. Moreover, it depends on the previous day through the so-called 'integrated volatility' given by the integral. If now, the kernel has the form K α (u, v) = aφ(u − v) , where φ denotes a density function with mode at zero, we have σ (v) dv and the volatility of intraday-time u is mainly driven by the volatility of the previous day 'around' time u. It is, thus, clear that Model (2.1) allows for a great flexibility through the choice of the operators α and β, and the pattern of the intercept δ.
A key feature of the GARCH model is that it captures well the dynamics of volatility observed in financial data. In our functional setting, we propose the following interpretation of the volatility curves. For any fixed u ∈ [0, 1], we have that
1−α/2 . Consider, for example, a process with Gaussian innovations (η t ) such that Var(η t (u)) = 1 for all u ∈ [0, 1]. We can then interpret the region {[−2σ t (u), 2σ t (u)] : u ∈ [0, 1]} as the prediction interval of y t (u) at (approximate) level α = .05. We show these curves and their estimation in Figure 1 (in a setting that will be described below) at two different scales: 7 and 100 days, respectively. The data generating process is described in Section 5.1.2. On the first figure we observe the sensitivity to shocks of the volatility curves. On the second figure we can observe the persistence of the volatility curves on a larger scale.
One interest of the functional GARCH model is that it allows for prediction of the next day's volatility curve. At the end of day t − 1, the whole volatility curve of day t can be predicted. It is, thus, possible to predict the realised volatility 1/τ j=1 y 2 t (jτ ) for some given time unit τ ∈ (0, 1), or any other realised measure of volatility. This will be illustrated in Section 5.2.
Existence of stationary solutions
In light of Definition 1, an evident question concerns the existence of a strictly stationary and non-anticipative solution to the functional GARCH equations. To respond to this problem, we first observe that our model equations can be conveniently summarised in the following state-space form:
and
Here, the operator Υ t is the pointwise multiplication by η 2 t , i.e. H x −→ xη 2 t . All 0's in the definition of the matrix Ψ t are meant to be zero-operators. Now, we introduce a mild technical assumption which we impose for the rest of the paper:
where log + (u) = log(max(1, u)). By this assumption, it follows that η 2 t ∞ < ∞ a.s. and, hence, the linear operator Υ t is almost surely bounded. Indeed, we have that 
For the sake of a light notation, we will now also use · for the norm on H p+q as well as for the operator norm of L(H p+q ). Its respective meaning will be clear from the context. From assumption (2.5) it is easily deduced that E log + Ψ 1 < ∞. Moreover, the sequence (Ψ t ) is i.i.d. and our norm on L(H p+q ) is sub-multiplicative. Hence, according to Theorem 6 in Kingman (1973) we have that, almost surely,
Theorem 1. Under (2.5), a sufficient condition for the existence of a unique strictly stationary and non-anticipative solution to
Proof. By iterating (2.4), we formally get that
The series converges almost surely, since using (2.8), we deduce that lim sup
Since E log + b t−k < ∞ by (2.5), and b t−k ≥ δ > 0 the second summand is zero and, thus, we can apply the Cauchy rule to show convergence. In addition, it is easy to see that the q + 1-th component of z t defines a non-anticipative and stationary solution of (2.2). The proof of the existence is complete.
It remains to prove that the solution is almost surely unique. To this end, let us assume thatz
We then deduce that
We already know that since γ < 0, we have z N t − z t → 0 and Ψ t · · · Ψ t−N → 0, almost surely when N → ∞. Furthermore, the law of z * t−N −1 is independent of N . Hence, the right-hand side of (2.11) tends to zero in probability. Therefore, P (z Remark 1. It would be interesting to see if the condition γ < 0 is also necessary for the existence of a strictly stationary solution to (2.1)-(2.2). The situation in the functional context is more complicated when compared to multivariate analysis. In the multivariate setup, one would argue that for some appropriately chosen matrix norm · * we have that Ψ t Ψ t−1 · · · Ψ t−k+1 (b t−k ) * → 0 (which is, of course, necessary for the convergence of the series in (2.9)) will imply Ψ t Ψ t−1 · · · Ψ t−k+1 * → 0. In the infinite-dimensional setup, however, norms are not equivalent, and choosing a different norm will also give a different value for the exponent γ. In a second step, one uses contraction properties of random matrices in order to conclude. To extend such results to linear operators is beyond the scope of this paper.
In the next proposition, we specialise to the case of the functional GARCH(1,1) process in order to obtain a slightly more explicit result. Proposition 1. When p = q = 1, a sufficient condition for existence of a strictly stationary and non-anticipative solution to (2.1)-(2.2) is that
Proof. First, note that
from which we can deduce a bound for the top Lyapunov exponent:
The first inequality is in fact an equality since the two side terms are vanishing in the limit and the last equality follows from the Fekete's lemma.
In their recent paper, Aue et al. (2016) obtained the condition (2.12) E log αΥ 0 + β S < 0 to guarantee a strictly stationary solution of functional GARCH(1,1) equations. Here, γ 0 S is the Hilbert-Schmidt norm. Note that the Hilbert-Schmidt norm is dominating the operator norm and, hence,
This shows that our condition is milder than that of Aue et al. (2016 
We conclude this section with a result, which will be useful for statistical inference, but it also has its own interest. Proof. Using (2.7), there exists an integer t 0 such that E log Ψ t 0
Furthermore, we have that
where we used the fact that (Ψ t ) t∈Z are i.i.d. in the last equality. Note that E Ψ 1 τ < ∞ by (2.6). From Lemma 2.2 in Francq and Zakoian (2011), we then deduce that there exists an 0 < s < τ such that ς := E Ψ t Ψ t−1 · · · Ψ 1 s < 1. From (2.9) we get that
Thus E z t s < ∞ and the conclusion follows.
Parametrisation
From observations (y t ) 1≤t≤n of curves satisfying Model (2.1)-(2.2), we consider inference on the parameters δ, α 1 , . . . , α q and β 1 , . . . , β p . In order to guarantee identifiability of the model, we impose
An example of a stationary Gaussian process (η 0 (u)) u∈ [0, 1] satisfying (3.1) is the OrnsteinUhlenbeck process given by η 0 (u) = e −u/2 W 0 (e u ), where W 0 (·) is the standard Brownian motion. This process has autocovariance function Cov(η 0 (u + v), η 0 (v)) = e −u/2 . In general, however, we do not require either Gaussianity or "intraday-stationarity" of η t .
We begin by assuming a specific parametrisation for Model (2.1)-(2.2). Let ϕ 1 , . . . , ϕ M be linearly independent functions in H + . We assume that there exists a non-negative valued
and non-negative valued matrices
1 We define the parameter
The model (2.1)-(2.2) is obtained for the value θ 0 . By convention, we index by zero all quantities evaluated at θ 0 . It is clear that the parametrisation is one-to-one in the sense that Remark 2. The implication of (3.2) is that the volatility process (σ 2 t ) t∈Z belongs to the M -dimensional subspace of H spanned by ϕ 1 , . . . , ϕ K . This is also assumed in Aue et al. (2016) . An alternative nonparametric approach will be developed in Section 4.
Our estimator is defined as follows:
where
10 and where the empirical volatilityσ 2 t is computed recursively as
with some initial values y 0 , . . . , y −q+1 andσ 0 , . . . ,σ −p+1 in H. Note that the positivity of the baseline functions ϕ k ensures that the scalar products in (3.5) are positive and, thus,Q n (θ) is well defined and reaches its minimum on the compact set Θ. This estimator is clearly inspired by the QMLE for standard GARCH models, and thus, we will refer to θ n as the QML estimator.
Asymptotic results
Under (3.2), Model (2.1)-(2.2) admits a multivariate representation. More precisely, under the invertibility Assumption A5 below, we define the process (h t (θ)) t∈Z as the stationary and ergodic solution of the following equation
where Y 
We are able to deduce our main asymptotic results under the following assumptions: A1 θ 0 ∈ Θ, Θ is a compact set. In order to derive the asymptotic law of our estimator we make the following assumptions:
A2 E η
Letting N K (µ, Σ) denote a K-variate normal random vector with mean µ and covariance matrix Σ, we get the following asymptotic normality result. Define t (θ) by replacing σ 2 t , ϕ m by h t,m (the m-th component of h t (θ)) in˜ t (θ).
Theorem 3. Under (3.1)-(3.2) and Assumptions A1-A7 we have that
We remark that, unlike in the scalar case, it is not possible to factorise the matrix I in the asymptotic variance of Theorem 3. However, we have that
Using this, it is not difficult to obtain estimates for I and J.
Choice of instrumental functions
The instrumental functions ϕ 1 , . . . , ϕ M must satisfy the positivity constraints. We can consider any family of non-negative and linearly independent functions in H, such as the power basis 1, u, u 2 , . . . the exponential basis e u , e 2u , . . . or some polynomial basis that is non-negative on [0, 1], for example the popular B-splines bases. Since the latter are thought to perform well with functional data, we will consider them in our empirical study. More precisely, we will use the Bernstein polynomials. For more details on the use of B-splines and smoothing methods for functional data, see Ramsay and Silverman (2006) .
In order to avoid using a specific set of instrumental functions, we propose a heuristic data-driven method. Direct use of functional PCA (which is by far the most common practice in many applications) is not possible in this framework, due to the positivity constraints. Under the further assumption that E y t 4 < ∞, we represent the squared process through its functional principal components, i.e.
where µ(u) = E[y 2 t (u)] and (ψ j ) j≥1 are the eigenfunctions of the covariance operator of y 2 t (see, e.g. Horváth and Kokoszka (2012) for more details on functional principal components). Then, since σ 2 t = E[y 2 t |F t−1 ] and in view of (2.2), it seems natural to assume that δ, α i and β j are spanned by the finite set of functions µ, ψ 1 , . . . , ψ M −2 . However, these functions are not non-negative. We, thus, propose to modify them according to the following routine. Take ϕ 1 (u) = 1, ϕ 2 (u) = µ(u), which is necessarily non-negative, and shift the other principal components, if necessary:
We have observed in our simulations (see Section 5.1.2) that this empirical choice performs relatively well, even when we compare it to the settings where the true (but unknown) basis functions in the data-generating process were used.
Extension to infinite-dimensional parameter space
Assuming a finite-dimensional parametrisation (3.2) may appear to be not entirely satisfactory from the theoretical standpoint. In this section, we show that the QML estimator remains strongly consistent in a more general setting, permitting an infinite-dimensional specification. For simplicity, we only consider the case when p = q = 1. We assume that δ, α and β can be parametrised by some infinite-dimensional parameter θ ∈ Θ, in other words we let M = ∞ in (3.2). This parameter space is assumed to be a compact subset of l 2 (the set of square summable sequences).
Our new estimator is defined as
where Θ N ⊂ Θ is the subspace of all sequences with zero entries in components k > N . Furthermore, Q n (θ) is defined as in (3.5) and we set
where (w m ) m≥1 is a non-negative and summable sequence of numerical weights.
Let α * denote the adjoint operator of α, i.e. the unique operator such that α * (x), y = x, α(y) for all x, y ∈ H. The following technical assumptions will be used.
A8
Identifiability. For all m ≥ 1 and θ ∈ Θ we have that
A9 There exists a sequence (a m ) m≥1 such that w m /a 2 m is summable and a m ≤ |ϕ m (u)|du ≤ ϕ m ≤ 1 for all m ≥ 1. Furthermore, for all θ ∈ Θ, the function δ θ is uniformly bounded from below by some constant c > 0. To illustrate this result, we present an example of a functional GARCH process which is not included in the multivariate and linearly parametrised setting of Section 3.
Let (ψ k ) k≥1 be an orthonormal basis of H. We assume that the volatility recursion is of the form
Here, the parameter is θ = (a, b, d 1 , d 2 
The exponential function is used to guarantee a positive intercept, but other positive valued functions could be used instead of it. This model provides a very simple interpretation of the function δ. Indeed, we can show that the curve of δ parallels that of the expected intraday-volatility. More precisely, if Ey 2 t (u) < ∞, then we have that
We can also compute explicitly the top Lyapunov exponent which only depends on a, b and the law of η 0 :
Finally, Proposition 4 can be applied to model (4.2). Indeed, we can easily choose a compact subset Θ of 2 and an innovation process (η t ) t∈Z such that Assumptions A1−A3 are satisfied. Let (ϕ m ) m≥1 be any family of non-negative functions spanning H. If we further assume that (d k ) k≥1 is absolutely summable and that κ = sup k≥1 ψ k ∞ < ∞, then we get that δ(u) = exp (
* and β = β * , it easy to see that A8 (b) is satisfied as well as A8 (c), provided that a 0 = 0. Assumption A8 (a) follows from the fact that (ϕ m ) m≥1 is a basis of the space H. Then, for any weight sequence (w m ) m≥1 which satisfies A9 we get by Proposition 4 that the QMLE of model (4.2) is strongly consistent.
Empirical results
Simulations
We will first compare the Least Squares Estimator (LSE) of Aue et al. (2016) and our QMLE that is defined in (3.4) . Next, we compare the QML with given instrumental functions ϕ m to the data-driven procedure described in Section 3.3 (we then refer to QMLE*). 
Example 1
The first setup is taken from Aue et al. (2016) . They consider a GARCH(1,1) model with 
, with b = 0.4. Note that δ is not spanned by ϕ 1 (u) and that d = δ, ϕ 1 ≈ .009. It is assumed that ϕ 1 is known and we estimate d, a and b. For the LSE we impose |b| ≤ .99, whereas, for the QMLE we impose that a ≥ 0 and 0 ≤ b ≤ .99. In order to compare the performance of the two procedures, we consider 100 Monte-Carlo replications of our estimation experiment. The results of our simulations are displayed in Tables 1-2 and in Figure 2 . We see that standard deviation and bias differ by a factor of 2 to 3 in favour of the QMLE methods.
Example 2
We now illustrate our estimator in a slightly more complex example. We consider a functional GARCH(1,1) model with δ(u) = (u − .5) 2 + .1,
As in the previous example, we take for the innovations an i.i.d. sequence of OrnsteinUhlenbeck processes, the recursion starts at initial value σ 2 0 := δ, and the first 1000 curves are discarded.
For the instrumental functions ϕ 1 , . . . , ϕ M we consider the following families:
1. QMLE: Bernstein polynomials, which are a special case of B-spline functions defined by
2. QMLE*: The functions defined in Section 3.3.
We fix M = 4, then the subspace spanned by the Bernstein polynomials (of order 3) contains the true parameters defined in (5.2). We have constrained the parameters as follows:
We have represented the functional parameters δ and α (its kernel K α ) in Figure 3 together with their QMLE. In order to compare the performance of the two procedures, we ran N = 100 Monte-Carlo replications of our estimation experiment with sample size n = 1000. The results of our simulations are displayed in Table 3 . We show the relative mean squared deviations, defined as
, and analogously for β. As aforementioned in Section 3.3 it is interesting that both procedures perform similarly, despite the fact that QMLE* does not require prior knowledge of instrumental functions. 
Real data illustration
We applied our estimators to the minutely recorded S&P100 Index for a ten-year period between 1997 and 2007. The return series is displayed in Figure 4 . The functional GARCH model has been implemented on two different types of return data. Denoting by X t (u) the price at time u of the day t, we considered the τ -minute returns y t (u) and the intraday returnsỹ t (u) defined by
For y t (u) we used τ = 20 min 2 . For the instrumental functions we used, as in Section 5.1.2 the Bernstein polynomials with M = 4. We computed the LSE estimator to get an initial value of the parameter in the optimisation routine. The resulting empirical volatility curves are displayed in Figures 5 and 6 for y t and in Figures 7 and 8 forỹ t . In light of (2.3) and the related discussion, we plotted the curvesσ t ( θ n )(u) · Qη (u) 1−α/2 . The required quantiles were estimated from the residualsη t (u) := y t (u)/σ t ( θ n )(u), for t = 1, . . . , n. On both processes we can observe the sensitivity to shocks of the volatility process and its persistence. The persistence seems stronger in Figure 8 than in Figure 6 , whereas the rise of the volatility after a shock is more evident Figure 5 than in Figure 6 . This is in line with a large value of β forỹ t (see Table 4 ). 
Realised volatility
Practitioners often use the so-called realised volatility as a measure of the daily risk. Typically, it is defined as follows:
If we choose the same τ as in the definition of y t in (5.3) we remark that
At time t − 1, the optimal predictor of RV t is
which can be estimated by where θ is the QMLE computed with the sub-sample y 1 , . . . , y t−1 . In Figure 9 , we have plotted 41 one-day ahead predictions of RV t against RV t . 
Here R is an M × M correlation matrix, A i and B j are M × M matrices with positive elements, the components of the M -vector d are strictly positive. We set
where r is the vector of the subdiagonal elements of R. The QMLEξ n of ξ 0 is defined bŷ
whereH t is defined recursively using (5.8) and some initial values.
We define the matrix-valued polynomials
B j z j , for z ∈ C and any ξ belonging to a compact parameter set Ξ. Let (F t ) t∈Z be some filtration. The following technical assumptions are needed: When independence between ν t and the past holds, the existence of the second-order moments of these derivatives only requires E ν t 4 < ∞. Under our martingale difference assumption A * 3, the moment condition on ν t has to be strengthened as in A * 7. More precisely, for i, j ≤ s, we use Hölder's inequality to get that
The case i > s, i.e. when deriving with respect to the coefficients of the matrix R, is actually much simpler. The remainder of the proof works as in the classical CCC-GARCH by similar arguments.
Proofs of the results of Section 3
In view of representation (3.7), we build a sequence ( t ) satisfying the CCC-GARCH model of the previous section. Let (r t ) t∈Z be an i.i.d. sequence of M -dimensional vectors, whose components are independent Rademacher variables. Let t = {diag(Y <2> t
