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ABSTRACT – Now a days in many applications content based image retrieval from large resources has become an area of wide 
interest. In this paper we present a color-based image retrieval system that uses color and texture as visual features to describe 
the content of an image region. To speed up retrieval and similarity computation, the database images are segmented and the 
extracted regions are clustered according to their feature vectors. This process is performed offline before query processing, 
therefore to answer a query our system need not search the entire database images; instead just a number of candidate images 
are required to be searched for image similarity. Our proposed system has the advantage of increasing the retrieval accuracy and 
decreasing the retrieval time. The experimental evaluation of the system is based on a 1,000 real taken color image database. 
From the experimental results, it is evident that our system performs significantly better and faster compared with other existing 
systems. In our analysis, we provide a comparison between retrieval results based on relevancy for the given ten classes. The 
results demonstrate that each type of feature is effective for a particular type of images according to its semantic contents, and 
using a combination of them gives better retrieval results for almost all semantic classes. 
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I. Introduction (Heading 1) 
CBIR utilizes representations of features that are automatically 
extracted from the images themselves. Most of the current 
CBIR systems allow for querying-by-example, a technique 
where in an image or part of an image is selected by the user 
as the query. The system extracts the features of the query 
image, searches through the database for images with similar 
features, and displays relevant images to the user in order of 
similarity to the query. 
CBIR systems attempt to exploit the visual information 
inherent in images, thus providing a more realistic perceptual 
representation of an image. In this context, content includes 
among other features, perceptual properties such as color, 
texture, shape, and spatial relationships. Many CBIR systems 
have been developed that analyze, compare and retrieve 
images based on one or more of these features. Some systems 
have achieved various degrees of success by combining both 
content-based and text-based retrieval.  
II. The New System 
Our new system fusions the process of training image input, 
feature extraction, genetic optimization, clustering and 
similarity matching. Here the query result is better than any 
other existing systems. The main objective of this paper is to 
build more generalized CBIR system which increase the 
searching ability and provide more accurate results. To 
improve the retrieval accuracy the system has taken the 
feedback from the user automatically. The main aim of this 
new system is to minimize the computation time and user 
interaction. But in our newly constructed system, the time 
taken for analysis is meager, because it passes through various 
processing stages based on the user’s threshold values. The 
step of this study is to reduce the gap between high and low 
level features as CBIR calculates the similarity between user 
query and repositories image. It may lead to unwanted 
retrieval of images. By using HARP, it groups the output 
images and a representative image from every cluster. The 
subsequent process is performance evaluation on the basis of 
speed and accuracy, because it gives strong impact on the 
implementation. 
Training image input: The image inputs are trained with 
different weights. The training part outputs the classifying 
result and stores it in the feature database. All these steps 
performed offline and each class will be indexing along with 
its associated classID. 
Feature Extraction: There are various kinds of visual 
features to represent an image, such as color, texture, shape, 
and spatial relationship. Since one type of features can only 
represent part of the image properties, a lot of work done on 
the combination of these features. The feature of each image is 
very much smaller in size compared to the image data, so the 
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feature database contains an abstraction of the images in the 
image database. 
Genetic optimization: It is used to find solution for 
complicated problems. It is based on heuristic approach that 
imitates the process of natural selection. It is used exclusively 
for the purpose of optimization. Each intermediary solution 
can be mutated and changed. 
HARP – a Clustering algorithm: The algorithm is based on 
bottom-up approach. Initially pick up each element among all 
current cluster on the basis of smallest distance by merging all 
the selected and related data on various clusters. In HARP 
algorithm, the accuracy level of clustering is more by using 
relevance indexing and merge score. The scalability level is 
also very high. The time taken for finding the closest cluster is 
very less. 
Similarity Matching: Using the similarity metrics defined for 
color, texture and shape, the similarity distances between the 
query image and the centroid image of each class are 
calculated. The smallest distance (most similar) will determine 
to which the image belongs. The class with the smallest 
distance is returned and the images in this class will be 
compared with the query image. 
The main aim of this research paper is to determine which 
images are the most similar one to any given query image. The 
new proposed method is used to combine the features of 
structure and block-based to get the accuracy in an increased 
level. Image matching is performed by comparing feature 
histograms out of a feature database. We only need to compute 
the query image’s feature histogram and perform a histogram 
comparison over the whole database. For the current 
application we used the intersection similarity measure. Here 
the data-set for ten classes retrieved and checked its similarity 
in-terms of recall from the taken image database. For this 
purpose we have taken 100 (projected to 1,000) image sets as 
sampling to increase the accuracy. 
Here we synthesis the three features results in a robust 
manner. After extracting and normalizing the image feature 
vectors, we need to determine which images the most similar 
ones to any are given query image. The matching of image is 
performed by comparing the robustness value. We only need 
to compute the query image and perform a comparison over 
the whole database. For the current application we used the 
intersection similarity measure. By averaging the results for 
each class we obtain a qualitative performance analysis for all 
image classes. 
Here we have calculated the recall by the measurement 
relevancy. By calculating the hit ratio we can easily identify 
the performance of the method. If the hit ratio is greater, the 
performance of the method is also high. From the hit ratio, we 
calculate the precision, accuracy, sensitivity, specificity and F-
value. We believe that a sophisticated feature selection method 
might improve the results of our new method by applying 
larger weights to the line segment features. 
Our new method clearly proves that it is superior. 
For the current experiments, we have used our own taken real 
images, viz ThaSel. The task is to find similarity among 
various classes of the taken images. Due to computational 
resource and time limitations we provide a less comprehensive 
representation of the experiments performed with the dataset 
containing 1,000 images. The results are evaluated with 
precision recall graphs and compared with two well-known 
methods, namely global color histograms and the local 
invariant feature histogram algorithm [59]. 
Since color histograms are commonly used in CBIR, they 
serve well as a comparative feature. However, in our 
experiments we have obtained a 32-bit color-histogram from 
the YCbCr chrominance channel of each image. The invariant 
feature histogram method is adopted due to its good 
performance as a local texture-based feature. The method 
constructs invariant features by applying nonlinear kernel 
functions to color images and integration over all possible 
preprocessing activities like Gaussian blur, random noise, 
affine, sparkle light, projection and rotation of image by 90 
degrees counter clock wise. 
III. Retrieval Results 
For the retrieval task we use the global structure-based 
features Hglobal. For the current experiment we are interested 
in the performance of global structure features and if they are 
suitable to be combined with local descriptors. Therefore, we 
combine the global structure features with block-based 
features to obtain the greater accuracy. The local method 
(BBF) computes pixel value distributions of equally sized 
blocks. 
 
Sample image retrieval result for an image out of the class: Baby 
 
Sample image retrieval result for an image out of the class: Couple 
Figure 1: Sample image retrieval result obtained from 100 image 
collection 
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Sample image retrieval result for an image out of the class: Bridge 
 
Sample image retrieval result for an image out of the class: Group 




Sample image retrieval result for an image out of the class: Cow 
 
Sample image retrieval result for an image out of the class: Doll 




Sample image retrieval result for an image out of the class: Boat 
 
Sample image retrieval result for an image out of the class: Vegetable 




Sample image retrieval result for an image out of the class: Tree 
 
Sample image retrieval result for an image out of the class: Fan 
Figure 5: Sample image retrieval result obtained from 100 image 
collection 
 
The synthesis of the taken image features results in a robust 
semantic image descriptor. After extracting and normalizing 
the image feature vectors, we need to determine which images 
the most similar ones to any are given query image. Image 
matching is performed by comparing feature histograms out of 
a feature database, where the feature histogram of each image 
is computed offline. We only need to compute the query 
image’s feature histogram and perform a histogram 
comparison. For the current application we used the robust 
intersection similarity measure and clustering technique. 
In our evaluation strategy, we use each image from the taken 
image data set as the query image to compute the precision 
and recall. By averaging the results for each class we obtain a 
qualitative performance analysis for all image classes. 
We selected some sample queries from the datasets and 
display their results in Figure 1to Figure 5, which were 
obtained from the 100 image data-set (projected for 1,000 
dataset). Each panel displays sample results, where the top-left 
image is the query image. All other images are ranked in 
decreasing similarities, where the number above each image 
points out the similarity, with values in the range of [0, 1], 
with one denoting an identical match with the query image. 
The result in Figure 1 to 5 reveals that the first eight retrieved 
images belong to the query image class. 
Figure 6 shows the average recall versus the number of 
retrieved images graph for all ten classes of the 100 image 
database (projected for 1,000 dataset). Each graph in the figure 
shows five different curves representing the performance of 
the line segment features, block-based features, invariant 
feature histogram, color histogram and our new method (the 
combination of the local and global based features). It can be 
seen that our new method i.e. combination of the structure and 
block-based features performs best for most of the classes 
(eight out of ten), for the first 100 retrieved images. 
For fan class the line segment feature and for doll class the 
color histogram method is best and for all other classes our 
new method is superior to any other methods. 
For baby class our new method acts as a median between line 
segment feature and block based feature. For couple class, our 
method and block based feature possess on a same rail. For 
bridge class the recall value of block based feature is increased 
in a constant manner. The third point is increasing in an 
abnormal state. For group class and cow class color histogram 
moved in a constant way and there is an alternate up and down 
for block based feature. For doll class invariant feature 
histogram moves in a constant manner. For boat class the 
recall value of BBF is very near to our method. For vegetable 
class our method is coincided with BBF. 
For class fan and doll classes use global line structure feature 
performs better than the combination with the block-based 
feature (BBF). This can be explained with a very prominent 
geometric structure of the fan and the doll, which is here best 
encoded by the global line structure features. 
We believe that a sophisticated feature selection method might 
improve the results of the combined features by applying 
larger weights to the line segment features. However, for the 
current experiments we did not implement feature selecting, 
feature weighting or any further relevance feedback methods 
to improve the results. 
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Figure 6: Precision-recall graph for the 100 image data-set, where the 
graph is averaged over all images and classes representing an overall 
performance measure. 
In the class cow our features perform worse than the global 
color-histogram. A possible reason for that might be found in 
the color distribution of the image class, i.e. about 80% of 
cows in that class are standing or running, which introduce a 
significant background. In terms of pixels it clearly shows that 
color dominates the information. The fraction of pixels 
belonging to cow is much smaller than the background area 
and thus, color is a stronger feature than structure. 
Though the curves of some classes look quite similar to each 
other, the overall precision recall graph in Figure 6 and  
Figure 7 proves the superior performance of our features. 
 
Figure 7: Precision-recall graph for the 1,000 image database (projected), 
here the graph is averaged over all images & classes representing an 
overall performance measure 
The graph represents the averaged precision-recall over all ten 
classes. The figure shows that our new method reaches a 
precision of 100% until a recall of about 20 % is reached. An 
interesting observation can be found in the part between a 
recall of about 0.6 and 0.9, where the color-histogram 
performs better than our new method. Our investigations 
revealed that the higher performance of the color-histogram 
for the class cow resulted in a superior recall for this part of 
the curve. 
Figure 7 depicts the precision-recall graph averaged for the 
larger dataset (projected to 1,000 images). As well as for the 
first data-set, we compute the precision recall curve for all 
other features. Our new method performs better than the 
others methods. 
IV. Invariance Analysis 
The results shown so far give a good idea of the proposed new 
method feature’s performance. We give a measure of the 
robustness or invariance for all methods. It is of greater 
importance for CBIR applications to be invariant or robust 
under taken image activities with some basic transformations 
like changes of the brightness and rotation. 
 Hence we conduct an invariance analysis, where we compute 
all features for each image for two newly created data-sets. To 
cope with these kinds of basic transformations, we have 
derived a data-set from taken 1,000 image database. For the 
actual invariance test we determine the similarity between 
each feature of the database. We take the measurement of 
robustness to compute the similarity from the basic 
transformed image data-set. 
 
Figure 8: Robustness analysis of the 1,000 image database for different 
brightness. 
The overall similarity levels for all methods are robust except 
no. of images 40 for color histogram method. As measure to 
compare the original image datasets and the transformed 
image we use the L1-Norm, resulting in a value between 0 and 
1, 1 indicating 100% invariance. The results are displayed in 
Figure9, where we can see five similarity versus number of 
image retrieved. The curves show the variation of the features 
taken from the original image data and the data-set with a 
different transforms. From the figure we can conclude that the 
line segment feature performs best and our new method 
features second best and the color histogram the worst. Our 
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new method features is slightly worse than the line segment 
features. All features are equally robust to transformation. 
The LSF have clear invariance properties that constitute their 
usefulness to CBIR applications. Moreover in our new method 
we have combined the global structure-based features with 
block based features. The block-based features are derived 
from equally sized non-overlapping 4 X 4 image blocks. 
Although the LSF produce good results, our new method 
improves the performance. The precision recall graphs, 
averaged over the whole image database, reveal for both 
image data-sets in our method perform better than any other 
method. It has to be said, that for some classes the features 
perform slightly worse, but averaged over all classes the 
precision recall graphs document a better performance. 
 
Figure 9: Averaged feature invariance representation. 
The feature robustness analysis of the experiments revealed, 
that the LSF perform best in average, under changes of the 
brightness and under changes of the brightness plus rotation 
with a mean invariance of the feature of 97.23%. 
The invariance of our new method is with 92.48% slightly 
worse than the very robust LSB method with 97.23% 
invariance. Although the block-based features perform, 
according to the precision recall graphs more often better than 
the color histogram method, their combination gains in 
performance and robustness towards image transformations. 
The obtained results encourage for further enhancement, i.e. 
feature selection and/or sophisticated weighting schemes that 
might improve the feature combination process, leading to 
better results. 
The mean of all the said classes are accepted at 30% level of 
significance. The recall value of baby and doll is good. Our 
new method is suited for more than 70% of the classes. Hence 
it is proved that our new method is superb. The hit ratios of all 
the classes (except bridge and fan) have been accepted at 15% 
level of significance. The accuracy of all the classes has been 
accepted at 10% level of significance. The Precision and 
Specificity of all the classes are strictly intersected in a same 
manner. The sensitivity of all the classes is accepted at 30% 
level of significance. The F-measure of all the classes is 
accepted at 15% level of significance.90% of the statistical 
methods supported our new method with respect to taken 
images. 
V. Conclusion 
The explosive growth of image data leads to the need of 
research and development of Image Retrieval. CBIR is 
currently a keen area of research in the field of multimedia 
databases. Various research works had been undertaken in the 
past decade to design efficient image retrieval techniques from 
the image databases. More précised retrieval techniques are 
needed to access the large image archives being generated, for 
finding relatively similar images. In this work the GA is 
combined with HARP clustering algorithm to improve the 
retrieval accuracy of the system. Getting lower computational 
time and retrieving relevant and accurate image is possible by 
using CBIR. In future we have a proposal to disseminate the 
features selections and use other distance measures to improve 
the overall results. 
The efficiency of the new system is improved by considering 
candidate images for similarity computation purpose i.e. not 
considering the whole database images. A candidate image 
lies in the same cluster with the query image the benefit of the 
clustering process clearly proved the retrieval accuracy. 
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