Abstract. Let G p,d be the restricted wreath product CpwrC d where Cp is a cyclic group of order a prime p and C d a free abelian group of finite rank d. We study the existence of faithful state-closed (fsc) representations of G p,d on the 1-rooted m-ary tree for some finite m. The group G 2,1 , known as the lamplighter group, admits an fsc representation on the binary tree. We prove that for d ≥ 2 there are no fsc representations of G p,d on the p-adic tree. We characterize all fsc representations of G = G p,1 on the p-adic tree where the first level stabilizer of the image of G contains its commutator subgroup. Furthermore, for d ≥ 2, we construct uniformly fsc representations of G p,d on the p 2 -adic tree and exhibit concretely the representation of G 2,2 on the 4-tree as a finite-state automaton group.
Introduction
This paper is a study of representations of the restricted wreath product of groups of type G p,d = C p wrX where C p is a cyclic group of prime order p and X is a free abelian group of finite rank d ≥ 1, as groups of automorphisms of 1-rooted regular m-trees satisfying the state-closed property (or, self-similarity in dynamics language); the representations are said to be of degree m. We let C p be generated by a, denote its the normal closure by A and let X be generated by {x 1 , x 2 , ..., x d }.
The groups G 2,d appeared as examples in the study of probabilistic properties of random walks on groups ( [1] , page 480). Among these examples, the group G 2,1 which goes by the picturesque name of lamplighter, admits a (classical ) faithful self-similar representation on the 2-tree, as the state-closure of the tree automorphism ξ = (ξ, ξα) where α is the transposition automorphism. Further interest in the lamplighter group arose from the calculation of its spectrum in [2] which was then used to disprove a conjecture about the range of L 2 -Betti numbers of closed manifolds (see, [3] ). Since then, several articles have appeared on generalizations of the lamplighter group ( [4] , [5] , [6] , [8] , [7] ).
An important type of representation of groups as automorphisms of trees is that of finite-state; or equivalently, representations by finite automata. It follows from a general technique called tree-wreathing introduced in [9] that the groups G p,d admit faithful finite-state representations of degree p, independently of d. In contrast, as we will prove, if d ≥ 2, a necessary condition for the existence of faithful state-closed representations of G p,d is that the degree of the representation be a composite number.
State-closed representations of a general group G, are constructible from similarity pairs (H, f ) where H is a subgroup of G of finite index m and f is a homomorphism H → G called a virtual endomorphism of G. A similarity pair (H, f ) leads to a recursively defined representation ϕ of G as a group of automorphisms of the 1-rooted regular m-tree. The image G ϕ is a state-closed group of automorphisms of the tree. The kernel of ϕ, called the f -core of H, is the largest subgroup K of H which is normal in G and f -invariant (in the sense K f ≤ K). When the kernel of ϕ is trivial, f and the similarity pair (H, f ) are said to be simple. A typical example of a group with a simple similarity pair is that of the free abelian group X = x 1 , x 2 , ..., x d of rank d and pair (Y, f ) with Y = x p 1 , x 2 , .., x d and homomorphism f which is an extension of x p 1 → x 2 , x j → x 1+j ( 2 ≤ j ≤ d − 1 ), x d → x 1 (see, [10] ).
State-closed representations are known for many finitely generated groups ranging from the torsion groups of Grigorchuk and Gupta-Sidki to free groups [11] . Furthermore, such representations have been studied for the family of abelian groups [12] , of finitely generated nilpotent groups [13] , as well as for arithmetic groups [14] . A useful software for computation in self similar groups is available in [15] . Section 2 of this paper is a preliminary analysis of similarity pairs for groups which are semidirect products G = AX where A is a self-centralizing abelian normal subgroup. We show how to replace a simple similarity pair (H, f ) where
In addition, we provide a module theoretic formulation of state-closed representations of G.
In Section 3 we prove that a state-closed representations of G p,d , where H = A 0 X, is faithful only if d = 1. The exceptional case occurs in the classical representation of the lamplighter group G = G 2,1 where, in addition, H contains the commutator subgroup G ′ . Previously, it was shown that finitely generated torsion-free nilpotent groups of nilpotency class c > 1 do not admit faithful state-closed representations of degree p [13] .
In Section 4, we study representations of G p,1 on the p-adic tree. First, we characterize the faithful ones obtained with respect to normal subgroups of index p. 
for some integer n and u (x) ∈ k x such that gcd (p, n) = 1 and u (1) = 0.
The methods of reduction use the replacement arguments discussed in Section 2. Next, we produce faithful representations from those subgroups H of index p which are not necessarily normal.
extends to a faithful state-closed representation of G p,1 on the p-adic tree.
We note that this representation is finite state; indeed the group G ϕ is an automaton group generated by the p states of ξ. For p = 2, the representation is defined by ϕ : a → α = (0, 1) , x → ξ = (ξ, ξα) and is the classical representation of G 2,1 . Also, for p = 3, ϕ : a → α = (0, 1, 2) , x → ξ = ξ, ξα, ξα 2 (1, 2) and ξ is equivalent to the automaton in [7] .
In Section 4, we provide uniformly faithful state-closed representations of G = G p,d on the p 2 -tree, for all primes p and for all d ≥ 2.
Finally, we write down concretely the above representation for G 2,2 in its action on the 4-tree which is indexed by sequences from {0, 1, 2, 3}. 
generate a group G isomorphic to G 2,2 . In addition, G is the state-closure of ξ 1 and is finite-state; indeed, ξ 1 has 12 states.
2. Virtual endomorphisms of semidirect products 2.1. Replacement arguments. We consider in this section groups G which are semidirect products G = AX where A is abelian, C X (A) = 1, H a subgroup of G of index m and homomorphism f : 
As Y normalizes A 0 the setḢ = A 0 Y is a subgroup of G with the same transversal ST .
(2) For every y ∈ Y there exist a unique pair w (y) ∈ A, y ′ ∈ X such that f : v(y)y → w (y) y ′ . Define α : Y → X by y → y ′ ; then α is a homomorphism. Now letḟ :Ḣ → G be an extension of
To prove thatḟ is a homomorphism it suffices to prove ((a 0 ) µ )
from which it follows thatḢ is normal in G. (3.2) Suppose f is simple. To prove thatḟ :Ḣ → G is simple, we consider a subgroup K ≤Ḣ such that K is normal in G and Kḟ ≤ K. Then K 0 = K ∩ A is a normal subgroup of G and isḟ -invariant :
3) The assertions about the replacement (H, f ) by (H γ , f γ ) are easily verified. 
where
2.2.
Translation to module theoretic language. We continue with the above context: G is a semidirect product G = AX where A is abelian such that
On viewing A additively, our conditions have the following module theoretic translation: let A be the group ring Z (X) and B the subring Z (Y ). Then, A is a right Amodule and A 0 a right B-module of index m 1 in A. The homomorphism f induces a pair of homomorphisms (µ, α) where µ : A 0 → A is an additive homomorphism and α is a multiplicative group homomorphism α : Y → X.
Furthermore, α extends to a ring homomorphism α : B → A and the action of B on A 0 satisfies the skew condition
for all a 0 ∈ A 0 and w ∈ B. 
Lemma 1. With the above notation, suppose
A 0 is normal in G. Suppose K normal f -invariant subgroup of G implies K ∩ A = 1. Then, f is a simple. Equivalently, in additive terms, if f is simple then the only right A-submodule of A contained in A 0 which is also µ-invariant is {0}. Proof. The subgroup K 0 = K ∩ A is normal in G and K 0 ≤ K ∩ A 0 . Furthermore, (K 0 ) f ≤ (K ∩ A 0 ) f ≤ K ∩ A = K 0 . We conclude, K 0 = 1 and [K, A] = 1 and K ≤ C X (A) = 1.
Nonexistence of Simple Virtual Endomorphisms
The following result on solving certain polynomial equations will be used in the proof of Theorem 1.
Proof.
Proposition 2. Let M = (m ij ) be an n × n integral matrix where n ≥ 2 and v a nonzero integer; denote det (M ) = t. Let K be a field and let u i ∈ K x 1 , x 2 , ..., x n satisfy the equations
the left hand of each equation is non-zero. Since
(2) Let n ≥ 3 and suppose by induction the assertion true for n − 1. Suppose furthermore u s ∈ I for some s; without loss, s = 1. Let M i,j denote the (i, j)th minor of M . On letting
we produce by induction M i,j = 0 for all (i, j) where i = 1. Therefore
contradiction.
3.1. Proof of Theorem 1. The subgroup A 0 is normal in G, since it is centralized by A and is normalized by X. In additive notation, the subgroup A 0 is an ideal I of A = k [X]. To prove Theorem 1, the following proposition suffices. Proof. We suppose by contradiction that there exists a simple homomorphism µ : I → A. Then, by Remark 2, α is a monomorphism. Let the order of the group of units of
Then, conditions (**) imply that for i = j,
and therefore, (
µ ) ∈ I holds for all i. As, µ : r (x v i − 1) → r α u i for all i, we conclude that I is µ-invariant.
Proof of Corollary 1.
Proof. Suppose H is a subgroup of G of prime index q and f : H → G a simple homomorphism. Then, as f : A 0 → A, it follows that A 0 is a proper subgroup of A and so, [A : A 0 ] = q. Therefore, H projects onto X modulo A and A 0 is normal in G. We apply the previous theorem to conclude the existence of a nontrivial subgroup of A 0 which is normal in G and f -invariant and so reach a contradiction.
Representations of G p,1 of Degree p
Given a general group G and triple (G, H, f ) with [G; H] = m, we recall the representation ϕ of G on the m-ary tree indexed by sequences from N = {0, 1, ..., m − 1}. Let T = {e, t 2 , ..., t m−1 } be a right transversal T of H in G and σ be the permutational representation of G on T . Then
where h i are the Schreier elements of H defined by
see [10] .
Let G = G p,1 . We observe
The
As A 0 = A ∩ H and [G : H] = p , we conclude that A 0 = A ∩ Core (H) and so is normal in G. As we have argued in Section 2, we may assume H = A 0 X.
(ii) Additively, A corresponds to the k-algebra A =k x and A 0 corresponds to a maximal ideal M of A. As
. Therefore, M = x − c ideal and so we have p− 1 distinct maximal ideals
(iii) Let A 0 correspond to M and let f : H → G be simple. Then, as before, f corresponds to a pair of homomorphisms (µ, α) where µ : M → A is an additive homomorphism and α : X → X is a multiplicative monomorphism. Let µ : x − c → u (x) for some u (x) ∈ A, α : x → x n for some integer n. Then µ : M → A is defined by
We derive below some restrictions on n, u (x). (iii.1) Assertion. u c
is not a multiple of x − c for 0
thus M (x − c) 2 is µ-invariant; a contradiction.
Proof of Theorem 2. (1)
Since H contains G ′ , it follows that G ′ = A 0 . By the replacement argument in Section 2, we may assume H = A 0 x and f : x → x n . for some nonzero integer. Furthermore, additively, A 0 corresponds to the ideal I = x − 1 ideal in the group algebra A =k x . Therefore, f induces on I the additive homomorphism µ : I → A defined by
for all r (x) ∈ A, where u (x) is a fixed non-zero element of A. Since I is not µ-invariant, gcd (−1 + x, u) = 1; that is, u (1) = 0.
(2) Assertion: gcd (p, n) = 1.
Proof. Suppose n = pn ′ . Then, as in the previous (iii.2),
Then on identifying g with g ϕ , the image of G on the p-adic tree takes the form
Proof of Theorem 3.
Recall Let u (x) = 1, n = 1.
(1) Assertion The homomorphism f : H → G is simple. Proof. It is sufficient to prove the induced µ : I →A is simple. A non-zero polynomial in I can be written as ν = r (x) (x − c) j with j ≥ 1, r (c) = 0. We have 
Representations of
If C is a group algebra, we denote its augmentation ideal by C ′ . Let
′ is the same as the ideal I generated by {x 1 − 1, x 2 − 1, ..., x d − 1}. We continue with: A corresponds to A and A 0 to I.
Given an integer j,
(1) Decomposition of I. The ideal I decomposes as
and on substituting x∈ x1
the decomposition is refined to
Therefore, an element v in I has the unique form
(2) Definition of µ on I Choose µ : B ′ → 0 and
Given the algebra homomorphism α : B → A, we extend µ to an additive homomorphism I → A satisfying the skew condition as follows:
Proof of Theorem 4.
Lemma 2. Let u, i ≥ 1 and write
, and
, and let 0 ≤ u = u 0 + u 1 p where 0 ≤ u 0 ≤ p − 1. Suppose q (x 1 ) ∈ I. Then, 0≤i≤s c i = 0 and
Furthermore,
Proof.
and clearly, q (x 1 ) ∈ I if and only if 0≤i≤s c i = 0. Therefore, q (x 1 ) ∈ I implies
Next,
therefore,
Suppose there exists a nonzero polynomial q (x) such that q (x j ) ∈ K for some j and choose one with minimum λ (q (x)). We may assume c 0 = 0.
(1) Suppose j = 1. q (x 1 ) ∈ K . Then on choosing u 0 = 0, by the previous lemma,
Thus, c 0 = 0; contradiction. In the second case,
and as α is a monomorphism, it follows that l (x 1 ) = 0. Define L j = {i ∈ e (q) | i 1 = j} and let t be such that p t ≤ s < p t+1 . Then, Since 0≤i≤s c i = 0, we reach c 0 = 0; a contradiction.
2 ; therefore q (x j+1 ) ∈ K which leads us back to q (x 1 ) ∈ K.
Proof. Suppose K = {0}. Choose a polynomial w = 0 in K having a minimum number of variables. Using the argument in (2) above, we may assume one of the variables to be x 1 . Let δ i (w) be the x i th degree of w and
the total degree of w. Then δ (w) = 0. Choose w having minimum δ (w).
(
We note that in
w ∈ K and second term on the right hand side is in I; it follows that the first term is in B ′ . Thus,
Since w µ ∈ K, by the minimality of δ (w), we conclude
(1.1) Suppose s = 1. Then, w = w 0 (x j1 , ..., x jt ) + w 1 (x j1 , ..., x jt ) x 1 and w 0 = 0 = w 1 . Since w µ = w 1 (x j1+1 , ..., x jt+1 ) ∈ K, by the minimality of w, we deduce w 1 (x j1+1 , ..., x jt+1 ) = 0. However, as w µ = w 1 (x j1+1 , ..., x jt+1 ) = w 1 (x j1 , ..., x jt ) α and α monomorphism, we have w 1 (x j1 , ..., x jt ) = 0; contradiction.
(2) Define W j = w. x j 1 − 1 for 1 ≤ j ≤ p − 1. We apply the above analysis to W j .
Here we have
On writing s = s 0 + s 1 p where 0 ≤ s 0 ≤ p − 1, we conclude
Hence, s = 1; by (1.1), we have a contradiction. (2.2) Suppose
In particular,
and therefore, w 0 (x j1 , ..., x jt ) = 0; a contradiction.
5.1.1.
Representation on the p 2 -tree. We index the p 2 -tree by sequences from the set of strings ij where 0 ≤ i, j ≤ p − 1 and choose the following transversal for H:
we will indicate x 
.
(1) Powers of x 1 , x 2 : Therefore x 1 has in total 12 states:
e, x 1 , x 2 , a
