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1 Introduction
Stochastic partial differential equations (SPDEs) represent a very active
research field with numerous recent developments and breakthrough re-
sults [99, 100]. There are several well-established approaches and methods
used to construct solutions for SPDEs, which is always a challenge due
to the irregularity of the noise terms that perturb the equation. In ap-
plications, such noise terms can quantify the lack of knowledge of certain
parameters, finite-size effects, and/or fluctuations occurring due to exter-
nal perturbations. Since SPDEs have become a key modelling tool in ap-
plications, there has been a growing interest in studying their dynamical
phenomena [42, 44, 62, 104, 18, 143].
The main goal of this work is to provide a survey on different approaches
to solution theory and dynamical properties for SPDEs, which is accessible
for a wide community interested in modern methods in stochastic analysis,
dynamics and applications.
This work is structured as follows: Section 2 is devoted to the solution
theory of SPDEs driven by general additive and multiplicative noise. The
aim is to illustrate the classical Itoˆ-theory, the random field approach and
also recent developments in the context of rough paths and regularity struc-
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tures. The first three subsections 2.1-2.3 provide a concise survey of sev-
eral broadly used classical solution concepts for semi-linear SPDEs such as
mild, weak, strong, martingale and variational solutions [51, 150, 118]. In
Section 2.4 we investigate more complicated quasilinear SPDEs and their
pathwise mild solutions [123]. Section 2.5 presents an alternative to the
Itoˆ calculus via the random field approach [52, 53] based on Walsh inte-
gration theory [164]. In contrast to the first five subsections of this chap-
ter, Section 2.6 starts by presenting one possible pathwise approach to the
construction of stochastic integrals and solutions of SPDEs. Pathwise tech-
niques are not restricted to semi-martingales as the Itoˆ calculus or Walsh
theory and apply, for instance, to certain types of fractional Brownian mo-
tion [94, 84, 106]. Finally, we conclude the part on solution theory in
Section 2 with singular SPDEs. Due to the high irregularity of the noise,
such SPDEs become ill-posed, as also justified in Section 2.5. Therefore,
new tools such as regularity structures [99] are required in order to give an
appropriate meaning of the solution.
In Section 3 the emphasis is on the long-time qualitative and quantitative
dynamical behavior of SPDEs. Section 3.1 collects concepts from the the-
ory of random dynamical systems [4] which will be employed in Sections 3.3
and 3.4 to construct random invariant manifolds [63, 24, 83, 124, 166] and
attractors [42, 45, 55, 156, 88, 87, 89] for SPDEs. We provide examples
for SPDEs which fit into the theory of random dynamical systems and dis-
cuss the difficulties that occur in this sense for general SPDEs driven by
multiplicative noise. To overcome such obstacles it is helpful to rely on a
pathwise approach. Based on this we provide a center manifold theory for
PDEs with irregular forcing in Section 3.3. Section 3.2 deals with various
stability concepts for SPDEs such as stability in probability, almost sure
exponential stability and moment exponential stability [137, 59, 38, 83].
We point out the main techniques required in this setting and illustrate
them on several SPDE examples. We do not focus only on asymptotic sta-
bility, but also discuss metastability, i.e. dynamics which looks stable on
very long time scales [18, 15, 17]. Here we explain, how large deviation
principles [74, 44, 110] can be helpful in order to investigate such a behav-
ior. We conclude Section 3 mentioning further dynamical phenomena for
SPDEs, which were not discussed in this work due to space limitations, and
we provide a brief outlook.
2 Solution Theory for SPDEs
We start by fixing the main notation used throughout this chapter. Let
(H, ‖ · ‖H) be an infinite-dimensional separable Hilbert space and let L(H)
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denote the space of linear operators on H and L2(H) the space of Hilbert-
Schmidt operators. The scalar product on a Hilbert space will be denoted
by [·, ·] and 〈·, ·〉 stands for the duality pairing. The dual space of a Banach
space V will be denoted by V∗. For a linear operator A, we write A∗ for its
adjoint and Dom(A) for its domain. Furthermore, (Ω,F ,P) denotes a com-
plete probability space, (Ft)t≥0 is a filtration, B(·) signifies the Borel-sigma
algebra on a certain space, ⊗ indicates the product σ-algebra as well as
product measures, and E stands for the mathematical expectation. We use
the abbreviations P-a.s. (almost surely) and a.e. (almost everywhere). For
d ≥ 1 and a domain D ⊆ Rd and 1 < p < ∞, Lp(D,H) denotes the space
of p-integrable (over D) H-valued functions, whereas Lp(Ω,F ,P;H) refers
to the space of H-valued random variables defined on the probability space
(Ω,F ,P) having finite moments of order p. For k ∈ R and 1 < p < ∞,
W k,p(D,H) denote the usual Sobolev spaces (i.e. contain functions that
belong to Lp(D,H) and their weak derivatives up to order k are again in
Lp(D,H)). Whenever we incorporate Dirichlet / Neumann boundary con-
ditions, we write W k,pD / W
k,p
N . For zero Dirichlet boundary conditions we
write for simplicity W k,p0 . Finally we fix a time horizon T > 0 and set
∆T := {(s, t) ∈ [0, T ]× [0, T ] : t ≥ s}.
In order to deal with stochastic evolution equations in infinite-dimensional
spaces we firstly introduce the following Hilbert space-valued processes.
Further details can be looked up in [51, Chapter 4], [159, Chapter 6]
and [150, 118].
Definition 2.1. An H-isonormal process on Ω is a mapping W : H →
L2(Ω) such that the following two conditions hold:
• for every h ∈ H the random variable Wh is centered Gaussian, more
precisely Wh ∼ N(0, ‖h‖2H);
• E(Wh1 · Wh2) = [h1, h2]H for every h1, h2 ∈ H.
There are several classical examples for the choice of H. For instance,
if H := L2(0, T ) then W (t) := W1[0,t] defines a (real-valued) Brownian
motion on [0, T ]. Furthermore, if H := L2(D) where D ⊆ Rd for d ≥ 1 one
obtains white noise on D.
Definition 2.2. An L2(0, T ;H)-isonormal process is called H-cylindrical
Brownian motion on [0, T ].
An H-cylindrical Brownian motion will be denoted by WH. From the
definition one immediately has that:
• (WH(t)h)t∈[0,T ] is a real-valued Brownian motion for every h ∈ H;
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• E(WH(t)h ·WH(s)g) = min{s, t}[g, h]H for every g, h ∈ H and s, t ∈
[0, T ].
Setting H := L2(D) in the Definition 2.2 we remark that a L2(D)-
cylindrical Brownian motion provides the mathematical model for space-
time white noise on [0, T ]×D. This explains why H-cylindrical Brown-
ian motions appear naturally in the context of stochastic partial differential
equations. As in the finite-dimensional case, one intuitively expects to rep-
resent WH as a series given by
WH(t) =
∞∑
n=1
wn(t)en, (2.1)
where (wn(·))n≥1 are one-dimensional independent standard Brownian mo-
tions and (en)n≥1 stands for an orthonormal basis in H. However, such a
series does not always describe a genuine H-valued process, since it may not
always converge in L2(Ω,F ,P;H). Therefore, one is interested in necessary
conditions that ensure the convergence of the series (2.1) in L2(Ω,F ,P;H).
One can show that there always exists a larger spaceH that contains H such
that (2.1) converges in L2(Ω,F ,P;H), according to Proposition 2.5.2 in [51]
and Proposition 2.3.4 in [150]. Namely, if the embedding operator H →֒ H
is Hilbert-Schmidt, i.e. the map H ∋ x 7→ x ∈ H is Hilbert-Schmidt,
then (2.1) converges in L2(Ω,F ,P;H). Conditions that ensure the con-
vergence of (2.1) in H can be expressed in terms of trace-class operators
on H. In this context we recall that a non-negative self-adjoint operator
Q ∈ L(H) is called trace-class if
Tr Q =
∞∑
n=1
[Qen, en]H =
∞∑
n=1
λn <∞, (2.2)
where the sequence of eigenvectors (en)n≥1 of Q forms an orthonormal
basis of H and (λn)n≥1 are the corresponding eigenvalues. This leads to
the following definition / characterization of an H-valued Wiener process.
For more details, see Proposition 4.1 in [51].
Definition 2.3. An H-valued stochastic process is called Q-Wiener pro-
cess (notation (WQ(t))t∈[0,T ]) if the following two conditions hold:
• (WQ(t))t∈[0,T ] is a Gaussian process on H with mean zero and covari-
ance operator tQ for t ≥ 0;
• For any t ≥ 0 the process (WQ(t))t∈[0,T ] has the following represen-
tation
WQ(t) =
∞∑
n=1
√
λnwn(t)en, (2.3)
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where wn(t) :=
1√
λn
(WQ(t), en) for n ∈ N are independent real-valued
standard Brownian motions on (Ω,F ,P) and the series (2.3) converges
in L2(Ω,F ,P;H). As previously introduced, (en)n≥1 is the sequence
of eigenvectors of Q with corresponding eigenvalues (λn)n≥1.
The requirement that the trace of Q must be finite can immediately be
derived computing the variance of WQ as given by (2.3) as follows:
E‖WQ(t)‖2H = E
( ∞∑
n=1
λnw
2
n(t)[en, en]H
)
=
∞∑
n=1
λnEw
2
n(t) = t Tr Q. (2.4)
Of course, the covariance of WQ is given by
E(WQ(t) ·WQ(s)) = min{s, t} Tr Q, s, t ∈ [0, T ].
The construction of the stochastic integral of Hilbert-space valued processes
with respect to a Q-Wiener process (more general cylindrical Wiener pro-
cesses) can be seen as the natural generalization of the finite-dimensional
Itoˆ-integral to Hilbert spaces. Further details can be looked up in [51,
Section 4.2], [150, 130]. As in the finite-dimensional one has an analogue
square-integrability condition together with an Itoˆ-isometry.
Theorem 2.4. Let U denote a further separable Hilbert space and let φ :
[0, T ] × Ω→ L2(U ,H) be B([0, T ] ⊗F ;B(L2(U ,H))-measurable such that
P
( T∫
0
‖φ(s)‖2L2(U ,H) ds <∞
)
= 1.
Then φ is stochastically integrable with respect to an U-cylindrical Brownian
motion WU and the following Itoˆ-isometry holds true:
E
∥∥∥∥∥
t∫
0
φ(s) dWU (s)
∥∥∥∥∥
2
H
= E
t∫
0
‖φ(s)‖2L2(U ,H) ds, for t ∈ [0, T ]. (2.5)
After introducing the preliminary notions on infinite-dimensional stochas-
tic processes and integrals, we can now consider the SPDE{
du(t) = [Au(t) + f(t, u(t))] dt+ g(t, u(t)) dWU (t), t ∈ [0, T ]
u(0) = u0 ∈ H,
(2.6)
where the assumptions on the coefficients are precisely specified in each
section. As a typical example, the reader may already think of u =
(u(t))t∈[0,T ] = (u(t, x))t∈[0,T ],x∈D (where the space-dependency is usually
dropped whenever there is no risk of confusion), the Laplacian A = ∆ and
sufficiently regular maps f, g. The aim of the remaining part of this section
is to provide an overview and discuss various solution concepts for (2.6).
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2.1 Mild, Weak and Strong Solutions
Throughout this section the stochastic basis (Ω,F , (Ft)t∈[0,T ],P) is fixed
and we make the following assumptions on the coefficients of (2.6). The
initial condition u0 is F0-measurable, the linear operator A generates a C0-
semigroup (S(t))t≥0 on H, the nonlinear terms f : [0, T ] × Ω × H → H,
g : [0, T ]×Ω×H → L2(U ,H) are (B([0, t])⊗Ft⊗B(H);B(H))-measurable,
respectively (B([0, t]) ⊗ Ft ⊗ B(H);B(L2(U ,H)))-measurable for every t ∈
[0, T ] and (WU (t))t∈[0,T ] is an U -cylindrical Brownian motion. For nota-
tional simplicity, the ω-dependence of f and g has been dropped.
Similar to the deterministic PDE case, we recall the following solution con-
cepts for (2.6).
Definition 2.5. An H-valued adapted process (u(t))t∈[0,T ] having P-a.s.
Bochner integrable trajectories is called a strong solution for (2.6) if for
all t ∈ [0, T ]
t∫
0
u(s) ds ∈ Dom(A), P− a.s.,
and for all t ∈ [0, T ]:
u(t) = u0 +
t∫
0
[Au(s) + f(s, u(s))] ds+
t∫
0
g(s, u(s)) dWU (s), P− a.s.
Definition 2.6. An H-valued adapted process (u(t))t∈[0,T ] having P-a.s.
Bochner integrable trajectories is called a weak solution for (2.6) if for
every test function ζ ∈ Dom(A∗) and t ∈ [0, T ] we have:
〈u(t), ζ〉 = 〈u(t), u0〉+
t∫
0
[〈u(s), A∗ζ〉+ 〈f(s, u(s)), ζ〉] ds
+
t∫
0
〈g(s, u(s)), ζ〉 dWU(s), P− a.s.
Clearly, a strong solution is also a weak one.
Definition 2.7. An H-valued adapted process (u(t))t∈[0,T ] is called mild
solution for (2.6) if
P
( T∫
0
‖u(s)‖2H ds <∞
)
= 1 (2.7)
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and for t ∈ [0, T ] the variation of constants (or Duhamel’s) formula
holds true:
u(t) = S(t)u0 +
t∫
0
S(t− s)f(s, u(s)) ds (2.8)
+
t∫
0
S(t− s)g(s, u(s)) dWU (s), P− a.s. (2.9)
The first integral in (2.8) will be referred to as deterministic convo-
lution and the second one will be called stochastic convolution. This is
well-defined due to the assumption (2.7). If additionally the C0-semigroup
(S(t))t≥0 is analytic ([148, Chapter 3]), then one can derive optimal regu-
larity results for the stochastic convolution [51, Sections 5.4 and 6.4], [161,
162]. Using a classical fixed-point argument, one can prove the following
existence result of mild solutions for (2.6), see Theorem 7.2 in [51].
Theorem 2.8. Let f and g additionally satisfy the following Lipschitz and
growth boundedness assumptions:
1) there exists a constant L > 0 such that for all u, v ∈ H, t ∈ [0, T ] and
almost all ω ∈ Ω we have:
‖f(t, ω, u)− f(t, ω, v)‖H + ‖g(t, ω, u) − g(t, ω, v)‖L2(U ,H) ≤ L‖u− v‖H;
(2.10)
2) there exists a constant l > 0 such that for all u ∈ H, t ∈ [0, T ] and
almost all ω ∈ Ω we have:
‖f(t, ω, u)‖2H + ‖g(t, ω, u)‖2L2(U ,H) ≤ l2(1 + ‖u‖2H). (2.11)
There exists a unique (up to equivalence) mild solution of (2.6).
Naturally one can obtain similar assertions under weaker assumptions
on the coefficients (e.g. local Lipschitz continuity, dissipativity, local mono-
tonicity etc.) using for instance cut-off and localization techniques, see [51,
150, 130].
Remark : 1) Under the assumptions on the coefficients stated above, weak
and mild solutions for (2.6) are equivalent, see Theorem 5.4 [51] and [146,
Theorem 12]. A meaningful example where strong, weak and mild solutions
are equivalent is given by the linear stochastic heat equation perturbed by a
trace-class Brownian motion, [51, Theorem 5.14] and [159, Theorem 8.10].
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2) The solution concepts discussed in this subsection are strong in the prob-
abilistic sense, meaning that the probability space together with the pro-
cesses defined on them have been fixed.
We point out that this existence result of mild solutions for SPDEs
carries over with suitable modifications to the Banach space-valued case,
see [161, 159] and the references specified therein. First of all, one con-
siders Banach spaces which have certain geometric properties (which are
satisfied by all relevant reflexive spaces appearing in the PDE theory such as
Sobolev, Besov, Bessel potential spaces) and replaces the Hilbert-Schmidt
operators by γ-radonifying ones (Definition 5.8 [159]). Furthermore, one
has to impose a stronger Lipschitz assumption in (2.10), a so-called ”ran-
domized Lipschitz condition” ([161, Section 5]). This can be interpreted as
a Gaussian version of Lipschitz continuity. This is mainly necessary due
to the fact that if a Banach space V has the property that g(u) is stochas-
tically integrable (with respect to a Brownian motion) for every V-valued
function u and Lipschitz continuous function g : V → V, then V is iso-
morphic to a Hilbert space. Therefore, it is highly non-trivial to find an
appropriate Banach space in order to set up a fixed-point argument and
conclude existence results for Banach space-valued evolution equations in
the Itoˆ-setting. In Section 2.6 we present a pathwise approach, where such
technical difficulties are not encountered.
2.2 Martingale Solutions
The notion of martingale solution for an SPDE is the same as weak solution
for a finite-dimensional SDE. In this context, since one also has weak in
the PDE sense, recall Definition 2.6 one refers to weak solutions in the
probabilistic case as martingale solutions.
Definition 2.9. If for given data H, Q, u0 ∈ H and coefficients A, f, g
there exists a probability space (Ω,F ,P) together with a filtration (Ft)t≥0
and a Q-Wiener process such that u is the mild solution of the SPDE{
du = [Au+ f(u)] dt+ g(u) dWQ(t), t ∈ [0, T ]
u(0) = u0 ∈ H,
(2.12)
then (Ω,F ,P, (Ft)t≥0,WQ, u) is called a martingale solution for (2.12).
This means that for an initial configuration one seeks a probability space
together with a Q-Wiener process which is defined on it, such that u is a
mild solution for (2.12). This means that the probability space and WQ
are part of the solution. The general strategy for existence of martingale
solutions is based on compactness arguments, [51, Section 8.3] or on the
8
Girsanov theorem, see [51, Section 10.3]. We shortly describe the first sit-
uation which additionally assumes that the semigroup (S(t))t≥0 is compact
in order to apply Arzela Ascoli’s theorem. For example, this holds true if
A is the realization of a uniformly elliptic operator on a bounded domain
and it will also be explored in Chapter 3.
Theorem 2.10. Let (S(t))t≥0 be compact, f : H → H, g : H → L2(H) be
continuous mappings and WQ a Q-Wiener process on H. If additionally f
and g satisfy the linear growth condition
‖f(u)‖H + ‖g(u)‖L2(H) ≤ c(1 + ‖u‖H), x ∈ H, (2.13)
then the SPDE (2.12) has a martingale solution.
The proof of this theorem relies on the following steps.
1) One constructs solutions un for regular coefficients fn and gn on a
probability space (Ω,F ,P) with a filtration (Ft)t≥0 and a Q-Wiener
process WQ. Here fn := Pn(f((Pnu))) and g
n := Pn(g((Pnu))) for
u ∈ H where Pn denotes the projection on the finite-dimensional
subspace spanned by {e1, . . . en}. Again (en)n≥1 stands for an or-
thonormal basis in H. The main idea is to approximate fn and gn
by Lipschitz continuous mappings that satisfy (2.13) (with possibly
another constant c independent on n).
2) One shows that the sequence of laws {Law(un)}n≥1 converges weakly
in C([0, T ],H) to a measure µ.
3) One constructs the solution u of (2.12) with the law µ on a new
probability space (Ω˜, F˜ , P˜) for a new filtration (F˜t)t≥0 with respect
to a new Q-Wiener process W˜Q. The main tools required to perform
this step are Skorohod’s embedding and martingale representation
theorems.
For further details on this topic, see [51, Chapter 8] and [34].
2.3 Variational Solutions
In contrast to the previous sections, we deal now with nonlinear operators
A satisfying suitable monotonicity, coercivity and growth conditions and
discuss the variational approach of [130, 13, 152, 12, 150]. Further solution
concepts for nonlinear operators will be presented in Section 2.4. Similar
to (2.6) we consider{
du(t) = A(t, u(t)) dt+ g(t, u(t)) dWU (t), t ∈ [0, T ]
u(0) = u0 ∈ H.
(2.14)
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Let V stand for a reflexive Banach space such that the embeddings V →֒
H →֒ V∗ are continuous and dense. Then (V,H,V∗) is a Gelfand triple.
The coefficients
A : [0, T ]× V × Ω→ V∗ and g : [0, T ] × V × Ω→ L2(U ,H)
satisfy suitable measurability conditions and the following assumptions:
1) (Hemicontinuity) For all u, v, x ∈ V, ω ∈ Ω and t ∈ [0, T ] the map
R ∋ λ 7→ V∗〈A(t, u+ λv, ω), x〉V
is continuous.
2) (Local monotonicity) There exists c ∈ R such that for all u, v ∈ V
2 V∗〈A(·, u) −A(·, v), u − v〉V + ‖g(·, u) − g(·, v)‖2L2(U ,H)
≤ c‖u− v‖2H on [0, T ]× Ω.
3) (Coercivity) There exists α ∈ (1,∞) and constants c1 ∈ R and c2 ∈
(0,∞) and an (Ft)-adapted process f ∈ L1([0, T ] × Ω,dt ⊗ P) such
that for all v ∈ V and t ∈ [0, T ]
2 V∗〈A(t, v), v〉V + ‖B(t, v)‖2L2(U ,H) ≤ c1‖v‖2H − c2‖v‖
p
V + f(t), on Ω.
(2.15)
4) (Boundedness) There exist c3 ∈ [0,∞) and an (Ft)-adapted process
h ∈ L pp−1 ([0, T ] × Ω,dt⊗ P) such that for all v ∈ V and t ∈ [0, T ]
‖A(t, v)‖V∗ ≤ h(t) + c3‖v‖p−1V , on Ω,
where p is the constant from assumption 3).
Example 2.11. Let D ⊂ R be an open bounded domain and consider the
Gelfand triple
V :=W 1,20 (D) →֒ L2(D) →֒W−1,2(D).
We assume for simplicity that g : V → L2(L2(D)) is Lipschitz continuous
and point out the following operators:
• Au := ∆u+ f(u)∇u, where f : R → R is a bounded Lipschitz func-
tion,
• and Au := ∆u− |u|m−2u+ ηu, for η < 0 and 1 ≤ m < 2,
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which both satisfy the properties introduced above. 
For further applications, see [130, Section 3], [89, Section 3], [12, 13, 150]
and the references specified therein. Additional examples are also provided
in Section 3.2.
Definition 2.12. A continuous H-valued process u is called a variational
solution for (2.14) if for its dt⊗P-equivalent class u we have the following:
• u ∈ Lp([0, T ]×Ω,dt⊗P,V)∩L2([0, T ]×Ω,dt⊗P,H), where p is the
constant from assumption 3).
• u(t) = u0+
t∫
0
A(s, u(s)) ds+
t∫
0
g(s, u(s)) dWU(s), P−a.s., t ∈ [0, T ].
The main existence and uniqueness result in this setting is given in [130,
Theorem 1.1].
Theorem 2.13. Under the above assumptions, for any given initial condi-
tion u0 ∈ L2(Ω,F0,P) there exists a unique variational solution of (2.14).
The proof of this statement relies on a Galerkin approximation com-
bined with suitable a-priori estimates of the solution. The variational ap-
proach is also applicable if one further perturbs (2.14) by a general additive
fractional noise as in [152]. Results regarding Le´vy-type noise can be looked
up in [89]. Results regarding the equivalence of mild and variational solu-
tions can be found in [163, Section 7.5].
2.4 The Quasilinear Case
Using similar notations as in Section 2.3 we are now interested in semigroup
methods and mild solutions for SPDEs constituted by{
du(t) = A(u(t))u(t) dt+ g(u(t)) dWU (t), t ∈ [0, T ]
u(0) = u0 ∈ H.
(2.16)
To this aim we let for simplicity g : H → L2(U ,H) be Lipschitz continuous.
Furthermore we denote by PT the set of all H-valued continuous (Ft)-
adapted processes on [0, T ] and impose the following restrictions on A:
1) For every u ∈ PT , A(u) is a sectorial operator of angle 0 < φ < pi2 ,
namely
σ(A(u)) ⊂ Σφ := {λ ∈ C : |arg λ| < φ}, for u ∈ PT ,
where σ(A(u)) denotes the spectrum of A(u).
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2) For u ∈ PT the resolvent operator (λId−A(u))−1 satisfies the Hille-
Yosida estimate, i.e., there exists M˜ ≥ 1 such that
||(λId−A(u))−1||L(H) ≤
M˜
|λ|+ 1 , for λ /∈ Σφ and u ∈ PT .
3) Let 0 < ν ≤ 1 be fixed and L ≥ 1. Then
||Aν(u)(A(u)−1 −A(v)−1)||L(H) ≤ L||u− v||H, for u, v ∈ PT . (2.17)
The first two assumptions guarantee that for u ∈ PT , A(u) generates
a parabolic evolution system Uu, which is a family of linear opera-
tors depending on two-time parameters and having similar properties with
analytic C0-semigroups, consult [1, Section II.2] and [148, Chapter 3]. Nat-
urally, since u is a stochastic process, Uu is obviously also ω-dependent.
One has for every ω ∈ Ω that
Uu(t, t, ω) = Id, for all t ∈ [0, T ];
Uu(t, s, ω)Uu(s, r, ω) = Uu(t, r, ω), for all r ≤ s ≤ t.
Assumption 3) represents a classical Lipschitz continuity, which can be
weakened according to [123]. One can easily incorporate a locally Lipschitz
drift term. Keeping this in mind, one would expect to obtain by fixed-point
methods a mild solution for (2.16). This should be given by the variation
of constants formula
u(t) = Uu(t, 0, ω)u0 +
t∫
0
Uu(t, s, ω)g(u(s)) dWU(s). (2.18)
However, this cannot hold true, since the terms appearing in the stochastic
convolution in (2.18) do not satisfy the necessary properties required in
order to define the Itoˆ-integral. More precisely, one can show that [163,
Proposition 2.4] the mapping ω 7→ Uu(t, s, ω) is only Ft-measurable but
not Fs-measurable. A possible ansatz to overcome this fact is to use the
Skorohod integral for non-adapted integrands and Malliavin calculus [145].
Another possibility is to exploit the integration by parts formula in order
to define (2.18) in a meaningful way. This concept of solution is referred to
pathwise mild and was developed in [151] for nonautonomous linear random
operators A.
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Definition 2.14. A continuous H-valued adapted process (u(t))t∈[0,T ] is
called a pathwise mild solution for (2.16) if it satisfies
u(t) = Uu(t, 0, ω)u0 + U
u(t, 0, ω)
t∫
0
g(u(s)) dWU (s)
−
t∫
0
A(u(s))Uu(t, s, ω)
t∫
s
g(u(r)) dWU (r) ds, P− a.s. (2.19)
The last two terms in the previous formula form a generalized stochas-
tic convolution. The term (2.19) is well-defined due to the P-a.s. Ho¨lder
continuity of the integral
·∫
0
g(u(s)) dWU (s) which is necessary in order
to compensate the fact that ‖A(u(s))Uu(t, s, ω)‖L(H) ≤ C(ω)(t − s)−1 for
0 ≤ s < t ≤ T . In the nonautonomous case, one can also use the for-
ward integral of Russo-Vallois [153] to define the convolution (2.18) and to
construct a solution to the corresponding SPDE which coincides with the
pathwise mild solution as argued in [151, Section 4.5].
Theorem 2.15. Under the previous assumptions, the quasilinear prob-
lem (2.16) has a unique local-in-time pathwise mild solution.
The statement can be proved using fixed-point arguments as in [123].
This can be achieved in two steps. First of all, fixing a process v ∈ PT
and setting Av(t) := A(v(t, ω)), we obtain a Cauchy problem with time-
dependent random drift
du = Av(t)u(t) dt+ g(u(t)) dWU (t), t ∈ [0, T ]. (2.20)
Using [151, Theorem 5.3] we infer that (2.20) has a pathwise mild solution
given by
u(t) = Uv(t, 0)u0 + U
v(t, 0)
t∫
0
g(u(s)) dWU (s)
−
t∫
0
Av(s)U
v(t, s)Av(s)
t∫
s
g(u(r)) dWU (r) ds, P− a.s.,
where Uv(t, s) is the random parabolic evolution operator generated by
Av. For the sake of brevity we dropped the ω-dependence in the previous
formula. The second step is to prove that the mapping
Φ(v) := u, for v ∈ PT
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maps PT into itself and is a contraction if the time-horizon T is chosen
sufficiently small. As applications we mention the stochastic Shigesada-
Kawasaki-Teramoto model from mathematical biology, which was intro-
duced to analyze population segregation by induced cross-diffusion, see [123,
Section 4]. Written in divergence form, this is given by
du = div(A˜(u)∇u) dt+ f(u) dt+ g(u) dWU (t),
where for u := (u1, u2)
T , the matrix A˜ is constituted by
A˜(u) :=
(
k1 + 2cu1 + au2 au1
bu2 k2 + 2du2 + bu1,
)
and the nonlinear term is the same as in the classical Lotka-Volterra model,
i.e.
f(u) :=
(
δ11u1 − γ11u21 − γ12u1u2
δ21u2 − δ21u1u2 − γ22u22
)
.
The constants above are assumed to be positive and chosen such that the
matrix A˜(u) is positive definite.
We conclude this subsection pointing out that there are numerous other
solution concepts for quasilinear equations such as martingale solutions,
strong (in the probabilistic sense) and weak (in the PDE sense) solu-
tions [109], where the coefficients are approximated with locally monotone
ones, as discussed in Section 2.3, kinetic solutions [56, 68], entropy solu-
tions [54], solution concepts for quasilinear SPDEs via rough paths the-
ory [147], paracontrolled calculus [78, 7] and regularity structures [86].
2.5 Random Field Approach
In this section we briefly present the main ideas of an alternative method
to [51] (Section 2.1) to construct solutions for SDPEs, see [52, 53] for further
details. As described at the beginning of Section 2, the framework of [51]
relies on defining stochastic integrals with respect to Hilbert space-valued
processes, whereas the random field approach is based on Walsh integration
theory [164] with respect to martingale measures. This approach will also
be explored in Section 3 in order to compute moments of the solutions and
Lyapunov-exponents. As a reminder, the concept random field refers to
a family of random variables indexed by several parameters, usually space
and time. We now fix d ≥ 1 and consider the heat equation
∂u(t, x)
∂t
= ∆u(t, x) + u(t, x)W˙ (t, x), t > 0 and x ∈ Rd, (2.21)
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where W˙ = ∂tW and the noise is white in time and (possibly) correlated
in space, i.e.
E[W˙ (t, x)W˙ (s, y)] = δ0(t− s)f(x− y), s, t > 0 and x, y ∈ Rd.
Here δ0 is the Dirac distribution. We further assume that the initial condi-
tion u0 is constant and f is a positive definite function having a spectral
measure µ, i.e., Fµ = f , where F denotes the Fourier-transform. There
are several examples for f such as:
1) f = δ0. In this case one obtains space-time white-noise (on R+ ×
R
d), recall Definition 2.2.The spectral measure is µ(dξ) = (2π)−d/2dξ.
2) (Riesz kernels) f(x) = |x|−η for 0 < η < d. Here the spectral
measure is µ(dξ) = cd,η|ξ|−(d−η)dξ, where the constant cd,η depends
only on the dimension d and on η.
3) (Fractional kernels) For d = 1 and H ∈ (0, 1) let f(x) = cH |x|2H−2
with µ(dξ) = cH |ξ|1−2Hdξ. We notice that if H ≤ 1/2, f is not a
measure anymore.
Let U stand for a separable Hilbert space which will be described below.
For G : [0, T ]× Ω→ U (satisfying suitable measurability assumptions), we
introduce the notation
T∫
0
G(s) dW (s) :=
T∫
0
∫
Rd
G(s, y)W (ds,dy) (2.22)
and emphasize that the stochastic integral (2.22) is defined in the sense of
Walsh [164]. More precisely, letting U be the Hilbert space obtained by the
completion of C∞0 (R
d) under
‖φ‖2U = (2π)d/2
∫
Rd
µ(dξ) |F(φ)(ξ)|2,
one has for an adapted process G ∈ L2([0, T ]× Ω,U) the isometry
E
( T∫
0
G(s) dW (s)
)2
= E‖G‖2
L2(0,T,U) = E
T∫
0
dt
∫
Rd
µ(dξ) |F(G(t))(ξ)|2 .
(2.23)
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Definition 2.16. We call a stochastic process {u(t, x) : t > 0, x ∈ Rd}
satisfying
u(t, x) = Γtu0(x) +
t∫
0
∫
Rd
Γt−s(y − x)u(s, y)W (ds,dy), P− a.s., (2.24)
for all t > 0 and x ∈ Rd, a mild random field solution of (2.21).
Here Γ is the fundamental solution of the heat equation / heat kernel,
i.e.
Γt(x) = (4πt)
−d/2 exp
(−|x|2
4t
)
and the convolution appearing in (2.24) is constructed via Walsh’s theory.
In this case, one can easily compute the Fourier-transform of the heat
kernel, i.e.
F(Γt)(ξ) = exp(−4π2t|ξ|2), ξ ∈ Rd
and observe that
T∫
0
exp(−4π2t|ξ|2) dt = 1
4π2|ξ|2 (1− exp(−4π
2T |ξ|2)).
Recalling (2.23), in order that
T∫
0
dt
∫
Rd
µ(dξ) |F(Γt)(ξ)|2 <∞,
one has to impose that the spectral measure satisfies∫
Rd
µ(dξ)
1 + |ξ|2 <∞. (2.25)
Condition (2.25) is referred to as Dalang’s condition. For space-time
white-noise, recall µ(dξ) = (2π)−d/2dξ, it is immediately clear that (2.25)
holds true only in d = 1. Consequently, in higher space-dimensions, the
problem (2.21) becomes ill-posed. This aspect was investigated in [99] and
will also be addressed in Section 2.7.
Existence of mild random field solutions for (2.21) was obtained in [52]. In
this framework, one has an analogue statement to Theorem 2.8. Namely, if
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one incorporates measurable drift and diffusion coefficients f and g in (2.21)
(using the same notations as in Theorem 2.8) satisfying Lipschitz and
growth boundedness conditions, one obtains a mild random field solution
{u(t, x) : t > 0, x ∈ Rd} such that for every p ≥ 1
sup
t≥0
sup
x∈Rd
E|u(t, x)|p <∞.
The proof uses Picard iteration, see [52], [53, Theorem 4.3].
2.6 Mild Solutions for Rough SPDEs
In this section we would like to deal with a random forcing, which unlike
Brownian motion is no longer a semi-martingale and its trajectories are
not independent. A meaningful example in this sense is given by the frac-
tional Brownian motion (fBm), originally introduced by B. Mandelbrot
and J. van Ness in [136]. This is also a Gaussian process, but its covariance
function additionally depends on a Hurst index / parameter H ∈ (0, 1).
If H = 1/2 one obtains Brownian motion, if H 6= 1/2, this process ex-
hibits different behavior from Brownian motion. The key feature which is
required to comprehend the next steps is the Ho¨lder continuity of its tra-
jectories for an exponent α < H. The entire solution theory relies only on
this regularity result and is developed within the framework of the rough
path approach [134, 94, 98, 76]. Similar to Skorohod integrals [145], rough
path techniques also go beyond the semi-martingale case, where Itoˆ calcu-
lus and Walsh theory no longer apply. The major difference is that these
provide a completely pathwise construction of stochastic integrals and im-
plicitly of the solution of SPDEs. However, many solution concepts and
techniques that are available in the context of deterministic PDEs have
not been completely developed for rough SPDEs (e.g. weak solutions, vari-
ational inequalities, etc). Therefore, this has been a very active research
field in the last few years with numerous recent developments, see for in-
stance [58, 108, 94, 97, 57, 85] and the references specified therein.
In the finite-dimensional case, the theory is well-understood [76, 77, 134]
and rough path techniques have been successfully applied to investigate
dynamical aspects of solutions, see [9, 124, 90].
In this section, we provide the main intuition of the construction of a mild
solution for a SPDE similar to (2.6), but driven by multiplicative frac-
tional noise. For further details regarding the following approach, see [106].
We fix the Hurst parameter H ∈ (1/3, 1/2] and consider the non-linear
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SPDE (2.12), driven by a trace-class fBm BH , more precisely{
du = [Au+ f(u)] dt+ g(u) dBH(t), t ∈ [0, T ]
u(0) = u0 ∈ H.
(2.26)
Here, BH is a U -valued fBm and is defined as in (2.3) taking a sequence
of independent standard real-valued fBm-s (wn)n∈N having the same Hurst
index H ∈ (1/3, 1/2]. Furthermore, we assume that A generates an analytic
C0-semigroup and for β ∈ R we denote by Hβ := Dom((−A)β) the domains
of its fractional powers. These can be identified with Sobolev spaces for
certain ranges of β. For a detailed description of these spaces, see [148,
Chapter 3]. The diffusion coefficient g : H → L(U ,H) is supposed to be
three times continuously differentiable with bounded derivatives and also
Lipschitz continuous as a mapping g : H → L(U ,Hβ). Typical examples of
such operators are given by integral operators with smooth kernels, see [106,
84, 57]. Naturally, for finite-dimensional noise one can consider polynomials
with smooth coefficients, see [57, 85]. For simplicity we set f = 0, since this
term does not require any additional arguments. Similar to (2.7) we call a
mild solution for (2.26) a process u that satisfies the variation of constants
formula
u(t) = S(t)u0 +
t∫
0
S(t− s)g(u(s)) dBH(s). (2.27)
However, additional measurability and adaptedness conditions are not re-
quired. We now provide a purely pathwise definition of the stochastic
convolution
t∫
0
S(t− s)g(u(s)) dBH(s). (2.28)
The strategy to define (2.28) relies on an approximation procedure. We
firstly consider a smooth path BH and a (Ho¨lder) continuous trajectory
u. The general argument eventually follows considering smooth approx-
imations of BH . Thereafter, the passage to the limit entails a suitable
construction/interpretation of all the expressions above according to [106,
Section 5].
Throughout this section we use the standard rough path notation, i.e. the
value at time t of a function y is given by yt instead of y(t). For y : [0, T ]→
H, yst := yt − ys denotes an increment. We use the same notation to in-
dicate the evaluation at two time points s and t of an element y : ∆T →H,
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whereH stands for an arbitrary separable Hilbert space. For the semigroup
S we keep the notation S(·).
Our aim is to define (2.28) using Riemann-Stieltjes sums and a Taylor ex-
pansion for g. In the following P stands for a partition of the interval [0, t].
By a formal computation, this ansatz reads as
t∫
0
S(t− r)g(ur) dBHr =
∑
[v1,v2]∈P
S(t− v2)
v2∫
v1
S(v2 − r)g(ur) dBHr
≈
∑
[v1,v2]∈P
S(t− v2)
[ v2∫
v1
S(v2 − r)g(uv1) dBHr
+
v2∫
v1
S(v2 − r)Dg(uv1)(ur − uv1) dBHr
]
=:
∑
[v1,v2]∈P
S(t− v2)
[
ωSv1v2(g(uv1)) + zv1v2(Dg(uv1))
]
.
(2.29)
Here we introduced the notation
ωSv1v2(G(yv1)) :=
v2∫
v1
S(v2 − r)g(uv1) dBHr , (2.30)
respectively
zv1v2(Dg(yv1)) :=
v∫
u
S(v2 − r)Dg(uv1)(ur − uv1) dBHr . (2.31)
By a classical integration by parts formula, see Theorem 3.5 in [148] one
can argue that the term ωS can be defined for a rough input BH . This
is no longer the case for z. By a classical rough path ansatz, where one
plugs in the definition of the solution itself in the construction of the rough
integral, one obtains the following approximation for z:
zst(E) ≈
∑
[v1,v2]∈P
S(t− v2)
[
bv1v2(E, g(uv1)) + av1v2(E, uv1)
]
− ωSst(Eus),
where E is a placeholder that stands for Dg and
bv1v2(E, g(uv1)) :=
v2∫
v1
S(v2 − r)E
r∫
v1
S(r − q)g(uv1) dBHq dBHr ,
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respectively
av1v2(E, uv1) :=
v2∫
v1
S(v2 − r)ES(r − v1)uv1 dBHr .
This indicates that we have to define a, b and ωS in order to fully charac-
terize z. As already emphasized, the previous formal computation has been
conducted under the assumption that BH is a smooth path. In this case
a, b and ωS are well-defined. However, the main challenge is to construct
these processes for rough inputs BH and to show that (2.29) is indeed the
right way to define (2.27). These arguments contain suitable approxima-
tion techniques ([106, Section 5]) combined with the additional necessary
assumption g : H → L(U ,Hβ), since it is not possible to define the iterated
integral b for arbitrary operators [57, Remark 4.3]. Another essential tool is
represented by the Sewing Lemma, which ensures the existence of the rough
integral as a limit of Riemann-Stieltjes sums, see [106, Theorem 4.1] and
the references specified therein. Putting all these together, one concludes
that the pathwise solution of (2.26) is given by a pair (u, z), where
ut = S(t)u0 +
∑
[v1,v2]∈P
S(t− v2)
[
ωSv1v2(g(uv1)) + zv1v2(Dg(uv1))
]
(2.32)
zst(Dg) =
∑
[v1,v2]∈P
S(t− v2)
[
bv1v2(Dg(uv1), g(uv1)) + av1v2(Dg(uv1), uv1)
]
− ωSst(Dg(us)). (2.33)
Here u is referred to the path component of the solution and z is the area
term.
Theorem 2.17. The rough SPDE (2.26) has a unique local-in-time solu-
tion (u, z), where the two components u and z are given by (2.32) and (2.33).
The existence of such a solution is obtained by a fixed-point argument in
a suitable function space, which is chosen in order to compensate the time-
singularity in zero of (S(t))t≥0. This is required since the terms appearing
in the Riemann-Stieltjes approximations must exhibit a certain Ho¨lder reg-
ularity to make the Sewing Lemma applicable. However, using estimates
for analytic semigroups, one has for a fixed γ ∈ (0, 1] that
‖S(t)u0 − S(s)u0‖H = ‖(S(t− s)− Id)S(s)u0‖H
≤ C(t− s)γ‖u0‖Hγ
≤ C(t− s)γs−γ‖u0‖H. (2.34)
20
Keeping (2.34) in mind, one is motivated to introduce for γ1, γ2 ∈ (0, 1] the
function space
Cγ1,γ2([0, T ],H) :=
{
y ∈ C([0, T ],H) : sup
0<s<t≤T
sγ1
‖yt − ys‖H
(t− s)γ2 <∞
}
.
Regarding the area component, we also have
Cγ1,γ2(∆T ,H) :=
{
y ∈ C(∆T ,H) : sup
0<s<t≤T
sγ1
‖yst‖H
(t− s)γ2 <∞
}
,
for a certain Hilbert spaceH. Using (2.34) one has that S(·)u0 /∈ Cγ([0, T ],H)
but S(·)u0 ∈ Cγ,γ([0, T ];H). Regarding this aspect together with further
necessary regularity conditions required for the Sewing Lemma, the appro-
priate space for the fixed-point argument turns out to be{
(u, z) : u ∈ Cβ,β([0, T ],H) and
z ∈ Cα(∆T ,L(L(H⊗ U ,H),H)) ×Cα+β,β(∆T ,L(L(H⊗ U ,H),H))
}
.
Here α < H stands for the Ho¨lder regularity of BH and β is chosen such
that α+ 2β > 1 and gives the time-regularity of the solution of (2.26).
Due to the Taylor expansion employed in (2.29) one obtains certain quadratic
estimates of the solution, therefore the global-in-time existence is not straight-
forward. This follows e.g. under an additional boundedness assumption on
g, using regularizing properties of analytic semigroups, as argued in [107,
57].
Before pointing out some concluding remarks, we emphasize that for finite-
dimensional noise, the solution theory for (2.26) simplifies. In this case,
one can show that the solution (u, z) is given by
(u, z) =
(
S(·)u0 +
·∫
0
S(· − r)g(ur) dBHr , g(u)
)
, (2.35)
similar to the ODE case [76, Chapter 8]. This can be achieved by means of a
fixed-point argument in a function space that incorporates additional space
regularity in order to compensate the missing time-regularity in (2.34).
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More precisely, one can prove that the following approximation
t∫
0
S(t− r)g(ur) dBHr = lim|P|→0
( ∑
[v1,v2]∈P
S(t− v1)g(uv1)BHv1v2
+
∑
[v1,v2]∈P
S(t− v1)Dg(uv1)g(uv1)
v2∫
v1
(BHr −BHv1) dBHr
)
can be used to define the stochastic convolution. For further details regard-
ing this topic, see [85].
Remark : 1) The techniques are applicable also in the Banach space-valued
setting. For finite-dimensional noise, the solution of (2.26) is given by (2.35).
For infinite-dimensional noise, one needs to ensure that the series (2.3) de-
fines a Banach space-valued fractional Brownian motion, see [35, Section 3]
and [159, Proposition 8.8].
2) We emphasize that rough paths techniques are not restricted to the case
of fBm, but apply to a wider class of Gaussian processes, their covariance
functions satisfy certain criteria, as specified in [76, Chapter 10] and [77,
Chapter 15].
3) If the trajectories of the fBm are more regular, i.e. H ∈ (1/2, 1), then (2.27)
can be defined using the Young integral, see [97], as
t∫
0
S(t− r)g(ur) dBHr = lim
|P|→0
∑
[v1,v2]∈P
S(t− v2)ωSv1v2(g(uv1)).
4) Another possibility to introduce mild solutions for such SPDEs is to decom-
pose the integral in a series of one-dimensional integrals and define these
using fractional calculus, see [84, 139]. However, such an approach leads
to restrictions on the coefficients and on the trace of the noise. Using this
ansatz, one needs to impose as in [139] that Tr Q1/2 =
∞∑
n=1
√
λn <∞, com-
pare (2.2). Another choice would be to take g : H → L2(U ,H) as in [84].
4) If one considers (2.26) driven by additive fractional noise, then (2.28) can
easily be defined as a suitable Itoˆ-type integral, see [65, 138].
2.7 Renormalized Solutions
Here we review briefly an approach for singular SPDEs using regularity
structures [99, 100]. To illustrate the main issue, let us consider the stochas-
tic bistable Nagumo equation on the torus with space-time white noise,
i.e.,
∂tu = ∆u+ f(u) + ξ, f(u) := u(1− u)(u− p), (2.36)
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where u = u(t, x), x ∈ Rd/Zd =: Td for d = 2 or d = 3, ξ = ξ(t, x) =
∂tW
Id(t, x) is space-time white noise, ∆ is the Laplacian, and p ∈ R is a
parameter; we remark that the case of a cubic nonlinearity also occurs in the
Allen-Cahn/Chaffee-Infante/Φ4/Real-Ginzburg-Landau/Schlo¨gl
models, which share similar features regarding existence theory of solu-
tions. The fundamental issue of (2.36) is that the roughness of the space-
time white noise forcing ξ interplays with the nonlinearity to prevent the
application of more classical solution concepts. To understand this, let us
introduce the parabolic scaling s := (2, 1, 1) for d = 2 and s := (2, 1, 1, 1)
for d = 3, which can be used to define a norm
‖(t, x)‖s := |t|1/2 +
d∑
j=1
|xj |,
which is better adapted to the natural scaling of the operator L := ∂t −∆.
Let Cαs denote the space of Ho¨lder continuous functions φ : R × Rd → R
with the scaled norm, which is straightforward to define for α ≥ 0. For
α < 0, fix r = −⌊α⌋ and let Br
s,0 denote the space of all C
r-functions
supported on {z ∈ Rd+1 : ‖z‖s ≤ 1}. A Schwartz distribution v ∈ S(Rd+1)
belongs to Cαs if it belongs to the dual space of C
r
0 and for every compact
set K ⊂ Rd+1 there exists a constant C > 0 such that
〈v,Sδs,zη〉 ≤ Cδα, ∀δ ∈ (0, 1], ∀z ∈ K, ∀η ∈ Brs,0 with ‖η‖Cr ≤ 1,
where (Sδs,zη)(t¯, z¯) := δ−(d+2)η(δ−2(t− t¯), δ−1(x− x¯)). Plainly, Cαs general-
ized α-Ho¨lder functions do not blow up worse near each point than a power
divergence with exponent α. One can prove that space-time white noise
satisfies
ξ ∈ Cαs for α = −
d+ 2
2
− κ and any κ > 0. (2.37)
Suppose we would want to solve (2.36) by re-formulating it as a fixed-point
of an iterated map M
u(k+1) = L−1(f(u(k)) + ξ) =:M(u(k)). (2.38)
Suppose we start with u(0) = 0, then we getM(0) = L−1(0+ξ) = L−1(ξ) =
u(1). Now u(1) has higher regularity in comparison to ξ since applying
L−1 corresponds to convolution with the heat kernel. Classical Schauder
theory tells us that u(1) ∈ Cα+2s so we gained two orders of regularity. For
d = 2 we get α + 2 = −2 − κ + 2 = −κ < 0 while for d = 3 we have
α + 2 = −52 − κ + 2 = −12 − κ < 0. So in both cases, we get that u(1)
is just a Schwartz distribution with negative Ho¨lder regularity. However,
if we now want to compute u(2), then we have to make sense of f(u(1)),
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which is just not possible within classical distribution/generalized function
theory as we can only multiply distributions, which have non-negative sums
of their Ho¨lder regularity exponents. A natural attempt to still use a fixed
point approach is to first smooth the noise, e.g., via a mollifier
ρε(t, x) := ε
−(d+2)ρ(tε−2, xε−1), ξε := ρε ∗ ξ,
where ρ is a compactly supported function of integral 1, and ∗ denotes the
space-time convolution. Then it is classical that
∂tuε = ∆uε + f(uε) + ξε, (2.39)
has smooth, even global-in-time, solutions for sufficiently regular initial.
However, it turns out that directly taking a limit ε → 0 leads to diver-
gence so the SPDE is singular. Classical considerations in phase transi-
tions / bifurcation theory suggest that the divergence can be prevented if
the equation is renormalized to
∂tuε = ∆uε + f(uε) + C(ε)uε + ξε, (2.40)
where C(ε) = O(ln ε) for d = 2 and C(ε) = O(ε−1) for d = 3 are com-
putable diverging functions as ε→ 0. If the initial condition u(0, ·) belongs
to a sufficiently regular Ho¨lder space, e.g., continuity is sufficient, then one
can prove [99] that there exists a sequence of local-in-time solutions uε such
that
uε → u0 as ε→ 0 in probability independently of ρ.
The last statement is one example application of the theory of regularity
structures, i.e., it establishes the existence of a renormalized solution
u0. To prove the convergence, a very elaborate construction is necessary.
The basic steps are (I) building a regularity structure and a model space
adapted to the SPDE, (II) solving the fixed point problem in the abstract
space of modeled distribution, (III) proving that the renormalized modeled
distributions converge and one may reconstruct an actual distribution as
a solution. Basically, this procedure has been worked out as an abstract
result applicable to many singular SPDEs [31, 32, 41, 99]. We only illustrate
part of the first step to discuss, to which classes of singular SPDEs, we may
apply the theory of regularity structures.
The first step is to build a regularity structure (A,T ,G), where
A ⊂ R is an index set bounded below without accumulation points in
R, T = ⊕α∈ATα is the model space consisting of a graded sum of Ba-
nach spaces with T0 isomorphic to R, and G is the structure group. We
shall not discuss the structure group but try to illustrate, how A and T
are constructed. The idea is to construct an abstract jet space of symbols
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capable of representing suitable regularity classes of functions. For Tα with
α ∈ N, we simply take the space of homogeneous polynomials of degree α
in (d + 1) variables X0,X1, . . . ,Xd where X0 represents the time variable,
and Xj is to be interpreted as a formal symbol. We count homogeneity
| · |s of a polynomial in the parabolic scaling, i.e.,
|Xk|s = |k|s := 2k0 +
d∑
j=1
kj , X
k = Xk00 · · ·Xkdd .
We also set |1|s = 0 with the unit element 1 spanning T0. Furthermore, we
let Ξ be a symbol representing the noise with |Ξ|s = α0 := −(d+ 2)/2 − κ
for any fixed (small) κ > 0. The convolution/integration against the heat
kernel is represented by a map I : T → T and |I(τ)|s = |τ |s + 2 for any
τ ∈ T . Consider the abstract iterated map
U (k+1) = I(f(U (k)) + Ξ),
where we hope that iteration yields a fixed point. If we iterate the map,
we get new symbols, e.g., with U (0) = 0 we get U (1) = I(Ξ) with |I(Ξ)|s =
−α0 + 2. Now one can iterate again, which yields second and third powers
I(Ξ)2 and I(Ξ)3 as well as I(I(Ξ)) and so on including various combina-
tions involving polynomials if they are represented in the initial condition.
Now suppose we continue this procedure for all possible iterates and all
possible symbols with non-negative homogeneity as initial condition. Then
we check homogeneities and only keep symbols with negative homogeneity.
For d = 2 this yields
Ξ, I(Ξ)3, I(Ξ)2, I(Ξ),
with homogeneities −2 − κ, −3κ, −2κ and −κ respectively. Carrying out
the same calculation for d = 3 is a good exercise yielding more symbols.
For both cases, the procedure terminates only giving a finite number of
negatively homogeneous symbols, so we can set A as only containing all
the negative homogeneities and use the negatively homogenous symbols to
span Tα for α < 0. The condition that A is bounded from below effectively
means that the SPDE is locally subcritical and the theory of regularity
structures is designed for this class of singular SPDEs. Roughly speaking,
for the class of locally subcritical singular SPDEs, the theory of regularity
structures works and provides a local-in-time renormalized solution. The
full procedure can be found in the works [31, 32, 41, 99], while some par-
ticular examples can be found in [19, 20, 101, 102, 85].
Another breakthrough in the theory of singular SPDEs is constituted
by the paracontrolled calculus developed in [95]. This was successfully
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applied to the KPZ equation [96], the Φ43 model [40] and singular quasilinear
problems [78, 7]. A comparison between the two methods can be looked up
in [8].
3 Dynamics: Concepts & Results
The aim of this section is to provide an overview and discuss recent devel-
opments regarding the long-time behavior of the solutions of SPDEs, again
with a strong focus on stochastic reaction-diffusion equations. Similar to
the deterministic setting [122, 160, 158], one is interested to investigate
the stability of steady states, predict if changes of stability (bifurcations)
occur, analyze if trajectories become (exponentially) close to each other
or look for sets where trajectories accumulate. There are several ways to
describe such kind of phenomena in stochastic dynamics. We focus on the
random dynamical system theory [4], which is used to define invariant sets
such as manifolds or attractors for the flow generated by an SPDE. We
also indicate several other possibilities to quantify the long-time behavior
of SPDEs, such as invariant measures, large deviations or sample path ap-
proaches, depending also on the different noise terms driving these SPDEs,
as discussed in Section 2.
3.1 Random Dynamical Systems
As seen in Section 2, there are several different ways to perturb a PDE by
a random input, such as trace-class (fractional) Brownian motion, space-
time white noise, noise which is white in time and correlated in space,
etc. Therefore, we introduce the next concept, which indicates a model of
the noise driving the PDE. Recall that H denotes an arbitrary separable
Hilbert space and (Ω,F ,P) stands for a probability space, which will further
be specified later on.
Definition 3.1. (Metric dynamical system (MDS)) Let θ : R × Ω → Ω
be a family of P-preserving transformations (meaning that θtP = P for all
t ∈ R) with the following properties:
(1) the mapping (t, ω) 7→ θtω is (B(R)⊗F ,F)-measurable;
(2) θ0 = IdΩ;
(3) θt+s = θt ◦ θs for all t, s,∈ R.
Then the quadruple (Ω,F ,P, (θt)t∈R) is called a metric dynamical sys-
tem.
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In order to simplify the notation we write θtω for θ(t, ω). We always
assume that P is ergodic with respect to (θt)t∈R, which means that any
invariant subset has zero or full measure. Next, we introduce now the MDS
corresponding to a genuine H-valued process having stationary increments.
As examples, one can consider a trace-class (fractional) Brownian motion
as given in (2.3).
Example 3.2. Let C0(R,H) denote the set of continuous H-valued func-
tions, which are zero at zero and are equipped with the compact open
topology. Furthermore, by taking P as the Wiener measure on B(C0(R,H))
having a trace-class covariance operator Q onH and applying Kolmogorov’s
theorem about the existence of a continuous version yields the canonical
probability space Ω := (C0(R,H),B(C0(R,H)),P). To obtain an ergodic
metric dynamical system we introduce the Wiener shift, which is defined
by
θtω(·) = ω(t+ ·)− ω(t), for ω ∈ C0(R,H). (3.1)
Whenever we work with the RDS approach, i.e. Sections 3.3 and 3.4, we
only consider the subset of all ω ∈ C0(R,H) with subexponential growth
and work with this new metric dynamical system using the same notations
(Ω,F , (θt)t∈R,P). 
Remark : Let WH stand for a process with stationary increments having a trace-
class covariance operator Q on H. Then one can embed WH into a canonical
probability space, as given in Example 3.2 and identify
WH(t, ω) = ω(t), for ω ∈ C0(R,H).
We will use this notation in Sections 3.4 and 3.3.
In this framework, one often has to deal with random constants whose
values have to be controlled along the orbits of θ. Therefore, the following
concept plays a key role. For more details, see Proposition 4.1.3 in [4].
Definition 3.3. A positive real-valued random variable Y on a MDS
(Ω,F ,P, (θt)t∈R) is called tempered if there exists a (θt)t∈R-invariant set
of full measure such that
lim
t→±∞
log+ Y (θtω)
|t| = 0.
Remark : Note that temperedness is equivalent to subexponential growth.
The only alternative to this situation in the ergodic case is that
lim sup
t→±∞
log+ Y (θtω)
|t| =∞.
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In the deterministic theory of dynamical systems, one obtains under
certain assumptions on the coefficients the flow property of the solution
operator. Since our PDE is now perturbed by a non-autonomous, irregular
forcing, it is natural to expect that the time-evolution of the noise must
play a role in this flow property. We describe the precise mathematical
formalism of this fact [4].
Definition 3.4. (Random dynamical system (RDS)) A continuous ran-
dom dynamical system on H over a metric dynamical system
(Ω,F ,P, (θt)t∈R) is a mapping
ϕ : R+ × Ω×H → H, (t, ω, x) 7→ ϕ(t, ω, x),
which is (B(R+)⊗F ⊗ B(H),B(H))-measurable and satisfies:
1) ϕ(0, ω, ·) = IdH for all ω ∈ Ω;
2) ϕ(t+ τ, ω, x) = ϕ(t, θτω,ϕ(τ, ω, x)), x ∈ H, t, τ ∈ R+ and ω ∈ Ω;
3) ϕ(t, ω, ·) : H → H is continuous for all t ∈ R+.
The property 2) is referred to as cocycle property. If one drops the
ω-dependence, one obtains exactly the flow property from the determin-
istic case. Here we see that the shift θtω describes the evolution of the
noise. Keeping this mind, we observe that RDS can be interpreted as the
generalization of non-autonomous deterministic dynamical systems. Refer-
ring to [4], it is well-known that an Itoˆ-type stochastic ordinary differential
equation generates a random dynamical system under natural assumptions
on the coefficients. This fact is based on the flow property, see [127, 154],
which can be obtained by Kolmogorov’s theorem about the existence of a
(Ho¨lder)-continuous random field with finite-dimensional parameter range,
i.e. the parameters of this random field are the time and the non-random
initial data. However, the generation of a RDS from an SPDE (as consid-
ered in Sections 2.1–2.5) has been a long-standing open problem, since Kol-
mogorov’s theorem breaks down for random fields parametrized by infinite-
dimensional Hilbert spaces, see [142]. As a consequence it is not trivial
how to obtain a RDS from an SPDE, since its solution is defined almost
surely, which contradicts Definition 3.4, where all properties must hold for
all ω ∈ Ω. Particularly, this means that there are exceptional sets which
depend on certain parameters of the SPDE, and it is not clear how to
define a RDS if more than countably many exceptional sets occur. This
problem was fully solved only under very restrictive assumptions on the
structure of the noise driving the SPDE. More precisely, for additive and
linear multiplicative noise, one can perform certain Doss-Sussmann-type
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transformations [60, 157] and reduce the corresponding SPDE to a PDE
with random coefficients. Such a PDE can be solved pathwise for every
realization of the noise. We provide here two examples of such transfor-
mations. Based on these we analyze attractors and invariant manifolds for
SPDEs in Sections 3.3 and 3.4.
Example 3.5. (SPDE with additive noise) Consider the SPDE on H
du(t) = [Au(t) + f(u(t))] dt+ dWQ(t), (3.2)
where WQ is a trace-class Brownian motion in H. We further assume
that the semigroup generated by A is exponentially stable, i.e. there exist
constants M˜ ≥ 1 and µ > 0 such that ‖S(t)‖H ≤ M˜e−µt for t > 0. The
unique stationary solution of the linear SPDE
du(t) = Au(t) dt+ dWQ(t) (3.3)
is given by the Ornstein-Uhlenbeck process, which can be represented
by the convolution
t∫
−∞
S(t− s) dWQ(s).
Taking the canonical probability space corresponding toWQ, as introduced
in Example 3.2, and identifying WQ(t, ω) = ω(t), for ω ∈ Ω we introduce
the process (t, ω) 7→ Z(θtω) as
Z(θtω) :=
t∫
−∞
S(t− s) dω(s) =
0∫
−∞
S(−s) dθtω(s). (3.4)
Subtracting (3.4) from (3.2) one obtains
du(t) = [Au(t) + f(u(t) + Z(θtω))] dt, (3.5)
which is a PDE with random nonautonomous coefficients. 
Example 3.6. (SPDE with linear multiplicative noise) Let W stand for a
one-dimensional standard Brownian motion. Consider the SPDE on H with
Stratonovich noise
du(t) = [Au(t) + f(u(t))] dt+ u ◦ dW (t). (3.6)
Performing the transformation u∗ = ue−z(ω), where z is the one-dimensional
Ornstein-Uhlenbeck process and dropping the ∗-notation, one obtains
du(t) = [Au(t) + z(θtω)u(t)] dt+ f(θtω, u(t)) dt, (3.7)
where f(ω, u) := e−z(ω)f(ez(ω)u). 
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In both of the previous cases, one can show that the solution operators
of (3.5) and (3.7) generate random dynamical systems. Furthermore, the
dynamical systems generated by the original SPDEs are equivalent with
those generated by (3.5) and (3.7). This means that it is enough to work
with the transformed equations and transfer all the results such as fixed-
points, manifolds or attractors to the initial SPDEs. However, for general
nonlinear multiplicative noise, this technique is obviously no longer appli-
cable. As a consequence of this issue, dynamical aspects for SPDEs such
as stability, Lyapunov exponents, multiplicative ergodic theorems, random
attractors, random invariant manifolds have not been investigated in their
full generality. We discuss situations in the following sections and point out
how the techniques presented in Section 2.6 can be employed to investigate
the dynamics of SPDEs driven by multiplicative noise. Further applications
in this sense can be looked up in [9, 59, 124, 79, 83, 68] and the references
specified therein.
3.2 Stability
In this section we discuss several stability concepts for SPDEs such as
• stability in probability;
• almost sure exponential stability;
• moment exponential stability;
• metastability.
Common tools used to investigate such concepts rely on the existence
of Lyapunov functionals [111, 137], random dynamical systems methods,
ergodic theory and Lyapunov exponents [3, 4, 37, 129, 131, 82, 83], or large
deviation theory [73, 74, 18]. There are numerous works dealing with sta-
bility statements for Itoˆ-type SPDEs. Arguments via Lyapunov functionals
heavily use the Markov property of the solution and semi-martingale tech-
niques. Therefore, it is a challenging open problem to get optimal stability
results for SPDEs driven by fractional Brownian motion, such as (2.26).
Progress in this direction was made in [59, 83, 82].
In this section we only refer to SPDEs driven by Brownian motion, where
the precise assumptions are stated below. We write u(t, u0) in order to
refer to a solution u of such an SPDE at time t > 0 having u0 ∈ H as initial
condition. Again, the probability space (Ω,F ,P) is fixed. Let q ≥ 1.
Definition 3.7. We call a global-in-time solution u of an SPDE:
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1) stochastically stable or stable in probability if for every pair
ε ∈ (0, 1) and r > 0, there exists a δ = δ(ε, r) > 0 such that
P(‖u(t, u0)‖H < r for all t ≥ 0) ≥ 1− ε,
for ‖u0‖H < δ;
2) almost sure (global) exponentially stable if for all u0 ∈ H
lim sup
t→∞
1
t
log(‖u(t, u0)‖H) < 0 a.s.; (3.8)
3 q-th moment exponentially stable if for all u0 ∈ H
lim sup
t→∞
1
t
log(E‖u(t, u0)‖qH) < 0.
In general moment and almost sure exponential stability do not imply
each other, see [137, 111] for further details. For linear SPDEs, the quantity
on the left-hand side of (3.8) is often called Lyapunov exponent, see [111].
For a related, yet different, definition of Lyapunov exponents in random
dynamical system theory, see [4, Section 3.2] and [3, 70, 37, 129].
Remark : Note that one can also investigate local exponential stability, mean-
ing that there exists a random neighbourhood N (ω) of zero such that for u0 ∈ N (ω),
the relation (3.8) is satisfied, compare Definition 11 in [82].
We now illustrate the concepts introduced in Definition 3.7 for general
SPDEs satisfying the assumptions formulated in Section 2.3. We first pro-
vide abstract conditions which ensure the stability of solutions of SPDEs
and present thereafter concise examples. Using the same notations as in
Section 2.3 we recall that (V,H,V∗) stands for a Gelfand triple and let
β > 0 such that ‖x‖H ≤ β‖x‖V . We further impose the following coercivity
condition, compare (2.15). There exist constants α > 0, µ > 0, λ ∈ R and
a nonnegative continuous function h such that
2 V∗〈A(t, v), v〉V + ‖g(t, v)‖2L2(U ,H) ≤ −α‖v‖
p
V + λ‖v‖2H + h(t)e−µt, v ∈ V,
(3.9)
where p > 1 and for arbitrary δ > 0 we have lim
t→∞
h(t)
eδt
= 0. Then the follow-
ing results ensure the mean square and almost sure exponential stability
for the solutions of SPDEs, compare [38, Theorems 2.2,2.3].
Theorem 3.8. Let assumptions 1), 2), 4) in Section 2.3 and (3.9) hold
true. Then, if u is a global solution of (2.14), there exists constants ε > 0,
C > 0 such that
E‖u(t)‖2H ≤ Ce−εt, t ≥ 0,
if either one of the following hypotheses are satisfied:
31
a) λ < 0 (for every p > 1);
b) λ · β2 − α < 0 (for p = 2).
Theorem 3.9. Under the assumptions of Theorem 3.8, there exist positive
constants M˜ , ε and a subset N0 ⊂ Ω with P(N0) = 0 such that for each
ω 6∈ N0, there exists a positive random number T˜ (ω) such that
‖u(t)‖2H ≤ M˜e−εt, t ≥ T˜ (ω).
The proofs of the previous theorems rely on the Itoˆ-formula ([150, The-
orem 4.2.5]), martingale arguments and the Gronwall Lemma. For a better
comprehension we now provide examples where the previous abstract sta-
bility criteria are applicable.
Example 3.10. Let a ∈ R, b : R → R be a Lipschitz continuous function
with b(0) = 0 and let W stand for a one-dimensional standard Brownian
motion. We consider a stochastic heat equation on H := L2(0, π) with
Dirichlet boundary conditions given by
du = [∆u+ au] dt+ b(u) dW (t), t > 0, x ∈ (0, π)
u(t, 0) = u(t, π) = 0, t > 0
u(0, x) = u0(x).
(3.10)
Here V := W 1,20 (0, π), A(t, u) := ∆u + au and g(t, u) := b(u). One can
verify that for u ∈ V:
2 V∗〈A(t, u), u〉V + ‖g(t, u)‖2L2(R,H) ≤ −2‖u‖2V + (2a+ l2)‖u‖H,
where l is the Lipschitz constant of b. Therefore (3.9) holds for p = 2 and in
order to apply Theorem 3.8 with α = 2 and λ = 2a+ l2, we have to choose
β > 0 such that (2a + l2)β
2 − 2 < 0, which can be achieved e.g. setting
β := pi√
2
. 
For a nonlinear operator A, we provide the following example.
Example 3.11. Let a > 0 and b : R → R be a Lipschitz continuous with
Lipschitz constant l > 0 and assume b(0) = 0. Furthermore, W stands
for a one-dimensional standard Brownian motion. We let 2 < p < ∞ and
consider the SPDE on H := L2(0, 1)
du(t, x) =
[
∂
∂x
(∣∣∣∂u(t,x)∂x ∣∣∣p−2 ∂u(t,x)∂x )− au(t, x)] dt+ b(u(t, x)) dW (t),
u(t, 0) = u(t, 1) = 0, t > 0
u(0, x) = u0(x), x ∈ [0, 1].
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Here, V := W 1,p0 (0, 1), g(t, u) = b(u) and the nonlinear monotone operator
A : V → V∗ is defined as
V∗〈Au, v〉V =
1∫
0
∣∣∣∂u(x)
∂x
∣∣∣p−2∂u
∂x
∂v
∂x
dx− a
1∫
0
u(x)v(x) dx, u, v ∈ V.
One can check the (3.9) holds true for h ≡ 0, p > 2 α = 2 and λ = −κ,
where κ > 0 is chosen such that l2 < 2a− κ, see [38, Example 3.2]. In this
case one obtains again due to Theorems 3.8 and 3.9 the mean square and
almost sure exponential stability of the solution. 
A very simple example, where almost all sample paths of the solution
do not tend exponentially to zero is constituted by the following SDE.
Example 3.12. Let a, b > 0 be two constants and W stand for a one-
dimensional standard Brownian motion. We consider the SDE{
du = −au(t) dt+ (1 + t)−b dW (t), t > 0
u(0) = 0.
(3.11)
Setting A(t, x) := −ax, g(t, x) := (1+t)−b and letting 〈·, ·〉 denote the usual
scalar product in R, we easily have that
2 〈A(t, x), x〉 + ‖g(t, x)‖2 = −2ax2 + (1 + t)−2b,
where the last term obviously does not exponentially tend to zero. There-
fore (3.9) is not satisfied. Here, using the law of iterated logarithm, one
can immediately verify that for the solution of (3.11)
u(t) = e−at
t∫
0
eas(1 + s)−b dW (s),
it holds that
lim sup
t→∞
1
t
log |u(t)| = 0, a.s.
Taking another diffusion coefficient, e.g. g(t, x) := e−bt, the solution of
the (3.11) will become almost sure exponentially stable. 
Using the random field approach described in Section 2.5 and consider-
ing (2.21) driven by space-time white-noise, i.e. f = δ0, one can show the
following assertion regarding the moments of the mild random field solution
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{u(t, x) : t > 0, x ∈ R}. According to [72, 115], for k ≥ 1 and C > 0, the
moments grow exponentially, which means that
E|u(t, x)|k ∼ exp(Ck3t),
consequently
λ˜(k) := lim sup
t→∞
1
t
E log |u(t, x)|k ∼ Ck3.
Therefore, one observes
λ˜(1) <
λ˜(2)
2
< . . .
λ˜(k)
k
< . . . .
This phenomenon is called full intermittency, which means that the ran-
dom field solution develops high peaks concentrated on small sets for large
time values. For further details on this topic, see [72, 115, 11, 10]. Results
regarding Lyapunov-exponents for parabolic SPDEs on bounded domains
are available within the RDS approach using Oseledets’ multiplicative
ergodic theorem for compact operators in [70, 142, 37, 129, 131]. Beyond
the Lyapunov spectrum, one is interested in further spectral properties for
S(P)DEs, such as dichotomy spectrum. To our best knowledge this was
dealt with only in the finite-dimensional setting [36].
If one is not interested in asymptotic stability as t→ +∞, one may also
study metastability, i.e., dynamics which looks stable on very long time
scales. For example, consider the Allen-Cahn SPDE [17]
du =
[
∂2xu+ u− u3
]
dt+
√
2ε dW Id, u(0, x) = u0(x), (3.12)
where u = u(t, x), x ∈ R/Z = S1, and we assume small noise 0 < ε ≪ 1.
With the tools from Section 2.1, one may show that (3.12) has a global-in-
time solution, e.g., a mild solution uεu0(t), where the subscript reminds us of
the dependence on the initial condition and the superscript of the parameter
dependence. Furthermore, (3.12) is a stochastic gradient system
du = −∇HV (u) dt+
√
2ε dW Id,
where V (ζ) :=
∫
S1
1
2
‖∇ζ(x)‖2H +
1
4
(ζ(x)2 − 1)2 dx,
where V is called a potential and where we use the space H = L2(S1).
Let Pt(h)(u0) := E[h(u
ε
u0(t))], for a test function h : H → R, denote the
transition semigroup associated to the solution process. In general, a
measure µ is called an invariant measure for Pt if
P ∗t µ = µ ∀t ≥ 0.
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One may prove [51] that quite a number of dissipative reaction-diffusion
equations have an invariant measure using a tightness argument. For (3.12),
one may write the invariant measure more explicitly as
µ(dζ) =
1
Z0
e−V (ζ)/ε dζ, Z0 :=
∫
H
e−V (ζ)/ε dζ, (3.13)
which is also known as theGibbs measure in this context; technically, the
notation in (3.13) is to be understood more precisely using the Gaussian
free field to get rid of the problem that there is no Lebesgue measure on
L2(H). Although the invariant measure provides good insight regarding
the bimodal stationary density of the gradient system (3.12), it does not
provide direct information regarding finite-time dynamics for some fixed
T > 0 such as transition times between neighborhoods of deterministically
stable steady states, e.g., between u ≡ ±1. It is expected that the solution
of (3.12) approaches one of these equilibria and stays in a neighbourhood of
these equilibria for a long time. Eventually, the system will transition from
one of these neighborhoods to the other one. Such a behavior has been
analyzed using large deviations in [18]. The main ideas can be summarized
as follows. We assume that uεu0(t) converges to a deterministic quantity
uu0(t) as ε→ 0, i.e., for any fixed δ > 0:
lim
ε→0
P
(
sup
t∈[0,T ]
‖uεu0(t)− uu0(t)‖H > δ
)
= 0.
Furthermore, u∗ stands for an asymptotically stable equilibrium of the de-
terministic equation (3.12), D0 := {u0 ∈ H : lim
t→∞ ‖uu0(t) − u
∗‖H = 0}
and
τ εu0 := inf{t > 0 : uεu0(t) /∈ D0}
is the first-exit time. As ε → 0, the time required for this rare event to
occur grows exponentially. Therefore, one investigates quantities like
lim
ε→0
ε logEτ εu0 , limε→0
ε log τ εu0 , limε→0
uεu0(τ
ε
u0),
which provide the expected exit-time, exit-time and exit location/shape.
For instance, one straightforward possibility to estimate the expected exit-
time is
E(τ εu0) ≤ T
∞∑
k=0
P(τ εu0 ≥ kT ). (3.14)
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Due to the Markov property, one can show that for k ∈ N:
sup
u0∈D0
P(τ εu0 ≥ kT ) ≤
(
sup
u0∈D0
P(τ εu0 ≥ T )
)k
.
Plugging this in (3.14) leads to
E(τ εu0) ≤ T
(
1− sup
u0∈D
P(τ εu0 ≥ T )
)−1
≤ T
(
inf
u0∈D0
P(τ εu0 < T )
)−1
.
This entails
lim sup
ε→0
ε log E(τ εu0) ≤ − lim infε→0 infu0∈D0 ε log P(u
ε
u0 < T ).
In order to bound the right-hand side of the previous inequality, it is helpful
to prove a large deviation principle (LDP) [74, 51, 67, 73, 49, 44, 18,
110]. The key object in this case is the good rate function
F[0,T ](γ) =
1
2
∫ T
0
∫
S1
|∂tγ(t, x)|2 dx dt,
where γ is a sufficiently regular path and we set F[0,T ](γ) = +∞ if the last
integral does not exist. One may prove F[0,T ] is lower semi-continuous and
has compact level sets. Furthermore, it helps us to estimate the probability
of the solution process (uεu0(t))t∈[0,T ] of (3.12) as it satisfies an LDP
lim inf
ε→0
2ε lnP
(
(uεu0(t))t∈[0,T ] ∈ So
) ≥ − inf
γ∈So
F[0,T ](γ),
lim inf
ε→0
2ε lnP
(
(uεu0(t))t∈[0,T ] ∈ Sc
) ≤ − inf
γ∈Sc
F[0,T ](γ),
where So and Sc denote the sets of all open and closed subsets of the space
of continuous paths respectively. The idea is that since we are able via
an LDP to control the probability that certain sample paths appear in the
small noise regime, we can, e.g., analyze first-exit times [44, 110] from a
given sufficiently nice subset D0 ⊂ L2(H). For example, the LDP implies
for a subset Γ of continuous paths that
P
(
(uεu0(t))t∈[0,T ] ∈ Γ
) ≈ e− infΓ F[0,T ]/(2ε)
to be understood asymptotically, and more precisely as logarithmic equiv-
alence, as ε → 0. It is evident that the previous formulas indicate that
metastability occurs as the probabilities to exit from a deterministically
stable steady state become exponentially small in the limit ε → 0. Us-
ing small noise limits and LDP estimates carries one quite far. The results
range from sharp analytical exit-time asymptotics for reaction-diffusion sys-
tems [18, 15] to very broadly applicable numerical algorithms to capture
metastability [120, 93].
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3.3 Invariant Manifolds
The aim of this section is to analyze sets that contain the trajectories
of an SPDE that converge to an equilibrium in forward / backward time
or remain bounded for large time. For deterministic dynamical systems,
these sets are called stable / unstable and center manifolds. Moreover,
for initial conditions belonging to those sets, the corresponding solution
must also evolve within the set. This property is called invariance. For
deterministic systems, this can often be verified quite readily. For stochastic
systems it is not a-priori clear, what a meaningful analogue of this concept
is. We describe this fact within the RDS approach. We firstly recall that
(Ω,F , (θt)t∈R,P) stands now for the metric dynamical system, constructed
in Example 3.2. The elements of this quadruple will be denoted by ω and
θtω represents the shift introduced in (3.1).
We illustrate the theory of invariant sets for stochastic evolution equations
of the form (3.7) and indicate later on how this can be extended to more
complicated SPDEs such as (2.26). We focus on center manifolds, due
to their numerous properties and applications, i.e. center manifold theory
allows a reduction to finite dimensional dynamics [61]. Therefore stochastic
center manifolds have been intensively investigated in the literature, see [4,
61, 166, 168, 48, 47, 124] and the references specified therein.
We impose the following restrictions on the coefficients of (3.6). The
drift f : H → H is assumed to be a locally Lipschitz nonlinear term with
f(0) = f ′(0) = 0. The spectrum of the linear operator A is supposed to
contain eigenvalues with zero and strictly negative real parts, i.e. σ(A) =
σc(A) ∪ σs(A), where σc(A) = {λ ∈ σ(A) : Re(λ) = 0} and σs(A) =
{λ ∈ σ(A) : Re(λ) < 0}. The subspaces generated by the eigenvectors
corresponding to these eigenvalues are denoted by Hc respectively Hs and
are referred to as center and stable subspace. These subspaces provide an
invariant splitting of H = Hc ⊕Hs. We denote the restrictions of A on Hc
and Hs by Ac := A|Hc and As := A|Hs . Since H is finite-dimensional we
obtain that Sc(t) := etAc is a group of linear operators on Hc. Moreover,
there exist projections P c and P s such that P c + P s = IdH and Ac =
A|R(P c) and As = A|R(P s), where R denotes the range of the corresponding
projection. Additionally, we impose the following dichotomy condition on
the semigroup. We assume that there exist two exponents γ˜ and β˜ with
−β˜ < 0 ≤ γ˜ < β˜ and constants Mc,Ms ≥ 1, such that
‖Sc(t)x‖H ≤Mceγ˜t‖x‖H, for t ≤ 0 and x ∈ H; (3.15)
‖Ss(t)x‖H ≤Mse−β˜t‖x‖H, for t ≥ 0 and x ∈ H. (3.16)
There are numerous operators that satisfy the spectral conditions imposed
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above. For instance let H := L2(0, π) and set
Au := ∆u+ u
with domain Dom(A) = H2(0, π) ∩ H10 (0, π). Its spectrum is given by
{1 − n2 : n ≥ 1} with corresponding eigenvectors {sin(nx) : n ≥ 1}. The
eigenvectors give us the center subspace Hc = span{sin x} and the stable
one Hs = span{sin(nx) : n ≥ 2}.
We now investigate center manifolds for the SPDE (3.6), under the
above assumptions. Let ϕ denote the RDS generated by (3.6).
Definition 3.13. (Random center manifold) We call a set Mc(ω) a ran-
dom center manifold if
• Mc(ω) contains all trajectories ϕ(t, ·, ·) which are bounded in forward
and backward time;
• Mc(ω) has a graph structure. This means that there exists a function
hc(ω, ·) : Hc →Hs with h(ω, 0) = 0 such that
Mc(ω) = {x+ hc(ω, x) : x ∈ Hc}; (3.17)
• the tangency condition Dhc(ω, 0) = 0 holds true;
• hc(·, x) : Ω→ Hs is measurable for every x ∈ Hc;
• hc(ω, ·) : Hc →Hs is Lipschitz / smooth;
• the following invariance property holds true: if x ∈ Mc(ω) then
ϕ(t, ω, x) ∈ Mc(θtω) for t ∈ R+.
If (3.17) is satisfied for x ∈ Hc∩B(0, r(ω)), thenMc is called a local center
manifold. Here B(0, r(ω)) denotes a random neighbourhood of the origin.
Remark : In the RDS approach the suitable concept for invariance of a random
set [4, 63] is that each orbit starting inside this random set, evolves and remains
there omega-wise modulo the changes that occur due to the noise. These changes
can be characterized by a suitable shift of the fiber of the noise. Another concept
is constituted by the almost sure invariance of a deterministic set under stochastic
influences, more precisely this means that each orbit starting inside this determin-
istic set remains there almost surely, see [168] and the references specified therein.
We continue our deliberations regarding the existence of invariant sets
for (3.7). Since there are no stochastic differentials / integrals one can
prove the existence of random center manifolds similar to the deterministic
case. There one uses the Lyapunov-Perron method, which seeks that the
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trajectories of (3.7) that remain close to the center subspace under the
dynamics. This can be equivalently formulated as a fixed-point problem in
a suitable function space. More precisely, one introduces the continuous-
time Lyapunov-Perron map / transform for (3.7) is given by
J(ω, u, u(0))[t] := Sc(t)e
t∫
0
z(θτω) dτ
P cu(0)
+
t∫
0
Sc(t− r)e
t∫
r
z(θτω) dτ
P cf(θrω, u(r)) dr
+
t∫
−∞
Ss(t− r)e
t∫
r
z(θτω) dτ
P sf(θrω, u(r)) dr. (3.18)
Further details regarding this operator can be found in [166], [64, Sec-
tion 6.2.2], [47, Chapter 4] and the references specified therein. The next
natural step is to show that (3.18) possesses a fixed-point in a certain func-
tion space. One possible choice turns out to be BC η˜,z(R−,H), see [64,
p. 156]. This space is defined as
BC η˜,z(R−,H) :=
u : R− → H, supt≤0 e−η˜t−
t∫
0
z(θτω) dτ‖u(t)‖H <∞

and is endowed with the norm
||u||BCη˜,z := sup
t≤0
e
−η˜t−
t∫
0
z(θτω) dτ‖u(t)‖H. (3.19)
Here η˜ is determined from (3.15) and (3.16), namely one has −β˜ < η˜ < 0.
Note that the previous expressions are well-defined since
lim
t→±∞
|z(θtω)|
|t| = 0,
according to [63, Lemma 2.1] and the references specified therein. Under
a suitable smallness assumption on the Lipschitz constant of f (gap condi-
tion) one can show that J possesses a fixed-point Γ(·, ω, u(0)) for u(0) ∈ Hc.
Since such growth conditions on f can be quite restrictive in applications,
one usually introduces a cut-off function to truncate the nonlinearity out-
side a random ball around the origin. This fixed-point characterizes the
random center manifold Mc(ω) for (3.7). More precisely, one can show
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that Mc(ω) can be represented locally by the graph of a function hc(ω, ·),
where hc(ω, u(0)) = P sΓ(0, ω, u(0)) for u(0) ∈ Hc ∩ B(0, r(ω)), i.e.
hc(ω, u(0)) =
0∫
−∞
Ss(−τ)e
0∫
τ
z(θrω) dr
P sf(θτω,Γ(τ, ω, u(0))) dτ. (3.20)
Here B(0, r(ω)) denotes a random neighbourhood of the origin, i.e. the
radius r(ω) depends on the intensity/magnitude of the noise.
Example 3.14. Let a > 0, σ > 0 and W stand for a one-dimensional
Brownian motion. For the SPDE
du = (∆u+ u− au3) dt+ σu ◦ dW (t)
u(0, t) = u(π, t) = 0, for t ≥ 0
u(x, 0) = u0(x), for x ∈ [0, π],
(3.21)
the transformation into a PDE with random coefficients leads to
∂u
∂t
= ∆u+ u+ σz(θtω)u− ae2σz(θtω)u3, (3.22)
as discussed in Example 3.6. Regarding the discussion above, one can infer
that (3.21) has a local center manifold
Mc(ω) = {B sinx+ hc(ω,B sinx)} =
{
B sinx+
∞∑
n=2
cn(ω,B) sin(nx)
}
.
In this case, it is also possible to derive suitable approximation results for
hc, namely one can show that the coefficients satisfy cn(ω,B) = O(B3) as
B → 0. Plugging this in (3.22) gives us the nonautonomous equation on
the center manifold
d
dt
(B sinx) = Bσz(θtω) sinx− 3
4
aB3 sinxe2σz(θtω) +O(B5),
consequently
B˙ = σz(θtω)B − 3
4
aB3e2σz(θtω) +O(B5).
Since −u is also a solution for (3.22) we have that cn(ω,B) = 0 for n even.
Therefore one has the following approximation of h as
hc(ω,B sinx) = c3(ω,B) sin 3x+O(B5).
Consequently, all the expressions arising in the Lyapunov-Perron method
can be explicitly computed in this situation. 
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The next step is to establish the existence of invariant sets for SPDEs
without reducing them into PDEs with random coefficients. Using the rough
path techniques presented in Section 2.6, one can immediately infer that the
solution operator of (2.26) generates a random dynamical system, see [107].
Since the stochastic convolution / integral (2.28) was constructed in a path-
wise way and not almost surely, there are no exceptional sets that can occur.
Therefore, one can solve the SPDE (2.26) for every random input ω which
is α-Ho¨lder continuous, for α ∈ (1/3, 1/2]. This case includes Brownian
motion and fractional Brownian motion with Hurst index H ∈ (1/3, 1/2),
as illustrated in Section 2.6. Consequently, the results obtained using the
transformation of an SPDE with linear multiplicative noise into a random
PDE discussed above, will be recovered in a more general setting.
Under the assumptions on the linear operator A and drift term f specified
above we can now investigate random sets for the SPDE with multiplica-
tive noise (2.26). Using the notations in Section 2.6 we additionally assume
that g(0) = 0. Regarding the deliberations above and (3.18), we infer that
the Lyapunov-Perron map/transform is given by
J(ω, u, u(0))[t] := Sc(s)P cu(0) +
t∫
0
Sc(t− r)P cf(u(r)) dr
+
t∫
0
Sc(t− r)P cg(u(r)) dω(r) +
t∫
−∞
Sc(t− r)P sf(u(r)) dr
+
t∫
−∞
Ss(t− r)P sg(u(r)) dω(r), (3.23)
where for notational consistency we used the identification BH(t, ω) = ω(t).
Unlike (3.18), the Lyapunov-Perron transform J contains stochastic inte-
grals and it is not clear in which function space one should formulate the
fixed-point problem. However, modifying the Lyapunov-Perron method one
obtains the following result, see [124].
Theorem 3.15. There exists a local center manifold Mc(ω) for (2.26)
such that
Mc(ω) = {u(0) + hc(ω, u(0)) : u(0) ∈ Hc ∩ B(0, r(ω))},
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where
hc(ω, u(0)) =
0∫
−∞
Ss(−r)P sf(Γ(r, ω, u(0))) dr
+
0∫
−∞
Ss(−r)P sg(Γ(r, ω, u(0))) dω(r)
and Γ is the fixed-point of J .
We are going to outline the ideas of the proof. Since the estimates of the
stochastic integrals appearing in the definition of J contain certain Ho¨lder
norms of the random input ω, which are uniform over the unit interval, it
is meaningful to:
1) discretize the Lyapunov-Perron map (3.23), i.e. consider its solution
at discrete time-points and obtain a sequence of solutions over [0, 1];
2) apply the Lyapunov-Perron method in a space of sequences, i.e. for-
mulate the fixed-point problem for the discrete version of J in a space
of sequences (instead of BCη,z as above).
The proof essentially combines rough path techniques with the Lyapunov-
Perron method for discrete-time dynamical systems. For further details on
this topic see [124].
Remark : To obtain stable / unstable manifolds, one imposes different spectral
assumptions on the linear part and modifies the definition of J accordingly, see [62,
63, 84, 132].
We conclude this section pointing out once more that the time-evolution
of a manifold in the RDS framework is described using an appropriate shift
with respect to the noise. However, there are further theories that provide
bounds on the probabilities that these manifolds evolve in time, see for
instance [25, 24, 28].
Similar to center manifold theory that often allows for a local reduction
to finite dimensional dynamics for SPDEs, there are several other ap-
proaches that provide approximations for the solutions of SPDEs by finite-
dimensional SDEs as in [25, 27]. To briefly illustrate such results, we con-
sider similar to Example 3.21, for small ε > 0 and arbitrary ν, σ > 0 the
SPDE
du = [(∆u+ u) + νε2 − u3] dt+ σε dW (t), (3.24)
with Dirichlet boundary conditions on [0, π]. The term νε2 is a small
linear perturbation. As seen in Example 3.21, Hc = span{sin x} and
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Hs = span{sin(nx) : n ≥ 2}. Assuming that the additive noise is act-
ing for instance only on sin(2x) and rescaling time as T := ε2t, one can
show that the rescaled solution of the SPDE (3.24)
u(t) := εv(ε2t),
can be approximated as
v(T ) ≈ B(T ) sinx+ σ
3
Z˜(T ) sin(2x) +O(ε1−).
Here O(ε1−) collects the higher-order terms, B is the solution of a certain
amplitude equation (or modulation equation) given by
∂TB =
(
ν − σ
2
4
)
B − 3
4
B3
and Z˜ is the Ornstein-Uhlenbeck process on the new time-scale given by
Z˜(T ) = ε−1
T∫
0
e−λ2ε
2(T−τ) dW˜ (τ),
where λ2 is the eigenvalue corresponding to sin(2x) and W˜ (T ) := εW (ε
−2T ),
is a rescaled Brownian motion. Naturally, if the additive noise acts on
the other modes of Hs, i.e. W (t) =
N∑
k=2
σkwk(t)ek for a fixed N > 2 or
W (t) =
∞∑
k=2
σkwk(t)ek together with a decay condition on the coefficients
of this series, one can derive analogous amplitude equations and approxi-
mation results. For the proof of such statements and further applications,
see [24, 25, 27] and [166, Section 6.6].
3.4 Random Attractors
As already emphasized, RDS are generalizations of nonautonomous dynam-
ical systems. The next concept is a generalization of a deterministic attrac-
tor for nonautonomous systems, as considered in [5, 160, 158, 114, 113].
Intuitively, an attractor is a compact set of the phase space towards which
the dynamical system evolves after a certain amount of time. Before deal-
ing with attractors for SPDEs, we give a concise example which illustrates,
why is it meaningful for nonautonomous systems to take a pullback limit
with respect to time instead of a forward one.
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Example 3.16. Let a, b > 0 and consider as in [46] the simple nonau-
tonomous ODE {
u′ = −au+ bt
u(0) = u0.
Its solution u(t) = e−atu0+ bta − ba2 obviously blows up for t→∞. However,
if one considers the solution operator at time t with u(s) = u0 for t ≥ s,
i.e. ϕ(t, s, u0), and takes the pullback limit s → −∞ for a fixed t > 0, a
straightforward computation entails that
|ϕ(t, s, u0)−A(t)| → 0, as s→ −∞, (3.25)
where A(t) := bta − ba2 . 
For an SPDE, an attractor will be a random, time-dependent set. We
present the mathematical formalism of this concept and explain what pull-
back in this framework means. Again, we assume that the solution op-
erator of an SPDE generates a random dynamical system ϕ on H and
present concrete examples later on. We recall that throughout this sec-
tion (Ω,F , (θt)t∈R,P) denotes the metric dynamical system constructed in
Example 3.2.
Definition 3.17. A random bounded set {S(ω)}ω∈Ω of H is called tem-
pered with respect to (θt)t∈R if for all ω ∈ Ω it holds
lim
t→∞ e
−βt sup
x∈S(θ−tω)
‖x‖ = 0, for all β > 0.
In the sequel, D denotes the collection of tempered random sets in H.
Definition 3.18. (Random absorbing set) A set {S(ω)}ω∈Ω ∈ D is called
random absorbing set for ϕ if for every R = {R(ω)}ω∈Ω ∈ D and ω ∈ Ω,
there exists a random time tR(ω) > 0 such that
ϕ(t, θ−tω,R(θ−tω)) ⊆ S(ω), for all t ≥ tR(ω).
Definition 3.19. (Random pullback attractor) A random set {A(ω)}ω∈Ω ∈
D is called a D-random (pullback) attractor for ϕ if the following prop-
erties are satisfied:
a) A(ω) is compact for every ω ∈ Ω;
b) {A(ω)}ω∈Ω is positive invariant, i.e.
ϕ(t, ω,A(ω)) = A(θtω) for all t ≥ 0;
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c) {A(ω)}ω∈Ω pullback attracts every set in D, more precisely, for every
R = {R(ω)}ω∈Ω ∈ D,
lim
t→∞ distH(ϕ(t, θ−tω,R(θ−tω)),A(ω)) = 0, (3.26)
where distH is the Hausdorff semi-distance. This is given by
distH(Y,Z) = sup
y∈Y
inf
z∈Z
‖y − z‖, for any subsets Y ⊆ H and Z ⊆ H.
If the set A(ω) satisfies all the properties above and consists only of a
singleton, then this is called random fixed-point.
From this abstract definition, we see that the concept pullback means
in this setting, that one shifts into the past the fiber of the noise, com-
pare (3.25) and (3.26). For a better comprehension we present the following
example.
Example 3.20. Let µ > 0 and consider the one-dimensional SDE
du = −µu dt+ dW (t), (3.27)
Obviously, for t ≥ t0, its solution is given by
u(t) = u(t0)e
−µ(t−t0) + e−µt
t∫
t0
eµs dW (s).
Note that the forward limit t → ∞ does not exist. However, for a fixed
t ∈ R taking the pullback limit t0 → −∞ yields the stationary solution of
this SDE
lim
t0→−∞
u(t) =
t∫
−∞
e−µ(t−s) dW (s) =
0∫
−∞
eµs dθtW (s),
which is the one-dimensional Ornstein-Uhlenbeck process (t, ω) 7→ z(θtω)
z(θtω) =
0∫
−∞
eµs dθtω(s).
One can show that z is the random fixed-point of (3.27), i.e. in this case
the attractor A(ω) := {z(ω)} is a singleton. The same statement holds true
in the infinite-dimensional setting, recall (3.3) and (3.4). 
The existence of random attractors can be shown by the following cri-
terion, see Theorem 2.1 in [156] and [45, 42].
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Theorem 3.21. (Criterion for existence of a pullback attractor) Let ϕ be a
continuous random dynamical system on H over (Ω,F ,P, (θt)t∈R). Suppose
that {K(ω)}ω∈Ω is a compact random absorbing set for ϕ in D. Then ϕ
has a unique D-random attractor {A(ω)}ω∈Ω which is given by
A(ω) =
⋂
τ≥0
⋃
t≥τ
ϕ(t, θ−tω,K(θ−tω)).
This theorem indicates that one has to verify the following two aspects
in order to prove the existence of a random pullback attractor.
1) The existence of an absorbing set. This usually follows by suitable
a-priori estimates on the solutions. More precisely, the following con-
dition is convenient to show the existence of an absorbing set. If for
every x ∈ R(θ−tω), R ∈ D and ω ∈ Ω it holds
lim sup
t→∞
‖ϕ(t, θ−tω, x)‖H ≤ ρ(ω), (3.28)
where ρ(ω) > 0 is a tempered random variable, then the ball centered
in 0 with radius ρ(ω)+δ, i.e. S(ω) := B(0, ρ(ω)+δ), for some constant
δ > 0, is a random absorbing set.
2) The compactness of the absorbing set. This follows in general by de-
riving estimates of the solutions in function spaces that are compactly
embedded in H.
For further details and applications see [156, 45]. We now discuss how
these abstract results can be applied to concrete SPDEs, more precisely to
SPDEs which are equivalent to (3.5). In order to obtain the necessary com-
pactness, we additionally assume that the semigroup (S(t))t≥0 is analytic
and compact. Furthermore, we assume that there exist constants M˜ ≥ 1
and µ > 0 such that ‖S(t)‖H ≤ M˜e−µt for t > 0. Therefore, the stationary
Ornstein-Uhlenbeck process
Z(θtω) =
t∫
−∞
S(t− s) dω(s)
is well-defined. An example in this sense is given by the equation
du = [∆u− µu] dt+ f(u+ Z(θtω)) dt
on H := L2(D), where D ⊂ Rd is an open bounded domain. The most
simple situation is to assume the nonlinear term f : H → H is globally Lip-
schitz continuous with Lipschitz constant Lf > 0 and of bounded growth
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with constant 0 < lf < Lf . In this case, letting ϕ(t, ω, u0) denote the cor-
responding solution operator of (3.5), the Gronwall inequality immediately
entails the a-priori bound
‖ϕ(t, ω, u0)‖H ≤ M˜e(lfM˜−µ)t‖u0‖H +M
t∫
0
C(θsω)e
(lf M˜−µ)(t−s) ds,
where C(ω) := lf‖Z(ω)‖H + c and c > 0 is a constant. This terms occurs
due to the structure and growth boundedness of f . Replacing ω by θ−tω
in the previous inequality and further assuming that µ− lfM˜ > 0, leads to
‖ϕ(t, θ−tω, u0)‖H ≤ M˜e(lM˜−µ)t‖u0‖H +
0∫
−t
C(θτω)e
(µ−lfM˜)τ dτ
≤ M˜e(lM˜−µ)t‖u0‖H +
0∫
−∞
C(θτω)e
(µ−lfM˜)τ dτ.
This bound immediately entails the existence of an absorbing set if S(ω) :=
B(0, ρ(ω) + δ), where δ > 0 and the tempered random variable ρ is given
by
ρ(ω) :=
0∫
−∞
C(θτω)e
(µ−lfM˜)τ dτ.
Keeping this in mind, a natural candidate for a compact absorbing set for
ϕ would be for instance K(ω) := ϕ(t∗, θ−t∗ω,S(θ−t∗ω)), where t∗ > 0 is
fixed and the closure is taken with respect to the topology in H. This can
be achieved showing that
‖ϕ(t∗, θ−t∗ω,S(θ−t∗ω))‖Hγ <∞,
where γ ∈ (0, 1) and Hγ = Dom((−A)γ) are the domains of the fractional
powers of the operator, as discussed in Section 2.6. Due to the fact that
(S(t))t≥0 is a compact C0-semigroup, the embedding Hγ →֒ H is compact
which proves the compactness of the random set K(ω). Due to Theo-
rem 3.21 we infer that (3.5) has a random pullback attractor.
Similar arguments can be employed if the nonlinear term satisfies suitable
dissipativity conditions. More precisely, we consider the following equation
du = [∆u− µu] dt+ f(x, u+ Z(θtω)) dt, t > 0 and x ∈ D. (3.29)
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As commonly met in the theory of reaction-diffusion equations, see [158,
Section 5.1], we impose the following restrictions on the reaction terms.
For x ∈ D, s ∈ R and an integer q ≥ 2 we assume that there exist positive
constants α1, α2, α3 and c1, c2, c3 such that
f(x, s)s ≤ −α1|s|q + c1
|f(x, s)| ≤ α2|s|q−1 + c2∣∣∣∂f
∂s
(x, s)
∣∣∣ ≤ α3|s|q−2 + c3.
This means that f can be a polynomial of odd degree with a negative lead-
ing order coefficient. In this case one can derive a-priori estimates of the
solution of (3.29) in L2(D) to obtain the existence of an absorbing set, and
in W 1,2(D) for the compactness argument.
Major technical difficulties occur when compact embeddings are no longer
available. This is for instance the case, when one considers (3.29) on un-
bounded domains, i.e. on Rd, see [16]. In this case, one replaces the con-
stants c1, c2, c3 in the previous assumption with L
2(Rd)-integrable functions
and modifies (3.29) as
du = [∆u− µu] dt+ [f(x, u+ Z(θtω)) + h(x)] dt, (3.30)
for t > 0 and x ∈ Rd, where h ∈ L2(Rd). Here, one needs again esti-
mates in L2(Rd) and W 1,2(Rd). The most technical argument is to show
by means of a cut-off technique that the tails of the solution of (3.30) will
become uniformly small for large enough time. Afterwards one can use the
compact embedding W 1,2(D) →֒ L2(D) for bounded domains D ⊂ Rd and
the uniform decay for sufficiently large time outside of D. The function
h is required in order to show that the attractor for (3.30) is set-valued.
Without h, the attractor reduces to a singleton.
Another situation where compact embeddings cannot be directly employed
occurs in the context of partly dissipative systems, i.e. coupled SPDEs
with SDEs. An example in this sense is given by the following system. We
assume for simplicity that x ∈ [0, 1] and consider
du1 = ∆u1 dt+ [f1(x, u1 + Z1(θtω, u2 + Z2(θtω))) + f2(x, u1 + Z1(θtω))] dt
du2 = −νu2 dt+ f3(x, u1 + Z1(θtω)) dt,
where ν > 0, Z1, Z2 are two Ornstein-Uhlenbeck processes and f1, f2, f3
satisfy suitable dissipativity assumptions. The technical difficulty consists
in the missing regularizing effect of the Laplacian in the second component.
To overcome this, one splits the second component u2 into a regular part
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(i.e. which belongs toW 1,2(0, 1)) and a remaining part which tends asymp-
totically to zero. This is sufficient to obtain the necessary compactness
results. Further details on this topic can be looked up in [125].
Before pointing out some concluding remarks we would like to emphasize
that the structure of random attractors can be totally different from the
deterministic case. For instance, consider as in [69], the porous-media equa-
tion
du = [∆|u|m−1u+ u] dt+ dWQ(t), (3.31)
with zero Dirichlet boundary conditions on a bounded domain D ⊆ Rd,
where d ≤ 4 and m > 1. The noiseWQ is a trace-class Brownian motion on
W−1,2(D) = (W 1,20 (D))
∗. It is known that the attractor of the deterministic
porous-media equation has infinite fractal dimension. However, the random
attractor of (3.31) reduces to a fixed-point, see [69, Section 3]. This is an
example of synchronization by noise as investigated in [69].
Remark : 1) Results on the existence of random attractors for SPDEs without
directly reducing the SPDE in a random PDE are available in [22]. Here one
deals with semilinear delay equations under certain smoothness assumptions
on the coefficients. These allow an integration by parts formula which is
employed in order to get rid of the stochastic integrals and do a pathwise
analysis of the equation. Apart from this, all results regarding random
pullback attractors for SPDEs with additive or linear multiplicative noise
employ transformations in a PDE with random coefficients as described
above [33, 16, 45, 69, 88, 87, 89, 46, 156, 165]. To our best knowledge,
for nonlinear multiplicative noise, and SPDEs such as (2.26), there are no
general existence results concerning random attractors. For multiplicative
fractional noise, in the more regular case, i.e. H ∈ (1/2, 1), results on this
topic are contained in [79].
2) For assertions regarding the dimension of random attractors, see [55, 128]
and more recently [39].
3) There are several further concepts of random attractors, for instance weak [155,
69], exponential [39] or mean-square random attractors [112].
3.5 Further Dynamical Aspects
In this section we just point out several dynamical phenomena for SPDEs
we have not discussed above due to practical space limitations within this
edited volume. We also provide some references for the reader to get started
in the background literature on these topics. We emphasize that some of
the following aspects have been investigated especially for additive and
multiplicative white-in-time noise while the influence of other type of time-
correlated noise is highly challenging and remains to be explored in far
more detail. Such dynamical phenomena include among others:
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• traveling waves and their stability [121, 143, 105];
• pattern formation [80, 92, 117];
• stochastic bifurcations [4, 26, 126];
• early-warning signs for bifurcations in SPDEs [92, 126, 119];
• sample paths estimates for fast-slow SPDEs [18, 91];
• averaging results for fast-slow SPDEs [167, 64];
• stochastic homogenization [43, 75, 21].
• finite-time blow-up [144, 133].
Naturally, there exist further probabilistic methods that provide dy-
namical insights, which are based on Kolmogorov/Fokker-Planck equations
associated to SPDEs [29, 14, 51]. For higher-order-in-time SPDEs, such as
wave equations / dispersive equations there are available results regarding
invariant manifolds [132] and random attractors [165, 39].
In summary, a lot of progress towards solution theory of SPDEs has been
made over the last several decades. The development of dynamical system
results for SPDEs is currently actively growing and promises to be an active
area of research for many decades to come. For example, our understand-
ing of the structure, formation, stability, and interaction of patterns for
SPDEs is still far away from the level of results available in the PDE set-
ting. A similar remark applies to bifurcation problems and the role played
by singular SPDEs in this context.
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