A Photon Monte Carlo method combined with a composition PDF method is employed to model radiative heat transfer in combustion applications. Turbulence-radiation interactions (TRIs) can be fully taken into account using the proposed method. Sandia's Flame D and artificial flames derived from it are simulated and good agreement with experimental data is found. The effects of different TRI components are investigated. It is shown that, to predict the radiation field accurately, emission TRI must be taken into account, while, as expected, absorption TRI is negligible in the considered nonsooting methane/air jet flames if the total radiation quantities are concerned, but non-negligible for evaluation of local quantities. The influence of radiation on the turbulent flow field is also discussed. r
Introduction
Radiation tends to dominate the heat transfer process in many high-temperature applications, such as turbulent flames. In such cases radiation and turbulence are coupled processes. Turbulent fluctuations of temperature and species concentrations tend to enhance emission and heat loss, which have influence on temperature and density fields. The density field may further affect the turbulent flow field. The treatment of turbulence-radiation interactions (TRIs) is a challenging task because of the nonlinear coupling between temperature, species concentrations and radiative intensities. In traditional combustion simulations radiation and turbulence are treated as decoupled processes, using mean temperature and species concentration fields. However, many experimental and numerical results have shown that such treatment may result in underestimation of heat loss by a factor of up to three [1, 2] . Therefore, TRIs must be taken into account in most combustion calculations.
TRIs include the nonlinear coupling between local blackbody intensity and local absorption coefficient and the nonlinear coupling of incident radiation and local absorption coefficient. The former coupling may be referred to as ''emission TRI'' and determined from local properties only, while the latter is referred to as ''absorption TRI'' and is governed by property fluctuations across the entire domain. Virtually all studies on TRIs to date have employed a major simplifying assumption, the so-called ''optically thin fluctuation assumption'' (OTFA) [3] , which assumes that, if the eddies are optically thin and statistically independent, the local fluctuations in the absorption coefficient are uncorrelated from the fluctuations of radiation intensity passing through that eddy. By applying the OTFA, absorption TRI can be neglected and only two terms, the emission term (correlation of blackbody intensity and absorption coefficient) and the mean absorption coefficient, need to be closed.
Several approaches to close the above terms have been developed over the years. In his investigation of buoyant propane flames, Snegirev [4] ignored the fluctuations of species concentrations and expanded the gray absorption coefficient and emission term into Taylor series around mean temperatures, followed by truncation of high-order fluctuations. The truncation error was estimated by a model involving two model constants. Another more rigorous approach of emission TRI modeling was first proposed by Song and Viskanta in their investigation of a coupled reacting flow with radiation for a turbulent flame inside a two-dimensional natural gas furnace [5] . They evaluated the mean absorption coefficient and the emission term by employing a presumed Gaussian-shaped probability density function (PDF) of mixture fraction. Coelho et al. [6] followed Song and Viskanta's approach in the investigation of TRIs in a nonluminous turbulent jet diffusion flame, except that the PDF of mixture fraction was obtained from the solution of a flamelet model. The most promising approach appears to be the joint-probability-density-function (joint-PDF) method, which was first developed by Pope [7] to treat chemical sources in turbulent reacting flows. In this method any term can be evaluated exactly as long as it is a function of local scalars only (such as temperature, species concentrations, etc.), by solving the joint PDF of scalars using a particle Monte Carlo method [7, 8] , in which the flow is represented by a sufficiently large number of discrete particles (point-masses) evolving with time. Mazumder and Modest [9] used the joint velocity-composition PDF method to treat the emission TRI exactly in a bluffbody burner flame, since the emission term and absorption coefficient are functions of local scalars only. Although the velocity-composition PDF method is very powerful, it is still in its early stage of development. Therefore, Li and Modest [10] employed the more mature joint composition PDF method to treat the emission TRI exactly in turbulent jet flames. They used a commercial finite-volume (FV) CFD code to supply the mean flow field required by the particle Monte Carlo solution of the PDF transport equation.
To take absorption TRI fully into account, detailed knowledge of instantaneous fields of temperature and species concentrations is required. To date the only attempt to take the effects of absorption TRI into account was made by Tesse´et al. [11] in their modeling of radiative transfer in a turbulent, sooty ethylene/air jet flame. First, they used a particle Monte Carlo method to obtain the three-dimensional PDF of the reaction progress variable, mixture fraction and soot volume fraction, by tracking fluid packets through the mean flow field. After that they assumed that the thermophysical properties of individual coherent turbulent structures were uniform and randomly obtained from the three-dimensional PDF to construct a joint composition PDF of temperature and concentrations for each individual turbulent structure. Finally, a Monte Carlo ray tracing scheme was carried out, in which ray paths were divided by turbulent structures into continuous segments, in which the radiative properties were evaluated from the corresponding joint PDF, and absorption TRI was taken into account without invoking the OTFA. However, the composition PDF was obtained in a fairly complicated way, which tends to be CPU and memory inefficient, rather than by solving the composition PDF transport equation using the particle Monte Carlo method directly. In addition, smaller scales of turbulence were neglected since they assumed that the turbulent structures of the flame were homogeneous to simplify ray tracing.
In the present paper a new approach is proposed to take both emission and absorption TRI fully into account. Similar to Li and Modest [10] , we employ a hybrid FV/PDF method, in which the composition PDF transport equation is solved by the particle Monte Carlo method [7, 8] . The instantaneous particle field in the PDF method is assumed to be a snapshot of the real turbulent flow field and, therefore, the scalars carried by particles represent instantaneous turbulent fields of temperature and concentrations. As a result, both the emission and the absorption TRIs can be taken into account by using a photon Monte Carlo (PMC) method for the radiative transfer without making any further assumptions. The PMC method employed in the present work was developed recently by Wang and Modest [12, 13] for media represented by particle fields.
Composition PDF method
In composition PDF methods physical scalars, including temperature and species concentrations, are treated as independent random variables. The joint PDF is then a function of spatial location, time and composition space. Once the joint PDF is obtained at a certain position x and time instant t, the mean value for any function, Q, of these scalars can be evaluated exactly as
where f is the vector of physical scalars, c is the corresponding random variable vector, Q is a function of f only and f is the joint PDF, which represents the probability density of a compound event f ¼ c. In practice the mass density PDF, Fðc; x; tÞ ¼ rðc; x; tÞf ðc; x; tÞ, is more convenient and frequently used and its transport equation can be derived based on the conservation of scalars as [10] 
where i and a are summation indices in physical space and composition space, respectively, and hAjBi is the conditional mean of the event A, given that the event B occurs. Variables with tildes and double primes are Favre means of the variables and fluctuations about them. Terms appearing on the left-hand side of (2) can be accounted for exactly. The first two terms are the rate of change and the advection of the PDF in the Favreaveraged mean flow. The third term is the transport of PDF in composition space due to chemical reactions.
Terms on the right-hand side must be modeled. The first two terms represent the transport in physical space due to turbulent convection and transport in composition space due to molecular mixing, respectively, and are commonly modeled using the gradient-diffusion hypothesis and a pair-exchange mixing model [7, 14] as
where G T ¼ c m hris f k 2 = is the turbulent diffusivity, k and are the turbulent kinetic energy and its dissipation rate, c m and s f are a model constant in the k-turbulence model and turbulent Schmidt or Prandtl number, respectively; o ¼ =k is a turbulent ''frequency'' and C f is a constant in the mixing model.
The third term on the right-hand side of Eq. (2) is the transport of the composition PDF due to radiative transfer. The radiative source is the difference between the energy gain due to absorption of incident radiation and energy loss due to local emission as
where k Z is the local spectral absorption coefficient, I bZ is the local spectral blackbody intensity and G Z is the incident radiative intensity integrated over the entire solid angle of 4p. Both k Z and I bZ are functions of local composition variables only and, therefore, can be evaluated exactly. In contrast, G Z depends on the properties at every point in the domain, and the one-point PDF employed here is not sufficient to close this term. However, as mentioned earlier, the PDF transport equation (2) is usually solved by particle Monte Carlo methods, in which the PDF is discretized into a sufficiently large number of delta functions (particles) carrying their own scalars. These particles are traced and scalars carried are mixed over time according to the Lagrangian form of Eq. (2) [7] . If we assume that the instantaneous particle field represents a snapshot of real flow, a PMC method can be employed to evaluate both the local emission (4pk Z I bZ ) and the absorption of incident radiation (k Z G Z ) without any further simplification. It is worth noting that emission is fundamentally closed using the one-point PDF and does not require modeling. However, emission is automatically treated in the PMC method.
PMC methods

Radiative transfer modeling
PMC methods directly simulate the physical processes, i.e., emission, absorption, scattering and reflection, by releasing representative photons bundles (rays) into random directions, which are traced until they are absorbed at certain points in the medium or escape from the domain. Traditional PMC methods developed for continuous media are not useful for radiation simulations in PDF methods, since the media are represented by discrete particle fields (point-masses). To alleviate this problem, PMC schemes for media represented by particle fields were recently developed by Wang and Modest [12, 13] . In their series of works they developed several emission and absorption schemes as well as techniques of statistical error reduction for PMC simulations in particle fields.
Since the medium is represented by particles, rays are released in random directions from particles to model particle emission. The total emitted energy of particle i is calculated from
where k r;i is the density-based Planck-mean absorption coefficient at particle temperature T i , s is the Stefan-Boltzmann constant and m i is the mass. If self-absorption is considered, a more sophisticated expression of the total emission can be obtained from Chapter 9.9 of Modest [15] . Obviously, particles have different total emission, varying over several orders of magnitude, due to the inhomogeneity in the flame. If particles emit the same number of rays, each ray would represent considerably different amounts of energy and the simulation would become inefficient with large statistical errors. In order to reduce such errors, Wang and Modest [13] developed an adaptive emission scheme to limit the ray energy to a small range, in which particles with high emission release more rays while particles with very low emission are combined to emit a single ray. Using this emission scheme statistical errors were reduced by factors of five to six in a frozen field study of a methane/air flame mentioned earlier.
One of the difficulties of ray tracing in particle fields is the evaluation of optical thickness, that the ray travels through, which requires interactions between the ray and particles. In Wang and Modest's work [12] influence regions are assigned to either the ray or the particle or both, in order to simulate the ray-particle interaction. If the ray is not assigned an influence region, its energy propagates one-dimensionally along a line, which is the standard ray model in traditional PMC methods. Otherwise, a small conical solid angle is assigned to the ray, and the ray energy propagates axisymmetrically along the cone, with its strength decaying in the radial direction normal to the cone axis, for which a normalized two-dimensional center-symmetric weight function is utilized. Influence regions can also be assigned to particles. Normalized three-dimensional spherical weight functions are often used to model particle influence regions, which is referred to as ''spherical particle model (SPM)''. A special case of this particle model assumes the particle density to be constant in its influence region, which is referred to as ''constant-density spheres (CDS)'' model. Another particle model is the so-called ''point particle model (PPM),'' in which no influence region is assigned to particles and particles remain as point-masses. The advantage of this model is that no other assumption is employed for particles and, therefore, it will not induce any inconsistency with the PDF method. The disadvantage of this model is that it is difficult to determine the interaction of a photon ray with a point-mass. Based on the above ray and particle models, Wang and Modest [12] proposed three ray-particle interaction schemes to model the absorption, namely the cone-PPM, cone-CDS and line-CDS models. The three absorption models were shown to be equivalent in terms of statistical errors. The cone-PPM model will be adopted in the present study, since it does not introduce any inconsistency with the PDF method. Based on this model, the optical thickness that a ray j travels through during its interaction with a particle i is evaluated as
where k r;i is the density-based absorption coefficient of particle i, m i is the mass of particle i, R c;ij is the local cross-sectional radius of ray j at the location of particle i and W ij is the weight of particle i in ray j and is computed from the normalized two-dimensional center-symmetric weight function, which models the decaying strength of ray energy in the radial direction. The total optical thickness that ray j travels through is accumulated as
where I j denotes all particles that ray j interacts with along its path. Wang and Modest [12, 13] proposed two Monte Carlo approaches to distribute the ray energy among the particles it interacts with. In the standard Monte Carlo method a random number is drawn to determine the optical thickness ray j can travel through before it is absorbed. As ray j travels through the medium, as soon as the total optical thickness evaluated from Eq. (7) exceeds its predetermined value, all the energy the ray carries is dumped into the last particle it interacts with. If this does not occur before ray j leaves the domain, its energy contributes to the heat loss from the domain. This method is inefficient for optically thin flames, such as the methane/air flames under investigation, so that most photon bundles would exit the domain without any contribution to the statistics inside the medium. This can be alleviated by the so-called ''energy-partitioning'' method [16] , in which the energy carried by a ray is not absorbed by a single particle, but rather is attenuated gradually along its path, by distributing its energy to all the particles it interacts with, until its depletion or until it leaves the domain. If a ray leaves the domain, its remaining energy contributes to the heat loss from the domain. Wang and Modest [13] compared these two methods in a frozen field study of a methane/air flame and demonstrated that the energy-partitioning method can decrease the statistical errors by a factor of two to three at a cost of slightly increased CPU time, using the same total number of rays. By employing the energy-partitioning method, the total energy absorbed by particle i is calculated as
where J i denotes all the rays that interacted with particle i and Q ðiÞ j is the energy carried by ray j just before interacting with particle i.
Required by the overall energy equation in the combustion model, the cell-mean radiative heat source term needs to be evaluated from the underlying particle field. According to an energy balance for an FV cell, the amounts of radiative energy entering and leaving the cell must be balanced by the energy emitted and absorbed by particles in the cell. Thus, the cell-mean radiative heat source term can be derived as
where V c is the cell volume and I c denotes the particles in the cell.
Spectral modeling
Wang and Modest [17] also developed a line-by-line (LBL) spectral model for Monte Carlo simulations. The LBL method is an exact method for spectral modeling, but the direct spectral integration usually is too time consuming when combined with traditional RTE solution methods and thus not practical for radiation calculations, since there are millions of spectral lines across the spectrum. Over the years, many spectral models have been developed to approximate the spectral variation of absorption coefficients at much smaller computational cost, among which the full-spectrum k-distribution (FSK) method [18] is the most advanced. In the FSK method the oscillating absorption coefficient is reordered into a monotonic k-distribution, which can be efficiently integrated using few quadrature points. While this method is exact for homogeneous media, it results in errors for inhomogeneous media, such as in flames, since it is based on the correlatedness of absorption coefficients and this correlatedness breaks down in the presence of large gradients of temperature and species concentrations. It has been shown by Wang and Modest [17] that the FSK method may result in more than 10% error in emission and absorption calculations in some extreme cases and about 3% in a methane/air flame. In the LBL MC scheme employed in the present study, rather than performing direct spectral integration, the wavenumber carried by the ray is determined randomly before it is traced. By random wavenumber determination, wavenumbers that contribute most to the emission are more frequently chosen. Therefore, this method does its own reordering similar to the FSK method, and the number of spectral locations required is greatly reduced.
In the LBL MC scheme the wavenumber determination is done by the inversion of a random-number relation R Z À Z. Instead of calculating the mixture random-number relation directly, it is assembled from species random-number relations. The species random numbers are calculated as
where R Z;s is a random number uniformly distributed in ½0; 1Þ, k pZ;s ¼ k Z;s =p s is the pressure-based spectral absorption coefficient and p s is the partial pressure of species s, k p;s is the pressure-based Planck-mean absorption coefficient and T is the gas temperature. The species random-number relations and species absorption coefficients can be tabulated beforehand, so that mixture values can be efficiently calculated to determine emission wavenumbers and absorption coefficients during ray tracing, from
where x s is the mole fraction of species s. In the present study, species random-number relation R Z;s and the pressure-based absorption coefficient k pZ;s are tabulated at a spectral resolution not less than 0:01 cm À1 for two species (water vapor and carbon dioxide), 23 temperatures (ranging from 300 to 2500 K) and a few mole fractions (2 for water vapor and 1 for carbon dioxide).
Flame simulations
Sandia's Flame D [19] and derived flames similar to the ones discussed in Li and Modest [20] have been investigated here using the proposed method. The experimental setup of the Flame D is summarized as follows: the fuel jet (diameter d j ¼ 7:2 mm) with high velocity (u j ¼ 49:6 m=s) is surrounded by an annular pilot flow (d p ¼ 18:4 mm, u p ¼ 11:4 m=s), and a slow outer coflow of air (u c ¼ 0:9 m=s); the fuel is a mixture of air and methane with a volume ratio of 3:1. The other two considered (artificial) flames were derived from Flame D by doubling and quadrupling the jet diameter to increase the flame optical thickness while keeping the Reynolds number constant (i.e., decreasing velocities). For future reference we denote the Flame D as kL:1, the doubled flame as kL:2 and the quadrupled flame as kL:3, following the naming system by Li and Modest [20] . In comparison to Li and Modest's work, we used a more advanced composition PDF code with mass-consistency and enthalpy-consistency algorithms built in [21] and a more realistic chemical reaction mechanism involving 16 species and 41 steps [22] versus their single-step mechanism. In Li and Modest's simulations the Damko¨hler number of kL:2 and kL:3 was kept identical to that of kL:1 by artificially decreasing the reaction rates. Here, we used the same multi-step chemical mechanism for all three flames (with corresponding increase in Damko¨hler number). For radiation, Li and Modest used the P-1 method to solve the RTE and the FSK method for spectral modeling, which are less accurate than the models employed here.
In the present study, a wedge-like three-dimensional grid system consisting of 2730 hexahedron cells is employed to simulate the two-dimensional axisymmetric flames by applying periodic boundary conditions on the sides, as shown in Fig. 1 . The azimuthal angle is 10 and its dimensions in x-and z-directions are 20d j and 100d j , respectively. The grid is designed to be very fine in the fuel jet at the inlet to resolve the large local gradients, and coarser in the air coflow and downstream to save computational time. statistical variations. It was found that around 30 particles per cell on average are sufficient to resolve turbulence fluctuations in the considered flames. Therefore, roughly 80; 000 particles are used to populate the entire computational domain. For the radiation simulation the cone-PPM absorption scheme is used in the PMC method. The cone opening angle needs to be chosen appropriately, since a too small opening angle may cause too few particles to interact with the ray, resulting in a large statistical error, while a large opening angle may smooth out turbulence. A 1 opening angle is used here, as recommended by Wang and Modest [12] . The inlet and the side boundary are treated as cold and black since the air is at the ambient temperature, while the exit is assumed to be diffusely reflective, since the hot gas downstream outside of the domain may emit energy back into the domain. At any given time step only about 80; 000 photon bundles are traced. Therefore, to feed back the cell means of the radiative source to the enthalpy equation in the FV code, the time-averaged cell means are fed back to reduce CPU time, since the flames are statistically stationary. It was found that tracing more photon bundles per time step would considerably increase the CPU requirements while simulation results remain almost unchanged. In traditional FV methods the residual error diminishes to zero with sufficient number of iterations, and can be used as a criterion of convergence. However, the residual error in hybrid FV/Monte Carlo method unlikely diminishes to zero due to the statistical scatter. Therefore, it is impossible to use the residual error as a criterion of convergence. The emission-averaged temperature and the volume-averaged root-mean-square (rms) temperature fluctuation are used here to monitor the convergence, i.e.,
and
where m p and T p are the particle mass and temperature, respectively, r c and T c are cell-mean density and temperature, respectively, and V is the total volume of the domain. radiation has a cooling effect, making the flames shorter. The importance of radiation, implied by the difference between profiles with and without radiation, becomes more and more significant as the flame optical thickness increases from kL:1 to kL:3. In the simulation of the kL:1 flame, to match the experimental data better, the value of C 1 , a constant in the k-model, is chosen to be 1.48 rather than the standard value of 1.44. The same value is then employed in both kL:2 and kL:3 flames. Our result matches the experimental data much better than those of Li and Modest [20] , due to a more advanced composition PDF method, the more detailed chemical mechanism and more accurate radiation models. Since all three of Li and Modest's flames have identical Reynolds and Damko¨hler numbers, they are statistically identical if radiation is ignored. In our kL:2 and kL:3 simulations with realistic chemistry the Damko¨hler number increases by a factor of four and 16, respectively. The effects of TRIs have also been investigated. If the particle properties (temperature and absorption coefficient) are employed in both the emission and the absorption calculations, both emission TRI and absorption TRI can be taken into account, called ''full-TRI''. If the particle properties are used in the emission calculations and the cell-mean values are used in the absorption calculations, only emission TRI is taken into account, which is equivalent to the OTFA assumption and is called here ''partial-TRI''. If cell-mean values are used in both the emission and the absorption calculations, TRIs are neglected completely, and we call it ''no-TRI''. Table 1 collects the emission-averaged flame temperatures with different TRI treatments as well as without radiation. Once again, the effect of radiation on flame temperature becomes more significant as the flame optical thickness increases. The effect of absorption TRI, reflected by the difference between full-TRI and partial-TRI treatments, also becomes more and more non-negligible as the flame optical thickness increases. However, the effects of different TRI treatments on the averaged temperature are not prominent, since all three flames are optically thin. Table 2 shows the total emission and net radiative heat loss using different TRI treatments. The TRI effects, DTRI, are measured using the relative difference of net radiative loss between TRI treatments and the treatment without TRI. It is observed that the radiative heat loss increases by around 30% or more if emission TRI is taken into account, while absorption TRI (difference between full-TRI and partial-TRI treatments) is minor, which implies that all three flames are optically thin and the OTFA assumption is still valid, at least as far as total radiation (integrated over entire spectrum and domain) is concerned. The importance of different TRI components also can be demonstrated by comparing radiative heat sources (absorption minus emission) between different TRI treatments, as shown in Fig. 4 . The contour plot in the left of Fig. 4 shows the cell-mean radiative sources with full-TRI for the kL:3 flame. The heat source is strongly negative throughout the hot region of the flame, indicating a net radiative loss from the hot core, and positive outside the flame, indicating net absorption by the combustion products in this region. Further away the heat source is close to zero since there are no emitting-absorbing species there. The center frame shows the difference between full-and partial-TRI, i.e., the effects of absorption TRI. It is seen that absorption TRI is positive in the flame sheet region, indicating that increased emission due to emission TRI is countered by increased absorption due to absorption TRI. This phenomenon was also reported by Mehta and Modest [23] in their modeling of absorption TRI in optically thick eddies. They found that absorption TRI is very important in the active flame sheet region in optically thick spectral regions, although the total contribution to the overall radiative losses may be small. The contour plot on the right shows the effect of (emission plus absorption) TRI on the radiative heat source, indicating that TRI substantially increases heat loss from hot zones, while slightly increasing absorption outside the flame. As mentioned earlier, radiation and turbulence are coupled processes. We have already shown that the turbulent fluctuations of temperature and species concentrations enhance radiative heat transfer. On the other hand, radiation tends to suppress temperature fluctuations and, consequently, density fluctuations, resulting in a reduced turbulence level in the flow field. Fig. 5 compares the axial rms temperature fluctuations and turbulence kinetic energy (k) for different radiation treatments. As shown in Fig. 5(a) , the difference in temperature fluctuations between the full-TRI and no-radiation treatments is very small for the kL:1 flame, since it is an optically very thin flame. For an optically thicker flame, such as kL:3, radiation effects are a little bit more prominent with reduced temperature fluctuations and flame length. The fact that rms temperature fluctuations are much larger for the kL:3 flame is due to larger gradients of mean temperature in the kL:3 flame. If TRI are also taken into account, temperature fluctuations are further suppressed by a small amount as shown in Fig. 5(a) . As a result, the turbulence kinetic energy is reduced accordingly in the flow field as shown in Fig. 5(b) . Once again, the effect of absorption TRI on turbulence kinetic energy is negligible.
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Summary
The composition PDF method was employed to investigate radiative heat transfer in turbulent methane/air jet flames. A particle Monte Carlo method was utilized to solve the PDF transport equation. By assuming that the particle field represents instantaneous realizations of the flow field, a PMC method was employed to take both the emission and the absorption TRIs fully into account. Sandia's Flame D (kL:1) and artificial flames (kL:2 and kL:3) derived from it were investigated using the new method. The centerline mean temperature profile obtained from the simulation matches the experimental data for Flame D very well. It was shown that radiation effects become more and more significant as the flame optical thickness increases from kL:1 to kL:3. Turbulence tends to enhance radiative heat transfer and radiative heat loss would be severely underpredicted if TRIs are neglected. By separating different TRI components in the considered flames, it was found that emission TRI must always be taken into account, while absorption TRI is relatively minor and the OTFA assumption is still valid for calculation of overall quantities, such as the net radiative heat loss, but has significant effects on local quantities in the flame. It was also observed that radiation and TRI tend to smooth out turbulence in the flow field.
