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Abstract: In this note, we present a new monotone approximation of a given real-valued Carathe´odory
function on the product X × A of Borel spaces, where A is also compact. We demonstrate its ap-
plication by providing a self-contained and elementary proof of a result of A.Nowak in discrete-time
Markov decision processes.
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1 Introduction
Let X is a nonempty Borel space, and A be a nonempty compact Borel space. A Borel space is
regarded as a Borel subset of a Polish space. Throughout we fix the metric ρ in A. Each Borel space
is endowed with the Borel σ-algebra unless stated otherwise, and measurability is always understood
in the Borel sense.
An R-valued function f on X × A is called Carathe´odory if f(x, a) is measurable in x ∈ X for
each fixed a ∈ A, and continuous in a ∈ A for each x ∈ X. It follows that f is jointly measurable on
X ×A, see Lemma 4.15 of [1]. Let the collection of R-valued Carathe´odory functions on X ×A be
denoted by Car(X×A).
The approximation of such a Carathe´odory function plays a role in studying the space of strategic
measures in discrete-time Markov decision processes (DTMDP). In [8], a Carathe´odory function was
approximated using Luzin or Scorza-Draguni type theorem, which, roughly speaking, asserts that if
there is a reference probability measure λ, then for each  > 0, there is a closed subset G of X such
that λ(G) <  and the restriction of the function f on G×A is continuous. Then the Tieze-Dugundij
extension theorem extends (continuously) the resulting function to the whole space. This idea was
also employed in a more general setup, see [7]. A different approximation was introduced in [11], which
we describe as follows. For f ∈ Car(X×A), and each k = 1, 2, . . . , consider the kth approximation:
fk(x, a) =
t(k)∑
j=1
f(x, a
(k)
j )ϕ
(k)
j (a),
where {a(k)1 , a(k)2 , . . . , a(k)t(k)} is a fixed 1/k-net of A, ϕ
(k)
j (a) =
ψ
(k)
j (a)∑t(k)
i=1 ψ
(k)
i (a)
, with ψ
(k)
j (a) = max{0, 1 −
kρ(a, a
(k)
j )}. Then fk(x, a) → f(x, a) uniformly in a ∈ A for each x ∈ X, see p.462 of [11]. Here and
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below, for each  > 0, a finite -net of the compact Borel space A is a collection of finitely many points
in A such that for each point a ∈ A, there is some point b from this collection such that ρ(a, b) < .
The two approximations are in general not monotone. In this note, we refine the Yushkevich’s
approximation and provide a monotone nondecreasing approximating sequence, each of whose element
is a finite sum of products of a measurable function on X and a continuous function on A. We state this
result in Section 2. In Section 3, we demonstrate the application of this approximation by providing a
simple and elementary proof of a famous result of A.Nowak in discrete-time Markov decision processes,
where we explain why the original approximation of Yushkevich was not sufficient therein. We finish
this note with a conclusion in Section 4.
2 Monotone approximation of Carathe´odory functions
We now present the following monotone approximation scheme.
Theorem 2.1 Let f ∈ Car(X ×A) be fixed. Then there exists a monotone nondecreasing sequence
of functions {fk} ⊆ Car(X×A) in the form
fk(x, a) :=
t(k)∑
j=1
u
(k)
j (x)v
(k)
j (a)
such that for each x ∈ X, fk(x, a) ↑ f(x, a) uniformly in a ∈ A. Here, for each k = 1, 2, . . . , t(k) is
a finite integer, u
(k)
j is measurable on X, v
(k)
j is [0, 1]-valued and continuous on A. If f is bounded,
then one can take u
(k)
j bounded on X for each k = 1, 2, . . . .
Proof. For each k = 1, 2, . . . , we define the following. Let {a(k)1 , a(k)2 , . . . , a(k)t(k)} be a finite 18k −2 18k+1 =
3
4
1
8k
-net of the compact metric space A. Let
ψ
(k)
j (a) := max
{
0, 1−
(
1
1
8k
− 2 1
8k+1
)
ρ(a, a
(k)
j )
}
with ρ being the metric in A. Let
ϕ
(k)
j (a) :=
ψ
(k)
j (a)∑t(k)
i=1 ψ
(k)
i (a)
.
So ϕ
(k)
j (a) > 0 if and only if ρ(a, a
(k)
j ) <
1
8k
− 2 1
8k+1
. Also
∑t(k)
j=1 ϕ
(k)(a) = 1. It holds that for each
j = 1, 2, . . . , t(k), ϕ
(k)
j is [0, 1]-valued and continuous in a ∈ A.
Define
fk(x, a) :=
t(k)∑
j=1
inf
b∈B(a(k)j , 18k )
{f(x, b)}ϕ(k)j (a), x ∈ X, a ∈ A, (1)
where B(a, ) is the closed -ball centered at a ∈ A. Note that with A being a compact metric space,
inf
b∈B(a(k)j , 18k )
{f(x, b)} is measurable in x ∈ X by e.g., Theorem 2 of [6].
In this way, for each fixed a ∈ A, if ϕ(k+1)j (a) > 0 and ϕ(k)i (a) > 0, then by the triangle inequality,
ρ(a
(k)
i , a
(k+1)
j ) <
1
8k
− 1
8k+1
− 2
8k+2
and
B(a
(k+1)
j ,
1
8k+1
) ⊆ B(a(k)i ,
1
8k
).
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Therefore, for each fixed a ∈ A, if ϕ(k+1)j (a) > 0 and ϕ(k)i (a) > 0, then infb∈B(a(k+1)j , 18k+1 ){f(x, b)} ≥
inf
b∈B(a(k)i , 18k )
{f(x, b)}.
We verify that the sequence {fk} is monotone nondecreasing. Indeed,
fk+1(x, a) =
t(k+1)∑
j=1
inf
b∈B(a(k+1)j , 18k+1 )
{f(x, b)}ϕ(k+1)j (a)
≥
t(k+1)∑
j=1
max
i:ϕ
(k)
i (a)>0
{ inf
b∈B(a(k)i , 18k )
{f(x, b)}}ϕ(k+1)j (a)
= max
i:ϕ
(k)
i (a)>0
{ inf
b∈B(a(k)i , 18k )
{f(x, b)}} ≥
t(k)∑
i=1
inf
b∈B(a(k)i , 18k )
{f(x, b)}ϕ(k)i (a)
= fk(x, a),
where the second equality and the second inequality follow from the fact that
∑t(k)
j=1 ϕ
(k)
j (a) = 1 for
each k.
Finally, we verify the uniform convergence as follows. Note that
|fk(x, a)− f(x, a)| ≤
t(k)∑
j=1
∣∣∣∣∣∣ infb∈B(a(k)j , 18k ){f(x, b)} − f(x, a)
∣∣∣∣∣∣ϕ(k)j (a)
(Again, the fact that
∑t(k)
j=1 ϕ
(k)
j (a) = 1 for each k is in use.) For each j such that ϕ
(k)
j (a) > 0,
a ∈ B(a(k)j , 18k ). Recall that f(x, a) is uniformly continuous in a ∈ A for each fixed x ∈ X because
A is a compact metric space. Consequently, for each  > 0, for all sufficiently large k, it holds that
for each a ∈ A,
∣∣∣∣infb∈B(a(k)j , 18k ){f(x, b)} − f(x, a)
∣∣∣∣ <  for each j such that ϕ(k)j (a) > 0, and hence
supa∈A |fk(x, a)− f(x, a)| ≤  for all large enough k. The uniform convergence follows.
The proof is completed if one puts u
(k)
j (x) = infb∈B(a(k)j , 18k )
{f(x, b)} for each x ∈ X and v(k)j (a) =
ϕ
(k)
j (a) for each a ∈ A. (If f is bounded, then the additional properties on u(k)j and v(k)j are fulfilled
automatically.) 2
3 Alternative proof of Nowak’s theorem
We apply Theorem 2.1 in this section to present a more self-contained and elementary proof of a
known result due to A.Nowak in the theory of discrete-time Markov decision processes. A special case
was proved in [11], which did not require the monotone approximation of a Carathe´odory function of
the type in Theorem 2.1, which is needed in order to generalize the reasoning in [11].
We describe a DTMDP as follows, see more details in [5, 9]. Let S be the nonempty Borel state
space, A be the nonempty Borel action space, p be a stochastic kernel from S × A to B(S), and ν
be the initial distribution on B(S). Let us denote for each n = 1, 2, . . . ,∞, Hn := S × (A × S)n and
H0 := S.
A strategy σ = {σn}∞n=0 in the DTMDP is given by a sequence of stochastic kernels σn(da|hn)
on B(A) from hn ∈ Hn for n = 0, 1, 2, . . . . Let Σ be the space of strategies. Let the controlled
and controlling processes be denoted by {Xn}∞n=0 and {An}∞n=0. Here, for each n = 0, 1, . . . , Xn
(respectively, An) is the projection of H∞ to the 2n+ 1st (respectively, the 2n+ 2nd) coordinate.
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Under a strategy σ = {σn}, by the Ionescu-Tulcea theorem, one can construct a probability
measure Pσν on (H∞,B(H∞)) such that
Pσν (X0 ∈ dx) = ν(dx),
Pσν (An ∈ da|X0, A0, . . . , Xn) = σn(da|X0, A0, . . . , Xn), n = 0, 1, . . . ,
Pσν (Xn+1 ∈ dx|X0, A0, . . . , Xn, An) = p(dx|Xn, An), n = 0, 1, . . . .
As usual, equalities involving conditional expectations and probabilities are understood in the almost
sure sense. The probability measure Pσν is called a strategic measure for the DTMDP (under the
strategy σ). Let S := {Pσν : σ ∈ Σ} be the space of all strategic measures for the DTMDP (with the
fixed initial distribution ν throughout this note).
Let the space of probability measures on (H∞,B(H∞)) be denoted by P(H∞). The w-topology on
P(H∞) is the weakest topology with respect to which, for each n = 1, 2, . . . ,
∫
Hn
f(hn)µ(dhn×(A×S)∞)
is continuous in µ ∈ P(H∞) for each bounded continuous function f on Hn. This is the same as to say
that the w-topology is generated by the class of bounded continuous functions on H∞, see Lemma 4.1
of [10]. Similarly, the ws-topology is the weakest topology with respect to which, for each n = 1, 2, . . . ,∫
Hn
f(hn)µ(dhn × (A × S)∞) is continuous in µ ∈ P(H∞) for each bounded measurable function f
on Hn such that f(x0, a0, x1, a1, . . . , an−1, xn) is continuous in (a0, a1, . . . , an−1) ∈ An (keeping the
other arguments fixed). The w-topology on P(H∞) is strictly weaker than the ws-topology in general.
Nevertheless, A.Nowak noted that under some conditions, the two topologies are equivalent when they
are restricted to S ⊆ P(H∞), see Theorem 1 of [8], which we quote as follows.
Theorem 3.1 (A.Nowak) Suppose that the action space A is compact, and for each bounded mea-
surable function f on S, the integral
∫
S f(y)p(dy|x, a) is continuous in a ∈ A for each x ∈ S. Then,
restricted to the space of strategic measures S, the (relative) w-topology coincides with the (relative)
ws-topology.
Proof. Let {µα} ⊆ S be a net such that µα → µ ∈ S in the w-topology. It suffices to show that
µα → µ ∈ S in the ws-topology, see p.127 of [4]. Let n = 1, 2, . . . be fixed. Let us show that∫
Hn
f(hn)µα(dhn × (A× S)∞)→
∫
Hn
f(hn)µ(dhn × (A× S)∞) (2)
for each bounded measurable function f on Hn satisfying f(x0, a0, x1, a1, . . . , an−1, xn) is continuous
in (a0, a1, . . . , an−1) ∈ An (keeping the other arguments fixed).
Firstly, we verify that (2) holds for each f in the form of f(hn) = d(x0, x1, . . . , xn)g(a0, a1, . . . , an−1),
where d is a bounded measurable function on Sn+1, and g is a bounded continuous function on An,
as follows. Let some bounded continuous function g on An be arbitrarily fixed, and D be the set of
bounded measurable functions d on Sn+1 such that∫
Hn
d(x0, x1, . . . , xn)g(a0, a1, . . . , an−1)µα(dhn × (A× S)∞)
→
∫
Hn
d(x0, x1, . . . , xn)g(a0, a1, . . . , an−1)µ(dhn × (A× S)∞).
Then D is a vector space, and contains real constants. Now let {dm} be a monotone nondecreasing
and uniformly bounded sequence of nonnegative functions in D such that dm ↑ d∞ pointwise. Then
d∞ is bounded measurable. To show that d∞ is in D, we introduce the following notations. For each
k = 1, 2, . . . , we introduce an operator say Tk mapping a bounded measurable function say u on H
k
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such that it is continuous on Ak (keeping the other arguments fixed) to a bounded measurable function
on Hk−1 such that it is continuous on Ak−1 (keeping the other arguments fixed), defined by
Tk ◦ u(x0, a0, x1, a1, . . . , ak−2, xk−1) := sup
ak−1∈A
∫
S
u(x0, a0, x1, a1 . . . , ak−1, xk)p(dxk|xk−1, ak−1),
where the right hand side indeed defines a measurable bounded function on Hk−1 continuous on Ak−1
(keeping the other arguments fixed) by Theorem 2 of [6], Proposition 7.30 of [2] and the Berge theorem,
see e.g., Theorem 17.31 of [1], which are applicable under the conditions of this theorem. In particular,
Tk maps a bounded measurable function on S
k+1 to a bounded measurable function on Sk.
Now, ∣∣∣∣∫
Hn
dm(x0, x1, . . . , xn)g(a0, a1, . . . , an−1)µα(dhn × (A× S)∞)
−
∫
Hn
d∞(x0, x1, . . . , xn)g(a0, a1, . . . , an−1)µα(dhn × (A× S)∞)
∣∣∣∣
≤ sup
(a0,a1,...,an−1)∈An
|g|(a0, a1, . . . , an−1)
∫
Hn
|dm − d∞|(x0, x1, . . . , xn)µα(dhn × (A× S)∞)
≤ sup
(a0,a1,...,an−1)∈An
|g|(a0, a1, . . . , an−1)
∫
S
T ◦ T2 ◦ · · · ◦ Tn−1 ◦ Tn ◦ |dm − d∞|(x)ν(dx).
Here and below, given a R-valued function g, the notation |g|(·) := |g(·)| is in use. Note that by the
dominated convergence theorem,
lim
m→∞
∫
S
T ◦ T2 ◦ · · · ◦ Tn−1 ◦ Tn ◦ |dm − d∞|(x0)ν(dx0)
=
∫
S
lim
m→∞ supa0∈A
∫
S
T2 ◦ · · · ◦ Tn−1 ◦ Tn ◦ |dm − d∞|(x0, x1)p(dx1|x0, a0)ν(dx0)
Since
∫
S T2 ◦ · · · ◦ Tn−1 ◦ Tn ◦ |dm − d∞|(x0, x1)p(dx1|x0, a0) is monotone nonincreasing in m and
continuous in a0 ∈ A under the conditions of the statement, the order of supa0∈A and limm→∞ can be
interchanged, so that
lim
m→∞
∫
S
T ◦ T2 ◦ · · · ◦ Tn−1 ◦ Tn ◦ |dm − d∞|(x0)ν(dx0)
=
∫
S
sup
a0∈A
lim
m→∞
∫
S
T2 ◦ · · · ◦ Tn−1 ◦ Tn ◦ |dm − d∞|(x0, x1)p(dx1|x0, a0)ν(dx0).
Thus, an iterative argument reveals
lim
m→∞
∫
S
T ◦ T2 ◦ · · · ◦ Tn−1 ◦ Tn ◦ |dm − d∞|(x0)ν(dx0) = 0.
That is, the convergence∫
Hn
dm(x0, x1, . . . , xn)g(a0, a1, . . . , an−1)µα(dhn × (A× S)∞)
→
∫
Hn
d∞(x0, x1, . . . , xn)g(a0, a1, . . . , an−1)µα(dhn × (A× S)∞)
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is uniform with respect to α. Consequently, by Lemma 6 in p.28 of [3],
lim
m
lim
α
∫
Hn
dm(x0, x1, . . . , xn)g(a0, a1, . . . , an−1)µα(dhn × (A× S)∞)
= lim
α
lim
m
∫
Hn
dm(x0, x1, . . . , xn)g(a0, a1, . . . , an−1)µα(dhn × (A× S)∞),
By the dominated convergence theorem, this implies∫
Hn
d∞(x0, x1, . . . , xn)g(a0, a1, . . . , an−1)µ(dhn × (A× S)∞)
= lim
α
∫
Hn
d∞(x0, x1, . . . , xn)g(a0, a1, . . . , an−1)µα(dhn × (A× S)∞),
i.e., d∞ ∈ D. Since µα → µ in the w-topology by assumption, the class C(Sn+1) of all bounded continu-
ous functions on Sn+1, which is closed under multiplication, is in D. Thus, by the functional monotone
class theorem, D contains all bounded functions measurable with respect to the σ-algebra generated
by C(Sn+1), which is B(Sn+1). Since the continuous bounded function g on An was arbitrarily fixed,
this shows that (2) holds for each f in the form of f(hn) = d(x0, x1, . . . , xn)g(a0, a1, . . . , an−1), where d
is a bounded measurable function on Sn+1, and g is a bounded continuous function on An, as desired.
Secondly, we show (2) holds for each bounded measurable function f on Hn such that f(hn) is
continuous in (a0, a1, . . . , an−1) ∈ An (keeping the other arguments fixed), as follows. Let such a
function f be fixed. Note that f can be regarded as an element of Car(Sn+1×An). Take a monotone
nondecreasing approximating sequence {fm} of f that comes from Theorem 2.1. Then from what was
established in the first step, (2) holds for each fm. Now∣∣∣∣∫
Hn
fm(hn)µα(dhn × (A× S)∞)−
∫
Hn
f(hn)µα(dhn × (A× S)∞)
∣∣∣∣
≤
∫
Hn
|fm − f |(hn)µα(dhn × (A× S)∞) ≤
∫
S
T ◦ T2 ◦ · · · ◦ Tn−1 ◦ Tn ◦ |fm − f |(x)ν(dx).
As in Step 1,
lim
m→∞
∫
S
T ◦ T2 ◦ · · · ◦ Tn−1 ◦ Tn ◦ |fm − f |(x0)ν(dx0)
=
∫
S
lim
m→∞ supa0∈A
∫
S
T2 ◦ · · · ◦ Tn−1 ◦ Tn ◦ |fm − f |(x0, a0, x1)p(dx1|x0, a0)ν(dx0)
=
∫
S
sup
a0∈A
lim
m→∞
∫
S
T2 ◦ · · · ◦ Tn−1 ◦ Tn ◦ |fm − f |(x0, a0, x1)p(dx1|x0, a0)ν(dx0), (3)
where the last equality holds since
∫
S T2 ◦ · · · ◦Tn−1 ◦Tn ◦ |fm− f |(x0, a0, x1)p(dx1|x0, a0) is monotone
nonincreasing in m and continuous in a0 ∈ A under the conditions of the statement. The rest proceeds
as in Step 1. Eventually,
lim
m
lim
α
∫
Hn
fm(hn)µα(dhn × (A× S)∞) = lim
α
lim
m
∫
Hn
fm(hn)µα(dhn × (A× S)∞),
and hence ∫
Hn
f(hn)µ(dhn × (A× S)∞) = lim
α
∫
Hn
f(hn)µα(dhn × (A× S)∞).
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The statement is proved. 2
As a corollary of the above result, under the conditions therein, the (relative) ws-topology on S is
seperable and metrizable, and S, endowed with the corresponding Borel σ-algebra, is a Borel space.
We emphasize that in the above proof of Theorem 3.1 for the last equality in (3), it is needed that
the approximating sequence {fm} to f ∈ Car(Sn+1×An) is monotone, because in general one cannot
interchange the order of superemum and limit.
The idea of the above proof is basically from [11], where the author showed the following special
case. Let Γ be the space of stochastic kernels from X to A. Though the author dealt with sequences,
the reasoning in the proof of Theorem 1 in [11] actually also shows that the (relative) ws-topology on
{µ ∈ P(S × A) : µ(dx× da) = ν(dx)σ(da|x), σ ∈ Γ} is equivalent to the w-topology on it. Since the
model is zero-step, there was no need for the monotone approximation given in Theorem 2.1.
Finally, the proof of Theorem 3.1 here is elementary and simple. In comparison, the proof in [8] is
based on a different reasoning and less self-contained, e.g., it refers to Lemma 6.2 in [10], which was
in turn proved using the facts from non-stationary dynamic programming.
4 Conclusion
In this note, we provided a monotone approximating sequence of a given real-valued Carathe´odory
function on the product X × A of Borel spaces, where A is also compact. Each element in this
sequence is a finite sum of products of a measurable function on X and a continuous function on A.
We demonstrate its application by providing a self-contained and elementary proof of a famous result
of A.Nowak in discrete-time Markov decision processes.
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