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I. INTRODUCTION AND SUMMARY 
In an interesting application of physical notions to a mathematical 
problem, Bremmer [l] used the concepts of wave propagation, refraction, 
and reflection to solve the differential equation 
26” + k2(X)U = 0. (1.1) 
The method is suggested by the case in which K(x) is a step-function, 
which may be interpreted as the passage of a plane wave through a 
stratified medium, or again as the vibration of a piecewise uniform string. 
The solution for such a case is formed of a complex of waves, which undergo 
various numbers of reflections and refractions. A limiting process estends 
the solution to the case of continuously varying k(n). 
In a recent paper, Bellman and Kalaba [2] have surveyed the basic 
principles underlying Bremmer’s approach, and have also considered the 
question of its justification. In this paper I take up the latter aspect. 
A point to be made is that there are at least two ways in which the 
waves which make up the solution can be assembled. In the first of 
these, U(X) appears as the sum of two terms 
where U(X) is the total contribution of all forward moving waves which 
start behind the point x, and z!(x) represents the total of all backward 
waves starting beyond x. The second possibility is to represent .21(x) 
as a series 
.4X) = %3(x) + Ul(X) -t . . .) (1.3) 
in which the waves are classified according to the number of reflections 
which they have undergone. It is the form (1.3) which is the Bremmer 
series. 
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We shall confine attention to solutions in (0, co); the case of the 
interval (- 00, CG) appears very similar. We shall also assume that K(X) 
is continuously differentiable, though a weaker condition, such as absolute 
continuity, might well suffice. In addition we assume 
m 
K(x) > a > 0, 
i 
lk’(x)I dx < 00, 
II 
(1.4-5) 
where a is a constant. It will be shown that these conditions justify a 
representation (1.2). 
The representation in the form (1.3) turns out to be more special. 
Mathematically, the form (1.2) rests on the solution of a pair of integral 
equations, while the form (1.3) arises by solving those equations by the 
method of the Neumann series. As is well-known, this series generally 
converges only in a restricted range. Bellman and Kalaba [Z] showed 
that the convergence holds assuming (1.4) and in addition 
co 
i 
(K’(x)] dx < 2a. 
0 
U-9 
They conjectured that the weaker conditions (1.4-5) do not ensure 
convergence. Here we verify this conjecture. We shall prove that the 
series converges if 
(1.7) 
and that the number 7t cannot be replaced by any larger number. 
We shall also consider briefly the analogous problem for matrix 
differential equations, though the results are less complete. 
II. TRANSMITTED WAVES 
In the case when K(x) is a step-function, which we may visualize as 
the case of a plane wave passing through a stratified medium, it is clearly 
possible to follow the passage of a wave in one direction, ignoring tem- 
porarily the reflected waves which it sets up on its way, whenever it 
encounters a discontinuity in the medium. The analogue of this trans- 
mitted wave for the continuous case is basic for our investigation. 
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The details of the case when k(x) is a step-function, and of the transi- 
tion thence to the continuous case, may be consulted in [l], [2]. Let 
us only recall that in the continuous case the transmitted wave in the 
forward direction is a solution of the differential equation 
y’ = (ik - + k-l k’)y. (2.1) 
Here the term ik on the right gives the rate of change of the phase of the 
wave, while the term - *k-l k’ measures the departure from unity 
of the refraction coefficient (see [2], p. 687, (5.7)). As a standard solution 
of (2.1) we have 
y(x) = {k(x))-112 exp 
@ 
(2.2) 
which happens also to be the so-called WKB approximate solution. 
For transmitted waves in the backward direction we have the complex 
conjugates of these quantities, that is to say solutions of 
z’ = (- ik - 4 k-l k’)z, (2.3) 
with the standard solution 
z(X)={k(X)jl-exp(-ijiX(i)di). 
0 
It will be convenient to define also 
Y h, 4) = Y(b) {Y vl):-‘> 
(2.1) 
(2.5) 
which will be the value at t, of a forward transmitted wave-function 
with the value 1 at t,. Likewise we write 
z(t,, 4) = z(f*){w}-l. (2.6) 
As these transmitted waves pass through the medium, they set up 
reflected waves in the reverse sense, except of course in x-intervals 
in which k(x) is constant. The density of such secondary waves is a 
product of the transmitted wave and the local reflectivity of the medium. 
As may be seen by a consideration of the discontinuous case ( i2], lot. 
cit. sup.), this reflectivity is -. 4 k-l k’ when the incident wave is 
forward, and + 3 k-l k’ when it is backward. 
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III. THE‘ WAVE REPRESENTATION 
We now consider the representation of a solution as the sum of a 
total forward wave U(X) and a total backward wave U(X). We may 
suppose, without essential loss of generality, that the whole process 
depends on a primary wave y(x), in the forward sense. As already men- 
tioned, v(x) and w(x) satisfy a pair of integral equations, which are 
easily derived from the physical picture. We can first say that the forward 
wave v(x) is compounded of the primary forward wave y(x) together 
with the forward waves which arise by reflection of the backward waves 
M(S) for 0 < s < x. Hence 
Similarly, the backward wave w(x) arises by reflection of forward waves 
v(s) in x< s < 00, and so 
m 
w(x) = s 2(x, s) (- * R-l(s) k’(s)) v(s) as. 
These integral equations were found by Bellman and Kalaba ([2], 
p. 690), by way of the Bremmer series. Here we are following a different 
order of argument. Having found the integral equations from heuristic 
considerations, we shall first consider their justification, that is to say 
whether they have a unique solution which yields a solution of (1.1). 
We then consider whether their solution may be found by means of the 
Bremmer series. 
IV. JUSTIFICATION OF THE WAVE REPRESENTATION 
Our result, expressed formally, is 
THEOREM 1. Let K(x), x > 0, be positive and continuously differen- 
tiable, and let 
m 
Ik’/tz( dx < co. 
0 
(4.1) 
Then the integral equations (3.1-2) have a unique solution, in the class 
of functions which are continuous and uniformly bounded in x > 0; this 
solution is such that a(x) = V(X) + w(x) is a solution of (1.1). 
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\\:e observe first of all that the assumption (4.1) implies that K(x), 
k-l(x) are both uniformly bounded in x 3 0, so that j$x, s), z(x, s) are 
likewise uniformly bounded. The integral on the right of (3.2) will then 
be absolutely convergent if U(S) is uniformly bounded. 
Let us now verify the last assertion of the theorem, which is essentiall! 
what is proved in [?I 5 11. Suppose that (3.1-2) have at any rate one 
solution. Differentiating, and using (%.l), (L).3), we have 
Hence 
z” = (jk - 4 k-1 k’) 1, + 4 k-1 k’x,, (4.2) 
X9’ = (- ik - 4 k-1 k’) w - 4 k-1 }2’z\, (4.3) 
u’ = u’ + w’ = ik(7l - 7p), (4.4 
Differentiating again we get 
Id” = ik’(zl - w) + ik(ikv + ikul - k-l k’v + k-l k’w) 
z - k’Jzt - kzw = - ,$Q, 
as asserted 
1'. APPLICATION OF THE FREDHOLM -\LTERN.\TIVE 
Passing to the proof of the first part of Theorem 1, we note that the 
equations (3.1-2) constitute a system of integral equations of the second 
kind. For such equations, under suitable conditions, there holds the 
“alternative”, according to which the equation is uniquely soluble, 
provided that the homogeneous equation has no solution, other than the 
identically zero solution. In other words, (3.1-2) should be uniquely 
soluble for z’ and w provided that the only solution of the corresponding 
equations with y(x) in (3.1) replaced by 0 is ZJ - re E 0. 
-4 difficulty which arises at this point is that the integral equations 
(3.1-2) do not satisfy the classical Fredholm conditions, since the basic 
interval (0, CQ) is infinite. The singularity is more apparent than real, 
since the infinity of the interval is offset by the presence of the absolute11 
integrable factor k-l k’ in the kernel. 
The most expeditious procedure would seem to be to appeal to the 
Riesz theory of the completely continuous operator. \I’e consider (3.1-2) 
as a linear equation in the Banach space R of pairs of functions (V(X), w(x)}, 
both of which are to be continuous and uniformly bounded for x >, 0, 
the norm being 
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The integral operators in (3.1-2) are clearly bounded in this norm, under 
our assumption (4.1). The required property of complete continuity is 
to the effect that the map of every bounded sequence contains a convergent 
subsequence; that is to say, for any sequence {zl,,(x), w,Jx)} E R, 
n = 1,2,. . .) uniformly bounded in ‘n as well as x, the sequence of pairs 
of functions 
m 
4 1 z(x, s)kys)k’(s)v,(s) ds 
fc 
(5.2) 
contains a uniformly convergent subsequence. 
We consider only the first of the families (5.2), the case of the second 
being dealt with in a very similar way. Since y(x, s) = y(x, O)y(O, s), 
and y(x, 0) is bounded, it is sufficient to prove that the sequence 
E 
* 1 Y(0, W1(W(4%(4 & (12 = 1,2,. . .) (5.3) 
0 
contains a uniformly convergent subsequence. We may regard the 
integrals (5.3) as functions of the new variable 
z = r,k-ys)k’(s), ds, 
5 
(5.4) 
0 
when they become a family of uniformly bounded functions over the 
finite integral 
cl3 
0 ,< t < 
5 
lh-l(s)k’(s) 1 as, 
0 
(5.5) 
with, moreover, a uniformly bounded derivative. By a standard theorem 
on bounded families of equi-continuous functions, there is a uniformly 
convergent subsequence, ([a], p. 276). 
Hence the integral operator appearing on the right of (3.1-2) is 
completely continuous in R, and by the Riesz theory (3.1-2) are uniquely 
soluble, unless there is a pair {V(X), W(X)} E R, satisfying (3.1-2) with 
y(x) replaced by 0, and not both identically zero. To complete the proof 
of Theorem 1 we have to show that this is impossible. 
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VI. AN EIGENVALUE PROBLEM 
Extending the problem slightly, we have to consider the eigenvalnes 
of the simultaneous homogeneous equations 
3” 
v(x) = 1 
I 
$6, s) (4 k-l(s)k’(s))~~(s) as, 
0 
(6.1, 
02 
W(X) = A 
5 
2(x, s)(- 2j k-‘(s)k’(s))zqs) ds. (6.2) 
Strictly speaking, we have to show that 1 = 1 is not an eigenvalue. 
It will however be perhaps interesting to go further and prove 
THEOREM 2. Under the conditions of Theorem 1, the system (6.1-a) of 
integral equations has no real eigenvalues. 
Supposing that (V(X), W(X)} E R form a solutions of (6.1-2), we 
have by differentiation that [cf. (4.23)] 
2” = (ik - 4 k-l k’)zr + 4 l,k-l k’zo, 
zd = (- ik - * k-1 k’)zc + i Ik-1 k’zm. 
In addition, we have from (6.1-2) the boundary conditions 
(6.3) 
(6.4) 
v(0) = 0, zE( co) = 0. (6.5-6) 
We need the fact that if iz is real, the equations (6.34) admit the 
integral 
klzl” - K]zo~~ = const. (6.7) 
Ll!e may perhaps visualize this result in terms of conservation of energy, 
the terms kjv12, kjzel 1 2 measuring the energv-flow in the two senses cor- 
responding to the two waves. 
For the proof of (6.7) we differentiate the terms on the left. Denoting 
complex conjugates by bars (-), we have 
(klvj2)’ = (akv)’ = ii’kv + fik’zj + z~kz,’ 
= {c(- ik - + k’k-l) + $ J.zZk’k-‘)kzi + zrk’zj + 
+ ck{ (ik - + k-l k’)v + 8 AK-1 k’w) 
= & (bk’v + Aak’w} 
= 4 il@k’v + fik’w), 
(6.8) 
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assuming ;Z to be real. In just the same way, 
(KIWI”)’ = 4 (X77k’w + azzk’v} 
= + @k’w + zzk’v}. 
(6.9) 
On subtraction we derive (6.7). 
We now apply (6.7) with x = 0 and with x + 00. In view of (6.5-6) 
we have 
- k(0) /w(O) I2 = 1’ x~mW14x)12. (6.10) 
Here the left-hand side is non-positive, while the right-hand side is non- 
negative. Hence w(0) = 0, and since v(O) = 0 also, we must have 
v(x) = w(x) = 0 for all x > 0. 
This proves Theorem 2, and the proof of Theorem 1 is thereby 
completed also. 
VII. THE BREMMER SERIES 
Introducing the parameter 1 into the inhomogeneous equations (3.1-2) 
we get the system 
V(x) = Y(X) + 3 1 
s 
y(x, s)k-l(s)k’(s)w(s) as, (7.1) 
0 
m 
w(x) = - + 3, z(x, s)k-l(s)k’(s)v(s) ds. 
s x 
(7.2) 
Since we are dealing with bounded operators, these equations may be 
solved by the method of successive approximations, if (AI is sufficiently 
small. As a first approximation to v(x) we take y(x), which, inserted in 
(7.2), gives a first approximation to W(X). The latter, inserted in (7.1), 
gives the second approximation to v(x), and so on. The process is equiv- 
alent to the well-known Neumann series in the theory of integral equations 
of the second kind. 
Formally, let us write tie(x) = y(x), and define zci(x), u2(x), . . . , 
recursively by 
03 
z(x, s)k-l(s)k’(s)u2,(s) ds, (7.3) 
x 
u2&) = 4 
i 
y(x, s)k-l(s)k’(s)zc2,+l(s) ds. (7.4) 
0 
WAVE PROPAG.4TION t\ND THE BREMBIEK SEKIES 263 
Then a formal solution of (7.1-2) is 
Z)(X) = q)(x) + A%,(X) + .) 
w(x) = Aul(x) + 1%4,(x) + . . ) 
Putting A = 1 the wave representation assumes the form 
(i.5) 
(7.6) 
,U(X) = z(x) + ze@) = z’ u,(x), 
0 
which is the Bremmer series ( p], p. 689). 
Provided that these series converge absolutely and uniformly, we can 
say that (7.5-6) yield the solution of (7.1-2). Furthermore, the Bremmer 
series (7.7) will, subject to absolute and uniform convergence, give a 
solution of (1.1). Convergence criteria may be obtained by estimating 
the integrals on the right in terms of the absolute values of the integrand. 
However sharper results are apparently to be got from the principle 
that the series (7.5-6), the Neumann series, converge absolutely if 
III c IAll, where A, is th e smallest in absolute value of the eigenvalues 
of the homogeneous equations (6.1-2) ([4], p. 262). The convergence, 
being in R, will also be uniform. 
11Te assert 
THEOREM 3. Let k(x), n 2 0, be positive and continuously differen- 
tiable, and let 
m 
i 
Ik-‘(x)k’(n) 1 ax < 37. (7.W 
0 
Then the Bremmer series (7.7) is absolutely and uniformly convergent. 
We must show that (7.8) implies that the least eigenvalue A, of 
(6.1-2) satisfies IA,[ > 1. Since the operators are completely continuous, 
there will only be a finite number of eigenvalues in any part of the 
complex A-plane. It will therefore be sufficient to prove that (6.1-2) 
has no eigenvalues in \I( < 1. This will follow from 
THEOREM 4. Under the conditions of Theorem 1, the system (6.1-Z) 
has no eigenvalues for which 
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VIII. THE EIGENVALUE PROBLEM OF 0 VI RECONSIDERED 
As was shown in $ VI, an eigenvalue of the integral equations (6.1-2) 
is also an eigenvalue of the differential equations (6.34) together with 
the boundary conditions (6.5-6). We shall therefore aim to show that, 
under the conditions of Theorem 1, this latter eigenvalue problem likewise 
has no eigenvalues satisfying (7.9). 
To investigate this question, we introduce the polar coordinates 
u = y1 exp (if&), w = r2 exp (i&J, (8.1) 
so that the boundary conditions become 
y,(O) = 0, Y2( ca) = 0. 63.2) 
If we are dealing with a nontrivial solution, we shall also have 
y@) # 0, Yl(cQ) # 0. (8.3) 
The first of these is obvious, since otherwise we should have a solution of 
(6.34) such that v(O) = W(O) = 0, which would certainly vanish 
identically. The second inequality in (8.3) is less obvious, but follows 
from the asymptotic from of the solutions of (6.3-4). Since k-l k’ is 
absolutely integrable over (0, cy)), a result of Levinson ([5], p. 50) enables 
us to assert that the general solution of (6.3-4) has as x -+ CO the 
asymptotic form 
s=exp(-ifk(s)di)(cs+ o(l)), 
0 
where ~‘i and r2 are constants, which can only vanish simultaneously for 
a trivial solution. 
N?e therefore have that 7,1r2 passes from 0 to bo as x increases either 
over (0, m) or perhaps over a sub-interval of (0, CQ). Hence tan-l (YJYJ 
must vary by at least in as x goes from 0 to 00, and so we have 
1’ d tan-l (rl/rz) dx > an. ,dx 0 (8.4) 
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LZ’e now evaluate the integrand in (8.4). \i.e have 
From (6.8), (6.9) we have 
(fikz~)’ = Re {k%~}, (~kw) = Re {&#I~). 
Putting il into polar form, 
il = p exp &#4, 
we may write these as 
(ckv)’ = ,wp,k’ cos (4 + 0, - O,), 
(%kw)’ = ,urlr,k’ cos (b, f 8, - 0,). 
Using the identity 
for any suitable functions l(x), g(x), we get, after slight reduction 
d 
cl.r tan-l 2 
0 y2 
(8.5) 
(8.6) 
(8.7) 
(8.8) 
= g (Y22 cos ($ + 8, - e,) - y12 cos (4 + 8, -- e,)) (~~2 + ~~y-1. 
\Ve deduce that 
Inserting this in (8.4) it follows that 
Since /l = IA!, it follows that any eigenvalue I satisfies 
(X.9) 
(8.10) 
(8.11j 
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\Ve have thus nearly established that there are no eigenvalues satisfying 
(7.9). It remains to exclude the possibility of equality in (8.11). 
Suppose if possible that the eigenvalue 1 satisfies (8.11) with the 
equality sign, so that 
(8.12) 
By (8.9), and the fact that k’ is continuous, we have that equality must 
hold in (8.9). By reference to (8.8) it follows that for all x > 0, either 
cos (r#J + e2 - Le,) = 1, cos (cj + 8, - e,) = - 1, (8.13) 
or else 
c0s(++e2-el)=-i, COS (4 + e1 - e,) = 1, * (8.14) 
with the possible exception of x-values at which k’ = 0. Thus 4 and 
0s - 0, are both odd multiples of &n except possibly when k’ = 0. In 
other words, 1 is purely imaginary, and so also are fin, UZ except possibly 
when k’ = 0. 
We now appeal to the result that 
(ckw)’ = - 2igk2w + 4 bk’w + 3 iltik’v, (8.15) 
which may be verified directly in the same way as (6.8-9). Now 5kw is 
purely imaginary, except possibly when k’ = 0. However the last two 
terms on the right of (8.15) are purely imaginary, while the remaining 
term, - 2ibk2w, must be real if fiw is purely imaginary. If then there is 
an interval in which k’ # 0, then throughout such an interval we must 
have bk2w = 0, which is impossible, since v and w have only isolated zeros. 
If there is no interval in which k’ # 0, the impossibility of (8.12) is 
obvious, 
Thus equality in (8.11) is impossible for any eigenvalue, and so 
there are no eigenvalues satisfying (7.9). This completes the proof of 
Theorem 4, and therewith also that of Theorem 3. 
IX. AN ALTERNATIVE ARGUMENT 
A weakened form of Theorem 3, to the effect that the Bremmer series 
converges if 
a, 
5 
Jk-‘(x)k’(x)l dx < ret, (94 
0 
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k(x) being as before positive and continuously differentiable, may be 
proved more simply; we apply a change of variable to the integral 
equations (3.1-Z), and estimate the integrals according to the absolute 
values of the integrands. 
Using (2.5-G), we may re-write (3.1-Z) in the form 
~‘-11~ = 1 + ?,-‘(8 k-l k’)w ds, 
0 
(9.2) 
1z 
2-l zc = 
I 
z-1(- 3 k-l k’)zl ds, (9.3) 
. 
where the integrands are functions of s only, and the left-hand sides 
are functions of x. Defining 
P(x) = Y-ww, q(x) = z-yx)w(x), 
we mav put (9.2-3) in the form 
$(x) = 1 +- y-‘k-l k’zqds, 
0 
Lx 
q(x) = - 4 
i 
z-l k-l k’yfi ds. 
I 
(Y,4) 
(9.5) 
VVe wish to show that this system of integral equations may be solved bx 
successive approximations, that is to say by the Neumann series, If 
(9.1) holds. 
Corresponding to the functions u,(x) of $ VII, we define a sequence of 
functions p,(x), by pa(x) = 1, and thence recursively b\ 
pzn+l(d = - s z-l k-l k’ ypz, ds I 
,,,&) = 4 y-l k-’ k’zpz,, _ , ds. 
0 
(9.6) 
(9.7) 
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\Ve wish to show that 
0 
is absolutely convergent when I = 1. Now in view of the forms (2.2), 
(2.4) of v and z, this series is majorized by 
2 1” U”(X), (9.8) 
n 
where o&x) = 1, and the remaining a,(x) are defined by 
cc 
02,+1(x) = $ 
s 
Ik-1R’1u22n ds, 
x 
(9.9) 
(9.10) 
The absolute convergence of (9.8) is equivalent to that of 
i: P c&(X). (9.11) 
0 
By considering the differential equation satisfied by this series, its sum 
is found to be 
cos 4 il Ik- k 1 as + tan + L lk- k j ds sin 4 A Ik- K Ids , (9.12) ,jq I {ilf}.{ flf} 
0 0 0 
at any rate for small 1. This function is analytic for 
and its power series representation will be absolutely convergent in the 
same region. Using (9.1), we have that (9.11), and so (9.8) and (9.7), 
are absolutely convergent when A = 1, as was to be proved. 
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It seems clear, however, that the sharper criterion (7.8) cannot be 
obtained in this way. 
X. THE COMPANION RESULT 
\Ve now show that the constant jz in the convergence criterion for the 
Bremmer series is the best possible value. 
THEOREM 5. Let k(x) be positive and continuously differentiable and let 
1 Ik-l(x)k’(x) 1 dx < 00, 
i 
I 
5 
F(x)k’(x) dx >.z. 
0 
(10.1) 
(10.2) 
Then for sufficiently small positive values of the constant w, the Bremmer 
series, formed with cook(x) replacing k(x), is not absolutely and uniforml! 
convergent. 
Our procedure may be interpreted physically as examining the 
Bremmer series for a given stratified medium under the impact of plane 
waves of arbitrarily low frequencies, relying on the fact that in the limiting 
case of zero frequency the Bremmer series can be explicitly evaluated. 
\Ve turn once more to the methods of functional analysis. Introducing 
a parameter A before the integrals in (9.65), we may write these integral 
equations in the symbolic form 
p = 1 + w q = IBe. (10.3) 
We are also replacing k(x) throughout by wk(x), where OJ is a real 
parameter. Where necessary, we indicate the dependence on LIJ by a 
subscript, so that (10.3) may be written more fully as 
Pw= 1 +AA,q,, qw = LB, Pw. (10.4) 
The Neumann series solution of (10.34) is, dropping the subscripts, 
cc z 
p = 2 P(AB)n. 1, q = -y jl”“+l B(AB)“. 1, (10.5) 
0 0 
where the factor 1 means the function which is identically equal to 1. 
The Bremmer series is compounded of these two in the case il = 1, b> 
(10.6) 
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Let us suppose that, contrary to the Theorem, the Bremmer series 
converges absolutely and uniformly for a sequence wi,os,. . . of positive 
o-values tending to zero, so that the series (10.5) will also converge 
when 1 = 1, the convergence being in the norm of the Banach space R,, 
of functions f(x) continuous and uniformly bounded in x 3 0, with the 
norm (If)1 = 1.u.b. If(z)/. Thus the function 
2 P(AI3)” - 1 = (I- PAB)-1 * 1, (10.7) 
0 
where I denotes the identity operator, will be analytic inside and on 
the unit circle. We show that this leads to a contradiction. 
We do this by showing that the function (10.7) has a pole inside the 
unit circle when w = 0. In this case the integral equations (10.3) take 
the form 
PO(X) 
so that 
and also 
x m 
1 + an K-lk'q,ds, 
5 
q. = - 4 il 
5 
K-lk'p, as, 
0 * 
PO' = 4 M-1 k'q,, qo' = g ilk-l K'PO, 
POP) = 13 40(4 = 0. 
Hence we find [cf. (S.lZ)] that at any rate for small A, 
p,(x) = cosh{i ,ji-l~‘,s) - ,anh(,njI-lk.dr}sinhjjijh-l~~ds}. 
0 0 0 
(10.8) 
This clearly has poles where 
and these A-values will, by (10.2) lie within the unit circle. 
It remains to examine whether the function (10.7) can be analytic 
in the unit circle when o = w,, and w, 4 0, and yet have a pole there 
when o = 0. 
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Supposing this to be so, let C denote a contour which is a circle, 
centre the point 
whose radius is so small that C lies entirely inside the unit circle, and also 
so that no other pole of 
(I - PA,B& (10.9) 
lies inside or on C. The latter requirement can of course only be fulfilled 
if c is not a limit point of singularities of (10.9). However it is easily seen, 
and was virtually proved in 9 V, that A, and B, are completely continuous 
in R,, so that the singularities of (10.9) have no finite limit-point. Thev 
are, in fact, the points & c, f 3c, & 5c, . . . 
By the Cauchy integral theorem, we have that . 
I (I - l*A,B,)-l -1 d3, f 0, 
c 
in view of the simple pole of (lOA), while 
1 (I - 12A, B&l * 1 dl = 0, 
d 
(10.10) 
(10.11) 
for w = wr, oa,. . . since then the integrand is regular in the unit circle, 
and so inside and on C. It is clear that (10.10) and (10.11) are contradictor! 
if (I - A* A,,, B&l is continuous in w for small cu and i E C. Since this 
function exists for o = 0 and 1 E C, it will be continuous in u) for small 
w if A, B, is also continuous in o. It is in fact easily seen that A,, 
and B, are both continuous in w, for all real cu. The explicit form of 
these operators is, for any f(x) E R,, 
* Q 
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Here the kernel depends continuously on CL), and is absolutely integrable 
over (0, co), uniformly in o, by (10.1). Hence A o and B, depend contin- 
nously on o, for real Q, in the norm of operators on RI. This completes 
the proof of Theorem 5. 
XI. THE MATRIX EXTENSION 
It was indicated in [a], p. 702, and also in [3], that the wave propaga- 
tion approach can also be applied to differential equations in terms of 
matrices, leading in particular to analogues for such equations of the 
Bremmer series. We now sketch the corresponding extensions of 55 I-X 
of this paper. 
Departing slightly from the formalism suggested in [2] for the matrix 
case, we consider (1.1) with the revised interpretation that G(X) is to be 
a vector, or rather a column matrix, and K(x) a square matrix of the 
corresponding order. We shall assume that K(x) is positive-definite, 
continuously differentiable, and Hermitian; using the star (*) to indicate 
the complex conjugate of the transpose of a matrix, this will mean that 
k* = k for all x > 0. 
We shall also assume that k(x) has a positive lower bound, or in 
other words that k-l(x) is uniformly bounded in x > 0, and that all 
elements of k(x) are of bounded variation in the half-axis x 3 0. 
The greater part of the foregoing reasoning remains in force subject 
to change in interpretation. In most cases the order of the factors has 
been left in a form which applies also to the matrix case. W?e proceed to 
indicate the various modifications in detail. 
XII. THE MATRIX VERSION OF THEOREMS 1 AND 2 
We defined in 5 II the concepts of a forward transmitted wave and a 
backward transmitted wave by means of the differential equations (2.1), 
(2.3). This we shall still do, with the difference that y(x), z(x) are to be 
square matrices. We fix them by y(0) = z(0) = k-1’2(O), where 
k-l12(,) = {k1/2(x)}-1, and k’/“(x) is the positive-definite Hermitian square 
root of k(x). The definitions (2.5-6) of y(ta, tl), z(t,, tr) remain in force. 
These matrices may be interpreted as mapping the transmitted wave 
vector from its value at t, to its value at the point is. 
We need the result that y(x, s), z(x, S) are uniformly bounded. It is 
no longer possible to deduce this from the explicit formulae (2.2), (2.4) 
which are, in general, no longer true. However we can appeal to general 
theorems on the boundedness of the solutions of systems of differential 
equations ([5], Chapter 2). Actually, we need later a more incisive result 
on this point. 
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Lye can now set up the integral equations corresponding to (3.1-2). 
Here V(X), W(X) are to be column matrices. Also, on the right of (3.1) 
we replace y(x) by y(x)/,,, where f,, is an arbitrary constant column matrix. 
That these integral equations, if soluble, yield a solution of (l.l), 
is then proved as before. As to the proof of their solubility, one has 
first to verify the validity of the alternative. The relevant Banach space R 
consists now of pairs of column matrix functions z’(x), W(x), continuous 
and uniformly bounded in .2: > 0, with the norm 
The complete continuity of the integral operators rests on the boundedness 
of K-l and the absolute integrability of k’, which were postulated in S 11, 
and which may replace the condition (4.1). 
The proof that the integral equations (6.1-2) have no real eigenvalues 
proceeds as before, with the difference that z?, G must now be replaced 
by v*, I;‘*. In place of (6.7) we get the integral 
v*kv - w*kv = const., 
which has the same effect. 
XIII. A REPRESENTATION OF THE TR.~NSMITTED K'AVES 
It has been remarked that (2.2), (2.4) do not in general, in the matrix 
case, constitute solutions of (2.1), (2.3); special cases are indeed known 
in which they do, notably that in which k and k’ commute. There is 
however a partial analogue of these formulae, which is sufficient for later 
reasoning. 
We have the 
LEMMA. Let k(x) be positive-definite, continuously differentiable, 
and Hermitian. Then (2.1) has a solution of the form 
y(x) = k-+)yl(x), (13.1) 
where yi(x) is unitary. 
As before, we understand by k1j2(x) the positive-definite square root 
of k(x). We write j(x) = k”“(x), and form the differential equation 
satisfied by .yi = iy. We have 
(jy)’ = j’y + j(ik - 4 k-l k’)),, 
and so 
y,’ = (j’j-1 + ik - &j-l k’j-l)y,. 
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Hence 
(yl*yl)’ = yl*(j-l j’ - ik - $ j-l k’j-l)yl + yl*(j’j-’ + ik - 4J j-l k’j-‘)y, 
= yl*(j-lj'+ j'j-l-j-lk'j-l)yl 
= yl*j-l(j'j + jj' - k')j-1 y1 
= 0, 
since j’j + jj’ = (jj)’ = k’. 
Hence yr*yi is constant, and we get the result on taking yi(0) to be 
the unit matrix, in line with the determination of y(x) in 5 XII. 
This lemma provides incidentally a direct approach to the boundedness 
of y(x, s), and similarly of z(x, s). 
XIV. CONVERGENCE OF THE BREMMER SERIES IN THE MATRIX CASE 
The series itself is formed as in 3 VII, except that we take U,-,(X) = y(x)/,,, 
where f,, is as before an arbitrary constant column matrix. 
We gave, in $5 VII-VIII and $ IX, two investigations of the con- 
vergence of this series in the scalar case. The method of $ IX was simpler, 
but gave a less sharp result. We consider first the extension of this method. 
We introduce new variables as in (9.4), in this case by 
where zr, the complex conjugate of yi, is the unitary matrix which arises 
in the solution of (2.4) according to the Lemma. We derive the integral 
equations 
yl*j-l k’j-l z, q ds, q = - $ J zl*j-l k’j-1 yip ds. 
0 * 
As in 5 IX, we wish to solve these equations by the Neumann series (9.7) 
with il = 1, where pe(x) = fo, and 
pa,+&) = - + z,*j-‘V-l ylpznds, J x (14.1) 
p&) = & 
J 
yl*j-l k’j-l z1 p2n - 1 ds. (14.2) 
0 
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It is a question of applying absolute value arguments to these 
recurrence formulae. Let us use the symbols j 1 to mean the Euclidean 
length of a vector or column-matrix. It will then follow that, for anv 
column-matrix ho 
Ii-1 k’i-l h,j < v(t) jk,!, (14.33 
where l?(t) denotes the absolute value of the greatest (positive or negative) 
eigenvalue of i-l K’j-l, or for that matter of k-l k’ or k’k-l. Hence 
lfzn t+) / G + j ?+) lfnn(sj ; ds, 
and similarly for ps,(~). Here we have used the fact that \‘r and or are 
both unitary. 
We are thus led to almost the same majorizing sequence as (9.d), 
with the difference that we take se(x) = If,,\, and in (9.9-10) replace 
k-l k’ by the greatest in absolute value of the eigenvalues of that matrix. 
1l’e make the same change in the convergence criterion (9.1), getting 
i 
v(x) ax < 27. (14.4) 
5 
The other method of considering the convergence of the Bremmer 
series depended on the eigenvalue problem (6.3-6) ; in the matrix case 
z’(x) and w(x) are to be interpreted as column-matrices. The details are 
now more formidable. Let us cite without detailed derivation the extension 
of (8.8), which is 
d 
z tan-1 
k 
,: ;q&, 
: -- = 
w*kzel Re (h*k’u} - v*ku Re {iw*kw) 
w*kw 2 @*kuw*kzz~ (z,*kzl + w*kw) 
and from which we derive 
where the maximum is taken over all pairs of non-zero column-matrices 
f and g. Whether equality can hold in (14.5) is the question on which 
depends whether the criterion (14.4) can be sharpened to include 
equality. 
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