Saliency in audio and visual signals by Lin, Kai-Hsiang
c© 2014 Kai-Hsiang Lin
SALIENCY IN AUDIO AND VISUAL SIGNALS
BY
KAI-HSIANG LIN
DISSERTATION
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Electrical and Computer Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2014
Urbana, Illinois
Doctoral Committee:
Professor Thomas S. Huang, Chair
Professor Mark Allan Hasegawa-Johnson
Associate Professor Feng Liang
Professor Zhi-Pei Liang
ABSTRACT
This dissertation studies saliency and its applications in audio and visual
signals. For each portion of the signal, its saliency means the likelihood of
attracting bottom-up attention in the perception process. In computer vi-
sion, image saliency is described by local contrasts of features. Each local
patch is divided into center and surround regions based on their spatial dis-
tance to the center of the patch. Differences of features between the two
regions are used as the saliency estimation. The existing saliency framework
used different methods to measure the center and surround difference and
was able to detect image saliency reasonably well. Although these frame-
works are suitable for detecting image saliency, they may not be suitable
for detecting saliency in signals containing temporal information such as im-
age sequences. In this dissertation, we propose a new saliency framework
based on outlierness of the center region comparing to the surround region.
Specifically, the surround region is divided into several subregions and the
feature distances between the center and surround subregions are computed.
The kth nearest distance is used as the outlierness to estimate the saliency
of the center region. Based on this framework, we propose a novel image
saliency detection algorithm and compare its performance with existing al-
gorithms. This framework is also successfully applied to image sequences
to detect foreground in dynamic scenes. Besides foreground detection, we
also propose two new applications of saliency detection on images and audio.
First, we propose an algorithm of a license plate detection inspired by the
observation of license plate being salient. Characters are first located using a
segmentation of the intensity saliency map. Some saliency-based features are
extracted on the neighborhood of the characters to detect license plates ac-
curately. Second, we propose an algorithm maximizing the saliency of audio
spectrograms. This audio visualization enables efficient audio-visual brows-
ing for faster-than-real-time human acoustic event detection. Visual saliency
ii
has been used as a metric to evaluate different information visualizations
in the literature. In our work we not only formulate a new saliency-based
metric for information visualization but also use this metric to automatically
enhance the spectrogram.
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CHAPTER 1
INTRODUCTION
Humans have the remarkable ability of interpreting complex scenes instantly;
on the contrary, computer vision has so far been unable to achieve similar
results. Partly, this is due to limitations in processing power. Humans cope
with similar limitations by quickly scanning the scene and then only paying
attention to salient (conspicuous) parts. Here, saliency means the ability
of attracting bottom-up (i.e., stimulus-driven as opposed to pre-meditated)
attention in the visual perception process. The saliency detection algorithm
has been used in many applications such as video compression [1], image
segmentation [2], and advertising design [3].
Saliency algorithms can be reduced in almost all cases to local contrasts
in some sorts of features. In computer vision, the local contrasts can be
computed using center-surround differences. Overall saliency is then coded in
a spatially organized saliency map. There have been many saliency detection
algorithms proposed and each of them tried to model saliency from different
points of view. For example, cognitive models are inspired by psychological or
neurophysiological findings and information theoretic models assume salient
regions have more information then non-salient regions in an image [4].
Although many existing saliency models detect image saliency reasonably
well, these models may not be suitable to detect saliency in signals containing
temporal information. In this dissertation, we propose a saliency framework
which is suitable for detecting saliency not only in images but also signals
containing temporal information such as image sequences. In this dissertation
we model saliency as an outlier in a neighborhood of the signal and explore
new applications of saliency on audio and visual signals.
The rest of the dissertation is organized as follows. In Chapter 2, we pro-
pose a novel framework of saliency detection based on local outlierness using
the kth nearest neighbor distance. This framework could be used to detect
saliency in both spatial and temporal neighborhoods. Three algorithms are
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proposed to apply saliency to images (Chapter 3), image sequences (Chap-
ter 4), and audio (Chapter 5). In Chapter 3, we propose an algorithm to
detect license plates using new features of saliency. In Chapter 4, we extend
spatial saliency to temporal saliency to detect foreground in image sequences
with dynamic scenes. In Chapter 5, we propose a saliency-maximized audio
visualization for efficient audio-visual browsing.
2
CHAPTER 2
SALIENCY BASED ON OUTLIER
DETECTION
In this chapter, we propose a novel saliency algorithm based on outlier detec-
tion. We formulate the saliency of each image patch as the outlier tendency of
its center region by comparing it to the surround region. For an input image,
we extract features on image patches and compute the patches’ outlierness
based on the feature distance. In each image patch, the surround region is
divided into N subregions and feature distances between these subregions
and the center region are computed. Saliency maps of individual features
are generated using the kth nearest distance of each image patch. Saliency
maps of different features are combined using normalization and summation
to generate the final saliency map. The proposed algorithm is compared with
two popular saliency detection algorithms and achieves better performance.
2.1 Introduction
In neuroscience, saliency means the ability to attract bottom-up attention
in the visual perception process. In Figure 2.1 (a), a bright bar is the most
salient among the dark bars, for example. A common model of bottom-up
saliency is inspired by the center-surround difference mechanisms in the early
stages of biological vision. From the evidence of electrophysiology, typical
visual neurons in visual receptive fields are arranged into a central disk, the
center, and a concentric ring, the surround, each region responding oppositely
to stimuli [5]. The center-surround receptive field organization is illustrated
in Figure 2.1 (b) (different colors represent opposite responses).
In computer vision, there have been many saliency detection algorithms
proposed [6]. There are two popular algorithms which are highly related to
the proposed method. One algorithm was proposed by Itti et al. and the
other one was proposed by Bruce and Tsotsos.
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Itti et al. modeled the center-surround difference by a difference of Gaus-
sian (DoG) and proposed an algorithm to compute a saliency map propor-
tional to local feature contrasts [7]. A DoG consists of two 2D Gaussian
functions with different variances:
DoG[n1, n2] =
1
2pi
(
e−(n
2
1+n
2
2)/2σ
2
c
σ2c
− e
−(n21+n22)/2σ2s
σ2s
)
(2.1)
This DoG function is parameterized by two σ’s. The first Gaussian has the
smaller σc; the second has the larger σs. (Subtracting these Gaussians ap-
proximates a Mexican hat function.) Filtering an image with the central
Gaussian, the first term in Eq. 2.1, averages the features within approxi-
mately σc pixels of the output pixel. The surround Gaussian, the second
term, computes a similar average for σs. Thus center-surround difference
estimates how much the pixels near (n1, n2) stand out, relative to those in
the surrounding disc of radius σs.
(a) An example of image saliency. (b) Center-surround visual receptive field.
Figure 2.1: Image saliency.
Bruce and Tsotsos modeled the saliency as the self-information of an image
patch comparing to its surround region [8]. For an image patch Y , saliency
measure based on self-information is given by −log(p(Y )). p is a probability
function describing the distribution of some feature set over the surround
region of Y . p(Y ) describes the likelihood of observing Y based on the
feature distribution of its surround region. If p(Y ) is small, Y has both high
self-information and a high saliency score.
These two saliency detection algorithms have some limitation respectively.
In the first algorithm, using DoG to compute saliency implicitly utilizes the
weighted mean of the feature to describe the center and surround regions.
This description is more suitable for the center region which has a smaller
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area. For the surround region which usually has a much larger area, the
weighted mean of the feature might not be able to characterize the region ef-
fectively. In the second algorithm, measuring self-information requires a rea-
sonably good estimation of the feature distribution. Estimating the feature
distribution could be very challenging when the sample size in the surround
region is not large enough.
In this chapter, we propose to model the saliency as the outlierness of
the center region by comparing it to the surround region. The outlierness
is computed using the feature distance between a center region and its kth
nearest neighbor (KNN) in the surround region. In comparison to other
existing outlier detection methods [9], the KNN approach works relatively
well when the sample size is small.
2.2 Saliency based on outlier detection
There are three steps in our algorithm: (1) feature extraction; (2) outlier
analysis; and (3) feature combination. A visual representation of our algo-
rithm is shown in Figure 2.2.
Figure 2.2: The framework of the proposed saliency detection algorithm.
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2.2.1 Feature extraction
We choose Lab color space as the intensity and color features because of
its perceptual uniformity [10]. Perceptually uniform means that a change
of the same amount in a color component value should produce about the
same change in visual perception. For an input image, each pixel is described
by one lightness component (L), and two chromatic opponent components:
red/green (a) and blue/yellow (b).
After converting an input image to three feature channels, patch-based
features are computed on all three feature maps:
hg,c(x, y) =
∑
m
∑
n
Gc(m,n)Wg,c(x+m, y + n), g ∈ {L, a, b}
hg,si(x, y) =
∑
m
∑
n
Gs(m,n)Wg,c(xsi +m, ysi + n), i = 1, ..., N
(2.2)
where h(x,y) is the weighted average of the subpatch W (x, y) with the center
at location (x, y). Gc and Gs are Gaussian weighting functions with σc = 4
and σs = 21 respectivly. (xsi , xsi) is the center of the surround subregion si.
The distances between the center of the center region and the centers of the
surround subregions are 41. Figure 2.3 illustrates the geometric pattern of
the center region c and surround subregions si’s. Note also that Eq. (2.2)
could be computed efficiently by separable Gaussian convolution.
2.2.2 Outlier analysis
We propose to compute the saliency of each pixel based on the outlierness of
the image patch on this pixel. The outlierness is measured using the distance
of the kth nearest neighbor. We formulate the saliency S as:
dg(x, y, i) = |hg,c(x, y)− hg,si(x, y)|
Dg,x,y = {dg(x, y, i)|i = 1, ..., N}
dg,sort(x, y, j) = sort {Dg,x,y,i}
Sg(x, y) = dg,sort(x, y, k)
(2.3)
where dg(x, y, i) is the feature distance between the center region c and sur-
round subregions si’s at location (x, y). The g is the same feature index as
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Figure 2.3: Illustration of saliency detection based on KNN distance: (a)
input image; (b)Sa: saliency map of red/green component; (c) geometric
pattern of the center region and surround subregions; (d) feature samples of
the center and surround subregions in the feature space.
in Eq. (2.2). Dg,x,y is the set of distances. N = 8 is the number of surround
subregions. dg,sort(x, y, j) is the sorted distance in ascending order. Sg(x, y)
is the magnitude of the saliency. The distance of the second nearest neighbor
(k = 2) is used in the experiments. After outlierness analysis, we have three
saliency maps of different features.
2.2.3 Feature combination
We combine the saliency maps of different features into a single saliency
map, normalizing before every summation with a nonlinear operator N(·).
This operator restores a similar dynamic range to the saliency maps of dif-
ferent visual modalities, and also enhances strong local peak response. It
is implemented with a large 2D DoG filter. This is followed by positive
rectification [11].
The combined saliency map S(x, y) is the mean of the normalized maps
for the lightness and two chromatic opponent components:
S(x, y) = (
∑
g
N (Sg(x, y)))/3 (2.4)
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In most of the algorithms of image saliency, some kind of smoothing has
been included. In the experiments, we post-process S by the Gaussian
smoothing with σ = 25. Similar to [12], all the pixels connected to the
image borders are set to zero based on the Gestalt principle of figure-ground
segregation.
2.3 Experiments
We evaluate the proposed algorithm by measuring how well it can predict
human eye fixations [13]. We compare the proposed algorithm with two pop-
ular saliency algorithms. The saliency maps produced by different algorithms
are treated as detectors of fixation points. The intensity of the saliency map
is the prediction score of fixated pixel locations. In this setup, a receiver op-
erating characteristic (ROC) curve is generated for each algorithm and the
area under ROC curve (AUC) is calculated.
In the experiments we use the TORONTO dataset which is widely used
for saliency model comparison [8]. It contains 120 natural color images from
indoor and outdoor environments. Images were presented to 20 subjects in
random order for four seconds. There was a gray mask for 2 seconds between
each pair of images.
Table 2.1 shows the accuracy of saliency detection on the dataset in com-
parison with two popular saliency algorithms [7, 8]. It can be seen that the
proposed method outperforms the other two methods in this dataset. Ex-
amples of qualitative comparison between fixation density maps of human
subjects and saliency maps of our method is illustrated in Figure 2.4.
Table 2.1: Performance comparison of saliency detection on the
TORONTO dataset.
Saliency model Itti [14] AIM [8] This work
ROC area 0.7277 0.7565 0.7856
8
Figure 2.4: Visual comparison of human model and the proposed saliency
model over samples from the TORONTO dataset.
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CHAPTER 3
SALIENCY IN IMAGES: LICENSE PLATE
DETECTION
Inspired from the observation that license plates are very salient to human
visual perception, we propose a novel license plate detection algorithm based
on image saliency in this chapter. The proposed algorithm consists of two
parts. The first part segments out the characters on a license plate using
an intensity saliency map with a high recall rate. The second part applies a
sliding window on these characters to compute some saliency-related features
to detect license plates. We test the robustness of our algorithm by applying
it on a mixed dataset with high diversity collected from four datasets. The
mixed dataset has 1024 images composed of license plates of all states of the
United States. We achieve a detection rate of 90% with False Positive Per
Image (FPPI) = 12%. The detection box given by our algorithm has high
precision, which will be very helpful for many applications such as license
plate recognition.
3.1 Introduction
In the past the applications of license plate detection were mostly related to
intelligent transportation systems, for example, security control and traffic
monitoring. Recently this topic has gained more popularity in privacy pro-
tection as the number of images and videos on the Internet is exponentially
increasing. One of the most famous applications of privacy protection is to
blur license plates in the Google Street View.
There have been a lot of license plate detection algorithms proposed in the
past. In [15], the Hough transform was used to detect boundaries of license
plates. In [16], a series of gray-level morphological operations were applied
to the input image to detect vertical edges of license plates. After detecting
features of license plates, these two algorithms applied some predefined rules
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to extract the regions of license plates. Besides the rule-based algorithms,
there are some learning-based algorithms by treating license plate detection
as a binary classification problem. In [17], a Support Vector Machine (SVM)
classifier was applied to color texture to detect license plates. A license plate
detection algorithm modified from a face detection algorithm using AdaBoost
on Harr-like features was proposed in [18]. Recently, the covariance descriptor
was also employed with a neural network to detect license plates [19].
Although license plate detection is a well-studied problem, detecting license
plates with different styles, scales, poses, illumination, or partial occlusion
is still a challenging task. Because we observe that the license plates are
designed to be very salient to visual perception, we develop a license plate
detector based on image salinecy. Here, saliency means the ability of attract-
ing bottom-up (i.e., stimulus-driven as opposed to pre-meditated) attention
in the visual perception process. In our algorithm the intensity saliency map
is used to detect the characters of a license plate precisely with a high recall
rate, and the following license plate detection with saliency-related features
effectively eliminates the false positives. Our experimental results on a mixed
dataset with high diversity show that our algorithm is robust.
3.2 License plate detection algorithm
There are five steps in our algorithm: (1) compute the saliency map using
center-surround difference; (2) detect the characters of the license plates;
(3) apply a sliding window on each character and compute features of each
window; (4) estimate the likelihood of each window as a license plate and
make final decision; and (5) pick the window with the largest likelihood
value as the detection box for each cluster of overlapped bounding boxes.
The procedure of our algorithm is shown in Figure 3.1.
Figure 3.1: The framework of our license plate detector.
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3.2.1 Saliency map computation
Saliency is usually modeled as the center-surround difference of different
kinds of features such as intensity, orientation, and color [7]. Here we only
use intensity saliency and thus all the input images will be converted into
grayscale images. The saliency map of intensity can be derived by convolving
the image with a Difference of Gaussian (DoG). A DoG consists of two 2D
Gaussian functions with different variances:
DoG(x, y) =
1
2pi
(
1
σ21
e
−x2+y2
2σ21 − 1
σ22
e
−x2+y2
2σ22
)
(3.1)
where the Gaussian functions with σ1 corresponds to the central region, and
the other Gaussian function corresponds to the surround region (σ1 < σ2).
Gaussian pyramids of input images are built to efficiently compute the DoG
of different scales. The Gaussian kernel used in this algorithm is [1 5 10 10
5 1]/32. The value of σ1 should be comparable to the width of the line of
characters which is usually very thin. Larger σ1 can filter out some noise but
may blur the characters, which will cause problems when using connected
components to segment out the characters in license plates of a very small
scale. Because these two Gaussian functions are used to estimate the average
properties of the central and surrounding regions, the ratio of the variances
of these two Gaussian functions is usually large. We used the first layer and
fouth layer of the Gaussian pyramid as our center and surround layers in this
algorithm.
There are two kinds of saliency, on-off and off-on saliency, caused by the
brighter center within dark surround or the other way around. For each
image after the DoG operation, the on-off saliency map is the positive region
and the off-on saliency map is the negative region. All characters of a single
license plate should be either dark or bright. We process these two kinds of
saliency maps separately to detect dark characters with bright surround and
bright characters with dark surround in license plates.
3.2.2 Character detection
The characters in a license plate can provide the precise information of the
scale and location of the potential license plate. We use them as our basic
12
elements to detect license plates. On the saliency map we use connected
components to segment out the possible character regions and then measure
the geometric properties of the segments as features. (From our observation,
license plates usually have some salient geometric properties.) An object will
be detected as a character if its aspect ratio and scale are in a specific range.
The reason we choose the aspect ratio is that it is scale invariant.
Most of the time the characters are separated from other segments in the
saliency map, but sometimes the top and bottom of the characters might
be connected to other objects such as the frame of the license plate. To
overcome this problem, we horizontally cut the saliency map sequentially. A
connected component operation is applied after each cut, and we only keep
the segment having the aspect ratio within a specific range. For the datasets
we use, the range is between 1.6 and 4. This range is loose and we may get
many false alarms at this stage. The character detection step is designed to
have a high recall rate, and false positives will be eliminated in the following
stages. Figure 3.2 is an example of character detection in our algorithm.
(a) Input image (b) Character detection
Figure 3.2: Input image and character detection on its on-off saliency map.
Figure 3.2(a) is the input image and Figure 3.2(b) is the result of character
detection from the on-off saliency map. We can observe that there are many
false positives in Figure 3.2(b), especially around the grill in front of the car.
3.2.3 Feature computation
In order to eliminate the high false positives of character detection, we com-
pute some features of the windows around the characters and use them to
detect license plates with a low false positive rate.
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A license plate is a flat rectangular region which contains several characters
with similar saliency and of almost the same height. Based on this consis-
tency, we apply a sliding window on each character with the same height as
the corresponding character and compute a set of features for each window.
When computing features of each window, we only consider characters over-
lapped by the window and all these characters must have similar heights and
saliency. We initially set the window width equal to four times the height
and then modify the width so that the window exactly contains all possible
characters. This width/height ratio comes from the maximum of the aspect
ratios of license plates in our dataset.
Based on the general properties of license plate, we design several features
of license plates which can be divided into two categories. One is inspired
from saliency including saliency of characters, saliency of the windows, and
entropy. The other is designed based on our observation of license plates and
not related to saliency including character quantity, overlap, aspect ratio,
and location. The definition of each feature is explained as follows:
1. The saliency of characters is the average intensity of the involved char-
acters on the saliency map. Generally speaking, the saliency feature of
a window containing a license plate is usually relatively large.
2. The saliency of windows is the center-surround area ratio of a region of
potential license plates. A license plate must be salient in the context.
In other words, there should not be many windows similar to license
plates spreading in a region. This rule will eliminate noisy regions such
as trees. We first connect all windows of the same scale if they are
close to one other, and the saliency of a window is the area ratio of this
window and the region it is connected to.
3. Entropy is also a popular feature to detect image saliency [20]. The
entropy feature used this algorithm is the entropy of the (normalized)
histogram of oriented gradients (HOG). We first compute the HOG of
a window and compute the entropy of this distribution. Because we
quantize edges into eight directions, the entropy of each window will be
between zero and three bits. As there should be a certain amount of
information in the license plate, the entropy of a window containing a
license plate should not be too small. This feature is useful to eliminate
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windows on parallel lines such as the grill in front of the car in Figure
3.2(b).
4. The character quantity is the number of characters contained in a win-
dow. This number must be within some range.
5. If a window contains a license plate exactly, the bounding boxes of the
characters should overlap most regions of the window. The overlap
feature we use is similar to the criterion used in segmentation accuracy
evaluation. Let the region W be the sliding window and region C be the
bounding boxes of candidate characters at least partially overlapping
with the window. We define the overlap feature of each window as
P (C;W ) = |C∩W ||W | +
|C∩W |
|C| , where |·| is the operation of computing the
segment area.
6. The aspect ratio is the ratio of the width and height of a window. This
feature can be used to prevent the algorithm from choosing the license
plates with high overlap but is too narrow or too wide.
7. We use the coordinates of the center of the window divided by the width
and height of the image as our feature of location. License plates are
not equally likely to located at every location of the image. In general,
most license plates are located at the lower part of the image. This
feature helps to decrease false positives similar to license plates such as
street signs.
3.2.4 Likelihood estimation
In order to combine all the features described above, we compute the like-
lihood of each window through estimating the joint conditional probability
of these features given that a window contains a license plate. The window
with a large likelihood value will be detected as a license plate.
Assuming the features comply with the naive Bayes assumption, we have
P (f1, ..., f7|license plate) =
7∏
i=1
P (fi|license plate) (3.2)
where fi is the ith feature. In our experiments, the likelihood of “character
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quantity” is uniformly distributed in the interval [3, 9], and “saliency of the
window” is uniformly distributed in the interval [1, 10]. The likelihood of all
other features are estimated by the histogram of the ground truth data in
the dataset.
3.2.5 Local peak detection
For each character there are many bounding boxes around it. Thus there
should be a cluster of bounding boxes around the license plate. In order to
pick the best detection box, we do connected components analysis again and
within each blob only the bounding box with the highest likelihood will be
retained.
3.3 Experiments
3.3.1 Evaluation dataset
We test our algorithm on a mixed dataset with license plates of high di-
versity collected from the four datasets: (i) UCSD/Calit2 [18]; (ii) Caltech
cars;1 (iii) UIUC/IFP; and (iv) Flickr.2 There are 1024 images and 1028
license plates in the mixed dataset, including license plates of all states of
the United States. Some images have no license plates and some have mul-
tiple license plates. There are more than five license plates of any state, and
most states have more than two styles of license plates. The dataset could
be divided into two categories: (1) Constrained data: this category includes
the datasets of (i) and (ii). Almost all license plates in this category are of
similar scales, resolutions and locations. These license plates contain six to
seven clear characters and most of them are license plates of California. (2)
Unconstrained data: this category includes the datasets of (iii) and (iv). The
license plates in this category have different resolutions, scales, backgrounds,
illuminations and angles. The dataset (iv) is the most challenging because
the license plates in this data base have the largest diversity. Furthermore,
many of the license plates downloaded from dataset (iv) are special, because
1http://www.vision.caltech.edu/html-files/archive.html
2http://www.flickr.com/
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people tend to collect special license plates and upload them to their online
album. For example, unlike almost all license plates in the other dataset con-
taining at least six characters, some license plates downloaded from dataset
(iv) contain fewer than three characters. The numbers of images and license
plates of each dataset are listed in Table 3.1.
Table 3.1: The number of images and license plates in each dataset.
Dataset (i) (ii) (iii) (iv) Total
# of Images 126 291 332 275 1024
# of LPs 124 287 342 275 1028
3.3.2 Results
We apply our algorithm to the mixed dataset and use fivefold cross-validation
to evaluate the performance of our algorithm. Because the most important
information of a license plate is its text and in most applications character
recognition will be applied next, we define our ground truth as the bound-
ing boxes of the text in the license plates. The correctness of detection is
the same criterion used in PASCAL (Intersection/Union ≥ 0.5). Each pre-
dicted bounding box and ground truth bounding box can be matched at most
once. To measure the detection performance, we use detection rate vs. False
Positive Per Image (FPPI) because it is natural for human interpretation
[21]. The proposed algorithm achieves a detection rate of 90% with FPPI
= 12%. The general performance of the algorithm is shown by the red curve
in Figure 3.3. We also study the effect of the features related to saliency by
comparing the performance with and without non-saliency-related features.
As shown in Figure 3.3, the performance with saliency-related features is
significantly better than the performance without saliency-related features,
especially when the FPPI is less than 0.1. The relative miss rate reduction
at some specific FPPI values is listed in Table 3.2.
Table 3.2: Relative miss rate reduction at some specific FPPI values.
FPPI 0.05 0.1 0.2
Relative miss rate reduc. 26% 28% 12%
We illustrate five examples of the detection results in Figure 3.4. These
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Figure 3.3: Performance comparison of detection with/without
saliency-related features. The red curve represents the performance of the
proposed algorithm using all the features mentioned in Section 3.2.3. The
blue curve represents the performance without using saliency-related
features.
examples demonstrate the diversity of our test dataset. Figure 3.4 (a) shows
an enlarged license plate at the right-bottom corner. This is used to illustrate
that the proposed algorithm can obtain a high-precision bounding box. Being
able to detect a high-precision bounding box is important. For example,
we need to recognize the characters after detecting a license plate in many
applications. Optical character recognition (OCR) on natural scene images
is a non-trivial task, and a precisely detected bounding box can help this
process a lot. The main reason of this high precision that our algorithm
achieves comes from the good character segmentation results of the first
stage. An correct character segmentation can provide accurate information
of the location and scale of license plate.
The accuracy of the proposed method is compared with a state-of-the-art
method on the public Caltech cars dataset [22]. This method detects license
plates based on SIFT features. The comparison the two methods is shown in
Table 3.3. It can be seen that the proposed method significantly outperforms
the other method in this dataset.
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(a) (b)
(c) (d)
(e)
Figure 3.4: Sample detection results. The detection box is marked as red
rectangular. (a) An example demonstrate the precision of the detection
box. The detection box is enlarged and placed at right-bottom corner (DB
(i)). (b) License plate is blurred and partially occluded (DB (ii)). (c)
License plate under low illumination (DB (iii)). (d) Tilted license plate (DB
(iii)). (e) Image taken through the windshield (DB (iv)).
19
Table 3.3: Performance comparison of license plate detection on the
Caltech cars dataset.
PVW [22] This work
Precision 0.955 0.991
Recall 0.848 0.938
F score 0.898 0.963
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CHAPTER 4
SALIENCY IN IMAGE SEQUENCES:
FOREGROUND DETECTION
In this chapter, we propose a novel saliency-based algorithm to detect fore-
ground regions in highly dynamic scenes. We first convert input video frames
to multiple patch-based feature maps. Then, we apply temporal saliency
analysis to the pixels of each feature map. For each temporal set of co-
located pixels, the feature distance of a point from its kth nearest neighbor is
used to compute the temporal saliency. By computing and combining tempo-
ral saliency maps of different features, we obtain foreground likelihood maps.
A simple segmentation method based on adaptive thresholding is applied to
detect the foreground objects. We test our algorithm on images sequences
of dynamic scenes, including public datasets and a new challenging wildlife
dataset we constructed. The experimental results demonstrate the proposed
algorithm achieves state-of-the-art results.
4.1 Introduction
Detecting moving objects in an image sequence is an important step in in-
telligent video analysis. There have been many algorithms developed for
foreground object detection [23, 24]. However, detecting foreground objects
from cluttered and highly dynamic background is still a challenging task. In
a realistic outdoor image sequence, there are many potential factors to make
foreground detection difficult. These factors include changing illumination,
camouflage, moving background objects, and shadowing.
For videos with highly dynamic scenes, background subtraction based on
different saliency models were proposed. In [25], discriminant saliency was
computed on the dynamic texture model of spatio-temporal patches to gen-
erate the saliency map. Under this model, a location was assigned to the
background if its saliency score was below a certain threshold. In [26],
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temporal saliency of bag-of-words features as well as spatial saliency of color
histograms and Local Binary Patterns (LBP) were used in a graph-cut frame-
work to do foreground object segmentation.
In this chapter we propose a novel background subtraction algorithm us-
ing temporal saliency. The saliency of a pixel is an estimate of how much
it stands out relative to its neighbors. In most image saliency algorithms,
saliency is modeled by center-surround difference [6]. The center and sur-
round regions are defined based on spatial proximity. The center region is
a small neighborhood of the location of interest while the surround region
is a larger neighborhood surrounding the center region. This definition is
reasonable for detecting saliency in a single image, but may not be suitable
for image sequences containing a temporal component.
The presence of dynamic content in image sequences suggests that a more
robust representation is needed when computing saliency. Essentially, if
the center region has a feature distribution that is drastically different from
the feature distribution in the surround region, the center region is deemed
salient. Unfortunately, with highly dynamic scenes, the feature distribu-
tion of co-located pixels in fixed temporal windows becomes more difficult to
model and causes the parametric model used during saliency estimation to
degrade.
Inspired by the work of outlier detection using the distance of the kth
nearest neighbor [27], we address the aforementioned problem by making a
given pixel be the central region and its k nearest neighbors in a feature
space be the surround region. Then, for each temporal set of co-located
pixels in a sequence, we calculate the feature distance of a point from its kth
nearest neighbor to estimate the temporal saliency. Our definition is also a
generalization of the temporal saliency technique based on nearest neighbor
used in [26].
In this chapter, we present a foreground detection algorithm that computes
temporal saliency maps on multiple patch-based features, including two color
features, a texture feature, and two types of smooth regions. Saliency maps
of color and texture features are combined to increase the signal-to-noise
ratio. A simple segmentation algorithm based on adaptive thresholding is
applied to the saliency maps to generate candidate foreground maps. A
final foreground map is generated by combining the foreground maps of each
feature channel.
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4.2 Foreground detection algorithm
There are five steps in our algorithm: (1) feature extraction; (2) temporal
saliency analysis; (3) feature combination; (4) segmentation; and (5) feed-
back. A visual representation of our algorithm is shown in Figure 4.1.
Figure 4.1: The framework of the proposed foreground detection algorithm.
4.2.1 Feature extraction
Like many saliency detection algorithms, we compute temporal saliency on
multiple feature spaces. We convert each input frame to five feature spaces:
(1) RGB; (2) Lab; (3) LBP; (4) Dark; and (5) Bright. Using both RGB
and Lab color spaces achieves better performance than using only one sin-
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gle color space [4]. We also discard the lightness channel in the Lab color
space when doing temporal saliency. This is because the lightness channel
is particularly sensitive to shadows which often lead to false alarms during
foreground detection.
In order to further decrease the effect of shadow, we combine the saliency of
RGB and Lab color spaces with Local Binary Patterns (LBP) for its property
of grayscale invariance [28]. We construct LBP descriptors of each pixel by
comparing its grayscale intensity against its eight neighbors:
LBP (xc, yc) =
7∑
P=0
s(gp − gc)2p, s (x) =
{
1 x ≥ t
0 x < t
(4.1)
where gc and gp are the gray values of the center pixel and pth pixel in the
3 × 3 neighborhood. t is a nonzero threshold for the gray value comparison
which could be used to adjust the sensitivity of the LBP operator. LBP is
more sensitive to intensity gradients at smaller t. LBP descriptors with a
larger t are more robust to noise but are also less distinctive. t is between 0
and 3 in our experiments.
Unfortunately, all of the smooth regions of an image are coded exactly the
same by LBP. Therefore, smooth regions of the foreground often have lower
saliency values in the LBP channel. This problem happens frequently in the
dark and bright regions where texture is very weak. We avoid this problem
by including dark and bright features. Dark and bright feature maps are
generated by thresholding the input images:
D(x, y) =
{
0 I(x, y) ≥ tD
1 I(x, y) < tD
, B(x, y) =
{
1 I(x, y) ≥ tBr
0 I(x, y) < tBr
(4.2)
where I(x, y) is the intensity of the input image and tD and tBr are the
threshold of dark and bright pixels.
After converting input image to all the feature spaces, patch-based feature
are computed on all eight feature maps:
hg,t(x, y) = hist [Wg,t(x, y)] , g ∈ {R,G,B, a, b, LBP,D,Br} (4.3)
where h(x, y) and W (x, y) are the histogram and the patch with the center
at location (x, y) respectively. t is the temporal index of each image frame.
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4.2.2 Temporal temporal saliency analysis
We compute the temporal center-surround difference using the distance of
the kth neighbor. k is a tuning parameter that depends on the length and
dynamic of the video. The L1 distance between two histograms is used. We
formulate the temporal saliency S as:
dg(x, y, t, n) = ||hg,t(x, y)− hg,n(x, y)||1
Dg,x,y,t = {dg(x, y, t, n)|n = 1, ..., L}
dg,sort(x, y, t, j) = sort {Dg,x,y,t}
Sg(x, y, t) = dg,sort(x, y, t, k)
(4.4)
where dg(x, y, t, n) is the distance between histograms located at (x, y) of
frame t and frame n. g is the same feature index as in Eq. (4.3). Dg,x,y,t
is the set of distances. L is the number of co-located background image
patches. dg,sort(x, y, t, j) is the sorted distance in ascending order. Sg(x, y)
is the magnitude of the temporal saliency. After temporal saliency analysis,
we have six maps of temporal saliency.
Saliency based on the distance of the kth nearest neighbor provides a good
estimation of the likelihood of foreground activity in videos having highly
dynamic scenes.
4.2.3 Feature combination
We combine the saliency maps of the same color space by averaging:
SRGB(x, y, t) = (SR(x, y, t) + SG(x, y, t) + SB(x, y, t))/3
Sab(x, y, t) = (Sa(x, y, t) + Sb(x, y, t))/2
(4.5)
where SRGB and Sab are the temporal saliency map of the two color spaces.
The temporal saliency of the two color spaces and LBP is sensitive to noise
(Figure 4.2 (b) (c)). This problem can be alleviated by combining the saliency
maps of color and LBP. The saliency score of each feature can be treated as
the likelihood of foreground. The magnitude of the saliency map of each
pixel can be treated as its likelihood of belonging to foreground. Assuming
the LBP and two color channels comply with the na¨ıve Bayes assumption,
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we have:
SRGB LBP (x, y, t) = SRGB(x, y, t) · SLBP (x, y, t)
Sab LBP (x, y, t) = Sab(x, y, t) · SLBP (x, y, t)
(4.6)
where P (SI,x,y,t, SLBP,x,y,t|foreground) is the joint likelihood of pixel (x, y, t)
belonging to foreground. Comparing Figure 4.2 (a) with (b), we can observe
saliency of the same pixel of the two color features could be significantly
different. For example, the green backpack of the woman has much stronger
response in Sab than in SRGB. In Figures 4.2 (b)-(f), we can see that there is
much less noise in SRGB LBP and Sab LBP than in individual saliency maps.
Figures 4.2 (g) and (h) are saliency maps of the dark and bright channels.
We can observe that dark and bright regions tend to have strong intensity
in these two saliency maps. Because these two features are designed to com-
pensate the drawback of the LBP feature, the saliency of these two features
do not combine with the saliency of LBP.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.2: Input image and saliency maps: (a) input image; (b) SRGB; (c)
Sab; (d) SLBP ; (e) SRGB LBP ; (f) Sab LBP ; (g) SD; and (h) SBr.
4.2.4 Segmentation and feedback
A simple segmentation algorithm is applied to the likelihood map to detect
foreground objects. All the pixels are classified as foreground or background
by thresholding SRGB LBP , Sab LBP ,SD, and SBr respectively. An adaptive
threshold l is defined by:
l = max(lO, lm) (4.7)
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where lO is an adaptive threshold computed by Otsu’s method [29] on the
video frame. lm is a minimum saliency value fixed for all the video frames, and
it can be used to avoid misclassifying pixels with weak saliency as foreground
when there are no foreground objects. Four binary maps are generated by
thresholding and they are combined by a union operation. We then use the
connected-components algorithm [30] to label the final binary map. Simple
morphological operations are used to discard tiny objects and fill the holes
of the foreground objects. A candidate foreground map is generated now.
If we feed this information back to the step of temporal saliency analysis, it
can help the algorithm model the foreground better. In our experiments, we
ignore the foreground pixels when computing the kth nearest distance in the
feedback iteration and achieve better accuracy.
4.3 Experiments
4.3.1 Qualitative evaluations
We evaluated the proposed method on multiple datasets. These datasets
can be divided into two categories based on their source: (1) new image se-
quences of wildlife from camera traps [31]; (2) a combination of nine complex
scenes from ACMMM03 [32, 33]. The measurement we used to quantify the
accuracy is the F-score which is the harmonic mean of their precision and
recall:
F =
2 · recall · precision
recall + precision
=
2TP
2TP + FN + FP
(4.8)
where TP, FN, FP are true positives, false positives, and false negatives
respectively.
Wildlife datasets Over 1 million images of wildlife species were cap-
tured using camera traps in this dataset. Images are in both daytime color
and nighttime infrared formats (Fig. 4.3). This dataset is very challenging
because it contains scenes that are highly dynamic and cluttered. The highly
dynamic nature of these scenes is mainly caused by three factors: (1) low
temporal sampling rate; (2) background motion; and (3) significant illumi-
nation variations. A subset of the images is manually labeled for evaluating
the algorithm and will be made available for public use.
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The algorithm is evaluated by performing empty frame detection on the
wildlife image sequences. The empty frames are labeled based on the fol-
lowing definition: An image is an empty frame if it has no visible region
belonging to an animal. True positives are true empty frames.
The evaluation dataset has 100 sequences (1277 images with 265 images
as empty frames). The sequences were captured from various locations and,
as a result, depict very different scene configurations. There are twenty
species and each species has five different image sequences. These species
have diverse sizes and behaviors. The sampling rate is lower than three
frames per second and the length of each sequence is between five to forty
frames.
In this experiment, the distance of the second nearest neighbor (k = 2) is
used to compute temporal saliency. To detect empty frames, our algorithm
computes a score of the nonempty frame for each video frame based on the
spatial saliency of the main foreground segment which has the strongest tem-
poral saliency. In each foreground likelihood map, we pick the foreground
segment with the largest average intensity and compute its normalized his-
togram. We also compute the normalized histogram of the background re-
gion. The Bhattacharyya distance between these two histograms is used as
the spatial saliency score. For each video frame, if this score is smaller than
a fixed threshold, it is predicted as an empty frame.
Table 4.1 shows the accuracy of the empty frame detection on the dataset
in comparison with (1) RPCA+OF: the Robust PCA plus optical flow ap-
proach [14] and (2) EVOC: the video object graph cut approach [26]. It can
be seen that the proposed method significantly outperforms the other two
methods in this dataset. Figure 4.3 shows two examples of nonempty video
frames. The first row is the input image with the enlarged foreground animal
on the top-left corner. The second row is the output image with the detected
animal in the red bounding box.
ACMMM03 datasets These datasets contain nine videos of different
dynamic scenes. These videos have several challenging properties: dynamic
background of indoor and outdoor scenes, indoor busy scenes with a mov-
ing shadow, and light switching. In these datasets true positives are true
foreground pixels.
Table 4.2 shows the accuracy of empty frame detection on this dataset in
comparison with (1) PKDE: the pattern kernel density estimation method [32]
28
and (2) EVOC: the ensemble video object cut approach [26]. It can be seen
that the proposed method has the highest accuracy on most test sequences.
Figure 4.4 shows four examples of foreground detection and the segmentation
result using the proposed method. The first row is the input video frame.
The second row is the output image with the detected foreground objects.
(a) (b)
Figure 4.3: Examples of foreground detection on the camera trap dataset.
The first row is the original video frame with the enlarged animal on the
top-left corner. The second row is the detection results. (a) Bird and (b)
Mouse.
Table 4.1: Performance comparison of empty frame detection on camera
trap dataset.
RPCA+OF [14] EVOC [26] This work
Precision 0.4123 0.6917 0.8060
Recall 0.6830 0.6776 0.8151
F score 0.5142 0.6845 0.8105
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(a) (b) (c) (d)
Figure 4.4: Examples of foreground detection on ACMMM03 dataset. (a)
AirportHall, (b) Lobby, (c) Curtain, and (d) WaterSurface.
Table 4.2: Performance comparison of F-scores (%) on the ACMMM03
video sequences.
Sequences PKDEw=1+2+3mb−siltp EVOC This work
Bootstrap 72.90 76.14 79.89
AirportHall 68.02 81.65 77.94
Curtain 92.40 93.63 95.23
Escalator 68.66 68.24 78.52
Fountain 85.04 84.00 85.46
ShoppingMall 79.65 79.46 82.42
Lobby 79.21 83.86 82.50
Trees 67.83 89.12 89.40
WaterSurface 83.15 94.95 93.13
Average 78.69 83.45 84.89
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CHAPTER 5
SALIENCY IN AUDIO:
SALIENCY-MAXIMIZED AUDIO
VISUALIZATION
Browsing large audio archives is challenging because of the limitations of
human audition and attention. However, this task becomes easier with a
suitable visualization of the audio signal, such as a spectrogram transformed
to make unusual audio events salient. This transformation maximizes the mu-
tual information between an isolated event’s spectrogram and an estimate of
how salient the event appears in its surrounding context. When such spectro-
grams are computed and displayed with fluid zooming over many temporal
orders of magnitude, sparse events in long audio recordings can be detected
more quickly and more easily. In particular, in a 1/10-real-time acoustic event
detection task, subjects who were shown saliency-maximized rather than
conventional spectrograms performed significantly better. Saliency maxi-
mization also improves the mutual information between the ground truth of
non-background sounds and visual saliency, more than other common en-
hancements to visualization.
5.1 Introduction
Computers with gigabytes of storage have recently become inexpensive enough
to be devoted to the routine task of recording audio, producing recordings far
longer than those from the entertainment industry. Purely acoustic applica-
tions of long recordings include intelligence, surveillance and reconnaissance
(ISR), and tracking wildlife such as songbirds and whales [34]. Equally well,
such computers can record nonacoustic time series scaled into the human-
audible frequence range, from sensors as diverse as accelerometers, EEGs,
voltage spike detectors, and seismometers.
Derivation of insights from such recordings cannot be entirely formalized.
Purely automatic analysis is inaccurate enough to justify putting a human
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investigator in the loop. Thus, we describe the initial stage of investigation
as browsing: getting a rough feel for the data, for distinguishing its conven-
tional background from surprising outliers. However, online publication of
such long recordings has been discouraged by a lack of software for browsing
them. Conversely, the lack of published recordings has similarly discouraged
the development of audio browsers. This vicious circle is broken by the visu-
alizations described in this chapter, optimized for the human investigator’s
senses, which enable rapid browsing of even multi-day recordings.
These visualizations are implementable as lightweight browser plugins or
WebGL applications. These would allow the uploading of unannotated long
recordings with sparse moments of interest, such as recordings of a whale
migration or the 18-day demonstration in Tahrir Square, with confidence
that those moments can be found rapidly by others.
Machine perception is often outperformed by human perception, as the lat-
ter better handles the semantic gap between noisy observations and target
events. In the particular field of acoustic event detection (AED), machines
poorly detect and label non-speech events in long recordings. For exam-
ple, none of the systems competing in the CLEAR 2007 AED competition
exceeded 30% accuracy in labeling events like quiet chair squeaks in seminar-
room recordings [35, 36, 37]. It is similarly easy to devise AED tasks where
trained human listeners strongly outperform machines. Here are three exam-
ples: humans can detect rifle magazine insertion clicks with 100% accuracy
at 0 dB SNR in both white noise and jungle noise [38]; they can count cough
events from audio with an inter-transcriber RMS error of less than 4% [39];
and they can detect anomalous events in musical recordings in a single real-
time audition [40].
Unfortunately, the power of human audition is constrained by time. For ex-
ample, most people cannot comprehend continuous speech faster than twice
normal speed [41]. At high speed, non-speech acoustic events are even harder
to perceive than speech, because most interesting non-speech events are tran-
sient and thus disproportionately masked. Worse yet, even after detecting an
event in a long segment, pinpointing the event’s timestamp usually requires
rewinding and replaying. Our experiments show that AED by pure listening
is considerably slower than real-time playback.
This real-time barrier to human AED can be broken by enlisting human
vision, which efficiently interprets complex scenes at a glance [42, 43, 44]. To
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this end, we propose a visualization, a saliency-optimized audio spectrogram
in which background audio with unchanging texture is dimmed, to enhance
the at-a-glance salience of anomalous audio. This modified spectrogram can
be rapidly skimmed using our high-speed zooming software [45], to rapidly
identify sparse interesting intervals. This visualization is synchronized with
the source recording, so an analyst searching for target events typically listens
to only brief excerpts of visually interesting segments. The target events’ in-
formation is embedded into visually salient patterns, which are processed by
human vision with priority [44]. In other words, this visualization suppresses
uninteresting background noise.
We formulate this visualization problem as maximizing the mutual infor-
mation (MI) [46] between the spectrogram of a target event Y and the esti-
mated visual saliency of the examined spectrogram ϕ(f) (Figure 5.1). The
input information Y is the spectrogram of the target event in isolation (with-
out the background noise N); the transmitted information is the observer’s
visual perception. The visualization function f converts the mixed-signal
spectrogram X to the saliency-optimized spectrogram. The saliency map
ϕ(f) is the output of the saliency model, which models the human visual
system’s signal-driven (bottom-up) allocation of attention. The visualiza-
tion f(X) maximizes the MI I(Y ;ϕ(f(X))) between noise-free events and
the saliency map of training examples. To evaluate f(X), we use it to gen-
erate images from another set of target events, disjoint from those used to
train f(X). These images are presented to human subjects, whose task per-
formance we then measure.
5.2 Saliency-maximized audio visualization
Let the spectrogram of the target acoustic event be Y [n1, n2], an RGB matrix
indexed by row index n1 and column index n2, where the time scale of the
row and column index depend on the zoom of the display (Figure 5.1). In
an AED task, users do not observe Y [n1, n2] directly; instead, they observe
X[n1, n2], the spectrogram of the signal mixed with background noise. The
background noise, with spectrogram N [n1, n2], is irrelevant to the task (e.g.,
orchestral music [40] or speech [47]). To help users correctly identify where
Y [n1, n2] is nonzero, we propose to transform the image prior to display,
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Figure 5.1: Flowchart of human acoustic event detection from a visual
display. X is a spectrogram of the input mixed audio signal summing the
audio waveform of Y and N , from which the system computes the displayed
image f(X). The transformation from spectrogram to displayed image is
learned in order to optimize the mutual information I(Y ;ϕ(f(X))), where
ϕ(·) is a model of human bottom-up attention allocation (saliency). After
learning, the transformed image f(X) is displayed to human users to speed
up their search for anomalies.
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using a learned image transformation f [n1, n2] = f(X[n1, n2]).
The parameters of the learned transformation f maximize how much infor-
mation about the target event’s location is communicated to the user. The
information communicated through a noisy channel can be measured as
I(Y ; Φ) = EY,Φ
[
log2
(
pY,Φ(y, ϕ)
pY (y)pΦ(ϕ)
)]
(5.1)
where Y is the input of the channel, Φ is the output of the channel, and
pY,Φ(y, ϕ) is their joint probability density with marginals pY (y) and pΦ(ϕ).
Notice that I(Y ; Φ) is an expectation. Because the signals used to train the
system differ from those shown to the user during evaluation, our algorithms
are therefore trained by maximizing the stochastic approximation
Iˆ(Y ; Φ) =
T∑
t=1
log2
(
pˆY,Φ(yt, ϕt)
pˆY (yt)pˆΦ(ϕt)
)
(5.2)
where (yt, ϕt) are input-output pairs observed in the training corpus, and
pˆY,Φ(yt, ϕt) is the binned empirical probability mass function of the training
data.
The channel output Φ deserves further comment. Our visualization ap-
plication communicates with listeners through a channel that includes four
types of distortion: (1) the addition of background noise, (2) the scaling
of the spectrogram, modeled by choosing the appropriate time scale for in-
dices n1 and n2, (3) the intentional distortion caused by the learned mapping
f(X[n1, n2]), and (4) the limited processing power of human visual attention.
We approximate the human visual system with a communication channel that
attends to visual patterns selectively, in decreasing order of saliency. There-
fore, when quickly examining a display, it perceives at most a few highly
salient objects. The rate of information transmission is limited by the finite
span of attention (about six objects at a glance), and by immediate memory
(about seven items) [48]. Our model of the communication channel is a sort
of homunculus model, according to which a high-level cognitive process de-
tects exactly those acoustic events whose visible evidence is attended to by
the low-level visual attention system. The image received by the high-level
cognitive processes is therefore ϕ[n1, n2] = ϕ(f [n1, n2]), where ϕ(f [n1, n2]) is
a nonlinear multi-scale saliency transform, based on a saliency model that ze-
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ros out all pixels of f [n1, n2] except for those that will likely attract attention
(the “salient” pixels) [7].
Saliency of information is important in the field of human factors engineer-
ing [49]. Examples of this include a quality metric for visualization that uses
the correspondence between a data relevance mask and a saliency map [50],
and a saliency-based perceptual tool for visual design [51]. But although
saliency has been used to analyze the quality of a visual representation, it has
not yet been effectively used to automatically generate saliency-maximized
visual representations.
We propose to measure the efficiency of information transmission from Y
to ϕ through their MI. The visualization (encoding) function f is chosen to
maximize I(Y ;ϕ), to represent the target events optimally for fast human
visual examination. Hence,
f ∗ = argmax
f
Iˆ(Y ;ϕ(f(X))) (5.3)
where X is the input spectrogram, Y is the ground truth (the spectrogram
of the isolated event), and f(X) is the displayed spectrogram, a transforma-
tion of X. Five modules solve for the optimized transformation function f :
computing the spectrogram, transforming the visualization, computing the
saliency map, computing the MI, and maximizing the MI (Figure 5.1). Op-
timization of f uses only the training data; entirely separate acoustic events
and background noise are used to evaluate the derived f ∗.
5.2.1 Computing and transforming the spectrogram
We base our visualization on the humble spectrogram because it is familiar
to audio experts, and because even na¨ıve subjects can successfully interpret
its details. Our grayscale spectrogram resolves 128 frequency bands down to
5 msec, in linear rather than logarithmic frequency scale so as to preserve the
high-frequency information that is useful for distinguishing target events.
Our goal is to find a transformation function f that is saliency-maximized,
rendering target events so that ϕ extracts them as salient patterns. For
simplicity we use linear filters: f(X) = h[n1, n2]∗∗X[n1, n2], where ∗∗ denotes
2D convolution, and Eq. (5.3) optimizes h.
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5.2.2 Computing the visual saliency map
The saliency map is generated by an image saliency algorithm based on prior
work [7, 52], estimating how the human visual system allocates attention to
any particular pixel [53, 54]. Our saliency algorithm is independent of acous-
tic events, with parameters chosen empirically from the literature. During
training, we used this algorithm to learn a spectrogram transformation func-
tion, the linear filter h in Section 5.2.1. It was used as well in objective eval-
uation, to evaluate competing visualizations. Of course it was not needed
in subjective evaluation, which used actual humans instead of algorithmic
estimation. Our algorithm has three steps: building feature pyramids; com-
puting each feature’s center-surround difference; and combining all features’
saliency maps into a single map (Figure 5.2).
An important step in any biologically plausible model of bottom-up at-
tention is the parallel computation of early visual features such as intensity,
orientation and color. Because we use a gray-scale spectrogram, we omit
color, leaving orientation and intensity [7]. These features are computed
by filtering the displayed image: Ik[n1, n2] = Bk[n1, n2] ∗∗f [n1, n2], where
k ∈ {I, 0◦, 45◦, 90◦, 135◦}. The filter BI [n1, n2] = δ[n1, n2] is the delta func-
tion (so II = f). The other four filters are Gabor filters with orientations of
{0◦, 45◦, 90◦, 135◦}. A strong response of [n1, n2] in Ik indicates that f has
property k in a neighborhood of [n1, n2]. For example, I45◦ [ni, nj] responds
strongly to a 45◦ bar at [ni, nj] in f .
Because a salient region differs from its neighborhood, the algorithm de-
tects saliency with a center-surround difference (CSD), implemented by con-
volving the input image with a difference of Gaussians (DoG) filter. Thus
CSDk[n1, n2] = Ik[n1, n2] ∗∗DoG[n1, n2], where
DoG[n1, n2] =
1
2pi
(
e−(n
2
1+n
2
2)/2σ
2
c
σ2c
− e
−(n21+n22)/2σ2s
σ2s
)
(5.4)
This DoG function is parameterized by two σ’s. The first Gaussian has the
smaller σc; the second has the larger σs. (Subtracting these Gaussians ap-
proximates a Mexican hat function.) Filtering an image with the central
Gaussian, the first term in Eq. (5.4), averages the features within approx-
imately σc pixels of the output pixel. The surround Gaussian, the second
term, computes a similar average for σs. Thus CSDk[n1, n2] estimates how
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Figure 5.2: Computation of visual saliency. The mixed audio signal is
converted to a spectrogram and then transformed to a displayed image.
(Here the transformation function is the initial transformation of δ[n1, n2]
in Section 5.2.3, so the image is the spectrogram itself.) From this, a
delta-function filter and four truncated 9× 9 Gabor filters (enlarged here
for clarity) extract intensity and orientation features. Center-surround
difference (CSD) is implemented by across-scale subtraction between layers
of a Gaussian pyramid. To detect strong centers on weak surrounds, each
CSD is halfwave rectified. The CSDs are then normalized and combined,
yielding a single saliency map.
38
much the pixels near (n1, n2) stand out, relative to those in the surrounding
disc of radius σs.
Because Gaussian filtering with large σ’s is computationally expensive,
we approximate it by filtering recursively with a small Gaussian kernel and
downsampling. A dyadic Gaussian pyramid generates images filtered by
Gaussians of different σ’s. The displayed input image is filtered by a 2D
separable Gaussian kernel [1 5 10 10 5 1]/32 and downsampled twofold. Re-
peating this builds the layers of the pyramid [52]. The filters Bk are applied
to the Gaussian pyramid to extract features from different layers:
CSDk = max {0, Fk,c 	 Fk,s} , k ∈ {I, 0◦, 45◦, 90◦, 135◦} (5.5)
where Fk,c and Fk,s are the center and surround layers of the pyramid for
feature k, and 	 denotes across-scale subtraction. We use the pyramid’s first
and fourth layers as center and surround. Fullwave rectification commonly
computes the magnitude of the response of weak centers on strong surrounds
(or vice versa). We instead use (positive) halfwave rectification in Eq. 5.5
because, in an AED task, target events almost always have more energy than
their background.
We combine the CSDs of different features into a single saliency map, nor-
malizing before every summation with a nonlinear operator N(·). This opera-
tor restores similar dynamic range to the CSDs of different visual modalities,
and also enhances strong local peak response. It is implemented with a large
2D DoG filter. This is followed by positive rectification [11].
The final saliency map S[n1, n2] is the mean of the normalized maps for
intensity and for the combined orientations:
FI = N (CSDI)
FO = N
(∑
k
N (CSDk)
)
, k ∈{0◦, 45◦, 90◦, 135◦}
S = (FI + FO)/2
5.2.3 Maximizing mutual information
To evaluate how well human visual perception captures the information in the
visualization associated with the target events, we estimate the MI between
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the ground truth Y (the spectrogram of the isolated target event, obtained
according to Section 5.2.1) and the saliency map Φ of the transformed spec-
trogram of the mixed signals (Eq. 5.2).
Because the objective function Iˆ(Y ;ϕ) (Eq. 5.2) is non-convex and non-
differentiable, we can only approximate the global maximum. Simulated
annealing estimates f from an initial transformation of h[n1, n2] = δ[n1, n2].
This transformation is also the baseline one, and corresponds to the conven-
tional spectrogram f [n1, n2] = X[n1, n2].
The audio targets and background noises (yt, ϕt) used to maximize MI are
similar to, but disjoint from, those used in evaluation.
We evaluated linear filters with sizes from 5×5 to 15×15, all with similar
optimized mean MI’s. For human-subject experiments we chose a 5×5 filter,
after inspecting the visualizations generated from the training data.
5.3 Alternative enhancements of visualization
Several traditional algorithms exist for enhancing visualizations. We com-
pare the performance of the proposed algorithm with some popular methods.
Figure 5.3 shows the corresponding spectrograms. We tested these enhance-
ments:
(a) Energy thresholding with MI maximization
Thresholding, ubiquitous in human perception [44], suppresses any sig-
nal below a threshold. It has been applied in computer vision algorithms
such as foreground detection [55, 10]. As an alternative to our pro-
posed saliency map generation, for learning the 5× 5 linear visualization
transformation filter we replaced saliency map generation with energy
thresholding [56], zeroing any pixels with intensity below the threshold.
(b) Event-specific Wiener filter
The Wiener filter suppresses noise using a filter that minimizes mean-
squared error using the known autocorrelations and cross-correlations of
the input signals [57]. We gave each evaluation event its own Wiener
filter, unrealistically using knowledge of the autocorrelations and cross-
correlations of the noisy signal and target event of each testing input
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spectrogram. This oracle let us investigate the performance upper bound
for audio visualization using the Wiener filter.
(c) Event-independent Wiener filter
Realistic audio browsing lacks event-specific autocorrelations and cross-
correlations. Here, we estimated one filter for all target events, using
the average autocorrelation and cross-correlation of spectrograms in the
training corpus. We trained a single 25 × 25 Wiener filter based on the
statistical property of the patches of the training spectrograms. This
filter was then applied to the evaluation spectrograms, to estimate how
effective Wiener filtering is under real-world browsing conditions.
(d) Non-negative matrix factor deconvolution
Besides noise filtering, we also tested an example of blind source sep-
aration, namely non-negative matrix factor deconvolution (NMFD), an
extension of non-negative matrix factorization (NMF) [58, 59]. NMF has
been applied to magnitude spectrograms of polyphonic music, modeling
each instrument with an instantaneous frequency signature [60]. Extend-
ing this, NMFD models each instrument with a time-frequency signature
by considering temporal structure [61]. NMFD has two important pa-
rameters, the number of basis functions R and the temporal length of the
factors T . We tuned these parameters for the training set, and applied
them to the evaluation set (we used R = 17 and T = 31). Some of the
basis functions were chosen to reconstruct the target events. There were
multiple combinations of basis functions for partial reconstruction of the
spectrogram. We chose the reconstructed spectrogram with the highest
correlation coefficient to the ground truth event, again as an oracle for
an upper bound on NMFD’s performance.
5.4 Objective evaluation
Data for training and evaluating the algorithm used electronic sound effects,
such as those common to 1980s video games, as target events, superimposed
on the realistically noisy background of an ongoing seminar [62]. All 62 sound
effects were obviously foreign to a seminar room. The lengths of the sound
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(a) Spectrogram of two target events in iso-
lation.
(b) Spectrogram of the same events, with
background noise.
(c) Saliency-maximized spectrogram (our proposed
method).
(d) Spectrogram enhanced with maximized MI, based on
energy thresholding instead of visual saliency.
(e) Spectrogram enhanced by event-specific Wiener fil-
tering (an oracle result).
(f) Spectrogram enhanced by event-independent Wiener
filtering.
(g) Spectrogram enhanced by non-negative matrix factor
deconvolution (upper bound).
Figure 5.3: Various visualizations of spectrograms.
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effects are shorter than five seconds except for one lasting for nine seconds.
Both the target events and the background audio were split into disjoint
subsets, half for training and half for evaluation. Samples for training and
evaluation were made by adding each target event to a temporally center-
aligned background four times longer than the event itself.
The saliency-maximizing transformation learned by our proposed algo-
rithm emphasizes non-speech events and attenuates the background, which
is strongly heterogeneous and has significant speech presence (Figure 5.4).
The three target events in the figure are obscured in the conventional spec-
trogram, but instantly visible in the saliency-maximized spectrogram.
Figure 5.4: Qualitative enhancement of a spectrogram: conventional (top),
saliency-maximized (bottom).
Three target events are marked with black underlines.
Our objective measure is the empirical MI between the saliency map of the
spectrogram and the ground truth. (Each spectrogram has its own saliency
map, generated by the same algorithm.) Figure 5.5 shows the quantitative
improvement due to maximizing saliency. Both axes measure the I(Y ;ϕ) of
evaluation samples. (Recall that neither these samples nor these backgrounds
were used in training.)
The proposed algorithm most improves low-SNR target events that are still
barely visible in the unenhanced spectrogram. The net improvement of the
MI between conventional and saliency-maximized spectrograms of evaluation
samples is maximized around −20 dB SNR (Figure 5.6). At very low SNR,
the target’s visual pattern is too buried to be enhanced. Conversely, at very
high SNR the visual pattern is already so salient that little improvement is
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Figure 5.5: Comparison of MI for 31 evaluation samples. Almost all samples
yield a larger MI when the spectrogram is saliency-maximized.
Figure 5.6: Sensitivity to SNR of MI improvement due to saliency
maximization.
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possible.
We compare the performance of the proposed algorithm with the alterna-
tives discussed in Section 5.3. Figure 5.7 shows that the proposed method had
the largest average MI improvement. NMFD and the event-specific Wiener
filter were second best, the latter with smaller standard deviation. Compared
to baseline, energy thresholding and event-independent Wiener filtering ac-
tually degraded performance. Because the proposed method actually uses MI
to improve the spectrogram, it may be unfairly favored in the comparison of
Figure 5.7. Nevertheless, these results are corroborated by another measure
of performance, the correlation coefficient. Figure 5.8 shows that NMFD
had the largest average correlation improvement. The proposed method and
event-specific Wiener filtering performed similarly, while energy thresholding
and event-independent Wiener filtering again perform worse than baseline.
This order may be explained because the oracular event-specific Wiener fil-
ter uses the most information about the evaluation spectrogram; NMFD also
uses correlation with the ground truth to choose the spectrogram’s best par-
tial reconstruction. This provides crucial prior knowledge about the target
event’s temporal location and visual pattern, for choosing the most related
components for partial reconstruction. Of the three enhancements trained
without such “cheating,” energy thresholding and event-independent Wiener
filtering performed poorly, while the proposed algorithm performed best.
The proposed method, using linear filters, is also among the computationally
fastest of these visualizations. In particular, it is four orders of magnitude
faster than the NMFD that we used (non-negativity constraints often slow
down convergence). Note also that what the proposed method tries to in-
crease is a target event’s saliency; except for energy thresholding, the alter-
natives increase an event’s SNR, a different (and perhaps harder) problem.
5.5 Visualization-guided audio browser
The Timeliner audio browser (Figure 5.9) displays the waveform of a long
audio recording, labeled in units ranging from weeks down to milliseconds
depending on the current zoom level [45]. Timeliner also displays audio
visualization features such as audio spectrograms or the outputs of event
classifiers. The user can smoothly zoom in to interesting subintervals, to
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Figure 5.7: Average MI using different methods (error bars indicate
standard deviation).
Figure 5.8: Average correlation coefficients using different methods (error
bars indicate standard deviation).
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find even very brief anomalous segments without long periods of listening.
In conventional audio editors and browsers, the color of each pixel or texel
is computed by undersampling data from the corresponding time interval.
In Timeliner, such an interval might be tens of minutes long, and na¨ıve
undersampling flickers distractingly when panning and zooming at 60 frames
per second. This flickering entirely obscures the data until the pan or zoom
stops, eliminating any benefit of these continuous gestures.
To restore smoothness and to improve performance for long recordings,
Timeliner first computes a multiscale cache for the recording and for the
derived features. Given any subinterval of the recording, this cache yields the
minimum, mean, and maximum data values found during that interval, for
either scalar or vector data. (The time taken to compute this min-mean-max
is logarithmic with respect to the full recording’s duration, and independent
of the subinterval’s duration.) Final rendering maps each pixel’s or texel’s
triplet to a hue-saturation-value color, through a predefined transfer function.
Inspired by the left hand on the keyboard / right hand on the mouse layout
that emerged in 1990s real-time games, Timeliner’s two-handed input frees
the user’s gaze from hunting for keys. The “WASD” keys pan and zoom,
while the spacebar starts and pauses audio playback. The mouse and its
scrollwheel also pan and zoom, so users can choose whatever modality they
find most familiar.
Timeliner’s file parsing and user interface are implemented in the scripting
language Ruby, while its heavier computation is done in C++ to reduce
memory usage. Graphics are rendered with OpenGL and its utility toolkit
GLUT. Timeliner runs natively on Linux and Windows, and is distributed
open source.
Figure 5.9: Components of Timeliner’s interface: saliency-maximized
spectrogram, waveform, and time axis.
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5.6 Subjective evaluation
We measured human subjects’ AED performance with both conventional
and saliency-maximized spectrograms, using an otherwise identical computer
interface. Timeliner enabled convenient audio browsing. Video was presented
with a 17-inch CRT, audio with ear buds (Figure 5.10).
Figure 5.10: Configuration of the human subject experiment.
We asked twelve subjects, unfamiliar with spectrograms, to detect anoma-
lous target events in 80-minute recordings of seminar room background noise
[62]. Into each recording we mixed 40 sound effects randomly chosen from
the objective evaluation set of 31 different ones, uniformly distributed but
without overlap, at various amplitudes. Because the task lasted only 8 min-
utes, na¨ıve listening (real-time search) would expect to find only a tenth of
the targets. We therefore instructed subjects to first scan for a visually suspi-
cious pattern and then verify it by listening, before annotating that target’s
temporal position.
Each subject annotated six different recordings, using either three saliency-
maximized followed by three conventional spectrograms, or the reverse order.
This ordering was balanced across subjects. The first and the fourth sessions
were just for practice with each visualization; only the other sessions were
evaluated for performance. The recordings used in the non-practice sessions
were balanced across subjects. To restore subjects’ vigilance and to reconfig-
ure the computer between sessions, subjects rested for about one minute, or
longer if they desired. (This is also why we did not use one very long session.)
Afterward, subjects were asked which spectrogram was more helpful (we ex-
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plained nothing to them about spectrograms or saliency). All preferred the
saliency-maximized one.
To quantify subjects’ AED performance from their annotated timestamps,
we computed their recall and their precision. Recall was the fraction of tar-
gets whose durations contained a timestamp (how many were hit). Precision
was the fraction of timestamps that were in some target (hits per try). A
subject’s F-score was the harmonic mean of their precision and recall [63].
The experiment was a within-subject design, comparing subjects’ F-scores
when using either conventional or saliency-maximized spectrograms. A paired
samples t-test revealed a significant difference in the F-scores for conven-
tional (M = 0.2752, SD = 0.0777) and saliency-maximized (M = 0.5846,
SD = 0.1033) spectrograms; t(11) = −12.976, p < .05. This suggests that
the saliency-maximized spectrogram significantly outperformed the conven-
tional one.
Maximizing saliency increased not only F-scores but also stability. Fig-
ure 5.11 shows that it increased the number of events found within 30 sec-
onds, from 47% to 74%, and also decreased the longest time between detec-
tions, from 5 minutes to 3 minutes. The longer tail for the histogram of the
conventional spectrogram correlates with the frustration that many subjects
reported while using it.
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Figure 5.11: Histogram of durations between consecutive correct labelings.
The lower subfigure’s ordinate is magnified, to better display values at gaps
over 75 seconds.
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CHAPTER 6
CONCLUSION AND FUTURE WORK
6.1 Contributions
In this dissertation, we study saliency and its applications in audio and visual
signals. In addition to proposing a novel framework of saliency detection
based on local outlierness using the kth nearest neighbor distance, we also
look into new applications of saliency on images, image sequences, and audio.
We summarize the contributions of this dissertation as follows:
• We propose a novel image saliency algorithm based on outlier detection.
Outlierness of a local patch is measured using KNN distance between
its center region and its surround subregions. The proposed algorithm
is compared with two popular saliency algorithms and achieves better
performance.
Another important advantage of using KNN distance to estimate saliency
is that KNN distance could be applied to high-dimensional features. In
Chapter 4, KNN distance is used to detect temporal saliency in image
sequences. We successively apply temporal saliency to do foreground
detection and achieve state-of-the-art results. Note that although the
saliency maps used in Chapter 3 and Chapter 5 were generated by DoG,
they can be replaced by saliency maps generated by the proposed al-
gorithm using KNN distance.
• We design a novel license plate detection method based on image saliency.
Segmentation based on the intensity saliency map help us detect the
characters of a license plate precisely with a high recall rate. The fol-
lowing license plate detection with saliency-related features effectively
eliminates the potential false positives. Our experiments show that
the saliency-related features are important to our algorithm. The ro-
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bustness of this method is verified by applying it to a mixed dataset
with high diversity. Another advantage of the proposed algorithm is
that the detection box has high precision. This property should help
character recognition which is important to most applications of license
plate detection.
• We developed a novel foreground detection algorithm based on saliency
for highly dynamic and cluttered scenes. The distance of the kth near-
est neighbor is used to detect temporal saliency in an image sequence.
Saliency is computed on patch-based features, including two color fea-
tures, a texture feature, and two types of smooth regions. These
saliency maps are used as likelihood maps to do foreground segmen-
tation using adaptive thresholding. In our experiments on multiple
datasets, the proposed algorithm achieves state-of-the-art results.
• Our proposed saliency-maximized spectrogram enables audio browsing
that is much faster than real time. In AED it improves the mutual infor-
mation between the ground truth of non-background sounds and visual
saliency, more than other common enhancements to visualization. In
a 1/10-real-time AED task, compared to conventional spectrograms, it
increased stability and improved subjects’ F-score by 100%.
6.2 Future work
In this section, we list several potential research directions.
6.2.1 Top-down features for fixation prediction
The proposed saliency algorithm based on KNN distance has reasonably good
performance to predict fixation using low-level features. In order to improve
the accuracy of fixation prediction, top-down factors should be considered.
Top-down concepts such as faces, text and people play an important role
when human freely view scenes.
One method to incorporate top-down concepts in the algorithm of fixation
prediction is using high-level features. Deep neural network is promising to
provide high-level features of natural images. For example, people applied
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deep convolutional neural network to a big image dataset (over 1 million
images) and achieved very good classification accuracy [64]. It was found
that the intermediate feature layers of the network could extract high-level
features such as eyes, tire, legs, and faces [65]. It will be worthwhile to
investigate if considering these high-level features can improve the accuracy
of fixation prediction.
6.2.2 Motion saliency
The framework of temporal saliency can be applied to motion features to
detect motion saliency. Motion saliency could be used to detect abnormal
video events. Abnormal event detection gained importance in the research
of video surveillance in recent years. It is a very challenging task because of
the lack of training data for abnormal events. There are two related topics
we are interested in:
1. Saliency in a spatio-temporal window
In this dissertation we successively use KNN distance to detect saliency
in a spatial neighborhood for images and saliency in a temporal neigh-
borhood for image sequences. For motion saliency, the motion pattern
is usually described by spatio-temporal patches. The saliency of a cen-
ter spatio-temporal patch could be computed by KNN distance in its
spatio-temporal neighborhood.
2. Motion pattern representation
Similar to image saliency, good features are important to motion saliency.
There are some potential motion features for motion saliency detection.
For example, optical flow will be a good candidate for describing low-
level motion patterns. A histogram of optical flow could be an option
for describing motion patterns of higher level. Besides these two mo-
tion features, there are more motion pattern representations need to
be explored.
6.2.3 Information visualization
The proposed algorithm of audio visualization could be extended and applied
to time series derived from non-acoustic sensors. We also wish to use more
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refined models of human perception, such as color saliency, even though these
will require more training data.
Finally, we wish to apply this enhancement to more realistic audio events.
(It increased the saliency of a few background sounds, notably rapidly ris-
ing pitch in female speech and squeaky writing on a whiteboard; these
were indeed sometimes mislabeled as anomalous.) A potential application
is WhaleFM which analyzing spectrograms of whale’s sounds using the col-
lective intelligence of volunteer participants [34]. Scientists spend much time
analyzing long audio recordings to extract audio segments of whale sound
and ask the participants to cluster the spectrograms of the whale sounds.
We found many of the audio samples on WhaleFM sound similar to the
sound effects used in our experiments. With our audio visualization system,
the efficiency of the whale sound analysis could be improved significantly.
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