We show that the expected value for the linear complexity of an mmultisequence of length n is
Abstract.
We show that the expected value for the linear complexity of an mmultisequence of length n is 
be the expected linear complexity for a prefix of length n of an m-multisequence.
Rueppel [4] proved that
Niederreiter and Wang proved
in [5] and [3] , respectively, and in [2] they obtain
for any natural m.
We improve the details of the method from [5] , [2] and establish the following result.
Theorem 1. For all m ∈ N,
The proof will follow from the powerful formula for the value N We do not need to describe Niederreiter's and Wang's formula in the exact way, we need only two corollaries of the formula. These corollaries are presented in [2] .
In fact this lemma follows from the proof of Lemma 3 from [2] , formulas (3) (4) (5) .
We first deduce a corollary from Lemma 2. However, instead of using arguments from [2, Lemma 1] we use an estimation on integer points in a polytope-type domain.
We remind that Lemma 1 from [2] establishes for reals
It means that if we consider the set As Ω is a polytope and the linear function 2 m k=1 (k−1)x k attains its maximum on the vertex x * , it is easily verified that this point is unique.
Note that from Lemma 3 it follows that
where ρ H is the number of integer solutions of the system
Obviously ρ H = 0 for H ≡ (m − 1)L mod 2, but this is not of importance.
Let 
Proof. Indeed, if we look for the norm |y − x * | sup = max j=1,...,m |y j − L/m| (here y = (y 1 , ..., y m )) then max y∈Ω H |y − x * | sup is attained in a vertex of the polytope Ω H . These vertices (say x(H, ν), ν = 0, 1, ..., m) can be easily calculated: If H is smaller than L, we have the vertices x(H, 0) = x * and for ν ≥ 1
where x * ν is a vector whose first ν coordinates are equal to L/ν and the other coordinates are equal to zero and t ν = 1 − 2H (m−ν)L . Hence for coordinates
This means that Ω H ⊂ [x * − c 2 (m)H, x * ] m and so (2) follows. For H > L, this same embedding obviously holds. Now as ρ H ≤ M H from (1), (2) we see that N (m) n (L) ≤ c(q, m)q 2mn−(m+1)L . The last estimate together with Lemma 2 leads to N (m) n (L) ≤ c(q, m)q min{(m+1)L,2mn−(m+1)L} . This is very close to the upper bound from Theorem 24 from [1] .
As an immediate consequence, we have the inequality
Proof of Theorem 1:
For fixed n and m, we in introduce the linear complexity deviation ∆ L := ∆ The proof is complete. 
