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Abstract. We investigate the existence and regularity of (locally) invariant manifolds nearby an approx-
imately invariant set satisfying certain (geometric) hyperbolicity with respect to an abstract “generalized”
dynamical system in a Banach space; such hyperbolicity is between normal hyperbolicity and partial
hyperbolicity which has being studied in the finite-dimension and in some concrete PDEs. The “gener-
alized” dynamical system is allowed to be non-smooth, non-Lipschitz, or even “non-mapping”, making
it applicable to both well-posed and ill-posed differential equations. As an illustration, we apply our
results to study the dynamics of the whiskered tori.
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1. Introduction
1.1. motivation. This paper is a sequel to our previous works [Che19a, Che18], which aims to
expand the scope of invariant manifold theory making it applicable to both well-posed and ill-posed
differential equations and abstract infinite-dimensional dynamical systems.
In [Che19a], we gave a detailed investigation of the existence and regularity of the invariant graphs
for (discrete) cocycles or bundle correspondences (see Section 2.1) in general bundles; this is a
global version of the invariant manifold theory. In [Che18], we gave a comprehensive study of the
existence and regularity of the normally hyperbolic invariant manifolds for maps or correspondences
(see Section 2.1); this is a local version of the invariant manifold theory. The associated version for
the continuous (“generalized”) dynamical systems was given in [Che19c] which also includes some
applications to the well-posed and ill-posed differential equations.
In this article, we continue to study the local invariant manifold theory, i.e. the partially normal
hyperbolicity, a geometric hyperbolicity assumption between normal hyperbolicity and partial hy-
perbolicity. Before giving an illustration of partially normal hyperbolicity, let us first review some
existing results as motivations.
As we all know, a (fully) normally hyperbolic invariant manifold (without boundary) is a gener-
alization of a hyperbolic equilibrium. Such manifold has many good properties, for instance, it is
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persistent under small C1 perturbations, and it would be regular as the same as the dynamic if some
spectral gap condition holds. For more details, see e.g. [Fen71,HPS77,Wig94,PS01,BLZ98,BLZ08]
and [Che18].
A partially normally hyperbolic invariant manifold now can be considered as a natural extension
of a non-hyperbolic equilibrium in the finite-dimension or an equilibrium admitting exponential
trichotomy (see [CL99]) in the infinite-dimension.
For the equilibrium case, one should notice that its normal bundle is trivial which is an important
property so that the global invariant manifold theory can be applied. Generally speaking, for a
(partially) normally hyperbolic invariant manifold, if its normal bundle is trivial or can embed into
a trivial bundle (with the same metric property i.e. the embedding in some sense is bi-Lipschitz),
then we can use the global version of invariant manifold theory to deduce related results; see e.g.
[HPS77,Eld13] and [Che19a, Theorem 4.17 and Remark 4.18].
In the context of normally hyperbolic manifold with boundary, the inflowing (or overflowing)
property of the manifold (with respect to the dynamic) is important for obtaining the persistence
results (see [HPS77,Fen71,BLZ99]); this also means that the boundary must not be invariant. In fact,
for a normally hyperbolic inflowing (or overflowing) manifold, the manifold can be with boundary,
corner, etc, as long as it has some uniform property far away from them (boundary, corner, etc); see
also Section 4.1.
However, if a normally hyperbolic invariant manifold has boundary which is also invariant, then
its boundary must not be normally hyperbolic with respect to the dynamic. To some extent, this
is a special case of partially normal hyperbolicity. A way to deal with this case for the continuous
dynamic generated by some smooth tangent field is to modify the tangent field in a neighborhood of
the boundary such that it “points inward” (or “points outward”) along the boundary; see e.g. [Jon95].
We do not know if there is any existing result for dealing with the discrete dynamics, but see Section 12
for a general version (where the manifold does not need to be embedding or compact).
Consider the continuous dynamic generated by some smooth tangent field and its a periodic orbit
with period T . If the associated time-T solution map P of its linearized dynamic along this orbit
has a non-simple spectrum 1, then obviously the periodic orbit is not normally hyperbolic. It is well
known that if P has some compact property (e.g. the essential spectral radius of P is strictly smaller
than 1) or more generally admits exponential trichotomy, then there are center-(un)stable and center
manifolds around this orbit. One could get this result by considering the first return map and applying
the global invariant manifold theory, or using some direct method (like integral equation method).
See also [HR13] and the references therein for more details under the periodic orbit being normally
hyperbolic (i.e. non-degenerate). It is worth mentioning that such result was also obtained in early
works for ill-posed PDEs (see e.g. [SS99]).
For a normally hyperbolic invariant manifold, we know the tangent space of the manifold (approx-
imately) equals to the center direction of the partially hyperbolic splitting at this manifold. More
precisely, taking a C1 diffeomorphism H : X → X and a boundaryless compact and smooth invariant
submanifold K of X as a simple example where X is a Banach space, we assume K admits partially
hyperbolic splitting (or equivalently exponential trichotomy) X = Xs ⊕ Xc ⊕ Xu with three continuous
bundles Xκ (κ = s, c, u) over K where DH in Xs and in Xu is uniformly contractive and expanded,
respectively, and in Xc is strictly weaker than the contraction in Xs and expansion in Xu; now the
normal hyperbolicity of K means TK = Xc . Evidently K would be not normally hyperbolic if
TK ⊂ Xc , and we say this K is partially normally hyperbolic (with respect to H). In the circumstance
of differential equations, this case was investigated comprehensively by many authors. For example
(a list by no means exhaustive):
(i) Chow, Liu, Yi [CLY00b] studied center-(un)stable and center manifolds of a boundaryless
compact and smooth invariant submanifold K for ODEs in Rn;
(ii) Zeng [Zen00] gave a locally invariant center-stable manifold (in Hn) of a circle of equilibriums
K for some nonlinear SchrÃűdinger equation;
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(iii) Schlag [Sch09] exhibited a (globally invariant) center-stable manifold around the ground states
K for some nonlinear SchrÃűdinger equation in W1,1(R3) ∩W1,2(R3); later, Beceanu [Bec12]
improved this in the critical space ÛH1/2(R3);
(iv) Nakanishi and Schlag [NS12] constructed a (globally invariant) center-stable manifold around
the soliton manifold K for the nonlinear KleinâĂŞGordon equation on Rd;
(v) Krieger, Nakanishi and Schlag [KNS15] obtained (globally invariant) center-stable manifolds of
ground states (invariant under scale and translation) and ground state solitons (invariant under
scale, translation and Lorentz transform), respectively, for the critical wave equation in ÛH1(Rd);
(vi) Jin, Lin and Zeng [JLZ18] built (locally invariant) center-(un)stable and center manifolds of
a smooth manifold K obtained by spatial translation of certain traveling wave solution for
the GrossâĂŞPitaevskii equation; also under some non-degeneracy conditions, such manifolds
would be globally invariant and thus unique.
Remark 1.1. We remark that in above items (ii)-(vi),
• the linear parts of the differential equations (in certain suitable form) exhibit Hamiltonian structures
with finite Morse index which implies that they admit finite-dimensional (un)stable spaces and
infinite-dimensional center spaces and that they generate C0 groups (see [LZ17] for a detailed
characterization);
• K is taken as equilibriums of the differential equations; the geometry of K is likeM, Rn, or Rn×M
whereM is a compact and smooth submanifold without boundary, which trivially satisfies (H1)
∼ (H4) in Section 4.1; the exponential trichotomy of K is usually obtained by the exponential
trichotomy of a point belonging to K (due to the construction of K under some kind of symmetrical
structures for the differential equations e.g. scale and spatial translation invariance, etc);
• the nonlinear parts of the differential equations are usually unbounded making the analysis very
complicated, which again makes it extremely difficult to verify the non-linear version of exponential
trichotomy with respect to the original non-linear dynamics (i.e. the (A) (B) condition defined in
Definition 2.3 and Definition 4.2).
Above, K is taken as a smooth embedding manifold which in turn is not necessary. In 1970s,
Fenichel [Fen79] first considered the invariant manifolds of a compact setK consisting of equilibriums
and applied it to study the geometric singular perturbation problem for ODEs in Rn. About 20 years
later, Chow, Liu, Yi [CLY00a] generalized it to the general case that K is a compact invariant set
satisfying some admissibility condition. Very recently, Bonatti and Crovisier [BC16] obtained an
analogous result for diffeomorphisms on Riemannian manifolds (see also Corollary V in the infinite-
dimension); in addition, they also obtained the equivalent characterization (see also Theorem 11.3).
It is worth mentioning that one can define the “pre-tangent space” of a set (in the sense of Whitney)
and so the notation TK ⊂ Xc can make sense if K is a set; see e.g. [Whi34, CLY00a, BC16] or
Definition 10.14.
The theory of invariant manifold around a single equilibrium for abstract differential equations
including semi-linear and quasi-linear parabolic or hyperbolic PDEs, delay equation, etc, has been
extensively investigated by many researchers, see e.g. [Hen81, CL88, BJ89, DPL88, PS01, MR09,
Zel14]. See also [Che19a, Che19c] for more results about invariant graph (manifold) and invariant
foliation, in connection with abstract differential equations in the cocycle form.
It seems that there is no general result parallel to [CLY00b] for (well-posed) PDEs or abstract
differential equations in Banach spaces.
The differential equations we mentioned before are well-posed, i.e. they generate C0 semiflows
(or even flows). However, there are some differential equations, e.g. the (bad) Boussinesq equations,
the elliptic problem on the cylinder, some semi-linear wave equations (with non-vanished convective
term), the spatial dynamics (in the sense of K. Kirchgässner) induced by the reaction-diffusion
equations (the Swift-Hohenberg equations orKdV equations, etc) (see e.g. [EW91,Gal93,SS99,LP08,
dlL09,ElB12] and [Che19c, Appendix C]), are ill-posed, which means that for most initial data there
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is no local solution. Eckmann and Wayne [EW91], Gally [Gal93], de la Llave [dlL09], and ElBialy
[ElB12] considered the different types of invariant manifolds (e.g. (un)stable, center, center-(un)stable
manifolds) of an equilibrium for some classes of ill-posed PDEs; de la Llave and Sire [dlLS19] and
Cheng and de la Llave [CdlL19] also considered the time-depending invariant manifolds for possibly
ill-posed PDEs. We introduced in [Che19a,Che19c] the notions of (bundle) correspondence, cocycle
correspondence, and continuous correspondence (see also Section 13) originally due to Chaperon
[Cha08], which in some sense is a generalization of the notion of (hyperbolic) dynamical system
(e.g. map, bundle map, cocycle (skew-product semiflow), semiflow), and gave a unified treatment
of global invariant manifold theory for ill-posed differential equations. But there are much fewer
results concerning the local invariant manifold theory around a general manifold or a set for ill-posed
differential equations which is the purpose of this paper and [Che19b].
Turn to the abstract (discrete or continuous) dynamical systems (maps or semiflows). The different
types of (locally or globally) invariant manifolds of a fixed point for diffeomorphisms or C1 maps
have being studied at length in e.g. [HPS77, §5-5A] and [Irw80, dlLW95, Cha04] etc, and also for
correspondences with generating maps in [Cha08]; see [Che19a] for generalized results of [Cha08] in
more general setting than [HPS77, §5-6] as well. The theory of normally hyperbolic invariant manifold
has being investigated comprehensively for diffeomorphisms on compact Riemannian manifolds in
[HPS77], for C1 maps in Banach spaces in [BLZ98,BLZ08]; such results can be easily modified to
the corresponding (semi)flow version (see [HPS77, BLZ98, BLZ08]). In [Che18], we also studied
the invariant manifolds nearby an approximately normally hyperbolic and approximately invariant
manifold with respect to a correspondence, giving a generalized result of [BLZ98, BLZ99, BLZ08]
(even for maps) and making it applicable to ill-posed differential equations (see also [Che19c]). For
the partially hyperbolicity case, this was addressed in [BC16] for diffeomorphisms on Riemannian
manifolds around compact sets.
Invariant manifold theory nowadays is a basic tool to understand the non-linear dynamical systems
and has a wide theoretical and practical application. For the partially normal hyperbolicity case,
it is very useful to find some special interesting orbits; see e.g. [Zen00] and [LLSY16] for the
searching of homoclinic and heteroclinic orbits in the practical models. It should be noticed that such
theory provides an extremely detailed characterization of the global dynamical behaviors; see e.g.
[Sch09,Bec12,NS12,KNS15]. For some remarkable dynamical consequences in the finite-dimension,
see also [BC16, Section 1.2].
Recently, the study of C2 (non-invertible) maps in Banach spaces has received extensive attention,
especially their dynamical properties and ergodic theory, e.g., Lyapunov exponents, horseshoes,
entropy and SRB measures; see e.g. [LL10, LY11,BY17]. In this paper, we try to give the infinite-
dimensional version of [BC16] for both C1 maps and correspondences in Banach spaces in addition
with some generalizations even in the finite-dimension; a brief discussion of the continuous dynamic
(e.g. semiflow or continuous correspondence) version is also given (see Section 13). The applications
to bothwell-posed and ill-posed differential equations are discussed in somewhere else (see [Che19b]).
In 1960s, V. I. Arnol′d [Arn63,Arn64] introduced “whiskered torus” in symplectic systemswhich is
regarded as the key geometric structures leading to the instability of the nearly integrable systems. The
existence of the whiskered torus was investigated further by Fontich, de la Llave and Sire [FdlLS09,
FdlLS15, dlLS19] etc. In the present paper, as an illustration of main results, we continue to study
the nonlinear dynamical behaviors nearby the whiskered tori giving the stable-(un)stable manifolds
around them (see Section 3) including both maps on Hilbert spaces or lattices and correspondences
(generated by 1-D (bad) Boussinesq equation with periodic boundary condition for discrete time
t0 > 0) case (see Example 3.5, 3.6 and 3.7). It is worth mentioning that in general the whiskered tori
constructed in [FdlLS09,FdlLS15,dlLS19] are partially normally hyperbolic in this paper’s sense.
1.2. a nontechnical overview of main results for C1 maps. In this subsection, we present our main
results for C1 maps in a nontechnical and special version. In [BC16], Bonatti and Crovisier obtained
the following.
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Theorem (C. Bonatti and S. Crovisier). Let H be a C1 diffeomorphism on a smooth Riemannian
manifold X and K a partially hyperbolic invariant compact set such that TX |K = Xs ⊕ Xc ⊕ Xu (see
e.g. the assumptions in Section 11.2). Then the following are equivalent.
(1) There is a C1 submanifold Σc such that K belongs to the interior of Σc , Σc is locally invariant
under H, and TΣc |K = Xc .
(2) The strong stable manifolds and strong unstable manifolds at m ∈ K intersect K only at m.
(3) TK ⊂ Xc .
Such result also holds in the infinite-dimension but with an additional assumption. See also
Definition 10.14 for the meaning of the symbol TK ⊂ Xc when X is a Banach space.
Theorem A. The above theorem also holds when X is a separable Hilbert space or X is a Banach
space with Xc being finite-dimensional fibers over K .
See Section 4.6 and Section 11.2 for more details of Theorem A. The compactness of K is limited
in applications. We will consider more general situations.
(S) Let H : X → X be a C1 map and K ⊂ X where X is a Banach space. Suppose DH is (almost)
uniformly continuous in a positive neighborhood of K in X .
(Q1) The first situation is that K is a uniformly C0,1 immersed submanifold of X (see (H1) ∼ (H4)
in Section 4.1 in detail when K = Σ) and invariant under H (meaning H(K) ⊂ K and H−1(K) ⊂ K);
in addition, H : K → K is an invertible C0 (and almost uniformly continuous) map in the immersed
topology of K . A description of the qualitative behavior of H in a positive neighborhood of K is
needed. Assume X has a decomposition X = Xsm ⊕ Xcm ⊕ Xum, m ∈ K , such that,
• Xκm (κ = s, c, u) are invariant under DH(m) for m ∈ K;
• supm |Asm ⊕ Acm | |(Aum)−1 | < 1 and supm |Asm | |(Aum ⊕ Acm)−1 | < 1 with supm{|Asm ⊕ Acm |, |(Aum ⊕
Acm)−1 |} < ∞, where Aκm = DH(m)|Xκm , κ = s, c, u;
• TmK ⊂ Xcm with TmK ⊕ Xc0m = Xcm for m ∈ K;
• K → G(X) : m 7→ Xκm (κ = s, c, u, c0) in some sense are Lipschitz in the immersed topology of K
where G(X) is the Grassmann manifold of X (see Section 5.1).
Heuristically, we have the following. We emphasize that supm{|Asm |, |(Aum)−1 |} < 1 is not assumed.
Note also that in general, H is not Lipschitz.
Theorem B. Under (S) (Q1), there are three C0,1 immersed submanifolds of X , denoted byWcs
loc
(K),
Wcu
loc
(K) and Σc = Wcs
loc
(K) ∩Wcu
loc
(K), such that
• K ⊂ Σc , TmWcsloc(K) = Xcsm , TmWculoc(K) = Xcum , and TmΣc = Xcm, m ∈ K;• Wcs
loc
(K),Wcu
loc
(K) and Σc are locally positively invariant, locally negatively invariant and locally
invariant under H, respectively.
• If, in addition, K ∈ C1, m 7→ Xκm (κ = s, c, u, c0) are C1 and the norm of X is C1, then one can
chooseWcs
loc
(K),Wcu
loc
(K), Σc such that they are C1. Particularly, if K ∈ C1 and X is a separable
Hilbert space, thenWcs
loc
(K),Wcu
loc
(K), Σc can be chosen such that they are C1.
For more general version of Theorem B, see Theorem III and Appendix C.
Remark 1.2. If we assume additionally supm{|Asm |, |(Aum)−1 |} < 1 and TmK = Xcm, then K is
normally hyperbolic with respect to H in the sense of [HPS77,BLZ98,BLZ08], and so Σc = K and
Wcs
loc
(K),Wcu
loc
(K), Σc automatically become C1 (without assuming K ∈ C1); see also [Che18].
In the second situation, we do not assume K is a manifold or is invariant. Instead, we consider the
following assumptions.
(Q2) Let K ⊂ Σ where Σ is a uniformly C0,1 immersed submanifold of X around K (see (H1) ∼
(H4) in Section 4.1 in detail) and u : K → K an invertible C0 (and almost uniformly continuous) map
(in the immersed topology of Σ). Assume supm∈K |H(m) − u(m)| is small and X has a decomposition
X = Xsm ⊕ Xcm ⊕ Xum, m ∈ K , such that,
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• Xκm (κ = s, c, u) are approximately invariant under DH(m) (over u) for m ∈ K (see also (IV′) (a′) in
Section 4.6);
• DH(m) in Xsm and in Xum is uniformly contractive and expanded, respectively, and in Xcm is strictly
weaker than the contraction in Xsm and expansion in Xum for m ∈ K;
• TmΣ = Xcm for m ∈ K;
• K → G(X) : m 7→ Xκm (κ = s, c, u) in some sense are Lipschitz (in the immersed topology of Σ).
Now, we can replace Σ by a locally invariant C0,1 submanifold Σc (or more intuitively, modify a
neighborhood of K in Σ such that the new one is locally invariant). Such result can be considered as a
version of persistence result (see also [CLY00b,CLY00a,BC16]) but this is extremely different with
the normal hyperbolicity for it is not uniquely persistent and the persisted manifold is only locally
invariant.
Theorem C. Under (S) (Q2), there are three C0,1 immersed submanifolds in a small neighborhood
of K in X , denoted byWcs
loc
(K),Wcu
loc
(K) and Σc = Wcs
loc
(K) ∩Wcu
loc
(K), such that
• Wcs
loc
(K),Wcu
loc
(K) and Σc are locally modeled on Xcsm , Xcum , Xcm, m ∈ Σ, respectively;
• Wcs
loc
(K),Wcu
loc
(K) and Σc are locally positively invariant, locally negatively invariant and locally
invariant under H, respectively.
• If, in addition, Σ ∈ C1 admitting C1 ∩ C0,1 bump functions (see also Definition 7.1) and m 7→ Xκm
(κ = s, c, u) are C1, then one can chooseWcs
loc
(K),Wcu
loc
(K), Σc such that they are C1. Particularly,
if Σ ∈ C1 and if X is a separable Hilbert space or Σ is finite-dimensional, thenWcs
loc
(K),Wcu
loc
(K),
Σc can be chosen such that they are C1.
See Theorem IV and Corollary VII for more details.
Remark 1.3. If K = Σ, then K is approximately invariant and approximately normally hyperbolic
with respect to H in the sense of [BLZ08]. In this case,Wcs
loc
(K),Wcu
loc
(K), Σc automatically become
C1 (without assuming Σ ∈ C1) and Σc is invariant and normally hyperbolic with respect to H; see
also [BLZ08,Che18].
The general results are formulated in Section 4 after some essential preliminaries given in Section 2
where H being a correspondence or a non-smooth (and non-Lipschitz) map, and a new way to
describe hyperbolicity, are set up. In the following, we give a more concrete illustration about our
generalizations and some differences occurred in the infinite-dimension.
general settings problem.
—— maps and correspondences problem.
In this paper, our focus is correspondences (see Section 2.1 and [Cha08]) instead of maps. One
reason is that asmentioned before, wewill apply ourmain results to ill-posed differential equations (see
[Che19c,Che19b]); in fact, such results are built for the first time to give a general procedure to deal
with the (partially normally hyperbolic) invariant manifolds for ill-posed differential equations. The
second reason is that we need to consider the non-invertible maps in Banach spaces. If one does not
change the maps to the correspondences, then the stable direction results and unstable direction results
should be proved separately (see e.g. [BLZ98]). But by using the notion of dual correspondence (see
Definition 2.2), one now can give a unified proof; we learned this approach from [Cha08]. The third
reason is that we also concentrate on the non-smooth and non-Lipschitz dynamical systems; in this
case, it seems that if we do not change the problem to the form of correspondences, it could become
a little complicated.
—— smoothness and non-smoothness problem.
It has come to light the invariant manifold theory in general holds for non-smooth (but in some sense
“Lipschitz continuous”) dynamical systems (see e.g. [HPS77,Sta99,Cha04,Cha08,Che19a,Che18]),
which is also important when we consider the restrictions of Axiom A diffeomorphisms to hyperbolic
basic sets, the two-sided shifts of finite type, or the smooth Banach space mappings under Lipschitz
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truncations, etc. To illustrate the following fact, consider a simple case: a map H : X → X satisfies
H(0) = 0 where X = Xs ⊕ Xu is a Banach space. Write X(r) , {x ∈ X : |x | < r}.
Case (a). Let H be C1 around 0, and DH(0)Xκ ⊂ Xκ (κ = s, u). Write Aκ = DH(0)|Xκ and
assume Au : Xu → Xu is invertible. Suppose |As | |A−1u | < 1.
To obtain a locally invariant manifold h : Xs(δ) → Xu (with h(0) = 0 and δ small) for H, one
may consider the Lipschitz truncated map H˜ = A + (H − A) ◦ r , where r is the radial retraction
of X (see (1.1)) for small  . Then apply the global version of invariant manifold theory (see e.g.
[Sta99,Cha04,Che19a] or the below for r = ∞) to get h˜ and so h = h˜|Xs (δ) for small δ. If |As | < 1,
then such Lipschitz truncation is not needed (see e.g. [Che19a, Theorem 4.6]).
The above argument also works for the partial hyperbolicity situation when the invariant set K
consists of equilibriums (see e.g. [Fen79]). But for general sets, it seems this argument is no longer
valid (see e.g. [CLY00a]). In order to obtain the regularity of h, one needs the higher regularity of r .
For instance, if X admits a C0,1 ∩C1 bump function (see [HJ14]) or a blip map introduced in [BR17]
(which holds for the interesting space X = C[0, 1]), then there is r1, (·) ∈ C0,1 ∩ C1 satisfying that
r1, (x) = x if x ∈ X(1), r1, (X) ⊂ X(), and Lip r1, (·) is independent of 1,  , where 0 < 1 <  ;
now, use r1, instead of r .
Case (b). Let H = ( f , g) : Xs ⊕ Xu → Xs ⊕ Xu; write gx(·) = g(x, ·) and fy(·) = f (·, y). Suppose
there is a small r > 0 such that g−1x (·) : Xu(r) → Xu exists for x ∈ Xs(r), and
() sup |y |<r, |x |<r Lip fy(·)Lip g−1x (·) < 1 and sup |x |<r Lip f(·)(x), sup |y |<r Lip g−1(·) (y) are small.
If r = ∞, then the invariant manifold h : Xs → Xu (with h(0) = 0) for H is considered in
e.g. [Sta99, Cha04, Che19a]. In order to give a locally invariant manifold h : Xs(δ) → Xu , one
might consider H˜ = H ◦ rε instead of H, but this cannot work. Another way is to consider the
correspondence Ĥ induced by the generating map (F,G) (see e.g. [Cha08,Che19a] or Section 2.1)
whereG(x, y) = g−1
rε (x)(rε(y)) and F(x, y) = f (rε(x),G(x, y)) for ε = r . But this will affect the spectral
condition; for example, it will work if sup |y |<r, |x |<r Lip fy(·)Lip g−1x (·) < 1/4.
The reader may have noticed the difference between the smooth and non-smooth dynamics espe-
cially for the local invariant manifold theory. We also emphasize that the condition () does not imply
the Lipschitz continuity of H; but in case (a), since H is C1 around 0, H is Lipschitz around 0.
Note that if sup |y |<r Lip fy(·) < 1, then the truncation is not needed. In fact, in [Che18], the
normal hyperbolicity theory is also established for the non-smooth and non-Lipschitz (“generalized”)
dynamics. The case (b) is the simplest version of our main results (see Theorem I and Theorem III
case (2)). Our argument is not to truncate the original dynamic but to cut off the graph transformwhere
the idea comes from [BC16]. Our general results in Section 4 can also be applied to the non-smooth
and non-Lipschitz (“generalized”) dynamics which do not contain in the existing references for this
general setting as far as we know.
—— description of hyperbolicity problem.
The spectral condition described as in case (a) for the C1 case more or less is classical; see e.g.
[HPS77, BJ89, BLZ98, BLZ08] or Section 4.6; for the non-smoothness case, the spectral condition
given by similar as the condition () seems natural (see e.g. [Sta99,Cha04,Cha08]). But this ismissing
some generality and also some optimality, making it inapplicable to the theory of inertial manifold
(see e.g. [MPS88, Zel14]) and “weak hyperbolicity1” (see e.g. [Yan09] and [Wig94, Section 7.3]).
Instead, we use the (A) (B) condition (see Definition 2.3) which can be viewed as a non-linear version
of invariant cone condition to describe the hyperbolicity motivated by [MPS88, LYZ13, Zel14]; see
[Che19a, Sections 3.2-3.3 and 7.2] and [Che19c, Section 3] for some advantages. We also notice that
the hyperbolicity condition being described about the dynamic system itself but not the linearized one
is sometimes useful; this will be clear to see [Che19c,Che19b]. Consider a situation: two different
differential equations with the same linear operator but one of the non-linear part is bounded and
1In [Yan09, Section 1.2], the author gave a very clear illustration about this fact; also, that paper contains many interesting
applications with rigorous proofs.
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another is unbounded; it may happen that the dynamics generated by different equations share the
same type of (A) (B) condition meaning the functions in (A) (B) condition also satisfy our results’
conditions but the functions are not the same; note that the two linearized dynamics are equal and
thus the spectral condition like in case (a) does not give any information about the difference caused
by the non-linear parts (see also [NS12,Bec12, JLZ18]).
—— compactness and uniformity problem.
In the finite-dimension, the compactness property is frequently used which is very limited in
the infinite-dimension. Instead, we make some uniformity assumptions which are more natural and
feasible for the infinite-dimensional dynamical systems. As an illustration, note thatC1 + compactness
(resp. C0 + compactness) implies Lipschitz continuity (resp. uniform continuity) but not vice versa;
such Lipschitz continuity and (almost) uniform continuity are what we need. For the assumption about
the submanifold (see (H1) ∼ (H4) in Section 4.1), we borrow the hypothesis used in [BLZ99,BLZ08]
(with a little different statement); see also [Che18]. We also give the notion of uniform boundary
(see Section 12.1) in order to extend the class of compact (embedding) submanifold with boundary,
which is needed in the revisited Fenichel theorem (see Section 12.2). Particularly, we do not assume
the submanifold to be embedding, finite-dimensional or even smooth; what we need is some uniform
properties of some subset far away from the “boundary”. The reader should be aware of certain
common features between a compact smooth submanifold without boundary and a Banach space.
The assumption on the dynamic is also made in this spirit (see also [Che19a,Che18]). There are
two major uniformity assumptions; for example, in Theorem I, (A2) and (A3) (a) (iii) (in Section 4.2).
Here, we use a weak notion than “uniform continuity”, namely “almost uniform continuity” defined in
Definition 4.1 (see also [BLZ08, p. 364]). This is for ease of applications when using some approx-
imation and also is important especially in the infinite-dimension; intuitively, a function sufficiently
close to a uniformly continuous function is almost uniformly continuous but it may be not uniformly
continuous (or even continuous).
smooth analysis in Banach spaces.
—— smooth and Lipschitz truncation problem.
Except in some special cases (see e.g. Remark 6.15 (b) (c)), unlike the normal hyperbolicity (see
e.g. [Che18]), for partially normal hyperbolicity, the truncation problem is important in our proof. In
our circumstance, the Lipschitz truncation can always be done (due to the setting in Banach spaces),
but unlike in the finite-dimension case, the smooth and Lipschitz truncation is not always possible.
This problem is related with the smooth and Lipschitz approximation of Lipschitz maps in Banach
spaces (see Section 7.6), which has not been symmetrically investigated until the work of Hájek and
Johanis [HJ10] (see also [HJ14]). Also, we need the version of the corresponding results about the
functions defined on Finsler manifolds which was discussed in [JSSG11].
—— extension and approximation of maps between two manifolds.
Such problem is well known in the finite-dimension. Since we cannot find the general results in the
infinite-dimension, we also conclude some relevant results from our purpose; see Section 10.2 and
Appendix B. In order to do this, a detailed study of Grassmann manifold is needed which is given in
Section 5.1 and Section 5.3.
—— a geometric version of Whitney extension theorem in Banach spaces.
As mentioned before, the existing results usually dealt with the invariant set K as a manifold
without boundary. In the finite-dimension, the results of [CLY00a] (for ODEs) and [BC16] (for
diffeomorphisms) are as general as possible when K is a compact set. Note that, one can deal with this
general case since the partially normal hyperbolicity of K also implies that there is a C1 submanifold
Σ ⊃ K with the tangent space atK equaling to the center direction. Ormore precisely, ifTK ⊂ Xc with
continuous vector bundle Xc over K , then there is a C1 manifold Σ ⊃ K such that TΣ |K = Xc . This
is a geometric version of Whitney extension theorem (see [BC16, Section 3], [CLY00a, Proposition
1] and Section 10.3).
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In 2010s, Jiménez-Sevilla and Sánchez-González [JSSG13] obtained their C1 Whitney extension
theorem in the infinite-dimension, which allows us to handle the case when K is a compact set and in
addition e.g. X is a separable Hilbert space or the center direction is finite-dimensional; see Section 4.5
and Section 10.3. However, we have no idea how to deal with the case when K is non-compact.
If K is a manifold, then Whitney extension theorem is not needed, and instead the tubular neigh-
borhood of K in X should be taken into consideration (see also [JLZ18] for the similar idea); compare
with [CLY00b] where Nash embedding theorem was used and in turn this is not necessary. Roughly,
in this case, one needs to distinguish two situations: K has no boundary and K has boundary. For K
without boundary, the two cases: approximately invariant case (Theorem I with K = Σ) and invariant
case (Theorem III), are discussed; the corresponding trichotomy cases are also given in Theorem IV
and Appendix C. For K with boundary, in Theorem 12.4, we only consider the normal hyperbolicity
case which can be regarded as a revised version of Fenichel theorem (see e.g. [Fen79, Jon95]); we do
not know if such result has existed for diffeomorphisms even in the finite-dimension.
local and global invariance problem —— discrete and continuous dynamics.
We notice that for the normal hyperbolicity case (and so for the hyperbolic equilibrium case), the
corresponding results for continuous dynamic systems (flow, semiflow, continuous correspondence)
can be deduced directly from the discrete dynamical systems (diffeomorphism, Banach spacemapping,
correspondence); see [HPS77, BLZ98, BLZ08, Che19c]. But for the partial hyperbolicity case, this
doesn’t always work since the obtained manifolds may be locally invariant and not unique which
is caused by the cut-off technique used in the proof. In fact, except the global version of invariant
manifold results (see e.g. [Che19c, Section 4.1] and [CHT97]), there is no general result about the local
center manifold of a (fixed or not) point for abstract continuous dynamics (flow, semiflow); see also
[Kri04]. However, one can easily give a local center manifold for the continuous dynamics generated
by smooth tangent fields since in this case one can cut off the tangent fields. In order to give a version
of the partial hyperbolicity result for abstract continuous dynamics, additional technical assumption
is needed to ensure the uniqueness of the obtained local center-(un)stable invariant manifolds (see
Section 13 for the detail). Note that in some cases, center-(un)stable invariant manifolds would be
characterized uniquely but this heavily relies on certain very specific structure of the differential
equations or the dynamics (see e.g. [JLZ18, Section 6] and [NS12,Bec12]).
Note: In this paper, we only consider that the phase space X is a Banach space which certainly loses
some generality, but the proof in this case contains all the key ideas; to deal with the general case
when X is a Finsler manifold, some ideas used in [Che19a, Section 5] is needed which we do not
give details here. We do not consider the invariant foliations in center-(un)stable manifolds which are
important for the characterization of asymptotic behaviors; such result is an almost direct consequence
of [Che19a] when we turn this into a problem on the bundle as e.g. [Che18] (see also Appendix D for
a sketch in the special case).
Remark 1.4. When X is a Banach space, we may consider, at each point m ∈ X , the norm of TmX =
m + X equals to the original norm of X; i.e., the geodesics are straight lines. Sometimes, this affects
our applications to differential equations in Banach spaces. Let us give the norms of TmX = m+ X as
| · |m which are equivalent to the original norm | · | of X , and assume X × X → R+ : (m, x) 7→ |x |m is
continuous and for
lim
→0
sup
m∈X
{| |x |m′ − |x |m | : |x |m ≤ 1, |m′ − m|m ≤ } , $,
$ is small. The metric dF of X now is defined by the Finsler metric induced by the Finsler structure
of TX; note that the geodesics of X are no longer straight lines in this case. Notice that if K > $,
then there is a small  > 0 such that if dF (m′,m) <  then
(1 +K)−1 |m′ − m|m ≤ dF (m′,m) ≤ (1 +K)|m′ − m|m.
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For the assumptions in our main results in this paper, if the norms of the subspaces of TmX = m + X
inherit from | · |m and the metric of X is written as dF (and so the original norm of X no longer
appears), as well as other easy revisions are made, then all the results hold (with minor modifications);
but the examples about the existence of the bump functions should be modified, e.g., the C1 norm of
X can not give any information now. We leave this for the readers.
1.3. a general process of potential applications in differential equations.
Example 1.5. Let X,Y be two Banach spaces. Let T(t) : X → X , S(−t) : Y → Y , t ≥ 0, be C0
semigroups with generators A,−B, respectively, and |T(t)| ≤ eµs t , |S(−t)| ≤ e−µu t , ∀t ≥ 0; see
[Paz83]. Let F1 : X × Y → X , F2 : X × Y → Y be Lipschitz maps with Lip Fi ≤ εi . Consider the
following differential equation
(DE)
{
Ûx = Ax + F1(x, y),
Ûy = By + F2(x, y),
or its integral form (called variant of constant formula),
(DEint)
{
x(t) = T(t − t1)x1 +
∫ t
t1
T(t − s)F1(x(s), y(s)) ds,
y(t) = S(t − t2)y2 −
∫ t2
t
S(t − s)F2(x(s), y(s)) ds,
t1 ≤ t ≤ t2.
(Usually, the solutions of (DEint) are called the mild solutions of (DE). Equation (DE) is usually ill-
posed, meaning that for arbitrarily given (x0, y0) ∈ X ×Y , there might be no (mild) solution (x(t), y(t))
satisfying (DE) with x(0) = x0, y(0) = y0.)
• Note that if S(−·) is a C0 group, then equation (DE) is well-posed and classical which has being
investigated at length by many authors; see e.g. [Paz83]. In this case, there is a nature setting that
we can apply the discrete dynamics results in Section 4; for example, the study of first return map
defined on certain cross-section of some orbits of (DE).
• For some concrete examples of (DE) where S(−·) is not aC0 group, see [LP08] or [Che19c, Appen-
dix C]; this is an abstract model including the (bad) Boussinesq equation, the elliptic problem on
the cylinder, some semi-linear wave equations (with non-vanished convective term), the spatial dy-
namics (due to K. Kirchgässner) induced by the reaction-diffusion equations (the Swift-Hohenberg
equations or KdV equations, etc).
• By the standard argument, it is easy to see that for each (x1, y2) ∈ X ×Y , (DEint) exists a unique C0
solution (x(t), y(t)), t1 ≤ t ≤ t2, with x(t1) = x1, y(t2) = y2 (see e.g. [ElB12,Che19c]); let
Ft1,t2 (x1, y2) = x(t2), Gt1,t2 (x1, y2) = y(t1).
• Our results in Section 4 (as well as [Che19c]) will show that the maps F0,t0,G0,t0 for fixed t0 > 0
can reflect some dynamical properties of (DE).
From our perspective, for invariant manifolds, ill-posed and well-posed differential equations can
be treated in a uniform manner. (Step I) That is, we do not regard (DE) as an initial value problem,
but try to solve (DEint) with x(t1) = x1, y(t2) = y2. We should mention that the integral form (DEint)
heavily depends on the non-linear maps F1, F2 (and so it is related with A, B), and in some cases, we
even do not know the exact form and if the non-linear map can be written as F = (F1, F2); see also
[Che19c, Section 3] for the details. The above familiar form (DEint) is presented owing to the simple
assumptions on A, B and F1, F2. We do not discuss further about the integral form (DEint).
Let H be the continuous correspondence (in the sense of Definition 13.1) induced by (DE) (i.e.
(DEint)), that is, H(t) ∼ (F0,t,G0,t ) for all t ≥ 0 (see Section 2.1 for the meaning). Intuitively, there is
a correspondence H(t) between X ×Y to X ×Y , defined by (x1, y1) ∈ H(t)(x0, y0) if and only if there is
a solution (x(s), y(s)) (0 ≤ s ≤ t) of (DE) satisfying (x(0), y(0)) = (x0, y0) and (x(t), y(t)) = (x1, y1).
Let us assume K is invariant under equation (DE) and induces a flow t, meaning that for each
ω ∈ K there is only one orbit {z(t)}t∈R of (DE) such that z(t) ∈ K for all t ∈ R and z(0) = ω; the flow
t now is defined by t(ω) = z(t).
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(Step II) In order to study the dynamical properties of (DE) in a neighborhood of K , let us assume
g = (F1, F2) ∈ C1 and linearize the equation (DE) along K; that is,
Ûz(t) = Cz(t) + L(tω)z(t),
where C = A ⊕ B, Z = X × Y , and L(ω) = Dg(ω) ∈ L(Z, Z), ω ∈ K . In some situations,
the uniform (exponential) trichotomy (or uniform (exponential) dichotomy) (see e.g. [CL99] for
the well posed differential equations and [LP08] for the ill-posed differential equations, as well as
[Che19c, dlLS19, CdlL19]) is known. (Step III) In order to obtain the “dynamical behavior” of
(DE), we need to further study the uniform (exponential) trichotomy (or dichotomy) of the following
non-linear equation (see also Example 13.2)
Ûz(t) = Cz(t) + L(tω)z(t) + f (ω)z(t),
where f (ω)z = g(z + ω) − L(ω)z − g(ω), z ∈ Z , ω ∈ K; more precisely, we need to know the (A) (B)
condition of the cocycle correspondence generated by the above equation which in some cases was
verified in [Che19c, Section 3]. This gives the verification of (B3) (a) in Section 4.4 (or (A3) (a) in
Section 4.2).
(Step IV) We still need to show K has certain good geometric property (i.e. (H1) ∼ (H4) in
Section 4.1); correspondingly, the continuity of t (in the immersed topology) as well as its (almost)
uniform continuity should be fulfilled (i.e. (B2) in Section 4.4 or (A2) in Section 4.2). (Step V)
Finally, the geometric property of K should be compatible with the uniform (exponential) trichotomy
(or dichotomy) assumption (i.e. (B3) (b) (ii) in Section 4.4 (or (A3) (b) (ii) in Section 4.2)). Now, we
can try to apply the main results in Section 4 to H(t0) for fixed t0 > 0 (or the results in Section 13 and
[Che19b] for H(t) for all t ≥ 0).
The perturbed equation of (DE) can also be considered. For example,
Ûz = Cz + g˜(z),
where |g˜ − g |C1 is small; in this case, use f˜ (ω)z = g(z + ω) − L(ω)z − g˜(ω) instead of f in (Step
III). Note that |g˜ − g |C0 should be sufficiently small (i.e. (B3) (b) (i) in Section 4.4 or (A3) (b)
(i) in Section 4.2). But how small |Dg˜ − Dg |C0 is only depends on the analysis in (Step II). In
fact, sometimes, |Dg˜ − Dg |C0 could be not so small as in the theory of inertial manifold (see e.g.
[MPS88,Zel14]); note that this also happens in “weak hyperbolicity” in the sense of [Wig94, Section
7.3] (see also [Yan09]); here, Theorem III (as well as Appendix C) gives such a generalization.
We give the following remark. (Step II) in nature is related with spectral theory of the differential
equations (see e.g. [CL99, LP08, LZ17] and the references therein for more details); this is not the
consideration for this series of papers. We mention that the general spectral theory of ill-posed
differential equations in not well-developed. (Step I) and (Step III) heavily rely on the variant of
constant formula we can find with associated estimates (like Strichartz estimates). The difficulty of
these two steps varies with different assumptions about linear and non-linear terms. Especially, the
critical non-linear perturbations will become very complicated (see e.g. [Sch09,Bec12] etc); but we
have confidence that our results can also be applied once the abstract version of such perturbation is
established as in [Che19c, Section 3]. As our assumption about the submanifold is general including
many interesting examples, (Step IV) sometimes is not a question especially when K is a compact
set (see Theorem 4.5) or K is a (uniformly Lipschitz invariant) submanifold (see Section 4.3); see
Remark 4.9 for the details. In the partially normal hyperbolicity case, (Step V) is the main problem,
but in physical applications it usually holds naturally.
See Section 3 and particularly Example 3.7 for a concrete application.
1.4. structure of this paper. In Section 2, some basic notions are given to set up for “generalized”
dynamical systems being non-smooth, non-Lipschitz and “non-mapping”, which are taken from
[Che19a]. Section 3 is some applications of our main results to the invariant whiskered tori case. Our
main results are presented in Section 4. Some basic facts needed in the proofs are given in Section 5:
Grassmann manifolds and uniform submanifolds in Banach spaces. Section 6 contains the proof of
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existence results and Theorem I. The core step is the construction of the graph transform where the
ideas combine with [Fen71,BLZ08,BC16] as well as some new developed techniques used in [Che18]
in order to deal with the “generalized” dynamical systems. In Section 7, we give the proof of regularity
results and Theorem II where we combine the methods used in [HPS77, BLZ08] and [Che19a]. A
quick discussion of the existence of C0,1 ∩ C1 bump functions is also included in Section 7.6. In
Section 8 and Section 9, we prove Theorem III and Theorem IV, respectively. In Section 10, we give a
geometric version of Whitney extension theorem in the infinite-dimension (see also [CLY00a,BC16]
in the finite-dimension) and prove Corollary V. In Section 11, we discuss the invariant manifolds for
C1 maps. Section 12 includes the revisited Fenichel theorem for the discrete dynamical systems when
the submanifold has boundary. A continuous dynamic version of the partially normal hyperbolicity
result is provided in Section 13.
Notations: Throughout this paper, the following notations will be used.
• Lip f : the Lipschitz constant of f ; Holθ f : the θ-Hölder constant of f . Lip f = Hol1 f .
• R+ , {x ∈ R : x ≥ 0}, N = {0, 1, 2, . . .}, Z = {0,±1,±2, . . .}.
• Br (K) , Or (K) , {x : d(x,K) < r}, Br (m) , Br ({m}), if (X, d) is a metric space with metric d.
• For a normed space X , write SX = {x : |x | = 1}, Br = X(r) , {x : |x | < r}.
• For two normed spaces X,Y , denote by L(X,Y ) the all bounded linear operators of X → Y , and
L(X) , L(X, X).
• G(X): the Grassmannmanifold of X (i.e. the complemented linear subspaces of X); see Section 5.1.
• Π(X): the set of projections of X , if X is a Banach space.
• X1 ⊕ X2: Xi (i = 1, 2) are closed subspaces of a normed space with X1 ∩ X2 = {0}. Without
mentioned, the norm of X1 ⊕ X2  X1 × X2 is taken as |(x1, x2)| = max{|x1 |, |x2 |} (when X1 ⊕ X2
is close).
• ΠX2 (X1): the projection with R(ΠX2 (X1)) = X1, ker(ΠX2 (X1)) = X2 if X1 ⊕ X2 is closed.
• For a correspondence H : X → Y (defined in Section 2.1),
• H(x) , {y : ∃(x, y) ∈ GraphH}, H(A) , ⋃x∈AH(x),
• A ⊂ H−1(B), if ∀x ∈ A, ∃y ∈ B such that y ∈ H(x),
• GraphH, the graph of the correspondence.
• H−1 : Y → X , the inversion of H defined by (y, x) ∈ GraphH−1 ⇔ (x, y) ∈ GraphH.
• H ∼ (F,G) means that the correspondence has a generating map (F,G).
• (A) (B) condition, (A)(α;α′, λu) (B)(β; β′, λs) condition, or (A′) (B) condition, etc, defined in
Definition 2.3.
• Write f = O (1) if f → 0 as  → 0; f = o() if f / = O (1); f = O() if | f / | < ∞ as  → 0.
• D1F(x, y) = DxF(x, y) and D2F(x, y) = DyF(x, y): the derivatives of F with respect to x, y,
respectively, where F is differentiable at (x, y) ∈ X × Y .
• Let rε(x) be the radial retraction of a Banach space, defined by
(1.1) rε(x) =
{
x, if |x | ≤ ε,
εx/|x |, if |x | ≥ ε.
2. Basic notions: set-up for generalized dynamical systems
In order to give a unified treatment of the differential equations in Banach spaces for both ill-posed
and well-posed case, we introduce the notion of correspondence with generating map (originally
due to [Cha08]) which can be regarded as “generalized dynamical system”. A way to describe the
hyperbolicity of this type of dynamics is using (A) (B) condition introduced first in [Che19a].
Let us first recall some terminologies about bundle. (X,M, pi1) (or for short X) is called a (set)
bundle (over M) if pi1 : M → X is a surjection. Usually, we call Xm = pi−11 (m), m ∈ M , the fibers of
X , M the base space of X and pi1 the projection. Sometimes, the elements of X are written as (m, x)
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where x ∈ Xm, m ∈ M . The Whitney sum X × Y of two bundles X,Y over M , is defined by
X × Y = {(m, x, y) : x ∈ Xm, y ∈ Ym,m ∈ M}.
Let (X,M1, pi1), (Y,M2, pi2) be two bundles and u : M1 → M2 a map. A map f : X → Y is a bundle
map over u if f (Xm) ⊂ Yu(m) for all m ∈ M1; write f (m, x) = (u(m), fm(x)) and call fm : Xm → Yu(m)
a fiber map of f . A bundle is called a vector bundle if each of its fibers is a linear space. A bundle
map between two vector bundles is called a vector bundle map if each fiber map is linear.
2.1. correspondence with generating map, dual correspondence. Let X,Y be sets. H : X → Y is
said to be a correspondence (see [Cha08]), if there is a non-empty subset of X × Y called the graph
of H and denoted by GraphH . There are some operations between the correspondences.
• (inversion) The inversion H−1 : Y → X of a correspondence H : X → Y , is defined by
(y, x) ∈ GraphH−1 ⇔ (x, y) ∈ GraphH.
• (composition) For two correspondences H1 : X → Y , H2 : Y → Z , define H2 ◦ H1 : X → Z by
GraphH2 ◦ H1 = {(x, z) : ∃y ∈ Y such that (x, y) ∈ GraphH1, (y, z) ∈ GraphH2}.
• (linear operation) If X,Y are vector spaces, and H1, H2 : X → Y are correspondences, then
H1 − H2 : X → Y is defined by
Graph(H1 − H2) = {(x, y) : ∃(x, yi) ∈ GraphHi such that y = y1 − y2}.
In particular, Hm , H(m + ·) − m̂ : X → Y can make sense, i.e.
GraphHm = {(x, y − m̂) : ∃(x + m, y) ∈ GraphH}.
The following notations for a correspondence H : X → Y will be used frequently.
• H(x) , {y ∈ Y : ∃(x, y) ∈ GraphH}; here, allow H(x) = ∅; if H(x) = {y}, write H(x) = y.
• H(A) , ⋃x∈AH(x), where A ⊂ X .
• So A ⊂ H−1(B) means that ∀x ∈ A, ∃y ∈ B such that y ∈ H(x) (⇔ x ∈ H−1(y)).
• When X = Y , we say A ⊂ X is invariant under H if A ⊂ H−1(A).
• If A ⊂ H−1(B), then H : A→ B can be regarded as a correspondence H |A→B defined by
(x, y) ∈ GraphH |A→B ⇔ y ∈ H(x) ∩ B.
• We say H : A → B induces (or defines) a map, denoted by H |A→B (sometimes also write
H |A = H |A→B), if ∀x ∈ A, H(x) ∩ B has only one element.
Let us focus on the description of GraphH.
• We say a correspondence H : X1 × Y1 → X2 × Y2 has a generating map (F,G), denoted by
H ∼ (F, G), if there are maps F : X1 × Y2 → X2, G : X1 × Y2 → Y1, such that
(x2, y2) ∈ H(x1, y1) ⇔ y1 = G(x1, y2), x2 = F(x1, y2).
Note that given such maps F,G, one can determine a correspondence H so that H ∼ (F,G).
The following type of maps induce correspondences with generating maps; see also [Cha08].
• Let H = ( f , g) : X1×Y1 → X2×Y2 be a map. Suppose for every x1 ∈ X1, gx1 (·) , g(x1, ·) : Y1 → Y2
is a bijection. Let G(x1, y2) = g−1x1 (y2), F(x1, y2) = f (x1,G(x1, y2)). Then we have H ∼ (F,G).
A map having some hyperbolicity will be in this case, no matter whether the map is bijective or
not; see Lemma 4.6 and [Che19a, Section 3] for more results.
Definition 2.1. Let (X,M, pi1), (Y, N, pi2) be two bundles, and u : M → N a map. H : X ×Y → X ×Y
is called a bundle correspondence over a map u, if GraphH , ⋃m∈M (m,GraphHm), i.e.
(u(m), xu(m), yu(m)) ∈ H(m, xm, ym) ⇔ (xu(m), yu(m)) ∈ Hm(xm, ym),
where Hm : Xm × Ym → Xu(m) × Yu(m) is a correspondence, m ∈ M .
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If for each m ∈ M , Hm ∼ (Fm,Gm), where Fm : Xm × Yu(m) → Xu(m), Gm : Xm × Yu(m) → Ym are
maps, then we say H has a generating bundle map (F,G) over u, denoted by H ∼ (F,G).
Let M = N . The kth bundle composition H(k) of H is defined by
H(k)m = Huk−1(m) ◦ Huk−2(m) ◦ · · · ◦ Hm.
This is a bundle correspondence over uk .
Definition 2.2. Let H : X1 × Y1 → X2 × Y2 be a correspondence with a generating map (F,G). The
dual correspondence of H, denoted by H˜ : X˜1 × Y˜1 → X˜2 × Y˜2, is defined by as follows. Set X˜1 = Y2,
X˜2 = Y1, Y˜1 = X2, Y˜2 = X1 and
F˜(x˜1, y˜2) = G(y˜2, x˜1), G˜(x˜1, y˜2) = F(y˜2, x˜1).
Now H˜ is uniquely determined by (x˜2, y˜2) ∈ H˜(x˜1, y˜1) ⇔ y˜1 = G˜(x˜1, y˜2), x˜2 = F˜(x˜1, y˜2), i.e.
H˜ ∼ (F˜, G˜).
Usually, H˜ can reflect some properties of H−1; but note that H−1 and H are not in duality.
For example, if H satisfies (A)(α;α′, λu) condition (see Definition 2.3 below), then H˜ satisfies
(B)(α;α′, λu) condition. Particularly, if we obtain the “stable results” with respect to H, then we also
get the “unstable results” of H by using the “stable results” of H˜. We state all the results in “stable
direction” in the present paper, leaving the corresponding statements of “unstable results” for readers.
2.2. hyperbolicity and (A) (B) condition. Let us give a way to describe the hyperbolicity of a
correspondence which is motivated by [MPS88,LYZ13,Zel14]. Let Xi,Yi, i = 1, 2 be metric spaces.
For the convenience of writing, we write the metrics d(x, y) , |x − y |.
Definition 2.3. We say a correspondence H : X1 × Y1 → X2 × Y2 satisfies (A) (B) condition, or
(A)(α; α′, λu) (B)(β; β′, λs) condition, if the following conditions hold. ∀ (x1, y1)×(x2, y2), (x ′1, y′1)×(x ′2, y′2) ∈ GraphH,
(A) if |x1 − x ′1 | ≤ α |y1 − y′1 |, then |x2 − x ′2 | ≤ α′ |y2 − y′2 |;
if |x1 − x ′1 | ≤ α |y1 − y′1 |, then |y1 − y′1 | ≤ λu |y2 − y′2 |;
(B) if |y2 − y′2 | ≤ β|x2 − x ′2 |, then |y1 − y′1 | ≤ β′ |x1 − x ′1 |;
if |y2 − y′2 | ≤ β|x2 − x ′2 |, then |x2 − x ′2 | ≤ λs |x1 − x ′1 |.
If α = α′, β = β′, we also use the notation (A) (α, λu) (B) (β, λs) condition. If H ∼ (F,G), we
also say (F,G) satisfies (A) (B) condition; in this case, the maps F,G satisfy the following Lipschitz
conditions.
(A′) supx Lip F(x, ·) ≤ α′, supx LipG(x, ·) ≤ λu .
(B′) supy LipG(·, y) ≤ β′, supy Lip F(·, y) ≤ λs .
IfF,G satisfy the aboveLipschitz conditions, thenwe sayH ∼ (F,G) satisfies (A′)(α′, λu) (B′)(β′, λs)
condition, or (A′) (B′) condition. Similarly, one can define (A′) (B) condition, (A) (B′) condition,
etc.
Roughly speaking, in Definition 2.3, the numbers λs, λu and the spaces Xi,Yi (i = 1, 2) are
related to the Lyapunov numbers and spectral spaces, respectively; and the numbers α, α′ and β, β′
describe how the spaces Xi,Yi (i = 1, 2) are approximately invariant. It might be intuitive to see this
in [Che19c, Section 3] in the context of differential equations where we gave a relation between the
uniform (exponential) dichotomy (see [CL99,LP08]) and (A) (B) condition; see also [Che19a, Sections
4.2-4.3] and [MPS88, Zel14] for more ways about the verification of (A) (B) condition. In the
following, we collect some useful facts about (A) (B) condition; for the simple proofs of below
lemmas 2.4 and 2.5, see [Che19a, Sections 4.2-4.3].
It is easy to see that if for all n, Hn : Xn × Yn → Xn+1 × Yn+1 satisfies (B) (βn; β′n, λn,s) condition
with β′
n+1 ≤ βn, then Hn ◦ · · · ◦H1 satisfies (B) (βn; β′1, λ1,s · · · λn,s) condition. This fact will be used
in Section 9.
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Lemma 2.4 (Lipschitz condition⇒ (A) (B) condition). Let H ∼ (F,G) : X1 × Y1 → X2 × Y2.
(a) If for all x1, x ′1 ∈ X1, y2, y′2 ∈ Y2,
|F(x1, y2) − F(x ′1, y′2)| ≤ max{λs |x1 − x ′1 |, α |y2 − y′2 |},
|G(x1, y2) − G(x ′1, y′2)| ≤ max{β |x1 − x ′1 |, λu |y2 − y′2 |},
and αβ < 1, λsλu < 1, thenH satisfies (A) (α, λu) (B) (β, λs) condition. In addition, if αβ < λsλu ,
then H satisfies (A) (c−1α;α, λu) (B) (c−1β; β, λs) condition where c = λsλu < 1.
(b) If H satisfies (A′) (α˜, λ˜u) (B′) (β˜, λ˜s) condition with λ˜s λ˜u < c2, α˜ β˜ < (c −
√
λ˜s λ˜u)2, where
0 < c ≤ 1, then H satisfies (A)(α; cα, λu) (B)(β; cβ, λs) condition, where
α =
b −
√
b2 − 4cα˜ β˜
2β˜
, β =
b −
√
b2 − 4cα˜ β˜
2α˜
, λs =
λ˜s
1 − αβ˜, λu =
λ˜u
1 − βα˜, b = c − λ˜s λ˜u + α˜ β˜.
Note that in Lemma 2.4 (b), we also have αβ < 1, λsλu < 1.
For a Banach space X and r > 0, write X(r) = {x ∈ X : |x | < r}.
Lemma 2.5 (invariant cone condition⇒ (A) (B) condition). Let Xi,Yi (i = 1, 2) be Banach spaces,
and H ∼ (F,G) : X1 × Y1 → X2 × Y2 a correspondence. Assume F,G ∈ C1 and αβ < 1. Then the
followings are equivalent.
(a) H satisfies (A) (α;α′, λs) condition and supy LipG(·, y) ≤ β.
(b) For every (x1, y2) ∈ X1 × Y2, (DF(x1, y2),DG(x1, y2)) satisfies (A) (α;α′, λu) condition and
sup
(x1,y2)
|D1G(x1, y2)| ≤ β.
In particular, ifH ∼ (F,G) : X1(r1)×Y1(r ′1) → X2(r2)×Y2(r ′2) satisfies (A) (α;α′, λu) condition and
supy2 LipG(·, y2) ≤ β, αβ < 1/2, then (DF(x1, y2),DG(x1, y2)) also satisfies (A) (α;α′, λu) condition
and |D1G(x1, y2)| ≤ β for any (x1, y2) ∈ X1(r1) × Y2(r ′2).
The item (b) in Lemma 2.5 satisfied by the linear operators (DF(x1, y2),DG(x1, y2)), (x1, y2) ∈
X1 × Y2 is known as invariant cone condition (see e.g. [MPS88,BLZ98,LYZ13]).
Example 2.6. Continue to consider Example 1.5. Let H(t) be the continuous correspondence (in the
sense of Definition 13.1) induced by (DE), i.e. H(t) ∼ (F0,t,G0,t ) for all t ≥ 0 where F0,t,G0,t are
given in Example 1.5. If µu − µs − ε1 − ε2 > 0, then there are constants 0 < k1,t, k2,t < 1, α, β,
and λs = eµs+ε1, λu = e−µu+ε2 such that αβ < 1 and H(t) satisfies (A)(α; k1,tα, λtu) (B)(β; k2,t β, λts)
condition with ki,t → 0 as t →∞ and εi → 0; for details, see [Che19c, Section 3].
3. Applications to study the dynamics of the whiskered tori
The center-(un)stable or center manifolds around ground states or ground state solitons for different
Hamiltonian PDEs have being constructed by many authors, see e.g. [Sch09,NS12,Bec12,KNS15,
JLZ18] etc and Remark 1.1. In the following, to stress our motivation, analogous to [JLZ18, Theorem
1.2], let us consider the existence of center-(un)stable or center manifolds around a whiskered torus
(i.e. a hyperbolic invariant torus). Heuristically, such results would be direct consequences our main
results in Section 4 and the “definition” of whiskered torus. Whiskered torus was introduced by V. I.
Arnol′d [Arn63,Arn64]. The existence of the invariant whiskered torus was studied extensively in e.g.
[FdlLS09] (for exact symplectic maps and Hamiltonian flows), [FdlLS15] (for coupled Hamiltonian
systems on an infinite lattice), [dlLS19] (for possibly ill-posed Hamiltonian PDEs) and [CCd19] (for
dissipative systems), etc. In order to give some applications to ill-posed PDEs (like [dlLS19]), we
need to describe the invariant whiskered torus for a correspondence. The following is in a such way.
Write Td = Rd/Zd .
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Definition 3.1 (whiskered(-like) torus). Given a correspondence H : X → X where X is a Banach
space (or more generally a Banach manifold for which we do not consider here), we say a C1-smooth
embedding K : Td → X is an invariant whiskered(-like) torus of H if K satisfies the following.
(a) H ◦ K = K ◦ uω where uω : Td → Td is a rotation with frequency ω, i.e. uω(θ) = θ + ω. That
is, H : R(K) → R(K) induces a map conjugate to a rotation uω where R(K) is the range of K .
(b) (uniform trichotomy) For each θ ∈ Td , there is a splitting
TK(θ)X = X = Xsθ ⊕ Xcθ ⊕ Xuθ ,
with associated projection Πs,c,uθ such that
(i) θ 7→ Πs,c,uθ are C1,
(ii) Xcθ is finite-dimensional with dimension dim X
c
θ ≥ d.
(iii) For κ1 = cs, κ2 = u, κ = cs, or κ1 = s, κ2 = cu, κ = cu, we have
H(· − K(θ)) − K(θ + ω) ∼ (Fκθ ,Gκθ ) : Xκ1θ (r) ⊕ Xκ2θ (r1) → Xκ1uω (θ)(r2) ⊕ X
κ2
uω (θ)(r),
where r, r1, r2 > 0, such that
(iii1) Fκθ (·),Gκθ (·) ∈ C1 with DFκθ (·),DGκθ (·), θ ∈ Td being equicontinuous.
(iii2) DFκθ (0)|Xκ2
uω (θ )
= 0, DGκθ (0)|Xκ1θ = 0; and
(iii3) supθ |DFκθ (0)| < λκ1 , supθ |DGκθ (0)| < λκ2 with λs < 1, λu < 1, λκ1λκ2 < 1.
Consider the case when H is a map. (b) (iii) now is implied by the following classical assumption
which was used in e.g. [FdlLS09,FdlLS15,CCd19]; see e.g. Lemma 4.6 for a proof.
(iii′1) H is a C
1 map in a neighborhood of K with DH uniformly continuous;
(iii′2) A
s,c,u
θ , DH(K(θ))|Xs,c,uθ : X
s,c,u
θ → Xs,c,uuω (θ) with A
c,u
θ invertible; and
(iii′3) |Asθ | < λs , |(Auθ )−1 | < λu , |Acθ | < λcs and |(Acθ )−1 | < λcu with λs < 1, λu < 1, λcsλu < 1,
λcuλs < 1.
Note that, in this case, DFcs,cuθ (0) = Acs,sθ and DGcs,cuθ (0) = (Au,cuθ )−1.
Remark 3.2. (a) Note that from Definition 3.1 (a), (b) (iii2) with λu < 1 and supθ |DK(θ)| < ∞,
we know DK(θ)TθTd ⊂ Xcsθ ; similarly DK(θ)TθTd ⊂ Xcuθ . This shows that DK(θ)TθTd ⊂ Xcθ and
so the invariant torus K is partially normally hyperbolic.
(b) If dim Xcθ = d, then the invariant torus K is normally hyperbolic; if dim X
c
θ = 2d, then K is
actually the whiskered torus studied in e.g. [FdlLS09,FdlLS15,dlLS19,CCd19] etc.
(c) In fact, the finite-dimension of Xcθ is not used in Theorem 3.3 except we cannot know whether
Wcs
loc
(K),Wcu
loc
(K), Σc are C1 and Theorem 3.3 (6) holds; in this case, the meaning of Theorem 3.3 (2)
now is in the sense of Whitney, and the proof really needs Lemma 5.13. In addition, if the norm of X
is C1, then we also haveWcs
loc
(K),Wcu
loc
(K), Σc are C1.
Furthermore, if K ∈ Ck+1 and the norm of X is Ck+1, then Theorem 3.3 (6) also holds without
assuming that Xcθ is finite-dimensional.
(d) What we really need in Definition 3.1 (b) (iii1) is that DFκθ (·),DGκθ (·), θ ∈ Td , are ξ-almost
equicontinuous with ξ small (see page 97) which can be implied by e.g. H is a C1 map in a neighbor-
hood of K (without assuming the uniform continuity of DH); this is a very standard assumption. We
use such condition since the existence of the whiskered torus obtained in the references mentioned
before needs it in a strong version, e.g., H is an analytic map. Definition 3.1 (b) (iii3) is also not so
general: (1) a natural way is that e.g. |(DFκθ (0))n | ≤ Cλnκ1 for some constant C independent of n and
θ but this is without loss of generality by taking a suitable metric (see [Gou07]); (2) λκ1, λκ2 do not
depend on θ, that is, the hyperbolicity of K is described in an absolute sense (see [HPS77]) which is
related to Sacker-Sell spectral theory (see [CL99, Section 6.3]); here we use this way for the references
mentioned before use such way and in some concrete examples such whiskered tori are constructed
in a neighborhood of an equilibrium (see e.g. [dlLS19]). In Definition 3.1 (b) (i), it suffices to have
that θ 7→ Πs,c,uθ are C0 (which again will imply θ 7→ Πs,c,uθ are Hölder; see also [Che19a, Section
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6.4]). In fact, since K ∈ C1 and Td is finite-dimensional, one can approximate them by C1 ones; see
[BLZ08, Theorem 6.9] or Corollary 10.10.
In analogy with [JLZ18, Theorem 1.2], we have the following locally invariant manifolds around
a torus. For brevity, if K : Td → X is C1 embedding, then we identify K with R(K).
Theorem 3.3 (Dynamical behavior nearby an invariant whiskered(-like) torus). Let K : Td → X be a
C1 invariant whiskered(-like) torus of a correspondence H : X → X given as in Definition 3.1 where
X is a Banach space. Then there are C1 embedding submanifolds Wcs
loc
(K),Wcu
loc
(K), Σc of X in a
neighborhood of K , called a local center-stable manifold, a local center-unstable manifold, and a
local center manifold of K , respectively, such that the following statements hold.
(1) Wcs
loc
(K),Wcu
loc
(K), Σc contain K in their interiors; Wcs
loc
(K) ∩Wcu
loc
(K) = Σc is the transversal
intersection ofWcs
loc
(K),Wcu
loc
(K).
(2) TK(θ)Wcsloc(K) = Xcsθ , TK(θ)Wculoc(K) = Xcuθ , TK(θ)Σc = Xcθ , θ ∈ Td .
(3) Wcs
loc
(K),Wcu
loc
(K) and Σc are locally positively invariant, locally negatively invariant, and locally
invariant under H, respectively. That is, there are open sets Ωcs , Ωcu and Ωc = Ωcs ∩ Ωcu
of Wcs
loc
(K), Wcu
loc
(K) and Σc , respectively, containing K as their interiors such that Ωcs ⊂
H−1(Wcs
loc
(K)), Ωcu ⊂ H(Wculoc(K)) and Ωc ⊂ H±1(Σc).
(4) H : Ωcs → Wcsloc(K), H−1 : Ωcu → Wculoc(K) induce Lipschitz maps, denoted by H cs0 ,H−cu0 ,
with Lipschitz constants less than λcs, λcu , respectively; and H : Ωc → Σc induces a bi-Lipschitz
map, denoted byH c0 . Here,H c0 = H cs0 |Ωc and (H c0 )−1 = H−cu0 |Ωc . (See also Remark 4.4 (c) for
the meanings).
(5) There are small δ, ε > 0. Let XhK (δ) be a tubular neighborhood of K in X with radius δ. If
{zn = (K(θn), xn)}n∈N ⊂ XhK (δ) is a forward orbit of H (i.e. zn+1 ∈ H(zn) for all n ∈ N)
satisfying |K(θn+1) − K(θn +ω)| ≤ ε, then {zn} ⊂ Ωcs and |xn+1 | ≤ λcs |xn |; a similar statement
for Ωcu also holds. Particularly, if {zn = (K(θn), xn)}n∈Z ⊂ XhK (δ) is an orbit of H (i.e.
zn+1 ∈ H(zn) for all n ∈ Z) satisfying |K(θn+1) − K(θn +ω)| ≤ ε and |K(θn−1) − K(θn −ω)| ≤ ε
for all n ∈ Z, then {zn} ⊂ Ωc .
(6) Let k ∈ N and r ∈ [0, 1]. If λk+rcs λu < 1, λk+rcu λs < 1, and Fκθ (·),Gκθ (·) ∈ Ck,r uniform for θ ∈ Td
(see page 31), then we can takeWcs
loc
(K),Wcu
loc
(K), Σc ∈ Ck,r ; particularly θ 7→ Πs,c,uθ areCk−1,r .
(7) There are two (Hölder) bundlesWss,Wuu over Td , called the strong stable and strong unstable
laminations of K respectively, satisfying the following.
(i) Wss ⊂ Ωcs ,Wuu ⊂ Ωcu;
(ii) each fiber W ssθ (resp. W
uu
θ ) of Wss (resp. Wuu) at θ ∈ Td , called the strong stable
(resp. unstable) manifold of K(θ), contains K(θ) and is C1 with TK(θ)W ssθ = Xsθ (resp.
TK(θ)Wuuθ = X
u
θ );
(iii) Wss,Wuu are invariant underH, that is,H cs0 (Wssθ ) ⊂ Wssθ+ω andH−cu0 (Wuuθ ) ⊂ Wuuθ−ω .
(iv) Moreover, we have the following properties: for all θ ∈ Td ,
(1)Wssθ ∩ K = K(θ) andWuuθ ∩ K = K(θ);
(2) H cs0 |Wssθ : Wssθ → Wssθ+ω (resp. H−cu0 |Wuuθ : Wuuθ → Wuuθ−ω) is Lipschitz with
Lipschitz constant less than λs (resp. λu);
(3) z ∈ W ssθ if and only if z ∈ Ωcs and supn≥0(λns )−1 |(H cs0 )n(z) − K(unω(θ))| < ∞, and
z ∈ Wuuθ if and only if z ∈ Ωcu and supn≥0(λnu)−1 |(H−cu0 )n(z) − K(u−nω (θ))| < ∞.
(v) If, in addition, λcsλsλcu < 1, λcuλuλcs < 1, and Fκθ (·),Gκθ (·) ∈ C1,1 uniform for θ ∈ Td ,
i.e.
sup
θ
{Lip
z
DzFκθ (z),Lip
z
DzGκθ (z) : z ∈ Xκ1θ (r) × Xκ2uω (θ)(r)} < ∞,
e.g. H is a C2 map, thenWss,Wuu are C1 bundles.
Remark 3.4. (a) Unless the torus K is normally hyperbolic, the strong stable (resp. unstable)
laminationWss (resp.Wuu) of K is not open inWcs
loc
(K) (resp. Wcu
loc
(K)), and so in general it is not
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a foliation of Wcs
loc
(K) (resp. Wcu
loc
(K)). One can further construct a foliation W˜ss (resp. W˜uu) of
Wcs
loc
(K) (resp. Wcu
loc
(K)) containingWss (resp. Wuu) which is locally invariant under H cs0 (resp.
H−cu0 ), meaning that, e.g., for the fibers W˜ss(z) through z ∈ Wcsloc(K) one hasH cs0 (W˜ss(z) ∩Ωcs) ⊂
W˜ss(H cs0 (z)) if z ∈ Ωcs; see Appendix D (or [Che18, Section 5.5]) for the idea of this construction.
Thus, the dynamical behaviors of H inWcs
loc
(K),Wcu
loc
(K) are very clear.
(b) If H is only a correspondence, the above theorem already gives enough information about the
nonlinear “dynamic” H nearby the torus K . Basically, one cannot expect the existence of the long
time orbits of H beyond Wcs
loc
(K),Wcu
loc
(K) when H is not an invertible map. In order to give a full
characterization of the dynamical behavior around the torusK whenH is an invertible map, one further
needs to get the locally invariant center-(un)stable(-like) foliations W˜cs,W˜cu in a neighborhood of
K which contain Wcs
loc
(K),Wcu
loc
(K) as their leaves. This thus yields that H can be decoupled as a
product like “H cs0 × (H−cu)−1 over H c0 ”; see e.g. [Che19a, Corollary 4.19] for the global version.
We do not consider this more detailedly in this paper.
(c) Consider the characterization of Wcs
loc
(K) in Theorem 3.3 (5). We assume H is a map. Then
H ∈ C1 in a neighborhood of K . As K is compact, H is Lipschitz nearby K . In this case, if
{zn = (K(θn), xn)}n∈N ⊂ XhK (δ) is a forward orbit of H, then |K(θn+1) − K(θn + ω)| ≤ ε can hold
when δ is small and so it is redundant; this can be seen easily from
|K(θn+1) − K(θn + ω)| = |H(K(θn) + xn) − xn+1 − H(K(θn))|
≤ LipH |xn | + |xn+1 | ≤ (LipH + 1)δ.
In general, for a correspondence H which is not a map or H is a map which is not Lipschitz, such
orbit {zn = (K(θn), xn)}n∈N satisfying |K(θn+1) − K(θn + ω)| ≤ ε is needed to characterizeWcsloc(K);
see Definition 6.13 for the general case. Note that our main results in Section 4 also deal with the
non-Lipschitz maps.
(d) It is possible to consider the global invariance of Wcs
loc
(K),Wcu
loc
(K), Σc , but the additional
condition is very restrictive which we do not discuss here; but we mention that, if K is stable in Σc
(in both forward and backward direction), thenWcs
loc
(K),Wcu
loc
(K), Σc are globally invariant (and thus
locally unique) by Theorem 3.3 (5). Finally, we emphasize that Theorem 3.3 holds when the torus is
only immersed which is also an interesting case.
Proof of Theorem 3.3. The conclusions in Theorem 3.3 (7) are direct consequences of [Che19a,
Theorem 4.6] (for the existence and characterization ofWss,Wuu) and [Che19a, Section 6] (for the
regularities ofWss,Wuu); for item (7v), see also [Che18, Section 5.5.3]. So we omit the details
here but refer to [CdlL19, Theorem 3.1] in the (complex) analyticity setting or [FM00, Theorem 3.1]
in the differentiable maps setting.
Write Xc0θ = DK(θ)TθTd . Since K ∈ C1 is compact, one gets θ 7→ Xc0θ ∈ G(X) is C0 where
G(X) denotes the Grassmann manifold of X (see Section 5.1), and then by dim Xcθ < ∞, one can find
Xh0θ ∈ G(X) such that θ 7→ Xh0θ is C0 and Xc0θ ⊕ Xh0θ = Xcθ (see e.g. Lemma 5.13). Now by C1
approximation of θ 7→ Xc0θ , Xh0θ (see e.g. Corollary 10.10 or [BLZ08, Theorem 6.9]), without loss of
generality, we assume θ 7→ Xc0θ , Xh0θ are C1; note also that in this step, Theorem 4.5 can be applied.
As Xc0θ ⊂ Xcθ , by Lemma 2.4, we see that Theorem 3.3 (1)–(6) are corollaries of the main results
in Section 4 (see Theorem III case (2) and Appendix C); for a proof of Theorem 3.3 (6), see also
Corollary V (3ii). 
In [FdlLS09,FdlLS15,dlLS19], the authors obtained the whiskered(-like) tori as in Definition 3.1.
Let us get a little bit more specific below.
Example 3.5 (exact symplectic analytic maps in Hilbert spaces). Let H : U ⊂ M →M be an exact
symplectic analytic map (with respect to the exact symplectic form dα for some 1-form α ∈ T∗M of
M) whereM = Xsu × R2d , X orM = Xsu × Rd × Td ⊂ X , U is an open connected set ofM, and
Xsu = Xs × (Xs)∗ with Xs a Hilbert space.
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In [FdlLS09], Fontich, de la Llave and Sire gave a condition such that H admits a whiskered torus
K ⊂ M satisfying Definition 3.1 for the maps case (i.e. Definition 3.1 (a) (b) (i) (ii) (iii′1)–(iii′3))
(and in some sense is unique); see [FdlLS09, Theorem 3.11]. Although their work only concerns that
Xsu is finite-dimensional, the proof thereof really makes sense when Xsu is a Hilbert space (see also
[dlLS19]).
A standard example is the following (see [FdlLS09, Section 7.6.1]). LetM , Xsu × Rd × Td be
endowed a canonical exact symplectic form, and
F(xs, xu, xc, θ) = (µAθ xs, µ−1(A−1θ )∗xu, xc, θ + ω), (xs, xu, xc, θ) ∈ M,
where Aθ : Xs → Xs is an invertible linear operator, |Aθ | < µ−1, and θ 7→ Aθ is analytic in
Tdρ = {z = (z1, . . . , zd) ∈ Cd/Zd : supi |Imzi | < ρ}. Let H be exact symplectic, analytic and
sufficiently close to F in a small complex neighborhood ofM, then H has a whiskered torus satisfying
Definition 3.1. Note that, in this case, for any k ∈ N the center-(un)stable manifoldsWcs
loc
(K),Wcu
loc
(K)
can be taken as Ck ; we do not know if they could be C∞ but any center-(un)stable manifolds are C∞
at K in the sense of Whitney.
Moreover, one can take H as the time-t solution map of an exact symplectic analytic vector field X
onM (i.e. LXα = dW for some analytic functionW ofM); see also [FdlLS09, Section 8].
Example 3.6 (exact symplectic analytic maps on lattices). In [FdlLS15], Fontich, de la Llave and
Sire considered the existence of the whiskered torus for an exact symplectic analytic map H defined
on a lattice MZN where M = R2n−d × Td; see Theorems 3.6 and 3.11 thereof. So Theorem 3.3 can
be applied to such map H giving the dynamical behaviors around the torus. Without introducing
technical details, let us state a special case, the so-called 1-D KleinâĂŞGordon system described by
the formal Hamiltonian
H(q, p) =
∞∑
n=−∞
(1
2
p2n +W(qn) +
γ
2
(qn+1 − qn)2) onM,
where M = l∞(ZN,M) ⊂ MZN is endowed with the canonical exact symplectic form given by
Ω∞ =
∑
n∈ZN dqn∧dpn. Let X = l∞(ZN,R2n) (a Banach space). Note thatM ⊂ X and any functions
defined onM can be naturally considered as on X; also the descriptions of the hyperbolicity inM and
in X are the same. Let X ∈ TM denote the Hamiltonian vector field associated toH and H : X → X
the time-t solution map of this field X. Suppose
• W : M → R is analytic and the system Üq + DW(q) = 0 admits a hyperbolic equilibrium;
• there exists a set Ξ0 ⊂ Rd of positive Lebesgue measure such that for all ω ∈ Ξ0 there exists a
KAM torus with frequency ω invariant under the flow of Üq+DW(q) = 0 and non-degenerate in the
sense of the standard KAM theory (twist condition).
Then for a sufficiently small γ∗ > 0 there is a set Ξ0(γ∗) ⊂ Ξ0 such that if |γ | < γ∗ and ω ∈ Ξ0(γ∗),
then there is a whiskered torus K : Rd →M ⊂ X with frequency ω satisfying Definition 3.1 for H;
see [FdlLS15, Theorem 3.11]. Therefore, Theorem 3.3 can applied to such H with K .
Example 3.7 (1-D (bad) Boussinesq equation). In [dlLS19], de la Llave and Sire investigated the
existence of the whiskered tori for some possibly ill-posed Hamiltonian PDEs. As noted in [Che19c,
ElB12] (see also Example 1.5), for ill-posed differential equations, they are not evolution equations
but can generate the continuous correspondences (in the sense of Definition 13.1). So Theorem 3.3
is a very effective tool to study the dynamical behaviors of ill-posed differential equations around
whiskered tori for fixed t > 0, which we do not see such result in the existing references. Theorem 3.3
can be applied to the general abstract Hamiltonian PDEs studied in [dlLS19, Theorem 3.5].
For simplicity, let us consider a special example given by [dlLS19, Theorem 3.6], the so-named
one-dimensional (bad) Boussinesq equation subject to periodic boundary condition, i.e.,
(bBou) ∂2t u = ∂2xu + µ∂4xu + ∂2x (u2), t ∈ R, x ∈ T, µ > 0.
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Such equation is used to describe two-dimensional flow of shallow-water waves having small ampli-
tudes. As in [dlL09], letHσ,m denote the space of analytic functions h inTσ = {z ∈ C/Z : |Imz | < σ}
such that
|h|2σ,m =
∑
k∈Z
|hk |2e4piσ |k |(|k |2m + 1)
is finite with the norm |h|2σ,m, where {hk} are the Fourier coefficients of h.
Take X = Hσ,m × Hσ,m−2 for m > 5/2 and σ > 0, and its subspace X0 consisting of symmetric
functions with average having 0 (i.e. h ∈ X0 if and only if h ∈ X satisfies h(x) = h(−x), x ∈ T, and∫ 1
0 h(x) dx = 0). Let us first rewrite (bBou) in an abstract form given by:
(ACP) Ûz = Az + N(z), z = (u, v) ∈ X,
where
A =
(
0 1
∂2x + µ∂
4
x 0
)
, N (u, v) (x) =
(
0, ∂2x (u2)
)
: X → X .
Note that, N : X → X is analytic, N(0) = 0, DN(0) = 0, and D(A) = Hσ,m+2 × Hσ,m. The
spectrum of A in X is given by
σ(A) =
{
±2pi |k |
√
µ4pi2k2 − 1
}
k≥1
, {λ±k(µ)}k≥1,
with corresponding eigenfunctions φ±k = (u±k, v±k) such that Aφ±k = λ±k(µ)φ±k , k ≥ 1, where
(u±k, v±k) = (e±2piikx, λ±k(µ)e±2piikx), k = 1, 2, . . . .
Let Xs∗ = span{φk : Reλk(µ) < 0} (in X), Xu∗ = span{φk : Reλk(µ) > 0} (in X) and Xc∗ = span{φk :
Reλk(µ) = 0}. Note that Xc∗ is finite-dimensional. Since ∂2x + µ∂4x : Hσ,m+2 → Hσ,m−2 is selfadjoint,
we have X = Xs∗ ⊕ Xc∗ ⊕ Xu∗ with associated projections Πs,c,u∗ . We also write Xs,c,u0 = Xs,c,u∗ ∩ X0.
Then we have X0 = Xs0 ⊕ Xc0 ⊕ Xu0 with associated projections Πs,c,u0 . Here, notice that e.g.
Xc0 = span{(cos(2pikx), λk(µ) cos(2pikx)) : Reλk(µ) = 0}.
Write As,c,u = AXs,c,u∗ (the part2 of A in X
s,c,u
∗ ). We also mention that dim Xc0 is even and
0 < σ(AXc0 ). It is easy to see that there are 0 < λs, λu < 1 and λc > 1 with λc sufficiently close to 1,
which only depend on µ, such that
|et As | ≤ λts, |e−t Au | ≤ λtu, for t ≥ 0, and |et Ac | ≤ λtc, for t ∈ R;
see also [dlL09, Section 6.1.3]. In particular, the mild solutions z(t) = (xs(t), xc(t), xu(t)) ∈ Xs∗ ⊕
Xc∗ ⊕ Xu∗ (t1 ≤ t ≤ t2) of (ACP) satisfy the following variant of constant formula{
xs,c(t) = e(t−t1)As,c xs,c(t1) +
∫ t
t1
e(t−r)As,cΠs,c∗ N(z(r)) dr,
xc,u(t) = e(t−t2)Ac,u xc,u(t2) −
∫ t2
t
e(t−r)Ac,uΠc,u∗ N(z(r)) dr,
t1 ≤ t ≤ t2.
For t ≥ 0, let us define the correspondence H(t) : X → X by (x1, y1) ∈ H(t)(x0, y0) if and only
if there is a mild solution (x(s), y(s)) (0 ≤ s ≤ t) of (ACP) satisfying (x(0), y(0)) = (x0, y0) and
(x(t), y(t)) = (x1, y1).
It is easy to see that for any t > 0, if rt > 0 is small, then for any (xc,s, yu) ∈ Xc,s∗ (rt ) × Xu∗ (rt ) (or
(xs, yc,u) ∈ Xs∗ (rt ) × Xc,u∗ (rt )), the above equation has a unique solution z(t) = (xs(t), xc(t), xu(t)) ∈
Xs∗ (rt ) ⊕ Xc∗ (rt ) ⊕ Xu∗ (rt ) (0 ≤ t ≤ t2) with xs,c(0) = xs,c, xc(t2) = yu (or xs(0) = xs, xc,u(t2) = yc,u);
see e.g. [ElB12]. Set
Fcs∗,t (xs, xc, yu) = (xs(t2), xc(t2)), Gcs∗,t (xs, xc, yu) = xu(0),
and
Fcu∗,t (xs, yc, yu) = xs(t2), Gcu∗,t (xs, yc, yu) = (xc(0), xu(0)).
2The part of A in Y ⊂ X, denoted by AY , is defined by AY x = Ax, x ∈ D(AY ) = {x ∈ D(A) ∩Y : Ax ∈ Y }.
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Now, H(t) ∼ (Fcs∗,t ,Gcs∗,t ) : Xcs∗ (rt ) × Xu∗ (rt ) → Xcs∗ (rt ) × Xu∗ (rt ) and H(t) ∼ (Fcu∗,t ,Gcu∗,t ) : Xs∗ (rt ) ×
Xcu∗ (rt ) → Xs∗ (rt ) × Xcu∗ (rt ). Since et As : Xs0 → Xs0 (t ≥ 0) and similar for et Ac,u , and equation
(bBou) is symmetric about the phase space and conserves the quantity
∫ t
0 ∂tu(t, x) dx, we see that the
above statements also hold when we restrict H(t) in X0 (i.e. Xs,c,u∗ can be replaced by Xs,c,u0 ); that is,
H(t) : X0 → X0.
Now, fix t0 > 0 and r0 = rt0 . Write H0 = H(t0) and uω(θ) = θ + ω.
By [dlLS19, Theorem 3.5], for fixed d ∈ N, there are an open set I ′
d
⊂ R+ and a Cantor set
C ⊂ Rd such that for each ω ∈ C and µ ∈ I ′
d
, dim Xc0 = 2d and there is an analytic whiskered torus
Kω : Td → X0 ⊂ X with frequency ω and close to 0, solving (A + N) ◦ Kω = DKω ◦ uω; that is,
for any θ ∈ Td , z(t) = (u(t), Ûu(t)) = Kω(ωt + θ) is a quasi-periodic solution of (ACP) (i.e. u(·) is a
quasi-periodic solution of (bBou)) and supθ |Kω(θ)| < r0/4 is sufficiently small (which follows from
the construction in the proof of [dlLS19, Theorem 3.5]; see [dlLS19, Section 10.6]). Particularly,
H0 ◦ Kω = Kω ◦ ut0ω .
Moreover, Kω is spectrally non degenerate in the sense of [dlLS19, Definition 3.3] (or equivalently
satisfies uniform trichotomy), i.e., there are splittings X0 = Xsθ ⊕ Xcθ ⊕ Xuθ with associated projections
Πs,c,uθ , θ ∈ Td , and three cocycles Us,c,u over uω such that
(•1) θ 7→ Πs,c,uθ are analytic;
(•2) supθ |Πs,c,uθ − Πs,c,u0 | is small and so particularly dim Xcθ = 2d;(•3) Us(t, θ) : Xsθ → Xsθ+ωt , Uu(−t, θ) : Xuθ → Xuθ+ωt , t ≥ 0; Uc(t, θ) : Xcθ → Xcθ+ωt , t ∈ R;(•4) |Us(t, θ)| ≤ (λ∗s)t , |Uu(−t, θ)| ≤ (λ∗u)t for t ≥ 0, and |Uc(t, θ)| ≤ (λ∗c)t for t ∈ R where
λ∗s,c,u = λs,c,u +  and  is sufficiently small only depending on supθ |Kω(θ)|;
(•5) Us,c,u satisfy the following variational equations
Us(t, θ) = id +
∫ t
0 A(θ + ωr)Us(r, θ) dr, t > 0,
Uu(t, θ) = id +
∫ t
0 A(θ + ωr)Uu(r, θ) dr, t < 0,
Uc(t, θ) = id +
∫ t
0 A(θ + ωr)Uc(r, θ) dr, t ∈ R,
where A(θ) = A + DN(Kω(θ)); or in a more precise way,
Us(t, θ)x = x + A
∫ t
0 Us(r, θ)x dr +
∫ t
0 DN(θ + ωr)Us(r, θ)x dr, t > 0, x ∈ Xsθ ,
Uu(t, θ)x = x + A
∫ t
0 Uu(r, θ)x dr +
∫ t
0 DN(θ + ωr)Uu(r, θ)x dr, t < 0, x ∈ Xuθ ,
Uc(t, θ)x = x + A
∫ t
0 Uc(r, θ)x dr +
∫ t
0 DN(θ + ωr)Uc(r, θ)x dr, t ∈ R, x ∈ Xcθ ,
where DN(θ) = DN(Kω(θ)). That is, for z(t) = (Ucs(t, θ)xcs,Uu(t − r, θ + rω)yu) or z(t) =
(Us(t, θ)xs,Ucu(t − r, θ + rω)ycu) (0 ≤ t ≤ r), it is a mild solution of the following linearized
equation (of (ACP)) along Kω:
(Vareq) Ûz(t) = Az(t) + DN(Kω(θ + tω))z(t).
Set
f (θ)z = N(Kω(θ) + z) − DN(Kω(θ))z − N(z).
Then one can rapidly see that z(t) is the mild solution of (ACP) if and only if w(t) = z(t) −Kω(θ + tω)
is the mild solution of the following equation in the cocycle form:
Ûw(t) = Aw(t) + DN(Kω(θ + tω))w(t) + f (θ + tω)w(t).
The mild solutions w(t) = (ws(t),wc(t),wu(t)) ∈ Xsθ+tω ⊕ Xcθ+tω ⊕ Xuθ+tω (0 ≤ t ≤ t1) of the above
equation satisfy the following variant of constant formula: for 0 ≤ t ≤ t1,{
ws,c(t) = Uc,s(t, θ)ws,c(0) +
∫ t
0 Us,c(t − r, θ + rω) fs,c(θ + rω)w(r) dr,
wc,u(t) = Uc,u(t − t1, θ + t1ω)wc,u(t1) −
∫ t1
t
Uc,u(t − r, θ + rω) fc,u(θ + rω)w(r) dr,
where fs,c,u(θ)z = Πs,c,uθ f (θ)z. We refer the reader to see [Che19c, Section 3.1] for the details.
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Since supθ |Kω(θ)| is small, we see supθ Lip f (θ)(·)|X(r) is smallwhen r > 0 is small (e.g. r < r0/4).
This means that the above equation (for t1 = t0) has a unique solution w(t) = (ws(t),wc(t),wu(t)) ∈
Xsθ+tω(r0) ⊕ Xcθ+tω(r0) ⊕ Xuθ+tω(r0) (0 ≤ t ≤ t0) such that ws,c(0) = xs,c , wu(t0) = yu (or ws(0) = xs ,
wc,u(t0) = yc,u). Therefore, for κ1 = cs, κ2 = u, κ = cs, or κ1 = s, κ2 = cu, κ = cu, we have
H0 − K(θ + t0ω) ∼ (Fκθ ,Gκθ ) : Xκ1θ (r0) ⊕ Xκ2θ (r0) → Xκ1θ+t0ω(r0) ⊕ X
κ2
θ+t0ω
(r0),
with Fκθ (·),Gκθ (·) analytic,
sup
θ
{|D2zFκθ (z)|, |D2zGκθ (z)| : z ∈ Xκ1θ (r0) × Xκ2θ+t0ω(r0)} < ∞,
and
DFcsθ (0) = Us(t0, θ) ⊕ Uc(t0, θ), DGcsθ (0) = Uu(−t0, t0θ),
DFcuθ (0) = Us(t0, θ), DGcuθ (0) = Uc(−t0, t0θ) ⊕ Uu(−t0, t0θ).
Finally, applying Theorem 3.3 to H0 : X0 → X0, we get the dynamical behaviors of H0 in X0 (i.e.,
the equation (bBou) for discrete time t0 > 0 in X0) around Kω .
The whiskered torus Kω of (bBou) constructed in [dlLS19] is in X0 (and there is no general result
for Kω ∈ X \ X0). But it is more nature to consider the dynamical behaviors of H0 in X (not X0).
The uniform trichotomy of Kω (i.e. (•1)–(•5)) is said to be in X0 which is constructed in
[dlLS19, Lemma 6.1]. It is the same (see also [CdlL19, Appendix A]) that one can construct splittings
X = X˜sθ ⊕ X˜cθ ⊕ X˜uθ with associated projections Π˜s,c,uθ , θ ∈ Td , and three cocycles U˜s,c,u over uω such
that
(•1′) θ 7→ Π˜s,c,uθ are analytic;
(•2′) supθ |Π˜s,c,uθ − Π˜s,c,u∗ | is small and so dim X˜cθ = dim Xc∗ ≥ 2d;
(•3′) Us(t, θ) : X˜sθ → X˜sθ+ωt , Uu(−t, θ) : X˜uθ → X˜uθ+ωt , t ≥ 0; Uc(t, θ) : X˜cθ → X˜cθ+ωt , t ∈ R;(•4′) |Us(t, θ)| ≤ (λ∗s)t , |Uu(−t, θ)| ≤ (λ∗u)t for t ≥ 0, and |Uc(t, θ)| ≤ (λ∗c)t for t ∈ R where
λ∗s,c,u = λs,c,u +  and  is sufficiently small only depending on supθ |Kω(θ)|;
(•5′) For z(t) = (Ucs(t, θ)xcs,Uu(t − r, θ + rω)yu) or z(t) = (Us(t, θ)xs,Ucu(t − r, θ + rω)ycu)
(0 ≤ t ≤ r), it is a mild solution of (Vareq).
Also, by the uniqueness of the construction, we know that Xs,c,uθ ⊂ X˜s,c,uθ . We mention that the
above construction also follows from [Che19c, Theorem 4.13] by applying to (Vareq). More precisely
(taking the stable direction as an example), since supθ |Kω(θ)| is small, we have supθ |DN(Kω(θ))| is
small and then by [Che19c, Theorem 4.13], there are unique hθ : Xs∗ → Xcu∗ and xθ,t : Xs∗ → Xs∗
with Lip hθ (·) small and Lip xθ,t (·) ≤ (λ∗s)t such that
(xθ,t (x), hθ+tω(xθ,t (x))) ∈ H(t)(x, hθ (x));
since (Vareq) is linear, hθ (·) is linear; now, we can take X˜sθ = Graphhθ and U˜s(t, θ) : (x, hθ (x)) 7→
(xθ,t (x), hθ+tω(xθ,t (x))); in addition, as Tdσ → L(X, X) : θ 7→ DN(Kω(θ)) is analytic, one can easily
get that the analyticity property of the projections (see e.g. [CdlL19, Appendix A]).
• Therefore, using Theorem 3.3 to H0 : X → X , we get the dynamical behaviors of H0 in X (i.e., the
equation (bBou) for discrete time t0 > 0 in X) around Kω .
Here, note that in this case DKω(θ)TθTd = Xcθ ⊂ X˜cθ .
Remark 3.8. (a) So far, the local center-stable, center-unstable and center manifolds of Kω con-
structed here depend on t0. Such result has its own independent interest. However, one can also use
Theorem 13.3 with suitable truncation of the nonlinearity N (see e.g. [CLY00b]) to get the local
center-stable, center-unstable and center manifolds of K independent of the time; see also [Che19b].
(b) The center-(un)stable and center stablemanifolds of 0 for 1-D (bad) Boussinesq equation (bBou)
have being constructed in [dlL09] (see also [ElB12]); our paper [Che19a] contains more results. It
seems that it is the first time we give the construction of center-(un)stable and center manifolds of Kω
for (bBou) with discrete time t0 > 0.
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(c) Although, we only illustrate how the main results in Section 4 could be applied to the dynamics
around the invariant whiskered tori, in [FdlLS09, FdlLS15, dlLS19], the invariant whiskered tori are
constructed through the posteriori ones (i.e., given tori solving the invariance equations approximately,
there exist true solutions nearby if some non-degeneracy conditions hold) and our results can show the
existence of locally invariant manifolds nearby them (see Theorem IV). We mention that the invariant
whiskered tori must be in the center manifold; the conditions of our main results are usually weaker
than the existence of the invariant whiskered tori. So we hope our results would be helpful for finding
different types of invariant whiskered tori under weaker conditions, similar as finding the homoclinic
and heteroclinic orbits as well as periodic orbits in the practical models (see [Zen00, LLSY16]); in
addition, such results we think are also useful for finding the orbits that are homoclinic or heteroclinic
to tori.
4. Approximately partially normal hyperbolicity: statements
4.1. set-up. We make the following set-up (I) ∼ (IV).
(I) (submanifold). We need the following hypothesis about the C0,1 (immersed) submanifold Σ of
X . Let Σ̂ be a C0 manifold and φ : Σ̂→ X a C0 map with φ(Σ̂) = Σ.
• For  > 0 and any m̂ ∈ Σ̂, let Ûm̂() be the component of φ−1(Σ ∩ B (φ(m̂))) containing m̂.
Set φ(Ûm̂()) = Um,γ(), where m = φ(m̂), γ ∈ Λ(m) , φ−1(m). φ : Ûm̂() → Um,γ() is
homeomorphic with Ûm̂() open.
• There are a family of projections {Πκm : m ∈ Σ, κ = s, c, u}, such that Πsm + Πcm + Πum = id. Set
Πhm = id − Πcm, and Xκm = R(Πκm), κ = s, c, u, h; also Xκ1κ2m = Xκ1m ⊕ Xκ1m , where κ1 , κ2 ∈ {s, c, u}.
For K ⊂ Σ, K̂ ′ ⊂ Σ̂ and κ = s, c, u, h, define
(4.1)
K̂ = φ−1(K) ⊂ Σ̂, K̂ =
⋃
m̂∈K̂
Ûm̂(), K = φ(K̂ ),
Xκ
K̂′
= {(m̂′, x) : x ∈ Xκ
φ(m̂′), m̂
′ ∈ K̂ ′}, Xκ
K̂′
(r) = {(m̂′, x) : x ∈ Xκ
φ(m̂′)(r), m̂′ ∈ K̂ ′}.
We make the following assumptions on Σ which is essentially due to [BLZ99, BLZ08]; see also
[Che18, Section 4] for more details.
(H1) (C0,1 immersed submanifold). For any m ∈ Σ, ∃m > 0, ∃δ0(m) > 0 such that
sup
{ |m1 − m2 − Πcm(m1 − m2)|
|m1 − m2 | : m1 , m2 ∈ Um,γ()
}
≤ χm() < 1,
where γ ∈ Λ(m), 0 <  ≤ m and χm(·) > 0 is increased, and
Xcm(δ0(m)) ⊂ Πcm(Um,γ(m) − m).
That is, Σ is a C0,1 immersed submanifold of X (cf. [Pal66]) locally modeled on Xcm, m ∈ Σ.
Take K ⊂ Σ. Suppose infm∈K m > 1 > 0.
(H2) (about {Πκm}). There are constants L > 0, M˜ > 0, such that (i) supm∈K |Πκm | ≤ M˜ and (ii)
|Πκm1 − Πκm2 | ≤ L |m1 − m2 |,
for all m1,m2 ∈ Um,γ(1), γ ∈ Λ(m),m ∈ K , κ = s, c, u.
(H3) (almost uniformly differentiable at K). supm∈K χm() ≤ χ() < 1 if 0 <  ≤ 1, where χ(·) is
an increased function.
(H4) (uniform size neighborhood at K). There is a constant δ0 > 0 such that infm∈K δ0(m) > δ0.
Usually, we say (Σ,K, {Πcm}, {Um,γ()}) or Σ with K satisfies (H1) ∼ (H4), and call Σ a uniformlyC0,1
immersed submanifold around K; in addition, if Σ = K , we often call Σ a uniformly C0,1 immersed
submanifold of X . We usually identify Σ̂ with Σ if Σ is endowed with immersed topology. Some
examples are the following.
• The finite-dimensional cylinders (or Tn, Sn) in X;
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• Σ is an open set of a complemented closed subspace of X and K ⊂ Σ with d(K, ∂Σ) > 0;
• any C1 compact embedding submanifold Σ of X and K ⊂ Σ with d(K, ∂Σ) > 0, where ∂Σ is the
boundary of Σ;
• φ : Σ̂ → X is C1 immersed with 1-order tangency at the self intersection (i.e. Dφ(m̂)Tm̂Σ̂ =
Dφ(m̂′)Tm̂′ Σ̂ if φ(m̂) = φ(m̂′)) where Σ̂ is boundaryless and compact;
• or more generally, φ : Σ̂→ X is aC1 leaf immersion (see [HPS77, Section 6]) with Σ̂ boundaryless.
• If Ki ⊂ Σi ⊂ Xi and Σi with Ki satisfies (H1) ∼ (H4), i = 1, 2, then Σ1 × Σ2 with K1 × K2 satisfies
(H1) ∼ (H4).
See also [Che18, Example 4.6] and [BLZ99, Figure 2.1].
Since in the following results, the really useful information is around K , with loss of generality, we
take K̂ and K for small  instead of Σ̂ and Σ, respectively; and so Σ can be with boundary, corner,
etc, that is the condition Xcm(δ0(m)) ⊂ Πcm(Um,γ(m) − m) (in (H1)) does not need to be satisfied for
those m belonging to the neighborhood of boundary, corner, etc.
Convention. Let φ1 : Xh
Σ̂
→ X, (m̂, x) 7→ φ(m̂) + x; this map usually is not injective even |x | is small
due to Σ being only immersed. For brevity, for A1, B1 ⊂ Xh
Σ̂
and a correspondence H : X → X ,
• for A0 ⊂ X and B1 ⊂ Xh
Σ̂
, A0 ⊂ B1 is understood as A0 ⊂ φ1(B1);
• A1 ⊂ H−1(B1) means φ1(A1) ⊂ H−1(φ1(B1));
• for z = (m̂, x) ∈ Xh
Σ̂
, H(z) stands for H(φ1(z)).
Definition 4.1 (almost uniform continuity). LetM be a metric space with metric d. We say a function
g : Σ → M is ξ-almost uniformly continuous at K (in the immersed topology), if BK,g ≤ ξ, where
BK,g is the amplitude of g at K ⊂ Σ, defined by
BK,g , lim
→0
sup{d(g(m), g(m0)) : m ∈ Um0,γ() ∩ K,m0 ∈ K, γ ∈ Λ(m0)}.
Obviously, if g is 0-almost uniformly continuous at K , then g is uniformly continuous at K; but
for ξ > 0, ξ-almost uniform continuity even does not imply continuity. Note also that a function
sufficiently close to a uniformly continuous function is almost uniformly continuous but it may be not
uniformly continuous (or even continuous).
(II) (base map). Assume u : K → K ⊂ Σ is a C0 map in the immersed topology which means
there exists a C0 map û : K̂ → K̂ ⊂ Σ̂ such that φ ◦ û = u ◦ φ.
(III) (decomposition). Let Π̂κm, κ = s, c, u, be projections such that Π̂sm + Π̂cm + Π̂um = id, m ∈ K .
Set X̂κm = R(Π̂κm) and X̂κ1κ2m = X̂κ1m ⊕ X̂κ2m , κ1 , κ2, κ, κ1, κ2 ∈ {s, c, u}.
(IV) (correspondence). Let H : X → X be a correspondence. Set Ĥm = H(· + m) − u(m), i.e.
GraphĤm = GraphHm − (m, u(m)) ⊂ X × X . See Section 2.1.
For convenience, the following terminologies are used to describe partially normal hyperbolicity.
Definition 4.2 ((A) (B) condition). Let κ ∈ {cs, s}, κ1 = csu − κ. We say Ĥ ≈ (F̂, Ĝ) satisfies (A′)
(α1, λ1) (resp. (A) (α1, λ1) or (A) (α; α1, λ1)) condition in κ-direction at K , if there are constants
r, r1, r2 > 0 such that for each m ∈ K ,
Ĥm ∼ (F̂m, Ĝm) : X̂κm(r) ⊕ X̂κ1m (r1) → X̂κu(m)(r2) ⊕ X̂κ1u(m)(r),
satisfies (A′) (α1(m), λ1(m)) (resp. (A) (α1(m), λ1(m)) or (A) (α(m); α1(m), λ1(m))) condition (see
Definition 2.3). Similarly, (B′) (β1, λ2) (resp. (B) (β1, λ2) or (B) (β; β1, λ2)) condition in κ-direction
at K can be defined.
In order to clarify how small a constant depends on another constant, we use the notations:
• f = O (1) if f → 0 as  → 0;
• f = o() if f / = O (1);
• f = O() if | f / | < ∞ as  → 0.
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• If not specifically mentioned, the norm of X1 × X2  X1 ⊕ X2 is taken as the max norm, i.e.
|(x1, x2)| = max{|x1 |, |x2 |}.
4.2. main results I: dichotomy case.
(A1) (immersed submanifold) Let Σ with K satisfy (H1) ∼ (H4).
(A2) There is a small ξ1 > 0 such that u : K → X (in (II)) is ξ1-almost uniformly continuous at K
(in the immersed topology); see Definition 4.1.
(A3) (approximately partially cs-normal hyperbolicity) Assume the correspondence H : X → X (in
(IV)) satisfies the following.
(a) ((A′)(B) condition) Suppose Ĥ ≈ (F̂cs, Ĝcs) satisfies (•1) (A′)(α, λu) (B)(β; β′, λcs)
condition or (•2) (A)(α, λu) (B)(β; β′, λcs) condition in cs-direction at K (see Definition 4.2).
There is a constant ς0 ≥ 2 such that
(i) (angle condition) supm∈K α(m)β′(u(m)) < 1/(2ς0), infm∈K {β(m) − ς0β′(u(m))} > 0;
(ii) (spectral condition) supm∈K λu(m)ϑ(m) < 1, where
(4.2)
{
ϑ(m) = (1 − ς0α(m)β′(u(m)))−1, (•1) case,
ϑ(m) = 1, (•2) case.
(iii) The functions in (A′)(B) condition are bounded and ξ1-almost uniformly continuous at
K (in the immersed topology) (see Definition 4.1).
(a′) ((A′)(B) condition) Assume (a) (i) (ii) (iii) hold with ς0 ≥ 1; in addition,
(iv′) there is a small γ0 > 0 such that for all m ∈ K ,
|Ĝcsm (xcs, 0)| ≤ γ0 |xcs | + |Ĝcsm (0, 0)|.
(b) There are small η > 0, ξ2 > 0 such that (i) (approximation)
sup
m∈K
|F̂csm (0, 0)| ≤ η, sup
m∈K
|Ĝcsm (0, 0)| ≤ η,
and (ii) (compatibility) supm∈K |Π̂κm − Πκm | ≤ ξ2, κ = s, c, u.
Theorem I (existence of center-stable manifold). There are 0 < c∗ < 1 and small positive constants
ξ1,∗, ξ2,∗, ∗, and χ0,∗, γ0,∗ = O∗ (1), η∗ = o(∗) such that if
• Case (1): (A1) (A2) (A3) (a) (b) hold with the constants satisfying ξi ≤ ξi,∗ (i = 1, 2), χ() ≤ χ0,∗,
 ≤ ∗, η ≤ η∗,
• Case (2): or (A1) (A2) (A3) (a′) (b) hold with the constants satisfying ξi ≤ ξi,∗ (i = 1, 2),
χ() ≤ χ0,∗,  ≤ ∗, η ≤ η∗, γ0 ≤ γ0,∗,
then there exist ε = O(∗) and σ, % = o(∗) with ε0 = c∗σ such that the following statements hold.
(1) In Xs
Σ̂
(σ) ⊕ Xu
Σ̂
(%), there is a set Wcs
loc
(K) called a local center-stable manifold of K satisfying
the following, which may be not unique.
(i) (partial characterization) Any (ε0, ε, ε0, %)-type forward orbit {zk}k≥0 of H around K (see
Definition 6.13) belongs toWcs
loc
(K), i.e. {zk}k≥0 ⊂ Wcsloc(K).
(ii) (local invariance) Let Ω = Wcs
loc
(K) ∩ {Xs
K̂ε0
(ε0) ⊕ Xu
K̂ε0
(%)}, then Ω ⊂ H−1Wcs
loc
(K) and Ω
is an open subset ofWcs
loc
(K); if η = 0, then K ⊂ Ω.
(iii) (representation)Wcs
loc
(K) can be represented as a graph of a Lipschitz map around K . That
is, there is a map h0 such that h0(m̂, ·) : Xsφ(m̂)(σ) → Xuφ(m̂)(%), m̂ ∈ Σ̂, and
Wcsloc(K) = Graphh0 , {(m̂, xs, h0(m̂, xs)) : xs ∈ Xsφ(m̂)(σ), m̂ ∈ Σ̂};
in addition, there is a function µ(·) such that µ(m) = (1 + χ∗)β′(m) + χ∗ with χ∗ = O∗ (1),
and for every m ∈ K , it holds
(4.3) |Πum(h0(m̂1, xs1) − h0(m̂2, xs2))| ≤ µ(m)max{|Πcm(φ(m̂1) − φ(m̂2))|, |Πsm(xs1 − xs2)|},
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where m̂i ∈ Ûm̂(ε0), xsi ∈ Xsφ(m̂i )(ε0), i = 1, 2, m̂ ∈ φ
−1(m).
(2) H in Ω induces a map meaning that for any z0 = (m̂, xs, xu) ∈ Ω, there is only one z1 =
(m̂1, xs1, xu1 ) , φ(m̂1) + xs1 + xu1 ∈ Wcsloc(K) such that z1 ∈ H(z0) , H(φ(m̂) + xs + xu), where
m̂1 ∈ Ûû(m̂0)(ε), xκi ∈ Xκφ(m̂i ), m̂i ∈ Σ̂, i = 0, 1, κ = s, u, and m̂0 ∈ K̂ is chosen such that
m̂ ∈ Ûm̂0 (ε0).
In some cases, Wcs(K) can be uniquely characterized; see Remark 6.15. To give the smoothness
results, we need the following assumptions.
(A4) (smooth condition) (i) Assume for every m ∈ K , F̂csm (·), Ĝcsm (·) are C1.
(ii) (spectral gap condition) supm∈K λcs(m)λu(m)ϑ(m) < 1.
(iii) (smoothness of the space) Assume Σ ∈ C1 and m 7→ Πκm is C1 (in the immersed topology),
κ = s, c, u.
(iv) (smoothness of cs-spaces) Assume there exists a C1 and C1-Lipschitz bump function in Xs
Σ̂
around K where C1 ≥ 1 (see Definition 7.1 and Corollary 7.21 for some spaces such that this
bump function exists: e.g. (a) X is a Hilbert space, (b) (Xcsm )∗, m ∈ Σ are separable; particularly
(b1) X∗ is separable or (b2) (Xcsm )∗, m ∈ Σ are finite-dimensional; in case (b2) we can letC1 = 1
and in case (b1) C1 = 3).
Theorem II (smoothness of center-stable manifold). Under Theorem I case (1) with ς0 ≥ C1 + 1 (in
(A3) (a)) or case (2) with further smaller γ0 (in (A3) (a′) (iv′)), in addition, let (A4) hold, then the
center-stable manifoldWcs
loc
(K) in Theorem I can be chosen such that it is aC1 immersed submanifold
of X .
If only (A4) (i) (ii) are assumed, and further η = 0 and X̂cs is invariant under DH (meaning that
Dxcs Ĝcsm (0, 0, 0) = 0 for all m ∈ K), then Tm̂Wcsloc(K) = X̂csφ(m̂) (see Definition 10.14), m̂ ∈ K̂ .
Here note that, in order to obtain regularity results, ξ1, ξ2, η and χ() (in addition with γ0 in case
(2)) may be assumed to be smaller than the existence results; also, the constants ε0, ε, σ, % may be
smaller (i.e. ∗ may be further smaller).
Remark 4.3. (a) In Theorem I, if, in addition, H satisfies strong s-contraction (see assumption
(??) in Section 6.2.2), then (ε0, ε, ε0, %)-type (in item (1i)) can be taken as (ε0, ε, σ, %)-type, and
Ω = Wcs
loc
(K)∩{Xs
K̂ε0
(σ)⊕Xu
K̂ε0
(%)} (in item (1ii)); in item (1iii), (4.3) holdswhen xsi ∈ Xsφ(m̂i )(σ).
(b) The same result in Theorem II also holds when (iv) in (A4) is replaced by the following (iv′).
(iv′) Assume there exists a C1 and C1-Lipschitz bump function in Σ̂ around K where C1 ≥ 1 (see
Definition 7.1 and Example 7.20) and H has strong s-contraction (see assumption (??) in
Section 6.2.2).
(c) The condition that m 7→ Πκm is C1, κ = s, c, u (in (A4) (iii)) sometimes is redundant, as in some
cases we can make C1 ∩ C0,1 approximation of m 7→ Πκm; see e.g. Corollary B.4.
For higher order smoothness ofWcs
loc
(K), see Lemma 7.10, Lemma 7.11 and Lemma 7.12.
4.3. main results II: invariant case. The assumption (A3) (b) (i) in Theorem I means that K is an
“approximately invariant set” of H. Let us consider another special situation, the invariant case, i.e.
η = 0.
Theorem III. Assume all the conditions in Theorem I hold but let K = Σ, η = 0, and replace the
special condition in (A3) (a) (ii) by the special gap condition in (A4) (ii) (where ϑ(·) is also defined as
(4.2)). There exist ε = O(∗) and ε0, σ, % = o(∗) with ε0 < σ, and a setWcsloc(Σ) ⊂ XsΣ̂(σ) ⊕ X
u
Σ̂
(%)
called a local center-stable manifold of Σ satisfying the representation in Theorem I (1iii) and
Σ ⊂ Wcs
loc
(Σ). In addition, the following statements hold.
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(1) (local invariance)Wcs
loc
(Σ) is locally invariant underH meaning that forΩ = Wcs
loc
(Σ)∩{Xs
Σ̂
(ε0)⊕
Xu
Σ̂
(%)}, we have Ω ⊂ H−1Wcs
loc
(Σ); moreover, H : Ω → Wcs
loc
(Σ) induces a map similar as in
Theorem I (2).
(2) (partial characterization) If {zk = (m̂k, xsk, xuk )}k≥0 ⊂ XsΣ̂(ε0) ⊕ X
u
Σ̂
(%) satisfies
• zk ∈ H(zk−1) with m̂k ∈ Ûû(m̂k−1)(ε) for all k ≥ 0; and
• |xu
k
| ≤ β˜0(m̂k−1)|xsk | for all k ≥ 0 or supk{εs(m̂0)εs(m̂1) · · · εs(m̂k−1)}−1(|xsk | + |xuk |) < ∞,
then {zk}k≥0 ⊂ Wcsloc(Σ) and |xsk+1 | ≤ (λcs(φ(m̂k)) + χˆ)|xsk |. Here, β˜0(·), εs(·) : Σ̂ → R+ satisfy
for all m̂ ∈ Σ̂,
β′(u(φ(m̂))) + χˆ < β˜0(m̂) < β(φ(m̂)) − χˆ, 0 < εs(m̂) < λ−1u (φ(m̂))ϑ(φ(m̂)) − χˆ,
where χˆ > 0 is some small constant depending on ξ1, ∗.
(3) If (A4) (i) holds, then Wcs
loc
(Σ) is differentiable at m̂ ∈ Σ̂ in the sense of Whitney (see Defini-
tion 10.14) with Σ̂ → G(X) : m̂ 7→ Tm̂Wcsloc(Σ) continuous; if, in addition, X̂cs is invariant
under DH (meaning that Dxcs Ĝcsm (0, 0, 0) = 0 for all m ∈ Σ), then Tm̂Wcsloc(Σ) = X̂csφ(m̂) (see
Definition 10.14), m̂ ∈ Σ̂.
(4) Under the same conditions in Theorem II, we also can chooseWcs
loc
(Σ) such that it is aC1 immersed
submanifold of X .
For (A4) (iv) in this case (Σ = K), see also Example 7.19.
When Σ = {m0}, Theorem III in nature gives a generalization of different types of local invariant
manifolds around an equilibrium, e.g. strong stable, stable, center-stable or pseudo-stable (or weak-
stable) manifolds according to λcs, λu which are bigger than 1 or less than 1. We do not know if there
is a such local result when K ⊂ Σ.
4.4. main results III: trichotomy case.
(B1) Assume Σ with K satisfies (H1) ∼ (H4).
(B2) Assume u and û (in (II)) are invertible; in addition, there is a small ξ1 > 0 such that u, u−1 :
K → X are ξ1-almost uniformly continuous at K (in the immersed topology); see Definition 4.1.
(B3) (approximately partially normal hyperbolicity) Assume the correspondence H : X → X (in
(IV)) satisfies the following.
(a) ((A)(B) condition) Let κ1 = cs, κ2 = u, κ = cs, or κ1 = s, κ2 = cu, κ = cu. Suppose
Ĥ ≈ (F̂κ, Ĝκ) satisfies (A) (ακ2 ; α′κ2 , λκ2 ) (B) (βκ1 ; β′κ1 , λκ1 ) condition in κ1-direction at K (see
Definition 4.2). Moreover, there is a constant ς0 ≥ 2 such that
(i) (angle condition) supm α′κ2 (m)β′κ1 (u(m)) < 1/(2ς0), infm{αcu(u(m)) − ς0α′cu(m)} > 0,
infm{βcs(m) − ς0β′cs(u(m))} > 0; in addition, supm αcu(m)βcs(m) < 1.
(ii) (spectral condition) supm λs(m) < 1, supm λu(m) < 1.
(iii) The functions in (A) (B) condition are bounded and ξ1-almost uniformly continuous at
K (in the immersed topology) (see Definition 4.1).
(a′) ((A)(B) condition) Assume (a) (i) (ii) (iii) hold with ς0 ≥ 1; in addition,
(iv′) there is a small γ0 > 0 such that for all m ∈ K ,
|Ĝcsm (xcs, 0)| ≤ γ0 |xcs | + |Ĝcsm (0, 0)|, |F̂cum (0, xcu)| ≤ γ0 |xcu | + |F̂cum (0, 0)|.
(b) There are small η > 0 and ξ2 > 0 such that (i) (approximation) for κ = cs, cu,
sup
m∈K
|F̂κm(0, 0)| ≤ η, sup
m∈K
|Ĝκm(0, 0)| ≤ η,
and (ii) (compatibility) supm∈K |Π̂κm − Πκm | ≤ ξ2, κ = s, c, u.
(B4) (smooth condition) (i) Assume for every m ∈ K , F̂κm(·), Ĝκm(·) are C1 where κ = cs, cu.
(ii) (spectral gap condition) supm∈K λcs(m)λu(m) < 1 and supm∈K λcu(m)λs(m) < 1.
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(iii) (smoothness of the space) Assume Σ ∈ C1 and m 7→ Πκm is C1 (in the immersed topology),
κ = s, c, u.
(iv) (smoothness of cs, cu-spaces) Assume there exist C1 and C1-Lipschitz bump functions in
Xs
Σ̂
and in Xu
Σ̂
around K , respectively, where C1 ≥ 1 (see Definition 7.1 and Corollary 7.21).
(iv′) (smoothness of c-spaces) There exists a C1 and C1-Lipschitz bump function in Σ̂ around
K (see Definition 7.1 and Example 7.20).
Theorem IV (trichotomy case). There are 0 < c∗ < 1 and small positive constants ξ1,∗, ξ2,∗, ∗, and
χ0,∗, γ0,∗ = O∗ (1), η∗ = o(∗) such that if
• Case (1): (B1) (B2) (B3) (a) (b) hold with the constants satisfying ξi ≤ ξi,∗ (i = 1, 2), χ() ≤ χ0,∗,
 ≤ ∗, η ≤ η∗,
• Case (2): or (B1) (B2) (B3) (a′) (b) hold with the constants satisfying ξi ≤ ξi,∗ (i = 1, 2),
χ() ≤ χ0,∗,  ≤ ∗, η ≤ η∗, γ0 ≤ γ0,∗,
then there exist ε = O(∗) and σ, % = o(∗) with ε0 = c∗σ such that the following statements hold.
(1) There are setsWcs
loc
(K) ⊂ Xs
Σ̂
(σ)⊕Xu
Σ̂
(%),Wcu
loc
(K) ⊂ Xs
Σ̂
(%)⊕Xu
Σ̂
(σ) and Σc = Wcs
loc
(K)∩Wcu
loc
(K)
called a local center-stable manifold, a local center-unstable manifold, and a local center
manifold of K , respectively, satisfying the following.
(i) (partial characterization) Any (ε0, ε, ε0, %)-type forward (resp. backward) orbit {zk}k≥0
(resp. {zk}k≤0) of H around K (see Definition 6.13) belongs to Wcsloc(K) (resp. Wculoc(K)).
Moreover, if {zk}k∈Z is (ε0, ε, ε0, %)-type orbit of H around K , then {zk}k∈Z ⊂ Σc .
(ii) (local invariance) Wcs
loc
(K), Wcu
loc
(K) and Σc are locally positively invariant, locally nega-
tively invariant, and locally invariant under H, respectively. That is, for
Ωcκ = Wcκloc(K) ∩ {XκK̂ε0 (ε0) ⊕ X
su−κ
K̂ε0
(%)}, κ = s, u,
it holds that Ωcs ⊂ H−1Wcsloc(K) and Ωcu ⊂ HWculoc(K). Particularly, Ωc = Ωcs ∩ Ωcu is
open in Σc and Ωc ⊂ H±1(Σc).
(iii) (representation) Wcs
loc
(K),Wcu
loc
(K), Σc can be represented as graphs of Lipschitz maps
around K . That is, there are maps hκ0 , κ = cs, cu, c, such that for m̂ ∈ Σ̂,
hcs0 (m̂, ·) : Xsφ(m̂)(σ) → Xuφ(m̂)(%),
hcu0 (m̂, ·) : Xuφ(m̂)(σ) → Xsφ(m̂)(%),
hc0 (m̂) ∈ Xsφ(m̂)(σ) ⊕ Xuφ(m̂)(σ),
andWcs
loc
(K) = Graphhcs0 ,Wculoc(K) = Graphhcu0 , Σc = Graphhc0 ; there are functions µκ(·),
κ = cs, cu, c, such that µcs(m) = (1 + χ∗)β′cs(m) + χ∗, µcu(m) = (1 + χ∗)α′cu(m) + χ∗ and
µc = max{µcs, µcu}, with χ∗ = O∗ (1), and for every m ∈ K , it holds that for κ = s, u,
|Πsu−κm (hcκ0 (m̂1, xκ1 ) − hcκ0 (m̂2, xκ2 ))| ≤ µcκ(m)max{|Πcm(φ(m̂1) − φ(m̂2))|, |Πκm(xκ1 − xκ2 )|},
max{|Πum(hc0 (m̂1) − hc0 (m̂2))|, |Πsm(hc0 (m̂1) − hc0 (m̂2))|} ≤ µc(m)|Πcm(φ(m̂1) − φ(m̂2))|,
where m̂i ∈ Ûm̂(ε0), xκi ∈ Xκφ(m̂i )(ε0), i = 1, 2, m̂ ∈ φ
−1(m).
(iv) If, in addition, H satisfies strong s-contraction and strong u-expansion (see assumption (??)
in Section 6.2.2; e.g., supm α′cu(m) and supm β′cs(m) are sufficiently small), then (ε0, ε, ε0, %)-
type can be taken as (ε0, ε, σ, %)-type; andΩcκ = Wcκloc(K)∩{XκK̂ε0 (σ)⊕X
su−κ
K̂ε0
(%)}, κ = s, u.
(2) H in Ωcs and in Ωc induce a map and an invertible map respectively, and H−1 in Ωcu induces a
map. (See Theorem I (2) for the meanings.)
(3) Let one of the following conditions hold:
(i) under case (1) with ς0 ≥ C1 + 1 (in (B3) (a)) or case (2) with ς0 ≥ 1 and γ0 (in (B3) (a′))
further smaller, (B4) (i) ∼ (iv) hold;
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(ii) under case (1) with ς0 ≥ C1 + 1 (in (B3) (a)) or case (2) with ς0 ≥ 1 and γ0 (in
(B3) (a′)) further smaller, (B4) (i) (ii) (iii) (iv′) hold, and H satisfies strong s-contraction and
strong u-expansion (see assumption (??) in Section 6.2.2; e.g., supm α′cu(m) and supm β′cs(m)
are sufficiently small).
ThenWcs
loc
(K),Wcu
loc
(K), and Σc can be chosen such that they are C1 immersed submanifolds
of X .
(4) If (B4) (i) (ii) are assumed, and further let η = 0 and
Dxcs Ĝcsm (0, 0, 0) = 0, Dxcu F̂cum (0, 0, 0) = 0, ∀m ∈ K,
which means that X̂cs and X̂cu are ‘invariant’ under DH, then K ⊂ Σc and
(4.4) Tm̂Wcsloc(K) = X̂csφ(m̂), Tm̂Wculoc(K) = X̂cuφ(m̂), Tm̂Σc = X̂cφ(m̂), ∀m̂ ∈ K̂,
(see Definition 10.14 for the meaning).
Remark 4.4. (a) In Theorem IV, it shows that Σ, which is “approximately invariant” and “approx-
imately partially normally hyperbolic at K with respect to H”, can be replaced by a true locally
invariant C0,1 immersed manifold Σc which is “normally hyperbolic” with respect to H (in the
sense of [Che18]); also under Theorem IV (4), Σc is differentiable at K in the sense of Whitney.
(b) From Theorem IV (1i), we see if η = 0, then the strong-stable lamination (resp. strong-unstable
lamination) of K for H belongs to Wcs
loc
(K) (resp. Wcu
loc
(K)). For a discussion of the existence
and regularity of strong-(un)stable laminations, see e.g. [HPS77] or [Che19a, Section 7.2] for the
general results which can be applied to this situation.
(c) In Theorem IV (2), H cs0 = H |Ωcs : Ωcs → Wcsloc(K), H−cu0 = H−1 |Ωcu : Ωcu → Wculoc(K).
We should explain more about the invertibility of H c0 . H c0 = H cs0 |Ωc : Ωc → Σc and H−c0 =H−cu0 |Ωc : Ωc → Σc withH−c0 ◦ H c0 (x) = H c0 ◦ H−c0 (x) ifH c0 (x) ∈ Ωc andH−c0 (x) ∈ Ωc; this
gives the meaning of (H c0 )−1 = H−c0 .
(d) Parallel results as Theorem III for the trichotomy case also hold. See Appendix C.
4.5. corollaries I: approximately invariant sets. A special case such that (A1) in Section 4.2 holds
is the following.
(Aa1) Let K ⊂ X be compact and {Πκm : m ∈ K, κ = s, c, u} a family of projections such that
Πsm + Π
c
m + Π
u
m = id, m ∈ K . Set Πhm = id − Πcm and Xκm , R(Πκm), κ = c, s, u, h, also
Xκ1κ2m = X
κ1
m ⊕ Xκ1m , where κ1 , κ2 ∈ {s, c, u}. Suppose
(i) m 7→ Πκm is continuous, κ = c, s, u, and TmK ⊂ Xcm (see Definition 10.14), m ∈ K; and
(ii) for eachm ∈ K , the pair (Xcm, Xhm) has property (*) (seeDefinition 10.4 andExample 10.5;
for examples (a) X is a Hilbert space with Xcm separable for each m ∈ K , or (b) Xcm is finite-
dimensional for each m ∈ K).
Theorem 4.5. If (Aa1) holds, then for any small ε > 0, there are a C1 submanifold Σ of X , and
projections {Π˜κm : m ∈ Σ, κ = s, c, u}, such that
(i) K ⊂ Σ and TmΣ = Xcm, m ∈ K;
(ii) supm∈K |Π˜κm − Πκm | ≤ ε, and Σ→ L(X),m 7→ Π˜κm is C1, κ = s, c, u;
(iii) (Σ,K, {Π˜cm}, {Σ ∩ B (m)}) satisfies (H1) ∼ (H4) in Section 4.1.
For a proof of Theorem 4.5, see Section 10.4. Particularly, if, in addition, (A2) (A3) (a′) (b) hold,
then Theorem I holds (for case (2)), i.e. there is a local center-stable manifold of K which is a C0,1
submanifold of X and is locally modeled on Xcsm , m ∈ K . For the regularity result, e.g. if we further
assume (A4) (i) (ii) hold and Xsm = 0 for m ∈ K , then the local center-stable manifold of K can be
taken as C1.
Let us give a detailed statement about the trichotomy case under (Aa1). For k ∈ N∪ {0}, r ∈ [0, 1]
and for hm : Z ′m → Z ′′m where Z ′m, Z ′′m are open sets of Banach spaces, we say hm(·) ∈ Ck,r uniform
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for m ∈ K if supm∈K Holk,r hm(·) < ∞ where if f ∈ Ck,r (Ck,0 = Ck), Holk,r f is defined by,
Holk,r f =
{
max{LipDi f (·) : i = 1, 2, . . . , k − 1} = Holk−1,1 f , r = 0,
max{HolrDk f (·),LipDi f (·) : i = 1, 2, . . . , k − 1}, r ∈ (0, 1].
Corollary V. Case (1). Let (Aa1) and (B2) (B3) (a) (b) hold and ξ1, ξ2, η small.
Case (2). Let (Aa1) and (B2) (B3) (a′) (b) hold with ξ1, ξ2, η, γ0 small.
Then the following statements hold.
(1) In a neighborhood of K , there are three C0,1 submanifolds Wcs
loc
(K), Wcu
loc
(K), Σc called a
local center-stable manifold, a local center-unstable manifold, and a local center manifold
of K , respectively, such that they are locally modeled on Xcsm , Xcum , Xcm, m ∈ K , respectively,
and are locally positively invariant, locally negatively invariant, and locally invariant under H,
respectively. That is, H−1(Wcs
loc
(K)) and H(Wcu
loc
(K)) contain open sets Ωcs and Ωcu inWcsloc(K)
and Wcu
loc
(K), respectively; in addition Ωc = Ωcs ∩ Ωcu ⊂ H±1(Σc) is open in Σc . Moreover, if
η = 0, then K ⊂ Ωc .
(2) Furthermore, Theorem IV (4) holds.
(3) Consider the following two cases: under case (1) with ς0 (in (B3) (a)) may large (only depending
on {Xcm}); or under case (2) with ς0 ≥ 1 and γ0 may further smaller. Suppose H satisfies strong
s-contraction and strong u-expansion (see assumption (??) in Section 6.2.2; e.g., supm α′cu(m)
and supm β′cs(m) are sufficiently small).
(i) Let (B4) (i) (ii) hold. Then Wcs
loc
(K), Wcu
loc
(K), Σc can be chosen such that they are C1
(which may be in a further smaller neighborhood of K).
(ii) Let k ∈ N and r ∈ [0, 1]. Assume (i) F̂κm(·), Ĝκm(·) are Ck,r uniform for m ∈ K where
κ = cs, cu; (ii) supm∈K λk+rcs (m)λu(m) < 1 and supm∈K λk+rcu (m)λs(m) < 1; and (iii) for
each m ∈ K , Xcm is finite-dimensional. ThenWcsloc(K),Wculoc(K), Σc can be chosen such that
they are (uniformly) Ck,r (if γ0 can be chosen small enough in case (2)).
Corollary V also gives a revisited theorem of normally hyperbolic invariant compact manifolds
[HPS77, Fen71] but possibly with boundary in the infinite-dimensional setting; see also [Jon95]. If
we consider the dichotomy case, now it gives a revisited theorem of normally hyperbolic positively or
negatively invariant compact manifolds but without strongly inflowing or overflowing property with
respect to the dynamic. Compare with results in [Che18]; see remarks 3.11 and 3.12 in that paper.
4.6. corollaries II: C1 maps case. A very special case such that (A3) (or (B3)) holds when H (in
(IV) in Section 4.1) is a C1 map can be as below; this is a very special but highly classical way to
describe the hyperbolicity of K with respect to H, which losses some generality (see also [Yan09]).
(IV′) Suppose H is a map of X → X which is C1 in a (positive) neighborhood B ′(K) of K for
certain small  ′ > 0. Assume there is a small η∗ > 0 such that
sup
m∈K
|H(m) − u(m)| ≤ η∗,
where u : K → K . Set
A( ′) , sup{|DH(m1) − DH(m2)| : m1,m2 ∈ B ′(K), |m1 − m2 | ≤  ′}.
Under the decomposition (III) in Section 4.1, consider the following two cases.
(a) (Dichotomy) For each m ∈ K , assume Π̂u
u(m)DH(m) : X̂um → X̂uu(m) is invertible, and write
(id) ‖Π̂csu(m)DH(m)|X̂csm ‖ = λ′cs(m), ‖(Π̂uu(m)DH(m)|X̂um )−1‖ = λ′u(m),
(iid) ‖Π̂κ1u(m)DH(m)Π̂κ2m ‖ ≤ ξ0, κ1 , κ2, κ1, κ2 ∈ {cs, u}.
(iiid) Suppose supm λ′cs(m)λ′u(m) < 1, supm λ′u(m) < 1, supm λ′cs(m) < ∞.
(a′) (Trichotomy) For each m ∈ K , assume Π̂κ
u(m)DH(m) : X̂κm → X̂κu(m) is invertible, κ ∈ {cu, u},
and write
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(it) ‖Π̂κ1u(m)DH(m)|X̂κ1m ‖ = λ′κ1 (m), κ1 ∈ {cs, s}, ‖(Π̂
κ2
u(m)DH(m)|X̂κ2m )−1‖ = λ′κ2 (m), κ2 ∈ {cu, u}.
(iit) ‖Π̂κ1u(m)DH(m)Π̂κ2m ‖ ≤ ξ0, κ1 , κ2, κ1, κ2 ∈ {s, c, u}.
(iiit) Suppose supm λ′κ(m)λ′κ1 (m) < 1, supm λ′κ1 (m) < 1, supm λ′κ(m) < ∞, κ ∈ {cs, cu}, κ1 =
csu − κ.
Lemma 4.6. Under (IV′) with supm∈K |Π̂κm | < ∞, κ = s, c, u, we have the following.
(a) Let (IV′) (a) hold. If η∗,A( ′), ξ0 are small, then except (A3) (a) (iii), we have (A3) (a′) (b) (i)
hold with η = K3η∗ for some constant K3 > 0, ς0 = 1 and γ0 → 0 as A( ′), ξ0 → 0. In addition,
(i) if supm ‖Π̂su(m)DH(m)|X̂sm ‖ < 1, and for κ1 , κ2, κ1, κ2 ∈ {s, c}, ‖Π̂
κ1
u(m)DH(m)Π̂κ2m ‖ ≤ ξ0,
then H has strong s-contraction (see assumption (??) in Section 6.2.2);
(ii) under (I) (in Section 4.1) and (A2), if m 7→ Π̂csm is ξ∗-almost uniformly continuous at K (in
the immersed topology) (see Definition 4.1), then (A3) (a) (iii) holds with ξ1 replaced by
C∗(ξ1ξ∗ + ξ∗ + A( ′)) for some C∗ > 1.
(b) Let (IV′) (a′) hold. If η∗,A( ′), ξ0 are small, then (B3) (a′) (b) (i) hold with η = K3η∗ for some
constant K3 > 0 and γ0 → 0 as A( ′), ξ0 → 0; in addition, H has strong s-contraction and
strong u-expansion (see assumption (??) in Section 6.2.2). Moreover, under (I) (in Section 4.1)
and (B2), if m 7→ Π̂κ1m (κ1 = s, c, u) are ξ∗-almost uniformly continuous at K (in the immersed
topology) (see Definition 4.1), then (B3) (a) (iii) holds with ξ1 replaced by C∗(ξ1ξ∗ + ξ∗ + A( ′))
for some C∗ > 1.
Proof. See Appendix A.0.1. 
Using Lemma 4.6, we have the following consequences for the trichotomy case; the dichotomy
case is left to the readers.
Corollary VI. Under (Aa1) (in Section 4.5), let u : K → K be C0 and H as in (IV′), and assume
(IV′) (a′) holds and supm∈K |Π̂κm−Πκm | ≤ ξ2, κ = s, c, u. If η∗, ξ0, ξ2 are small, then for a small  ′ > 0,
in B ′(K), there are three C0,1 ∩ C1 submanifoldsWcsloc(K),Wculoc(K), Σc called a local center-stable
manifold, a local center-unstable manifold, and a local center manifold of K , respectively, which
are locally modeled on Xcsm , Xcum , Xcm, m ∈ K , respectively, and are locally positively invariant,
locally negatively invariant, locally invariant under H, respectively. That is, H−1(Wcs
loc
(K)) and
H(Wcu
loc
(K)) contain open sets Ωcs and Ωcu in Wcsloc(K) and Wculoc(K), respectively; in addition
Ωc = Ωcs ∩Ωcu ⊂ H±1(Σc) is open in Σc; if η∗ = 0, then K ⊂ Ωc .
Moreover, the following hold.
(1) If η∗ = 0, ξ0 = 0, then TmWκloc(K) = X̂κm, κ = cs, cu, TmΣc = X̂cm, m ∈ K .
(2) In addition, let k, r ∈ N and 1 < r ≤ k, and suppose
(i) H is Ck in B ′(K);
(ii) supm∈K (λ′cs(m))rλ′u(m) < 1 and supm∈K (λ′cu(m))rλ′s(m) < 1; and
(iii) for each m ∈ K , Xcm is finite-dimensional.
Then Wcs
loc
(K), Wcu
loc
(K), Σc can be chosen such that they are (uniformly) Cr ∩ Cr−1,1 (if η∗, ξ0
are possibly further smaller).
In above Corollary VI (2), r can be non-integral. Note also that A( ′) → 0 as  ′ → 0 for K is
compact. See also Section 11.2 for a dynamical characterization of (Aa1) (i) when K is invariant
under H originally due to Bonatti and Crovisier [BC16].
Corollary VII. Under (B1) (B2), let H be as in (IV′), and assume (IV′) (a′) holds and supm∈K |Π̂κm−
Πκm | ≤ ξ2, κ = s, c, u. If A( ′), η∗, ξ0, ξ1, ξ2 are small and χ() is small when  is small, then the
conclusions (1) (2) in Theorem IV all hold with µcs(m) ≡ µ∗ → 0 as A( ′), ξ0 → 0.
In addition, if (B4) (iii) (iv′) hold, then Wcs
loc
(K), Wcu
loc
(K), and Σc can be chosen such that they
are C1 immersed submanifolds of X; if η∗ = 0, ξ0 = 0, then equations (4.4) hold.
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In general, if K is not precompact, then H in Corollary VII may be not Lipschitz in B ′(K).
For an application of main results to Fenichel theorem, see Section 12.
Remark 4.7 (Precise asymptotic behavior of the chosen constants). Consider the choice of constants
in Theorem I; similar for Theorem III, Theorem IV as well as Appendix C. In “Choice of constants”
in Section 6.1, the reader can find more details.
We use the notation: f ∼ g if lim sup→0 | f /g | < ∞ and lim sup→0 |g/ f | < ∞ where f , g are
functions depending on  .
• There are constants 0 < c∗ < 1 and small ξ1,∗, ξ2,∗ > 0 such that the following are true.
Case (1). For any function χˆ0 = Oˆ (1) depending on ˆ , there are a small ∗ > 0 and a function
ηˆ0 = o( χˆ0ˆ) such that for any 0 < ˆ ≤ ∗, if (A1) (A2) (A3) (a) (b) hold with the constants
satisfying χ(ˆ) ≤ χˆ0(ˆ), η ≤ ηˆ0(ˆ), ξi ≤ ξi,∗, then there are ε = O(ˆ) ≤ ∗, σ, % = O( χˆ0ˆ) and
ε0 = c∗σ with σ ∼ˆ % and ηˆ0/% = Oˆ (1) such that the conclusions in Theorem I hold.
Case (2). For any functions χˆ0 = Oˆ (1) and γˆ0 = Oˆ (1) depending on ˆ , there are a small ∗ > 0
and a function ηˆ0 = o( χˆ0ˆ) such that for any 0 < ˆ ≤ ∗, if (A1) (A2) (A3) (a′) (b) hold with the
constants satisfying χ(ˆ) ≤ χˆ0(ˆ), γ0 ≤ γˆ0(ˆ), η ≤ ηˆ0(ˆ), ξi ≤ ξi,∗, then there are ε = O(ˆ) ≤ ∗,
σ, % = o(ˆ) and ε0 = c∗σ with %/σ = Oˆ (1), γˆ0σ/% = Oˆ (1) and ηˆ0/% = Oˆ (1) such that the
conclusions in Theorem I hold.
In addition, the choice of small ξ1,∗, ξ2,∗, ∗ (and so χ(), η, as well as γ0 in case (2)) only de-
pends on the functions in (A3) (a), and M˜, L, δ0 in (H2) (H4); if write γ′ = supm α(m)β′(u(m)),
c′(ς0) = infm{β(m) − ς0β′(u(m))} and λ′ = supm λu(m)ϑ(m), then ξ1,∗, ξ2,∗, ∗ depend decreasingly
on γ′, 1/c′(ς0), λ′, ς0 and 1/δ0, M˜, L, supm α(m), supm β(m), supm λcs(m), supm λu(m); and c∗ only
relies on supm λcs(m) and ς0.
Remark 4.8. Since we only assume Σ is immersed, the local center-(un)stable and center manifolds,
in general, are immersed. However, if Σ is embedding, that is, in (H1) (in Section 4.1), Um,γ(m) =
Σ ∩ Bm (m) for all m, γ (particularly, φ : Σ̂ → Σ is injective), then local center-(un)stable and
center manifolds obtained in above results can be embedding if we restrict them in a small (positive)
neighborhood of K , e.g. Xs
K̂ε
(ρ) ⊕ Xu
K̂ε
(ρ) where ρ = max{σ, %}; this is because in this case the
tubular neighborhood Xs
K̂ε
(ρ) ⊕ Xu
K̂ε
(ρ) of Kε ⊂ Σ in X now is embedding by our construction in
Section 5.2.
Remark 4.9 (Verification of the geometric assumptions (A1) and (B1)). Although the uniform
geometric (or more precisely the metric) structure assumption on Σ around K (i.e. (A1) in Section 4.2
or (B1) in Section 4.4) can be trivially satisfied in the physical practices, unlike the normal hyperbolicity
(see [Che18]), in concrete applications, one usually only knows K in addition with the uniform
trichotomy assumption on K and the associated splittings X = Xsm ⊕ Xcm ⊕ Xum, m ∈ K; the manifold
Σ is unknown in advance. Roughly, the partially normal hyperbolicity of K means that TmK ⊂ Xcm,
m ∈ K; so one should use it to obtain Σ.
• As shown in Theorem 4.5, when K is a compact set and the pair (Xcm, Xhm) has good approximation
property (i.e. property (*) in Definition 10.4), one can use Whitney extension theorem to get the
desired manifold Σ. If Whitney extension theorem cannot be applied, then one cannot expect such
Σ exists. Since the property (*) is not extensively studied so far (but see also Example 10.5), the
direct verification of property (*) would be a difficult task especially when X is not a Hilbert space
and Xcm is not finite-dimensional.
• For the invariant case (i.e. Theorem III and Appendix C), we do not need explicitly the existence
of Σ. However, we assume K is a uniform manifold (i.e. it satisfies (H1) ∼ (H4) in Section 4.1
with K = Σ). In concrete applications, m 7→ TmK and m 7→ Xcm are known very well. What we
need is the information of m 7→ Xc1m satisfying TmK ⊕ Xc1m = Xcm (see e.g. Section 3). When X is a
Hilbert space, one can choose Xc1m = (TmK)⊥ ∩ Xcm where (TmK)⊥ is the orthogonal complement
of TmK; usually the Lipschitz of m 7→ Xc1m inherits from m 7→ TmK, Xcm. When K is a C1 compact
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submanifold of X without boundary, by Lemma 5.13 and Corollary 10.10 there is no problem for
us to apply Theorem III and Appendix C, no matter if Xcm is finite-dimensional or not.
• A situation to avoid using the Whitney extension theorem is that K is a uniform manifold (i.e. it
satisfies (H1) ∼ (H4) in Section 4.1 with K = Σ), which is similar with above item. In this case,
a natural construction of Σ is using the tubular neighborhood of K in X (see Section 5.2). So we
need to find {Xc1m }m∈K satisfying that TmK ⊕ Xc1m = Xcm and m 7→ Xc1m is Lipschitz. Now, we can
take Σ = Xc1K (σ) where σ > 0 is small (see Section 5.2 for the details). In order to obtain the
smoothness of Xc1K (σ), smooth and Lipschitz approximation of m 7→ TmK, Xc1m is needed in which
the results in Appendix B are needed.
In the infinite-dimension dynamical systems setting, we do not know if there exists any result
dealing with the invariant manifolds around K when K is a compact set; in the existing references, the
case K is a uniform manifold was studied comprehensively as mentioned in Remark 1.1.
5. Preliminaries: a review of some basic facts
5.1. Grassmann manifolds: mostly review. Throughout this subsection, X is assumed to be a
Banach space. We present briefly some basic facts about the Grassmann manifold of X from our
purpose with their sketch proofs for the convenience.
Write X1 ⊕ X2 if X1, X2 are closed linear subspaces of X and X1 ∩ X2 = {0}. If X1 ⊕ X2 = X , then
we say Xi is complemented in X , i = 1, 2, and X1 is a complemented space of X2. Set
K(X) = {X1 : X1 is a closed linear subspace of X},
G(X) = {X1 ∈ K(X) : ∃X2 ∈ K(X) such that X = X1 ⊕ X2},
Π(X) = {Π : Π ∈ L(X) is a projection}.
For X1, X2 ∈ K(X), let
ΠX2 (X1) : X1 ⊕ X2 → X1,
denote the projection with R(ΠX2 (X1)) = X1, ker(ΠX2 (X1)) = X2. Set
d(X1, X2) = sup
x∈SX1
d(x, SX2 ) (≤ 2), δ(X1, X2) = sup
x∈SX1
d(x, X2),
α(X1, X2) = inf
x∈SX1
d(x, X2) = inf
x∈SX1
x2∈X2
|x − x2 | (≤ 1),
d̂(X1, X2) = max{d(X1, X2), d(X2, X1)}, δ̂(X1, X2) = max{δ(X1, X2), δ(X2, X1)},
where SX1 = {x ∈ X1 : |x | = 1}. Obviously,
α(X1, X2) ≤ δ(X1, X2) ≤ d(X1, X2) ≤ 2δ(X1, X2),
α(X2, X1) ≤ 2α(X1, X2), α(X1, X2)−1 ≤ 1 + α(X2, X1)−1,
δ̂(X1, X2) ≤ d̂(X1, X2) ≤ 2δ̂(X1, X2).
Note that d̂(X1, X2) = dH (SX1, SX2 ) is the Hausdorff metric of SX1, SX2 . So (K(X), d̂) is a complete
metric space. Note that, in general, δ̂ is not a metric of K(X), but one usually uses δ̂ to characterize
the convergence of K(X). The following two lemmas 5.1 and 5.2 seem well known, see also the
Appendix of [BY17].
Lemma 5.1 (basic properties). (1) (about α) X1 ⊕ X2 is closed if and only if α(X1, X2) > 0; in this
case α(X1, X2) = |ΠX2 (X1)|−1.
(2) (about δ) If Y ⊂ X1 is a closed subspace, then δ(X1,Y ) < 1 if and only if X1 = Y .
(3) (about d) d(X2, X1 + X3) ≤ d(X2, X3), and if X1 ⊕ X2 is closed, then
δ(X1 ⊕ X2, X1 + X3) ≤ |ΠX1 (X2)|δ(X2, X1 + X3) ≤ |ΠX1 (X2)|d(X2, X3).
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(4) α(X1, X2) ≤ d(X3, X1) + α(X3, X2), especially
|α(X1, X2) − α(X3, X2)| ≤ d̂(X3, X1),
i.e. α(·, X2) : K(X) → R+ is Lipschitz with Lipschitz constant less than 1.
(5) If X2 ⊕ X3 is closed, then
|ΠX3 (X2)|X1 | , sup
x1∈SX1
|ΠX3 (X2)x1 | ≤ |ΠX3 (X2)|δ(X1, X3) ≤ |ΠX3 (X2)|d(X1, X3).
(6) If Π1,Π2 ∈ Π(X), then d̂(R(Π1), R(Π2)) ≤ 2|Π1 − Π2 |.
Proof. See Appendix A.0.2. 
Lemma 5.2 (perturbation of complemented subspaces). If X1 ⊕ X2 = X , X3 ∈ K(X) and
d̂(X3, X1) < α(X1, X2) = |ΠX2 (X1)|−1,
then
(1) X3 ⊕ X2 = X , so G(X) is open in K(X);
(2) |ΠX2 (X3)| ≤
|ΠX2 (X1) |
1−|ΠX2 (X1) |d(X3,X1) (⇔ α(X1, X2) ≤ d(X3, X1) + α(X3, X2));
(3) ΠX2 (X1) : X3 → X1 is invertible and (ΠX2 (X1)|X3 )−1 = ΠX2 (X3)|X1 . Moreover, we have the
following estimate:
|ΠX3 (X2)|X1 | ≤ |ΠX3 (X2)ΠX2 (X1)| = |ΠX2 (X1) − ΠX2 (X3)| ≤ C(X1, X2, X3)δ(X1, X3),
where
C(X1, X2, X3) = |ΠX2 (X1)|(1 +
|ΠX2 (X1)|
1 − |ΠX2 (X1)|d(X3, X1)
),
particularly, ΠX2 (·) is locally Lipschitz in G(X).
Proof. See Appendix A.0.2. 
Let
Ω(X) = {(X1, X2) ∈ K(X)2 : α(X1, X2) > 0},
and define
Γ : Ω(X) → K(X), (X1, X2) 7→ X1 ⊕ X2,
Υ : Γ−1(X) → Π(X), (X1, X2) 7→ ΠX2 (X1).
The following lemma was also proved in [LL10, Lemma 5.3] for a special case.
Lemma 5.3. (1) Γ is continuous; particularly, Γ−1(X) ⊂ G(X)2 is closed in K(X)2.
(2) Υ is a homeomorphism. In fact, Υ−1 is Lipschitz and Υ is locally Lipschitz. Therefore, Π(X) can
be regarded as a closed subset of K(X)2.
Proof. (1). Let Xn → X0 andYn → Y0 inG(X) and α(X0,Y0) > 0, then α(Xn,Yn) ≥ ε0, α(Xn, X0) ≥ ε0
and α(Yn,Y0) ≥ ε0 for all large n and some ε0 > 0. For example, by Lemma 5.1 (4),
α(X0,Y0) ≤d̂(Xn, X0) + α(Xn,Y0) ≤ d̂(Xn, X0) + 2α(Y0, Xn)
≤d̂(Xn, X0) + 2d̂(Yn,Y0) + 2α(Yn, Xn),
i.e. α(Yn, Xn) ≥ 12 (α(X0,Y0) − d̂(Xn, X0) − 2d̂(Yn,Y0)) ≥ ε0 > 0 for all large n. By Lemma 5.1 (3), one
gets
d̂(Xn ⊕ Yn, X0 ⊕ Y0) ≤d̂(Xn ⊕ Yn, Xn ⊕ Y0) + d̂(Xn ⊕ Y0, X0 ⊕ Y0)
≤2(δ̂(Xn ⊕ Yn, Xn ⊕ Y0) + δ̂(Xn ⊕ Y0, X0 ⊕ Y0))
≤2ε−10 (d̂(Yn,Y0) + d̂(Xn, X0)) → 0.
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(2). That Υ is locally Lipschitz follows from Lemma 5.2 (3). Also, by Lemma 5.1 (6), we know
Υ−1 is Lipschitz. 
Take Xi ∈ G(X), X = X1 ⊕ X2. Consider
UX1,X2 = {X ′1 : X ′1 ⊕ X2 = X}  {ΠX2 (X ′1) : X ′1 ⊕ X2 = X},
a neighborhood of X1, and define a local chart ϕX1,X2 : UX1,X2 → L(X1, X2) as
(5.1) ϕX1,X2 (X ′1) = ΠX1 (X2)ΠX2 (X ′1)|X1 : X1 → X2.
Note that
ϕ−1X1,X2 ( f ) = Graph f , {x1 + f (x1) : x1 ∈ X1},
where f ∈ L(X1, X2), and
ΠX2 (X ′1) =
(
id ϕX1,X2 (X ′1)
0 0
)
: X1 ⊕ X2 → X1 ⊕ X2.
Now {(UX1,X2, ϕX1,X2 )}X1⊕X2=X gives a C∞ differential structure of G(X) (see [AMR88, Example
3.1.8 G]) which is locally modeled on L(X1, X2)(⊂ L(X)). Moreover, we have
Lemma 5.4. The topology induced by the differential structure of G(X) is the same as the metric
topology induced by the metric d̂. In fact, let X1 ⊕ X2 = X , then ϕX1,X2 is bi-Lipschitz and
(1) if ε < α(X1, X2)/2, then ϕ−1X1,X2 : Bε(0)(⊂ L(X1, X2)) → Bρ(X1)(⊂ UX1,X2 ), where ρ = ε/(1−ε) ≤
2ε; Lip ϕ−1X1,X2 |Bε (0) ≤ 1/(1 − ε);
(2) and if ρ < α(X1, X2)/4, then ϕX1,X2 : Bρ(X1)(⊂ UX1,X2 ) → Bε(0)(⊂ L(X1, X2)), where ε =
4α(X1, X2)−2ρ; Lip ϕX1,X2 |Bρ (X1) ≤ 12α(X1, X2)−2 if ρ < α(X1, X2)2/8.
Proof. (1). First note that if f ∈ L(X1, X2) and | f | < 1, then d̂(Graph f , X1) ≤ | f |1−| f | . (Obviously,
δ(X1,Graph f ) ≤ | f |, and d(x1 + f (x1), X1) ≤ | f | |x1 | if |x1 + f (x1)| ≤ 1 which yields | f | |x1 | ≤
| f |
1−| f | .) Thus, if f ∈ Bε(0) (so | f | < α(X1, X2)/2 (≤ 1/2)), then d̂(Graph f , X1) < α(X1, X2) and
ϕ−1X1,X2 ( f ) ∈ Bρ(X1). Similarly, if f1, f2 ∈ Bε(0), then d̂(Graph f1,Graph f2) ≤ | f1 − f2 |/(1 − ε), i.e.
Lip ϕ−1X1,X2 |Bε (0) ≤ 1/(1 − ε).
(2). Take X3 ∈ Bρ(X1). Then by Lemma 5.1 (5) and Lemma 5.2 (3), we have
|ϕX1,X2 (X3)| ≤ |ΠX1 (X2)|X3 | |ΠX2 (X3)|X1 |
≤|ΠX1 (X2)|d̂(X3, X1)|(ΠX2 (X3) − ΠX2 (X1) + id)ΠX2 (X1)|
≤|ΠX1 (X2)|((1 + 2|ΠX2 (X1)|)d̂(X3, X1) + 1)|ΠX2 (X1)|d̂(X3, X1)
≤4α(X1, X2)−2ρ.
The Lipschitz continuity of ϕX1,X2 can be deduced from the (locally) Lipschitz continuity of ΠX2 (·);
for example, if ρ < α(X1, X2)2/8 (and so ε ≤ 1/2, 2ρ(1 + ε) < 1/2), then for X ′3, X ′′3 ∈ Bρ(X1), we
have
|ΠX2 (X ′3)| ≤ 1 + |ϕX1,X2 (X ′3)| ≤ 1 + ε,
and
|ϕX1,X2 (X ′3) − ϕX1,X2 (X ′′3 )| ≤ |ΠX1 (X2)| |ΠX2 (X1)| |ΠX2 (X ′3) − ΠX2 (X ′′3 )|
≤ 2α−2(X1, X2)|ΠX2 (X ′3)|(1 +
|ΠX2 (X ′3)|
1 − |ΠX2 (X ′3)|d̂(X ′3, X ′′3 )
)d̂(X ′3, X ′′3 )
≤ 2(1 + ε)(1 + 2(1 + ε))α−2(X1, X2)d̂(X ′3, X ′′3 ),
i.e. Lip ϕX1,X2 |Bρ (X1) ≤ 12α(X1, X2)−2. The proof is complete. 
Though Υ−1, one can give a natural C∞ differential structure of Π(X) induced by G(X)2.
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Lemma 5.5. Π(X) is a smooth embedding submanifold of L(X) without boundary, locally modeled
on L(X1, X2) × L(X2, X1) where X1 ⊕ X2 = X .
Proof. It suffices to show Υ : Γ−1(X) → Π(X), (X1, X2) 7→ ΠX2 (X1) is C∞. Consider the lo-
cal representation of Υ. Let X0 ⊕ X˜0 = X and take sufficiently small ε > 0 (for example
ε < min{α(X0, X˜0), α(X˜0, X0)}/4). Now the local representation of Υ can be taken as
Bε(0) × Bε(0) ⊂ L(X0, X˜0) × L(X˜0, X0) → Γ−1(X) → L(X),
Υ˜ : ( f1, f2) 7→ (ϕ−1X0,X˜0 ( f1) , X1, ϕ
−1
X˜0,X0
( f2) , X2) 7→ ΠX2 (X1).(5.2)
Define
F( f1, f2)(x0, x˜0) , f1(x0) + f2(x˜0) : X0 ⊕ X˜0 → X0 ⊕ X˜0.
Note that F : ( f1, f2) 7→ F( f1, f2) is linear and so C∞, and
A : B1(0) ⊂ L(X) → L(X), B 7→ (id + B)−1,
is C∞. This shows that
A ◦ F : Bε(0) × Bε(0) ⊂ L(X0, X˜0) × L(X˜0, X0) 7→ L(X),
is C∞ if ε is small. Notice that
ΠX2 (X1) = ΠX˜0 (X0)A ◦ F( f1, f2) + f1 ◦ ΠX˜0 (X0)A ◦ F( f1, f2),
yielding that Υ˜ is C∞. The proof is complete. 
5.2. uniform submanifolds in Banach spaces: mostly review. Throughout this subsection, we
make the following assumption.
Assumptions. Let Σ and K be as in Section 4.1 (I) and assume (H1) ∼ (H4) in Section 4.1 hold.
In the following, let us review some important geometric properties of Σ around K which are taken
from [Che18, Section 4.3] (see also [BLZ08, Section 3] and [BLZ99, Section 3] under the unnecessary
condition Σ ∈ C1); note also that (H4) is equivalent to [BLZ08, Definition 2.1 (2)]. The reader should
note that all the results given in this subsection are a consequence of the below map Φm0,γ (see (5.3))
satisfying supm0∈K,γ Lip(Φm0,γ − I) → 0 as ε, χ(ε), σ, ρ→ 0.
Recall the notations in (4.1): K̂ and Xκ
K̂′
(r) (κ = s, c, u, h). We also use the following notations:
for m0 ∈ K , γ ∈ Λ(m0),
m0 + Xcm0 () ⊕ Xhm0 (%) = {m0 + xc0 + xh0 : xc0 ∈ Xcm0 (), xh0 ∈ Xhm0 (%)},
XhUm0,γ ( )(%) = {m + x
h : m ∈ Um0,γ(), xh ∈ Xhm(%)}.
Lemma 5.6. Assume ∗, χ(∗) are sufficiently small. Then there is a small χ∗ < 1/4 depending on
∗, χ(∗) such that if ε ≤ ∗ and χ∗ε ≤ % ≤ ε, then
m0 + Xcm0 (c1ε) ⊕ Xhm0 (e1%) ⊂ XhUm0,γ (ε)(%) ⊂ m0 + X
c
m0 (c2ε) ⊕ Xhm0 (e2%),
where ci, ei → 1 and χ∗ → 0 if ∗, χ(∗) → 0.
We call Xh
Ûm̂0 (ε)
(%) a local (immersed) tubular neighborhood of Σ in X around m0 ∈ K and
Xh
K̂ε
(%) the (immersed) tubular neighborhood of Σ in X around K .
For κ = s, u, define a local chart of G(X) at Xκm0 by
(ϕc,κm0 (m), ϕκm0 (m)) = ΠXκm0 (X
csu−κ
m0 )ΠXcsu−κm0 (X
κ
m)|Xκm0 : X
κ
m0 → Xcm0 ⊕ Xsu−κm0 .
For all m ∈ Σ, γ ∈ Λ(m) = φ−1(m), define
χm,γ : Um,γ(m) → Xcm : m′ 7→ Πcm(m′ − m),
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the inversion of χm,γ by
ωm,γ(·) = χ−1m,γ : Xcm(δ0(m)) → Um,γ(m),
and for κ = s, u, h
χκm,γ : Xcm(δ0(m)) → Xκm : xc0 7→ Πκm(ωm,γ(xc0 ) − m).
The tubular neighborhood is constructed through the following map
(5.3) Φm0,γ : X
c
m0 (c1ε) × Xsm0 (e1%) × Xum0 (e1σ) → Xcm0 × Xsm0 × Xum0, (xc0 , ys, yu) 7→ (x̂c, x̂s, x̂u),
where m0 ∈ K , γ ∈ φ−1(m0), and{
x̂c = xc0 + ϕ
c,s
m0 (m)ys + ϕc,um0 (m)yu, m = ωm0,γ(xc0 ),
x̂κ = χκm0,γ(xc0 ) + ϕsu−κm0 (m)ysu−κ + yκ, κ = s, u,
that is, m + xs + xu = m0 + x̂c + x̂s + x̂u and
(5.4)

m = m0 + xc0 + χ
h
m0,γ(xc0 ) ∈ Um0,γ(ε),
xs = ΠXcum0 (Xsm)ys ∈ Xsm(σ),
xu = ΠXcsm0 (Xum)yu ∈ Xum(%).
It’s not hard to see supm0∈K,γ Lip(Φm0,γ − I) → 0 as ε, χ(ε), σ, ρ→ 0; see e.g. [Che18, Section 4.3]
(or [BLZ08, Lemma 3.6]). We should mention that if Σ is C1 with Um0,γ → L(X),m′ 7→ Πκm′ being
C1 (κ = s, c, u), then Φm0,γ(·) ∈ C1.
Let mi ∈ Um0,γ(ε), xsi ∈ Xsmi (σ), x
u
i ∈ Xhmi (%), or x̂ci ∈ Xcm0 (c1ε), x̂si ∈ Xsm0 (e1σ), x̂ui ∈ Xum0 (e1%),
and consider
mi + xsi + x
u
i = m0 + x
c
i + χ
h
m0,γ(xci ) +
∑
κ=s,u
{ϕc,κm0 (mi)yκi + ϕκm0 (mi)yκi + yκi },
= m0 + x̂ci + x̂
s
i + x̂
u
i ,
(5.5)
where mi ∈ Um0,γ, xκi ∈ Xhmi , xci ∈ Xcm0 , yκi ∈ Xκm0 , κ = s, u, x̂
κ1
i ∈ Xκ1m0 , κ1 = s, c, u, i = 1, 2. Then
we have Φm0,γ(xci , ysi , yui ) = (x̂ci , x̂si , x̂ui ). Here, note that Πκm0 (xκ1 − xκ2) = yκ1 − yκ2 , κ = s, u, and
Πcm0 (m1 − m2) = xc1 − xc2 .
The notation {s, c, u} − κ means the collection by deleting the letter κ from {s, c, u}; for instance,
if κ = su (= h), then {s, c, u} − κ = {s}.
Lemma 5.7. For sufficiently small ∗,∗ > 0, if max{∗, χ(∗)} ≤ ∗,∗, then there is a small χ∗ < 1/4
depending on ∗, χ(∗) such that χ∗ → 0 if ∗, χ(∗) → 0 and the following hold. Let ε ≤ ∗,
χ∗ε ≤ σ, % ≤ ε and assume (5.5) hold.
(1) For κ = c, s, u, h, the following estimates hold:
(5.6)

| x̂κ1 − x̂κ2 | ≤ (1 + χ∗)|xκ1 − xκ2 | + χ∗
∑
κ′∈{s,c,u }−κ
|xκ′1 − xκ
′
2 |,
|xκ1 − xκ2 | ≤ (1 + χ∗)| x̂κ1 − x̂κ2 | + χ∗
∑
κ′∈{s,c,u }−κ
| x̂κ′1 − x̂κ
′
2 |,
where Πκm0 (xκ1 − xκ2) , xκ1 − xκ2 , κ = s, u, su and h = su. And for m̂0 ∈ K̂ , m0 = φ(m̂0), it also
holds that
(5.7) m0 + Xcm0 (c1ε) ⊕ Xsm0 (e1σ) ⊕ Xum0 (e1%) ⊂ XsÛm̂0 (ε)(σ) ⊕ X
u
Ûm̂0 (ε)
(%)
⊂ m0 + Xcm0 (c2ε) ⊕ Xsm0 (e2σ) ⊕ Xum0 (e2%).
The constants ci, ei , i = 1, 2, are given as in Lemma 5.6.
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(2) Moreover, given µ∗ > 0 and µ ≤ µ∗, the constant χ∗ can be chosen smaller enough (depending
on µ∗) such that µ∗ χ∗ < 1/4 and the following hold. For κ = s, u,
|Πκm0 (xκ1 − xκ2)| ≤ µmax{|Πcm0 (m1 − m2)|, |Πsu−κm0 (xsu−κ1 − xsu−κ2 )|}
⇒ | x̂κ1 − x̂κ2 | ≤ µ1max{| x̂c1 − x̂c2 |, | x̂su−κ1 − x̂su−κ2 |},
and
| x̂κ1 − x̂κ2 | ≤ µmax{| x̂c1 − x̂c2 |, | x̂su−κ1 − x̂su−κ2 |}
⇒ |Πκm0 (xκ1 − xκ2)| ≤ µ1max{|Πcm0 (m1 − m2)|, |Πsu−κm0 (xsu−κ1 − xsu−κ2 )|},
where µ1 = (1 + χ∗)µ + χ∗.
We are now going to describe the graph of a bundle map h : Xs
K̂ε
(σ) → Xu
K̂ε
(%) over id.
Definition 5.8. Let m̂0 ∈ K̂ and m0 = φ(m̂0). We say a set Gm̂0 ⊂ XsÛm̂0 (ε)
(σ) ⊕ Xu
Ûm̂0 (ε)
(%) is µ-Lip
in u-direction if for any (m̂i, xsi ) ∈ XsÛm̂0 (ε)
(σ), there is xui ∈ Xuφ(m̂i ) such that (m̂i, x
s
i , x
u
i ) ∈ Gm̂0 ,
i = 1, 2, and they satisfy
|Πum0 (xu1 − xu2 )| ≤ µmax{|Πcm0 (φ(m̂1) − φ(m̂2))|, |Πsm0 (xs1 − xs2)|}.
We say a set G ⊂ Xs
K̂ε
(σ) ⊕ Xu
K̂ε
(%) is µ-Lip in u-direction around K̂ , where µ : K̂ → R+ (or
µ : K → R+), if every Gm̂0 , G ∩ XsÛm̂0 (ε)
(σ) ⊕ Xu
Ûm̂0 (ε)
(%) is µ(m̂0)-Lip in u-direction for m̂0 ∈ K̂ .
For example, by Lemma 5.7, the set Xs
K̂∗
(σ) is χ∗-Lip in u-direction if χ∗∗ ≤ σ ≤ ∗. Similar
notion of µ-Lip in s-direction can be defined.
Corollary 5.9. Let ∗, χ(∗), χ∗, µ∗ > 0 be given as in Lemma 5.7. Take ε ≤ ∗, χ∗ε ≤ σ, % ≤ ε. Let
G ⊂ Xs
K̂ε
(σ) ⊕ Xu
K̂ε
(%) be a µ-Lip in u-direction set and supm̂0∈K̂ µ(m̂0) ≤ µ∗.
(1) G is a graph of a bundle map h : Xs
K̂ε
(σ) → Xu
K̂ε
(%), (m̂, xs) 7→ h(m̂, xs) ∈ Xu
φ(m̂)(%) over id, i.e.{
(m̂, xs, h(m̂, xs)) , φ(m̂) + xs + h(m̂, xs) : (m̂, xs) ∈ Xs
K̂ε
(σ)
}
= G.
(2) Let m̂0 ∈ K̂ ,m0 = φ(m̂0). Then there is a unique function fm̂0 : Xcm0 (c1ε)⊕Xsm0 (e1σ) → Xum0 (e2%)
such that
Graph fm̂0 |Xcm0 (c1ε)⊕Xsm0 (e1σ)
, {m0 + xc + xs + fm̂0 (xc, xs) : (xc, xs) ∈ Xcm0 (c1ε) ⊕ Xsm0 (e1σ)} ⊂ Gm̂0 .
Moreover, fm̂0 is Lipschitz with Lipschitz constant less than µ1(m̂0), where µ1 = (1 + χ∗)µ + χ∗.
The constants ci, ei , i = 1, 2, are given as in Lemma 5.6.
Corollary 5.10. Let ∗, χ(∗), χ∗, µ∗ > 0 be given as in Lemma 5.7. Take ε ≤ ∗, χ∗ε ≤ σ, % ≤ ε,
and supm̂0∈K̂ µ(m̂0) ≤ µ∗. Let m̂0 ∈ K̂ , m0 = φ(m̂0). Assume there is a Lipschitz unique function
fm̂0 : X
c
m0 (c2ε) ⊕ Xsm0 (e2σ) → Xum0 (e2%) such that Lip fm̂0 ≤ µ1(m̂0), where µ1 = (1+ χ∗)µ+ χ∗ and
the constants ci, ei , i = 1, 2, are given as in Lemma 5.6. Then for any (m̂, xs) ∈ Xs
Ûm̂0 (ε)
(σ), there is a
unique xu ∈ Xu
φ(m̂)(%) such that (m̂, xs, xu) ∈ Graph fm̂0 |Xcm0 (c2ε)⊕Xsm0 (e2σ).
Proof. The uniqueness of xu follows from the Lipschitz continuity of fm̂0 and Lemma 5.7 (2).
Write Φ−1m0,γ = (Φ−cm0,γ,Φ−sm0,γ,Φ−um0,γ). Then we also have (Φ−cm0,γ(·, ·, fm̂0 (·, ·)),Φ−sm0,γ(·, ·, fm̂0 (·, ·))) :
Xcm0 (c2ε) × Xsm0 (e2σ) → Xcm0 (c2ε) × Xsm0 (e2σ) is bi-Lipschitz. This gives the existence of xu . 
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5.3. Grassmann manifolds: continued. Let us compute the tangent bundle and normal bundle of
Π(X) in L(X). Write X0 ⊕ X˜0 = X and m0 = ΠX˜0 (X0) ∈ Π(X). Define
Πm0 : L(X) → L(X), L 7→ ΠX˜0 (X0)LΠX0 (X˜0) + ΠX0 (X˜0)LΠX˜0 (X0).
It is easy to see that Πm0 is a projection of L(X) and m0 7→ Πm0 is smooth.
Lemma 5.11. R(Πm0 ) is the tangent space of Π(X) at m0, i.e.
|m − m0 − Πm0 (m − m0)|
|m − m0 | → 0, as m ∈ Π(X) and m→ m0.
Proof. Consider the local representation at m0; see the proof in Lemma 5.5 whose notations will also
be used here. We can write
m = ΠX˜0 (X0)(id + f1 + f2)−1 + f1 ◦ ΠX˜0 (X0)(id + f1 + f2)−1,
where ( f1, f2) ∈ Bε(0) × Bε(0) ⊂ L(X0, X˜0) × L(X˜0, X0), and so
m − m0 − Πm0 (m − m0) = ΠX˜0 (X0)(id + f1 + f2)−1 − ΠX˜0 (X0)(id + f2)−1
+ f1(ΠX˜0 (X0)(id + f1 + f2)−1 − ΠX˜0 (X0)(id + f1)−1),
which yields
m − m0 − Πm0 (m − m0) = O(ε2) + f1 ◦ f2 + f1(O(ε2)).
This gives the proof. 
If K ⊂ Π(X) is a bounded set, then (Π(X),K, {Πm0 }, {Π(X) ∩ Bm0 (ε)}) satisfies (H1) ∼ (H4) in
Section 4.1 where ε is small only depending on supΠ∈K |Π |. Indeed, let supΠ∈K |Π | ≤ C0 < ∞ and
then
min{α(R(Π), R(id − Π)), α(R(id − Π), R(Π))} = min{|Π |−1, |id − Π |−1} ≥ (1 + C0)−1 > 0,
if Π ∈ K. From Lemma 5.11, we know (H1) is satisfied. (H4) holds due to Lemma 5.4 and (5.2).
From the computation in Lemma 5.11 and the fact that | f1+ f2 | ≤ | f1 |+ | f2 | ≤ (1+ |ΠX˜0 (X0)|)| f1+ f2 |
if ( f1, f2) ∈ L(X0, X˜0) × L(X˜0, X0), we see (H3) holds. By the definition of Πm, Lemma 5.4 and (5.2),
it shows that (H2) is fulfilled.
In particular, by Lemma 5.6 and Lemma 5.7, we obtain the following.
Lemma 5.12. There are ε, % > 0 and a smooth and Lipschitz map r : B%(K) → Oε(K) ,
Bε(K) ∩ Π(X) such that r |Oε (K) = id, where B%(K) = {L ∈ L(X) : d(L,K) < %}. The nature
embedding of Oε(K) to L(X) is C∞ ∩ C0,1.
Such map r is often called the retraction.
To summarize, we have
(1) K(X) is a complete metric space with metric d̂.
(2) G(X) is a C∞ paracompact Banach manifold locally modeled on L(X1, X2) (X1 ⊕ X2 = X) with
metric d̂. G(X) is an open set of K(X). ∂G(X) = ∅ if and only if X has a Hilbert inner product (a
well known result due to Lindenstrauss and Tzafriri).
(3) Π(X) is a C∞ closed submanifold of L(X); in addition, for any bounded set K ⊂ Π(X), there
is a smooth and Lipschitz retraction which maps a (positive) neighborhood of K in L(X) into a
(positive) neighborhood of K in Π(X).
Finally, let us consider the continuous choice of complemented spaces; for the (strong) measura-
bility version in separable Banach spaces, see e.g. [LL10, Chapter 7]. In general, one cannot expect
such choice is uniformly continuous or Lipschitz; but we hope there are some conditions such that the
following statement is true: if m 7→ Xm is Lipschitz, then one has a Lipschitz selection of comple-
mented spaces Xhm such that Xm ⊕ Xhm = X . Note that the following lemma is trivial when Ym admits
a Hilbert inner product <, >m: Ym × Ym → R (or C) with m 7→<, >m continuous (or Lipschitz for
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Lipschitz choice case), e.g. X is a Hilbert space orYm is finite-dimensional; in this case, the condition
that Xm is finite-dimensional is not needed.
Lemma 5.13. Let N be a paracompact (Hausdorff) topology space. Assume m 7→ Xm,Ym : N →
G(X) are continuous with the dimension of Xm equaling to n and Xm ⊂ Ym for all m ∈ N . Then there
is a continuous map m 7→ Xhm : N → G(X) such that Xm ⊕ Xhm = Ym with |ΠXhm (Xm)| ≤ β where β is
a constant only depending on n.
Proof. Here, we do not consider the optimal constant of β but we mention that β > n is sufficient for
us. The following fact is obvious.
If X1 ⊕ X2 = X and X1 ⊂ Y ⊂ X , then Y = X1 ⊕ {X2 ∩ Y } with ΠX2∩Y (X1) = ΠX2 (X1)|Y .
The following result is due to N. J. Kalton (see [Kal08, Proposition 2.4 (ii)]) whose proof is also
presented here for convenience of readers.
Sublemma 5.14. Given γ > 1, there is a continuous map Θ : SX → L(X) such that Θ(x) : X →
span{x} is a projection onto span{x} with |Θ(x)| ≤ γ and Θ(αx) = Θ(x) where |α | = 1.
Proof. This is a standard application of Michael continuous selection (see [Mic56]). Fix γ > 1. For
each x ∈ SX , define
Φ̂(x) = {Π : Π is a projection onto span{x} with |Π | ≤ γ}.
It can be rapidly seen that Φ̂(x) , ∅ is a closed and convex. Let us show x 7→ Φ̂(x) is lower-
semicontinuous. Given an open set U ⊂ L(X) such that Φ̂(x) ∩ U , ∅ and a sufficiently small
ε > 0, it suffices to show that if |y | = 1 and |y − x | < ε, then Φ̂(y) ∩ U , ∅. Take x∗ ∈ X∗
such that x∗(x) = 1 and |x∗ | = 1, and write P = Πker x∗ (span{x}); note that |P | = 1. Take
P˜ ∈ Φ̂(x) ∩U. Now, P1 = aP˜ + (1 − a)P ∈ Φ̂(x) ∩U and |P1 | < γ if a ∈ (0, 1) is sufficiently close to
1. Define Lz = x∗(z)(x − y), z ∈ X . Then id − L is invertible and maps span{x} onto span{y}. Set
Π = (id − L)P1(id − L)−1. This gives us Π ∈ Φ̂(y) ∩U if ε is small enough.
Therefore, by Michael continuous selection (see [Mic56]), there is a continuous map Θ0 : SX →
L(X) such that Θ0(x) ∈ Φ̂(x) for each x ∈ SX . Define
Θ(x) =
{
(Θ0(x) + Θ0(−x))/2, X is real,
(2pi)−1
∫ 2pi
0 Θ0(eiθ x) dθ, X is complex.
The map Θ is what we desire. 
If n = 1, then Θ(SX ∩ Xm) is well defined as Θ(αx) = Θ(x) where |α | = 1, and hence m 7→
Θ(SX ∩ Xm) is continuous. So we can take Xhm = ker(Θ(SX ∩ Xm)) ∩Ym = (id−Θ(SX ∩ Xm))Ym with
m 7→ Xhm continuous, Xm ⊕ Xhm = Ym and ΠXhm (Xm) ≤ γ.
Consider the general case n. Fix γ > γ1 > 1. Define
Φ(m) = {Π : Π is a projection of X onto Xm with |Π | ≤ nγ}.
It is easy to see that Φ(x) is closed, convex and not empty. Next, we will show m 7→ Φ(m) is
lower-semicontinuous. Take any open U ⊂ L(X) such that Φ(m0) ∩U , ∅. Let P0 ∈ Φ(m0) ∩U.
(1) In a neighborhoodOm0 ⊂ N ofm0, we havem 7→ e1(m) ∈ Xm is continuous and |e1(m)| = 1. By
the case n = 1, we have span{e1(m)} ⊕ X̂1m = X with m 7→ X̂1m continuous and |ΠX̂1m (span{e1(m)})| ≤
γ1 when m ∈ Om0 .
(2) Similar for X̂1m∩Xm as (1), ifOm0 is “small”, we havem 7→ e2(m) ∈ X̂1m∩Xm is continuous with
|e1(m)| = 1, and span{e2(m)} ⊕ X̂2m = X̂1m with m 7→ X̂2m continuous and |ΠX̂2m (span{e2(m)})| ≤ γ1
when m ∈ Om0 .
(3) Inductively, we have m 7→ en(m) ∈ X̂n−1m ∩ Xm is continuous with |en(m)| = 1, and
span{en(m)} ⊕ X̂nm = X̂n−1m with m 7→ X̂nm continuous and |ΠX̂nm (span{en(m)})| ≤ γ1 when m ∈ Om0 .
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Thus, we obtain Xm = span{e1(m), e2(m), . . . , en(m)}, and
X = span{e1(m)} ⊕ X̂1m = span{e1(m)} ⊕ span{e2(m)} ⊕ X̂2m = · · · = Xm ⊕ X̂nm.
In addition, |ΠX̂nm (Xm)| ≤ nγ1. Note that Πker P0 (Xm) → P0 as m → m0. So we have m > 0 such
that |Πker P0 (Xm)| ≤ nγ + m with m → 0 as m→ m0. Set
Pm = 
1/2
m ΠX̂nm
(Xm) + (1 − 1/2m )Πker P0 (Xm).
Then |Pm | ≤ 1/2m nγ1+ (1− 1/2m )(nγ+ m) ≤ nγ if m is close to m0 due to γ−γ1 > 0, and Pm → Pm0 .
That is, Pm ∈ Φ(m) ∩U if m is close to m0.
Therefore, applyingMichael continuous selection (see [Mic56]), we getΠm ∈ Φ(m)withm 7→ Πm
continuous. Define Xhm = kerΠm ∩ Ym, m ∈ N and complete the proof. 
6. Existence of a center-stable manifold: proof of Theorem I
6.1. preparation for proofs. First, we begin with some simple observations.
Sublemma 6.1. Suppose Ĥ ≈ (F̂cs, Ĝcs) satisfies (A′)(α, λu) (B)(β; β′, λcs) condition in cs-direction
at K (see Definition 4.2). Then there is a small  ′2 > 0 such that for all m ∈ K , if |m′ − u(m)| <  ′2 and
if Π˜1, Π˜2 ∈ Π(X) such that |Π˜κ1 − Πκm | ≤  ′2, |Π˜κ2 − Πκu(m) | ≤  ′2, κ = cs, u, then for r∗ < r/4,
H(m + ·) − m′ ∼ (F̂ ′m,m′, Ĝ′m,m′) : X˜cs1 (r∗) ⊕ X˜u1 (r1) → X˜cs2 (r2) ⊕ X˜u2 (r∗),
satisfies (A′) (α˜(m), λ˜u(m)) (B) (β˜(m); β˜′(m), λ˜cs(m)) condition, where
(i) X˜κj = R(Π˜κj ), κ = cs, u, j = 1, 2, and
(ii) α˜(m) = (1+  ′0)α(m)+  ′0, β˜′(m) = (1+  ′0)β′(m)+  ′0, λ˜κ(m) = (1+  ′0)λκ(m)+  ′0, κ = cs, u and
β˜(m) = 1−
′
0β0
1+ ′0
β(m) for some 0 <  ′0 < β−10 where β0 = supm β(m).
(iii) If, in addition, |F̂csm (0, 0)| ≤ η, |Ĝcsm (0, 0)| ≤ η, then |F̂ ′m,m′(0, 0)| ≤ ( ′0 + 1)η, |Ĝ′m,m′(0, 0)| ≤
( ′0 + 1)η.
(iv) Moreover,  ′0 → 0 as  ′2 → 0.
Proof. This is obvious by noting that X˜κ1  X̂
κ
m and X˜κ2  X̂
κ
u(m) if 
′
2 < 1/(2M˜) (where M˜ is the
constant in (H2) (i)). See also [Che18, Lemma 2.7]. 
In this section, we make the following two different assumptions.
Hereafter, when we mention the assumption (A3) (a) in Section 4.2, we always consider the (•1)
case, i.e. Ĥ ≈ (F̂cs, Ĝcs) satisfies (A′)(α, λu) (B)(β; β′, λcs) condition in cs-direction at K .
Assumptions. Case (1): Assume (A1), (A2), (A3) (a) (i) (iii) (but not (A2) (a) (ii)) and (A3) (b) in
Section 4.2 hold.
Case (2): Assume (A1), (A2), (A3) (a) (i) (iii) with ς0 ≥ 1 and (A3) (b) in Section 4.2 hold;
in addition, there are a small γ0 > 0 and 0 < γ∗u < 1 such that for all m ∈ K and (xcs, xu) ∈
X̂csm (r) × X̂uu(m)(r),
(6.1) |Ĝcsm (xcs, xu)| ≤ γ0 |xcs | + γ∗u |xu | + η.
Note that, under (A3) (a′), the above (6.1) holds (with γ∗u = supm λu(m) < 1).
In the following, fix any function (depending on ∗)
(6.2) 0,∗ = 0,∗(∗) such that 0,∗ → 0 as ∗ → 0,
i.e. 0,∗ = O∗ (1), e.g. 0,∗ = ∗.
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(observation I). Let  ′2 > 0 and α˜, β˜, β˜′, λ˜u, λ˜cs be as in Sublemma 6.1 such that if α, β, β′, λu, λcs
satisfy (A3) (a) (or (A3) (a′)), so do α˜, β˜, β˜′, λ˜u, λ˜cs . Let
βˆ′′ = inf
m∈K β˜
′(m) > 0, and r0 = r∗/8 (where r∗ is given in Sublemma 6.1).
(observation II). By Sublemma 6.1, without loss of generality, we can assume ξ2 = 0 (in (A3)
(b) (ii)), i.e. Π̂κm = Πκm, m ∈ K , κ = s, c, u.
(observation III). The constant 2 is chosen further smaller such that (if χ(2) is small)
L2 ≤  ′2 < 1, (C˜ ′ + 1)χ(2) < 1, where C˜ ′ = sup
m0∈K
{α˜(m0) + λ˜cs(m0)}.
(observation IV). In case (1), since infm∈K {β(m) − ς0β′(u(m))} > 0 (in (A3) (a) (i)), there is
ς > 2 close to 2 such that infm∈K {β(m) − ςβ′(u(m))} > 0. Similarly, in case (2), we can let the
following (6.3) hold with ς > 1 but close to 1; now fix ς > 1 if we consider the case (2). By (A3) (a)
(iii), we can let ξ1 be further smaller such that
(6.3) inf
m̂∈K̂
{ β˜(φ(m̂)) − ς max{ β˜′(φ(m̂′)) : m̂′ ∈ Ûû(m̂)(2) ∩ K̂}} > 0,
and for all m̂ ∈ K̂ ,
(6.4) max{ β˜′(φ(m̂′)) : m̂′ ∈ Ûm̂(2) ∩ K̂} < ςˆ β˜′(φ(m̂)),
where 1 < ςˆ < ς−1ς′−1 and ς
′ = ς+22 in case (1) and ς ′ =
ς+1
2 in case (2). Note that (6.4) can hold due
to ςˆ > 1 and infm∈K β˜′(m) > 0 (in observation (I)).
(observation V). Let ∗, χ(∗) be sufficiently small such that Lemma 5.7 and Corollary 5.9 hold.
Let χ∗ < 1/16 as well as ci, ei , i = 1, 2, be as in Lemma 5.7. Note also that χ∗ → 0, ci, ei → 1 as
∗, χ(∗) → 0; for example e1 = c1 ≤ 1 − 1/(210) and e2 = c2 = e−11 . In the following, ∗, χ(∗) will
be further smaller; first let ∗ < min{r0, 2}/8. In (A2) (ii), assume ξ1 is small such that
sup{|u(m) − u(m0)| : m ∈ Um0,γ(2∗) ∩ K,m0 ∈ K, γ ∈ Λ(m0)} ≤ 2ξ1 < 2/2.
(observation VI). Let αˆ, βˆ > 0 such that
sup
m
α˜(m) ≤ αˆ < ∞, sup
m
β˜(m) ≤ βˆ < ∞.
Take functions µ, µ1 : K̂ → R+ as
µ1 = (1 + χ∗)µ + χ∗, µ = (1 + χ∗)ς β˜′ ◦ φ + χ∗.
Let ∗, χ(∗) be further smaller such that χ∗ is small satisfying the following (i) (due to (6.3))
ς β˜′(φ(m̂′)) < µ(m̂′) < µ1(m̂′) < β˜(φ(m̂)) < β(φ(m̂)), m̂ ∈ K̂, m̂′ ∈ Ûm̂(2) ∩ K̂,
and (ii) χ∗ βˆ < 1/8, χ∗ < βˆ′′.
(observation VII). Set
γ , sup
m̂∈K̂
α(φ(m̂))µ1(û(m̂)), λu , sup
m̂∈K̂
λu(φ(m̂))
1 − α(φ(m̂))µ1(û(m̂)) .
As supm∈K α(m)β′(u(m)) < 1/(2ς0) (in (A3) (a) (i)), we can let γ < 1/2 (if χ∗, ξ1 are sufficiently
small and if ς is close to 2 in case (1) and close to 1 in case (2)); in addition, if (A3) (a) (ii) holds,
then we can assume λu < 1.
To simplify our writing, for κ1 , κ2 ∈ {s, c, u}, set
Xκ1κ2
K̂′
(σ, %) , Xκ1
K̂′
(σ) ⊕ Xκ2
K̂′
(%), Xκ1κ2
K̂′
(σ) = Xκ1κ2
K̂′
(σ, σ), K̂ ′ ⊂ Σ̂,
and
Xu
Σ̂
(%∗) = {(m̂, xu) : xu ∈ Xuφ(m̂), |xu | ≤ %∗, m̂ ∈ Σ̂}.
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Choice of constants. Let χˆ∗ be any function depending on ∗, χ(∗) such that
χ∗ ≤ χˆ∗, and χˆ∗ = χˆ∗(∗, χ(∗)) → 0 as ∗, χ(∗) → 0.
Let us takeσ∗, %∗, η0 = o(∗); in addition, in case (2), %∗/σ∗ → 0 and γ0 → 0 such that (γ0σ∗)/%∗ → 0.
For example, {
η0 = χˆ∗∗/16 ≤ ∗/8 ≤ r0/64,
%∗ = e−11 (η0 +max{2βˆ, 1} χˆ∗∗) ≤ ∗/16;
and
σ∗ =
{
2 χˆ∗∗, in case (1),
2 χˆ1/2∗ ∗, in case (2),
(so σ∗ ≤ min{∗,min{ βˆ−1, 1}(r0 − η0), 2}/8), with γ0 ≤ χˆ1.1/2∗ in case (2) where γ0 is in (6.1).
Note that χ∗∗ ≤ σ∗, %∗ ≤ σ∗ + %∗ ≤ ∗/4. The main reason we choose such constants is to let
(5.7) and the following (6.19) and (6.25) hold. In the following, ∗, χ(∗) (as well as η ≤ 0,∗η0) will
be further smaller.
We list other constants below which will be used in the following proofs, included for the reader’s
convenience.
• K2 (see (6.5)) and K ′1 (see (6.13)) depending on the constant K1 > 1;
• σ0 = e1σ∗ (see (6.7)), σc∗ (see (6.11)), and σ1∗ (see (6.20));
• η1, η2 in the definition of bump function Ψ (see (6.24) and also Lemma 6.6);
• λ̂u < 1 in Lemma 6.10;
• ε0 = min{e−12 , c−12 }e0η2 where e0 = min{e1, c1} (in Lemma 6.11);• $∗1 > 1: the constants such that $∗1 → 1 as ∗, χ(∗) → 0;• $∗0 = $∗1 − 1 > 0: the constants such that $∗0 → 0 as ∗, χ(∗) → 0.
• C˜: the universal constants that are independent of (small) ∗, χ(∗), η.
6.2. construction of graph transform. In the following, we will concentrate two cases, unlimited
case (see Section 6.2.1) and limited case (see Section 6.2.2, Section 6.2.3 and Section 6.2.4), which
are useful for us to apply.
6.2.1. unlimited case. For K1 > 1, let
(6.5) K2 = K2(K1) , αˆK1 + 11 − 2γ .
Let η be small such that e.g. (in case (1), letting γ∗u = 0)
(6.6) (1 − γ∗u)−1(βˆ + 1)(K1 + K2 + λu(βˆ + K1) + 1)η ≤ η0/2,
i.e. the following (**1), (**2) and (**3) hold, and
(6.7) σ0 = e1σ∗ < c1∗ < min{ βˆ−1(r0 − η0)/2, r0/2}.
Recall the definition of µ-Lip in u-direction around K̂ (see Definition 5.8). Define
(6.8) Σµ,K1,∗,σ∗,%∗ = {h : XsΣ̂(σ∗) → X
u
Σ̂
(%∗) is a bundle map over id :
sup
m̂∈K̂
|h(m̂, 0)| ≤ K1η,Graphh ∩ Xsu
K̂∗
(σ∗, %∗) is µ-Lip in u-direction around K̂}.
Take h ∈ Σµ,K1,∗,σ∗,%∗ . For any m̂0 ∈ K̂ , m0 = φ(m̂0), let fm̂0 be the local representation of
Graphh ∩ Xsu
K̂∗
(σ∗, %∗) at m̂0. By Corollary 5.9,
fm̂0 : X
c
m0 (c1∗) ⊕ Xsm0 (e1σ∗) → Xum0 (e2%∗),
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with Lip fm̂0 (·) ≤ µ1(m̂0), such that
(6.9) Graph fm̂0 |Xcm0 (c1∗)⊕Xsm0 (e1σ∗) ⊂ Graphh ∩ X
su
Ûm̂0 (∗)
(σ∗, %∗).
Since |h(m̂0, 0)| ≤ K1η, we have | fm̂0 (0)| ≤ K1η. Define
f 1
m̂0
(z) = fm̂0 (rσ0 (z)),
where rσ0 (·) is the radial retraction (see (1.1)); by the choice of σ0, f 1m̂0 (X
cs
m0 ) ⊂ Xum0 (r0).
Take m̂ ∈ K̂ and set û(m̂) = m̂1, φ(m̂1) = m1 (∈ K as u(K) ⊂ K), φ(m̂) = m until before Lemma 6.3.
Consider the following fixed point equation
(6.10) F̂csm (xcs, f 1m̂1 (z)) = z, z ∈ X
cs
m1,
where xcs ∈ Xcsm (r0). Because of supm̂∈K̂ α(φ(m̂))µ1(û(m̂)) = γ < 1/2 (in observation (VII)), there
is a unique point
xm̂(xcs) = (xcm̂(xcs), xsm̂(xcs)) ∈ Xcsm1,
satisfying above equation. Since | f 1
m̂1
(0, 0)| = | fm̂1 (0, 0)| ≤ K1η and |F̂csm (0, 0)| ≤ η, we have
| f 1
m̂1
(xm̂(0))| ≤ | f 1m̂1 (xm̂(0)) − f
1
m̂1
(0)| + | f 1
m̂1
(0)| ≤ 2µ1(m̂1)|xm̂(0)| + K1η,
and so
|xm̂(0)| ≤ |F̂csm (0, f 1m̂1 (xm̂(0))) − F̂
cs
m (0, 0)| + |F̂csm (0, 0)|
≤ α(m)| f 1
m̂1
(xm̂(0))| + η
≤ 2α(m)µ1(m̂1)|xm̂(0)| + α(m)K1η + η,
yielding
(**1)
{
|xm̂(0)| ≤ α(m)K1η+η1−2γ ≤ K2η < σ0,
| f 1
m̂1
(xm̂(0))| = | fm̂1 (xm̂(0))| ≤ µ1(m̂1)|xm̂(0)| + K1η ≤ βˆK2η + K1η < r0.
Next, let us show
Lemma 6.2. Let σc∗ > 0 such that max{supm{λcs(m)}, 1}σc∗ + K2η < σ0, then xm̂(Xcsm (σc∗ )) ⊂
Xcsm1 (σ0) and Lip xm̂(·)|Xcsm (σc∗ ) ≤ λcs(m).
Proof. Set λcs = supm λcs(m). By the construction of xm̂(·), we have Lip xm̂(·)|Xcsm (r0) ≤ λcs1−2γ . If
r ′ > 0 such that xm̂(Xcsm (r ′)) ⊂ Xcsm1 (σ0), then
F̂csm (xcs, fm̂1 (xm̂(xcs))) = xm̂(xcs).
So by (B) condition, Lip xm̂(·, ·)|Xcsm (r′) ≤ λcs(m). Let
σ1 = sup{σ ≤ σc∗ : Lip xm̂(·)|Xcsm (σ) ≤ λcs(m)}.
Note that σ1 > 0. If σ1 < σc∗ , then Lip xm̂(·)|Xcsm (σ1) ≤ λcs(m) and λcsσ1 + K2η < σ0. So we
can choose a small ε > 0 such that λcsσ1 + K2η + λcs1−2γ ε < σ0, which implies that xm̂(Xcsm (σ1 +
ε)) ⊂ Xcsm1 (σ0) and thus Lip xm̂(·)|Xcsm (σ1+ε) ≤ λcs(m), contradicting the definition of σ1. Therefore,
σ1 = σ
c∗ . The proof is complete. 
Let
(6.11) σc∗ = (max{sup
m
{λcs(m)}, 1})−1(σ0 − η0)/2.
Consider the following equation
(6.12)
{
F̂csm (xcs, fû(m̂)(xm̂(xcs))) = xm̂(xcs),
Ĝcsm (xcs, fû(m̂)(xm̂(xcs))) , f˜m̂(xcs),
xcs ∈ Xcsm (σc∗ ),
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where m = φ(m̂), m̂ ∈ K̂ .
Lemma 6.3. We have | f˜m̂(0)| ≤ K ′1η, where
(6.13) K ′1 = λu(βˆ + K1) + 1,
and Lip f˜m̂(·)|Xcsm (σc∗ ) ≤ β′(m). Particularly, if λu < 1 and K1 = λu βˆ+11−λu , then we can take K
′
1 = K1.
Proof. Since | fm̂1 (0, 0)| ≤ K1η, |F̂csm (0, 0)| ≤ η, |Ĝcsm (0, 0)| ≤ η, and{
|xm̂(0)| ≤ |F̂csm (0, fm̂1 (xm̂(0))) − F̂csm (0, 0)| + |F̂csm (0, 0)| ≤ α(m)| fm̂1 (xm̂(0))| + η,
| fm̂1 (xm̂(0))| ≤ | fm̂1 (xm̂(0)) − fm̂1 (0)| + | fm̂1 (0)| ≤ µ1(m̂1)|xm̂(0)| + K1η,
⇒ | fm̂1 (xm̂(0))| ≤
µ1(m̂1)η + K1η
1 − α(m)µ1(m̂1),
it follows that
| f˜m̂(0, 0)| ≤ |Ĝcsm (0, fm̂1 (xm̂(0))) − Ĝcsm (0, 0)| + |Ĝcsm (0, 0)|
≤ λu(m)| fm̂1 (xm̂(0))| + η ≤ λu(m)
µ1(m̂1)η + K1η
1 − α(m)µ1(m̂1) + η
≤ λu(βˆη + K1η) + η = K ′1η.
Since Lip fm̂1 (·) ≤ µ1(m̂1) < β(m), by (B) condition, we have Lip f˜m̂(·)|Xcsm (σc∗ ) ≤ β′(m). The proof
is complete. 
Lemma 6.4. In both cases, we have f˜m̂(Xcsm (σc∗ )) ⊂ Xum(e1%∗).
Proof. In case (1), by the choice of %∗, one gets
(**2) | f˜m̂(xcs)| ≤ βˆ |xcs | + | f˜m̂(0)| ≤ βˆσc∗ + K ′1η ≤ e1%∗, xcs ∈ Xcsm (σc∗ ).
In case (2), from (6.1) and the choice of γ0, we see, for xcs ∈ Xcsm (σc∗ ),
| f˜m̂(xcs)| = |Ĝcsm (xcs, fû(m̂)(xm̂(xcs)))|
≤ γ0 |xcs | + η + γ∗u | fû(m̂)(xm̂(xcs))|
≤ γ0 |xcs | + η + γ∗ue2%∗
≤ e1%∗,(**3)
the last inequality being a consequence of γ0σc∗ /%∗ → 0, γ∗u < 1 and e1, e2 → 1. The proof is
complete. 
Take m̂i ∈ K̂ , mi = φ(m̂i), and xcsi ∈ Xcsmi (σc∗ ), i = 1, 2. By Lemma 5.7, write
mi + xcsi + f˜m̂i (xcsi ) = mi + xsi + xui ,
where m̂i ∈ Ûm̂i (σc∗ + %∗) ⊂ Ûm̂i (∗), mi = φ(m̂i), xsi ∈ Xsmi (e−11 σc∗ ) ⊂ Xsmi (σ∗) and x
u
i ∈ Xumi (%∗).
Lemma 6.5. Let mi, xsi , xui be given above. Let m̂0 ∈ K̂ , m0 = φ(m̂0), and
mi + xsi + x
u
i = m0 + x̂
s
i + x̂
c
i + x̂
u
i , i = 1, 2,
where x̂κi ∈ Xκm0 , κ = s, c, u, i = 1, 2. If m̂1, m̂2 ∈ Ûm̂0 (∗), then
(6.14) | x̂u1 − x̂u2 | ≤ β˜′(m0)max{| x̂c1 − x̂c2 |, | x̂s1 − x̂s2 |}.
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Proof. By Lemma 5.7 (1), we have | x̂ui | ≤ e2%∗ < r0/2, | x̂ci | ≤ c2∗ < r0/2, | x̂si | ≤ e2σ∗ < r0/2,
i = 1, 2. It suffices to consider the case
(6.15) β˜′(m0)max{| x̂c1 − x̂c2 |, | x̂s1 − x̂s2 |} ≤ | x̂u1 | + | x̂u2 | ≤ 2e2%∗,
otherwise it is already true. Write
u(m1) + xm̂1 (xcs1 ) + fû(m̂1)(xm̂1 (xcs1 ))
=u(m2) + xm̂2 (xcs2 ) + fû(m̂2)(xm̂2 (xcs2 )) + x˜c1 + x˜s1 + x˜u1 ,
where x˜κ1 ∈ Xκu(m2), κ = s, c, u.
Since m̂2 ∈ Ûm̂2 (∗) and m̂2 ∈ Ûm̂0 (∗) (⇒ m̂2 ∈ Ûm̂0 (2∗)), by observation (V), one gets
|u(m0) − u(m2)| ≤ 2ξ1 < 2/2,
and so |u(m1) − u(m2)| ≤ 4ξ1 < 2. Hence, we also have x˜κ1 ∈ Xκu(m2)(r0/2), κ = s, c, u; also note that
max{|xm̂i (xcsi )|, | fû(m̂i )(xm̂i (xcsi ))| : i = 1, 2} < r0/2.
Thus, H(m0 + ·) − u(m2) ∼ (F˜cs, G˜cs) satisfies (A′) (α˜(m0), λ˜u(m0)) (B) (β˜(m0); β˜′(m0), λ˜cs(m0))
condition by observation (I), and
(6.16)
{
u(m2) + xm̂2 (xcs2 ) + fû(m̂2)(xm̂2 (xcs2 )) + x˜c1 + x˜s1 + x˜u1 ∈ H(m0 + x̂s1 + x̂c1 + x̂u1 ),
u(m2) + xm̂2 (xcs2 ) + fû(m̂2)(xm̂2 (xcs2 )) ∈ H(m0 + x̂s2 + x̂c2 + x̂u2 ),
i.e. 
F˜cs(x̂s1 + x̂c1 , fû(m̂2)(xm̂2 (xcs2 )) + x˜u1 ) = xm̂2 (xcs2 ) + x˜c1 + x˜s1,
G˜cs(x̂s1 + x̂c1 , fû(m̂2)(xm̂2 (xcs2 )) + x˜u1 ) = x̂u1 ,
F˜cs(x̂s2 + x̂c2 , fû(m̂2)(xm̂2 (xcs2 ))) = xm̂2 (xcs2 ),
G˜cs(x̂s2 + x̂c2 , fû(m̂2)(xm̂2 (xcs2 ))) = x̂u2 .
Due to the Lipschitz continuity of F˜cs , we get
(6.17) | x˜c1 | + | x˜s1 | ≤ C˜ ′(| x̂c1 − x̂c2 | + | x̂s1 − x̂s2 | + | x˜u1 |),
where Lip F˜cs ≤ C˜ ′ = supm0∈K {α˜(m0) + λ˜cs(m0)}. Compute
| x˜u1 | =|Πuu(m2)(u(m1) − u(m2)) + f˜û(m̂2)(xm̂2 (xcs2 ))
+ Πuu(m2)(xm̂1 (xcs1 ) + f˜û(m̂1)(xm̂1 (xcs1 )))|
≤χ(2)|u(m1) − u(m2)| + e2%∗ + L2σ∗ + (L2 + 1)e2%∗
≤χ(2)|u(m1) − u(m2)| + 4%∗ + σ∗.(6.18)
(Note that L2 ≤ 1, σ0 ≤ σ∗.) Thus,
|u(m1) − u(m2)| ≤
∑
κ
| x˜κ1 | +
∑
i
(|xm̂i (xcsi )| + | f˜û(m̂i )(xm̂i (xcsi ))|)
≤2(e2%∗ + σ∗) + | x˜u1 | + | x˜c1 | + | x˜s1 |
≤4(%∗ + σ∗) + (C˜ ′ + 1)| x˜u1 | + 4C˜ ′e2%∗/βˆ′′
≤C˜1(%∗ + σ∗) + (C˜ ′ + 1)χ(2)|u(m1) − u(m2)|,
where (6.15), (6.17) and (6.18) are used, C˜1 = 8(C˜ ′ + 1) + 4C˜ ′e2/βˆ′′ is a constant, and βˆ′′ > 0 is
defined in observation (I). It follows that
(6.19) |u(m1) − u(m2)| ≤ C˜1(%∗ + σ∗)
1 − (C˜ ′ + 1)χ(2)
< ∗/2,
if ∗, χ(∗) (and so η) are small; here observation (III) is used and (%∗ + σ∗)/∗ → 0.
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By (6.9), we write
u(mi) + xm̂i (xcsi ) + fû(m̂i )(xm̂i (xcsi )) = m′i + x ′si + h(m̂
′
i, x
′s
i ),
where m̂
′
i ∈ Ûû(m̂i )(∗), x ′si ∈ Xsm′i (σ∗) and φ(m̂
′
i) = m′i . Moreover, by Lemma 5.7 (1), we have
|m′i − u(mi)| ≤ σ∗ + %∗.
So
|m′1 − u(m2)| ≤ |m′1 − u(m1)| + |u(m1) − u(m2)| ≤ σ∗ + %∗ + ∗/2 < ∗,
and m̂
′
i ∈ Ûû(m̂2)(∗), i = 1, 2. Observing that û(m̂2) ∈ K̂ and h ∈ Σµ,K1,∗,σ∗,%∗ , we know
| x˜u1 | ≤ µ1(û(m̂2))max{| x˜s1 |, | x˜c1 |}.
Thus, by (B) condition for H(m0 + ·) − u(m2) (i.e. (6.16) and observation (I)), we finally get (6.14);
here note also that µ1(û(m̂2)) < β˜(m0) by observation (VI). The proof is complete. 
By Corollary 5.10, for every m̂0 ∈ K̂ and every (m̂, xs) ∈ Xs
Ûm̂0 (σ1∗ )
(σ1∗ ), where
(6.20) σ1∗ = min{c−12 , e−12 }σc∗ ,
there is a unique xu ∈ Xum(%∗), where m = φ(m̂), such that (m̂, xs, xu) ∈ Graph f˜m̂0 . Furthermore, by
Lemma 6.5, for every m̂ ∈ K̂σ1∗ and xs ∈ Xsm(σ1∗ ), where m = φ(m̂), there is a unique xu ∈ Xum(%∗)
such that
(m̂, xs, xu) ∈
⋃
m̂0∈K̂
Graph f˜m̂0 ⊂ XhΣ̂ .
Let us define h˜ by
h˜ : Xs
K̂
σ1∗
(σ1∗ ) → XuK̂
σ1∗
(%∗), (m̂, xs) 7→ xu .
We denote this construction process by
(6.21) Γ˜ : Σµ,K1,∗,σ∗,%∗ → Σµ,K′1,σ1∗ ,σ1∗ ,%∗, h 7→ h˜.
Since h˜ is not defined in all Xs
Σ̂
(σ∗), a truncation of it is needed. The construction can be as follows.
Take ` : C∞(R+, [0, 1]) such that
(6.22) `(t) =
{
1, t ≤ η2,
0, t ≥ η1,
and Lip ` ≤ 1
η1 − η2 ,
where 0 < η2 < η1 < σ1∗ (< σ∗). Let 0 < η1 < σ1∗ but close to σ1∗ (e.g. η1 = (1 − ∗)σ1∗ ). Set3
(6.23) d̂(m̂, K̂) =
{
inf{|φ(m̂) − φ(m̂0)| : ∃m̂0 ∈ K̂, m̂ ∈ Ûm̂0 }, if this set is not empty,
η1, otherwise.
Obviously, if m̂1, m̂2 ∈ Ûm̂0 (∗) and m̂0 ∈ K̂ , then
|d̂(m̂1, K̂) − d̂(m̂2, K̂)| ≤ |φ(m̂1) − φ(m̂2)| ≤ $∗1 |Πcφ(m̂0)(φ(m̂1) − φ(m̂2))|,
where $∗1 → 1 ($∗1 > 1) as ∗, χ(∗), η→ 0. Let
(6.24) Ψ : Xs
Σ̂
(σ∗) → R+, (m̂, xs) 7→ `(max{d̂(m̂, K̂), |xs |}),
and define
ĥ : Xs
Σ̂
(σ∗) → Xu
Σ̂
(%∗), (m̂, xs) 7→ Ψ(m̂, xs)h˜(m̂, xs).
3In general, this does not cause confusing with the same symbol defined in Section 5.1 (i.e. the metric in G(X)).
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Note that ĥ is well-defined, since
ĥ(m̂, xs) =

h˜(m̂, xs), (m̂, xs) ∈ Xs
K̂η2
(η2),
0, (m̂, xs) ∈ Xs
Σ̂
(σ∗) \ Xs
K̂η1
(η1).
Note that in case (1), ς > 2 is taken such that infm∈K {β(m) − ςβ′(u(m))} > 0 (in observation
(IV)). The function 0,∗ is defined in (6.2). Since 0,∗ → 0 as ∗ → 0, we know if η ≤ 0,∗η0, then
(6.6) can always hold (when ∗ is small). Note that η1 is close to σ1∗ (e.g. η1 = (1 − ∗)σ1∗ ).
Lemma 6.6. In case (1), let η2 = ς
′−2
ς′−1η1 and η ≤ 0,∗η0 (e.g. η ≤ ∗η0) where ς ′ = (ς + 2)/2. Then
ĥ ∈ Σµ,K′1,∗,σ∗,%∗ .
In case (2), let η2 = (1/2)η1 and η ≤ 0,∗η0. Then ĥ ∈ Σµ,K′1,∗,σ∗,%∗ .
Proof. In case (2), let ς ′ = (ς+1)/2. By Lemma 6.4, all we need to show is thatGraphĥ∩Xsu
K̂∗
(σ∗, %∗)
is µ-Lip in u-direction around K̂ . Let m̂0 ∈ K̂ , m0 = φ(m̂0) and (m̂i, xsi ) ∈ XsÛm̂0 (∗)
(σ∗), i = 1, 2; write
mi = φ(m̂i). Without loss of generality assume (m̂1, xs1) ∈ XsK̂η1 (η1) and so further assume there is
m̂′0 ∈ K̂ such that m̂1 ∈ Ûm̂′0 (η1); write m′0 = φ(m̂′0). Now,
|Πum0 h˜(m̂1, xs1)| ≤ |(Πum0 − Πum′0 )h˜(m̂1, x
s
1)| + |Πum′0 h˜(m̂1, x
s
1)|
≤ L |m0 − m′0 |%∗ + |Πum′0 h˜(m̂1, x
s
1)|
≤
{
2L∗%∗ +$∗1(β˜′(m′0)η1 + K1η), case (1),
2L∗%∗ + %∗, case (2),
where in case (1), Lemma 6.5 is used, and in case (2), Lemma 6.4 is used; here $∗1 → 1 as
∗, χ(∗) → 0.
Consider
|Πum0 (ĥ(m̂1, xs1) − ĥ(m̂2, xs2))| = |Πum0 {Ψ(m̂1, xs1)h˜(m̂1, xs1) − Ψ(m̂2, xs2)h˜(m̂2, xs2)}|
≤ |{Ψ(m̂1, xs1) − Ψ(m̂2, xs2)}Πum0 h˜(m̂1, xs1)| + |Ψ(m̂2, xs2)Πum0 {h˜(m1, xs1) − h˜(m2, xs2)}|
≤ $
∗
1
η1 − η2 max{|Π
c
m0 (m1 − m2)|, |Πsm0 (xs1 − xs2)|}|Πum0 h˜(m̂1, xs1)|
+ |Πum0 {h˜(m̂1, xs1) − h˜(m̂2, xs2)}|
≤ P∗max{|Πcm0 (m1 − m2)|, |Πsm0 (xs1 − xs2)|}
≤ $∗1 · ς ′ β˜′(m0)max{|Πcm0 (m1 − m2)|, |Πsm0 (xs1 − xs2)|}(6.25)
≤ µ(m̂0)max{|Πcm0 (m1 − m2)|, |Πsm0 (xs1 − xs2)|},(6.26)
where
P∗ =

$∗1 (2L∗%∗+β˜′(m0)η1+K1η)
η1−η2 + β˜
′(m0)(1 + χ∗) + χ∗, case (1),
2$∗1 (2L∗%∗+%∗)
η1
+ β˜′(m0)(1 + χ∗) + χ∗, case (2).
In case (2), (6.25) holds due to %∗/η1 → 0 (by the choice of %∗, σ∗ such that %∗/σ∗ → 0); note also
that ∗%∗η1−η2 → 0 and
η
η1−η2 → 0 as ∗, χ(∗) → 0. (6.26) holds since ς ′ < ς. This gives the proof. 
We define the graph transform as
Γ : Σµ,K1,∗,σ∗,%∗ → Σµ,K′1,∗,σ∗,%∗, h 7→ ĥ.
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6.2.2. limited case I: s-contraction and u-expansion. In order not to truncate the s-direction, in
addition, assume H satisfies the following strong s-contraction assumption (see also [Che18]);
others are the same as in Section 6.1. Recall Ĥm = H(m + ·) − u(m).
(??) If (xˆci , xˆsi , xˆui )×(x˜ci , x˜si , x˜ui ) ∈ GraphĤm∩{{X̂csm (r)⊕ X̂um(r1)}×{X̂csu(m)(r2)⊕ X̂uu(m)(r)}}, i = 1, 2,
m ∈ K , and | x˜u1 − x˜u2 | ≤ B(| xˆc1 − xˆc2 | + | xˆs1 − xˆs2 |), then
| x˜s1 − x˜s2 | ≤ λ∗s(| xˆc1 − xˆc2 | + | xˆs1 − xˆs2 |),
where B > supm∈K λcs(m)β(m) is some constant and λ∗s < 1. In fact the case xˆc1 = xˆc2 is
enough.
Similarly, one can consider strong u-expansion assumption (i.e. the dual of Ĥm : X̂sm(r)⊕ X̂cum (r1) →
X̂s
u(m)(r2) ⊕ X̂cuu(m)(r) (see Definition 2.2) satisfies assumption (??)).
Remark 6.7. A special case that H satisfies strong s-contraction assumption is the following.
• If (xˆci , xˆsi , xˆui ), (x˜ci , x˜si , x˜ui ) are given in assumption (??), then
| x˜s1 − x˜s2 | ≤ ζ(| x˜c1 − x˜c2 | + | x˜u1 − x˜u2 |) + λ∗s | xˆs1 − xˆs2 |,
where ζ > 0 is sufficiently small and λ∗s < 1.
For example, Ĥm ∼ (F̂sm, Ĝsm) where
F̂sm : X̂sm(r1) × X̂cuu(m)(r ′2) → X̂su(m)(r ′1), Ĝsm : X̂sm(r1) × X̂cuu(m)(r ′2) → X̂cum (r2),
and supxs Lip F̂sm(xs, ·) is sufficiently small and supxcu Lip F̂sm(·, xcu) < 1.
Proof. This is obvious. Write x˜κ1 = x˜κ11 − x˜κ12 , xˆκ1 = xˆκ11 − xˆκ12 , κ1 = s, c, u. Let | x˜u | ≤ B(| xˆc |+ | xˆs |). By
above assumption, | x˜s | ≤ λ∗s | xˆs |+ζ(| x˜c |+ | x˜u |), and by (A3) (a) | x˜c | ≤ λcs(m)(| xˆc |+ | xˆs |)+α(m)| x˜u |,
which yields
| x˜s | ≤ λ∗s | xˆs | + {ζ(λcs(m) + α(m)B + B)}(| xˆc | + | xˆs |).
If ζ is small, then λ∗s + ζ(supm λcs(m) + supm α(m)B + B) < 1. The proof is complete. 
We can assume λ∗se2 < 1 (as e2 → 1 when ∗, χ(∗) → 0). Similar as the proof of Lemma 6.2, for
the unique point xm̂(xcs) = (xcm̂(xcs), xsm̂(xcs)) ∈ Xcsm1 of equation (6.10), we have
Lemma 6.8. Under (??), let σc∗ > 0 such thatmax{supm{λcs(m)}, 1}σc∗ +K2η < (1− λ∗se2)σ0, then
Lip xs
m̂
(xc, ·)|Xsm(e2σ∗) ≤ λ∗s, xc ∈ Xcm(σc∗ ), Lip xm̂(·)|Xcm(σc∗ )⊕Xsm(e2σ∗) ≤ λcs(m),
and xm̂(Xcm(σc∗ ) ⊕ Xsm(e2σ∗)) ⊂ Xcsm1 (σ0).
Proof. If r ′ > 0 such that xm̂(Xcsm (r ′)) ⊂ Xcsm1 (σ0), then by (??), for xc ∈ Xcm(r ′), we have
Lip xs
m̂
(xc, ·)|Xsm(r′) ≤ λ∗s . So using the similar argument in Lemma 6.2, we see for xc ∈ Xcm(σc∗ ),
Lip xs
m̂
(xc, ·)|Xsm(e2σ∗) ≤ λ∗s and then xm̂(Xcm(σc∗ ) ⊕ Xsm(e2σ∗)) ⊂ Xcsm1 (σ0). The proof is complete. 
Under above assumption (??), using the second equation of (6.12), we can define f˜m̂(xcs) for all
xcs = (xc, xs) ∈ Xcm(σc∗ ) ⊕ Xsm(e2σ∗), where σc∗ now is taken as
σc∗ = (max{sup
m
{λcs(m)}, 1})−1((1 − λ∗se2)σ0 − η0)/2;
here, η0 is chosen further smaller e.g. η0 = (1 − λ∗se2)χ∗∗/16. In this case, we only need to truncate
the c-direction. More precisely, the definition of Ψ (see (6.24)) now is replaced by
Ψ : Σ̂→ R+, m̂ 7→ `(d̂(m̂, K̂)),
where `(·) is given by (6.22). The graph transform Γ also satisfies
(6.27) Γ : Σµ,K1,∗,σ∗,%∗ → Σµ,K′1,∗,σ∗,%∗, h 7→ ĥ , Ψ · Γ˜(h).
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6.2.3. limited case II: strictly inflowing. We will add an assumption (called strictly inflowing as-
sumption) on H such that in the construction of graph transform, the truncation is not needed. (In
many situations, it is not so easy to verify this condition.)
(••) There exists a positive constant c < min{c1, e1, c−12 , e−12 } such that for all m ∈ K ,{
F̂csm (Xcm(c−1∗) ⊕ Xsm(c−1σ∗), Xuu(m)(c−1%∗)) ⊂ Xcu(m)(c∗) ⊕ Xsu(m)(cσ∗),
Ĝcsm (Xcm(c−1∗) ⊕ Xsm(c−1σ∗), Xuu(m)(c−1%∗)) ⊂ Xuu(m)(c%∗).
Under above assumption (••) andAssumptions case (1) (in Section 6.1) with ς0 ≥ 1 (in (A3) (a)),
the construction of graph transform ismuch simpler. The angle condition supm∈K α(m)β′(u(m)) < 1/2
in (A3) (a) (i) can be replaced by supm∈K α(m)β′(u(m)) < 1.
(1) Note that σ0 = e1σ∗ > cσ∗.
(2) By the assumption (••), consider the following fixed point equation, and then we have
F̂csm (xcs, fm̂1 (xm̂(xcs))) = xm̂(xcs), xcs = (xc, xs) ∈ Xcm(c−1∗) ⊕ Xsm(c−1σ∗),
and xm̂(xcs) ∈ (xcm̂(xcs), xsm̂(xcs)) ∈ Xcm1 (c∗) ⊕ Xsm1 (cσ∗) (Lemma 6.2 is not needed anymore);
here note that as h ∈ Σµ,K1,∗,σ∗,%∗ , one has fm̂1 (Xcu(m)(c∗) ⊕ Xsu(m)(cσ∗)) ⊂ Xuu(m)(c−1%∗).
(3) Again, using the second equation of (6.12), we can define f˜m̂(xcs) for all xcs = (xc, xs) ∈
Xcm(c−1∗) ⊕ Xsm(c−1σ∗).
(4) Lemma 6.3 also holds. More precisely, | f˜m̂(0)| ≤ K ′1η, where K ′1 = λu(βˆ + K1) + 1, and
Lip f˜m̂(·)|Xcm(c−1∗)⊕Xsm(c−1σ∗) ≤ β′(m), f˜m̂(Xcm(c−1∗) ⊕ Xsm(c−1σ∗)) ⊂ Xum(c%∗),
where the above second formula is a consequence of the assumption (••) on Ĝcsm (·) and h ∈
Σµ,K1,∗,σ∗,%∗ .
(5) Parallel to Lemma 6.5, for m̂j ∈ K̂ , mj = φ(m̂j), j = 0, 1, 2, and xcsi ∈ Xcmi (c−1∗) ⊕ Xsmi (c−1σ∗),
i = 1, 2, write
mi + xcsi + f˜m̂i (xcsi ) = mi + xsi + xui = m0 + x̂si + x̂ci + x̂ui , i = 1, 2,
where x̂κ ∈ Xκm0 , κ = s, c, u, m̂i ∈ Ûm̂i (c−11 c−1∗), mi = φ(m̂i), xsi ∈ Xsmi (e−11 c−1σ∗) and
xui ∈ Xumi (%∗). If m̂1, m̂2 ∈ Ûm̂0 (∗), then (6.14) also holds.
(6) From above item (5) and Corollary 5.10, for every m̂ ∈ K̂∗ and xs ∈ Xsm(σ∗), where m = φ(m̂),
there is a unique xu ∈ Xum(%∗) such that
(m̂, xs, xu) ∈
⋃
m̂0∈K̂
Graph f˜m̂0 ⊂ XhΣ̂ ;
so we can define h˜(m̂, xs) = xu and the graph transform as
Γ˜ : Σµ,K1,∗,σ∗,%∗ → Σµ,K′1,∗,σ∗,%∗, h 7→ h˜.
In this case, without loss of generality, assume Σ = K∗ .
6.2.4. limited case III: parameter-depending correspondences. Let us consider the following (CS)
assumption for parameter-depending correspondences {Hδ}; this is a preparation for differential
equations.
Assumption (CS). Let (A1), (A2) (in Section 4.2) hold. Write
Ĥδm , Ĥδ(m + ·) − u(m) ∼ (F̂cs,δm , Ĝcs,δm ) : X̂csm (r) ⊕ X̂um(r1) → X̂csu(m)(r2) ⊕ X̂uu(m)(r).
Let (A3) (b) (in Section 4.2) hold for F̂cs,δm , Ĝcs,δm instead of F̂csm , Ĝcsm . Take 00 > 0 small, a constant
0 < c < 1, a large constant C# > 1, and a sufficiently small ζ00 > 0. For each m ∈ K , suppose
Ĥδm ∼ (F̂cs,δm , Ĝcs,δm ) : X̂csm (C#00) ⊕ X̂um(r1) → X̂csu(m)(r2) ⊕ X̂uu(m)(ζ00C#00 + η),
52 DELIANG CHEN
satisfies (A′)(α(m), λu(m)) (B)(β(m); β′(m), λcs(m)) condition. Also let the functions α(·), β(·), β′(·)
and λu(·), λcs(·) fulfill (A3) (a) (i) (iii) with only ς0 ≥ 1 (but not (A3) (a) (ii)) in Section 4.2. In
addition, assume the following (i) ∼ (iii).
(i) (very strong s-contraction) For
(xˆci , xˆsi , xˆui )× (x˜ci , x˜si , x˜ui ) ∈ GraphĤδm∩ {{X̂csm (C#00) ⊕ X̂um(r1)} × {X̂csu(m)(r2) ⊕ X̂uu(m)(ζ00C#00+η)}},
i = 1, 2, m ∈ K , if | x˜u1 − x˜u2 | ≤ B(| xˆc1 − xˆc2 | + | xˆs1 − xˆs2 |), then
| x˜s1 − x˜s2 | ≤ ζ00 | xˆc1 − xˆc2 | + λ∗s | xˆs1 − xˆs2 |,
where B > supm∈K λcs(m)β(m) is some constant and λ∗s < 1.
(ii) (c-direction strictly inflowing) For all δ,
Π̂cu(m)F̂
cs,δ
m (X̂cm(c−100) ⊕ X̂sm(c−100), X̂uu(m)(c−100)) ⊂ X̂cu(m)(c00).
(iii) There is a positive constant γ∗u < 1 such that for all m ∈ K and (xcs, xu) ∈ X̂csm (C#00) ×
X̂u
u(m)(ζ00C#00 + η),
|Ĝcs,δm (xcs, xu)| ≤ ζ00 |xcs | + γ∗u |xu | + η.
Weemphasize that the (A′) (B) condition for Ĥδm is said to be in {X̂csm (C#00)⊕ X̂um(r1)}×{X̂csu(m)(r2)⊕
X̂u
u(m)(ζ00C#00 + η)} (not in {X̂csm (r) ⊕ X̂um(r1)} × {X̂csu(m)(r2) ⊕ X̂uu(m)(r)}).
Under above assumption, the truncation is also not needed; also the construction of the graph
transform becomes much easier in this case.
(1) In order to find how small the constants 00, ζ00 can be taken, let 00 = ∗ and think ζ00 as a
function of ∗ such that ζ00 → 0 as ∗ → 0. Take χˆ∗ = max{χ∗, 16c−1(1 − λ∗s)−1ζ00, 16c−1(1 −
γ∗u)−1ζ00} (in the Choice of constants in Section 6.1). Here take the constant C# large such
that C# > 220c−1max{(1 − λ∗s)−1, (1 − γ∗u)−1} in order to let the following construction make
sense (in X̂csm (C#00) ⊕ X̂um(r1) × X̂csu(m)(r2) ⊕ X̂uu(m)(ζ00C#00 + η)) and it suffices to let ζ00 ≤
16−1cmin{1 − λ∗s, 1 − γ∗u}χ∗ (and so we can take χˆ∗ = χ∗). All the constants in Section 6.1 and
Section 6.2.1 will be used. Assume ∗ is small such that c < min{c1, e1, c−12 , e−12 }. In this case,
without loss of generality, assume Σ = K∗ .
(2) We also take h ∈ Σµ,K1,∗,σ∗,%∗ and write fm̂0 the local representation of Graphh ∩ XsuK̂∗ (σ∗, %∗) at
m̂0 ∈ K̂ . Note that fm̂0 (Xcm0 (c1∗) ⊕ Xsm0 (e1σ∗)) ⊂ Xum0 (e2%∗) where m0 = φ(m̂0). We now repeat
almost all the steps in Section 6.2.1 but replacing (F̂csm , Ĝcsm ) by (F̂cs,δm , Ĝcs,δm ).
(3) Let f 1
m̂0
(xc, xs) = fm̂0 (xc, re1σ∗ (xs)). Consider the following equation (see also (6.10))
F̂cs,δm (xcs, f 1m̂1 (z)) = z, z ∈ X
c
m1 (c1∗) ⊕ Xum1 .
Let xm̂(xcs) = (xcm̂(xcs), xsm̂(xcs)) ∈ Xcm1 (c1∗)⊕ Xum1 be the unique point of above equation. Then
Π̂cm1 F̂
cs,δ
m (xcs, f 1m̂1 (xm̂(x
cs))) = xc
m̂
(xcs), Π̂sm1 F̂cs,δm (xcs, f 1m̂1 (xm̂(x
cs))) = xs
m̂
(xcs).
(4) Similar to Lemma 6.8, under (CS) (i) (ii) with η ≤ 0,∗η0 small, we have
Lip xs
m̂
(·, ·)|Xcm(c2∗)⊕Xsm(e2σ∗) ≤ λ∗s, Lip xm̂(·)|Xcm(c2∗)⊕Xsm(e2σ∗) ≤ λcs(m),
and xm̂(Xcm(c2∗) ⊕ Xsm(e2σ∗)) ⊂ Xcm1 (c1∗) ⊕ Xsm1 (e1σ∗).
Proof. Note that if r ′ > 0 such that xm̂(Xcsm (r ′)) ⊂ Xcm1 (c1∗) ⊕ Xsm1 (e1σ∗), then by (CS) (i), for(xci , xsi ) ∈ Xcsm (r ′), one gets
|xs
m̂
(xc1 , xs1) − xsm̂(xc2 , xs2)| ≤ ζ00 |xc1 − xc2 | + λ∗s |xs1 − xs2 |.
The same argument in Lemma 6.2 can be applied to show that for
1,1 = sup{ ≤ ∗ : xm̂(Xcm(c2) ⊕ Xsm(e2σ∗)) ⊂ Xcm1 (c1∗) ⊕ Xsm1 (e1σ∗)},
INVARIANT MANIFOLDS 53
one has 1,1 = ∗. This gives Lip xm̂(·)|Xcm(c2∗)⊕Xsm(e2σ∗) ≤ λcs(m). 
(5) Under (CS) (iii) with η ≤ 0,∗η0 small, for xcs ∈ Xcsm (c2∗) and xu ∈ Xuu(m)(e2%∗),
|Ĝcs,δm (xcs, xu)| ≤ γ∗u |xu | + ζ00 |xcs | + |Ĝcs,δm (0, 0)| < e1%∗.
Now we can define f˜m̂(xcs) for all xcs = (xc, xs) ∈ Xcm(c2∗) ⊕ Xsm(e2σ∗) by (see also (6.12))
Ĝcs,δm (xcs, fû(m̂)(xm̂(xcs))) , f˜m̂(xcs);
in addition, | f˜m̂(xcs)| ≤ e1%∗ and Lip f˜m̂(·) ≤ β′(m).
(6) Now as in Section 6.2.3 (5) (6), when δ > 0 is small, for the graph transform Γ˜δ (defined for Hδ),
one has
Γ˜δ : Σµ,K1,∗,σ∗,%∗ → Σµ,K′1,∗,σ∗,%∗, h 7→ h˜.
(7) It is easy to see that for δ1, δ2, if Hδ1 ◦Hδ2 = Hδ2 ◦Hδ1 , then Γ˜δ1 ◦ Γ˜δ2 = Γ˜δ2 ◦ Γ˜δ1 in Xs
K̂∗
(σ∗).
6.3. existence of center-stable manifold and proof of Theorem I. In this subsection, in addition,
assume (A3) (a) (ii) holds; so λu < 1 (in observation (VII)). So we take
K ′1 = K1 =
λu βˆ + 1
1 − λu
.
Let 0 < η1 < σ1∗ close to σ1∗ (e.g. η1 = (1 − ∗)σ1∗ ), and η ≤ 0,∗η0.
• In case (1), take η2 = ς
′−2
ς′−1η1 where ς
′ = (ς + 2)/2; and
• in case (2), take η2 = (1/2)η1.
Let
(6.28) Σlip,µ,K1 = {h : XsΣ̂(σ∗) → X
u
Σ̂
(%∗) is a bundle map over id : h|Xs
Σ̂
(σ∗)\Xs
K̂η1
(η1) = 0,
sup
m̂∈K̂
|h(m̂, 0)| ≤ K1η,Graphh ∩ Xsu
K̂∗
(σ∗, %∗) is µ-Lip in u-direction around K̂},
and define a metric in Σlip,µ,K1 by
d1(h1, h) = sup{|h1(m̂, xs) − h(m̂, xs)| : (m̂, xs) ∈ Xs
Σ̂
(σ∗)}.
Lemma 6.9. Σlip,µ,K1 , ∅ and (Σlip,µ,K1, d1) is a complete metric space.
Proof. Note that Xs
Σ̂
(σ∗) ∈ Σlip,µ,K1 (by Lemma 5.7 and the choice of µ in observation (VI)). Others
are obvious. 
By Lemma 6.3 and Lemma 6.6, the graph transform Γ maps Σlip,µ,K1 into Σlip,µ,K1 if ∗, χ(∗) are
small. Under this context, we will show LipΓ < 1.
Take hi ∈ Σlip,µ,K1 and set ĥi = Γ(hi), h˜i = Γ˜(hi) (see (6.21)), i = 1, 2. Since
sup
(m̂,xs )∈Xs
Σ̂
(σ∗)
| ĥ1(m̂, xs) − ĥ2(m̂, xs)| ≤ sup
(m̂,xs )∈Xs
K̂η1
(η1)
| h˜1(m̂, xs) − h˜2(m̂, xs)|,
we only need to show the following.
Lemma 6.10. There is a positive constant λ̂u < 1 such that
sup
(m̂,xs )∈Xs
K̂η1
(η1)
| h˜1(m̂, xs) − h˜2(m̂, xs)| ≤ λ̂u sup
(m̂,xs )∈Xs
Σ̂
(σ∗)
|h1(m̂, xs) − h2(m̂, xs)|.
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Proof. Take m̂ ∈ K̂η1 ⊂ K̂∗ and xs ∈ Xsm(η1) ⊂ Xsm(σ∗) where m = φ(m̂). Take m̂0 ∈ K̂ such
that m̂ ∈ Ûm̂0 (η1). Set m0 = φ(m̂0), m̂1 = û(m̂0), and m1 = φ(m̂1) (∈ K). Let f im̂1, f˜
i
m̂0
be the local
representations of Graphhi ∩ Xsu
K̂∗
(σ∗, %∗), Graphh˜i ∩ Xsu
K̂∗
(σ∗, %∗) at m̂1, m̂0, respectively. By the
construction of h˜i , we have
(6.29) m + xs + h˜i(m̂, xs) = m0 + xcsi + f˜ im̂0 (x
cs
i ), i = 1, 2,
where xcsi ∈ Xcsm0 (σc∗ ) ⊂ Xcsm0 (σ∗) and | f˜ im̂0 (x
cs
i )| ≤ e1%∗. Furthermore,
(6.30) m1 + xim̂0 (x
cs
i ) + f im̂1 (x
i
m̂0
(xcsi )) ∈ H(m0 + xcsi + f˜ im̂0 (x
cs
i )),
i.e. {
F̂csm0 (xcsi , f im̂1 (x˜
i)) = xi
m̂0
(xcsi ),
Ĝcsm0 (xcsi , f im̂1 (x˜
i)) = f˜ i
m̂0
(xcsi ),
where x˜i = xi
m̂0
(xcsi ) ∈ Xcsm1 (e1σ∗) ⊂ Xcsm1 (σ∗); also | f im̂1 (x˜
i)| ≤ e2%∗.
In the following, we use $∗0 , which may be different line by line, to denote the positive constants
such that they are close to 0 as ∗, χ(∗) → 0. By (6.29), we have (see also Lemma 5.7)
|xcs1 − xcs2 | ≤ $∗0 | f˜ 1m̂0 (x
cs
1 ) − f˜ 2m̂0 (x
cs
2 )|.
By (A′) condition ((A3) (a)), we get
| f˜ 1
m̂0
(xcs1 ) − f˜ 2m̂0 (x
cs
1 )| ≤ λu(m0)| f 1m̂1 (x˜
1) − f 2
m̂1
(x2
m̂0
(xcs1 ))|,
| x˜1 − x2
m̂0
(xcs1 )| ≤ α(m0)| f 1m̂1 (x˜
1) − f 2
m̂1
(x2
m̂0
(xcs1 ))|.
And so
| f 1
m̂1
(x˜1) − f 2
m̂1
(x2
m̂0
(xcs1 ))| ≤ | f 1m̂1 (x˜
1) − f 2
m̂1
(x˜1)| + | f 2
m̂1
(x˜1) − f 2
m̂1
(x2
m̂0
(xcs1 ))|
≤ | f 1
m̂1
(x˜1) − f 2
m̂1
(x˜1)| + µ1(m̂1)| x˜1 − x2m̂0 (x
cs
1 )|
≤ | f 1
m̂1
(x˜1) − f 2
m̂1
(x˜1)| + α(m0)µ1(m̂1)| f 1m̂1 (x˜
1) − f 2
m̂1
(x2
m̂0
(xcs1 ))|,
which yields
| f 1
m̂1
(x˜1) − f 2
m̂1
(x2
m̂0
(xcs1 ))| ≤
1
1 − α(m0)µ1(m̂1) | f
1
m̂1
(x˜1) − f 2
m̂1
(x˜1)|.
Thus,
| f˜ 1
m̂0
(xcs1 ) − f˜ 2m̂0 (x
cs
2 )| ≤ | f˜ 1m̂0 (x
cs
1 ) − f˜ 2m̂0 (x
cs
1 )| + | f˜ 2m̂0 (x
cs
1 ) − f˜ 2m̂0 (x
cs
2 )|
≤ λu(m0)
1 − α(m0)µ1(m̂1) | f
1
m̂1
(x˜1) − f 2
m̂1
(x˜1)| + µ1(m̂1)|xcs1 − xcs2 |,
≤ λu(m0)
1 − α(m0)µ1(m̂1) | f
1
m̂1
(x˜1) − f 2
m̂1
(x˜1)| + µ1(m̂1)$∗0 | f˜ 1m̂0 (x
cs
1 ) − f˜ 2m̂0 (x
cs
2 )|,
and
(6.31) | f˜ 1
m̂0
(xcs1 ) − f˜ 2m̂0 (x
cs
2 )| ≤
(1 +$∗0)λu(m0)
1 − α(m0)µ1(m̂1) | f
1
m̂1
(x˜1) − f 2
m̂1
(x˜1)|.
By (6.29), we further obtain (see (5.6))
(6.32) | h˜1(m̂, xs) − h˜2(m̂, xs)| ≤ (1 +$∗0)| f˜ 1m̂0 (x
cs
1 ) − f˜ 2m̂0 (x
cs
2 )|.
Rewrite {
m1 + x˜1 + f 1m̂1 (x˜
1) = m1 + xs1 + h1(m̂1, xs1),
m1 + x˜1 + f 2m̂1 (x˜
1) = m2 + xs2 + h2(m̂2, xs2),
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where m̂i ∈ Ûm̂1 (∗), mi = φ(m̂i), and xsi ∈ Xsmi (σ∗). Compute
| f 1
m̂1
(x˜1) − f 2
m̂1
(x˜1)|
≤|Πum1 (h1(m̂1, xs1) − h2(m̂2, xs2))| + |Πum1 ((m1 + xs1) − (m2 + xs2))|
≤|Πum1 (h1(m̂1, xs1) − h2(m̂1, xs1))| + |Πum1 (h2(m̂1, xs1) − h2(m̂2, xs2))| +2
≤(1 +$∗0)|h1(m̂1, xs1) − h2(m̂1, xs1)| +1 +2,
(6.33)
where
1 , |Πum1 (h2(m̂1, xs1) − h2(m̂2, xs2))| and 2 , |Πum1 ((m1 + xs1) − (m2 + xs2))|.
As Graphh2 is µ-Lip in u-direction (i.e. h2 ∈ Σlip,µ,K1 ) and (5.6), one gets
1 , |Πum1 (h2(m̂1, xs1) − h2(m̂2, xs2))| ≤ µ(m̂1)max{|Πcm1 (m1 − m2)|, |Πsm1 (xs1 − xs2)|}
≤ µ1(m̂1)$∗0 | f 1m̂1 (x˜
1) − f 2
m̂1
(x˜2)|;(6.34)
in addition, due to Xs
Σ̂
(σ∗) being χ∗-Lip in u-direction and (5.6), one obtains
2 , |Πum1 ((m1 + xs1) − (m2 + xs2))| ≤ $∗0 max{|Πcm1 (m1 − m2)|, |Πsm1 (xs1 − xs2)|}
≤ $∗0 | f 1m̂1 (x˜
1) − f 2
m̂1
(x˜2)|.(6.35)
Combining with above inequalities (6.31) (6.32) (6.33) (6.34) (6.35), we finally get
| h˜1(m̂, xs) − h˜2(m̂, xs)| ≤ λ̂u |h1(m̂1, xs1) − h2(m̂1, xs1)|,
where λ̂u , (1 +$∗0) supm̂0∈K̂
λu (φ(m̂0))
1−α(φ(m̂0))µ1(û(m̂0)) = (1 +$∗0)λu < 1. The proof is complete. 
By above Lemma 6.10, we have LipΓ < 1, and so we prove the following result.
Lemma 6.11 (existence of the center-stable manifold). There is a unique h0 ∈ Σlip,µ,K1 such that
Γh0 = h0. Particularly, let f 0m̂ be the local representation of Graphh0 ∩ XsuK̂∗ (σ∗, %∗) at m̂ ∈ K̂ , and
then we have
(6.36)
{
F̂csm0 (xcs, f 0m̂1 (xm̂(x
cs))) = xm̂(xcs),
Ĝcsm0 (xcs, f 0m̂1 (xm̂(x
cs))) = f 0
m̂0
(xcs), x
cs ∈ Xcsm0 (e0η2),
where m̂0 ∈ K̂ , m̂1 = û(m̂0), mi = φ(m̂i), i = 0, 1, and e0 = min{e1, c1}. Set ε0 = min{e−12 , c−12 }e0η2,
Wcsloc(K) = Graphh0 , {(m̂, xs, h0(m̂, xs)) : (m̂, xs) ∈ XsΣ̂(σ∗)} ⊂ X
s
Σ̂
(σ∗) ⊕ Xu
Σ̂
(%∗),
and
Ω = Graphh0 |Xs
K̂ε0
(ε0) , {(m̂, xs, h0(m̂, xs)) : (m̂, xs) ∈ XsK̂ε0 (ε0)}
⊂
⋃
m̂0∈K̂
Graph f 0
m̂0
|Xcsm0 (e0η2) , {φ(m̂0) + x
cs + f 0
m̂0
(xcs) : xcs ∈ Xcs
φ(m̂0)(e0η2), m̂0 ∈ K̂}.
Then Ω is an open set ofWcs
loc
(K) and Ω ⊂ H−1(Wcs
loc
(K)).
Note that, in general, the existence of h0 depends on the choice of Ψ.
Lemma 6.12. H : Ω→ Wcs
loc
(K) induces a map, i.e. Theorem I (2) holds.
Proof. Let z0 = (m̂, xs, xu) ∈ Ω. By the construction of Ω, there is a point m̂0 ∈ K̂ such that
m̂ ∈ Ûm̂0 (ε0). Now φ(m̂) + xs + xu = φ(m̂0) + xcs + f 0m̂0 (x
cs), xcs ∈ Xcs
φ(m̂0)(e0η2). Write
u(φ(m̂0)) + xm̂0 (xcs) + f 0û(m̂0)(xm̂0 (x
cs)) = φ(m̂′1) + xs1 + xu1 , z1 ∈ Wcsloc(K),
where m̂′1 ∈ Ûû(m̂0)(∗), and xκ1 ∈ Xκφ(m̂′1), κ = s, u. By (6.36), we have z1 ∈ H(z0).
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Let us show z1 is the unique point in the sense that if z2 = (m̂′2, xs2, xu2 ) ∈ Wcsloc(K), m̂′2 ∈ Ûû(m̂0)(∗),
and z2 ∈ H(z0), then z2 = z1. Here note that z2 = u(φ(m̂0)) + x˜cs1 + f 0û(m̂0)(x˜
cs
1 ) for some x˜cs1 ∈
Xcs
u(φ(m̂0))(r0). From {
xm̂0 (xcs) + f 0û(m̂0)(xm̂0 (x
cs)) ∈ Ĥφ(m̂0)(xcs + f 0m̂0 (x
cs)),
x˜cs1 + f
0
û(m̂0)(x˜
cs
1 ) ∈ Ĥφ(m̂0)(xcs + f 0m̂0 (x
cs)),
and the (B) condition for Ĥφ(m̂0) : X̂
cs
φ(m̂0)(r0) ⊕ X̂
u
φ(m̂0)(r0) → X̂
cs
u(φ(m̂0))(r0) ⊕ X̂
u
u(φ(m̂0))(r0) (i.e. (A3)
(a)), we see xm̂0 (xcs) = x˜cs1 . The proof is complete. 
In order to give a characterization ofWcs
loc
(K), we introduce a special class of orbits in a neighbor-
hood of K; this is also necessary even H is a map but is not Lipschitz.
Definition 6.13 (orbit). Let {zk = (m̂k, xsk, xuk )}k≥0 ⊂ XsK̂ε0 (σ) ⊕ X
u
K̂ε0
(%). We say {zk}k≥0 is a
(ε0, ε1, σ, %)-type forward orbit ofH around K if zk+1 ∈ H(zk) and there is a sequence {m̂0k}k≥0 ⊂ K̂
such that m̂k ∈ Ûm̂0
k
(ε0) and m̂k+1 ∈ Ûû(m̂0
k
)(ε1) for all k ∈ N. Similar notion of (ε0, ε1, σ, %)-type
backward orbit of H around K can be defined, if u : K → K is invertible; {zk}k∈Z is called a
(ε0, ε1, σ, %)-type orbit of H around K if {zk}k≥0 is (ε0, ε1, σ, %)-type forward orbit and {zk}k≤0 is
(ε0, ε1, σ, %)-type backward orbit.
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Figure 1. (ε0, ε1, σ, %)-type forward orbit of H around K
Lemma 6.14. Any (ε0, ∗, ε0, %∗)-type forward orbit {zk}k≥0 of H around K belongs toWcsloc(K), i.e.{zk}k≥0 ⊂ Wcsloc(K). In particular, if η = 0, then K ⊂ Ω.
Proof. In the proof of Lemma 6.10, we certainly give the following fact:
• if (i) h˜ = Γ˜(h), h ∈ Σlip,µ,K1 , (ii) φ(m̂′1) + xs1 + xu1 ∈ H(φ(m̂′0) + xs0 + xu0 ), where (m̂′i, xsi , xui ) ∈
Xsu
K̂∗
(σ∗, %∗), i = 0, 1, xs0 ∈ Xsφ(m̂′0)(ε0), and (iii) m̂
′
0 ∈ Ûm̂00 (ε0), m̂
′
1 ∈ Ûû(m̂00)(∗), where m̂
0
0 ∈ K̂ , then
| h˜(m̂′0, xs0) − xu0 | ≤ λ̂u |h(m̂′1, xs1) − xu1 |.
Proof of the above fact. Use h˜ and h instead of h˜2 and h2, respectively, in the argument of Lemma6.10.
We give a sketch in the following. By (ii) (iii), one can write
φ(m̂′0) + xs0 + xu0 = φ(m̂00) + x˜cs1 + x˜u1 , φ(m̂′1) + xs1 + xu1 = φ(û(m̂00)) + xcs1 + xu1 ,
where x˜κ1 ∈ Xκφ(m̂00) and x
κ
1 ∈ Xκφ(û(m̂00)), κ = cs, u. Also, let
φ(m̂′0) + xs0 + h˜(m̂′0, xs0) = φ(m̂00) + x˜cs2 + x˜u2 ,
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where x˜κ2 ∈ Xκφ(û(m̂00)), κ = cs, u, and let fm̂00, f˜û(m̂00) be the local representations of Graphh ∩
Xsu
K̂∗
(σ∗, %∗), Graphh˜ ∩ Xsu
K̂∗
(σ∗, %∗) at m̂0, û(m̂00), respectively. Note that now x˜u2 = f˜m̂00 (x˜
cs
2 ).
Similar as the estimates given in Lemma 6.10, one also gets
(1) | x˜u1 − x˜u2 | ≤
$∗1λu (φ(m̂00))
1−α(φ(m̂00))µ1(φ(û(m̂00)))
|xu1 − f˜û(m̂00)(x
cs
1 )|,
(2) |xu0 − h˜(m̂′0, xs0)| ≤ $∗1 | x˜u1 − x˜u2 |, and
(3) |xu1 − fû(m̂00)(x
cs
1 )| ≤ $∗1 |xu1 − h(m̂′1, xs1)|.
This gives the proof. 
Write zk = (m̂k, xsk, xuk ). Note that by choice of zk , h˜(m̂k, xsk) = h(m̂k, xsk). Then by the above fact,
we see
|h(m̂0, xs0) − xu0 | ≤ (λ̂u)n |h(m̂n, xsn) − xun | ≤ (λ̂u)n · 2%∗ → 0,
as n→∞. The proof is complete. 
Remark 6.15 (limited case). (a) (s-contraction) Under the assumption (??) in Section 6.2.2 with
(A1) ∼ (A3), the graph transform Γ given by (6.27) can be defined in Σ0,µ,K1 , where
Σ0,µ,K1 = {h : XsΣ̂(σ∗) → X
u
Σ̂
(%∗) is a bundle map over id : h|Xs
Σ̂
(σ∗)\Xs
K̂η1
(σ∗) = 0,
sup
m̂∈K̂
|h(m̂, 0)| ≤ K1η,Graphh ∩ Xsu
K̂∗
(σ∗, %∗) is µ-Lip in u-direction around K̂}.
We have a unique h0 ∈ Σ0,µ,K1 such that Γh0 = h0. Write Wcsloc(K) = Graphh0 ∩ XsuK̂∗ (σ∗, %∗).
In addition, we have the following partial characterization ofWcs
loc
(K): z ∈ Wcs
loc
(K) if there is a
(ε0, ∗, σ∗, %∗)-type forward orbit {zk}k≥0 of H around K such that z0 = z. Set
Ω = Graphh0 |Xs
K̂ε0
(σ∗).
Then we have Ω ⊂ H−1(Wcs
loc
(K)).
(b) (strictly inflowing) Under the assumption (••) in Section 6.2.3 and (A1) ∼ (A3) with only ς0 ≥ 1
(in (A3) (a)), if ∗, χ(∗), η are small, then the graph transform Γ˜ (in Section 6.2.3) satisfies
Γ˜Σµ,K1,∗,σ∗,%∗ ⊂ Σµ,K1,∗,σ∗,%∗ and Lip Γ˜ < 1. In this case, we have a unique h0 ∈ Σµ,K1,∗,σ∗,%∗
such that Γ˜h0 = h0. That is, for
Wcsloc(K) = Graphh0 ∩ XsuK̂∗ (σ∗, %∗),
we have
(i) Wcs
loc
(K) ⊂ H−1(Wcs
loc
(K));
(ii) H inWcs
loc
(K) induces a (Lipschitz) map;
(iii) characterization ofWcs
loc
(K): z ∈ Wcs
loc
(K) if and only if there is a (∗, ∗, σ∗, %∗)-type forward
orbit {zk}k≥0 of H around K such that z0 = z.
The last property means that the center-stable manifold of K is unique.
(c) (parameter-depending correspondences) Under Assumption (CS) in Section 6.2.4 with (A3)
(a) (ii) in Section 4.2, if  = ∗, χ(∗), η are small, then for each δ, we have a unique hδ0 ∈
Σµ,K1,∗,σ∗,%∗ such that Γ˜δhδ0 = h
δ
0 . Particularly, the properties (i) (ii) (iii) in above item (b)
hold for Wcs,δ
loc
(K) = Graphhδ0 ∩ XsuK̂∗ (σ∗, %∗) and H
δ instead of Wcs
loc
(K) and H, respectively.
Moreover, if Hδ1 ◦ Hδ2 = Hδ2 ◦ Hδ1 , thenWcs,δ1
loc
(K) = Wcs,δ2
loc
(K) (i.e. hδ10 = hδ20 ).
Proof of Theorem I. We only consider that Ĥ ≈ (F̂cs, Ĝcs) satisfies (A′)(α, λu) (B)(β; β′, λcs) con-
dition in cs-direction at K . For a proof of the (•2) case that Ĥ ≈ (F̂cs, Ĝcs) satisfies (A)(α, λu)
(B)(β; β′, λcs) condition, see Section 9. Now, this follows fromLemma 6.11, Lemma 6.5, Lemma 6.12
and Lemma 6.14. 
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7. Smoothness of a center-stable manifold: proof of Theorem II
7.1. Lipschitz and smooth bump function. Since the bump function Ψ defined in (6.24) in general
is not smooth, so is ĥ = Γ(h) even h is smooth. Let us suppose the map Ψ satisfies the following:
(a) Ψ ∈ C1(Xs
Σ̂
(σ∗), [0, 1]),
Ψ(m̂, xs) =

1, (m̂, xs) ∈ Xs
K̂η2
(η2),
0, (m̂, xs) ∈ Xs
Σ̂
(σ∗) \ Xs
K̂η1
(η1);
(b) Ψ is Lipschitz in the following sense: if m̂0 ∈ K̂ ,m0 = φ(m̂0) and (m̂i, xsi ) ∈ XsÛm̂0 (∗)
(σ∗), i = 1, 2,
then
|Ψ(m̂1, xs1) − Ψ(m̂2, xs2)| ≤
$∗1C1
η1 − η2 max{|Π
c
m0 (φ(m̂1) − φ(m̂1))|, |Πsm0 (xs1 − xs2)|},
where C1 ≥ 1 (independent of ∗, χ∗) and $∗1 → 1 as ∗, χ∗ → 1.
Definition 7.1 (C1 ∩ C0,1 bump function). We call such Ψ a C1 and C1-Lipschitz bump function in
Xs
Σ̂
around K . If Xsm = {0} for all m ∈ Σ, then we also say Ψ a C1 and C1-Lipschitz bump function in
Σ̂ around K . If the constant C1 is not emphasized, we also call it a C1 ∩ C0,1 bump function.
See Section 7.6 and particularly Corollary 7.21 for some spaces where such Ψ exists.
Assumptions. From now until before Section 7.6, we make the following two assumptions.
Case (1). Assume (A1) (A2) (A3) (a) (b) and (A4) (i) (ii) (iii) hold with ς0 ≥ C1 + 1.
Case (2). Assume (A1) (A2) (A3) (a′) (b) and (A4) (i) (ii) (iii) hold with ς0 ≥ 1.
We need all the constants listed in Section 6.1.
• In case (1), let ς1 > 2 such that
inf
m∈K{β(m) − (C1(ς1 − 1) + 1)β
′(u(m))} > 0,
and take
ς = C1(ς1 − 1) + 1, η2 =
ς ′1 − 2
ς ′1 − 1
η1, ς
′
1 = (ς1 + 2)/2.
We use this new value ς = C1(ς1 − 1) + 1 instead of the original one ς in the observations (I) ∼
(VII) in Section 6.1. Set
(7.1) ϑ1(m) = (1 − (C1(ς1 − 1) + 1)α(m)β′(u(m)))−1.
As (A4) (ii) holds, we can further assume (if ς1 is close to 2)
sup
m∈K
λcs(m)λu(m)ϑ1(m) < 1, and sup
m̂0∈K̂
λcs(φ(m̂0))λu(φ(m̂0))
1 − α(φ(m̂0))µ1(û(m̂0)) < 1.
• In case (2), let ς ′1 = 3, η2 = (1/2)η1. Furthermore, all the observations (I) ∼ (VII) in Section 6.1
also hold with ς > 1 but close to 1. From (A4) (ii), we can assume (if ς is close to 1 and ∗, χ(∗)
are small)
sup
m̂0∈K̂
λcs(φ(m̂0))λu(φ(m̂0))
1 − α(φ(m̂0))µ1(û(m̂0)) < 1.
• Let η satisfy η ≤ 0,∗η0 (where 0,∗ = O∗ (1) defined in (6.2)) and 0 < η1 < σ1∗ close to σ1∗ (e.g.
η1 = (1 − ∗)σ1∗ ).
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Note that under (A4) (iii), Xs
K̂∗
(σ∗) is a C1 manifold. We also write the local representations of
the C1 manifold Xs
K̂∗
(σ∗) as
(7.2) m + xs = m0 + x ′ + gcsm̂0 (x
′), x ′ ∈ Xcm0 (c2∗) ⊕ Xsm0 (e2σ∗),
where gcs
m̂0
: Xcm0 (c2∗)⊕Xsm0 (e2σ∗) → Xum0 isC1, and m̂0 ∈ K̂ ,m0 = φ(m̂0); without loss of generality,
we assume Xs
K̂∗
(σ∗) ⊂ ⋃m̂0∈K̂ Graphgcsm̂0 .
Let h0 be the center-stable manifold obtained in Lemma 6.11 (by using the above map Ψ instead
of the original one (see (6.24))), as well as f 0
m̂0
, the local representation of Graphh0 ∩ Xsu
K̂∗
(σ∗, %∗) at
m̂0 ∈ K̂; in addition, write Wcsloc(K) = Graphh0. f 0 can be considered naturally as a bundle map of
Xcs
K̂
(σ0) → Xu
K̂
(%∗) over id, i.e.
(7.3) f 0 : Xcs
K̂
(σ0) → Xu
K̂
(%∗), (m̂0, x) 7→ (m̂0, f 0m̂0 (x)).
Let h˜0 = Γ˜(h0) (see (6.21)). Its corresponding local representations are denoted by f˜ 0m̂0 , m̂0 ∈ K̂ , i.e.
for m̂ ∈ Ûm̂0 (σ1∗ ), xs ∈ Xsm(σ1∗ ), where m = φ(m̂), m0 = φ(m̂0), we have
m + xs + h˜0(m̂, xs) = m0 + x˜cs + f˜ 0m̂0 (x˜
cs), where x˜cs ∈ Xcsm0 (σc∗ ).
7.2. local representations of the bump function. For brevity, write φm0,γ = φ|Ûm̂0 : Ûm̂0 → Um0,γ
(φ(m̂0) = m0, γ ∈ Λ(m0)). Let Φm0,γ be defined as (5.3), and set
Φ
−1
m0,γ = (Φ
−c
m0,γ,Φ
−s
m0,γ,Φ
−u
m0,γ) : (x̂c, x̂s, x̂u)
Φ−1m0,γ7→ (xc0 , ys, yu) 7→ (m̂, xs, xu),
Xcm0 (c2∗) × Xsm0 (e2σ∗) × Xsm0 (e2%∗) → Xcm0 (c2∗) × Xsm0 (e2σ∗) × Xsm0 (e2%∗) → XhΣ̂ ,
where m̂ = φ−1m0,γ(m), and m, xs, xu are determined by (5.4). Consider the following C1 maps:{
F0
m̂0
(x̂c, x̂s, x̂u) = (1 − Ψ(m̂, xs))Πcsm0 (m + xs − m0) + Ψ(m̂, xs)(x̂c + x̂s),
G0
m̂0
(x̂c, x̂s, x̂u) = (1 − Ψ(m̂, xs))Πum0 (m + xs − m0) + Ψ(m̂, xs)x̂u,
where
m̂ = Φ
−c
m0,γ(x̂c, x̂s, x̂u), xs = Φ
−s
m0,γ(x̂c, x̂s, x̂u), m = φ(m̂), m0 = φm0,γ(m̂0).
That is, if we write {
m + xs + xu = m0 + x̂c + x̂s + x̂u,
m + xs + Ψ(m̂, xs)xu = m0 + xc + xs + xu,
where m̂ = φ−1m0,γ(m), x̂κ, xκ ∈ Xκm0 , κ = s, c, u, and (m, xs, xu) ∈ XsuK̂∗ (σ∗, %∗), then
xc + xs = F0
m̂0
(x̂c, x̂s, x̂u), xu = G0
m̂0
(x̂c, x̂s, x̂u).
Lemma 7.2. Let (x̂c, x̂s, x̂u) ∈ Xcm0 (c2∗) × Xsm0 (e2σ∗) × Xsm0 (e2%∗). Then we have the following
estimates for F0
m̂0
,G0
m̂0
.
(1) supm̂0∈K̂ Lip(F0m̂0−Π
cs
φ(m̂0)) → 0 (as ∗ → 0), and soLip F
0
m̂0
(x̂c, x̂s, ·) ≤ $∗0 ,Lip F0m̂0 (·, x̂
u) ≤ $∗1 .
(2) LipG0
m̂0
(·, x̂u) ≤ $∗1C1(ς ′1 − 1)/η1 | x̂u |, LipG0m̂0 (x̂
c, x̂s, ·) ≤ $∗1 .
Proof. This is easy. Observe that
F0
m̂0
(x̂c, x̂s, x̂u) − x̂c − x̂s = −(1 − Ψ(m̂, xs))(χum0,γ(xc0 ) + ϕsm0 (m)ys),
G0
m̂0
(x̂c, x̂s, x̂u) = (1 − Ψ(m̂, xs))(χum0,γ(xc0 ) − ϕsm0 (m)ys) − Ψ(m̂, xs)x̂u,
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where (xc0 , ys, yu) = Φ−1m0,γ(x̂c, x̂s, x̂u), (m, xs, xu) = Φ
−1
m0,γ(x̂c, x̂s, x̂u), and χum0,γ(·), ϕsm0 (·) are defined
in Section 5.2. Now let (xci , ysi , yui ) = Φ−1m0,γ(x̂ci , x̂si , x̂ui ), (mi, xsi , xui ) = Φ
−1
m0,γ(x̂ci , x̂si , x̂ui ), i = 1, 2.
Since Ψ|Xs
Σ̂
(σ∗)\Xs
K̂η1
(η1) = 0, without loss of generality, let xc1 ∈ Xcm0 (c2η1), ys1 ∈ Xsm0 (e2η1). Then
|(F0
m̂0
(x̂c1 , x̂s1, x̂u1 ) − x̂c1 − x̂s1) − (F0m̂0 (x̂
c
2 , x̂
s
2, x̂
u
2 ) − x̂c2 − x̂s2)|
≤ ($∗1C1(ς ′1 − 1)/η1 ·max{|χum0,γ(xc1 )|, |ϕsm0 (m1)ys1 |} +$∗1 χ∗) maxκ=s,c,u{| x̂
κ
1 − x̂κ2 |}
≤ {$∗1C1(ς ′1 − 1)χ∗ +$∗1 χ∗} maxκ=s,c,u{| x̂
κ
1 − x̂κ2 |},
which also gives the estimates of Lip F0
m̂0
(x̂c, x̂s, ·) and Lip F0
m̂0
(·, x̂u).
Furthermore, let x̂u1 = x̂
u
2 = x̂
u . Then
|G0
m̂0
(x̂c1 , x̂s1, x̂u) − G0m̂0 (x̂
c
2 , x̂
s
2, x̂
u)|
≤ |(1 − Ψ(m̂1, xs1))(χum0,γ(xc1 ) − ϕsm0 (m1)ys1) − (1 − Ψ(m̂2, xs2))(χum0,γ(xc2 ) − ϕsm0 (m2)ys2)|
+ |Ψ(m̂1, xs1) − Ψ(m̂2, xs2)| · | x̂u |
≤ |(Ψ(m̂2, xs2) − Ψ(m̂1, xs1))(χum0,γ(xc1 ) − ϕsm0 (m1)ys1)|
+ |χum0,γ(xc1 ) − χum0,γ(xc2 ) + ϕsm0 (m1)ys1 − ϕsm0 (m2)ys2 | + |Ψ(m̂1, xs1) − Ψ(m̂2, xs2)| · | x̂u |
≤{$∗0 +$∗1C1(ς ′1 − 1)/η1 | x̂u |} maxκ=s,c{| x̂
κ
1 − x̂κ2 |}.
Similar for LipG0
m̂0
(x̂c, x̂s, ·). The proof is complete. 
By above lemma, we have (F0
m̂0
)−1(·, ·, xu) exists. Set
(7.4) F1
m̂0
(·, ·, xu) = (F0
m̂0
)−1(·, ·, xu), G1
m̂0
(·, ·, xu) = G0
m̂0
(F1
m̂0
(·, ·, xu), xu).
Here, note that by our construction, Ψ(m̂, xs)h˜0(m̂, xs) = h0(m̂, xs). For xcs ∈ Xcsm0 (e0η′1) (e0 =
min{e1, c1}), we write
m0 + xcs + f 0m̂0 (x
cs) = m + xs + Ψ(m̂, xs)h˜0(m̂, xs),
where m = φ(m̂), and η′1 is chosen close to η1 such that
max{η1, e−10 η′′1 } < η′1 < σ1∗ (< σc∗ ), where η′′1 = max{e2, c2}η1;
particularly if |xcs | > η′′1 then Ψ(m̂, xs) = 0; in addition, m̂ ∈ Ûm̂0 (η′1) ⊂ Ûm̂0 (σ1∗ ), xs ∈ Xsm(η′1) ⊂
Xsm(σ1∗ ). Thus, we can use F1m̂0 , G
1
m̂0
to relate f 0
m̂0
and f˜ 0
m̂0
, that is,
(7.5)
{
F1
m̂0
(xcs, f˜ 0
m̂0
(x˜cs)) = x˜cs,
G1
m̂0
(xcs, f˜ 0
m̂0
(x˜cs)) = f 0
m̂0
(xcs), x
cs ∈ Xcsm0 (e0η′1).
Since Lip F1
m̂0
(xcs, ·) can be small, we have x˜cs = x˜m̂0 (xcs) : Xcsm0 (e0η′1) → Xcsm0 (σc∗ ). By the
construction of h˜0, one gets (see e.g. (6.12))
(7.6)
{
F̂csm0 (xcs, f 0û(m̂0)(xm̂0 (x
cs))) = xm̂0 (xcs),
Ĝcsm0 (xcs, f 0û(m̂0)(xm̂0 (x
cs))) = f˜ 0
m̂0
(xcs), x
cs ∈ Xcsm0 (σc∗ ).
7.3. construction of the local pre-tangent bundle. Consider the following “variant” equations of
above equations (7.5) (7.6), i.e.,
(7.7)
{
DF̂csm0 (xcs, f 0û(m̂0)(xm̂0 (x
cs)))(id,K0
û(m̂0)(xm̂0 (x
cs))R0
m̂0
(xcs)) = R0
m̂0
(xcs),
DĜcsm0 (xcs, f 0û(m̂0)(xm̂0 (x
cs)))(id,K0
û(m̂0)(xm̂0 (x
cs))R0
m̂0
(xcs)) , K˜0
m̂0
(xcs), x
cs ∈ Xcsm0 (σc∗ ),
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and
(7.8)
{
DF1
m̂0
(xcs, f˜ 0
m̂0
(x˜m̂0 (xcs)))(id, K˜0m̂0 (x˜m̂0 (x
cs))R˜0
m̂0
(xcs)) = R˜0
m̂0
(xcs),
DG1
m̂0
(xcs, f˜ 0
m̂0
(x˜m̂0 (xcs)))(id, K˜0m̂0 (x˜m̂0 (x
cs))R˜0
m̂0
(xcs)) = K0
m̂0
(xcs), x
cs ∈ Xcsm0 (e0η′1),
where m0 = φ(m̂0). Define a metric space
EK = {K0 : Υcs → Υu is a vector bundle map over f 0 :
|K0
m̂0
(x)| ≤ µ1(m̂0), ∀x ∈ Xcsφ(m̂0)(σ0),K0m̂0 (·) is continuous, m̂0 ∈ K̂},
with a metric
dK (K0,K0 ′) , sup
m̂0∈K̂
sup
x∈Xcs
φ(m̂0)
(σ0)
|K0
m̂0
(x) − K0
m̂0
′(x)|,
where Υcs (resp. Υu) is a vector bundle over Xcs
K̂
(σ0) (resp. Xu
K̂
(%∗)) with fibers Υcs(m̂0,x) = X
cs
φ(m̂0)
(resp. Υu(m̂0,x) = X
u
φ(m̂0)), and f
0 is defined by (7.3). For K0 ∈ EK , we write K0m̂0 (x) = K
0(m̂0, x). The
following lemma is obvious.
Lemma 7.3. The metric dK is well defined and (EK, dK ) , ∅ is complete.
Next, we will use graph transform method to solve (7.7) (7.8) and then prove that this solution
actually is the (fiber) derivative of f 0; the idea used here is very similar with [Che19a]. Here note that
(DF̂csm0 (xcs, xu),DĜcsm0 (xcs, xu)) also satisfies (A′) (α(m0), λu(m0)) (B) (β′(u(m0)); β′(m0), λcs(m0))
(see e.g. Lemma 2.5).
(Construction). Given K0 ∈ EK , since α(m0)µ1(m̂0) < 1, there is a unique R0m̂0 (x
cs) ∈
L(Xcsm0, Xcsu(m0)) such that it satisfies the first equation in (7.7) and |R0m̂0 (x
cs)| ≤ λcs(m0) by (B)
condition. Moreover, it is easy to see that xcs 7→ R0
m̂0
(xcs) is continuous. Let K˜0
m̂0
(xcs) be defined as
the second equation in (7.7). Again by (B) condition, we have |K˜0
m̂0
(xcs)| ≤ β′(m0). Using K˜0m̂0 (x
cs),
there is a unique R˜0
m̂0
(xcs) ∈ L(Xcsm0, Xcsm0 ) satisfying the first equation in (7.8) where xcs ∈ Xcsm0 (e0η′1),
as |D2F1m̂0 (x
cs, f˜ 0
m̂0
(x˜m̂0 (xcs)))| can be small; in addition, xcs 7→ R˜0m̂0 (x
cs) is continuous. Let us define
K̂0
m̂0
(xcs) as the left side of the second equation in (7.8) which is continuous in xcs ∈ Xcsm0 (e0η′1).
Lemma 7.4. K̂0
m̂0
(xcs) can be continuously extended on all Xcsm0 (σ0) by defining K̂0m̂0 (x
cs) =
Dgcs
m̂0
(xcs) when xcs ∈ Xcsm0 (σ0) \ Xcsm0 (e0η′1) where gcsm̂0 is defined by (7.2). Moreover, |K̂
0
m̂0
(xcs)| ≤
µ1(m̂0), xcs ∈ Xcsm0 (σ0).
Proof. The first statement is true because for η′′1 = max{e2, c2}η1 (by the choice of η′1 holding η′′1 <
e0η′1), we have f
0
m̂0
(xcs) = g0
m̂0
(xcs), |xcs | > η′′1 (i.e. Ψ(m̂, xs) = 0), which means that for any xu one
has G0
m̂0
(xcs, xu) = g0
m̂0
(xcs). So DG0
m̂0
(xcs, xu) = (Dgcs
m̂0
(xcs), 0), yielding K̂0
m̂0
(xcs) = Dgcs
m̂0
(xcs)
if |xcs | > η′′1 .
Let us consider the second statement. Let xu = f˜ 0
m̂0
(x˜m̂0 (xcs)), x˜cs = x˜m̂0 (xcs), and
x˜cs2 = DF
1
m̂0
(xcs, xu)(x˜cs1 , x˜u2 ), x˜u1 = DG1m̂0 (x
cs, xu)(x˜cs1 , x˜u2 ), xcs ∈ Xcsm0 (e0η′1).
In case (1), since Lip f˜ 0
m̂0
(·) ≤ β′(m0), we have |xu | ≤ K1η + β′(m0)σc∗ ; in case (2), by Lemma 6.4,
we have |xu | ≤ e1%∗.
By Lemma 7.2, if | x˜u2 | ≤ β′(m0)| x˜cs2 |, then
| x˜cs2 | ≤ $∗1 | x˜cs1 | +$∗0 | x˜u2 | ⇒ | x˜cs2 | ≤ $∗1 | x˜cs1 |,
and
| x˜u1 | = |DxcsG0m̂0 (x˜
cs, xu)DxcsF1m̂0 (x
cs, xu)x˜cs1 + DxuG0m̂0 (x˜
cs, xu)x˜u2 |
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≤ P1,∗ | x˜cs1 | ≤ µ1(m̂0)| x˜cs1 |,
when ∗, χ(∗) are small and η1 is sufficiently close to σ1∗ , where the last inequality holds due to
0,∗η0/η1 → 0, $∗1 → 1 as ∗, χ(∗) → 0, and ς ′1 < ς (for case (1)) and %∗/η1 → 0 (for case (2));
here,
P1,∗ =
{
$∗1K1C1(ς ′1 − 1)0,∗η0/η1 +$∗1(C1(ς ′1 − 1) + 1)β′(m0), case (1),
$∗1(2C1e1%∗/η1 + 1)β′(m0), case (2).
Particularly, due to |K˜0
m̂0
(xcs)| ≤ β′(m0), one has |K̂0m̂0 (x
cs)| ≤ µ1(m̂0) for all xcs ∈ Xcsm0 (e0η′1) and so
for xcs ∈ Xcsm0 (σ0). The proof is complete. 
Define the graph transform as
Γ0 : EK → EK, K0 7→ K̂0.
The above Lemma 7.4 shows that this graph transform is well defined.
Lemma 7.5. LipΓ0 ≤ $∗1 supm̂0∈K̂
λcs (φ(m̂0))λu (φ(m̂0))
1−α(φ(m̂0))µ1(û(m̂0)) < 1.
Proof. Let K̂0 = Γ0K0, K̂1 = Γ0K1, and m0 = φ(m̂0), m̂0 ∈ K̂ . Also, we write R0, R1 associated with
the construction of K̂0, K̂1 in (7.7) respectively, as well as R˜0, R˜1 in (7.8). Since K̂0
m̂0
(xcs) = K̂1
m̂0
(xcs)
when xcs ∈ Xcsm0 (σ0) \ Xcsm0 (e0η′1), we only need to consider xcs ∈ Xcsm0 (e0η′1). From (7.7), by (A′)
condition, we see for xcs ∈ Xcsm0 (σc∗ ),
|R0
m̂0
(xcs) − R1
m̂0
(xcs)| ≤ α(m0)|K0û(m̂0)(xm̂0 (x
cs))R0
m̂0
(xcs) − K1
û(m̂0)(xm̂0 (x
cs))R1
m̂0
(xcs)|,
and so
|K0
û(m̂0)(xm̂0 (x
cs))R0
m̂0
(xcs) − K1
û(m̂0)(xm̂0 (x
cs))R1
m̂0
(xcs)|
≤ |K0
û(m̂0)(xm̂0 (x
cs))R0
m̂0
(xcs) − K1
û(m̂0)(xm̂0 (x
cs))R0
m̂0
(xcs)| + µ1(û(m̂0))|R0m̂0 (x
cs) − R1
m̂0
(xcs)|
≤ 1
1 − α(m0)µ1(û(m̂0)) |K
0
û(m̂0)(xm̂0 (x
cs))R0
m̂0
(xcs) − K1
û(m̂0)(xm̂0 (x
cs))R0
m̂0
(xcs)|,
yielding
|K˜0
m̂0
(xcs) − K˜1
m̂0
(xcs)|
≤ λu(m0)|K0û(m̂0)(xm̂0 (x
cs))R0
m̂0
(xcs) − K1
û(m̂0)(xm̂0 (x
cs))R1
m̂0
(xcs)|
≤ λu(m0)
1 − α(m0)µ1(û(m̂0)) |K
0
û(m̂0)(xm̂0 (x
cs))R0
m̂0
(xcs) − K1
û(m̂0)(xm̂0 (x
cs))R0
m̂0
(xcs)|
≤ λcs(m0)λu(m0)
1 − α(m0)µ1(û(m̂0)) |K
0
û(m̂0)(xm̂0 (x
cs)) − K1
û(m̂0)(xm̂0 (x
cs))|.
Using the similar argument for (7.8), we obtain if xcs ∈ Xcsm0 (e0η′1), then
|K̂0
m̂0
(xcs) − K̂1
m̂0
(xcs)| ≤ $∗1 |K˜0û(m̂0)(x˜m̂0 (x
cs)) − K˜1
û(m̂0)(x˜m̂0 (x
cs))|;
here it follows from Lemma 7.2 that (DF1
m̂0
(xcs, xu),DG1
m̂0
(xcs, xu)) satisfies (A) ($∗0 ′; $∗0 , $∗1)
(B) (β′(m0); µ1(m̂0), $∗1) condition, where $∗0 ′ < $∗0 , when |xu | ≤ K1η + β′(m0)σc∗ in case (1) or
|xu | ≤ e1%∗ in case (2), η1 is sufficiently close to σ1∗ , and ∗, χ(∗) are small. Therefore, we get for
xcs ∈ Xcsm0 (e0η′1),
|K̂0
m̂0
(xcs) − K̂1
m̂0
(xcs)| ≤ $∗1
λcs(m0)λu(m0)
1 − α(m0)µ1(û(m̂0)) |K
0
û(m̂0)(xm̂0 (x˜m̂0 (x
cs))) − K1
û(m̂0)(xm̂0 (x˜m̂0 (x
cs)))|,
and consequently LipΓ0 ≤ $∗1 supm̂0∈K̂
λcs (φ(m̂0))λu (φ(m̂0))
1−α(φ(m̂0))µ1(û(m̂0)) < 1. The proof is complete. 
By above Lemma 7.5, there is a unique K0 ∈ EK such that Γ0K0 = K0, i.e. (7.7) and (7.8) hold.
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7.4. C1 smoothness of the center-stable manifold and proof of Theorem II. Let us show
Lemma 7.6. f 0
m̂0
(·) ∈ C1 and Dxcs f 0m̂0 (x
cs) = K0
m̂0
(xcs) for each m̂0 ∈ K̂ and xcs ∈ Xcsφ(m̂0)(σ0).
Proof. As for xcs ∈ Xcsm0 (σ0) \ Xcsm0 (e0η′1), f 0m̂0 (x
cs) = gcs
m̂0
(xcs), we have
Dxcs f 0m̂0 (x
cs) = Dxcsgcsm̂0 (x
cs) = K0
m̂0
(xcs).
So only need to consider xcs ∈ Xcsm0 (e0η′1). Take m̂0 ∈ K̂ , m0 = φ(m̂0), and set
Q(m̂0, x ′, x) = f 0m̂0 (x
′) − f 0
m̂0
(x) − K0
m̂0
(x)(x ′ − x), x ′, x ∈ Xcsm0 (σ0).
As mentioned before, lim supx′→x
Q(m̂0,x′,x)
|x′−x | = 0 if x ∈ Xcsm0 (σ0) \ Xcsm0 (e0η′1). Also, note that
sup
m̂0∈K̂
sup
x∈Xcs
φ(m̂0)
(σ0)
lim sup
x′→x
Q(m̂0, x ′, x)
|x ′ − x | < ∞.
Sublemma 7.7. For x ∈ Xcsm0 (e0η′1), it holds
lim sup
x′→x
Q(m̂0, x ′, x)
|x ′ − x | ≤ $
∗
1
λcs(m0)λu(m0)
1 − α(m0)µ1(û(m̂0)) supx∈Xcs
u(m0)(σ0)
lim sup
x′→x
Q(û(m̂0), x ′, x)
|x ′ − x | .
Proof. We use the notation |hm̂0 (x ′, x)| ≤ o(1) if lim supx′→x |hm̂0 (x ′, x)| = 0. Set
xu = f 0
û(m̂0)(xm̂0 (x)).
For x ′, x ∈ Xcsm0 (σc∗ ), from (7.6) (7.7), we have
|xm̂0 (x ′) − xm̂0 (x) − R0m̂0 (x)(x
′ − x)|
= |F̂csm0 (x ′, f 0û(m̂0)(xm̂0 (x
′))) − F̂csm0 (x, f 0û(m̂0)(xm̂0 (x)))
− DF̂csm0 (x, xu)(x ′ − x,K0û(m̂0)(xm̂0 (x))R
0
m̂0
(x)(x ′ − x))|
= |F̂csm0 (x ′, f 0û(m̂0)(xm̂0 (x
′))) − F̂csm0 (x, f 0û(m̂0)(xm̂0 (x)))
− DF̂csm0 (x, xu)(x ′ − x, f 0û(m̂0)(xm̂0 (x
′)) − f 0
û(m̂0)(xm̂0 (x)))
+ Dxu F̂csm0 (x, xu)
{
f 0
û(m̂0)(xm̂0 (x
′)) − f 0
û(m̂0)(xm̂0 (x)) − K
0
û(m̂0)(xm̂0 (x))R
0
m̂0
(x)(x ′ − x)
}
|
≤ o(1)|x ′ − x | + α(m0)| f 0û(m̂0)(xm̂0 (x
′)) − f 0
û(m̂0)(xm̂0 (x)) − K
0
û(m̂0)(xm̂0 (x))R
0
m̂0
(x)(x ′ − x)|
≤ o(1)|x ′ − x | + α(m0)|K0û(m̂0)(xm̂0 (x)){xm̂0 (x
′) − xm̂0 (x ′)R0m̂0 (x)(x
′ − x)}|
+ α(m0)| f 0û(m̂0)(xm̂0 (x
′)) − f 0
û(m̂0)(xm̂0 (x)) − K
0
û(m̂0)(xm̂0 (x))(xm̂0 (x
′) − xm̂0 (x ′))|
≤ o(1)|x ′ − x | + α(m0)µ1(û(m̂0))|xm̂0 (x ′) − xm̂0 (x) − R0m̂0 (x)(x
′ − x)|
+ α(m0)|Q(û(m̂0), xm̂0 (x ′), xm̂0 (x))|
≤ o(1)|x ′ − x | + α(m0)
1 − α(m0)µ1(û(m̂0)) |Q(û(m̂0), xm̂0 (x
′), xm̂0 (x))|.
Similarly,
| f˜ 0
m̂0
(x ′) − f˜ 0
m̂0
(x) − K˜0
m̂0
(xcs)(x ′ − x)|
= |Ĝcsm0 (x ′, f 0û(m̂0)(xm̂0 (x
′))) − Ĝcsm0 (x, f 0û(m̂0)(xm̂0 (x)))
− DĜcsm0 (x, xu)(x ′ − x, f 0û(m̂0)(xm̂0 (x
′)) − f 0
û(m̂0)(xm̂0 (x)))
+ Dxu Ĝcsm0 (x, xu)
{
f 0
û(m̂0)(xm̂0 (x
′)) − f 0
û(m̂0)(xm̂0 (x)) − K
0
û(m̂0)(xm̂0 (x))R
0
m̂0
(x)(x ′ − x)
}
|
64 DELIANG CHEN
≤ o(1)|x ′ − x | + λu(m0)µ1(û(m̂0))|xm̂0 (x ′) − xm̂0 (x) − R0m̂0 (x)(x
′ − x)|
+ λu(m0)|Q(û(m̂0), xm̂0 (x ′), xm̂0 (x))|
≤ o(1)|x ′ − x | + λu(m0)
1 − α(m0)µ1(û(m̂0)) |Q(û(m̂0), xm̂0 (x
′), xm̂0 (x))|.
Furthermore, the same argument shows that for x ′, x ∈ Xcsm0 (e0η′1), from (7.5) (7.8), we get
| x˜m̂0 (x ′) − x˜m̂0 (x) − R˜0m̂0 (x)(x
′ − x)| ≤ o(1)|x ′ − x |
+$∗0 | f˜ 0m̂0 (x˜m̂0 (x
′)) − f˜ 0
m̂0
(x˜m̂0 (x)) − K˜0m̂0 (x˜m̂0 (x))(x˜m̂0 (x
′) − x˜m̂0 (x ′))|,
and so
|Q(m̂0, x ′, x)| = | f 0m̂0 (x
′) − f 0
m̂0
(x ′) − K0
m̂0
(x)(x ′ − x)| ≤ o(1)|x ′ − x |
+$∗1 | f˜ 0m̂0 (x˜m̂0 (x
′)) − f˜ 0
m̂0
(x˜m̂0 (x)) − K˜0m̂0 (x˜m̂0 (x))(x˜m̂0 (x
′) − x˜m̂0 (x ′))|.
Therefore, for x ′, x ∈ Xcsm0 (e0η′1), we obtain
|Q(m̂0, x ′, x)| ≤ o(1)|x ′ − x | +$∗1
λu(m0)
1 − α(m0)µ1(û(m̂0)) |Q(û(m̂0), xm̂0 (x˜m̂0 (x
′)), xm̂0 (x˜m̂0 (x)))|.
Now for x ∈ Xcsm0 (e0η′1), we see
lim sup
x′→x
Q(m̂0, x ′, x)
|x ′ − x | ≤ $
∗
1
λu(m0)
1 − α(m0)µ1(û(m̂0))
· lim sup
x′→x
|Q(û(m̂0), xm̂0 (x˜m̂0 (x ′)), xm̂0 (x˜m̂0 (x)))|
|xm̂0 (x˜m̂0 (x ′)) − xm̂0 (x˜m̂0 (x))|
|xm̂0 (x˜m̂0 (x ′)) − xm̂0 (x˜m̂0 (x))|
|x ′ − x |
≤$∗1
λcs(m0)λu(m0)
1 − α(m0)µ1(û(m̂0)) lim supx′→x
|Q(û(m̂0), xm̂0 (x˜m̂0 (x ′)), xm̂0 (x˜m̂0 (x)))|
|xm̂0 (x˜m̂0 (x ′)) − xm̂0 (x˜m̂0 (x))|
≤$∗1
λcs(m0)λu(m0)
1 − α(m0)µ1(û(m̂0)) supx∈Xcs
u(m0)(σ0)
lim sup
x′→x
Q(û(m̂0), x ′, x)
|x ′ − x | .
The proof is complete. 
Let θ1 = $∗1 supm̂0∈K̂
λcs (φ(m̂0))λu (φ(m̂0))
1−α(φ(m̂0))µ1(û(m̂0)) < 1. Then from above Sublemma 7.7, we have
sup
m̂0∈K̂
sup
x∈Xcsm0 (σ0)
lim sup
x′→x
Q(m̂0, x ′, x)
|x ′ − x | ≤ θ1 sup
m̂0∈K̂
sup
x∈Xcsm0 (σ0)
lim sup
x′→x
Q(m̂0, x ′, x)
|x ′ − x | < ∞,
which shows that lim supx′→x
Q(m̂0,x′,x)
|x′−x | = 0, i.e. D f
0
m̂0
(x) = K0
m̂0
(x). As x 7→ K0
m̂0
(x) is C0, we also
have f 0
m̂0
(·) ∈ C1. The proof is complete. 
Therefore, from Lemma 7.6, we knowWcs
loc
(K) ∈ C1.
Remark 7.8. Even if such C1 smooth bump function Ψ does not exist, we can show f 0
m̂0
(·) is
differentiable at 0 with K̂ 3 m̂0 7→ D f 0m̂0 (0) continuous under additional assumption η = 0.
Proof. Since η = 0, we know f 0
m̂0
(0) = 0. If D f 0
m̂0
(0) = K0
m̂0
(0) exists, then it must satisfy
(∗)
{
DF̂csm0 (0, 0)(id,K0û(m̂0)(0)R
0
m̂0
(0)) = R0
m̂0
(0),
DĜcsm0 (0, 0)(id,K0û(m̂0)(0)R
0
m̂0
(0)) = K0
m̂0
(0),
where m0 = φ(m̂0). The above equation has a unique solution K0m̂0 (0) ∈ L(X
cs
m0, X
u
m0 ) satisfying
|K0
m̂0
(0)| ≤ β′(m0) and m̂0 7→ K0m̂0 (0) is C
0. This can be done by using the similar but much simpler
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way in Section 7.3. The same argument in Lemma 7.6 can be applied to show lim supx′→0
Q(m̂0,x′,0)
|x′ | =
0, where
Q(m̂0, x ′, 0) = f 0m̂0 (x
′) − K0
m̂0
(0)x ′.
See also [Che19a, Section 6.3]. 
Lemma 7.9. Suppose η = 0 and Xcs is invariant under DH (meaning that Dxcs Ĝcsm (0, 0, 0) = 0 for
all m ∈ K), then D f 0
m̂0
(0) = 0, i.e. Tm̂0Wcsloc(K) = Xcsφ(m̂0), m̂0 ∈ K̂ .
Proof. It suffices to show K0
m̂0
(0) = 0 in the equation (∗). But K0
m̂0
(0) = 0 indeed is the solution of
equation (∗) by noting that Dxcs Ĝcsm0 (0, 0, 0) = 0. 
Proof of Theorem II. Let us consider that the (•1) case: Ĥ ≈ (F̂cs, Ĝcs) satisfies (A′)(α, λu)
(B)(β; β′, λcs) condition in cs-direction at K . For the (•2) case, see Section 9. Now, this follows from
Lemma 7.6 and Remark 7.8. 
Lemma 7.10 (C1,α smoothness). Suppose the following conditions hold, where η˜ satisfies 0 < η˜ ≤ η2,
e0 = min{e1, c1}, and Xcsm0 (e0η˜){ , Xcm0 (c2∗) ⊕ Xsm0 (e2σ∗) \ Xcsm0 (e0η˜).
(a) Xs
K̂∗
(σ∗) \ Xs
K̂η˜
(η˜) ∈ C1,1, i.e., for the local representations gcs
m̂0
(·) (see (7.2)), m̂0 ∈ K̂ of the
Xs
K̂∗
(σ∗), they are C1,1 outside Xcsφ(m̂0)(e0η˜) uniform for m̂0, or more precisely,
sup
m̂0∈K̂
LipDgcs
m̂0
(·)|Xcs
φ(m̂0)
(e0η˜){ < ∞;
(b) Ψ ∈ C1,1(Xs
K̂∗
(σ∗) \ Xs
K̂η˜
(η˜), [0, 1]), i.e., for the local representations
(7.9) Ψ˜m̂0 (xcs) = Ψ(Φ
−c
m0,γ(xcs, gcsm̂0 (x
cs)),Φ−sm0,γ(xcs, gcsm̂0 (x
cs))), xcs ∈ Xcsm0,
where m̂0 = φ−1m0,γ(m0), it holds that supm̂0∈K̂ LipDΨ˜m̂0 (·)|Xcsφ(m̂0)(e0η˜){ < ∞;
(c) F̂csm (·), Ĝcsm (·) are C1,θ uniform m ∈ K , i.e., there is a constant C0 > 0 such that for all m ∈ K and
z1, z2 ∈ Xcsm (r0) ⊕ Xuu(m)(r0), it holds
|DF̂csm (z1) − DF̂csm (z2)| ≤ C0 |z1 − z2 |θ, |DĜcsm (z1) − DĜcsm (z2)| ≤ C0 |z1 − z2 |θ .
(d) (spectral gap condition) supm∈K λθcs(m)λcs(m)λu(m)ϑ1(m) < 1, where ϑ1(·) is defined by (7.1).
ThenWcs
loc
(K) ∈ C1,θ , i.e., there is a constantC1 > 0 such that for all m̂0 ∈ K̂ and x1, x2 ∈ Xcsφ(m̂0)(σ0),
one has |D f 0
m̂0
(x1) − D f 0m̂0 (x2)| ≤ C1 |x1 − x2 |
θ .
Proof. Let Holθh denote the θ-Hölder constant of h if h is a map between two metric spaces.
Let K1 = 0. Then K1 ∈ EK . Let Kn = (Γ0)nK1, n ≥ 1. Take m̂0 ∈ K̂ , m0 = φ(m̂0). Also, we have
Rn
m̂0
(xcs) ∈ L(Xcsm0, Xcsu(m0)) and R˜0m̂0 (x
cs) ∈ L(Xcsm0, Xcsm0 ) such that the following equations hold.
(§)
{
DF̂csm0 (xcs, f 0û(m̂0)(xm̂0 (x
cs)))(id,Kn
û(m̂0)(xm̂0 (x
cs))Rn
m̂0
(xcs)) = Rn
m̂0
(xcs),
DĜcsm0 (xcs, f 0û(m̂0)(xm̂0 (x
cs)))(id,Kn
û(m̂0)(xm̂0 (x
cs))Rn
m̂0
(xcs)) , K˜n
m̂0
(xcs), x
cs ∈ Xcsm0 (σc∗ ),
and
(§§)
{
DF1
m̂0
(xcs, f˜ 0
m̂0
(x˜m̂0 (xcs)))(id, K˜nm̂0 (x˜m̂0 (x
cs))R˜n
m̂0
(xcs)) = R˜n
m̂0
(xcs),
DG1
m̂0
(xcs, f˜ 0
m̂0
(x˜m̂0 (xcs)))(id, K˜nm̂0 (x˜m̂0 (x
cs))R˜n
m̂0
(xcs)) , Kn+1
m̂0
(xcs), x
cs ∈ Xcsm0 (e0η′1).
In the following, the constant C˜ > 0 is independent of m̂0 ∈ K̂ and n ∈ N but may be different
line by line. Note that DF1
m̂0
(·),DG1
m̂0
(·) ∈ C0,1 uniform for m̂0 by condition (a) (b). We will use
the induction to show supm̂0∈K̂ HolθK
n
m̂0
(·) ≤ C∗, where C∗ > 0 is independent of n chosen later (see
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(7.10)). Obviously, supm̂0∈K̂ HolθK
1
m̂0
(·) = 0 < C∗. Assume the case n holds and consider the case
n + 1. For x1, x2 ∈ Xcsm̂0 (σ
c∗ ), by (§), we see
|K˜n
m̂0
(x1) − K˜nm̂0 (x2)|
= |DĜcsm0 (x1, f 0û(m̂0)(xm̂0 (x1)))(id,K
n
û(m̂0)(xm̂0 (x1))R
n
m̂0
(x1))
− DĜcsm0 (x2, f 0û(m̂0)(xm̂0 (x2)))(id,K
n
û(m̂0)(xm̂0 (x2))R
n
m̂0
(x2))|
≤ |{DĜcsm0 (x1, f 0û(m̂0)(xm̂0 (x1))) − DĜ
cs
m0 (x2, f 0û(m̂0)(xm̂0 (x2)))}(id,K
n
û(m̂0)(xm̂0 (x1))R
n
m̂0
(x1))|
+ |Dxu Ĝcsm0 (x2, f 0û(m̂0)(xm̂0 (x2))){K
n
û(m̂0)(xm̂0 (x1))R
n
m̂0
(x1) − Knû(m̂0)(xm̂0 (x2))R
n
m̂0
(x2)}|
≤ C˜ |x1 − x2 |θ + λu(m0)|Knû(m̂0)(xm̂0 (x1))R
n
m̂0
(x1) − Knû(m̂0)(xm̂0 (x2))R
n
m̂0
(x2)|
≤ C˜ |x1 − x2 |θ + λcs(m0)λu(m0)|Knû(m̂0)(xm̂0 (x1)) − K
n
û(m̂0)(xm̂0 (x2))|
+ λu(m0)µ1(û(m̂0))|Rnm̂0 (x1) − R
n
m̂0
(x2)|,
and analogously,
|Rn
m̂0
(x1) − Rnm̂0 (x2)| ≤ C˜ |x1 − x2 |
θ + α(m0)λcs(m0)|Knû(m̂0)(xm̂0 (x1)) − K
n
û(m̂0)(xm̂0 (x2))|
+ α(m0)µ1(û(m̂0))|Rnm̂0 (x1) − R
n
m̂0
(x2)|,
which yields
|K˜n
m̂0
(x1) − K˜nm̂0 (x2)| ≤ C˜ |x1 − x2 |
θ +
λcs(m0)λu(m0)
1 − α(m0)µ1(û(m̂0)) |K
n
û(m̂0)(xm̂0 (x1)) − K
n
û(m̂0)(xm̂0 (x2))|.
For x1, x2 ∈ Xcsm̂0 (e0η
′
1), the same computation by applying to (§§) shows that
|Kn+1
m̂0
(x1) − Kn+1m̂0 (x2)| ≤ C˜ |x1 − x2 |
θ +$∗1 |K˜nû(m̂0)(x˜m̂0 (x1)) − K˜
n
û(m̂0)(x˜m̂0 (x2))|.
Thus, for x1, x2 ∈ Xcsm̂0 (e0η
′
1), we get
|Kn+1
m̂0
(x1) − Kn+1m̂0 (x2)| ≤ C˜∗ |x1 − x2 |
θ + θ1(m0)|Knû(m̂0)(x̂m̂0 (x1)) − K
n
û(m̂0)(x̂m̂0 (x2))|,
where C˜∗ > 0 is certain constant independent of m̂0 ∈ K̂ and n ∈ N, x̂m̂0 (x) = xm̂0 (x˜m̂0 (x)) and
θ1(m0) = $∗1 λcs (m0)λu (m0)1−α(m0)µ1(û(m̂0)) . Note that
Lip x̂m̂0 (·)|Xcsφ(m̂0)(e0η′1) ≤ $
∗
1λcs(m0) , ν(m0).
Take C∗ > 0 such that
(7.10) C∗ ≥ max
t0∈[0,1]
{
C˜∗(1 − t0)θ + C ′1tθ0
1 − ρ(1 − t0)θ
}
,
where C ′1 = supm̂0∈K̂ LipDg
cs
m̂0
(·)|Xcs
φ(m̂0)
(e0η˜){ · (2σ0)1−θ and ρ = supm0∈K (ν(m0))θθ1(m0) < 1. So
sup
x1,x2∈Xcsm̂0 (e0η
′
1)
|Kn+1
m̂0
(x1) − Kn+1m̂0 (x2)|
|x1 − x2 |θ ≤ C˜∗ + (ν(m0))
θθ1(m0)C∗ ≤ C∗.
If x1, x2 ∈ Xcsφ(m̂0)(σ0)\X
cs
φ(m̂0)(e0η
′
1), thenKn+1m̂0 (xi) = g
cs
m̂0
(xi), n ≥ 1, and so by Xs
K̂∗
(σ∗)\Xs
K̂η˜
(η˜) ∈
C1,1, we know
|Kn+1
m̂0
(x1) − Kn+1m̂0 (x2)| ≤ sup
m̂0∈K̂
LipDgcs
m̂0
(·)|Xcs
φ(m̂0)
(e0η˜){ |x1 − x2 | ≤ C∗ |x1 − x2 |θ .
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If x1 ∈ Xcsφ(m̂0)(e0η
′
1) and x2 ∈ Xcsφ(m̂0)(σ0) \ X
cs
φ(m̂0)(e0η
′
1), then there is a 0 < t0 < 1 such that for
x ′2 = t0x1 + (1 − t0)x2, it satisfies |x ′2 | < e0η′1 and Kn+1m̂0 (x
′
2) = gcsm̂0 (x
′
2), which gives
|Kn+1
m̂0
(x1) − Kn+1m̂0 (x2)| ≤ |K
n+1
m̂0
(x1) − Kn+1m̂0 (x
′
2)| + |Dg0m̂0 (x
′
2) − Dg0m̂0 (x2)|
≤ (C˜∗ + ρC∗)|x1 − x ′2 |θ + C ′1 |x ′2 − x2 |θ
≤ (C˜∗ + ρC∗)(1 − t0)θ |x1 − x2 |θ + C ′1tθ0 |x1 − x2 |θ
≤ C∗ |x1 − x2 |θ .
As Kn → K0 in the metric dK , one gets supm̂0∈K̂ HolθK0m̂0 (·) < ∞. The proof is complete. 
Lemma7.11 (uniform differential). Let η˜, Xcsm0 (e0η˜){ be given in Lemma 7.10. Suppose that XsK̂∗ (σ∗)\
Xs
K̂η˜
(η˜) ∈ C1,u , i.e., gcs
m̂0
(·)|Xcs
φ(m̂0)
(e0η˜){ (see (7.2)), m̂ ∈ K̂ , are equicontinuous, and that Ψ ∈ C1,u
outside Xs
K̂η˜
(η˜), i.e., Ψ˜m̂0 (·)|Xcs
φ(m̂0)
(e0η˜){ (see (7.9)), m̂ ∈ K̂ , are equicontinuous. If DF̂csm (·),DĜcsm (·),
m ∈ K , are equicontinuous, thenWcs
loc
(K) ∈ C1,u , i.e. D f 0
m̂0
(·), m̂0 ∈ K̂ , are equicontinuous.
Proof. We need to show Lu |K0m̂0 (x1) − K
0
m̂0
(x2)| = 0, where Lu denotes the following limit:
Lu , lim
r→0+
sup
m̂0∈K̂
sup
|x1−x2 |≤r
x1,x2∈Xcsφ(m̂0)(σ0)
.
It’s very similar as in the proof of Lemma 7.10, which we also give the details for the convenience of
the readers. We use the notation |hm̂0 (x1)− hm̂0 (x2)| ≤ ou(1) if Lu |hm̂0 (x1)− hm̂0 (x2)| = 0. Here note
that DF1
m̂0
(·),DG1
m̂0
(·), m̂0 ∈ K̂ , are equicontinuous by the lemma’ conditions. For x1, x2 ∈ Xcsm̂0 (σ
c∗ ),
by (7.7), we see
|K˜0
m̂0
(x1) − K˜0m̂0 (x2)|
= |DĜcsm0 (x1, f 0û(m̂0)(xm̂0 (x1)))(id,K
0
û(m̂0)(xm̂0 (x1))R
0
m̂0
(x1))
− DĜcsm0 (x2, f 0û(m̂0)(xm̂0 (x2)))(id,K
0
û(m̂0)(xm̂0 (x2))R
0
m̂0
(x2))|
≤ |{DĜcsm0 (x1, f 0û(m̂0)(xm̂0 (x1))) − DĜ
cs
m0 (x2, f 0û(m̂0)(xm̂0 (x2)))}(id,K
0
û(m̂0)(xm̂0 (x1))R
0
m̂0
(x1))|
+ |Dxu Ĝcsm0 (x2, f 0û(m̂0)(xm̂0 (x2))){K
0
û(m̂0)(xm̂0 (x1))R
0
m̂0
(x1) − K0û(m̂0)(xm̂0 (x2))R
0
m̂0
(x2)}|
≤ ou(1) + λu(m0)|K0û(m̂0)(xm̂0 (x1))R
0
m̂0
(x1) − K0û(m̂0)(xm̂0 (x2))R
0
m̂0
(x2)|
≤ ou(1) + λcs(m0)λu(m0)|K0û(m̂0)(xm̂0 (x1)) − K
0
û(m̂0)(xm̂0 (x2))|
+ λu(m0)µ1(û(m̂0))|R0m̂0 (x1) − R
0
m̂0
(x2)|,
and,
|R0
m̂0
(x1) − R0m̂0 (x2)| ≤ ou(1) + α(m0)λcs(m0)|K
0
û(m̂0)(xm̂0 (x1)) − K
0
û(m̂0)(xm̂0 (x2))|
+ α(m0)µ1(û(m̂0))|R0m̂0 (x1) − R
0
m̂0
(x2)|,
which yields
|K˜0
m̂0
(x1) − K˜0m̂0 (x2)| ≤ ou(1) +
λcs(m0)λu(m0)
1 − α(m0)µ1(û(m̂0)) |K
0
û(m̂0)(xm̂0 (x1)) − K
0
û(m̂0)(xm̂0 (x2))|.
For x1, x2 ∈ Xcsm̂0 (e0η
′
1), from (7.8) we also get
|K0
m̂0
(x1) − K0m̂0 (x2)| ≤ ou(1) +$
∗
1 |K˜0û(m̂0)(x˜m̂0 (x1)) − K˜
0
û(m̂0)(x˜m̂0 (x2))|.
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Thus, for x1, x2 ∈ Xcsm̂0 (e0η
′
1), we get
|K0
m̂0
(x1) − K0m̂0 (x2)| ≤ ou(1) + θ1 |K
0
û(m̂0)(x̂m̂0 (x1)) − K
0
û(m̂0)(x̂m̂0 (x2))|,
where x̂m̂0 (x) = xm̂0 (x˜m̂0 (x)) and θ1 = $∗1 supm̂0∈K̂
λcs (φ(m̂0))λu (φ(m̂0))
1−α(φ(m̂0))µ1(û(m̂0)) < 1. Finally, we obtain
Lu |K0m̂0 (x1) − K
0
m̂0
(x2)| ≤ θ1Lu |K0m̂0 (x1) − K
0
m̂0
(x2)| < ∞,
yielding Lu |K0m̂0 (x1) − K
0
m̂0
(x2)| = 0. The proof is complete. 
7.5. higher order smoothness of the center-stable manifold.
Lemma 7.12 (Ck smoothness). Suppose the following conditions hold, where η˜, Xcsm0 (e0η˜){ are given
in Lemma 7.10 and k ∈ N.
(a) Xs
K̂∗
(σ∗) \ Xs
K̂η˜
(η˜) ∈ Ck−1,1 ∩ Ck , i.e., for the local representations gcs
m̂0
(·) (see (7.2)), m̂0 ∈ K̂
of the Xs
K̂∗
(σ∗), they are Ck−1,1 ∩ Ck outside Xcsφ(m̂0)(e0η˜) uniform for m̂0, or more precisely,
gcs
m̂0
(·)|Xcs
φ(m̂0)
(e0η˜){ ∈ Ck and
sup
m̂0∈K̂
LipDigcs
m̂0
(·)|Xcs
φ(m̂0)
(e0η˜){ < ∞, i = 1, 2, . . . , k − 1;
(b) Ψ ∈ Ck−1,1 ∩ Ck outside Xs
K̂η˜
(η˜), i.e., for the local representations Ψ˜m̂0 (·) (see (7.9)), m̂0 ∈ K̂ , it
holds Ψ˜m̂0 (·)|Xcs
φ(m̂0)
(e0η˜){ ∈ Ck and supm̂0∈K̂ LipDiΨ˜m̂0 (·)|Xcsφ(m̂0)(e0η˜){ < ∞, i = 1, 2, . . . , k − 1;
(c) F̂csm (·), Ĝcsm (·) are Ck−1,1 ∩ Ck uniform m ∈ K , particularly
max
{
sup
m∈K
LipDi F̂csm (·), sup
m∈K
LipDiĜcsm (·) : i = 1, 2, . . . , k − 1
}
< ∞;
(d) (spectral gap condition) supm∈K λkcs(m)λu(m)ϑ1(m) < 1, where ϑ1(·) is defined by (7.1).
ThenWcs
loc
(K) ∈ Ck−1,1 ∩ Ck , i.e., f 0
m̂0
(·) ∈ Ck and supm̂0∈K̂ LipDi f 0m̂0 (·) < ∞, i = 1, 2, . . . , k − 1.
Proof. For brevity, we use the notation Lk
h
(Z1, Z2) , Lh(Z1 × · · · × Z1︸          ︷︷          ︸
k
, Z2), if Zi are vector bundles
over Mi , i = 1, 2, and h : M1 → M2 is map, where Lh(Z1, Z2) consists of all the vector bundle maps
of Z1 → Z2 over h.
First note thatDF1
m̂0
(·),DG1
m̂0
(·) ∈ Ck−1,1∩Ck outside Xcs
φ(m̂0)(e0η˜) uniform for m̂0 ∈ K̂ by condition
(a) (b). Also, we have supm∈K λics(m)λcs(m)λu(m)ϑ1(m) < 1, i = 1, 2, . . . , k − 1. So one can use
induction to prove the results which is essentially the same as Lemma 7.6 and Lemma 7.10. We give
a sketch here. As before, if Dk f 0
m̂0
(xcs) = K [k]
m̂0
(xcs) exists, then it must satisfy the following “variant
equations” which are obtained by taking k-th order derivative of (7.6) and (7.5) with respect to xcs:
(†)

Wk1,m̂0 (x
cs) + Dxu F̂m0 (xcs, xu)
{
K [k]
û(m̂0) (xm̂0 (x
cs))(R0
m̂0
)k(xcs)
+K0
û(m̂0)(xm̂0 (x
cs))R[k]
m̂0
(xcs)
}
= R[k]
m̂0
(xcs),
Wk1,m̂0 (x
cs) + Dxu Ĝm0 (xcs, xu)
{
K [k]
û(m̂0) (xm̂0 (x
cs))(R0
m̂0
)k(xcs)
+K0
û(m̂0)(xm̂0 (x
cs))R[k]
m̂0
(xcs)
}
, K˜ [k]
m̂0
(xcs),
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where xcs ∈ Xcsm0 (σc∗ ), xu = f 0û(m̂0)(xm̂0 (x
cs)), m̂0 ∈ K̂ , m0 = φ(m̂0), and
(‡)

W˜k1,m̂0 (x
cs) + Dx˜uF1m̂0 (x
cs, x˜u)
{
K˜ [k]
m̂0
(x˜m̂0 (xcs))(R˜0m̂0 )
k(xcs)
+K˜0
m̂0
(x˜m̂0 (xcs))R˜[k]m̂0 (x
cs)
}
= R˜[k]
m̂0
(xcs),
W˜k1,m̂0 (x
cs) + Dx˜uG1m̂0 (x
cs, x˜u)
{
K˜ [k]
m̂0
(x˜m̂0 (xcs))(R˜0m̂0 )
k(xcs)
+K˜0
m̂0
(x˜m̂0 (xcs))R˜[k]m̂0 (x
cs)
}
= K [k]
m̂0
(xcs),
where xcs ∈ Xcsm0 (e0η′1), x˜u = f˜ 0m̂0 (x˜m̂0 (x
cs)). Here,
(1) (R0m)k(x) = (R0m(x), · · · , R0m(x)) (k components), (R˜0m)k(x) = (R˜0m(x), · · · , R˜0m(x)) (k compo-
nents), R[k]
m̂0
(xcs) ∈ Lk(Xcsm0, Xcsu(m0)), R˜
[k]
m̂0
(xcs) ∈ Lk(Xcsm0, Xcsm0 ), and K [k] ∈ Lkf 0 (Υcs,Υu) (we
write K [k]
m̂0
(xcs) = K [k](m̂0, xcs));
(2) Wk
i,m̂0
, i = 1, 2, consist of a finite sum of terms which can be explicitly calculated with the help
of Faà-di Bruno formula (see e.g. [FdlLM06]); the non-constant factors are D j F̂m0 , D jĜm0
(1 ≤ j ≤ k), D j f 0
m̂0
(1 ≤ j < k), D j xm̂0 (1 ≤ j < k);
(3) similar for W˜k
i,m̂0
, i = 1, 2.
The steps to prove this lemma are the following. We have already known this lemma holds for k = 1
by Lemma 7.6, and assume it holds for k − 1. Consider the case k (≥ 2). (I) The first step is to
show supm̂0 LipK
[k−1]
m̂0
(·) < ∞, which is essentially the same as Lemma 7.10. (II) Through the same
steps in Section 7.3, one can construct a graph transform and then finds a unique K [k] ∈ Lk
f 0
(Υcs,Υu)
satisfying (†) and (‡) with supm̂0 supxcs |K [k]m̂0 (x
cs)| < ∞ and xcs 7→ K [k]
m̂0
(xcs) being continuous.
Here notice that (i) Wk
i,m̂0
, W˜k
i,m̂0
, i = 1, 2, are bounded uniform for m̂0 ∈ K̂ by induction; (ii) this
graph transform is Lipschitz with Lipschitz constant less than $∗1 supm∈K λ
k
cs(m)λu(m)ϑ1(m) < 1 in
the supremum metric in E [k]
K,C1
, where
E [k]
K,C1
= {K [k] ∈ Lk,c
f 0
(Υcs,Υu) : sup
(m̂0,xcs )
|K [k]
m̂0
(xcs)| ≤ C1,K [k]m̂0 (·) ∈ C
0, m̂0 ∈ K̂},
for some suitable constant C1 > 0; (iii) in fact, this case (k ≥ 2) is simpler than the case k = 1 due
to the separation of the part K [k]
û(m̂0)(xm̂0 (x
cs))(R0
m̂0
)k(xcs) + K0
û(m̂0)(xm̂0 (x
cs))R[k]
m̂0
(xcs), and so only
the estimates of |DF̂m0 |, |DĜm0 | are needed (i.e. (B) condition is not used here). (II) Finally, by an
analogous argument as in Lemma 7.6, one further obtains Dk f 0
m̂0
(xcs) = K [k]
m̂0
(xcs) once showing
lim sup
x′→x
Q[k](m̂0, x ′, x)
|x ′ − x | ≤ $
∗
1
λkcs(m0)λu(m0)
1 − α(m0)µ1(û(m̂0)) supx∈Xcs
u(m0)(σ0)
lim sup
x′→x
Q[k](û(m̂0), x ′, x)
|x ′ − x | ,
which can be done through a similar computation in Sublemma 7.7 and the induction for k − 1, where
Q[k](m̂0, x ′, x) = Dk−1 f 0m̂0 (x
′) − Dk−1 f 0
m̂0
(x) − K [k]
m̂0
(x)(x ′ − x), x ′, x ∈ Xcsm0 (σ0);
here the Lipschitz continuity of Dk−1 f 0
m̂0
(·) = K [k−1]
m̂0
(·) is needed to give such an estimate. 
Remark 7.13. Under conditions (a) (b) in Lemma 7.12 with the condition (c) replaced by that
F̂csm (·), Ĝcsm (·) are Ck−1,r uniform m ∈ K and supm∈K λk−1+rcs (m)λu(m)ϑ1(m) < 1, then Wcsloc(K) ∈
Ck−1,r (see e.g. Lemma 7.10), where r ∈ (0, 1].
Remark 7.14 (limited case). (a) Under the assumption (??) in Section 6.2.2, using the C1 and
C1-Lipschitz bump function Ψ in Σ̂ around K (i.e. Ψ satisfies (a) (b) in Section 7.1 with
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Xsm = {0} for all m ∈ Σ) and supposing the same assumptions in Section 7.1 hold, we also
can choose Wcs
loc
(K) ∈ C1. Meanwhile, in Lemma 7.10, Lemma 7.11 and Lemma 7.12, the
corresponding conditions (a) (b) are replaced by the following: in condition (a), let Xcm0 (e0η˜){ ,
Xcm0 (c2∗) ⊕ Xsm0 (e2σ∗) \ Xcm̂0 (e0η˜), and X
s
K̂∗
(σ∗) \ Xs
K̂η˜
(η˜) replaced by Xs
K̂∗
(σ∗) \ Xs
K̂η˜
(σ∗); in
condition (b), let Xcm0 (e0η˜){ , Xcm0 (c2∗) \ Xcm̂0 (e0η˜), and X
s
K̂∗
(σ∗) \ Xs
K̂η˜
(η˜) replaced by K̂∗ \ K̂η˜ .
Note that, in this case, (7.6) holds for all xcs = (xc, xs) ∈ Xcm0 (σc∗ ) ⊕ Xsm0 (e2σ∗), (7.7)
is considered for all xcs = (xc, xs) ∈ Xcm0 (σc∗ ) ⊕ Xsm0 (e2σ∗), and (7.8) is considered for all
xcs = (xc, xs) ∈ Xcm0 (e0η′1) ⊕ Xsm0 (e2σ∗). The proofs are barely changed.
(b) (strictly inflowing) Under the assumption (••) in Section 6.2.3 and (A1) ∼ (A3) and (A4) (i) (ii)
with only ς0 ≥ 1 (in (A3) (a)), if ∗, χ(∗), η are small, then the center-stable manifold Wcsloc(K)
given in Remark 6.15 (b) is C1. Note that, in this case, the regularity results are very similar
with normal hyperbolicity studied in [Che18]; no smooth truncation and no smooth condition on
space Σ are needed. In Lemma 7.10, Lemma 7.11 and Lemma 7.12, the conditions (a) (b) are not
needed anymore.
The proofs are the same as unlimited case, where (7.6) holds for all xcs = (xc, xs) ∈ Xcm0 (c2∗)⊕
Xsm0 (e2σ∗) with f˜ 0m̂0 = f
0
m̂0
, (7.7) is considered for all xcs = (xc, xs) ∈ Xcm0 (c2∗) ⊕ Xsm0 (e2σ∗),
and (7.8) is not needed. Also, they are direct consequences of [Che19a, Section 6.3].
(c) Under Assumption (CS) in Section 6.2.4 with (A2) (a) (ii) (A4) (i) (ii) in Section 4.2 (for Hδ),
we have Wcs,δ
loc
(K) given in Remark 6.15 (c) is C1. Note also that, in Lemma 7.10, Lemma 7.11
and Lemma 7.12, the conditions (a) (b) are not needed anymore. All the regularity results are
also direct consequences of [Che19a, Section 6.3].
7.6. existence of C0,1 ∩ C1 bump functions: a brief discussion. Throughout this subsection, we
make the following assumption.
Assumption. Σ ∈ C1 and m 7→ Πκm is C1 (in the immersed topology of Σ), κ = s, c, u.
As before, let ∗, χ(∗) be sufficiently small such that Lemma 5.7 holds. Let χ∗ < 1/16 as well
as ci, ei , i = 1, 2, be as in Lemma 5.7. Note also that χ∗ → 0, ci, ei → 1 as ∗, χ(∗) → 0. Take
σ∗ = 2χ∗∗. In the following, we only focus on the existence ofC0,1∩C1 bump functions in Xs
K̂∗
(σ∗);
the existence ofC0,1∩C1 bump functions in Σ̂ is easier by settingΠsm = 0 for allm (see Example 7.20).
Without loss of generality, we can assume Σ̂ = K̂2∗ . For brevity, write
Σs , Xs
K̂∗
(σ∗).
By the assumption, we know Σs ∈ C1 and so gcs
m̂0
(·) (see (7.2)) is C1 for all m̂0 ∈ K̂ . Here
note that Σ with K∗ also satisfies (H1) ∼ (H4) in Section 4.2 for small ∗. So we can assume
gcs
m̂
: Xcs
φ(m̂)(2∗) → Xuφ(m̂) can be defined for m̂ ∈ K̂∗ , i.e.,
(7.11) φ(m̂′) + xs ′ = φ(m̂) + xcs + gcs
m̂
(xcs),
where m̂′ ∈ Ûm̂, xs ′ ∈ Xsφ(m̂′), xcs ∈ Xcsφ(m̂). Also, Σs ⊂
⋃
m̂∈K̂∗ Graphg
cs
m̂
, and gcs
m̂
(·) ∈ C1, m̂ ∈ K̂∗ .
For (m̂, xs) ∈ Σs , set
A(m̂,xs ) , Dgcsm̂ (0, xs) ∈ L(Xcsφ(m̂), Xuφ(m̂)),
and
Xcs =
⊔
(m̂,xs )∈Σs
GraphA(m̂,xs ) ⊂ G(X).
As before, the norm of Xcs
φ(m̂) is given by |xcs | = max{|xs |, |xc |}, xcs = (xc, xs) ∈ Xcφ(m̂) ⊕ Xsφ(m̂).
Lemma 7.15. TΣs = Xcs and there is a Finsler structure in Xcs such that Σs is a Finsler manifold
(in the sense of Palais (cf. [Pal66] or [Che19a, Appendix D.2])) and in addition, if dF is the Finsler
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metric in each component of Σs , then for m̂0 ∈ K̂ , and (m̂i, xsi ) ∈ XsÛm̂0 (∗)
(σ∗), i = 1, 2, mj = φ(m̂j),
j = 0, 1, 2, we have
(1 + χ∗)−1max{|Πcm0 (m1 − m2)|, |Πsm0 (xs1 − xs2)|}
≤ dF ((m̂1, xs1), (m̂2, xs2)) ≤ (1 + χ∗)max{|Πcm0 (m1 − m2)|, |Πsm0 (xs1 − xs2)|}.
Proof. This is simple. First from Lemma 5.7 (2), we know Lip gcs
m̂
(·) ≤ χ∗ and particularly
|A(m̂,xs ) | ≤ χ∗, Xcs(m̂,xs ) ⊕ Xuφ(m̂) = X .
Set Π˜cs(m̂,xs ) = ΠXuφ(m̂) (Xcs(m̂,xs )). Now for (m̂, x
s) ∈ Σs , by (7.11) we get
|φ(m̂′) + xs ′ − φ(m̂) − xs − Π˜cs(m̂,xs ) |(φ(m̂′) + xs ′ − φ(m̂) − xs)|
|φ(m̂′) + xs ′ − φ(m̂) − xs |
=
|xcs + gcs
m̂
(xcs) − xs − gcs
m̂
(0, xs) − (xcs − xs) − Dgcs
m̂
(0, xs)(xcs − xs)|
|xcs + gcs
m̂
(xcs) − xs − gcs
m̂
(0, xs)|
≤ (1 − χ∗)−1
|gcs
m̂
(xcs) − gcs
m̂
(0, xs) − Dgcs
m̂
(0, xs)(xcs − xs)|
|xcs − xs | → 0,
as xcs → xs (⇔ φ(m̂′) + xs ′→ φ(m̂) + xs). This shows that T(m̂,xs )Σc = Xcs(m̂,xs ).
Let us define a Finsler structure in Xcs as |v |(m̂,xs ) = |x |, where v = (x, A(m̂,xs )x) ∈ T(m̂,xs )Σc =
Xcs(m̂,xs ), which makes Σ
s a Finsler manifold in the sense of Palais (see [Pal66]). Indeed, for any ε > 0,
there is a δ > 0 such that for any xcs, xs ∈ Xcs
φ(m̂), and |xcs − xs | ≤ δ, if we write
y + Dgcs
m̂
(xcs)y = v + A(m̂′,xs ′)v, y ∈ Xcsφ(m̂), v ∈ Xcsφ(m̂′),
where (m̂′, xs ′) is defined by (7.11), then
|y | ≤ 1⇒ 1 − ε ≤ |v | ≤ 1 + ε;
here note that
v = Πcs
φ(m̂′)(y + Dgcsm̂ (xcs)y) = y + (Πcsφ(m̂′) − Πcsφ(m̂))y + (Πcsφ(m̂′) − Πcsφ(m̂))Dgcsm̂ (xcs)y.
(In fact, Xcs is C0,1-uniform in the sense of [Che19a].) Particularly, for m̂ ∈ K̂ , the C1 local chart ψm̂
at m̂ (= (m̂, 0)) defined by
ψm̂ : XsÛm̂(∗)
(σ∗) → Xcsφ(m̂), (φ(m̂′), xs ′) 7→ xcs,
where xcs is defined through (7.11), satisfies
|Dψm̂(φ(m̂′), xs ′)| ≤ 1 + χ∗, |Dψ−1m̂ (ψm̂(φ(m̂′), xs ′))| ≤ 1 + χ∗,
which easily yields the estimate given in this lemma (see e.g. [JSSG11, Lemma 2.4]). The proof is
complete. 
The existence ofC0,1∩C1 bump function Ψ satisfying (a) (b) in Section 7.1 relies on the following
regular extension of Xcs; see also [JSSG13, JSSG11].
Definition 7.16. A vector bundle X overM where each fiber Xm of X is endowed with a norm | · |m,
m ∈ M, satisfies C1-uniform property (∗k) if there is a constant C1 ≥ 1 independent of m ∈ M, such
that for any m ∈ M, any Lipschitz function fm : Xm → R and any ε > 0 there is a C0,1 ∩Ck function
Km : Xm → R such that
| fm(x) − Km(x)| < ε, ∀x ∈ Xm, and LipKm(·) ≤ C1 Lip fm(·).
IfM = {m}, then we also say Xm satisfies property (∗k). Let X0 be a Banach space. LetM be all
the equivalent norms | · |γ of X0, and X | · |γ = X0 endowed with norm | · |γ. In this case, if X satisfies
C1-uniform property (∗k), then we say X0 admits C1-uniform property (∗k).
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Example 7.17. (1) Rn satisfies 1-uniform property (∗k) for any n ∈ N. In fact, Km(·) can be
constructed by convolutions.
(2) A Hilbert space endowed with any Hilbert norm admits 1-property (∗1) (see e.g. [LL86]). In fact,
one can require Km(·) ∈ C1,1.
(3) For any set Γ, c0(Γ) with the usual sup norm satisfies 1-property (∗∞) (see e.g. [HJ14, Chapter 7,
Theorem 74]).
(4) A separable Banach space X0 admitting aCk∩C0,1 bump function, then X0 fulfills (3+)-uniform
property (∗k) for any  > 0. This fact was announced in [JSSG11, Remark 3.2 (3)] for a universal
constant C1 ≤ 602, that is, X0 satisfies C1-property (∗k) with C1 ≤ 602 independent of the choice
of the equivalent norm of X0. We conjecture this constant can be taken as 1 but only forC1 = 3+ 
we have a proof (see Appendix A.0.3).
(5) Assume for each Xm, there is a bi-Lipschitz map Φm : Xm → Φm(Xm) ⊂ c0(Γ) with LipΦ±1m ≤√
C1 and e∗γ◦Φm ∈ Ck for all γ ∈ Γ, thenX satisfiesC1-uniform property (∗k); see [HJ10, Theorem
7].
In general, we do not know any results about the uniform property (∗k) of a non-separable Banach
space except mentioned in Example 7.17.
Theorem 7.18. For anyCk Finsler manifold M in the sense of Palais (cf. [Pal66]) with Finsler metric
dF in each component of M , possibly with boundary, if TM satisfies C1-uniform property (∗k) (see
Definition 7.16), then for any C ′1 > C1, any Lipschitz function f : M → R and any ε > 0, there is a
C0,1 ∩ Ck function g : M → R such that
| f (m) − g(m)| < ε, ∀m ∈ M, and Lip g(·) ≤ C ′1 Lip f (·).
Proof. Since Ck Finsler manifold M in the sense of Palais, for any K > 1, M is C1 Finsler K-weak-
uniform manifold in sense of [JSSG11]. Now one can apply [JSSG11, Theorem 3.4], although the
setting in our theorem is a little more general, i.e., in that theorem, M is modeled on a Banach space
X admitting C1-uniform property (∗k). See also Appendix B for a sketch proof. 
We say a norm is Ck if it is Ck in X \ {0}; and it is Ck−1,1 if it is Ck−1,1 in X(r) \ X(r1)
(0 < r1 < r). In the following, let us consider the existence of C0,1 ∩ C1 bump function Ψ satisfying
(a) (b) in Section 7.1: the especial case Σ = K (see Example 7.19) and the general case K ⊂ Σ (see
Example 7.20).
Example 7.19 (Σ = K). If Σ = K (see e.g. [CLY00b,NS12,KNS15, JLZ18]), it suffices to focus on
(m̂, xs) 7→ |xs |. There exist at least the following ways to obtain C0,1 ∩ C1 bump function Ψ.
(a) If the norm of X is C1, then the function defined in (6.24), i.e. Ψ(m̂, x) = `(|x |) already fulfills
(a) (b) in Section 7.1 with the constant C1 sufficiently close to 1. For example the Hilbert norm
in Hilbert spaces and the usual norm in Lp(Ω) (1 < p < ∞) orWk,p(Ω) with Ω open in Rn.
(b) If X∗ is separable, then the original norm of X can be approximated by a C1 norm (see e.g.
[HJ14, Chapter 7, Theorem 103]), and so case (a) holds.
(c) If X∗ is weakly compactly generated (e.g., X is reflexive), then X admits a C1 norm (see e.g.
[HJ14]). So such Ψ always exists (where the constant C1 may not be close to 1).
(d) The above cases can not apply to X = C[0, 1] or L1(Ω) since C[0, 1] and L1(Ω) do not ad-
mit C1 norms. If Xcs = TΣs satisfies C0-uniform property (∗1), then using Theorem 7.18 and
Lemma 7.15, one can obtain such Ψ with constant C1 sufficiently close to C0 through approxi-
mating (m̂, xs) 7→ |xs | and compositing `(·). In particular, if Xcsm , m ∈ K are all separable Banach
space admitting C1 bump functions (i.e. the dual of Xcsm , m ∈ K are separable), then the constant
C1 can be taken as sufficiently close to 3; or if Xcsm , m ∈ K are all finite-dimensional, then C1 can
be close to 1.
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So under above cases, we have ψ̂ ∈ C1(Σs, [0, 1]) such that
ψ̂(m̂, xs) =
{
1, (m̂, xs) ∈ Xs
Σ̂
(η2),
0, (m̂, xs) ∈ Xs
Σ̂
(σ∗) \ Xs
Σ̂
(η1),
where 0 < η2 < η1 < σ∗, and if m̂1, m̂2 ∈ Ûm̂0 (∗) and m̂0 ∈ K̂ , then
|ψ̂(m̂1, xs1) − ψ̂(m̂2, xs2)| ≤
C1
η1 − η2 max{|Π
c
φ(m̂0)(φ(m̂1) − φ(m̂2))|, |Π
s
m0 (xs1 − xs2)|},
where C1 can be close to 1 in case (a) (b) and C1 → C0 as ∗, χ(∗) → 0 in case (d).
Example 7.20 (K ⊂ Σ). Consider the general case K ⊂ Σ (see e.g. [BC16,CLY00a]). Now we need
to focus on the approximation of d̂(·, K̂) (see (6.23)); i.e. the existence of C0,1 ∩C1 bump functions in
Σ̂. If T Σ̂ ≈ Xc
Σ̂
(the Finsler structure of Xc
Σ̂
given by |x |m = |x |, x ∈ Xcm) satisfies C0-uniform property
(∗1), then using Theorem 7.18 and Lemma 7.15 to approximate d̂(·, K̂), one obtains ϕ̂ ∈ C1(Σ̂, [0, 1])
(by compositing suitable bump function of R) such that
ϕ̂(m̂) =
{
1, m̂ ∈ K̂η2,
0, m̂ ∈ Σ̂ \ K̂η1,
and if m̂1, m̂2 ∈ Ûm̂0 (∗) and m̂0 ∈ K̂ , then
|ϕ̂(m̂1) − ϕ̂(m̂2)| ≤ C1
η1 − η2 |Π
c
φ(m̂0)(φ(m̂1) − φ(m̂2))|,
where C1 → C0 as ∗, χ(∗) → 0 and 0 < η2 < η1.
Particularly, if Σ̂ is finite-dimensional, or it is a Riemannian manifold with the Riemannian metric
≈ dF |Σ (dF is the Finsler metric given in Lemma 7.15) (for example X is a Hilbert space), then C1
can be taken close to 1. Or if Xcm, m ∈ Σ are all separable Banach space admitting C1 bump functions
(i.e. the dual of Xcm, m ∈ Σ are separable), then the constant C1 can be taken as sufficiently close to 3.
We notice that such ϕ̂ in Riemannian manifolds sometimes is important which was first introduced in
[AFLM05] (namely uniformly bumpable) and further studied in [JSSG11].
Combining with Example 7.19 and Example 7.20 (together with Example 7.17), we have the
following statements.
Corollary 7.21. Consider the following cases:
(a) X is a Hilbert space;
(b) the original norm of X is C1 or X∗ is separable, with finite-dimensional Σ or K = Σ;
(c) Xcsm , m ∈ Σ, are all finite-dimensional;
(d) X∗ is weakly compactly generated, and one of the following holds: K = Σ, or (Xcm)∗, m ∈ Σ, are
separable, or Xc
Σ̂
satisfies C0-uniform property (∗1) (see Definition 7.16);
(e) X∗ is separable;
(f) there is a bi-Lipschitz map Φ : X → Φ(X) ⊂ c0(Γ) with e∗γ ◦ Φ ∈ C1 for all γ ∈ Γ (where Γ is a
set);
(g) (Xcsm )∗, m ∈ Σ, are separable;
(h) Xcs
Σ̂
satisfies C0-uniform property (∗1) (see Definition 7.16).
Then there is a function Ψ satisfying (a) (b) in Section 7.1. Moreover, if one of cases (a) ∼ (c) holds,
then the constant C1 can be taken as sufficiently close to 1.
Proof. All the cases have been discussed in Example 7.19 and Example 7.20which imply the existence
of ψ̂ and ϕ̂ mentioned in those examples. Note that for any  > 0, if p is sufficiently large, then
(1 + )−1max{a, b} ≤ (ap + bp)1/p ≤ (1 + )max{a, b}, 0 ≤ a, b ≤ 2.
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So let us define Ψ(m̂, xs) = 2−1/p(ϕ̂(m̂)p + ψ̂(m̂, xs)p)1/p , and consequently Ψ satisfies (a) (b) in
Section 7.1. The proof is complete. 
Let us consider under what cases the functionΨ satisfying (a) (b) in Section 7.1 can beCk−1,1∩Ck .
In the existing references, we can not find general theory to deal with this problem. So we only
concentrate some special cases.
Remark 7.22. (I). (Ck + compactness) Consider the following two cases.
(a) Assume Σs ∈ Ck , Ψ ∈ Ck and K̂ is compact in Σ̂. Then Ψ ∈ Ck−1,1 ∩ Ck in Xs
K̂
() for small
 > 0.
(i) A special case of Σs ∈ Ck is that Σ̂ ∈ Ck and m̂ 7→ Πs
φ(m̂) is C
k . A priori map m̂ 7→ Πs
φ(m̂)
might beC0, but in some cases this can be done byCk approximation of m̂ 7→ Πs
φ(m̂); for example
Σ̂ is a separable and finite-dimensional manifold (see e.g. [BLZ08, Theorem 6.9] or Section 10.2
for more general results). (ii) Ψ ∈ Ck can be obtained by assuming that Xcs
Σ̂
satisfies C0-uniform
property (∗k). So Σs ∈ Ck and Ψ ∈ Ck can be obtained if Xcs
Σ̂
satisfies C0-uniform property (∗k)
and Σ̂ ∈ Ck (when K̂ is compact); see Section 10.2. Here, we mention that if Σ̂ is embedding,
then K̂ is compact in Σ̂ if and only if K is compact in X .
(b) In many cases, one can, without loss of generality, assume Xs
Σ̂
= 0. In case (a), Σ̂ ∈ Ck sometimes
can not be satisfied especially when we need construct Σ from K (see e.g. [BC16, CLY00a] or
Theorem 10.15 for general results). What we know usually is Σ̂ \ K̂ ∈ Ck . Since we only need
Ψ ∈ Ck−1,1 ∩ Ck in Σ̂ \ K̂η˜ , a natural way such that Ck implies Ck−1,1 is that K̂ is bounded in Σ̂
and Σ̂ is locally compact (i.e. Σ̂ is finite-dimensional).
This situation was also studied in [BC16, CLY00a] in the finite-dimensional setting with K
compact. But it also frequently happens in the infinite-dimensional dynamical systems. For
instance, (i) K is an isolated equilibrium and the essential spectrum bound of the linearized
dynamic at K is strictly smaller than 1 (see e.g. [DPL88,MR09]); (ii) K is a (non-trivial) period
orbit of some dynamical system with some compactness (see e.g. [SS99,HR13]).
(II). (K = Σ) A special case such that Ψ ∈ Ck−1,1 ∩ Ck is that K = Σ ∈ Ck−1,1 ∩ Ck , m̂ 7→ Πs
φ(m̂)
is Ck−1,1 ∩ Ck , and X is a Hilbert space (or the original norm of X is Ck−1,1 ∩ Ck , e.g. X = Lp(Ω)
or Wk,p(Ω) where p is even or p ≥ k is odd). Although from the abstract viewpoint it is very
restrictive, for the application in some practice problems, this is in some sense friend; see also
[NS12,KNS15, JLZ18].
(III). In general, one needs to consider separately about ψ̂ and ϕ̂ in Example 7.19 and Example 7.20
on a case-by-case basis. We have no idea to address the existence of Ck−1,1 ∩Ck bump function with
property (a) (b) in Section 7.1 in general Finsler manifolds (and even in the finite-dimensional but
non-precompact Finsler manifolds).
Remark 7.23. (a) We notice the existence ofCk−1,1∩Ck bump function Ψ is not necessary, and what
we exactly need is the following blip map which was introduced in [BR17] for a Banach space, i.e. a
Ck−1,1 ∩ Ck map Ψb : Σs → Σs such that Ψb(x) = x if x ∈ Xs
K̂η2
(η2), Ψb(Σs) ⊂ Xs
K̂η1
(η1), and the
Lipschitz property (b) in Section 7.1 holds. In the construction of graph transform Γ, one can use Ψb
instead of Ψ, i.e. for h˜ = Γ˜(h), define ĥ = h˜ ◦ Ψb (which is well-defined); now Γ : h 7→ ĥ.
(b) Consider a special situation K = Σ. Then the existence of such Ψ implies the existence of such
Ψb , but not vice versa.
(c) For a Banach space B, a blip map is a global bounded local identity at zero Ck,α map
bε : B → B where bε(x) = x if x ∈ B(ε) (see [BR17]). Any Banach space admitting a Ck,α bump
function possesses such a blip map, and for B = C[0, 1] (which does not exist C1 bump functions), it
has natural blip maps defined by likely bε(x)(t) = `(x(t))x(t) where `(·) is a suitable bump function
in R.
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(d) So if Σ is a complemented subspace of C[0, 1], K = Σ(), and Xs
Σ
= 0, then we always have
such Ψb but not Ψ (if the dual of Σ is not separable). However, we do not know any results about the
existence of blip maps in Finsler manifolds as in (a); note that one way to construct such blip maps
is using Ck−1,1 ∩ Ck smooth partitions of unit but this implies the existence of Ck−1,1 ∩ Ck bump
functions.
8. Invariant case: proof of Theorem III
Assume the conditions in Theorem III hold.
We only consider that Ĥ ≈ (F̂cs, Ĝcs) satisfies (A′)(α, λu) (B)(β; β′, λcs) condition in cs-direction
at K . The (•2) case can be proved by using a similar argument in Section 9.
All the constants defined in Section 6.1 will be used here but now η = 0 and Σ = K .
For the existence results, the construction of the graph transform is the same as in Section 6.2.1.
Let us define a metric space as (see also (6.8))
Σµ,0,∗,σ∗,%∗ = {h : XsΣ̂(σ∗) → X
u
Σ̂
(%∗) is a bundle map over id :
h(m̂, 0) = 0, m̂ ∈ Σ̂,Graphh ∩ Xsu
K̂∗
(σ∗, %∗) is µ-Lip in u-direction},
and its metric now is defined by
d2(h1, h) = sup{|h1(m̂, xs) − h(m̂, xs)|/|xs | : (m̂, xs) ∈ Xs
Σ̂
(σ∗)}.
Since h(m̂, 0) = 0 for all m̂ ∈ Σ̂ and Lip h(m̂, ·) ≤ µ1(m̂) (with supm̂ µ1(m̂) < ∞), we see that the
metric d2 is well defined and Σµ,0,∗,σ∗,%∗ is complete under d2.
For h ∈ Σµ,0,∗,σ∗,%∗ , let fm̂0 be its local representation of Graphh∩ XsuΣ̂ (σ∗, %∗) at m̂0. Define f˜m̂(·)
as in (6.12).
• Note that since η = 0, f˜m̂(0) = 0.
• Lemma 6.5 also holds since the proof only relies on the (A′) (B) condition of H(m0 + ·) − u(m2) ∼
(F˜cs, G˜cs).
• Lemma 6.6 holds with η = 0; here take K1 = K ′1 = 0. Now we can define the graph transform as
Γ : Σµ,0,∗,σ∗,%∗ → Σµ,0,∗,σ∗,%∗, h 7→ ĥ = Ψ · h˜.
Here, note also that h˜(m̂, xs) = f˜m̂(0, xs) for all (m̂, xs) ∈ Xs
Σ̂
(σ1∗ ) due to Σ = K .
• Finally, let us show LipΓ ≤ $∗1 supm̂0∈Σ̂
λcs (φ(m̂0))λu (φ(m̂0))
1−α(φ(m̂0))µ1(û(m̂0)) < 1 in the metric d2; here $
∗
1 → 1 as
∗, χ(∗) → 0.
Proof. Continue the proof in Lemma 6.10. Since Σ = K , we can let m̂0 = m̂ and so the equation
(6.29) can be rewritten as{
m + xs + h˜1(m̂, xs) = m + xs + f˜ 1
m̂
(0, xs),
m + xs + h˜2(m̂, xs) = m + xcs2 + f˜ 2m̂(xcs2 ),
i.e. now xcs1 = (0, xs). We have shown in Lemma 6.10 that
(8.1) | h˜1(m̂, xs) − h˜2(m̂, xs)| ≤ $
∗
1λu(m)
1 − α(m)µ1(m̂1) |h
1(m̂1, xs1) − h2(m̂1, xs1)|.
Since
m1 + x˜1 + f 1m̂1 (x˜
1) = m1 + xs1 + h1(m̂1, xs1),
where x˜1 = x1
m̂
(0, xs) is defined in (6.30), from (5.6) (in Lemma 5.7), we get
|xs1 | ≤ $∗1 |x1m̂(0, xs)| ≤ $∗1λcs(m)|xs |,
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and so combining with (8.1), we obtain LipΓ ≤ $∗1 supm̂0∈Σ̂
λcs (φ(m̂0))λu (φ(m̂0))
1−α(φ(m̂0))µ1(û(m̂0)) < 1. This gives the
proof. 
We have finished the proof of existence results, i.e. the existence of Wcs
loc
(Σ) satisfying the
representation in Theorem I (1iii), Σ ⊂ Wcs
loc
(Σ), and the local invariance under H. For the regularity
results, this has already been proved in Section 7 (see Lemma 7.6 and Remark 7.8); the proofs given
there do not need any modification.
Consider the partial characterization given in Theorem III (2) (see also [Che19a, Section 4.4] for
the similar argument).
Let {zk = (m̂k, xsk, xuk )}k≥0 ⊂ XsΣ̂(ε0) ⊕ X
u
Σ̂
(%∗) be given as in Theorem III (2). Then
mk + xsk + x
u
k = u(mk−1) + xˆcsk + xˆuk ∈ H(mk−1 + xsk−1 + xuk−1),
where mj = φ(m̂j), m̂k ∈ Ûû(m̂k−1)(∗) and xˆκk ∈ Xκu(mk−1), κ = cs, u.
Since
β′(u(φ(m̂))) + χˆ < β˜0(m̂) < β(φ(m̂)) − χˆ,
we can assume β˜0(m̂k)(1 + χ∗) + χ∗ ≤ β˜(m̂k) (by making ∗, χ(∗) small).
First note that if |xu
k
| ≤ β˜0(m̂k−1)|xsk | for all k ≥ 0, then by Lemma 5.7,
| xˆuk | ≤ (β˜0(m̂k−1)(1 + χ∗) + χ∗)| xˆcsk | ≤ β˜(m̂k−1)| xˆcsk |,
which yields by (A′) (B) condition of Ĥmk−1 = H(mk−1 + ·) − u(mk−1) that
| xˆcsk | ≤ λcs(mk−1)|xsk−1 | ⇒ |xsk | ≤ λ˜cs(mk−1)|xsk−1 |.
Particularly,
|xsk | ≤ λ˜cs(mk−1)|xsk−1 | ≤ λ˜cs(mk−1)λ˜cs(mk−2) · · · λ˜cs(m0)|xs0 |,
and so supk{εs(m̂0)εs(m̂1) · · · εs(m̂k−1)}−1(|xsk | + |xuk |) < ∞.
Therefore, it suffices to show if supk{εs(m̂0)εs(m̂1) · · · εs(m̂k−1)}−1(|xsk | + |xuk |) < ∞, then xuk =
h0(m̂k, xsk) where h0 is given in Theorem III (i.e., Theorem I (1iii)). From the proof of (8.1) (see also
Lemma 6.14), we have (by also noting that (m̂k−1, xsk−1) ∈ XsΣ̂(ε0))
|h(m̂k−1, xsk−1) − xuk−1 | ≤
$∗1λu(mk−1)
1 − α(mk−1)µ1(m̂k) |h(m̂k, x
s
k) − xuk |.
Set
λ̂
(k)
u (m0) =
$∗1λu(m0)
1 − α(m0)µ1(m̂1)
$∗1λu(m1)
1 − α(m1)µ1(m̂2) · · ·
$∗1λu(mk−1)
1 − α(mk−1)µ1(m̂k),
and ε(k)s (m̂0) = εs(m̂0)εs(m̂1) · · · εs(m̂k−1). Since
0 < εs(m̂) < λ−1u (φ(m̂))ϑ(φ(m̂)) − χˆ,
we can assume supk
$∗1εs (m̂k−1)λu (mk−1)
1−α(mk−1)µ1(m̂k ) < 1 (if ξ1 and ∗, χ∗ are small). Now we get
|h(m̂0, xs0) − xu0 | ≤ λ̂(k)u (m0)|h(m̂k, xsk) − xuk | ≤ C˜λ̂(k)u (m0)ε(k)s (m̂0) → 0, as k →∞,
where C˜ is some constant independent of k. The proof of Theorem III is complete. 
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9. Trichotomy case: proof of Theorem IV
Assume the conditions in Theorem IV hold. (The following arguments in fact give a proof of (•1)
case in Theorem I, i.e., Ĥ ≈ (F̂cs, Ĝcs) satisfies (A) (α, λu) (B) (β; β′, λcs) condition in cs-direction
at K .)
Let ι˜(·) be given as in Sublemma 6.1 (by applying to Ĥ ≈ (F̂κ, Ĝκ)with (A) (ακ2 ; α′κ2 , λκ2 ) (B) (βκ1 ;
β′κ1 , λκ1 ) condition), where ι stands for ακ2 , α
′
κ2 , βκ1 , β
′
κ1 , λκ1 , λκ2 , and κ1 = cs, κ2 = u, κ = cs, (or
κ1 = s, κ2 = cu, κ = cu). Note also that (A) (αu; α′u , λu) condition implies (A′) (α′u , λu) condition.
Use α′u, βcs, β′cs, instead of α, β, β′ and α˜′u instead of α˜ in observations (I) ∼ (VII). Let us take all the
constants defined in Section 6.1.
Since supm λu(m)(1−α′u(m)β′cs(u(m)))−1 < 1 does not be assumed, in general, the graph transform
Γ (defined in Section 6.2) does not map Σlip,µ,K1 into Σlip,µ,K1 . Note that if η = 0, then it is obvious
ΓΣlip,µ,0 ⊂ Σlip,µ,0.
As supm λu(m) < 1, choose n ∈ N large such that
(sup
m
λu(m))n < 1 − 2 sup
m
α′u(m)β′cs(u(m)).
Then there is a constant K1 ≥ 1 such that ΓnΣlip,µ,K1 ⊂ Σlip,µ,K1 ; moreover, LipΓn < 1.
Proof. For simplicity, let n = 2. We only consider the case (1) and leave the case (2) to readers. Take
m̂0 ∈ K̂ . Let Îm̂0 be the correspondence determined by F1m̂0 , G
1
m̂0
so that Îm̂0 ∼ (F1m̂0,G
1
m̂0
). Since
Lip F1
m̂0
(xcs, ·) is small, it is well defined that Hm̂0 , Îm̂0 ◦ Ĥm̂0 ∼ (F˜(1)m̂0 , G˜
(1)
m̂0
) and so Hû(m̂0) ◦ Hm̂0 ∼
(F˜(2)
m̂0
, G˜(2)
m̂0
) with
F˜(i)
m̂0
: Xcsm0 (r0) × Xuu(i)(m0)(r0) → X
cs
u(i)(m0), G˜
(i)
m̂0
: Xcsm0 (r0) × Xuu(i)(m0)(r0) → X
u
m0, i = 1, 2,
wherem0 = φ(m̂0) and r0 is given in observation (I); moreover |F˜(2)m̂0 (0, 0)| ≤ K00η, |G˜
(2)
m̂0
(0, 0)| ≤ K00η
for some fixed constant K00 > 1 (see e.g. Lemma 6.3) if η is small.
Let
λ
′
u = sup
m̂∈K̂
λu(φ(û(m̂)))λu(φ(m̂))
1 − α(φ(û(m̂)))µ1(û2(m̂)), K1 =
λ
′
u βˆ + 1
1 − λ′u
K00.
For h(2) ∈ Σlip,µ,K1 , write Γih(2) = h(2−i), i = 1, 2. Let f (i)m̂0 be the local representation of
Graphh(i) ∩ Xsu
K̂∗
(σ∗, %∗) at m̂0 ∈ K̂ . Note that for |xcs | > η′′1 , f (i)m̂0 (x
cs) = g0
m̂0
(xcs), where g0
m̂0
is
defined by (7.2). Then for i = 1, 2,
(9.1)
{
F˜(i)
m̂0
(xcs, f (i)
ûi (m̂0)(x
(i)
m̂0
(xcs))) = x(i)
m̂0
(xcs),
G˜(i)
m̂0
(xcs, f (i)
ûi (m̂0)(x
(i)
m̂0
(xcs))) = f (0)
m̂0
(xcs), x
cs ∈ Xcs
φ(m̂0)(e0η
′
1).
We first need to show | f (0)
m̂0
(0)| ≤ K1η.
Let K00η ≤ 0,∗η0 (where 0,∗ = O∗ (1) defined in (6.2)) be small such that (6.6) holds; in addition,
(6.6) also holds when replace K1,K2 = K2(K1) by K ′1 = λu(βˆ + K1) + 1,K2(K ′1).
Note that by Lemma 6.6 (1), h(1) ∈ Σµ,K′1,∗,σ∗,%∗ and Γh(1) = h(0) ∈ Σµ,K′′1 ,∗,σ∗,%∗ , and so
| f (1)
m̂0
(0)| ≤ K ′1η, | f (0)m̂0 (0)| ≤ K
′′
1 η,
where K ′1 = λ
′
u(βˆ + K1) + 1 and K ′′1 = λ
′
u(βˆ + K ′1) + 1.
Due to Lemma 7.2, by taking 0,∗ (i.e. ∗) small, we can assumeHû(m̂0)◦Hm̂0 ∼ (F˜(2)m̂0 , G˜
(2)
m̂0
) satisfies
(A′) (α˜′u(m1), λ˜u(m0)λ˜u(m1)) (B) (β˜cs(m1); µ1(m̂0), λ˜cs(m0)λ˜cs(m1)) condition, wherem0 = φ(m̂0) and
m1 = u(m0). Now applying the same argument in Lemma 6.3 to (9.1) (for i = 2), we obtain that
| f (0)
m̂0
(0)| ≤ K1η as λ′u < 1. This means that Γ2Σlip,µ,K1 ⊂ Σlip,µ,K1 .
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Furthermore, by the same argument given in Lemma 6.10 (but in this case considering
xi
m̂0
(xcsi ) + f iû2(m̂0)(x
i
m̂0
(xcsi )) ∈ Hû(m̂0) ◦ Hm̂0 (xcsi + f im̂0 (x
cs
i )),
instead of equation (6.30)), we have LipΓ2 < 1. 
Particularly, we have a unique hcs0 belonging to Σlip,µ,K1 such that Γ
nhcs0 = h
cs
0 . Let us show
Γhcs0 = h
cs
0 . Write Γh
cs
0 = h
′
0. By Lemma 6.6 (1), h
′
0 ∈ Σlip,µ,K′1 . Without loss of generality, let
K ′1 ≥ K1. Since we also have ΓnΣlip,µ,K′1 ⊂ Σlip,µ,K′1 and Γnh′0 = h′0. Note that hcs0 ∈ Σlip,µ,K′1 and
Γn has only one fixed point in Σlip,µ,K′1 , we see h
′
0 = h0, i.e., Γh
cs
0 = h
cs
0 .
Now we have a center-stable manifoldWcs
loc
(K) = Graphhcs0 ⊂ XsΣ̂(σ∗) ⊕ X
u
Σ̂
(%∗) of K , where
Graphhcs0 , {(m̂, xs, h0(m̂, xs)) , φ(m̂) + xs + hcs0 (m̂, xs) : m̂ ∈ Σ̂, xs ∈ Xsφ(m̂)(σ∗)},
with Graphhcs0 being µ
′
cs-Lip in u-direction around K (see Definition 5.8) and µ′cs(·) ≈ βcs(·);
moreover, Ωcs ⊂ H−1Wcsloc(K) where
Ωcs = Graphhcs0 |Xs
K̂ε0
(ε0),
and ε0 > 0 is small given in Lemma 6.11. Also, by Lemma 6.5, Ωcs is µcs-Lip in u-direction around
K (see Definition 5.8) with µcs(·) ≈ β′cs(·).
In order to give a center-unstable manifold of K , consider the dual correspondences H˜cum (see
Definition 2.2) of Hcum , H(m + ·) − u(m) : X̂sm(r) × X̂cum (r1) → X̂su(m)(r2) × X̂cuu(m)(r), m ∈ K;
the “center-stable direction” results for H˜cum will give us the desired results. That is, we have
hcu0 : X
u
Σ̂
(σ∗) → Xs
Σ̂
(%∗) satisfying Theorem IV (1) and Wculoc(K) = Graphhcu0 ⊂ XsΣ̂(%∗) ⊕ X
u
Σ̂
(σ∗)
with Graphhcu0 being µ
′
cu-Lip in s-direction around K (see Definition 5.8) where µ′cu(·) ≈ αcu(·); in
addition, Ωcu ⊂ HWculoc(K), where
Ωcu = Graphhcu0 |Xu
K̂ε0
(ε0),
which is µcu-Lip in s-direction around K (see Definition 5.8) with µcu(·) ≈ α′cu(·). Now we have
(9.2) max
κ=s,u
{ sup
m̂∈K̂
|hcκ0 (m̂, 0)|} ≤ K ′0η,
for some constant K ′0 > 0.
As supm αcu(m)βcs(m) < 1 (in (B3) (a) (i)), we can assume supm µ′cs(m)µ′cu(m) < 1. Then for
m̂ ∈ K̂η1 , the following equation {
xu = hcs0 (m̂, xs),
xs = hcu0 (m̂, xu),
has a unique solution xu = xu(m̂), xs = xs(m̂) if η is further smaller. Note also that by the construction,
if m̂ ∈ Σ̂ \ K̂η1 , then hcs0 (m̂, ·) = hcu0 (m̂, ·) = 0.
Proof. Letting ν1 = K ′0η + supm µ
′
cs(m)K ′0η, and ν0 = (1 − supm µ′cs(m)µ′cu(m))−1ν1, we choose η to
satisfy K ′0η + supm µ
′
cu(m)ν0 ≤ σ∗ in order to solve xu = hcs0 (m̂, hcu0 (m̂, xu)) in Xuφ(m̂)(ν0). 
Define hc0 (m̂) = xs(m̂)+xu(m̂). It givesΣc = Wcsloc(K)∩Wculoc(K) = Graphhc0 satisfyingTheorem IV
(1) and Ωc , Ωcs ∩Ωcu ⊂ H±1Σc . Also, note that supm̂ |hc0 (m̂)| ≤ K ′′0 η for some K ′′0 > 0.
Conclusion (2) in Theorem IV follows from Lemma 6.12. Conclusions (2) (3) in Theorem IV can
be proved the same as in Section 7 but in this case we need to consider equation (9.1).
Therefore, we complete the proof of Theorem IV. 
Remark 9.1. The above argument in fact implies more which we discuss in the following.
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(1) We say Ĥ ≈ (F̂κ, Ĝκ) satisfies (A′1) (α;λ1; c) (resp. (A1)(α; α1, λ1; c)) condition in κ-
direction at K , if for all mρ ∈ K and n, ρ ∈ N, letting m = uρ(mρ),
Ĥ(n)m ∼ (F̂(n)m , Ĝ(n)m ) : X̂κm(rn) ⊕ X̂κ1m (rn,1) → X̂κun(m)(rn,2) ⊕ X̂κ1un(m)(rn),
where rn, rn,i > 0, i = 1, 2, are independent of m ∈ K , and if (F̂(n)m , Ĝ(n)m ) satisfies (A′)(α(mρ),
c(mρ)λn1 (mρ)) (resp. (A) (α(mρ); α′(mρ), c(mρ)λn1 (mρ))) condition (see Definition 2.3).
Similarly, (B′1) (β;λ2; c) (resp. (B1) (β; β1, λ2; c)) condition in κ-direction at K can be defined.
(2) Let us replace (A3) (a) (i) (ii) by the following (A3′) (a) (i) (ii).
(A3′) (a) Ĥ ≈ (F̂cs, Ĝcs) satisfies (A′1)(α; λu; c) (B1)(β; β′, λcs; c) condition in cs-direction at K
(see Definition 4.2) with supm c(m) < ∞. Moreover,
(i) (angle condition) supm α(m)β′(m) < 1/(2ς0), infm{β(m) − ς0β′(m)} > 0;
(ii) (spectral condition) supm λu(m) < 1.
Then all the results in Theorem I case (1) hold. In addition, if we replace the spectral gap condi-
tion supm∈K λcs(m)λu(m)ϑ(m) < 1 (in (A4) (ii)) by supm∈K λcs(m)λu(m) < 1, then the results in
Theorem II case (1) still hold.
In fact, in this case Hm̂0 , Îm̂0 ◦ Ĥm̂0 satisfies (A′) (α˜(mρ), c(mρ)λ˜nu(mρ)) (B) (β˜(mρ); β˜′(mρ),
c(mρ)λ˜ncs(mρ)) condition, where m0 = uρ(mρ) = φ(m̂0) ∈ K . First choose n ∈ N large such that
cˆ{sup
m
λ˜u(m)}n < 1 − sup
m
α˜(m)β˜′(m),
where cˆ = supm c(m). Now the graph transform Γ (defined in Section 6.2) satisfies ΓnΣlip,µ,K1 ⊂
Σlip,µ,K1 and LipΓn < 1.
Note that if we consider Ĥ(n)m for large n instead of Ĥm, then we can assume infm{β(m) − β′(m)}
are large (see e.g. Lemma 2.4 (b)); but in this case, what we obtain is the invariance under Hn (not
for H).
(3) Similarly, if (A3′) holds with ς0 ≥ 1 and (6.1) holds with 0 < γ∗u < 1 and small γ0 > 0, then
the results in Theorem II case (2) are still true.
(4) The same remark can be made for Theorem III and Theorem IV.
10. Invariant manifold of approximately invariant sets
In this section, we study the existence and smoothness of invariant manifolds for approximately
invariant sets which were also obtained by Chow, Liu and Yi for ODEs in Rn (see [CLY00a]), and
Bonatti and Crovisier for maps in smooth Riemannian manifolds (see [BC16]). The main tool is the
geometric version of Whitney extension theorem in the infinite-dimension.
Notations. Throughout this section, we use the following notations:
• supp f = {x : f (x) , 0} if f : M → Y where M is a topological space;
• when Y is a linear space, for A1 ⊂ Y , the convex hull of A1 is defined by
co(A1) =
{
n∑
i=1
ai xi : xi ∈ A1, ai ∈ [0, 1],
n∑
i=1
ai = 1, n ∈ N
}
;
• forW ⊂ M , writeW{ = M \W = {x ∈ M : x < W};
• V b W if V ∩W{ = ∅ where V,W are subsets of a topological space;
• O (A) = {x ∈ M : d(x, A) < } if A is a subset of a metric space M with metric d;
• B (x) = B ({x}), and we also write B = B (0).
10.1. smooth analysis in Banach spaces: some backgrounds. Let us review some results about
approximation and extension problems in the vector-valued version. The first is Dugundji’s general-
ization of Tietze extension for continuous vector-valued functions; the following is a special case of
such well known result (see [Dug66, Theorem 6.1]).
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Theorem10.1 (Dugundji extension theorem). LetM be ametric space andY a normed space. Assume
A ⊂ M is closed and f : A→ Y is continuous. Then there is a continuous function g : M → Y such
that g |A = f and g(M) ⊂ co f (A).
Next, consider the smooth approximation of continuous functions which relies on the existence of
smooth partitions of unity.
Let M be a Ck manifold locally modeled on a Banach space X where k ∈ N or k = ∞. A Ck
partition of unity on M is a collection {(Vγ, φγ)} such that
(i) {Vγ} is a locally finite open covering of M , i.e. Vγ is open, ⋃γ Vγ = M , and for any m ∈ M ,
there is a neighborhood U of m such that U ∩ Vγ = ∅ except for finitely many γ;
(ii) φγ ∈ Ck(M,R+) and suppφγ ⊂ Uγ for all γ;
(iii)
∑
γ φγ(m) = 1 for all m ∈ M .
We say M admits Ck partitions of unity if for any Ck atlas {(Uα, ϕα)} of M , there is a Ck partition of
unity {(Vγ, φγ)} such that for each γ, Vγ ⊂ Uα(γ) for some α(γ); sometimes we also say {(Vγ, φγ)} is
subordinate to the open cover {Uα}. We collect some classical facts about M admitting Ck partitions
of unity; see [AMR88, Section 5.5] and [HJ14, Section 7.5].
Theorem 10.2. (1) (R. Palais) For a paracompact Ck manifold M locally modeled on a Banach
space X , M admits Ck partitions of unity if and only if X admits Ck partitions of unity.
(2) (H. Toruńczyk) If X is weakly compactly generated (e.g. X is separable or reflexive) and X
admits a Ck bump function, then X admits Ck partitions of unity. Particularly, (R. Bonic and
J. Frampton) if X∗ is separable, then X admits C1 partitions of unity; (H. Toruńczyk) if X is a
Hilbert space, then X admits C∞ partitions of unity.
The following is a well known result concerning theCk approximation of continuous vector-valued
functions; here, we give a little generalized version for our purpose.
Theorem 10.3. Let M be a Ck manifold admitting Ck partitions of unity and Y a normed space. If
(a) f : M → Y is continuous and there are two open subset V b V˜ ⊂ M such that f is Ck in V˜ ,
(b) O b O˜ ⊂ M where O, O˜ are open, and
(c) δ(·) : M → (0,∞) is any continuous function;
then there is a continuous map g : M → Y such that (1) g is Ck in V˜ ∪ O; (2) g |V∪O˜{ = f |V∪O˜{ ;
(3) |g(x) − f (x)| < δ(x) for all x ∈ M; and (4) g(M) ⊂ co( f (M)).
Proof. The proof is easy. For each x, since δ(x) > 0 is continuous at x, there exists an open
neighborhood Ux of x such that δ(x)/2 < δ(y) for all y ∈ Ux ; in addition, as f is continuous, we can
further assume | f (y) − f (x)| < δ(x)/2 and so | f (y) − f (x)| < δ(y) for all y ∈ Ux . As {Ux}x∈M is an
open covering of M , by the assumption on M , there is a Ck partition of unity {(Vγ, φγ)} subordinate
to this open covering. For each γ, choose one xγ such that Vγ ⊂ Uxγ . Define
f1(y) =
∑
γ
φγ(y) f (xγ), y ∈ M .
Then f1 ∈ Ck , f1(M) ⊂ co( f (M)) and
| f1(y) − f (y)| ≤
∑
γ
φγ(y)| f (xγ) − f (y)| <
∑
γ
φγ(y)δ(y) = δ(y).
Let θi : M → [0, 1], i = 1, 2, be Ck functions such that θ1(V) ≡ 1, θ1(V˜{) ≡ 0, and θ2(O) ≡ 0,
θ2(O˜{) ≡ 1; see e.g. [AMR88, Proposition 5.5.8]. Define
g(x) = (1 − θ2(x))(θ1(x) f (x) + (1 − θ1(x)) f1(x)) + θ2(x) f (x), x ∈ M,
which gives the desired properties (1) ∼ (4). The proof is complete. 
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Finally, let us focus on the C1 extension problem in the infinite-dimension, i.e. the Whitney
extension problem in Banach spaces. The Whitney extension theorem in Rn (see [Whi34]) with later
generalizations due to G. Glaeser, E. Bierstone, P. D. Milman, C. Fefferman, etc, is a celebrated
result in mathematical analysis. However, such Whitney extension theorem in general fails for C3
(or C2,1) functions even in separable Hilbert spaces (see [Wel73]). A positive result for C1 functions
(with bounded derivatives) was recently obtained by M. Jiménez-Sevilla and L. Sánchez-González
[JSSG13] based on the techniques due D. Azagra, R. Fry and L. Keener [AFK10]. This was done in
[JSSG13] by introducing property (∗) of a pair of Banach spaces (see also Definition 7.16 for a special
case); this property is also demonstrated to be a necessary condition.
Definition 10.4. The pair of Banach spaces (X, Z) is said to have C∗-property (∗) (or for short
property (∗)) if there is a constant C∗ ≥ 1 (only depending on X, Z) such that for each closed A ⊂ X ,
each Lipschitz function f : A → Z and each ε > 0, there is a C1 smooth and Lipschitz function
g : X → Z such that | f (x) − g(x)| < ε for all x ∈ A and Lip g ≤ C∗ Lip f .
It is easy to see that if (X, Z) has C∗-property (∗), the X satisfies C∗-property (∗1) in the sense of
Definition 7.16; see also [JSSG13, Remark 1.3 (4)].
Example 10.5. We list some examples of (X, Z) having property (∗) which are taken from [JSSG13,
Section 2].
(a) Let X be finite-dimensional and Z a Banach space. Then (X, Z) has C∗-property (∗) with C∗ only
depending on the dimension of X .
(b) Let X, Z be Hilbert spaces with X separable. Then (X, Z) has C∗-property (∗) for some fixed
C∗ > 0 independent of X, Z . In fact, we can choose C∗ = 2 +  for any small  > 0 (see
Example B.2 and [JSSG13, Example 2.2]).
(c) The pairs (L2, Lp) (1 < p < 2) and (Lq, L2) (2 < q < ∞) have C∗-property (∗) with C∗ only
depending on p and q, respectively.
(d) Let X, Z be Banach spaces such that X∗ is separable and Z is an absolute Lipschitz retract (e.g.
Z = C(K) for some compact metric space K or a complemented subspace of C(K)). Then (X, Z)
has property (∗).
(e) Let X, Z be Banach spaces such that X satisfies property (∗1) (see Definition 7.16) and Y is finite-
dimensional. Then (X, Z) has property (∗). Particularly, if X is a Hilbert space, then (X,Rn) has
property (∗).
(f) If (X, Z) has property (∗), X1 is a subspace of X , and Z1 is complemented in Z , then (X1, Z1) also
has property (∗).
The following version of Whitney extension theorem in Banach spaces is the main results of
[JSSG13] (see Theorems 3.1 and 3.2 thereof).
Theorem 10.6 (M. Jiménez-Sevilla and L. Sánchez-González). Let (X, Z) be a pair of Banach spaces
having C∗-property (∗), A ⊂ X a closed subset of X , and a function f : A→ Z . Suppose f is C1 at A
in the sense of Whitney, that is, there is a continuous map D : A→ L(X, Z) such that for each x ∈ A
and each ε > 0, there is r > 0 such that
| f (y) − f (z) − D(x)(y − z)| ≤ ε |y − z |, ∀y, z ∈ A ∩ Br (x).
Then there is a C1 function g : X → Z such that g |A = f and Dg(x) = D(x) for all x ∈ A.
Furthermore, if C = supx∈A{|D(x)|} < ∞ and f is Lipschitz, then we can choose g such that it
additionally satisfies Lip g ≤ (1 + C∗)(C + Lip f ).
The general Whitney extension theorem in Banach spaces for C2 (or C1,1) functions is still open.
In the following Section 10.2 and Section 10.3, we will give some generalizations of above results
suited for our purpose. Especially, a geometric version of Whitney extension theorem in Banach
spaces (see Theorem 10.15) based on Theorem 10.6 is obtained originally due to [CLY00a,BC16] in
the finite-dimensional setting; see also [OW92, Corollary 3.3] for a similar result.
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10.2. approximation and extension between two manifolds: preparation. Throughout this sub-
section, we make the following assumption.
Assumption. Assume M is a C1 paracompact manifold admitting C1 partitions of unity and modeled
on a Banach space X . Let N be any C1 (boundaryless) Banach manifold with a (compatible) metric
d. Here, note that M admits a metric.
A C1 local chart (V, ϕ) of N is said to be C0,1 with respect d if for ϕ : V → ϕ(V) ⊂ YV where YV
is a Banach space with norm | · |, it holds
(>) d(ϕ−1(x), ϕ−1(y)) ≤ Cϕ |x − y |,
where x, y ∈ ϕ(V) and Cϕ > 0. Note that such local chart is nothing if (V, ϕ) is a local chart at m ∈ V
with V small (i.e. V = ϕ−1(B ) where ϕ(m) = 0 and  is small).
Theorem 10.7 (C0 approximation by C1 maps). Let f : M → N and δ : M → (0,∞) be continuous.
Assume {(Vi, ϕi)} beC1∩C0,1 local charts of N (with ϕi(Vi) convex) such that f (M) ⊂ ⋃∞i=1 Vi . Then
there is a C1 map g : M → N such that d(g(x), f (x)) < δ(x) for all x ∈ M . If, in addition, f is C1 in
a neighborhood of K ⊂ M where K is closed, then we can further choose g such that g |K = f |K .
Proof. First let us prove the following local extension lemma.
Lemma 10.8. Take a C1 ∩ C0,1 local chart (V, ϕ) of N with ϕ(V) convex. Let Ô1 b O˜1 ⊂ M and
Ô2 b f −10 (V) with Ô1, O˜1, Ô2 open. Let f0 : M → N be C0 such that f0 is C1 in O˜1. Then there is a
C0 map f˜ : M → N such that
(i) d( f˜ (x), f0(x)) < δ(x) for all x ∈ M;
(ii) f˜ |
Ô1∪( f −10 (V )){ = f0 |Ô1∪( f −10 (V )){ ;
(iii) f˜ is C1 in O˜1 ∪ Ô2; and
(iv) f −10 (V) ⊂ f˜ −1(V).
Proof. Let U1 = Ô2 \ O˜1. Then U1 ∩ Ô1 = ∅ and hence there is an open set O˜2 b f −10 (V) such that
U1 b O˜2 ⊂ f −10 (V) and O˜2 ∩ O˜1 = ∅.
Consider ϕ ◦ f0 : f −10 (V) → ϕ(V) ⊂ YV where YV is a Banach space. By Theorem 10.3, there is a
continuous function f̂ : f −10 (V) → YV such that
(i′) f̂ is C1 in ( f −10 (V) ∩ O˜1) ∪U1;
(ii′) f̂ | f −10 (V )\O˜2 = ϕ ◦ f0 | f −10 (V )\O˜2 ;
(iii′) | f̂ (x) − ϕ ◦ f0(x)| < δ′(x) for all x ∈ f −10 (V) where δ′(·) is continuous such that 0 < δ′(x) <
δ(x)/Cϕ and Cϕ is defined by (>); and
(iv′) f̂ ( f −10 (V)) ⊂ co(ϕ(V)) = ϕ(V) (as ϕ(V) is convex).
Define
f˜ (x) =
{
ϕ−1 ◦ f̂ (x), x ∈ f −10 (V),
f0(x), x < f −10 (V).
By (ii′) and (iv′), f˜ is well defined and continuous, and satisfies (ii). By the choice of δ′(·), f˜ satisfies
(i). (iv) is obviously satisfied by f˜ due to (iv′).
If x ∈ Ô1, then x ∈ O˜{2 , and so f̂ (x) = ϕ ◦ f0(x), i.e. (ii) holds. Let x ∈ O˜1. If x ∈ f −10 (V) ∩ O˜1,
then by (i′), f˜ is C1 at x; if x ∈ O˜1 \ f −10 (V), then f˜ (x) = f0(x). Let x ∈ Ô2. Then x ∈
{Ô2 \ O˜1} ∪ {Ô2 ∩ O˜1} ⊂ U1 ∪ { f −10 (V) ∩ O˜1}. So by (i′) f˜ is C1 at x. This yields (iii) holds and
completes the proof. 
Turn to the proof of this theorem. Assume f is C1 in a neighborhood of K ⊂ M where K is
closed. Set Wi = f −1(Vi). Take Oi,1 b Oi,2 b · · · b Oi,n b Wi such that ⋃∞i=1Oi,n = Wi; for
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instance, let M be equipped with a metric dM and Oi,n = {x ∈ Wi : B1/2n (x) ⊂ Wi} (asWi is open,
Oi,n , ∅ for large n, and so without loss of generality, assume Oi,n , ∅ for all n; also note that
inf{dM (x, y) : x ∈ Oi,n, y ∈ O{i,n+1} ≥ 1/2n+1). Let
O∗1 = O1,1, O
∗
2 = O1,2 ∪O2,2, · · · , O∗n = O1,n ∪O2,n ∪O3,n ∪ · · · ∪On,n.
Note that O∗
n−1 ⊂ O∗n and
⋃∞
i=1O
∗
i = M .
For g0 ∈ C0(M, N), we say g0 satisfies property () ifWi ⊂ g−10 (Vi) for all i. We say g0 is C1 in O
if it is C1 in O′ for some open set O′ satisfying O b O′.
For f and (V1, ϕ1), by Lemma 10.8, we have f1 ∈ C0(M, N) such that (i1) f1 satisfies property ();
(i2) f1 is C1 in O∗1; (i3) f1 |K = f |K ; (i4) d( f1(x), f (x)) < δ(x) for all x ∈ M . Here, to see (i1), note
that by the construction of f1, it first satisfiesW1 ⊂ f −11 (V1) and f1 |W{1 = f |W{1 .
Similarly, for f1 and (V1, ϕ1), by Lemma 10.8, we also have f1,1 ∈ C0(M, N) such that (i1) f1,1
satisfies property (); (i2) f1,1 is C1 in O∗1 ∪O1,2; (i3) f1,1 |K∪O∗1 = f1 |K∪O∗1 ; (i4) d( f1,1(x), f1(x)) <
δ(x) − d( f1(x), f (x)) for all x ∈ M and so d( f1,1(x), f (x)) < δ(x).
For f1,1 and (V2, ϕ2), by Lemma 10.8, we also have f2 ∈ C0(M, N) such that (i1) f2 satisfies property
(); (i2) f2 is C1 in O∗1 ∪O1,2 ∪O2,2 = O∗2; (i3) f2 |K∪O∗1 = f1,1 |K∪O∗1 and so f2 |K∪O∗1 = f1 |K∪O∗1 ; (i4)
d( f2(x), f (x)) < δ(x) for all x ∈ M .
Inductively, for fn and (V1, ϕ1), by Lemma 10.8, we also have fn,1 ∈ C0(M, N) such that (i1) fn,1
satisfies property (); (i2) fn,1 isC1 inO∗n ∪O1,n+1; (i3) fn,1 |K∪O∗n = fn |K∪O∗n ; (i4) d( fn,1(x), f (x)) <
δ(x) for all x ∈ M . Now we can construct fn,i from fn,i−1 and (Vi, ϕi), i = 2, 3, . . . , n. For fn,n and
(Vn+1, ϕn+1), we further obtain fn+1 ∈ C0(M, N) such that (i1) fn+1 satisfies property (); (i2) fn+1 is
C1 in O∗
n+1; (i3) fn+1 |K∪O∗n = fn |K∪O∗n ; (i4) d( fn+1(x), f (x)) < δ(x) for all x ∈ M .
Therefore, from the construction of fn and its properties, we can define g(x) = fn(x) if x ∈ O∗n.
By (i3), g is well defined and g |K = f |K ; by (i2), g is C1 in O∗n; by (i4), d(g(x), f (x)) < δ(x). The
proof is complete. 
Remark 10.9. IfM admitsCr partitions of unity, then we can choose g ∈ Cr ; in fact, if, in addition, f
isC1 in a neighborhood ofK ⊂ M whereK is closed, thenwe can choose g˜ ∈ Cr (M\K, N)∩C1(M, N)
such that g˜ |K = f |K and Dg˜ |K = D f |K .
Proof. We only consider the latter statement. Assume f is C1 in O0 where O0 is open such that
K ⊂ O0. First let N = Y where Y is a Banach space. Choose K ⊂ Kn+1 b Kn b O0 (n = 0, 1, 2, . . .)
open such that K =
⋂
n≥0 Kn and letΩn = M \Kn−1. Nowwe can choose gn ∈ Ck(Ωn+1,Y )∩C1(X,Y )
such that gn |Kn+1 = f |Kn+1 and gn |Ωn−1 = gn−1 |Ωn−1 . Define g˜(x) = gn(x) if x ∈ Ωn ∪ K . This is
well defined and g˜(x) = g(x), Dg˜(x) = Dg(x) if x ∈ K; moreover, if x ∈ M \ K , there is n such that
x ∈ Ωn and hence g˜ is Ck at x. Now let N be a general manifold; this case can be argued the same as
in Theorem 10.7 by using the above case N = Y . 
Here are some consequences. A special situation where M is compact was also discussed in
[BLZ08, Theorem 6.9].
Corollary 10.10. Let f ∈ C0(M, N). Assume one of the following conditions holds: (a) f (M) is
separable (a special case M or N is separable); (b) f (M) is relatively compact or σ-compact. Then
the conclusion in Theorem 10.7 holds.
In particular, if K ⊂ M is relatively compact, then there is a small  > 0 such that f in O (K) can
be approximated by the functions in C1(O (K), N).
Proof. If f (M) is separable, i.e. f (M) = {xi}, then for every xi , we choose a C1 local chart ϕi such
that ϕi(xi) = 0. Let Vi = ϕ−1i (B ) for sufficiently small  (depending on xi) such that ϕi is C0,1 in Vi
(as ϕi is C1). Now f (M) ⊂ ⋃∞i=1 Vi .
For every x ∈ f (M), one can find a C0,1 ∩ C1 local chart (Vx, ϕx) such that ϕx(x) = 0 and
ϕx(Vx) = Bx . If f (M) is compact, then there are x1, x2, . . . , xn such that f (M) ⊂
⋃n
i=1 Vxi . If f (M)
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is σ-compact, i.e. f (M) = ⋃∞n=1 Mn where Mn (1 ≤ n < ∞) are compact, then for each Mn, we have
Mi ⊂ ⋃sni=1 Vxi,n and so f (M) ⊂ ⋃∞n=1 ⋃sni=1 Vxi,n . The proof is complete. 
Finally, let us consider the continuous extension of a function with the range taken in a manifold.
Theorem 10.11 (C0 extension). Let M be a metric space and N a C0 Banach manifold. Assume
A ⊂ M is closed and f : A→ N is continuous with f (A) relatively compact. Then there are an open
set Ω and a continuous function f˜ : Ω → N such that A ⊂ Ω and f˜ |A = f |A. If, in addition, A is
compact, then we can take Ω = O (A) for some small  > 0.
Proof. Let P denote the set such that (g,U) ∈ P if and only if g : M → N is C0 in a neighborhood
of U ∩ A, U is an open subset of M and g(x) = f (x) for all x ∈ U ∩ A. We first show
Sublemma 10.12. For ( f1,U) ∈ P, a C0 local chart (V, ϕ) of N with ϕ(V) convex, O2 ∩ A b f −1(V)
and O1 b U with O2,O1 open, there is ( f˜ , U˜) ∈ P such that O1 ∪O2 b U˜.
Proof. To simplify our writing, in the following, denote byO(Ω) an open set such that Ω b O(Ω).
Let O1,0,O2,0 be open such that O1 b O1,0 b U, O2 b O2,0 and O2,0 ∩ A b f −1(V); here, note
that f −1(V) ∩ A is open in A. Set A0 = O1,0 ∩ O2,0 ∩ A. If A0 = ∅, then there are two open sets
O(Oi,0 ∩ A) (i = 1, 2) such that
(~) O(O1,0 ∩ A) ∩O(O2,0 ∩ A) = ∅, O(O1,0 ∩ A) b U.
Note that f : O2,0 ∩ A → V and so ϕ ◦ f : O2,0 ∩ A → ϕ(V) ⊂ YV for some Banach space YV . By
Dugundji extension theorem (see Theorem 10.1), there is a C0 function f ′2 : M → YV such that
f ′2 |O2,0∩A = ϕ ◦ f |O2,0∩A, f ′2 (M) ⊂ co(ϕ ◦ f (O2,0 ∩ A)) ⊂ ϕ(V) (as ϕ(V) is convex).
Let f˜ (x) be equal to f1(x) if x ∈ U \ O(O2,0 ∩ A) and (ϕ−1 ◦ f ′2 )(x) otherwise. By (~), f˜ is C0 in
O(O1,0 ∩ A) ∪O(O2,0 ∩ A). Let U˜ = O1,0 ∪O2,0. Then ( f˜ , U˜) ∈ P and O1 ∪O2 b U˜.
Now assume A0 , ∅. Since ( f1,U) ∈ P, we can assume f1 is C0 in O(U ∩ A) and thus O(A0)
where O(U ∩ A),O(A0) are two open sets such that O(A0) ⊂ O(U ∩ A); in addition, we can let
O(A0) b U and O(A0) b f −11 (V).
Since {(O2,0 ∩ A) \O(A0)} ∩ {O1,0 ∩ A} = ∅, we can take two open sets O(Oi,0 ∩ A) (i = 1, 2)
such that
{O(O2,0 ∩ A) \O(A0)} ∩O(O1,0 ∩ A) = ∅, O(O1,0 ∩ A) b U;
particularly, O(O1,0 ∩ A) ∩ O(O2,0 ∩ A) ⊂ O(A0). As f1(O(A0)) ⊂ V , by Dugundji extension
theorem (Theorem 10.1), we have a C0 map f˜1 : M → V such that f˜1 |O(A0) = f1 |O(A0). Take
an open set O(O2,0) such that O(O2,0 ∩ A) ⊂ O(O2,0) and f (O(O2,0) ∩ A) ⊂ V (due to
O2,0 ∩ A b f −1(V)). Again applying Dugundji extension theorem (Theorem 10.1), we obtain
f˜2 : M → V such that f˜2 |O(O2,0)∩A = f |O(O2,0)∩A.
Take further two open sets Oi (O2,0 ∩ A) (i = 1, 2) such that O2,0 ∩ A b O1 (O2,0 ∩ A) b
O2 (O2,0 ∩ A) b O(O2,0 ∩ A); let θ : M → [0, 1] be a C0 function such that θ |O1 (O2,0∩A) = 1 and
θ |(O2 (O2,0∩A)){ = 0. Define
f̂ (x) = ϕ−1((1 − θ(x))ϕ ◦ f˜1(x) + θ(x)ϕ ◦ f˜2(x)), x ∈ M,
and
f˜ (x) =
{
f1(x), x ∈ O(O1,0 ∩ A) \O2 (O2,0 ∩ A),
f̂ (x), otherwise.
Let U˜ = O1,0 ∪O2,0. Finally, we show ( f˜ , U˜) ∈ P.
(1) f˜ |(O1,0∪O2,0)∩A = f |(O1,0∪O2,0)∩A. To see this, let x ∈ (O1,0 ∪O2,0) ∩ A.
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• If x ∈ O2,0 ∩ A, then f˜ (x) = f̂ (x) = f˜2(x) = f (x); else let x ∈ (O1,0 ∩ A) \O2,0.
• If x ∈ (O1,0 ∩ A) \O2 (O2,0 ∩ A), then f˜ (x) = f1(x) = f (x).
• Otherwise, x ∈ (O1,0 ∩ A) ∩ O2 (O2,0 ∩ A) ⊂ O(A0) and so x ∈ O(O2,0) ∩ A; in this case we
have f˜2(x) = f (x) and f˜1(x) = f1(x) = f (x) which yields f̂ (x) = f (x) and then f˜ (x) = f (x).
(2) f˜ isC0 in a neighborhood of (O1,0∪O2,0)∩ A, for instance, inO(O1,0∩ A)∪O(O2,0∩ A). If
x ∈ {O(O1,0∩ A) \O2 (O2,0∩ A)} ∩O(O2,0∩ A), then x ∈ O(A0) and so f̂ (x) = f˜1(x) = f1(x) by
the construction of f̂ and f˜1, which shows f˜ isC0 at x. This completes the proof of the sublemma. 
Since f (A) is compact, one can find C0 local charts {(Vi, ϕi)} of N such that ϕi(Vi) = Bεi and
f (A) ⊂ ⋃ni=1 Vi,0 with ϕ−1i (0) ∈ f (A) where Vi,0 = ϕ−1i (Bεi/4). As f : A→ N is C0, there are open
sets Oi,U1 such that Oi ∩ A = f −1(Vi,0) ∩ A and U1 ∩ A = f −1 ◦ ϕ−11 (Bε1/2) ∩ A. Using Dugundji
extension theorem (Theorem 10.1), we get a C0 function f1 : M → V1 such that f1 |U1∩A = fU1∩A.
Then ( f1,U1) ∈ P and O1 b U1. By Sublemma 10.12, we have ( f2,U2) ∈ P and O1 ∪ O2 b U2.
Inductively, we obtain ( fn,Un) ∈ P such that ⋃ni=1Oi b Un. Note that A ⊂ ⋃ni=1Oi . We see
fn |A = f |A and f˜ , fn is C0 in some neighborhood of A, completing the proof. 
Remark 10.13. (a) In general, one can not expect that in Theorem 10.11, f˜ is C0 in all M . For
example, let N = (0, 2) ∪ (3, 5), M = (−2, 2), and A = {0, 1}; f : A → N such that f (0) = 1 and
f (1) = 4. Then there is no C0 function f˜ : M → N such that f˜ |A = f |A since M is connected but
f˜ (M) is not.
(b) In fact, in Theorem 10.11, what we need is f (A) ⊂ ⋃ni=1 Vi where (Vi, ϕi) (1 ≤ i ≤ n < ∞) are
C0 local charts of N . We do not know whether it is true if f (A) ⊂ ⋃∞i=1 Vi .
10.3. a geometric version of Whitney extension theorem. Assume X is a Banach space. Let
U ⊂ X , m ∈ U, and Xc ∈ G(X). Write U() = U ∩ B (m). Take a projection Πc ∈ Π(X) such that
Xc = R(Πc). Consider
(•a) for any  > 0, choose χ(,m) > 0, such that
sup
{ |m1 − m2 − Πc(m1 − m2)|
|m1 − m2 | : m1 , m2 ∈ U()
}
≤ χU (,m) < 1;
(•b) ∃δ0(m) > 0, ∃m > 0 such that
Xc(δ0(m)) ⊂ Πc(U(m) − m).
Definition 10.14. If in (•a), χU (,m) → 0 as  → 0+, then we say Xc is a pre-tangent space (in the
sense of Whitney) of U at m, denoted by TmU ⊂ Xc ; in addition, if (•b) holds, then Xc is called a
tangent space of U at m, denoted by TmU = Xc , and we say U is differentiable at m (in the sense of
Whitney).
If φ : Σ̂ → X is C0 where Σ̂ is a topological space, then we also define Tm̂Σ̂ = Tφ(m̂)φ(Ûm̂) where
Ûm̂ is the component of Σ̂ containing m̂.
Note that the (pre-)tangent space Xc in above definition does not depend on the choice of the projection
Πc . We write TU ⊂ Xc (resp. TU = Xc) if TmU ⊂ Xcm (resp. TmU = Xcm) for all m ∈ U where
Xcm ∈ G(X), m ∈ U.
Theorem 10.15. Let K ⊂ X be compact and {Πcm}m∈K ⊂ Π(X). SetΠhm = I−Πcm and Xκm , R(Πκm),
κ = c, h. Assume
(a) m 7→ Πcm is continuous and TmK ⊂ Xcm, m ∈ K; and
(b) for each m ∈ K , the pair (Xcm, Xhm) has property (*) (see Definition 10.4 and Example 10.5).
Then the following statements hold.
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(1) There is a C1 submanifold Σ of X such that K ⊂ Σ and TmΣ = Xcm, m ∈ K . Moreover, there are
projections Π˜cm, m ∈ Σ such that R(Π˜cm) = TmΣ andm 7→ Π˜cm is continuous; in addition, ifm ∈ K
then Π˜cm = Πcm.
(2) For any  > 0, there are projections Π̂cm such that m 7→ Π̂cm : Σ→ L(X) is C1 and supm∈Σ |Π̂cm −
Π˜cm | ≤  . In particular, there are r > 0 and C2 > 0 such that for any m ∈ K ,
|Π̂cm1 − Π̂cm1 | ≤ C2 |m1 − m2 |, m1,m2 ∈ Σ ∩ Br (m).
Proof. We will adapt some arguments originally due to [CLY00a,BC16]. Let
C1,∗ = sup
m∈K
{|Πcm |, |Πhm |} < ∞.
Since TmK ⊂ Xcm and K is compact, for each small 0 < ε < 1/2, there is r = r(ε) > 0 such that for
mi ∈ K ∩ Br (m), i = 1, 2, and m ∈ K , it holds that
|m1 − m2 − Πcm(m1 − m2)| ≤ ε |m1 − m2 | < 1/2|m1 − m2 |.
Set Ωm0 (r) , Πcm0 (Br (m0) ∩ K −m0) ⊂ Xcm0 (a compact set). Now for each m ∈ Br (m0) ∩ K , there is
a unique xc0 ∈ Ωm0 (r) and ωm0 (xc0 ) ∈ Xhm0 such that
m = m0 + xc0 + ωm0 (xc0 ).
So, in particular, we know
|ωm0 (xc1 ) − ωm0 (xc2 )| ≤ ε/(1 − ε)|xc1 − xc2 | ≤ 2ε |xc1 − xc2 |, ∀xc1 , xc2 ∈ Ωm0 (r).
Let
Am0 (xc0 ) = (id|Xhm0 − Π
h
m0Π
c
mΠ
h
m0 )−1 ◦ Πhm0ΠcmΠcm0,
where m = m0 + xc0 + ωm0 (xc0 ). One can see that (I + Am0 (xc0 ))Xcm0 = Xcm. Fix r1 = r(1/4).
Sublemma 10.16. There are a constant C ≥ 1 (independent of ε ≤ 1/4 and m0) and 0 < 2r˜ < r =
r(ε) ≤ r1 such that for each xc0 ∈ Ωm0 (r1) and xc1 , xc2 ∈ Ωm0 (r1) satisfying |xci − xc0 | < r˜ , i = 1, 2, it
holds
|ωm0 (xc1 ) − ωm0 (xc2 ) − Am0 (xc0 )(xc1 − xc2 )| ≤ Cε |xc1 − xc2 |.
Proof. Sincem 7→ Πcm isC0, we can assume that |Πcm−Πcm0 | < 1/(4C1,∗)whenm ∈ K∩Br1 (m0) (if r1
is further smaller). In particular, id|Xhm0 −Π
h
m0Π
c
mΠ
h
m0 is invertible and |(id|Xhm0 −Π
h
m0Π
c
mΠ
h
m0 )−1 | ≤ 2
for all m ∈ K ∩ Br1 (m0). Write m1 = m0 + xc0 + ωm0 (xc0 ) and
m0 + xci + ωm0 (xci ) = m1 + x˜ci + x˜hi , i = 1, 2,
where x˜κi ∈ Xκm1 , κ = c, h. Then
| x˜ci | = |Πcm1 (xci − xc0 ) + Πcm1 (ωm0 (xci ) − ωm0 (xc0 ))| ≤ 2|xci − xc0 | ≤ 2r˜ < r .
This gives that x˜hi = ωm1 (x˜ci ) and x˜ci ∈ Ωm1 (r); similarly, | x˜c1 − x˜c2 | ≤ 2|xc1 − xc2 |. Since
xc1 − xc2 + ωm0 (xc1 ) − ωm0 (xc2 ) = x˜c1 − x˜c2 + ωm1 (x˜c1 ) − ωm1 (x˜c2 ),
one gets
Πhm0 (x˜c1 − x˜c2 ) − Πhm0Πcm1Πhm0 (ωm0 (xc1 ) − ωm0 (xc2 )) − Πhm0Πcm1Πcm0 (xc1 − xc2 ) = 0,
which yields that
|ωm0 (xc1 ) − ωm0 (xc2 ) − Am0 (xc0 )(xc1 − xc2 )|
= |Πhm0 (x˜c1 − x˜c2 ) + Πhm0 (ωm1 (x˜c1 ) − ωm1 (x˜c2 )) − Am0 (xc0 )(xc1 − xc2 )|
≤ |(id|Xhm0 − Π
h
m0Π
c
m1Π
h
m0 )−1 | |Πhm0 (ωm1 (x˜c1 ) − ωm1 (x˜c2 ))|
≤ 6ε | x˜c1 − x˜c2 | ≤ 12ε |xc1 − xc2 |.
The proof is complete. 
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From above sublemma, by the infinite-dimensional version ofWhitney extension theorem due toM.
Jiménez-Sevilla and L. Sánchez-González (see Theorem 10.6), we have a C1 map ω˜m0 : Xcm0 → Xum0
such that
ω˜m0 |Ωm0 (r1) = ωm0 |Ωm0 (r1), Dω˜m0 (xc0 ) = Am0 (xc0 ), xc0 ∈ Ωm0 (r1).
Particularly, TmGraphω˜m0 = Xcm, m ∈ Br1 (m0) ∩ K , where
Graphω˜m0 = {m0 + xc0 + ω˜m0 (xc0 ) : xc0 ∈ Xcm0 }.
As xc0 7→ Dω˜m0 (xc0 ) is C0, we see there is δm0 > 0 such that
|Dω˜m0 (xc0 )| = |Dω˜m0 (xc0 ) − Dω˜m0 (0)| < 1/(4C1,∗), ∀xc0 ∈ Xcm0 (δm0 ).
By the compactness of K , we obtain the following.
There are r > 0, m1,m2, . . . ,ms ∈ K , and C1 maps ω˜mi : Xcmi → Xhmi , i = 1, 2, . . . , s, such that
(i) for Ui = Br (mi), K ⊂ ⋃si=1 Br/2(mi) ⊂ ⋃si=1Ui;
(ii) for Σi , Graphω˜mi , Ui ∩ K ⊂ Σi , TmΣi = Xcm, m ∈ Ui ∩ K;
(iii) d̂(TmΣi, Xcmi ) < 1/(2C1,∗) (by Lemma 5.4), m ∈ Ui .
Let P denote the set such that (W, Σ) ∈ P if and only ifW is open and Σ is a C1 submanifold of X
such that K ∩W ⊂ Σ and TmΣ = Xcm, m ∈ K ∩W .
Lemma 10.17. For (Ui, Σi), if (W, Σ) ∈ P and any open set U˜ b Ui , W˜ b W , then there is
(W ′, Σ′) ∈ P such that U˜ ∪ W˜ b W ′.
Proof. Set Σ , O (K ∩ W˜) ∩ Σ and K0 = U˜ ∩ K ∩ W˜ (compact).
If K0 = ∅, then there is some ε > 0 such thatOε(U˜)∩Oε(K∩W˜) = ∅ andOε(U˜∩K)∩Oε(W˜) = ∅.
Let ε′ > 0 be sufficiently small such that
Oε′(U˜) ∩ K ⊂ Oε(U˜ ∩ K), Oε′(W˜) ∩ K ⊂ Oε(W˜ ∩ K).
Set
Σ′ = {Oε(U˜ ∩ K) ∩Oε′(U˜) ∩ Σi} ∪ {Oε(K ∩ W˜) ∩Oε′(W˜) ∩ Σ}, andW ′ = Oε′(U˜) ∪Oε′(W˜).
Then (W ′, Σ′) ∈ P and U˜ ∪ W˜ b W ′.
Assume K0 , ∅. Without loss of generality, we can letUi = mi+Xcmi (r)⊕Xhmi (r). In the following,
for brevity of writing, we identify mi + Xcmi (r) ⊕ Xhmi (r) with Xcmi (r) × Xhmi (r). We first show
Sublemma 10.18. For any open sets U˜ b Ui , U˜ ∩ Σ can be represented as a C1 graph if  is small,
i.e. U˜ ∩ Σ = Graphφi |Ω0, i for some open subset Ω0,i of Xcmi where φi : Ω0,i → Xhmi is C1.
Proof. For any m ∈ K0, we have m ∈ Σ ∩ Σi . Since TmΣ = Xcm = TmΣi and d̂(TmΣi, Xcmi ) < 1/(2C1,∗)
(and so TmΣ ⊕ Xhmi = X by Lemma 5.2), there is an open set Om of Σ such that m ∈ Om ⊂ Σ ∩W and
Om ⊂ Ui; in addition, Om = Graphφm |Ω˜m , where φm : Ω˜m ⊂ Xcmi → Xhmi is C1 and Ω˜m is open in
Xcmi ; here,
Graphφm |Ω˜m = {mi + xc0 + φm(xc0 ) : xc0 ∈ Ω˜m}.
Note that by (ii), m ∈ K0 ⇔ m = mi + xc0 + ω˜i(xc0 ) for some xc0 = xc(m) ∈ Xcmi . Observe also
that {{xc(m)} × Xhmi (r) \ Om} ∩ K = ∅ (as Ui ∩ K ∩ {x} × Xhmi (r) contains at most one point).
So there is an open set Vm of X and a small ε(m) > 0 such that {{xc(m)} × Xhmi (r)} \ Om ⊂ Vm,
Vm ∩ K = ∅ and Vm ∩ Σε(m) = ∅. Choose an open set Oc,m of Xcmi such that xc(m) ∈ Oc,m and
Oc,m × Xhmi (r) ⊂ Om ∪ Vm. In particular, {Oc,m × Xhmi (r)} ∩ Σε(m) ⊂ Om, i.e. it is a C1 graph with
{Oc,m × Xhmi (r)} ∩ Σε(m) = Graphφm |Ωc,m , where Ωc,m is some open subset of Ω˜m.
By the compactness of K0, we get an open set Oi of Xcmi , εi > 0, and a finite set {mi j } ⊂ K0, such
that
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(p1) Oi =
⋃
mi j
Oc,mi j , K0 ⊂ Oi × Xhmi (r);
(p2) {Oi × Xhmi (r)} ∩ Σεi ⊂ Ui is a C1 graph, i.e. {Oi × Xhmi (r)} ∩ Σεi = Graphφi for some C1 map
φi : Ωi ⊂ Xcmi → Xhmi with Ωi open in Xcmi .
To show (p2), note that {Oi × Xhmi (r)} ∩ Σεi =
⋃
mi j
Graphφmi j |Ωc,mij ; but for m1,m2 ∈ K0,
φm1 |Ωc,m1∩Ωc,m2 = φm2 |Ωc,m1∩Ωc,m2 ,
which gives a C1 map φi defined on Ωi =
⋃
mi j
Ωc,mi j such that if x ∈ Ωc,mi j , then φi(x) = φmi j (x).
Since K0 ⊂ Oi × Xhmi (r) (see (p1)), we get
K ∩ W˜ ∩ (U˜ \ {Oi × Xhmi (r)}) ⊂ K0 \ {Oi × Xhmi (r)} = ∅,
and so there is 0 < ε0,i < εi such that Σε0, i ∩ (U˜ \ {Oi × Xhmi (r)}) = ∅, and then
U˜ ∩ Σε0, i ⊂ ({Oi × Xhmi (r)} ∪ {U˜ \ {Oi × Xhmi (r)}}) ∩ Σε0, i ⊂ {Oi × Xhmi (r)}.
That is, U˜ ∩ Σε0, i = Graphφi |Ω0, i for some open subset Ω0,i of Ωi .
This completes the proof of the sublemma. 
Let U˜ b Xcmi (δ) × Xhmi (δ), where δ is sufficiently close to but smaller than r . Write Ui,η =
Xcmi (η) × Xhmi (η). Take δ < η′ < η < r and a C1 map θi : Xcmi → [0, 1] such that θi(x) = 1 if |x | ≤ η′
and θi(x) = 0 if |x | ≥ η. From above Sublemma 10.18, one can assume Ui,η ∩ Σ can be represented
as a C1 graph φi : Ω0,i → Xhmi given in Sublemma 10.18 for small  > 0. Set
φ̂i(x) = θi(x)ω˜i(x) + (1 − θi(x))φi(x), x ∈ Ω0,i,
and
Σ′ = {Σ \Ui,η} ∪ Graphφ̂i |Ω0, i ∪ {Graphω˜i ∩Ui,η′}.
By the definition of φ̂i and Σ′, it is clear that Σ′ ∈ C1. Choose sufficiently small  ′ > 0 such that
O ′(W˜) ∩ K ⊂ O (W˜ ∩ K) (and so O ′(W˜) ∩ K ⊂ Σ ). LetW ′ = O ′(W˜) ∪Ui,δ . Then W˜ ∪ U˜ b W ′.
Let m ∈ W ′ ∩ K = {O ′(W˜) ∩ K} ∪ {Ui,δ ∩ K}.
• If m ∈ Ui,η′ ∩ K (⊂ Graphω˜i), then m ∈ Graphω˜i ∩Ui,η′ ⊂ Σ′. So TmΣ′ = TmGraphω˜i = Xcm.
• If m < Ui,η′ ∩ K , then m ∈ (O ′(W˜) ∩ K) \Ui,η′ (by the choice of η′). So m ∈ Σ . If m ∈ Σ \Ui,η ,
then m ∈ Σ′ and TmΣ′ = TmΣ = Xcm. If m ∈ Σ ∩Ui,η , i.e. m ∈ Graphφi |Ω0, i , then TmGraphφi =
Xcm. Meanwhile, in this case, one also has m ∈ Ui,η ∩ K , yielding m ∈ Graphω˜i ∩ Ui,η and
TmGraphω˜i = Xcm. Therefore, m ∈ Graphφ̂i |Ω0, i , i.e. m ∈ Σ′, and TmΣ′ = TmGraphφ̂i = Xcm.
The above argument shows that (W ′, Σ′) ∈ P and thus completes the proof of this lemma. 
From (W1, Σ′1) , (U1, Σ1) ∈ P and (U2, Σ2), by Lemma 10.17, we have (W2, Σ′2) ∈ P such that
W˜2 , Br/2(m1) ∪ Br/2(m2) b W2. Again, for (W2, Σ′2) and (U3, Σ3), by Lemma 10.17, we have
(W3, Σ′3) ∈ P such that W˜3 , W˜2 ∪ Br/2(m3) b W3. By finite steps, we have (W, Σ) , (Ws, Σ′s) ∈ P
such that K ⊂ ⋃si=1 Br/2(mi) ⊂ Ws = W . Particularly, TmΣ = Xcm, m ∈ K .
Next, let us consider the existence of the projections Π˜cm. Since Σ ∈ C1, we have Σ→ G(X) : m 7→
TmΣ is continuous. As K → G(X) : m 7→ Xhm is continuous and K is compact, by Theorem 10.11,
we have O (K) ∩ Σ → G(X) : m 7→ X˜hm is continuous such that X˜hm = Xhm, m ∈ K for some small
 > 0. Again by the compactness of K , one can let  be further smaller such that if m ∈ Bm0 () ∩ Σ,
m0 ∈ K , then d̂(X˜hm, Xhm0 ) < 1/(4C1,∗) and d̂(TmΣ,Tm0Σ) < 1/(2C1,∗). This gives that TmΣ ⊕ Xhm0 = X
(by Lemma 5.2). Also, by Lemma 5.2 (2), we see α(TmΣ, Xhm0 ) ≥ 1/(2C1,∗) and so
α(Xhm0,TmΣ) ≥ α(TmΣ, Xhm0 )/2 ≥ 1/(4C1,∗) > d̂(X˜hm, Xhm0 ),
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which again implies that TmΣ ⊕ X˜hm = X (by Lemma 5.2). Let us define its corresponding projection
Π˜cm such that R(Π˜cm) = TmΣ and R(id − Π˜cm) = X˜hm. Because m 7→ TmΣ and m 7→ X˜hm are continuous,
one gets m 7→ Π˜cm is continuous at O (K) ∩ Σ. Use O (K) ∩ Σ instead of Σ, completing the proof of
conclusion (1).
Finally, turn to consider the conclusion (2). There is a natural Finsler structure in TΣ given by
|x |m = |x |, x ∈ TmΣ, m ∈ Σ which induces a natural Finsler metric in Σ, denoted by dΣ. The metric
dΣ satisfies that for any ζ > 0, there is small δζ > 0 such that for any m ∈ K ,
(1 − ζ)|m1 − m2 | ≤ dΣ(m1,m2) ≤ (1 + ζ)|m1 − m2 |, m1,m2 ∈ Σ ∩ Bδζ (m).
Note that by Lemma 5.5, we know Π(X) is a C∞ submanifold of L(X). Since K is compact, by
applying Corollary 10.10 to m 7→ Π˜cm : Σ → Π(X), we know for any small 0,1 > 0 there is a small
0,2 > 0, such that there are projections Π̂cm satisfying m 7→ Π̂cm : Σ ∩ O0,2 (K) → Π(X) ⊂ L(X) is
C1 and |Π̂cm − Π˜cm | ≤ 0,1 for all m ∈ Σ ∩ O0,2 (K). Also, due to that K is compact, we can take 0,2
further smaller such that |DmΠ̂cm | ≤ C ′3 for all m ∈ Σ ∩ O0,2 (K) and some constant C3 > 0 which
easily deduces the Lipschitz continuity of Π̂cm in Σ ∩ O0,2 (K) with respect to the metric dΣ (see e.g.
[JSSG11, Proposition 2.3]), and thus in each Σ ∩ Bδζ (m) and m ∈ K (with respect to the norm | · | of
X). Take O0,2 (K) ∩ Σ instead of Σ and complete the proof. 
Remark 10.19. If each Xcm admits Cr partitions of unity, then in Theorem 10.15, we can further
choose Σ such that Σ \ K ∈ Cr . Also, the projections Π̂cm can be chosen such that m 7→ Π̂cm is Cr in
Σ \ K .
Proof. In the proof of Theorem 10.15, by Remark 10.9, we can choose ω˜m0 ∈ Cr (Xcm0 \Ωm0 (r1), Xhm0 ).
The set P now is chosen such that (W, Σ) ∈ P if and only if W is open, Σ ∈ C1 and Σ \ K ∈ Cr
such that K ∩ W ⊂ Σ and TmΣ = Xcm, m ∈ K ∩ W . And so in Sublemma 10.18, we further get
φi ∈ Cr (Ω0,i \ K, Xhmi ). Particularly, φ̂i ∈ Cr (Ω0,i \ K, Xhmi ) since we can let θi ∈ Cr and hence
Σ′ \K ∈ Cr . Once again applying Remark 10.9, we have projections Π̂cm with an additional property:
m 7→ Π̂cm is Cr in Σ \ K . This gives the desired result. 
10.4. proof of Corollary V.
Proof of Theorem 4.5. By Theorem 10.15, we know there is aC1 submanifold Σ of X such that K ⊂ Σ
and TmΣ = Xcm, m ∈ K . Since Σ is C1, it is also a C0,1 submanifold of X (see also [Pal66]), i.e. (H1)
holds with {Πcm} and {Um(m) = Σ ∩ Bm (m)} (here note that Σ is embedding and so Λ(m) = {m}).
Since K is compact, by standard compactness argument, one has (H3) (H4) are satisfied; see also
[BLZ98, Lemma 4.4]. In order to verify (H2), we need to extend and then approximate {Πκm} by C1
ones. Let ε > 0 be sufficiently small. Applying the same argument in the proof of Theorem 10.15
(2), we see there are projections {Π˜κm : m ∈ Σ, κ = s, c, u} such that supm∈K |Π˜κm − Πκm | ≤ ε, and
Σ → L(X),m 7→ Π˜κm is C1, κ = s, c, u. Now we have (H2) holds for {Π˜κm : m ∈ Σ} (if necessary,
replacing Σ by Σ ∩ O ′(K) with  ′ small), and hence (Σ,K, {Π˜κm}κ=s,c,u, {Σ ∩ B (m)}) satisfies (H1)
∼ (H4) in Section 4.1. 
Proof of Corollary V. From Theorem 4.5, we see (Σ,K, {Π˜κm}κ=s,c,u, {Σ ∩ B (m)}) satisfies (H1) ∼
(H4). Now conclusions (1) (2) are consequences of Theorem IV (1) (4). Consider item (3) in
Theorem 4.5. Since H satisfies strong s-contraction and strong u-expansion, one needs to show (B4)
(iv′) holds, i.e. there is a bump function Ψ satisfying (a) (b) in Section 7.1 (in this case Xsm = {0} for
all m ∈ Σ). Also, since K is compact, there are finite C1 local charts with their domains covering K
in Σ, and so by Example 7.20, it suffices to know Xcm satisfies property (∗1) (without uniformity). But
this follows from (Aa1) (ii); that the pair (Xcm, Xhm) has property (*) (see Definition 10.4) obviously
implies that (Xcm,R) has property (*), i.e. Xcm satisfies property (∗1) (see Definition 7.16). Thus,
conclusion (3) (i) is a consequence of Theorem IV (3).
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Let us consider item (3) (ii). Since in this case we have Xcm is finite-dimensional which induces it
admits C∞ partitions of unity, by Remark 10.19, we can assume Σ \K ∈ C∞ and Σ \K → L(X),m 7→
Π˜κm is C∞, κ = s, c, u; also Ψ ∈ C∞(Σ \K, [0, 1]). As K is compact and Σ is finite-dimensional, we see
Lemma 7.12 holds (see also Remark 7.22 (I) (b)), which means conclusion (3) (ii) holds. The proof
is complete. 
11. Invariant manifold for C1 maps
11.1. proof of Corollary VI and Corollary VII. Since u : K → K is C0, we know (B2) holds
with any small ξ1 > 0. Note that A( ′) → 0 (defined in (IV′)) as  ′ → 0 for K is compact. From
Lemma 4.6 with supm∈K |Π̂κm−Πκm | ≤ ξ2, κ = s, c, u, we have (B2) (a′) (b) hold. Now the conclusions
of Corollary VI are consequences of Corollary V. Here, note that if H is Ck in B ′(K) which implies
Ck−1,1 in B ′(K) (when  ′ is small), then for
Ĥm = H(m + ·) − u(m) ∼ (Fcsm ,Gcsm ) : X̂csm (r) ⊕ X̂um(r1) → X̂csu(m)(r2) ⊕ X̂uu(m)(r)
we have Fcsm (·),Gcsm (·) ∈ Ck and thus Fcsm (·),Gcsm (·) ∈ Ck−1,1 uniform for m ∈ K since K is compact.
Corollary VII is a consequence of Lemma 4.6 and Theorem IV. The proof is complete. 
11.2. dynamical characterization of pre-tangent spaces. Let us give a characterization of TmK ⊂
X̂cm (see Definition 10.14) based on the dynamical property of H.
Assumptions.
(i) Let K ⊂ X be compact.
(ii) Suppose H ∈ C1(B ′(K), X) is an invertible map admitting (uniformly) partial hyperbolicity at
K (i.e. (IV′) (a′) in Section 4.6 holds in addition with that u = H |K (i.e. η∗ = 0), H(K) = K ,
ξ0 = 0, and that m 7→ Π̂κm is continuous, κ = s, c, u).
Under above assumption, we know there are strong stable and strong unstable laminations of K ,
whose leaves through m ∈ K are denoted by W ss(m), Wuu(m) (called the strong stable and strong
unstable manifolds of m, respectively), such that (i) Wκκ(m) ∈ C1 and TmWκκ(m) = X̂cκm , κ = s, u,
and (ii) H(W ss(m)) ⊂ W ss(H(m)), H−1(W ss(m)) ⊂ W ss(H−1(m)); for details, see e.g. [HPS77] or
[Che19a, Section 7.2].
Lemma 11.1 (See [BC16, Proposition 3.10]). If for allm ∈ K ,W ss(m)∩K = {m} andWuu(m)∩K =
{m}, then TmK ⊂ X̂cm for all m ∈ K .
The proof is the same with [BC16, Proposition 3.10] which we give a sketch here.
Proof. First note the following characterizations ofW ss(m); similar forWuu(m).
Sublemma 11.2. m′ ∈ W ss(m) if and only if Hn(m′) ∈ W ss(Hn(m)) for all/some n ∈ N if and only
if there are a small ε > 0 and a large N ∈ N such that for all n ≥ N , Hn(m′) ∈ Bε(Hn(m)) and
|Hn(m′) − Hn(m)| ≤ C1λ˜(n)s (m) where λ˜s(m) = λ′s(m) + ς∗ < γs < 1, C1 > 0 a constant, ς∗ > 0
small; if and only if for any given β0 > 0, there are a small ε > 0 and a large N ∈ N such that for
all n ≥ N , Hn(m′) ∈ Bε(Hn(m)) and for Hn(m′) = Hn(m) + xsn + xcun where xκn ∈ XκHn(m), one has
|xcun | ≤ β0 |xsn | (which implies that |Hn(m′) − Hn(m)| ≤ λ˜(n)s (m)|m′ − m| by (B) condition). Here
λ˜
(n)
s (m) = λ˜s(m)λ˜s(H(m)) · · · λ˜s(Hn−1(m)).
Proof. We only show the following:
• for any given β0 > 0 and large N ∈ N, there is ε > 0 such that if for all n ≥ N , Hn(m′) ∈
Bε(Hn(m)) and for Hn(m′) = Hn(m) + xsn + xcun where xκn ∈ XκHn(m), one has |xcun | ≤ β0 |xsn |, then
|Hn(m′) − Hn(m)| ≤ λ˜(n)s (m)|m′ − m| for all n ≥ N .
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Others are well known (see e.g. [HPS77, Theorem 5.1] or [Che19a, Section 4.4]). Here, we should
mention that this characterization only holds for H admitting (uniformly) partial hyperbolicity at K ,
not for the general setting in [Che19a, Section 7.2]. Without loss of generality, let N = 0. Only
need to show |xcun | ≤ β0 |xsn | will imply |xcun | ≤ β |xsn | for small β > 0, then by (B) condition (using
Lemma 4.6), this yields |Hn(m′) − Hn(m)| ≤ λ˜(n)s (m)|m′ − m|.
More precisely, for any β0 > 0, if  ′′ is small and n ∈ N is large, then
Hn(m + ·) − Hn(m) : Xsm( ′′) ⊕ Xcum ( ′) → XsHn(m)( ′) ⊕ XcuHn(m)( ′′),
satisfies (A) (α, λ(n)cu (m)) (B) (β0; β, λ(n)s (m)) with α, β small and λ(n)cu (m), λ(n)s (m) close to 2(λ′cu)(n)(m),
2(λ′s)(n)(m).
In fact, due to supm λ′s(m)λ′cu(m) < 1, let n large such that (supm λ′s(m)λ′cu(m))−n/2 > 2β0.
Note that there is a small  ′′ > 0 such that Hn(m + ·) − Hn(m) ∼ (F(n)m ,G(n)m ) satisfies for all
x1, x ′1 ∈ Xsm( ′′), y2, y′2 ∈ XcuHn(m)( ′′),
|F(n)m (x1, y2) − F(n)m (x ′1, y′2)| ≤ max{2λ(n)s (m)|x1 − x ′1 |, α′ |y2 − y′2 |},
|G(n)m (x1, y2) − G(n)m (x ′1, y′2)| ≤ max{β′ |x1 − x ′1 |, 2λ(n)u (m)|y2 − y′2 |},
where α′, β′ are small (when  ′′ is small due to that ξ0 = 0 and A( ′′) can be small); moreover, since
(supm λs(m)λu(m))(n/2) is small, we can let β′ ≥ (supm λs(m)λu(m))n/2. Now applying Lemma 2.4
(a), we get |xcu0 | ≤ β′ |xs0 | and then (replacing m by Hk(m)) |xcuk | ≤ β′ |xsk | for all k ≥ 0. The proof is
complete. 
We first show TmK ⊂ X̂cum for all m ∈ K . Otherwise, there are a constant β0 > 0, m0 ∈ K and
m1n,m
2
n ∈ K (n ∈ N) such that m1n , m2n, m1n,m2n → m0 and
|Π̂cu
m1n
(m1n − m2n)| ≤ β0 |Π̂sm1n (m
1
n − m2n)|.
Without loss of generality, m2n ∈ Bε/4(m1n) for all n, where ε is given by above.
By (B) condition, if for all 0 ≤ j ≤ k, H−j(m2n) ∈ Bε(H−j(m1n)), then |xcun, j | ≤ β0 |xsn, j | and
|H−k(m1n) −H−k(m2n)| ≥ γ−ks |m1n −m2n |, where H−j(m2n) = H−j(m1n)+ xsn, j + xcun, j and xκn, j ∈ Xκu− j (m1n).
As m1n,m2n → m0, for any n > 0, we can choose kn > 0 such that H−j(m2n) ∈ Bε/2(H−j(m1n)),
0 ≤ j ≤ kn, and |H−kn (m1n) −H−kn (m2n)| ≥ ε/8 (as |m1n −m2n | , 0 and γs < 1 by (B) condition). Note
that kn →∞ as n→∞. Since K is compact, without loss of generality, assume H−kn (min) → mi ∈ K
as n → ∞. Then Hk(m2) ∈ Bε(Hk(m1)) and |Π̂cuHk (m1)(H
k(m1) − Hk(m2))| ≤ β0 |Π̂sHk (m1)(H
k(m1) −
Hk(m2))| for all k ∈ N, which yields m2 ∈ W ss(m1) and so m1 = m2 by the assumption. Note that by
our construction, |m1 − m2 | ≥ ε/8, a contradiction.
Similarly, we have TmK ⊂ X̂csm for all m ∈ K and so TmK ⊂ X̂cm, completing the proof. 
Now we can state the following corollary which generalizes the corresponding finite-dimensional
result due to Bonatti and Crovisier [BC16].
Theorem 11.3. Under assumptions (i) (ii) and the following: (iii) for each m ∈ K , the pair (X̂cm, X̂hm)
has property (*) (see Definition 10.4 and Example 10.5; for examples (a) X is a Hilbert space with Xcm
separable for each m ∈ K , or (b) Xcm is finite-dimensional for each m ∈ K), there is a C1 submanifold
Σc of X such that it contains K in its interior, TmΣc = X̂cm for all m ∈ K , and it is locally invariant
under H if and only if for all m ∈ K ,W ss(m) ∩ K = {m} andWuu(m) ∩ K = {m}.
See [BC16] formore deep dynamical consequences of above result in the finite-dimensional setting.
The invertibility of H in fact is not necessary; what we need is H is invertible at K . Moreover, the
above result also holds for H being a correspondence with C1 generating map, left to readers.
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11.3. dependence in external parameters. Consider the dependence in external parameters (in a
special setting). Under the context in Corollary VI, consider H → C1(B ′(K), X), λ 7→ Hλ with
H0 = H. Suppose λ 7→ Hλ is continuous for C1-topology. If |λ | is small, then the conclusions in
Corollary VI also hold when H is replaced by Hλ. Moreover, we can choose the corresponding local
center manifold of K for Hλ, denoted by Σcλ, such that Σ
c
λ → Σc,TΣcλ → TΣc as λ → 0; similar for
local center-(un)stable manifolds. This can be proved similarly as in Section 7.4 and Section 7.5.
Next, consider the smooth dependence of λ 7→ Σcλ for C0-topology. We give a such result as
follows. For brevity, let η∗ = 0 (for H0 = H) and assume (λ, x) 7→ Hλ(x) is C1,1; in addition, (i)
X is a Hilbert space with Xcm separable for each m ∈ K and H is a separable Hilbert, or (ii) Xcm is
finite-dimensional for each m ∈ K and H = Rn. Then λ 7→ Σcλ is C1 for C0-topology.
A way to show this is to consider H˜(x, λ) = (Hλ(x), λ) : X × H → X × H, K˜ = K × H( ′′), and
Σ˜ = Σ × H(2 ′′) where Σ is given by Theorem 4.5 and  ′′ > 0 is small; see also [BLZ08, Section
6.3] and [Che18, Remark 3.13]. Now the assumptions in Theorem IV also hold for H˜ and K˜ , and so
we obtain, in a neighborhood of K˜ , a C1,u locally invariant center manifold Σ˜c of K˜ for H˜ (see also
Lemma 7.11). By the special form of H˜, we know Σ˜c can be written as Σ˜c = (Σcλ, λ), and then Σcλ is a
desired C1 center manifold of K for Hλ and λ 7→ Σcλ is C1 (in fact C1,u) for C0-topology.
12. Fenichel theorem revisited
12.1. uniform boundary. Here, note that if Σ with Σ satisfies (H1) ∼ (H4) in Section 4.1, then Σ
must be no boundary. And even if Σ with Σ′ satisfies (H1) ∼ (H4) in Section 4.1 where Σ′ is open in
Σ, it may happen ∂Σ, the boundary of Σ, is very complicated. In the following, we give a description
of an immersed submanifold with uniform boundary.
(Ib) Let Σ = intΣ ∪ ∂Σ and {Πc0m ,Πc1m : m ∈ Σ} a family of projections such that Πc0mΠc1m =
Πc1mΠ
c0
m = 0. Write Πcm = Π
c0
m + Π
c1
m , Πhm = id − Πcm, and Xκm = R(Πκm), κ = c0, c1, c, h. Assume
dim Xc1m = 1 and particularly we can write Xc1m = span{em} (with |em | = 1). Set
Xc1m,+ = {aem : a ≥ 0}.
As in Section 4.1 (I), we also denote Ûm̂() the component of φ−1(Σ ∩ Bφ(m̂)()) containing m̂ ∈ Σ̂,
where φ : Σ̂ → X is C0 with φ(Σ̂) = Σ and Σ̂ is a C0 manifold (with boundary). Let φ(Ûm̂()) =
Um,γ(), γ ∈ Λ(m) , φ(φ−1(m)). We also write ∂Ûm̂() = Ûm̂() ∩ φ−1(∂Σ), ∂Um,γ() = φ(∂Ûm̂())
and ∂Σ̂ = φ−1(∂Σ).
Also, write Πhm = Πsm + Πum and {Πsm,Πum : m ∈ Σ} is a family of projections such that ΠsmΠum =
ΠumΠ
s
m = 0.
(Hb1) (about Σ) For any m ∈ Σ, ∃m > 0, ∃δ0(m) > 0 such that
sup
{ |m1 − m2 − Πcm(m1 − m2)|
|m1 − m2 | : m1 , m2 ∈ Um,γ()
}
≤ χm() < 1/4,
where γ ∈ Λ(m), 0 <  ≤ m and χm(·) > 0 is increased, and{
Xc0m (δ0(m)) ⊕ Xc1m (δ0(m)) ⊂ Πcm(Um,γ(m) − m), if m ∈ intΣ,
Xc0m (δ0(m)) ⊕ Xc1m,+(δ0(m)) ⊂ Πcm(Um,γ(m) − m) ⊂ Xc0m ⊕ Xc1m,+, if m ∈ ∂Σ.
We also assume Σ̂→ X : m̂ 7→ eφ(m̂) is continuous.
(Hb2) (about {Πc0m } and {Πc1m }). There are constants L > 0,M > 0, such that (i) supm∈Σ |Πκm | ≤ M
and (ii)
|Πκm1 − Πκm2 | ≤ L |m1 − m2 |,
for all m1,m2 ∈ Um,γ(m), γ ∈ Λ(m), m ∈ Σ, κ = c0, c1. Particularly, if m1 ∈ Um,γ(m), then
em1 =
Π
c1
m1em
|Πc1m1em |
.
(Hb3) supm∈Σ χm() ≤ χ() < 1/4 if 0 <  ≤ 1, where χ(·) is an increased function.
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(Hb4) (i) infm0∈∂Σ m0 ≥ 1 and infm0∈∂Σ δ0(m0) > δ0 > 0. Write
(∂Σ) =
⋃
m∈∂Σ,γ∈Λ(m)
Um,γ().
(ii) For any η > 0, infm∈Σ\(∂Σ)η m > c(η) > 0 and infm∈Σ\(∂Σ)η δ0(m) > δc(η) > 0.
Lemma 12.1. intΣ and ∂Σ are C0,1 immersed submanifolds of X , locally modeled on Xcm and Xc0m ,
respectively. Moreover, ∂Σ with ∂Σ, and Σ with Σ \ (∂Σ)η (for any η > 0) both satisfy (H1) ∼ (H4)
in Section 4.1.
Proof. That intΣ is a C0,1 immersed submanifold directly follows from (Hb1). Also, for each η > 0,
that Σ with Σ \ (∂Σ)η satisfies (H1) ∼ (H4) in Section 4.1 directly follows from (Hb1) ∼ (Hb4).
Choose 0 <  < 1 small such that if m1 ∈ Um0,γ(), then em1 = cfΠc1m1em0 with cf ≥ 1/2 >
χ()/(1 − χ()) + L (for example L < 1/4) by (Hb2), where cf depends on m1,m0.
By assumption (Hb1), for m1 ∈ Um0,γ(), we can write m1 = m0 + xc0 + aem0 + h(xc0, a) where
xc0 ∈ Xc0m0 , a ≥ 0, hm0 (xc0, a) ∈ Xhm0 andm0 ∈ ∂Σ. We showm1 ∈ ∂Σ if and only if a = 0. Ifm1 ∈ ∂Σ
and a > 0, then for sufficiently small a > 0,
m2 = m1 + x
c0
1 + b−em1 + hm1 (xc01 , b−) = m0 + xc0 + (a − a)em0 + hm0 (xc0, a − a) ∈ Um0,γ(),
where xc01 ∈ Xc0m1 , hm1 (xc01 , b−) ∈ Xhm1 . So
b−/(−a)em1 = cfΠc1m1em0 + (−a)−1Πc1m1 (hm0 (xc0, a − a) − hm0 (xc0, a)).
But by (Hb1),
|(−a)−1Πc1m1 (hm0 (xc0, a − a) − hm0 (xc0, a))| ≤ χ()/(1 − χ()) + L,
which yields that b− < 0. This is a contradiction as Πcm1 (Um1,γ1 (1) − m1) ⊂ Xc0m1 ⊕ Xc1m1,+. Similarly,
one can see that if a = 0, then m1 ∈ ∂Σ due to that Πcm(Um,γ(m) − m) is open in Xcm. Therefore, for
every m ∈ ∂Σ,
Xc0m (δ0(m)) ⊂ Πc0m (∂Um,γ(m) − m),
and
sup
{ |m1 − m2 − Πc0m (m1 − m2)|
|m1 − m2 | : m1 , m2 ∈ ∂Um,γ()
}
≤ χm() < 1/4.
This shows that ∂Σ with itself satisfies (H1) ∼ (H4) in Section 4.1. The proof is complete. 
Now, due to that ∂Σ with itself satisfies (H1) ∼ (H4) in Section 4.1, from Corollary 5.9, we see
that for small σ > 0, Σ̂ ∩ {Xc1
∂Σ̂
(σ) ⊕ Xh
∂Σ̂
} , ∂Σ̂σ can represented as
∂Σ̂σ = {(m̂, aem̂, h(m̂, a)) , φ(m̂) + aeφ(m̂) + h(m̂, a) : m̂ ∈ ∂Σ̂, 0 ≤ a < σ},
where em̂ = eφ(m̂), and h : Xc1
∂Σ̂
(σ) → Xh
∂Σ̂
, or more precisely h(m̂, ·) : [0, σ) → Xh
φ(m̂), m̂ ∈ ∂Σ̂; h
is Lipschitz in the sense of Definition 5.8. Using h, one can extend Σ from the “approximately outer
normal direction”. Define
hc1 (m̂, a) =
{
h(m̂, a), 0 ≤ a < σ,
−h(m̂,−a), −σ < a < 0,
and
∂Σ̂outσ = Graphhc1 , {(m̂, aem̂, hc1 (m̂, a)) : m̂ ∈ ∂Σ̂, |a| < σ}, Σ̂outσ , ∂Σ̂outσ ∪ Σ̂.
Let us further define
φout : ∂Σ̂outσ → X, (m̂, aem̂, hc1 (m̂, a)) 7→ φ(m̂) + aeφ(m̂) + hc1 (m̂, a), and φout |̂Σ = φ |̂Σ,
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Σoutσ = φ
out (Σ̂outσ ). Take a retraction rˆ : Σ̂outσ → Σ̂ as
(12.1) rˆ(m̂) =
{
m̂, m̂ ∈ Σ̂,
m̂0, m̂ = (m̂0, aem̂0, hc1 (m̂0, a)) ∈ ∂Σ̂outσ \ Σ̂.
It’s worth mentioning that in general rˆ is not C1 even Σ̂ ∈ C1 and m̂ 7→ Πκ
φ(m̂) (κ = c, c1) are C
1.
However, it is obvious that rˆ is Lipschitz. For κ = s, c, u, c1, let
(12.2) Π˜κ
m̂
= Πκ
rˆ(m̂), m̂ ∈ Σ̂outσ .
Similarly, let Ûout
m̂
() be the component of (φout )−1(Σoutσ ∩ Bφ(m̂)()) containing m̂ ∈ Σ̂outσ , and
Uoutm,γ () = φout (Ûoutm̂ ()), γ ∈ Λout (m) = (φout )−1(m), m = φout (m̂) ∈ Σoutσ . Note that Uoutm,γ () =
Um,γ() if  > 0 is small and m ∈ Σ \ ∂Σoutσ/2.
Combining with (Hb4) (ii), we obtain the following.
Lemma 12.2. If σ > 0 is sufficiently small, then (Σoutσ , Σ, {Π˜cm̂}, {Uoutm,γ }) satisfies (H1) ∼ (H4) in
Section 4.1. In addition, the increased function in (H3) which we write χoutσ (·) in this case satisfies
that χoutσ () can be sufficiently small as , σ → 0 if χ() is sufficiently small as  → 0. Moreover, if
Σ ∈ C1 and m̂ 7→ Πκ
φ(m̂) is C
1, κ = c0, c1, so is Σoutσ .
Proof. By the construction of ∂Σoutσ and {Π˜cm̂}, it is easy to see ∂Σoutσ with ∂Σ satisfies (H1) ∼ (H4);
in addition, χoutσ (·) satisfies the property given in this lemma. So for the small neighborhood of ∂Σ
in ∂Σoutσ , e.g. ∂Σout2 , one also easily gets that ∂Σ
out
σ with ∂Σout2 satisfies (H1) ∼ (H4) when 2 > 0
is sufficiently small (see e.g. [Che18, Lemma 4.8]). Combining with (Hb4) (ii) for small η > 0 (e.g.
η < 2/4), we know ∂Σoutσ has uniform size neighborhood at Σ (i.e. (H4) is satisfied).
If Σ ∈ C1 and m̂ 7→ Πκ
φ(m̂) is C
1, κ = c0, c1, then Xc1
∂Σ̂
(σ) and Xh
∂Σ̂
(σ) are C1 and so h ∈ C1, which
yields hc1 ∈ C1 and hence Σoutσ ∈ C1. (Here m̂ 7→ eφ(m̂) may be not C1). The proof is complete. 
For a definition of Ck smoothness in manifold with boundary, see e.g. [AMR88, Definition 7.2.2].
Note also that the construction of {Π˜c
m̂
} in general does not imply m̂ 7→ Π˜c
m̂
is C1 if m̂ 7→ Πκ
φ(m̂)
(κ = c0, c1) are C1.
Example 12.3. We give some examples about manifolds having uniform boundary.
(a) Any compact C1 embedding submanifold (with boundary) of X satisfies (Hb1) ∼ (Hb4). As-
sumption (Hb2) can be satisfied by using smooth approximation; see e.g. Theorem 10.7.
(b) Any compact C1 immersed submanifold (with boundary) of X which is 1-self contact (i.e.
TmUm,γ1 = TmUm,γ2 if γ1, γ2 ∈ Λ(m), m ∈ Σ) satisfies (Hb1) ∼ (Hb4).
(c) Let Xc ∈ G(X) and Σ an open set of Xc with boundary ∂Σ (with itself) satisfying (H1) ∼ (H4).
Then ∂Σ∪Σ ⊂ X satisfies (Hb1) ∼ (Hb4). Special examples are R+ = [0,∞), n-dimensional unit
ball Bn1 , and B
n
1 (−e)∪Bn1 (e)where e ∈ X with |e| = 1 and Bn1 (e),Bn1 (−e) ⊂ Xn are n-dimensional
unit ball with centers e,−e in an n-dimensional subspace Xn of X . Note that Bn1 (−e) ∪ Bn1 (e) is
not embedding.
(d) Let Σ1 with itself satisfy (H1) ∼ (H4) and Σ2 satisfy (Hb1) ∼ (Hb4). Then Σ1×Σ2 satisfies (Hb1)
∼ (Hb4). Particularly, R × Ω ⊂ X with compact C1 embedding submanifold Ω (with boundary)
of X is in this case.
12.2. Fenichel theoremrevisited. In the following, we give aweak version of Fenichel theorem about
normally hyperbolic invariant manifold with boundary in the infinite-dimension; we only consider the
trichotomy case and leave the dichotomy case for the readers.
Theorem 12.4 (existence). Under (Ib) (in Section 12.1) and Section 4.1 (II) (III) (IV) (with K = Σ),
let Σ satisfy (Hb1) ∼ (Hb4) (in Section 12.1) and (B2) hold, and we further make the following
assumptions.
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Case (1). Let (B3) (a) (b) (in Section 4.4) hold (with K = Σ) and suppose ξ1, ξ2, η are small, and
χ() is small when  is small.
Case (2). Let (B3) (a′) (b) (in Section 4.4) hold (with K = Σ) and assume ξ1, ξ2, η and γ0 are small,
and χ() is small when  is small.
Then there are positive small ε0, ε, σ, % (depending on χ(), ) such that σ, %, ε0 = o(), ε0 < σ
and ε = O(), and the following statements hold.
(1) There are sets Wcs
loc
(K) ⊂ Xs
Σ̂
(σ) ⊕ Xu
Σ̂
(%), Wcu
loc
(K) ⊂ Xs
Σ̂
(%) ⊕ Xu
Σ̂
(σ) and Σc = Xs
Σ̂
(σ) ⊕
Xu
Σ̂
(σ) called a center-stable manifold, a center-unstable manifold, and a center manifold of Σ,
respectively, satisfying the following.
(i) (partial characterization) Σc = Wcs
loc
(Σ) ∩Wcu
loc
(Σ). If η = 0, then Σ ⊂ intΣc .
Any (ε0, ε, ε0, %)-type forward (resp. backward) orbit {zk}k≥0 (resp. {zk}k≤0) of H around
Σ (see Definition 6.13) belongs to Wcs
loc
(Σ) (resp. Wcu
loc
(Σ)). Moreover, if {zk}k∈Z is
(ε0, ε, ε0, %)-type orbit of H around Σ, then {zk}k∈Z ⊂ Σc .
If H satisfies strong s-contraction and strong u-expansion (see assumption (??) in Sec-
tion 6.2.2, e.g. supm α′cu(m), supm β′cs(m) are sufficiently small), then (ε0, ε, ε0, %)-type can
be taken as (ε0, ε, σ, %)-type.
(ii) (local invariance) Wcs
loc
(Σ), Wcu
loc
(Σ) and Σc are C0,1 immersed and are locally positively
invariant, locally negatively invariant, and locally invariant, respectively. That is, there is
Ωκ which is open inWκloc(Σ), κ = cs, cu, such thatΩcs ⊂ H−1Wcsloc(Σ) andΩcu ⊂ HWculoc(Σ).
Particularly, Ωc = Ωcs ∩Ωcu is open in Σc and Ωc ⊂ H±1(Σc).
(iii) (representation)Ωcs,Ωcu,Ωc can be represented as graphs of Lipschitz maps. That is, there
are maps hκ0 , κ = cs, cu, c, such that for m̂ ∈ Σ̂,
hcs0 (m̂, ·) : Xsφ(m̂)(σ) → Xuφ(m̂)(%),
hcu0 (m̂, ·) : Xuφ(m̂)(σ) → Xsφ(m̂)(%),
hc0 (m̂) ∈ Xsφ(m̂)(σ) ⊕ Xuφ(m̂)(σ),
and Graphhκ0 = Ωκ , κ = cs, cu, c. Moreover, h
κ
0 , κ = cs, cu, c, are Lipschitz in the sense of
Theorem IV (1) (iii).
(2) H in Ωcs and in Ωc induce a map and an invertible map respectively, and H−1 in Ωcu induces a
map. (See Theorem I (2) for the meanings and Remark 4.4.)
(3) In addition, if (B4) (i) (ii) (in Section 4.4) are assumed, and further let η = 0 and
Dxcs Ĝcsm (0, 0, 0) = 0, Dxcu F̂cum (0, 0, 0) = 0, ∀m ∈ Σ,
then Tm̂Wcsloc(Σ) = X̂csφ(m̂) and Tm̂Wculoc(Σ) = X̂cuφ(m̂) for all m̂ ∈ Σ̂.
Proof. This follows from Lemma 12.2 and Theorem IV by taking “K = Σ” and “Σ = Σoutσ ”. 
For the smoothness results, we have no general result. But when Σ is compact, this is a direct
consequence of Corollary V. The following is a particular smoothness result under an additional
assumption that X is a separable Hilbert space or Σ is finite-dimensional.
Theorem 12.5 (smoothness). Under Theorem 12.4, assume (B4) (i) (ii) (in Section 4.4) hold and
Σ ∈ C1. Suppose (i) X is a separable Hilbert space, or (ii) Σ is finite-dimensional and H satisfies
strong s-contraction and strong u-expansion (see assumption (??) in Section 6.2.2, e.g. supm α′cu(m),
supm β′cs(m) are sufficiently small). ThenWcsloc(Σ),Wculoc(Σ), and Σc can be chosen such that they are
C1 immersed submanifolds of X .
Proof. If Theorem 12.4 case (1) is considered, then (B4) (iv) (in Section 4.4) holds in the case (i) or
(B4) (iv′) (in Section 4.4) holds in the case (ii) with C1 sufficiently close to 1; see Corollary 7.21.
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ByCorollary B.5, without loss of generality, we can assumem 7→ Πc0m ,Πc1m areC1 and so Σoutσ ∈ C1
(constructed in Section 12.1) by Lemma 12.2; furthermore, by applying Corollary B.4 to Π˜κ
m̂
(defined
in (12.2)), we can assume m̂ 7→ Π˜κ
m̂
is C1. Now the conclusion follows from Theorem IV (3). 
Consider the strong-(un)stable foliations of H in Wcs
loc
(Σ) (Wcu
loc
(Σ)) which may be only locally
invariant with respect to H; this can be done by employing some similar constructions used in [Che18]
and applying the general results in [Che19a]. See Appendix D for the details. In the invariant case (i.e.
η = 0 in (B3) (b)), one may expect that the strong-(un)stable laminations of Σ for H (see e.g. [HPS77]
or [Che19a, Section 7.2]) constitute the strong-(un)stable foliations of H inWcs
loc
(Σ) (Wcu
loc
(Σ)) but it
may happen that strong-(un)stable laminations are not open inWcs
loc
(Σ) (Wcu
loc
(Σ)).
13. Continuous dynamic version: a preparation for differential equations
We say t : Σ→ Σ, ω 7→ tω is a semiflow (over R+) if
(a) 0ω = ω and (t + s)ω = t(sω) for all t, s ≥ 0 and all ω ∈ Σ.
(b) If, in addition, Σ is a topology space and R+ × Ω→ Ω : (t, ω) 7→ tω is C0, then we say t is a C0
semiflow.
We say t : Σ→ Σ is a flow (over R) if the above (a) holds for all t, s ∈ R and ω ∈ Σ.
Definition 13.1. Let (X, Σ, pi1), (Y, Σ, pi2) be bundles, and t : Σ → Σ a semiflow. H : R+ × X → X is
called a (semi-)cocycle correspondence over t, if
(a) ∀t ≥ 0, ω ∈ Σ, H(t, ω) , H(t)(ω, ·) : Xω → Xtω is a correspondence;
(b) H(0, ω) = id, H(t + s, ω) = H(t, sω) ◦ H(s, ω), ∀t, s ∈ R+.
If Σ = {ω0}, we write H(t) = H(t, ω0) and call H a continuous (semi-)correspondence.
A cocycle correspondence H : R+ × X × Y → X × Y has a generating cocycle (F,G), if every
H(t, ω) ∼ (Ft,ω,Gt,ω), where Ft,ω : Xω × Ytω → Xtω, Gt,ω : Xω × Ytω → Yω are maps.
One can consider more about the regularity of (t, ω, x, y) 7→ (Ft,ω(x, y),Gt,ω(x, y)).
Example 13.2. Let A, B be as the operators given in Example 1.5. Let Z = X × Y and C = A ⊕ B :
Z → Z . Let Σ be a topology space and t : Σ → Σ : ω 7→ tω a C0 semiflow. Let L : Σ → L(Z, Z) be
strongly continuous (i.e. (ω, z) 7→ L(ω)z is continuous) and f (·)(·) : Σ× Z → Z continuous. Assume
for every ω ∈ Σ, supt≥0 |L(tω)| < ∞ and supt≥0 Lip f (tω)(·) < ∞. Consider the following the linear
equation in the cocycle form,
(§) Ûz(t) = Cz(t) + L(tω)z(t),
and the non-linear equation,
(§§) Ûz(t) = Cz(t) + L(tω)z(t) + f (tω)z(t).
• The above non-linear equation (§§) induces a cocycle correspondence H over t with generating
cocycle; moreover, under some uniform (exponential) dichotomy assumption on the above linear
equation (§) (see e.g. [LP08]), H will satisfy (A) (B) condition. See [Che19c] for more details.
• In applications, equations (§) (§§) will arise naturally when we study the following autonomous
differential equation around some invariant set Σ:
(ADE)
{
Ûz(t) = Cz(t) + g(z(t)),
z(0) = z0 ∈ Z,
where g ∈ C1(Z, Z). Let us assume K is positively invariant under equation (ADE) and induces a
C0 semiflow t, meaning that for each ω ∈ K there is only one orbit {z(t)}t≥0 of (ADE) such that
z(t) ∈ K for all t ≥ 0 and z(0) = ω; the semiflow t now is defined by t(ω) = z(t). In order to study
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the dynamical properties of (ADE) in a neighborhood of K , let us linearize the equation (ADE)
along K; this gives us the linear equation (§) with
L(ω) = Dg(ω) ∈ L(Z, Z), ω ∈ K,
and the non-linear equation (§§) with f (ω)z = g(z + ω) − L(ω)z − g(ω), ω ∈ K . In this case, the
uniform (exponential) dichotomy assumption on (§) will give us the partially normal hyperbolicity
of K when K has certain good geometric property (i.e. (H1) ∼ (H4) in Section 4.1) which is
compatible with the uniform (exponential) dichotomy assumption.
For more classes of differential equations (e.g. [DPL88, MR09]) which can generate cocycle
correspondences, see [Che19c].
In the following, we consider the continuous dynamic version of Section 4. Let H : R+ × X → X
be a continuous correspondence. For the approximately normal hyperbolicity case, we know if Σ
is uniformly C0,1 immersed manifold without boundary which is approximately normally hyperbolic
and approximately invariant with respect to H(t0) for some t0 > 0, then under some other mild
condition, if Wcs
loc
(Σ) is the center-stable manifold of Σ with respect H(t0), then Wcsloc(Σ) is invariant
under H(t) for all t ≥ t0 and similar result for center-unstable manifold and center manifold; see e.g.
[BLZ08, Section 6.1] or [Che19c, Sections 4.2 and 4.4]. However, in the context of approximately
partially normal hyperbolicity, one can not deduce the continuous version results from the discrete
ones, i.e. even ifWcs
loc
(K) is a center-stable manifold of K with respect to H(t0), in general,Wcsloc(K)
is not locally invariant under H(t) for t > t0. In fact, in [Kri04], T. Krisztin gave an example that for
the flowΦ generated by some smooth tangent filed in Rn with an equilibrium p, in some sense, almost
all the local center-stable manifolds of p are not locally positively invariant under Φ. This is not so
surprising since center-(un)stable manifolds and center manifolds in this case are not unique.
Basically, we have no corresponding result of Section 4 for the abstract continuous correspondences
(or semiflows) since we have no general method to truncate them. The following is a very special result
which can be applied to the continuous correspondences (or semiflows) generated by tangent fields (e.g.
(DE)). This can be done becausewe can truncate the tangent fields; see e.g. [Fen79,CLY00b,CLY00a]
and [Che19b] for some classes of differential equations in Banach spaces. We only consider the
trichotomy case and leave the dichotomy case for the readers.
(CI). Let K ⊂ Σ ⊂ X , φ : Σ̂→ Σ and Πκm, Xκm, κ = s, c, u be given as in Section 4.1 (I).
(CII). Let t : m 7→ tm , t(m) be a C0 flow on K in the immersed topology, i.e., there is a C0 flow
t̂ on K̂ such that φ ◦ t̂ = t ◦ φ.
(CIII). Let Π̂κm, X̂κm, κ = s, c, u be given as in Section 4.1 (III).
(CIV). Let H : R+ × X → X be a continuous correspondence. Let Ĥ(t,m) = H(t)(· + m) − t(m),
m ∈ K , i.e. GraphĤ(t,m) = GraphH(t) − (m, t(m)) ⊂ X × X .
Write κ1 = cs, κ2 = u, κ = cs, or κ1 = s, κ2 = cu, κ = cu. Suppose for all t, s ≥ 0 and m ∈ K ,
Ĥ(t, s(m)) ∼ (F̂κt,s(m), Ĝκt,s(m)) : X̂κ1s(m)(rt ) ⊕ X̂κ2s(m)(rt,1) → X̂κ1(t+s)(m)(rt,2) ⊕ X̂κ2(t+s)(m)(rt ),
where rt, rt,i > 0, i = 1, 2, are constants independent of m but might depend on t and inf{rt, rt,1, rt,2 :
t ∈ [a, b]} > 0 for any b > a ≥ 0.
A family of functions gλ : Σ → M, λ ∈ Θ, are said to be ξ-almost equicontinuous at K (in the
immersed topology), if supλ∈ΘBK,gλ () ≤ ξ as  → 0, where BK,gλ is defined in Definition 4.1 and
M is a metric space.
(C1) Let Σ with K satisfy (H1) ∼ (H4) (in Section 4.1).
(C2) Let t0 > 0 be fixed and ξ1 > 0 small. Suppose t(·) : K → X , t ∈ [−t0, t0], are ξ1-almost
equicontinuous at K (in the immersed topology).
(C3) (a) (approximation) There are small η > 0, ξ2 > 0 such that (i)
sup
t∈[0,t0]
sup
m∈K
|F̂κt,m(0, 0)| ≤ η, sup
t∈[0,t0]
sup
m∈K
|Ĝκt,m(0, 0)| ≤ η,
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and (ii) supm∈K |Π̂κ0m − Πκ0m | ≤ ξ2, κ0 = s, c, u.
(b) (partially normally hyperbolic condition) There are a small 00 > 0, a large C# > 1, a large
integral n ∈ N, and a sufficiently small ζ00 > 0 such that for t ∈ [0, nt0] and s ∈ R, m ∈ K ,
Ĥ(t, s(m)) ∼ (F̂κt,s(m), Ĝκt,s(m)) : X̂κ1s(m)(rκ1 ) ⊕ X̂κ2s(m)(r1) → X̂κ1(t+s)(m)(r2) ⊕ X̂κ2(t+s)(m)(rκ2 ),
satisfies (A) (ακ2 (m); α′κ2 (m), c(m)λtκ2 (m)) (B) (βκ1 (m); β′κ1 (m), c(m)λtκ1 (m)) condition, where
rcs1 = r
cu
2 = C#00 and r
cs
2 = r
cu
1 = ζ00C#00+η. Suppose the functionsακ2 (·), α′κ2 (·), βκ1 (·), β′κ1 (·),
λκ2 (·), λκ1 (·), c(·) satisfy the following.
(i) (angle condition) supm α′κ2 (m)β′κ1 (m) < 1/2, infm{αcu(m) − α′cu(m)} > 0, infm{βcs(m) −
β′cs(m)} > 0; in addition, supm αcu(m)βcs(m) < 1.
(ii) (spectral condition) supm λs(m) < 1, supm λu(m) < 1.
(iii) The functions in (A) (B) condition are bounded and ξ1-almost uniformly continuous (in the
immersed topology) at K (see Definition 4.1).
(c) (condition for Ĥκ(t0,m)) Furthermore, assume the following technical assumptions hold.
(i) (very strong s-contraction and u-expansion) For i = 1, 2, m ∈ K , (xˆci , xˆsi , xˆui ) × (x˜ci , x˜si , x˜ui ) in
GraphĤ(t0,m) ∩ {{X̂κ1m (rκ1 ) ⊕ X̂κ2m (r1)} × {X̂κ1t0(m)(r2) ⊕ X̂
κ2
t0(m)(r
κ
2 )}},
if | x˜u1 − x˜u2 | ≤ B(| xˆc1 − xˆc2 | + | xˆs1 − xˆs2 |) (resp. | xˆs1 − xˆs2 | ≤ B(| x˜c1 − x˜c2 | + | x˜u1 − x˜u2 |)), then
| x˜s1 − x˜s2 | ≤ ζ00 | xˆc1 − xˆc2 | + λ∗s | xˆs1 − xˆs2 | (resp. | xˆu1 − xˆu2 | ≤ ζ00 | x˜c1 − x˜c2 | + λ∗u | x˜u1 − x˜u2 |),
where B > supm∈K {c(m)λt0cs(m)β(m), c(m)λt0cu(m)α(m)} is some constant and λ∗s < 1, λ∗u < 1.
(ii) (c-direction strictly inflowing and overflowing) For some constant 0 < c0 < 1, assume for
all # ∈ [C−1# 00, 00], we have
Π̂ct0(m)F̂
cs
t0,m(X̂cm(c−10 #) ⊕ X̂sm(c−10 #), X̂ut0(m)(c−10 #)) ⊂ X̂ct0(m)(c0#),
Π̂cmĜ
cu
t0,m(X̂sm(c−10 #), X̂ct0(m)(c−10 #) ⊕ X̂ut0(m)(c−10 #)) ⊂ X̂cm(c0#).
(iii) There are positive constants γ∗u, γ∗s < 1 such that for allm ∈ K and (xcs, xu) ∈ X̂csm (C#00)×
X̂u
t0(m)(ζ00C#00 + η) (resp. (xs, xcu) ∈ X̂sm(ζ00C#00 + η) × X̂cut0(m)(C#00)),
|Ĝcst0,m(xcs, xu)| ≤ ζ00 |xcs | + γ∗u |xu | + η (resp. |F̂cut0,m(xs, xcu)| ≤ ζ00 |xcu | + γ∗s |xs | + η),
and for all t ∈ (0, t0],
|Ĝcst,m(xcs, 0)| ≤ ζ00 |xcs | + η (resp. |F̂cut,m(0, xcu)| ≤ ζ00 |xcu | + η).(13.1)
(C4) (smooth condition) (i) Assume for every m ∈ K , F̂κt0,m(·), Ĝκt0,m(·) are C1.
(ii) (spectral gap condition) supm∈K λcs(m)λu(m) < 1 and supm∈K λcu(m)λs(m) < 1.
Theorem 13.3 (Continuous version). There are a largeC∗ > 1, an integral n0 ∈ N, and small positive
constants ξ1,∗, ξ2,∗, ∗, and χ0,∗ = O∗ (1), ς∗ = O∗ (1), η∗ = o(∗) such that if (C1) ∼ (C3) hold with
the constants satisfying ξi ≤ ξi,∗ (i = 1, 2), χ() ≤ χ0,∗, 00 ≤  ≤ ∗, ς00 ≤ ς∗, η ≤ η∗, and C# > C∗,
n ≥ n0, then there exist ε, ε1 = O(∗) with ε1 < ε and σ, % = o(∗) such that the following statements
hold.
(1) There are setsWcs
loc
(K) ⊂ Xs
Σ̂
(σ)⊕Xu
Σ̂
(%),Wcu
loc
(K) ⊂ Xs
Σ̂
(%)⊕Xu
Σ̂
(σ) and Σc = Wcs
loc
(K)∩Wcu
loc
(K)
called local center-stable manifold, local center-unstable manifold, and local center manifold
of K , respectively, satisfying the following.
(i) (representation) Wcs
loc
(K),Wcu
loc
(K), Σc can be represented as graphs of Lipschitz maps
around K . That is, there are maps hκ00 , κ0 = cs, cu, c, such that for m̂ ∈ K̂ε ,
hcs0 (m̂, ·) : Xsφ(m̂)(σ) → Xuφ(m̂)(%),
hcu0 (m̂, ·) : Xuφ(m̂)(σ) → Xsφ(m̂)(%),
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hc0 (m̂) ∈ Xsφ(m̂)(σ) ⊕ Xuφ(m̂)(σ),
andWcs
loc
(K) = Graphhcs0 ,Wculoc(K) = Graphhcu0 , Σc = Graphhc0 ; there are functions µκ0 (·),
κ0 = cs, cu, c, such that µcs(m) = (1 + χ∗)β′cs(m) + χ∗, µcu(m) = (1 + χ∗)α′cu(m) + χ∗ and
µc = max{µcs, µcu}, with χ∗ = O∗ (1), and for κ0 = s, u, and every m ∈ K , m̂i ∈ Ûm̂(ε),
xκ0i ∈ Xκ0φ(m̂i )(σ), m̂ ∈ φ
−1(m), it holds that
|Πsu−κ0m (hcκ00 (m̂1, xκ01 ) − hcκ00 (m̂2, xκ02 ))| ≤ µcκ0 (m)max{|Πcm(φ(m̂1) − φ(m̂2))|, |Πκ0m (xκ01 − xκ02 )|},
max{|Πum(hc0 (m̂1) − hc0 (m̂2))|, |Πsm(hc0 (m̂1) − hc0 (m̂2))|} ≤ µc(m)|Πcm(φ(m̂1) − φ(m̂2))|.
(ii) (characterization) For t ∈ (0, t0], let z ∈ Xs
K̂ε
⊕ Xu
K̂ε
if t = t0 and z ∈ Xs
K̂ε1
⊕ Xu
K̂ε1
if t , t0,
then z ∈ Wcs
loc
(K) (resp. z ∈ Wcu
loc
(K)) if and only there is a (ε, ε, σ, %)-type forward (resp.
backward) orbit {zk}k≥0 (resp. {zk}k≤0) of H(t) around K (see Definition 6.13) with z0 = z;
and so z ∈ Σc if and only if there is a (ε, ε, σ, σ)-type orbit of H(t) around K with z0 = z.
Particularly,Wcs
loc
(K) ⊂ H(t0)−1Wcsloc(K),Wculoc(K) ⊂ H(t0)Wculoc(K) and Σc ⊂ H(t0)±1(Σc);
andWcsε1 (K) ⊂ H(t)−1Wcsloc(K),Wcuε1 (K) ⊂ H(t)Wculoc(K) and Σcε1 ⊂ H(t)±1(Σc) for all t > 0
where
Wcκε1 (K) = Graphhcκ0 |XκK̂ε1 (σ), κ = s, u, and Σ
c
ε1 = Graphh
c
0 |K̂ε1 .
(2) H : Wcsε1 (K) → Wcsloc(K), H−1 : Wcuε1 (K) → Wculoc(K), and H : Σcε1 → Σc induce semiflows
ϕtcs, ϕ
t
cu, ϕ
t
c , respectively, with ϕtc being a flow. More precisely, for each z ∈ Wcsε1 (K), there is
unique {zt }t≥0 ⊂ Wcsloc(K) such that for each t ∈ (0, t0], {znt }n∈N is the (ε, ε, σ, %)-type forward
orbit of H(t) around K (see Definition 6.13); now ϕtcs(z) = zt . Similar meanings for ϕtcu, ϕtc .
(3) If, in addition, let (C4) hold, then (for possibly smaller ∗) Wcsloc(K), Wculoc(K) and Σc are C1
immersed submanifolds of X . Moreover, if further let η = 0 and
Dxcs Ĝcst0,m(0, 0, 0) = 0, Dxcu F̂cut0,m(0, 0, 0) = 0, ∀m ∈ K,
then Tm̂Wcsloc(K) = X̂csφ(m̂), Tm̂Wculoc(K) = X̂cuφ(m̂), Tm̂Σc = X̂cφ(m̂), ∀m̂ ∈ K̂ .
Usually, when H is generated by a tangent field like Example 1.5, assumption (C3) can be satisfied
if H fulfills some (approximately) uniform trichotomy assumption around K (see e.g. [CL99, LP08,
Che19c, Che19b]) with a suitable truncation of the tangent field (in order to make (C3) (b) (c) (ii)
hold); here t0 (in (C2)) is generally taken to be small for ensuring (C3) (c) (i) (iii). Although, in
(C4), there is no smooth condition on Σ, Πκ0m (κ0 = s, c, u) and c-spaces (like (B4) (iii) (iv′)), in order
to give a C1 truncation of the tangent field, these assumptions in general will be needed. We also
mention that the technical assumption (C3) (c) is to make the invariant manifolds to be unique; in
some especial cases, this assumption would be satisfied but heavily relies on certain very specific
structure of the differential equations (e.g. some conservation structure in the center directions; see
also [JLZ18, Section 6] and [NS12]). In this paper, we will not discuss these in detail (see [Che19b]).
Proof. First, by Remark 6.15 (c) and Remark 7.14 (c) and combining with the argument in Section 9,
we have the corresponding results about Wcs
loc
(K),Wcu
loc
(K) and Σc = Wcs
loc
(K) ∩Wcu
loc
(K) for H(t0).
It suffices further to show the corresponding results with respect to H(t) where 0 < t < t0. In the
following, let us take C# large such that
C# > 220c−10 max{(1 − λ∗s)−1, (1 − γ∗u)−1, sup
t∈[0,t0]
sup
m
c(m)λtcs(m)}.
Let h0 = hcs0 be given as in item (1i). By the argument given in Section 6.2.1 and Section 6.2.4, we
see there are ε1 = θ−1∗ ε ∈ [C−1# 00, 00], %1 = θ1% < ζ00C#00 + η, K∗ > 1 where supm c(m)λtcs(m) <
θ∗ ≤ C# and θ1 > 1, and
ht ∈ Σµ,K∗,ε1,σ,%1 (defined in (6.8)),
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such that Graphht ⊂ H(t)−1Graphh0; here note that we can take %1 = θ1% due to (13.1). Since
H(t) ◦ H(t0) = H(t0) ◦ H(t), we have
Graphht ⊂ H(t0)−1Graphht .
Due to assumption (C3) (c) (ii), for all ε′ ∈ [C−1# 00, 00] (with 00 small) and σ′, %′ = o(ε′), the
graph transform Γ for H(t0) defined in Section 6.2.4 satisfies
Γn : Σµ,K1,ε′,σ′,%′ → Σµ,K1,ε′,σ′,%′,
and LipΓn < 1, where K1 is a fixed constant (independent of ε′) and n is a large integral; here we
take Σ = Kε′ . This shows that ht = h0 |Xs
K̂ε1
(σ), i.e. h0 |Xs
K̂ε1
(σ) ⊂ H(t)−1Graphh0; moreover, we can
take ε1 = C−1# ε. Write
Wcsε1 (K) = h0 |XsK̂ε1 (σ).
For any t > t0 and z = (m̂, xs, xu) ∈ Wcsε1 (K), write t = kt0 + t∗ where k ∈ N, t∗ ∈ (0, t0],
and m̂ ∈ Ûm̂0 (ε1) where m̂0 ∈ K̂ , then from the above construction of Wcsloc(K), there is a unique
zt∗ = (m̂t∗, xst∗, xut∗ ) ∈ Wcsloc(K) with m̂t∗ ∈ Ût̂∗(m̂0)(ε) such that zt∗ ∈ H(t∗)(z); also there are {zlt0+t∗ =
(m̂lt0+t∗, xslt0+t∗, xult0+t∗ ) : l = 0, 1, . . . k} ⊂ Wcsloc(K) with m̂lt0+t∗ ∈ Ûlt0+t∗(m̂0)(ε) such that zlt0+t∗ ∈
H(t0)(z(l−1)t0+t∗ ). Now we have zt ∈ H(t)(z) and m̂t ∈ Ût̂(m̂0)(ε). This gives the items (1ii) and (2).
The proof is complete. 
A. Appendix. miscellaneous
A.0.1.
Proof of Lemma 4.6. This in fact was already proved in [Che19a, Lemma 3.13]. We give a sketch for
item (a) here. For (x, y) ∈ X̂csm ⊕ X̂um, write
( fm(x, y), gm(x, y)) = (Π̂csu(m){H(m + x + y) − u(m)}, Π̂uu(m){H(m + x + y) − u(m)}).
Let C1 = sup{|Π̂κm | : m ∈ K, κ = s, c, u}. It is not hard to see that if A( ′) ≤ C−11 /4 and η∗ ≤  ′C−11 /8,
then for r =  ′/2 and |x | ≤ r ,
Gm(x, z) , g−1m (x, ·)|Xuu(m)(r) exists, and gm(x,Gm(x, z)) = z, z ∈ X
u
u(m)(r);
for details, see [Che19a, Lemma 3.13]. Let Fm(x, z) = fm(x,Gm(x, z)). Now there are r1, r2 > 0 such
that (i)
Ĥm = H(m + ·) − u(m) ∼ (Fm,Gm) : X̂csm (r) ⊕ X̂um(r1) → X̂csu(m)(r2) ⊕ X̂uu(m)(r),
(ii) |Gm(0, 0)| ≤ 2C1η∗, and (iii) for |x |, |y | ≤ r ,
LipGm(·, y) ≤ 2( + ξ0), LipGm(x, ·) ≤ ( + λ′u(m))(1 − )−1,
where  = C1A( ′) ≤ 1/4; this also yields
Lip Fm(·, y) ≤  + λ′cs(m) + 4( + ξ0)2, Lip Fm(x, ·) ≤ 5( + ξ0),
and |Fm(0, 0)| ≤ (2C1 +  + ξ0)η∗; in addition, for γ0 = 2(C1A( ′) + ξ0),
|Gm(x, 0)| ≤ |Gm(x, 0) − Gm(0, 0)| + |Gm(0, 0)| ≤ γ0 |x | + |Gm(0, 0)|.
Now by Lemma 2.4 (b), there is a small 1 > ω0 > 0 such that if C1A( ′) + ξ0 ≤ ω0/6, then the
following hold; note that in this case, Ĥm ∼ (Fm,Gm) satisfies (A′) (ω0, (ω0 + λ′u(m))(1 −ω0)−1) (B′)
(ω0, ω0 + λ′cs(m)) condition.
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(1) There are constants α > 0 (small), 0 < c < 1 (depending on supm λ′cs(m)λ′u(m) and c → 0 as
supm λ′cs(m)λ′u(m) → 0), and
λcs(m) = (ω0 + λ′cs(m))(1 − αω0)−1, λu(m) = (ω0 + λ′u(m))(1 − ω0)−1(1 − αω0)−1,
such that Ĥm ∼ (Fm,Gm) satisfies (A) (α; cα, λu(m)) (B) (α; cα, λcs(m)) condition;
(2) except (A3) (a) (iii), we have (A3) (a′) (b) (i) hold with
η = 2C1η∗, ς0 = 1, γ0 = 2(C1A( ′) + ξ0).
Note also that we can take ς0 large if supm λ′cs(m)λ′u(m) is small.
Conclusion (a) (i) follows from Remark 6.7. Under the condition in (a) (ii), it suffices to show
m 7→ λ′cs(m) and m 7→ λ′u(m) are ξ ′-almost uniformly continuous at K (in the immersed topology)
where ξ ′ is small if ξ∗,A( ′) are small. Only consider m 7→ λ′cs(m). Note that
sup
m∈K
‖DH(m)Π̂csm ‖ ≤ sup
m∈K
‖Π̂csu(m)DH(m)Π̂csm ‖ + sup
m∈K
‖Π̂uu(m)DH(m)Π̂csm ‖
≤ sup
m∈K
λ′cs(m) + ξ0 < C˜0 < ∞,
and similarly supm∈K ‖Π̂csu(m)DH(m)‖ ≤ C˜0. By the almost uniform continuity of u, Π̂csm ,DH(m) at
K , if m1,m2 ∈ Um,γ() ∩ K , then
|Π̂csu(m1)DH(m1)Π̂csm1 − Π̂csu(m2)DH(m2)Π̂csm2 |
≤ |Π̂csu(m1) − Π̂csu(m2) | |DH(m1)Π̂csm1 | + |Π̂csu(m2) | |DH(m1) − DH(m2)| |Π̂csm1 |
+ |Π̂csu(m2)DH(m2)| |Π̂csm1 − Π̂csm2 |
≤ ξ1ξ∗C˜0 + C21A( ′) + ξ∗C˜0 , ξ ′, as  → 0.
The proof is complete. 
A.0.2.
Proof of Lemma 5.1. (1). Set ΠX2 (X1) = Π0. If X1 ⊕ X2 is closed, then by closed graph theorem,
|Π0 | < ∞. We have
|Π0x | = inf
y∈X2
|Π0(x − y)| ≤ |Π0 | inf
y∈X2
|Π0x − y |,
and so α(X1, X2) ≥ |Π0 |−1 > 0. For any  > 0, take z ∈ X1 ⊕ X2 such that (1− )|Π0 | ≤ |Π0z |, |z | = 1.
Then
inf
y∈X2
 Π0z|Π0z | − y
 = 1|Π0z | infy∈X2 |Π0z − y | ≤ 1|Π0z | |z | ≤ 1(1 − )|Π0 | .
We see that α(X1, X2) = |Π0 |−1.
Assume α(X1, X2) > 0, i.e.
(∗) |x1 − x2 | ≥ α(X1, X2)|x1 |, ∀xi ∈ Xi .
Then we have (i) X1 ∩ X2 = {0} (since for x ∈ X1 ∩ X2, 0 = |x − x | ≥ α(X1, X2)|x |); and (ii) X1 ⊕ X2
is closed. We show (ii) as follows. If xin ∈ Xi , i = 1, 2, n = 1, 2, . . . such that x1n + x2n → z ∈ X , then
{x1n + x2n} is a Cauchy sequence. By (∗), one gets {x1n} is also a Cauchy sequence, and so is {x2n}.
Due to that Xi , i = 1, 2 are closed, we obtain z ∈ X1 ⊕ X2, yielding (ii).
(2). This is a restatement of Riesz lemma [Meg98].
(3). Trivially.
(4). Let xi ∈ Xi , i = 2, 3, where |x3 | = 1. Then
inf
x1∈SX1
|x1 − x2 | ≤ inf
x1∈SX1
(|x1 − x3 | + |x2 − x3 |) ≤ d(X3, X1) + |x2 − x3 |.
So (4) follows.
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(5). Since for x3 ∈ X3
|ΠX3 (X2)|X1 | , sup
x1∈SX1
|ΠX3 (X2)x1 | = sup
x1∈SX1
|ΠX3 (X2)(x1 − x3)| ≤ |ΠX3 (X2)| sup
x1∈SX1
|x1 − x3 |,
we have |ΠX3 (X2)|X1 | ≤ |ΠX3 (X2)|δ(X1, X3) ≤ |ΠX3 (X2)|d(X1, X3).
(6). Since for x ∈ R(Π1), |x | = 1,
d(x, R(Π2)) ≤ |Π1x − Π2Π1x | ≤ |Π1 − Π2 |,
this gives δ(R(Π1), R(Π2)) ≤ |Π1 − Π2 | and then d̂(R(Π1), R(Π2)) ≤ 2|Π1 − Π2 |. The proof is
complete. 
Proof of Lemma 5.2. By Lemma 5.1 (4), we have α(X3, X1) ≥ α(X1, X2) − d(X3, X1) > 0; and by
Lemma 5.1 (3), one gets
δ(X, X3 ⊕ X2) = δ(X1 ⊕ X2, X3 ⊕ X2) ≤ |ΠX2 (X1)|δ(X1, X3) < 1.
Hence, X3 ⊕ X2 = X . Finally,
|ΠX2 (X1) − ΠX2 (X3)| = sup
|x |=1
|(ΠX2 (X1) − ΠX2 (X3))x | = sup
|x |=1
|(ΠX2 (X1) − ΠX2 (X3))ΠX2 (X1)x |
= sup
|x |=1
|(ΠX1 (X2) − ΠX3 (X2))ΠX2 (X1)x |
≤ sup
|x |=1
|ΠX3 (X2)ΠX2 (X1)x | ≤ |ΠX2 (X1)| |ΠX3 (X2)|X1 |
≤|ΠX2 (X1)| · |ΠX3 (X2)|δ(X1, X3)
≤|ΠX2 (X1)|(1 + |ΠX2 (X3)|)δ(X1, X3),
combining with the estimate of |ΠX2 (X3)| given in (2), we have the estimate for |ΠX2 (X1) −ΠX2 (X3)|.
The proof is complete. 
A.0.3. In this appendix, we show the following fact.
LemmaA.1. A separable Banach space X admitting aCk∩C0,1 bump function fulfills (3+)-uniform
property (∗k) (see Definition 7.16) for any  > 0.
Such space X is introduced in order to study Ck-smooth approximations of Lipschitz mappings
preserving the Lipschitz condition (see [HJ14, Chapter 7]), i.e. there is a constant C ≥ 1 such that
for any Lipschitz function f : X → R, and any ε > 0, there is a Ck-smooth and Lipschitz function
g : X → R such that
(♣) | f (x) − g(x)| < ε, and Lip g ≤ C Lip f .
This was proved in e.g. [AFK10,HJ10] but they only showed such constantC exists and might depend
on X . In [JSSG11, Remark 3.2 (3)], the authors noticed that the constant C can be universal and less
than 602. We will show the construction given in [AFK10,HJ10] (see also [HJ14]) in fact implies
that C ≤ 3+  (for any  > 0) by a careful examination of each step in their proofs. The detail is given
in the following included for convenience of readers.
Proof. (Step 1). First consider the case k = 1. Note that a well known result (see [HJ14]) says that if
X is a separable, then X has a C1 bump function if and only if X has an equivalent C1 norm (if and
only if X∗ is separable). Take a C1 norm | · | of X . Let 0 < δ < r < 1 and 0 < η < σ ≤ 1. Choose
θi ∈ C∞(R+, [0, 1]), i = 1, 2, 3 such that Lip θ1 ≤ σ1−r , Lip θ2 ≤ σr−δ , Lip θ3 ≤ 1σ−η and
θ1(t) =
{
σ, t ≤ r,
0, t ≥ 1, θ2(t) =
{
0, t ≤ δ,
σ, t ≥ r, θ3(t) =
{
0, t ≤ η,
1, t ≥ σ.
INVARIANT MANIFOLDS 103
Since X is separable, we can take {xj}j≥1 such that {xj}j≥1 = X; without loss of generality, assume
x1 = 0. Set
fj(x) = θ1(|x − xj |), gj(x) = θ2(|x − xj |), j ≥ 1.
Furthermore, take ϕj ∈ C∞(Rj) such that Lip ϕj ≤ 1 (with respect to the max norm) and
min{ω1, . . . , ωj} ≤ ϕj(ω) ≤ min{ω1, . . . , ωj} + η, ω = (ω1, . . . , ωj) ∈ Rj .
Define
ψj(x) = θ3(ϕj(g1(x), . . . , gj−1(x), fj(x))), j = 1, 2, . . . .
Then one can easily verify the following properties about {ψj} where B%(x) = {y ∈ X : |y − x | < %}.
(1) For ∀x ∈ X , if x ∈ Bδ(xk), then ψj(x) = 0 for ∀ j > k.
(2) If n is the smallest one such that x ∈ Br (xn), then ψn(x) = 1.
(3) If |x − xj | ≥ 1, then ψj(x) = 0.
(4) Lipψj ≤ 1σ−η max{ σ1−r , σr−δ } (with respect to | · |), ψj ∈ C1(X) and 0 ≤ ψj ≤ 1, ∀ j ≥ 1.
(Step 2). Choose any bijection ρ : Z × { j ∈ N : j ≥ 2} → Z. Let β > 1 + r be any
and t = tβ = β1+r > 1. Note that ∪m∈Z[(1 + r)tm, βtm] = R+ \ {0}. Define Φ : X → RZ by
Φ(x)ρ(n, j) = tnψj( xtn ). Then we have the following.
(a) Φ(X) ⊂ c0(Z). That is tnψj( xtn ) → 0 as |n| → ∞ or j →∞. Note that supj≥2 |tnψj( xtn )| ≤ tn → 0
as n→ −∞. Fix x and choose N = N(x) such that |x | ≤ tnδ for ∀n ≥ N . Then xtn ∈ Bδ(x1) and
so tnψj( xtn ) = 0 if j ≥ 2 by (1). Finally, notice that { j ≥ 2 : ψj( xtn ) , 0 : n = 0, 1, . . . , N} is finite
by (1).
(b) LipΦ ≤ 1σ−η max{ σ1−r , σr−δ } (with respect to the usual sup norm in c0(Z)).
(c) Φ : X → Φ(X) is bi-Lipschitz with LipΦ−1 ≤ β. Let x, y ∈ X and x , y. Choose m ∈ Z such
that (1+r)tm ≤ |x− y | ≤ βtm. Without loss of generality, | xtm | ≥ 1+r2 (> r). Let k be the smallest
one such that xtm ∈ Br (xk). Then k ≥ 2. By (2), ψk( xtm ) = 1. Since
| y
tm
− xk
tm
| ≥ | y
tm
− x
tm
| − | x
tm
− xk
tm
| ≥ 1 + r − r ≥ 1,
by (3), one gets ψk( ytm ) = 0. Thus,
|Φ(x) − Φ(y)|∞ ≥ |tmψk( xtm ) − t
mψk( ytm )| = t
m >
1
β
|x − y |.
(Step 3). By [HJ10, Theorem 7] (see also [HJ14, Chapter 7, Theorem 79]), we know for any
Lipschitz f : X → R and ε > 0, there is g ∈ C1(X) such that (♣) holds with
C ≤ LipΦLipΦ−1 ≤ 1
σ − η max{
σ
1 − r ,
σ
r − δ }β.
Choose σ = 1, r = 1/2, η, δ → 0 and β→ 1 + r , we know C can be taken any sufficiently close to 3
independent of the choice of the C1 norm in X .
(Step 4). Let | · |∼ be any equivalent norm in X . By [HJ14, Chapter 7, Theorem 103], for any
 > 0, we can take a C1 norm | · | in X such that (1 + )−1 |x | ≤ |x |∼ ≤ (1 + )|x | for ∀|x |∼ ≤ 1. This
shows that (♣) also holds for any C > 3 sufficiently close to 3.
(Step 5). Consider the general case k. First for any Lipschitz f : X → R and ε > 0, choose
g ∈ C1(X) such that (♣) holds. By [HJ10, Corollary 19], there is g′ ∈ Ck(X) such that |g(x)−g′(x)| ≤ ε
and |Dg(x) − Dg′(x)| ≤ ε. So we have | f (x) − g′(x)| ≤ 2ε and Lip g′ ≤ (C + ε)Lip f . That is the
constant C can be sufficiently close to 3. The proof is complete. 
The main constructions in (Step 1) and (Step 2) come from [HJ14, Chapter 7, Theorem 64 (due to
R. Fry), Theorem 63 (due to P. Hájek and M. Johanis)], where a light difference of the construction
Φ is that we do not use bump functions. (Step 4) and (Step 5) follow from [JSSG11, Remark 3.2 (3)].
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B. Appendix. approximation by C1 ∩ C0,1 maps between two manifolds
Here we give a sketch of the proof of Theorem 7.18 due to [JSSG11].
Proof of Theorem 7.18. Let Um(%) = {m′ in the component of M containing m : dF (m′,m) < %}.
For any two sets A, B in a metric space, let dH (A, B) = inf{d(x, y) : x ∈ A, y ∈ B}.
(I). Since M is a Ck Finsler manifold in the sense of Palais, for any K > 1 and every m ∈ M , there
is a Ck local chart ϕm : Um(rm) → TmM such that Dϕm(m) = id and for very m′ ∈ Um(rm)
|Dϕm(m′)| ≤ K, |Dϕ−1m (ϕm(m′))| ≤ K,
where |Dϕm(m′)| = sup{|Dϕm(m′)x |m : |x |m′ ≤ 1} and | · |m is the norm of TmM induced by the
Finsler structure of TM; in particular (if rm is further smaller),
K−1dF (m′,m′′) ≤ |ϕm(m′) − ϕm(m′′)| ≤ KdF (m′,m′′), m′,m′′ ∈ Um(rm).
Here, when m ∈ ∂M , ∅, see [AMR88, Definition 7.2.2] for the meaning of Ck local chart ϕm.
(II). (Ck ∩ C0,1 partition of unity) Now there is {φi,m}(i,m)∈N×M such that
(1) φ j ∈ Ck ∩ C0,1, j ∈ N × M;
(2)
∑
j∈N×M φ j(m) = 1 for ∀m ∈ M;
(3) {supp(φ j)}j∈N×M is locally finite subordinated to {Um(rm)}m∈M . Here supp(φ j) denotes the
closure of {m′ ∈ M : φ j(m′) , 0}.
The construction of {φi,m}(i,m)∈N×M depends on very good open refinements of {Um(rm)}m∈M due
to M. E. Rudin (see also [HJ14, Lemma 8 in Chapter 7]). Usually, the general open refinement can
not be used to obtain φ j ∈ C0,1, though φ j can be locally Lipschitz (see e.g. [Pal66, Theorem 1.6]).
The following property (ii) is the key. Note that each component of M is a metric space. So there are
open refinements {Vi,m}(i,m)∈N×M and {Wi,m}(i,m)∈N×M such that
(i) Vi,m ⊂ Wi,m ⊂ Um(rm);
(ii) dH (Vi,m,W{i,m) ≥ Ci,m for all i ∈ N and m ∈ M where Ci,m > 0 4,W{i,m =Mm \Wi,m andMm
is the component of M containing m;
(iii) Wi,m ∩Wi,m′ = ∅ if m , m′;
(iv) for every m0 ∈ M , there isUm0 (sm0 ) (sm0 > 0) such that for at most one (i,m) ∈ N ×M we have
Wi,m ∩Um0 (sm0 ) , ∅.
For each i,m, since dH (Vi,m,W{i,m) ≥ Ci,m > 0 and Xm satisfies C1-property (∗k), there is a Ck
function ψi,m : M → [0, 1] such that ψi,m(Vi,m) = 1, ψi,m(W{i,m) = 0 and Lipψi,m(·) ≤ C˜i,m for some
constant C˜i,m > 0; see also [JSSG11, Lemma 3.6]. Define
hi(m′) =
∑
m∈M
ψi,m(m′) (≤ 1), which is well defined by (iii) (iv),
φ1,m = ψ1,m, φn,m = ψn,m(1 − h1) · · · (1 − hn−1), n ≥ 2.
Then {φi,m}(i,m)∈N×M satisfies (1) ∼ (3).
(III). For any given ε > 0, since Xm satisfiesC1-property (∗k), there is aCk function gi,m : Xm → R
such that
| f (ϕ−1m (x)) − gi,m(x)| ≤
εmin{1,Lip f }
2i+2(Lip φi,m + 1), x ∈ ϕm(Um(rm)),
and Lip gi,m(·) ≤ C1 Lip f (ϕ−1m (·)) ≤ C1K Lip f . Define
g(m) =
∑
i∈N,m′∈M
φi,m′(m)gi,m′(ϕm′(m)), m ∈ M .
4In [HJ14, Lemma 8 in Chapter 7] (or [HJ14, Lemma 3.3]),Ci,m = 1/2i+1 for all i, but this is not always true; for instance
if rm < 1/4, then there is no V0,m,W0,m ⊂ Um(rm) such that dH (V0,m,W{0,m) ≥ 1/2. However, from the proof given in
[HJ14, Lemma 8 in Chapter 7], for each m ∈ M , there is im ∈ N such that Ci,m = 1/2i+1 if i ≥ im . Now, we can take
Vi+im,m andWi+im,m instead ofVi,m andWi,m ; what we really need is that the constantsCi,m > 0
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Now one can easily see that g ∈ Ck ,
|g(m) − f (m)| = |
∑
i∈N,m′∈M
φi,m′(m)
{
gi,m′(ϕm′(m)) − f (ϕ−1m′(ϕm′(m)))
} | ≤ ε,
and
Lip g ≤ sup
m∈M
|Dg(m)| = sup
m∈M
|
∑
i∈N,m′∈M
{
φi,m′(m)Dgi,m′(ϕm′(m))
+Dφi,m′(m)(gi,m′(ϕm′(m)) − f (ϕ−1m′(ϕm′(m))))
} | ≤ (C1K2 + ε)Lip f .

Below, let us give a vector-valued version of Theorem 7.18.
Definition B.1. For two Banach spaces X, Z , we say the pair (X, Z) satisfies C1-property (A) if for
every ε > 0 and every Lipschitz map f : X → Z , there is aC1 and Lipschitz map g : X → Z such that
| f (x) − g(x)| < ε and Lip g ≤ C1 Lip f . (See also [JSSG13].) We say X satisfies strong C1-property
(A) if for every Banach space Z , (X, Z) satisfies C1-property (A).
It is easy to see that if (X, Z) satisfies C1-property (A), then X satisfies C1-property (∗1) in the
sense of Definition 7.16.
Example B.2. (a) If X is finite-dimensional, then X satisfies strong 1-property (A).
(b) Let X be a Banach space with an unconditional Schauder basis (xn) which admits a C1 and
Lipschitz bump function ϕ : X → [0, 1] such that ϕ|Br = 1, ϕ|B{1 = 0 where 0 < r < 1.
Then there is a constant C > 0 only depending on the unconditional constant of (xn) (see e.g.
[Meg98, Definition 4.2.28]) and Lip ϕ such that for any Banach space Z , (X, Z) satisfies C1-
property (A) and so X admits strong C1-property (A). Particularly, if X is a separable Hilbert
space, then C1 can be taken as 2 + ε for any small ε > 0.
Proof. (a) This can be rapidly seen by standard convolution techniques.
(b) The result was first announced by R. Fry (see also [HJ14, Corollary 87 in Chapter 7] or
[HJ10, Theorem H]). That the constant C > 0 only depends on unconditional constant of (xn) and
Lip ϕ follows from the details in the proofs of [HJ14, Lemma 83, Theorem 84 in Chapter 7] (due to
N. Moulis). More precisely, write Kb , Kub , and Ku as basis constant, unconditional basis constant,
and unconditional constant of (xn), respectively; see [Meg98, Definition 4.2.28]. Define the bounded
multiplier unconditional (xn) norm of X as
|
∑
αnxn |bmu = sup{|
∑
βnαnxn : (βn) ∈ l∞, sup
n
|βn | ≤ 1}.
Then by the definition of unconditional constant Ku of (xn), we have |x | ≤ |x |bmu ≤ Ku |x |; in
addition, if X is renormed with | · |bmu , then Ku = Kub = Kb = 1 (see [Meg98, Proposition 4.2.31]).
Let X be equipped with | · |bmu . Now, in the proof of [HJ14, Lemma 83 in Chapter 7], we have
K = LipΨ ≤ 1 + Lip ϕ (in the new norm | · |bmu , the Lipschitz constant of Ψ can be calculated
more precisely); also, in [HJ14, Theorem 84 in Chapter 7], the constant C can be taken as K . Since
[HJ10, Theorem H] is a consequence of Lemma 69 and Theorem 84 in [HJ14, Chapter 7], we see C1
can be taken as K(1+ ε) for the norm | · |bmu and so Ku(1+ Lip ϕ)(1+ ε) for the original norm | · | of
X where ε > 0 is any small constant. 
We refer the readers to see [JSSG13,HJ10] and [HJ14, Chapter 7] for more details about property
(A). The approximation of Lipschitz maps by smooth and Lipschitz maps between two general Banach
spaces is still open and the related result is much less; see also [HJ14, Problem 110, p. 464].
Let N be any C1 Banach manifold with a (compatible) metric d which C1 ∩ C0,1 embeds in a
Banach space Y such that there is a C1 ∩ C0,1 retraction r : Bρ(N) ⊂ Y → N for some ρ > 0 (i.e.
r |N = id). See also Section 4.1 and Section 5.3 for some examples. Let M be a C1 Finsler manifold
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(possibly with boundary) in the sense of Palais (cf. [Pal66]) endowed with Finsler metric in its each
component.
Theorem B.3. Let M, N be given as above. Let f : M → N be C0,1. Assume for any m ∈ M ,
TmM satisfies strong C1-property (A) (see Example B.2). Then there is a constant C˜ ′ > 0 such that
for any ε > 0, there is a C1 ∩ C0,1 function g : M → N such that d( f (x), g(x)) < ε for all x ∈ M
and Lip g ≤ C˜ ′(1 + ε)Lip f ; here C˜ ′ = C1 Lip r Lip j. In addition, if f is C1 at V with V satisfying
dH (V,M \ V1) > 0 for some V1 such that V ⊂ V1 ⊂ M , then g can be chosen such that g |V = f |V .
Proof. Let j : N → Y be the C1 ∩C0,1 embedding and r : Bρ(N) ⊂ Y → N the C1 ∩C0,1 retraction.
First, notice that for any given ε1 > 0 and a Lipschitz f0 : M → Y , the same argument given in
Theorem 7.18 shows that there is a C1 ∩ C0,1 map g0 : M → Y such that | f0(x) − g0(x)| < ε1 for all
x ∈ M and Lip g0 ≤ C1(1 + ε1)Lip f0.
In particular, for f0 = j ◦ f : M → Y and 0 < ε1 < min{ε, (Lip r)−1ε, ρ}, we have such map
g0 : M → Y . Note that g0(M) ⊂ Bρ(N) as f0(M) = N . Set g = r ◦ g0. Then g : M → N ,
Lip g ≤ Lip r · C1(1 + ε1)Lip f0 ≤ C˜ ′(1 + ε)Lip f ,
where C˜ ′ = C1 Lip r Lip j, and
d( f (x), g(x)) = d(r ◦ f0(x), r ◦ g0(x)) ≤ Lip r | f0(x) − g0(x)| < ε.
For the last conclusion, one can use suitable bump function to get the desired g (see e.g. Theorem10.3).
This completes the proof. 
Here, we do not try to give a more general version of Theorem B.3 (e.g. the size of tubular
neighborhood of N can be non-uniform or M can be Finsler manifold in the sense of Neeb-Upmeier
(see e.g. [Che19a, Appendix D.2] or [JSSG11])).
Corollary B.4. Let X, Σ,K, {Πκm} (κ = s, c, u) be given as in Section 4.1 (I), and assume (H1) ∼ (H4)
(in Section 4.1) hold with χ() small as  small. Suppose (i) Σ ∈ C1, and (ii) X is a separable Hilbert
space or Σ is finite-dimensional. Then there is a small ∗ > 0 such that for any small ε0 > 0, there
are projections {Π˜κm}, κ = s, c, u, such that
(1) m 7→ Π˜κm is C1 in Um0,γ(∗) (m0 ∈ K, γ ∈ φ−1(m0)),
(2) {Π˜κm} satisfies (H2) (in Section 4.1), and
(3) |Πκm − Π˜κm | < ε0 for all m ∈ Um0,γ(∗) and m0 ∈ K, γ ∈ φ−1(m0).
In fact, we can let m 7→ Π˜κm be C∞ in Um0,γ(∗) (m0 ∈ K , γ ∈ φ−1(m0)).
Proof. Without loss of generality, take Σ̂ = K̂∗ and Σ = K∗ for small ∗ > 0. By (H2), we have
supm∈Σ |Πκm | < ∞. By condition (ii), we see for each m̂ ∈ Σ̂, Tm̂Σ̂ satisfies strongC1-property (A) (see
Example B.2). Σ̂ can be considered as a Finsler manifold in the sense of Palais, and the Finsler metric
in each component of Σ̂, locally, is almost the same as in X; see also Lemma 7.15. By Lemma 5.12,
any small neighborhood of {Πκm} in Π(X), denoted by N , satisfies the condition in Theorem B.3.
Thus, the conclusion follows from Theorem B.3 by applying to Σ̂→ N ⊂ L(X) : m̂ 7→ Πκ
φ(m̂). 
If we do not need the uniform size neighborhood, then we have the following result.
Corollary B.5. Let X, Σ,K, {Πκm} (κ = s, c, u) be given as in Section 12.1 (Ib), and assume (H1b)
(H2b) in Section 12.1 hold with supm∈Σ χm(m) small. Under the same condition on X, Σ in Corol-
lary B.4, then for any small ε0 > 0, there are projections {Π˜κm}, κ = s, c, u, such that
(1) m 7→ Π˜κm is C1 in Um0,γ(m0 ), m0 ∈ Σ, γ ∈ φ−1(m0),
(2) {Π˜κm} satisfies (H2b) (in Section 12.1), and
(3) |Πκm − Π˜κm | < ε0 for all m ∈ Um0,γ(m0 ), m0 ∈ Σ, γ ∈ φ−1(m0).
Proof. The same as the proof of Corollary B.4. 
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C. Appendix. invariant manifolds in the invariant and trichotomy case
Consider the parallel results as Theorem III for the trichotomy case. In this case, we take Xcm⊕Xc0m =
Xc1m and Xs1m ⊂ Xsm, Xu1m ⊂ Xum with Xc1m ⊕ Xs1m ⊕ Xu1m = X (the corresponding projections also satisfy
(H2) in Section 4.1); similarly for X̂κ0m , κ0 = s1, u1, c1, c0. In (B3) (a) and (B4) (i) (ii) (in Section 4.4),
c, s, u are changed as c1, s1, u1, respectively. Let Σ = K , η = 0, and replace the special condition in
(B3) (a) (ii) by the special gap condition in (B4) (ii) (in Section 4.4).
There are 0 < c∗ < 1 and small positive constants ξ1,∗, ξ2,∗, ∗, and χ0,∗, γ0,∗ = O∗ (1), η∗ = o(∗)
such that if
• Case (1): (B1) (B2) (B3) (a) (b) hold with the constants satisfying ξi ≤ ξi,∗ (i = 1, 2), χ() ≤ χ0,∗,
 ≤ ∗, η ≤ η∗,
• Case (2): or (B1) (B2) (B3) (a′) (b) hold with the constants satisfying ξi ≤ ξi,∗ (i = 1, 2),
χ() ≤ χ0,∗,  ≤ ∗, η ≤ η∗, γ0 ≤ γ0,∗,
then there exist ε = O(∗) and σ, % = o(∗) with ε0 = c∗σ such that the following statements hold.
We have Wcs
loc
(Σ) ⊂ Xc0s1
Σ̂
(σ) ⊕ Xu1
Σ̂
(%), Wcu
loc
(Σ) ⊂ Xc0u1
Σ̂
(σ) ⊕ Xs1
Σ̂
(%), Σc = Wcs
loc
(Σ) ∩Wcu
loc
(Σ)
called a local center-stablemanifold, a local center-unstablemanifold, and a local centermanifold
of Σ satisfying the following properties.
(1) (representation) Wcs
loc
(Σ),Wcu
loc
(Σ), Σc can be represented as graphs of Lipschitz maps. That is,
there are maps hκ0 , κ = cs, cu, c, such that for m̂ ∈ Σ̂,
hcs0 (m̂, ·) : Xc0s1φ(m̂)(σ) → X
u1
φ(m̂)(%),
hcu0 (m̂, ·) : Xc0u1φ(m̂)(σ) → X
s1
φ(m̂)(%),
hc0 (m̂, ·) : Xc0φ(m̂)(σ) → X
s1
φ(m̂)(%) ⊕ X
u1
φ(m̂)(%),
and Wcs
loc
(Σ) = Graphhcs0 , Wculoc(Σ) = Graphhcu0 , Σc = Graphhc0 ; there are functions µκ(·),
κ = cs, cu, c, such that µcs(m) = (1 + χ∗)β′c1s1 (m) + χ∗, µcu(m) = (1 + χ∗)α′c1u1 (m) + χ∗ and
µc = max{µcs, µcu}, with χ∗ = O∗ (1), and for every m ∈ Σ, it holds that
|Πu1m (hcs0 (m̂1, xc0s11 ) − hcs0 (m̂2, xc0s12 ))| ≤ µcs(m)max{|Πcm(φ(m̂1) − φ(m̂2))|, |Πc0s1m (xc0s11 − xc0s12 )|},
|Πs1m (hcu0 (m̂1, xc0u11 ) − hcu0 (m̂2, xc0u12 ))| ≤ µcu(m)max{|Πcm(φ(m̂1) − φ(m̂2))|, |Πc0u1m (xc0u11 − xc0u12 )|},
max{|Πu1m (hc0 (m̂1, xc01 ) − hc0 (m̂2, xc02 ))|, |Πs1m (hc0 (m̂1, xc01 ) − hc0 (m̂2, xc02 ))|}
≤ µc(m)max{|Πcm(φ(m̂1) − φ(m̂2))|, |Πc0m (xc01 − xc02 )|},
where m̂i ∈ Ûm̂(ε0), xκ0i ∈ Xκ0φ(m̂i )(ε0) (κ0 = c0s1, c0u1, c0), i = 1, 2, m̂ ∈ φ
−1(m).
(2) (local invariance) For
Ωcs = Wcsloc(Σ) ∩ {Xc0s1Σ̂ (ε0) ⊕ X
u1
Σ̂
(%)}, Ωcu = Wculoc(Σ) ∩ {Xc0u1Σ̂ (ε0) ⊕ X
s1
Σ̂
(%)},
andΩc = Ωcs∩Ωcu , we haveΩcs ⊂ H−1Wcsloc(Σ),Ωcu ⊂ HWculoc(Σ) andΩc ⊂ H±1Σc; moreover,
H : Ωcs → Wcsloc(Σ), H−1 : Ωcu → Wculoc(Σ) induce Lipschitz maps and H : Ωc → Σc induces a
bi-Lipschitz map.
(3) (partial characterization) Σ ⊂ Σc .
(i) If {zk = (m̂k, xc0s1k , xu1k )}k≥0 ⊂ Xc0s1Σ̂ (ε0) ⊕ X
u1
Σ̂
(%) satisfies
• zk ∈ H(zk−1) with m̂k ∈ Ûû(m̂k−1)(ε) for all k ≥ 0; and
• |xu1
k
| ≤ β˜0(m̂k−1)|xc0s1k | for all k ≥ 1 or supk{εs(m̂0)εs(m̂1) · · · εs(m̂k−1)}−1(|xc0s1k |+|xu1k |) < ∞,
then {zk}k≥0 ⊂ Wcsloc(Σ) and |xc0s1k+1 | ≤ (λc1s1 (φ(m̂k)) + χˆ)|xc0s1k |.
(ii) If {z−k = (m̂−k, xs1−k, xc0u1−k )}k≥0 ⊂ Xs1Σ̂ (%) ⊕ X
c0u1
Σ̂
(ε0) satisfies
• z−k ∈ H−1(z−k+1) with m̂−k ∈ Ûû−1(m̂−k+1)(ε) for all k ≥ 0; and
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• |xs1−k | ≤ α˜0(m̂−k+1)|xc0u1−k | for all k ≥ 1 or supk{εu(m̂0)εu(m̂−1) · · · εu(m̂−k+1)}−1(|xc0u1−k | +
|xs1−k |) < ∞,
then {z−k}k≥0 ⊂ Wculoc(Σ) and |xc0u1−k | ≤ (λc1u1 (φ(m̂−k)) + χˆ)|xc0u1−k+1 |.
(iii) If {zk = (m̂k, xc0k , xs1k , xu1k )}k∈Z ⊂ Xc0Σ̂ (ε0) ⊕ X
s1
Σ̂
(ε0) ⊕ Xu1
Σ̂
(ε0) satisfies that {zk}k≥0 and
{z−k}k≥0 fulfill (i) and (ii), respectively, then {zk}k∈N ⊂ Σc .
Here, β˜0(·), α˜0(·), εs(·), εu(·) : Σ̂→ R+ satisfy for all m̂ ∈ Σ̂,
β′c1s1 (u(φ(m̂))) + χˆ < β˜0(m̂) < βc1s1 (φ(m̂)) − χˆ, 0 < εs(m̂) < λ−1u1 (φ(m̂)) − χˆ,
α′c1u1 (u−1(φ(m̂))) + χˆ < α˜0(m̂) < αc1u1 (φ(m̂)) − χˆ, 0 < εu(m̂) < λ−1s1 (φ(m̂)) − χˆ,
where χˆ > 0 is some small constant depending on ξ1, ∗.
(4) If (B4) (i) holds, then Wcs
loc
(Σ),Wcu
loc
(Σ), Σc are differentiable at m̂ ∈ Σ̂ in the sense of Whitney
(see Definition 10.14) with Σ̂ → G(X) : m̂ 7→ Tm̂Wcsloc(Σ),Tm̂Wcsloc(Σ),Tm̂Σc continuous; if,
in addition, X̂c1s1, X̂c1u1 are invariant under DH (meaning that Dxc1s1 Ĝc1s1m (0, 0, 0) = 0 and
Dxc1u1 F̂
c1u1
m (0, 0, 0) = 0 for all m ∈ Σ), then (see Definition 10.14 for the meaning)
Tm̂W
cs
loc(Σ) = X̂c1s1φ(m̂), Tm̂Wculoc(Σ) = X̂
c1u1
φ(m̂), Tm̂Σ
c = X̂c1
φ(m̂), m̂ ∈ Σ̂.
(5) If, in addition, the following assumptions hold:
(i) (B4) (i);
(ii) Σ ∈ C1 and m 7→ Πκm is C1 (in the immersed topology), κ = s1, c1, u1, c0;
(iii) there exist C1 and C1-Lipschitz bump functions in Xc0s1
Σ̂
and in Xc0u1
Σ̂
, respectively, where
C1 ≥ 1 (see Definition 7.1 and Example 7.19), or
(iii′) H satisfies strong s1-contraction and strong u1-expansion (see assumption (??) in Sec-
tion 6.2.2 (e.g., supm α′c1u1 (m) and supm β′c1s1 (m) are sufficiently small) and there exist C1
and C1-Lipschitz bump functions in Xc0
Σ̂
(see Definition 7.1), where C1 ≥ 1;
then we also can chooseWcs
loc
(Σ),Wcu
loc
(Σ), Σc such that they are C1 immersed submanifolds of X .
Remark C.1. (a) If supm λs1 (m) < 1, supm λu1 (m) < 1 in item (3), then we take εs(·), εu(·) ≡ 1; this
means e.g. if in item (3), {zk = (m̂k, xc0k , xs1k , xu1k )}k∈Z ⊂ Xc0Σ̂ (ε0) ⊕ X
s1
Σ̂
(ε0) ⊕ Xu1
Σ̂
(ε0) satisfies
zk ∈ H(zk−1) with m̂k ∈ Ûû(m̂k−1)(ε) and m̂k ∈ Ûû−1(m̂k−1)(ε) for all k ∈ Z, then {zk}k∈Z ⊂ Σc .
Particularly, we see that the strong-stable lamination (resp. strong-unstable lamination) of
Σ for H, whose leaves are (uniformly) Lipschitz immersed submanifolds of X locally modeled
on Xs1m (resp. Xu1m ) (m ∈ Σ), belongs to Wcsloc(Σ) (resp. Wculoc(Σ)); but note that, in general, the
strong-stable lamination is not open in Wcs
loc
(Σ). See [HPS77] or [Che19a, Section 7.2] for a
discussion of the existence and regularity of strong-(un)stable laminations.
(b) If (i) c1 = c (and so s1 = s, u1 = u), (ii) supm λs1 (m) < 1, supm λu1 (m) < 1, and (iii) H
satisfies strong s-contraction and strong u-expansion (see assumption (??) in Section 6.2.2
(e.g., supm α′c1u1 (m) and supm β′c1s1 (m) are sufficiently small), then Σ is a normally hyperbolic
invariant manifold of H (in the sense of [Che18]) and also Σ = Σc , Wcs
loc
(Σ) ⊂ H−1Wcs
loc
(Σ),
Wcu
loc
(Σ) ⊂ HWcu
loc
(Σ) (i.e. we can let ε0 = ε). In addition, in this case, if (B4) (i) holds, then
Σ ∈ C1 (as well asWcs
loc
(Σ),Wcu
loc
(Σ) ∈ C1).
D. Appendix. strong-(un)stable foliations in revisited Fenichel theorem
In the appendix, let us consider the existence and regularity of strong-(un)stable foliations of H in
Wcs
loc
(Σ) (Wcu
loc
(Σ)) under the circumstance of Theorem 12.4; we do not give detailed proofs but refer
to see [Che18,Che19a].
Write the maps obtained in Theorem 12.4 (2) asH cs0 ,H c0 ,H−cu0 . More precisely,
H cs0 = H |Ωcs : Ωcs → Wcsloc(K),
H−cu0 = H−1 |Ωcu : Ωcu → Wculoc(K),
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H c0 = H cs0 |Ωc : Ωc → Σc .
Note that ifH−c0 = H−cu0 |Ωc : Ωc → Σc , then (H c0 )−1 = H−c0 , i.e. H−c0 ◦ H c0 (x) = H c0 ◦ H−c0 (x) ifH c0 (x) ∈ Ωc andH−c0 (x) ∈ Ωc .
For mc = (m̂, xs, xu) ∈ Σc , set
λs(mc) + ς < εs(mc) < λ−1cu(mc) − ς, λu(mc) + ς < εu(mc) < λ−1cs (mc) − ς,
for sufficiently small ς > 0 (depending on , χ(), η such that ς → 0 as , χ(), η → 0). Here
λκ(mc) = λκ(φ(m̂)), κ = s, u, cs, cu, and sup{εs(·), εu(·)} < 1. If (H c0 )i(mc) ∈ Ωc (or (H c0 )−i(mc) ∈
Ωc), i = 0, 1, 2, . . . , n − 1, define
ε
(n)
s (mc) = εκ((H c0 )n−1(mc)) · · · εκ(H c0 (mc))εκ(mc),
ε
(n)
u (mc) = εκ((H c0 )−n+1(mc)) · · · εκ((H c0 )−1(mc))εκ(mc).
Define
Ω±c = {m ∈ Ωc : (H c0 )±i(m) ∈ Ωc for all i ∈ N}.
Theorem D.1 (existence of strong-(un)stable foliations). Under the context of Theorem 12.4, in
addition, suppose
(a) supm α′u(m)β′s(m) < 1, α′cu(m) ≤ 1, β′cs(m) ≤ 1, β′cs(m) ≤ β′s(m), α′cu(m) ≤ α′u(m), m ∈ Σ;
(b) H satisfies strong s-contraction and strong u-expansion (see assumption (??) in Section 6.2.2,
e.g. supm α′cu(m), supm β′cs(m) are sufficiently small).
Then there is a C0 foliationWss (resp. Wuu) of Wcs
loc
(Σ) (resp. Wcu
loc
(Σ)), with leaves W ss(mc)
(resp. Wuu(mc)), mc ∈ Σc , called a strong stable foliation (resp. a strong unstable foliation) of H
such that the following properties are fulfilled.
(1) Wss (resp.Wuu) is locally invariant underH cs0 (resp. H−cu0 ). That is,H cs0 (W ss(mc) ∩Ωcs) ⊂
W ss(H cs0 (mc)),H−cu0 (Wuu(mc) ∩Ωcu) ⊂ Wuu(H−cu0 (mc)), where mc ∈ Ωc .
(2) There is a small σ0 > 0 such that each small plaque W ssσ0 (mc) (resp. Wuuσ0 (mc)) of Wss
(resp. Wuu) through mc = (m̂, xs, xu) ∈ Σc is a Lipschitz graph of Xsφ(m̂)(σ0) → Xcuφ(m̂) (resp.
Xu
φ(m̂)(σ0) → Xcsφ(m̂)) with Lipschitz constant less than approximately β′s(φ(m̂)) (resp. α′u(φ(m̂))).
(3) The leaves and plaques can be partially characterized as follows.
If z ∈ W ssσ0 (mc) (resp. z ∈ Wuuσ0 (mc)) and (H c0 )i(mc) ∈ Ωc (resp. (H c0 )−i(mc) ∈ Ωc),
i = 0, 1, 2, . . . , n− 1, then (H cs0 )i(z) ∈ W ssσ0 ((H cs0 )i(mc)) (resp. (H cu0 )i(z) ∈ Wuuσ0 ((H−cu0 )i(mc))),
i = 0, 1, 2, . . . , n − 1, and
|(H cs0 )n(z) − (H cs0 )n(mc)| ≤ ε(n)s (mc)|z − mc |,
(resp. |(H−cu0 )n(z) − (H−cu0 )n(mc)| ≤ ε(n)u (mc)|z − mc |).
There is an integral N such that if mc ∈ Ω+c (resp. mc ∈ Ω−c) and z ∈ W ss(mc) (resp.
z ∈ Wuu(mc)), then (H cs0 )n(z) ∈ W ssσ0 ((H c0 )n(mc)) (resp. (H−cu0 )n(z) ∈ Wuuσ0 ((H c0 )−n(mc))) for
all n ≥ N .
If mc ∈ Ω+c (resp. mc ∈ Ω−c) and z ∈ Wcsloc(Σ) (resp. z ∈ Wculoc(Σ)) such that
sup
n≥0
(ε(n)s (mc))−1 |(H cs0 )n(z) − (H cs0 )n(mc)| < ∞,
(resp. supn≥0(ε(n)u (mc))−1 |(H−cu0 )n(z) − (H−cu0 )n(mc)| < ∞), then z ∈ W ss(mc) (resp. z ∈
Wuu(mc)).
(4) The holonomy maps forWss andWuu are uniformly (locally) Hölder, or equivalentlyWss and
Wuu are uniformly (locally) Hölder foliations in the immersed topology.
(5) Wcκ
loc
(Σ) is a C0 bundle over Σc with fibersWκκ(mc), mc ∈ Σc , κ = s, u.
Finally, let us consider the smoothness of strong-(un)stable foliations in a special situation, i.e. Σ
is C1 and finite-dimensional.
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TheoremD.2 (smoothness of strong-(un)stable foliations). Under the context of TheoremD.1, assume
(B4) (i) (ii) (in Section 4.4) hold and Σ is C1 and finite-dimensional. ThenWss andWuu can be
chosen such that their leaves are C1 immersed submanifolds of X .
Proof. (Sketch) The proof is almost identical with the corresponding results of [Che18]. For example,
consider the construction ofWss . Since Wcs
loc
(Σ) in only locally invariant with respect to H cs0 , one
needs to compoundH cs0 with some retraction map. Let hcs0 : XsΣ̂outσ (σ∗) → X
u
Σ̂outσ
(%∗) (over id) be the
global representation ofWcs
loc
(Σ) obtained by Lemma 6.11, i.e. Wcs
loc
(Σ) = Graphhcs0 . For brevity, we
also set
K̂σ′ = Σ̂outσ′ , W
cs
σ (K̂σ′) = Graphhcs0 |Xs
K̂σ′
(σ).
Define a map
R(m̂, xs, hcs0 (m̂, xs)) = (rˆ(m̂), xs, hcs0 (rˆ(m̂), xs)), (m̂, xs) ∈ XsΣ̂outσ (σ∗),
where rˆ(·) is the retraction map of Σ̂outσ → Σ̂ defined in (12.1). Since H satisfies strong s-contraction
(see Remark 6.15), we have Ω∗cs = Wcsloc(Σ) ∩ XsuΣ̂outσ1
(σ′∗, %∗) for small 0 < σ1 < σ and 0 < σ′∗ < σ∗
such that
Ω∗cs ⊂ H−1(Wcsσ′∗ (K̂σ2 )), where σ1 < σ2 < σ.
Particularly,H cs0 ◦ R(Wcsσ∗ (K̂σ)) ⊂ Wcsσ′∗ (K̂σ2 ). Write
(H cs(m̂, xs), hcs0 (H cs(m̂, xs))) = H cs0 ◦ R(m̂, xs, hcs0 (m̂, xs)).
Next, consider the local representation of H cs . Let f 0
m̂
be the local representation of Wcs
loc
(Σ) at
m̂ ∈ Σ̂outσ2 . From (6.36), there are a small η′ > 0 and 0 < e0 < 1 (close to 1) such that if m̂ ∈ Σ̂,
m = φ(m̂) and m̂1 = û(m̂), then{
F̂csm (δc, δs, f 0m̂1 (xm̂(δ
c, δs))) = xm̂(δc, δs),
Ĝcsm (δc, δs, f 0m̂1 (xm̂(δ
c, δs))) = f 0
m̂
(δc, δs), δ
c ∈ Xcm(η′), δs ∈ Xsm(e0σ).
Take any (m̂, xs) ∈ Xs
K̂σ′′∗
(σ′2) where σ′∗ < σ′′∗ < σ∗ and σ2 < σ′2 < σ. For small η′′ > 0 and
(δc, δs) ∈ Xc
φ(m̂)(η′′) × Xsφ(m̂)(η′′), write
R(m̂, xs, f 0
m̂
(xs)) = (m̂′, xs1 ′, xu1 ′) ∈ Wcse−10 σ2 (Σ̂),
φ(m̂) + xs + δc + δs + f 0
m̂
(xs + δc + δs) = m′′ + xs1 ′′ + xu1 ′′ ∈ Wcsloc(Σ),
R(m̂′′, xs1 ′′, xu1 ′′) = (m̂′′0 , xs0 ′′, xu0 ′′) ∈ Wcse−10 σ2 (Σ̂),
φ(m̂′′0 ) + xs0 ′′ + xu0 ′′ = φ(m̂′) + δc1 + δs1 + f 0m̂′(δc1 + δs1), (δc1 , δs1) ∈ Xcφ(m̂′) × Xsφ(m̂′),
where m′′ = φ(m̂′′), m̂′′ ∈ Ûout
m̂
(∗), xκ1 ′′ ∈ Xκm′′ , κ = s, u, and m̂′, m̂′′0 ∈ Σ̂. Now define
Θ(m̂,xs )(δc, δs) = Πcsφ(m1)(φ(m̂′1) + xm̂′(δc1 , δs1) + f 0m̂′1 (xm̂′(δ
c
1 , δ
s
1)) − φ(m1) − xs1),
where m̂′1 = û(m̂′) and (m1, xs1) ∈ H cs(m̂, xs). That is, we compare the two points φ(m̂) + xs + δc +
δs + f 0
m̂
(xs + δc + δs) and φ(m̂) + xs + f 0
m̂
(xs) under the mappingH cs0 ◦ R.
Note that R|W csσ∗ (Σ̂) = id, and locally, the Lipschitz of R is close to 1. So all the arguments in
[Che18, Sections 5.5-5.6] can be applied to the following model:
X(η′′) Θ−−−−−→ Xy y
Xs
K̂σ′2
(σ′′∗ )
Hcs−−−−−→ Xs
K̂σ2
(σ′∗),
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where X is a bundle over Xs
K̂σ′2
(σ′′∗ ) with fibers X(m̂,xs ) = Xcm̂ × Xsm̂ and X(η′′) =
⋃X(m̂,xs )(η′′); Θ is
a bundle map overH cs defined by
Θ((m̂, xs), δc, δs) = (H cs(m̂, xs),Θ(m̂,xs )(δc, δs)).
This finishes the proof of Theorem D.1.
For the proof of Theorem D.2, since in this case, we have assumed Σ is C1 and finite-dimensional,
by C1 ∩ C0,1 approximation, without loss of generality, suppose m 7→ Πκm, κ = s, c, u are C1 in the
immersed topology. In addition, approximate rˆ(·), the retraction map of Σ̂outσ → Σ̂, by C0,1 ∩ C1
map of Σ̂outσ → Σ̂out0 with Lipschitz constant close to 1 and 0 sufficiently close to 0. Notice also that
without loss of generality, (A) (B) condition (in (B3) (a)) can be satisfied at φout (Σ̂out0 ) (instead of
Σ); that is, small enlargement of Σ is needed. Now, the conclusion in Theorem D.2 can be shown the
same as Lemma 7.6. 
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