This paper proposes small tree-width graph decomposition computational protein design CFN instances defined according to the model [1] with protocol defined by Simononcini et al [2] . The proteins used in the benchmark have been selected in the PDB (not on their biological interest) to explore the efficiency of global search method based on tree-width decomposition. The instances are bigger than those previously proposed in the paper [2] with one backbone relaxation and the aka Beta November 2016 Rosetta force-field [3] . The benchmark includes 21 proteins selected with a low level of sequences identity (40%) . Those instances have been selected on the basis of 3D criteria by applying a decreasing average coarse volume occupancy filter by Amino Acid (-i.e. by CFN variable) . The instances characteristic (see Table 1 ) contain from 130 up to n = 282 variables with a maximum domain size from 383 to 438, and between 1706 and 6208 cost functions. The minfill tree-width ranges from 21 to 68, and from 0.16 to 0.34 for a normalized tree width. Those instances have been used for UDGVNS search algorithm[4] benchmarking. This approach is suitable for evaluation of search methods that exploit the notion of graph decomposition.
: Characteristics of PDB instances: pdbid is the code reference in PDB database, |X | is the number of variables, d is the maximum domain size, e is the number of cost functions, tw is the min-fill tree-width and tw/|X | a normalized tree-width by |X |. The last tree columns correspond to structural criteria respectively defined in (eq: 3) , (eq: 7) and the log of the domain Cartesian product.V is used for PDB list order.
CPD background
Structure-based computational protein design (CPD) plays a critical role in advancing the field of protein engineering. In the past decade the field has rapidly expanded, providing an approach to test the structural basis for function as well as a tool for designing useful molecules [5] [6] [7] .
Using an all-atom energy function, CPD tries to identify amino acid sequences that fold into a target structure and ultimately perform a desired function. The CPD problem is the inverse problem of the protein folding [8] ( The fold is known), it aims to find the best sequences and side chain conformation as to minimize the total energy of the system . The Total Energy is reformulated as follows [9] :
where E ∅ , E(i r ) , E(i r , j s ) are respectively the backbone template , internal Figure 1 : example of side chain rotamer set of the lysine Amino Acid side chain , and side-chain pairwise energy terms calculated from protein force fields (such as CHARMM , AMBER or rosetta). The CPD is then formulated with the goal of identifying a conformation of minimum energy via the mutation of a specific subset of amino acid residues, i.e. by affecting their identity and their 3D orientations (rotamers). The conformation that minimizes the energy is called the GMEC (Global Minimum Energy Conformation). The GMEC corresponds to a maximum probability mass due to the Boltzmann relation between molecular energy and probability, which is equivalent to the Markov Random Field modeling with a Maximum A Posteriori probability (MAP-MRF) estimation. The GMEC search is NP-hard [10] and has be formulated as a Cost Function Network (CFN) [1] . Compared to other complete formulations, the CNF modeling is the state of the art model for GMEC resolution [11] .
The Computational Protein Design challenge
Computational Protein Design faces several challenges. The exponential size of the conformational and protein sequence space that has to be explored rapidly grows out of the reach of computational approaches. Another obstacle to overcome is the accurate structure prediction for a given sequence [12, 13] . Therefore and in order to reduce the problem to the identification of an amino acid sequence that can fold into a a target 3D-scaffold that matches the design objective [14] , the design problem is usually approached as an inverse folding problem [8] . In structural biology, the stability of a conformation can be directly evaluated through the energy of the conformation, a stable fold being of minimum energy [15] .
In CPD, two approximations are common. First, it is assumed that the resulting designed protein retains the overall fold of the chosen scaffold: the protein backbone is considered fixed. At specific positions chosen automatically or by the molecular modeler, the amino acid used can be modified, thus changing the side chain . Second, the domain of conformations available to each amino acid side chain is continuous.
This continuous domain is approximated using a set of discrete conforma- each position correspond to cfn variable. when position distance are lower than the cutoff distance use by the force-field a binary constraint is added in the instances . note that due to this cutoff distance a spherical shape and cutoff distance used in the Energy calculation, non Gobular protein will induce constraint graph sparcity and decomposable cfn instances and spherical protein will be clause from click.
tions defined by the value of their inner dihedral angles. These conformations, or rotamers [16] , are derived from the most frequent conformations in the experimental repository of known protein structures, the PDB (Protein Data Bank, www.pdb.org). Different rotamer libraries dumbrack [17] , penultimate [18] and tuffery [19] have been used in constraint-based approaches for GMEC search for protein design. [1] , [2] , [20] .
CFN model definition
CPD instances can be directly represented as Cost Function Networks (CFN). which is a pair (X, W ) where X = {1, . . . , n} is a set of n variables and W is a set of cost functions. Each variable i ∈ X has a finite domain D i of values that can be assigned to it. A value r ∈ D i is denoted i r . For a set of variables S ⊆ X, D S denotes the Cartesian product of the domains of the variables in S. For a given tuple of values t, t[S] denotes the projection of t over S. A cost function w S ∈ W , with scope S ⊆ X, is a function w S : D S → [0, k] where k is a maximum integer cost used for forbidden assignments.
We assume, without loss of generality, that every CFN includes at least one unary cost function w i per variable i ∈ X and a nullary cost function w ∅ . All costs being non-negative, the value of this constant function, w ∅ , provides a lower bound on the cost of any assignment.
The Weighted Constraint Satisfaction Problem (WCSP) is to find a complete assignment t minimizing the combined cost function
, where a ⊕ b = min(k, a + b) is the k-bounded addition. This optimization problem has an associated NP-complete decision problem. Notice that if k = 1, then the WCSP is nothing but the famous Constraint Satisfaction Problem or CSP (not the Max-CSP).
Modeling the CPD problem as a CFN is straightforward. The set of variables X has one variable i per residue i. The domain of each variable is the set of (amino acid,conformation) pairs in the rotamer library used. The global energy function can be represented by 0-ary, unary and binary cost functions, capturing the constant energy term w ∅ = E ∅ , the unary energy terms w i (r) = E(i r ), and the binary energy terms w ij (r, s) = E(i r , j s ), respectively.
Notice that there is one discrepancy between the original formulation and the CFN model: Energies are represented as arbitrary floating point numbers while CFN uses positive costs. This can simply be fixed by first subtracting the minimum energy from all energy factors. These positive costs can then be multiplied by a large integer constant M and rounded to the nearest integer if integer costs are required.
The first the CPD problem was introduced with rigid backbone. The problem can be naturally expressed as a Cost Function Network (CFN) and solved as a Weighted Constraint Satisfaction Problem [1] .
The data source:
Proteins are one of the most versatile modular assembling systems in nature. Experimentally, more than 127 000 protein structures have been identified and more are deposited every day in the Protein Data Bank. The Protein Data Bank (PDB) [21] ) is a database for the three-dimensional structural data of large biological molecules, such as proteins and nucleic acids. The data, typically obtained by X-ray crystallography, NMR spectroscopy, or, increasingly, cryo-electron microscopy, and submitted by biologists and biochemists from around the world, are freely accessible on the Internet via the websites.
In the past, the number of structures in the PDB has grown at an approximately exponential rate, passing the 100 registered structures milestone in 1982, 1,000 in 1993, 10,000 in 1999 and 100,000 in 2014. However, since 2007 the rate of accumulation of new protein structures appears to have plateaued [22] . Entries sizes distribution can be shown the histogram 3. The database contains all the known fold, an overview of which can be seen on figure 4.
Instances selection protocol
In this report we would like to evaluate CFN search capability to solve difficult structured instances in terms of constraint graph decomposition. Accordingly, we tried to generate new larger instances than those previously generated in [2] . Furthermore we used as ordering criteriaV 5.2 in order to exhibit instances with small tree-width . This coarse metric is an heuristic for filtering constraint graph sparsity based on a 3D criteria.
Due to the huge number of entries, a pre-selection set has to be done in order to extract subset of protein of interest for benchmarking. The NP-hard resolution of CPD instances requires the selection of a small number of problems for further experimentation. In Simoncini and al [2] the benchmark set was extracted from the PDB and filtered with the following criteria: monomeric proteins with an X-ray resolved structure below 2Å, with no missing or non standard residues and no ligand. Chain length was limited to 100 amino-acids. A total of 107 proteins were extracted as of the 1 st of September 2014, retrieving only representative structures at 30% sequence identity. The chain lengths scale from 50 to 100 residues, defining a collection of problems of gradually increasing complexity. Each protein was then relaxed 10 times with the default Rosetta relax protocol [23] , using Talaris2014 energy function [24] and the backbone of lowest energy used for benchmarking (See SI for a detailed list of the proteins [2] ). 
PDB query and model
In this work, each protein structure was fully redesigned in a similar way to the [2] protocol. On the basis of energy matrix generated with a modified release of PY-ROSETTA.4 script [2] but with a single backbone relaxation and the BetaNov16 Rosetta forcefields .
The current benchmark has been selected from PDB (release Jan. 2017). The protein sizes range between 100 and 300 amino-acids.
The PDB query has been filtered with the following additional criteria: Resolution has to be lower than 2.5Å; membrane proteins, protein complexes, as well as proteins with disulfur bridges have been removed; in addition, proteins including non natural amino acid have also been removed. We also discarded proteins with missing residues, out of the N and C terminal part of the sequence in order to select a protein subset without any hole. Proteins with identity sequences higher than 40% were not selected.
The corresponding remaining set includes 436 PDB references. The full list of the corresponding pdb identifiers is available in the supplementary spreadsheet document . It was furthermore sorted by the 3D coarse criteria describes below.
3D critter filtering
In order to select well decomposable instances, after preliminary reorientation of each protein according to its inertial moment we filtered the resulting PDB set by an heuristic criteria based on a coarse estimation of the protein volume based on the gyration radius (eq: 2). The coarse volume obtained from the gyration radius is correlated to the number of amino-acids and accordingly to the number of variables in the model.
After normalisation, the estimated volumeV represents a coarse average volume by position. 3.
An example of gyration sphere is represented in figure : 5.
The decreasing sort based onV gave us a protein ordering from the least to the most spherical fold.
By construction and due to the cut-off distance used for energy calculations and its related CFN, globular proteins 1 will closely correspond to clique. Non spherical proteins however induce constraint graph sparsity and a well decomposed graph of constraints.
SmallerV values correspond to proteins closer to a spherical fold that includes less free space inside the sphere based on the gyration radius.
Alternative 3D criteria:
It should be noted that other alternative filters can be used for instance ordering. Thus, the spherical shape can be detected by similar components values Rg(i) of the radius of gyration (eq: 2). Where Rg(x) (eq:4) , Rg(y) (eq:5) and Rg(z) (eq:6) correspond respectively to sub components defined as the root mean square distance from all atoms position to their centroid around the axis x , y , z -i.e namely gyration radius component in the plan yz , xz ,xy (orthogonal to the axis (x,y,z)).
min(Rg(x)/Rg, Rg(y)/Rg, Rg(z)/Rg)
For selecting non spherical protein, an alternative way consists in first calculating the Rg(i), and then filtering the proteins by the new criteria (eq:7).
because , the gyration component refers to the distribution of the atoms of an 3D structure around associated axis.
For spheroid proteins , all components Rg(x) , Rg(y), Rg(z) and Rg are asymptotically equal . therefore (Rg(i)/Rg) is close to 1. For non spherical fold this ratio is far from 1 as is the min i (Rg(i)/Rg) (eq:7).
Consequently this criteria is an other method to coarsely detect the non spheroid shape , when gyration radius are dissimilar in the plan (X,Y) (Y,Z) and (Z,X) due to difference observed in the components Rg(x) , Rg(y), Rg(z).
An increasing sort of the PDB list based on those criteria (eq: 7 ) produces a new protein ordering form the least to the most spherical. Compared to the previous V ordering , this new criteria produces the same 18 first instances set with reranking (except the 2 first proteins).
Conclusion
In this work we present two coarse structural criterions for small tree-width CPD instances filtering, both of which are heuristic. Our goal is not to calculate the exact volume but to detect non globular -i.e non spheroids-characters due to their putative highly decomposable properties .
Arbitrarily we used the instances done with theV 3 associated to coarse average volume per variable. From the 436 putative instances resulting form the PDB query, we extracted only the 21 first elements and used them as our benchmark set. The instances characteristics (see Table 1 ) contain from 130 up to n = 282 variables with a maximum domain size from 383 to 438, and between 1706 and 6208 cost functions. The min-fill tree-width ranges from 21 to 68, and from 0.16 to 0.34 for a normalized tree-width. (See SI for all instances detailed list of the proteins in the attached spreadsheet ).
Note that those instances have been ; with others; used in updgvns algorithm benchmark. The method is a Variable Neighborhood Search method for CFN resolution [25] .
