Abstract. In this paper a singularly perturbed reaction-diffusion partial differential equation in two space dimensions is examined. By means of an appropriate decomposition, we describe the asymptotic behaviour of the solution of problems of this kind. A central finite difference scheme is constructed for this problem which involves an appropriate Shishkin mesh. We prove that the numerical approximations are almost second order uniformly convergent (in the maximum norm) with respect to the singular perturbation parameter. Some numerical experiments are given that illustrate in practice the theoretical order of convergence established for the numerical method.
Introduction
In this work we consider the two dimensional Dirichlet boundary value reactiondiffusion problem The diffusion parameter satisfies 0 < ε ≤ 1 and it can be arbitrarily small. The domain Ω = (0, 1) 2 is the unit square, the reaction term satisfies b(x, y) ≥ 2β > 0, and we assume that f, b ∈ C 4,α (Ω) and g ∈ C 4,α (∂Ω). We also assume that there are sufficient compatibility conditions (see [4] ) in order that u ∈ C 4,α (Ω). This type of problem is characterized by the presence of a regular exponential layer in a neighbourhood of ∂Ω of width O( √ ε). It is well known [3] that uniform meshes are an inappropriate discretization of the domain when these boundary layers are present in the solution.
It is known that the differential operator L satisfies a comparison principle: For any y ∈ C 2 (Ω), if y ≥ 0 on ∂Ω and Ly ≥ 0 in Ω, then y ≥ 0 for all points in the closed domain Ω.
To simplify the notation, we consider the following subsets of the boundary ∂Ω: We adopt the following notation for the boundary conditions:
g(x, y) = g i (x), (x, y) ∈ Γ i , i = 1, 3; g(x, y) = g i (y), (x, y) ∈ Γ i , i = 2, 4.
There is an extensive literature on numerical methods for singularly perturbed reaction diffusion problems (see, for example, [1, 10, 12, 17] and the references therein). Our interest lies in examining parameter-uniform numerical methods [3, 8] for singularly perturbed problems. That is, we are interested in numerical methods for which the following error bound can be theoretically established:
where N is the number of mesh elements employed in each coordinate direction, U N is a polynomial interpolant generated by the numerical method, · ∞ is the global pointwise maximum norm, and C is a constant independent of ε and N . In general the gradients of the solution of (1.1) become unbounded as ε → 0; however, parameter-uniform numerical methods guarantee that the error in the numerical approximation is controlled solely by the size of N .
Li and Navon [6] studied (1.1) within a finite element framework and established a convergence result in the L 2 -norm. Note that the boundary layer function e . Hence, the size of the boundary layer function is negligible in these norms. In this paper, we establish a convergence result in the pointwise norm · ∞ , where e −x/ √ ε ∞ = 1. In the original work of Shishkin [13] , parameter-uniform numerical methods were established for an extensive class of linear singularly perturbed differential equations in n-dimensions, including convection-diffusion (−ε u + a · ∇u + bu, a > 0, b ≥ 0) and reaction-diffusion (−ε u + bu, b > 0). In [13] , the author demonstrated the extent of the class of singularly perturbed problems for which the method (simple finite difference operator combined with an appropriate tensor product of piecewiseuniform meshes) could be applied, by assuming minimal regularity on the data. As in the case of nonsingularly perturbed problems, it is possible to obtain parameteruniform numerical methods with a higher order of parameter-uniform convergence by restricting the class of problems to problems with smoother data.
In one dimension, standard finite difference operators on an appropriate layeradapted mesh (Shishkin type, Bakhvalov, or variants [7, 8, 11] ) yield, up to a possible logarithmic factor, parameter-uniform first order convergence for convectiondiffusion problems (−εu + au + bu, a > 0, b ≥ 0). For the one dimensional singularly perturbed reaction-diffusion problem (−εu + bu, b > 0) parameter-uniform second order, again up to a possible logarithmic factor, is possible [9, 15] . In the case of convection-diffusion problems in two space dimensions, first order schemes have been examined by several authors (for example, see [8, 13] ). In this paper we present a parameter-uniform second order scheme for the reaction-diffusion problem in two space dimensions.
The analytic properties of the solution to the two dimensional reaction-diffusion problem have been studied by [2] and [4] . In this paper, we take the approach of Shishkin [13] to establish parameter-explicit a priori bounds on the derivatives of the solutions, which are central in deriving our theoretical asymptotic error bound on the numerical approximations.
The paper is structured as follows. In Section 2 we give the bounds of the exact solution and its derivatives showing their asymptotic behaviour with respect to the singular perturbation parameter. Moreover, we give an appropriate decomposition of this exact solution. In Section 3 we analyze the standard central finite difference scheme constructed on a special mesh of Shishkin type, proving its ε-uniform convergence of second order. Finally, in Section 4 we show some numerical results, which illustrate the analytical results previously proved.
Notation. Throughout this paper, C denotes a generic positive constant which is independent of the diffusion parameter ε and the discretization parameter N . We also use the following notation for the partial derivatives:
Decomposition and a priori bounds
In this section we examine the asymptotic behaviour of the solution of (1.1) with respect to the singular perturbation parameter ε. This behaviour will be used later in the analysis of the uniform convergence of the finite difference approximations defined in Section 3.
From Han and Kellogg [4] we
, and compatibility conditions of second level are satisfied at each of the four corners, that is,
and similarly for the other corners, then u ∈ C 4,α (Ω). Using a stretching argument and classical results from [5, 16] , we can establish crude bounds on the derivatives of the solution of the form
where · is the maximum norm. Bounds (2.2) are not sufficient to analyze the uniform convergence of the numerical scheme studied in this paper because they do not explicitly show the presence of boundary layers in ∂Ω. Below we present a decomposition of u and appropriate bounds of its derivatives with respect to ε, which will be used in the error analysis in Section 3. This decomposition was first established by Shishkin [13] , where the idea of extending the domain was introduced so that a decomposition of the solution into regular and singular components could be effected without imposing additional artificial compatibility conditions on the data. For the sake of completeness, we present a detailed derivation of these bounds here.
Let 
The extensions of all the functions are taken such that the compatibility conditions at the corners of Ω * of up to second order (see [4] ) are satisfied.
The regular solution v is taken to be the solution of the boundary value problem
Applying the classical results (2.2) to the extended problem (2.3), we deduce that
The function v is called the regular component of the solution u. Note that by virtue of the extension, it is not necessary to impose compatibility conditions at the corners of Ω so that v ∈ C 4,α (Ω). Associated with the bottom edge Γ 1 of the domain, we have a boundary layer function w 1 that is defined as follows. The domain Ω is extended in the horizontal direction to a domain
and the values of the boundary conditions at the points (x, 0) with
Moreover, we construct the extensions so that
Using the comparison principle, we deduce that
The crude bounds (2.2) on the derivatives also apply to w * 1 ; that is,
We now sharpen these bounds on the derivatives in the direction orthogonal to the layer. Using (2.8) and the fact that w * 1 (−a, y) = w * 1 (1 + a, y) = 0, we get that the derivatives on the sides x = −a and x = 1 + a satisfy the bounds
On the other two sides |(w * 1 ) (1,0) (x, 0)| ≤ C and (w * 1 ) (1,0) (x, 1) = 0. By differentiating the differential equation (2.6a) w.r.t. x, we get that
and using the comparison principle, it follows that
and from the regularity of w * 1 and the fact that ε((w * 1 )
Hence, after differentiating (2.6a) twice w.r.t. x, the maximum principle establishes
Using (2.11) and the fact that (w *
Differentiating (2.6a) twice w.r.t. y yields the fact that the mixed derivatives satisfy
Using this and differentiating (2.6a) twice w.r.t. x, it follows that
Hence, (2.14)
Associated with the bottom edge Γ 1 , we define a boundary layer function w 1 to be the solution of the homogeneous problem
In an analogous fashion, we can define boundary layer functions w k , k = 2, 3, 4, associated with the three other edges, and the corresponding bounds on the derivatives of these functions will hold.
Associated with the corner c 1 , we define a corner layer function z 1 such that
Note that Lw 1 = Lw 2 = 0 and w 1 , w 2 ∈ C 4,α (Ω). Thus, the compatibility conditions up to second order (see [4] ) hold at the four corners of the domain, which implies that z 1 ∈ C 4,α (Ω). The maximum principle and the condition b ≥ 2β > 0, result in the bound (2.17)
In an analogous fashion we can define corner layer functions z k , k = 2, 3, 4, associated with the three other corners, and the corresponding bounds hold.
Remark 2.1. From (2.2) we have the bounds
These bounds can be sharpened using the following argument. Use the barrier function
to get that
Using this and the crude bounds on the derivative of w * 1 , we have that
Analogous bounds hold for |(w
(1,0) (x, y)|. Now we sharpen the bounds on the first derivatives of the function z 1 . From the above argument it follows that
Use the barrier function
with C sufficiently large and the discrete maximum principle to establish that
Analogous bounds hold for the first derivatives of the other three corner layer functions.
We summarize this section with the following result:
The solution u of (1.1) may be written as a sum
Boundary conditions for v, w i , z i , i = 1, 2, 3, 4, can be specified so that the following bounds on the derivatives of the components hold:
The discrete problem
To discretize problem (1.1), we use the standard central difference operator To simplify our discussion, we take σ x = σ y ; these transition points are defined as
Below we denote by
It is well known that for the reaction-diffusion problem, central differences are an ε-uniformly stable scheme in the maximum norm; that is, for any mesh function W
From (3.2) we see that in order to prove uniform convergence, we only need to analyze the local truncation error. Using a standard truncation error argument, we can easily obtain
Nevertheless, to find appropriate bounds of this error, we need to decompose the discrete solution similarly to the decomposition of the exact solution. The numerical solution can be written in the form
where
From (2.5) and (3.3) a straightforward computation gives
Following [9] , we define the barrier function
where θ(z) is a piecewise-linear polynomial defined by
From the choice of transition points, it follows that
and we also have
Then the discrete maximum principle gives us that
which is the appropriate bound for the error associated with the regular component.
To prove ε-uniform bounds of the errors associated with the edge and corner functions, we use an argument based on appropriate barrier functions. As usual for singularly perturbed problems, we consider the barrier functions 
Analogous bounds hold for the other three edge functions.
Proposition 3.1. If w k and W k are the solutions of (2.15) and (3.6), respectively, then, for k = 1, 2, 3, 4,
Proof. We assume throughout that σ < 0.25. The case of σ = 0.25 is dealt with in this case in a classical fashion by noting that ε −1 ≤ C(ln N ) 2 . We only give the details for the edge layer function w 1 . The argument is analogous for the other three boundary layer functions.
From (3.6) and Theorem 2.2 it follows that
on the boundary ∂Ω N . Also for each internal mesh point (x i , y j ) ∈ Ω N , 0 < i, j < N , from (3.6), (3.10) , and the discrete maximum principle, it follows that (3.13)
Therefore, using Theorem 2.2 and (3.13), we deduce that
Hence, for the mesh points that are not close to the edge Γ 1 , from (3.9) we have (3.14)
To prove similar bounds of the error in the region Ω
, we proceed as follows. Using Taylor expansions, we obtain
), otherwise.
From Theorem 2.2, it follows that
Then, similar to the analysis for the regular component, we use the barrier function
and the discrete maximum principle, now applied only on Ω
The result follows from (3.14) and (3.15).
Proposition 3.2.
If z k and Z k are the solutions of (2.16) and (3.7), respectively, then, for k = 1, 2, 3, 4,
Proof. Again we only give the proof of (3.16) for the corner layer function z 1 and in the case of σ < 0.25. In a similar way to the argument given in Proposition 3.1, we obtain
Then, using (3.9), we deduce that
where Ω
where we have used Theorem 2.2. Considering the barrier function
the discrete maximum principle, used on Ω N 1,2 , proves the required result.
Thus, from the bounds (3.8) and Propositions 3.1 and 3.2, we deduce the following result of uniform convergence. 
A further property of Shishkin meshes is parameter-uniform interpolation. Let
where φ i (x) is the standard piecewise-linear basis function associated with the interval
. Define a global bilinear approximation to the solution u of (1.1) asŪ
Note that from the previous theorem
From the argument in [14] , the bounds on the components in the decomposition given in Theorem 2.2, and the sharper bounds on the first derivatives of the layer components given in (2.18), (2.19), we have the global parameter-uniform error bound
Numerical experiments
In this section we present numerical results obtained by applying the numerical method described in Section 3 to two particular problems of the form (1.1). To estimate the maximum errors, we use a variant of the double mesh principle. The two mesh difference is calculated using . These results indicate that the uniform order of convergence is in agreement with Theorem 3.3, even though we do not have sufficient compatibility conditions (for example in the corner (0,0) only the condition of order zero holds) for problem (4.1). Figure 2 shows the approximate pointwise errors for ε = 10 −6 calculated by comparing the numerical solution obtained with N = 32 with the numerical solution obtained using a finer mesh having N = 512, in such way that the transition points of the mesh Ω 32 and the finer meshΩ 512 coincide. The finer meshΩ 512 is obtained by dividing each subinterval of the coarse mesh Ω 32 into sixteen subintervals of equal length. We see that the maximum error occurs in the corner layer region. 
we calculate (see Table 2 ) which in this case takes the value 3.791. As in [3] , we propose the following parameter-uniform error estimate for the numerical approximations U N of (3.1) to the solution u of problem (1.1)
The second test problem we consider is Now the solution has four boundary and corner layers as is shown in Figure 3 . Note that the reduced solution is not identically zero and that u = 4. Table 3 displays the differences and the order in this case for the same values of ε as in the previous example. Again we only have zero-order compatibility conditions; nevertheless we observe orders of convergence tending toward two. Figure 4 shows the pointwise errors for ε = 10 −6 using the same technique as before. Again we see that the maximum error occurs in the layer regions.
Finally, Table 4 displays the values of C N p * and in bold we indicate the ε-uniform error constant for problem (4.2) .
