This paper proposes a new technique for improving a generalized sidelobe canceller (GSC) for dual-microphone speech enhancement to be applied in an auditory device such as a hearing aid. Here, the GSC is implemented on a 32-channel uniform polyphase discrete Fourier transform filter bank, where the overall algorithm processing delay is 8 ms to meet hearing aid requirements. The proposed method can improve the fixed beamformer (FBF) and control the adaptive algorithm in the noise canceller (NC) using the phase difference obtained from dual-microphone signals. For this, spatial cues such as the phase differences are used to estimate the target-to-non-target directional signal ratio (TNR). A target-directional speech enhancing spectral gain-attenuator is calculated based on the estimated TNR, which is then incorporated to improve the FBF in the GSC. Furthermore, the weight update of the adaptive NC in the GSC is formulated using the phase difference-based TNR. The experimental results show that the auditory speech enhancement system that employs the proposed dual-microphone GSC algorithm provides better perceptual quality and intelligibility scores than conventional methods such as a beamformer, phase-error-based filter (PEF), GSC, or PEF-controlled GSC under multiple noise conditions of signal-to-noise ratio range 0-20 dB.
I. INTRODUCTION
Individuals with hearing impairment have difficulty understanding the important content of speech in their daily lives. The problem has been overcome using electronic auditory devices such as hearing aids, which are widely used to amplify or compress the signal that enters the ear to match the dynamic range and compensate for hearing loss [1] . Hearing aids achieve this by estimating the signal envelop power according to frequency channels, which is based on a filter bank system [2] , [3] . Thus, a digital filter bank is an essential algorithm that is frequently addressed when starting the development of a hearing aid auditory signal processing system [2] , [3] .
There are several specific requirements for hearing aid auditory filter banks; first, it is desirable that they have uniformly spaced narrow frequency bands with little overlap The associate editor coordinating the review of this manuscript and approving it for publication was György Eigner. between bands and at least 60 dB stop band attenuation, though preferably higher [3] , [4] . Second, the overall algorithm processing delay should not exceed 10 ms to avoid the adverse effect to the subjective listening experience [5] , [6] . Furthermore, low computation complexity is desirable due to the restricted processor and battery capacity in real portable devices [7] , [8] . Thus, the choice of filter bank is an important consideration when planning such a system in terms of signal quality, computational complexity, and signal delay. The method of choice for the efficient implementation of filter banks is typically uniform polyphase filter banks based on a discrete Fourier transform (DFT) 1 because of its efficiency, expandability into non-uniform filter banks, low latency, and perfect reconstruction characteristics [3] , [4] , [8] . Additionally, it has the advantage of being implemented as an overlapand-add (OLA) short-term Fourier transform (STFT), which makes it easy to implement single-or multi-microphone noise robust speech enhancement algorithms based on STFT [9] . Despite the advantages, however, it's almost hard to find relevant literature providing contents via the implementation of STFT-based speech enhancement algorithms for a uniform polyphase DFT filter bank in our experience. Accordingly, this paper describes the uniform polyphase filter bank which aims the auditory signal processing platform for implementing STFT-based speech enhancement algorithms.
On the one hand, the necessity of noise reduction algorithms aiming speech enhancement in hearing aids has rapidly increased in recent decades. Although hearing aids have many advantages with regard to hearing loss compensation, hearing aid wearers often struggle to understand speech due to interfering sounds, background noise, and echoes [7] , [8] . Hearing aids typically amplify environmental noise in addition to the desired speech signal in a noisy place.
The common solution to environmental noise is the employment of speech enhancement algorithms that suppress additive noise components while maintaining the quality and intelligibility of speech [9] . This task is usually accomplished by preserving the characteristics of speech using STSA analysis for which the reliable estimation of the a priori signal-tonoise ratio (SNR) is crucial in a noisy environment [9] - [12] . However, since the a priori SNR estimation is obtained from noisy speech and the estimated noise variance, unreliable noise variance estimation can affect the SNR estimation, which can then distort the estimated clean speech in adverse noise environments [10] - [12] .
As part of efforts to find better solutions via speech enhancement algorithms, the research focus of the speech enhancement community has turned to deep neural network (DNN) methods, while less attention has been paid to the aforementioned STSA approaches recently [13] , [14] . DNN approaches have been known to improve speech enhancing performance more than conventional methods; however, they increase the computational costs significantly and demand considerable amounts of training data. Thus, it is currently difficult to employ DNN approaches targeting speech enhancement in auditory devices demanding low computational complexity for real-world applications, such as hearing aids.
On the one hand, speech enhancement is improved in adverse noise environments via beamforming techniques that are based on multiple-microphone systems and widely used despite their additional cost, since they result in better performance than single-microphone algorithms [15] . In this, a generalized sidelobe canceller (GSC) is one of the most popular beamformers for estimating a target signal using multi-channel microphones because of its structural simplicity and the ease with which it can be implemented [15] , [16] . GSCs typically consist of a fixed beamformer (FBF), a blocking matrix (BM), and a noise canceller (NC). The FBF and BM aim to provide target-directional signal and only nontarget-directional signal, respectively. The NC then adaptively generates the enhanced target-directional signal from the FBF and BM output signals [15] .
Despite its strength, it suffers from target signal leakage in the BM output, which is caused by phase error among multimicrophone input signals due to real environmental factors such as interfering signals and reverberations [15] , [17] . This problem is overcome using a phase-error filter (PEF) [18] in controlled GSC (PEF-GSC) as was proposed in [17] that incorporates the phase errors of multi-channel signals to enhance the FBF output and control an adaptive algorithm in the NC of the GSC. The method outperformed conventional beamformers including GSC in terms of speech quality and intelligibility enhancement [17] .
Therefore, we employ a PEF-GSC as the basic algorithm for our hearing aid speech enhancement based on a dualmicrophone system and attempt to further improve its speech enhancement performance in the paper. This is motivated by the notion that there remains room for improvement in the PEF-GSC approach by replacing the PEF with a more advanced method and applying two different filters to FBF and NC separately. Note that in the conventional PEF-GSC approach, the only PEF is constructed from multimicrophone signals and is then applied to both FBF and NC simultaneously [18] .
In other words, we implement the GSC on a polyphase DFT filter bank for hearing aids and propose a method for improving the speech enhancing performance of the hearing aid GSC algorithm in adverse noise environments by incorporating the target-to-non-target directional signal ratio (TNR) obtained by the phase difference between dual-microphone signals. The phase difference-based TNR (PD-TNR) introduced in [19] is known to provide better speech enhancement performance than PEF, and is robust to microphone gain mismatch, because only the phase difference is utilized without microphone gain. First, the target-directional speechenhancing spectral gain attenuator is calculated based on the PD-TNR, which is then applied to the FBF output for further enhancement. The proposed GSC then incorporates another spectral gain attenuator based on PD-TNR to control the adaptation step size in the NC of the GSC.
Finally, the performance of a dual-microphone speech enhancement system employing the proposed method is evaluated by measuring the perceptual evaluation of speech quality (PESQ) scores [20] and short-time objective intelligibility (STOI) [21] under four different noise conditions such as babble, factory 1, Volvo 340, and white noise. Finally, we compare the performance of a dual-microphone speech enhancement system that employs the proposed method to that of conventional methods including delay-and-sum beamformer (DSB), PEF [18] , GSC, and PEF-GSC [17] .
The remainder of this paper is organized as follows: Section II provides a uniform polyphase DFT filter bank for implementing a hearing aid; Section III briefly reviews conventional methods including the PEF-GSC for dualmicrophone speech enhancement; Section IV explains the proposed hearing aid dual-microphone GSC using PD-TNR; and Section V evaluates the performance of a dualmicrophone speech enhancement system on a hearing aid filter bank that employs the proposed method and compares it with those of conventional methods.
II. HEARING AID FILTER BANK IMPLEMENTATION
As mentioned in Section I, the hearing aid filter bank has uniformly spaced and narrow frequency bands and its stop band attenuation must be at least 60 dB, but preferably higher. Furthermore, the low computation complexity and low time delay of below 10 ms are required for the filter bank of hearing aid devices. We meet these constraints for a hearing aid filter bank by employing a uniform polyphase DFT filter bank in this paper. In particular, we implement a 32-channel filter bank with an 8 ms time delay under a 16 kHz sampling rate condition [3] .
We start describing the filter bank implementation by setting the number of channels M = 32, down sample factor R = 16 (or the frame shift length via STFT approach) and fast Fourier transform (FFT) size K = 128 to meet the condition that the oversampled prefect reconstruction is delayed for less than 8 ms. The input time discrete signal x(n) is buffered to form the th frame signal
where T denotes the transpose operator, and the prototype low pass filter (LPF) applied signal on x , x is transformed into the complex valued spectral component X k ( ) at the kth frequency bin (k = 0, 1, · · · K − 1) and the th frame by an FFT. Here, the prototype LPF is designed using the approach in [3] , whose example of 128 window sequences and its frequency domain magnitude shape in the upper and lower panels are respectively as shown in Figure 1 . Then, the 16 down-sampled signals at the mth frequency band, x m (n ↓16 ), can be obtained by taking the real value from the complex component X k=2m ( ), which can be utilized to estimate the envelop power of each band.
Assuming that Y k ( ) is the resultant spectral output after processing some hearing aid functional algorithms to X k ( ), Y k ( ) is transformed into the th frame signal y = [y( R), y( R + 1), · · · , y( R + K − 1)] T by processing an inverse FFT. Finally, the filter bank-synthesized output signal is obtained by the OLA of the prototype LPF applied signal at y .
III. CONVENTIONAL DUAL-MICROPHONE SPEECH ENHANCEMENT METHODS
For given dual-microphone signals, x q (n) for q = 1, 2, we apply a STFT to obtain its spectral representation, X q,k ( ) at the kth frequency bin (k = 0, 1, · · · K − 1) and the th frame. Let T k ( ) and N k ( ) be the kth spectral components at the th frame of the target-directional speech source and nontarget-directional additive noise, respectively, where T k ( ) is assumed to be uncorrelated with N k ( ). Then, X q,k ( )(q = 1, 2) is represented as
where N q,k ( )(q = 1, 2) is each microphone-recorded version of the non-target directional noise N k ( ). In addition, ω k ∈ [−π, π] is the angular frequency in radians at the k-th frequency bin, and τ 12 is the time difference-of-arrival (TDOA) between the two microphones. Note here that for a given microphone configuration, τ 12 can be estimated using a localization algorithm such as the generalized cross correlation or steered response power [15] . However, the TDOA estimation is beyond the scope of this paper, and we assume that τ 12 is zero for an interlocutor-facing hearing aid wearer in this paper. The goal of this paper is to estimate the target directional source T k ( ) from the observed dual inputs X q,k ( ) from hearing aid speech enhancement algorithms, and review several dual-microphone speech enhancement algorithms briefly in the following subsections.
A. DELAY-AND-SUM BEAMFORMER
The main principle behind a DSB is that the aggregation of microphone outputs reinforces a specific direction signal [15] , [22] . In particular, the dual-microphone DSB out-putT DSB k ( ) for an interlocutor-facing hearing aid wearer is represented aŝ
B. PHASE-ERROR BASED FILTER PEF is motivated by the fact that the error in phase difference between dual-microphone signals varies depending on the power ratio between target and non-target directional VOLUME 7, 2019 signals [16] , [18] . PEF attempts to find a spectral gain attenuator G PEF k ( ) based on the phase difference ϕ 12,k ( ) between X 1,k ( ) and X 2,k ( ).
where ρ is a constant to control the degree of non-target directional noise attenuation in which a higher value of ρ results in a better performance at low input SNRs but worse performance at high input SNRs. The spectrum of the tar-
C. GENERALIZED SIDELOBE CANCELLER Figure 2 shows a block diagram for the GSC. Accomplishing the GSC requires first obtaining the FBF output signal B k ( ), according to the DSB method. That is B k ( ) =T DSB k ( ) = 0.5X 1,k ( ) + 0.5X 2,k ( ) . Simultaneously, the BM generates the target directional blocked signals Z k ( ), as
Next, the NC attempts to estimate the non-target directional noise N k ( ) by applying adaptive weights W NC k ( ) to Z k ( ). That is,N
whereN k ( ) is an estimation of N k ( ). The estimate of the target directional speech is obtained aŝ
In addition, W NC k ( ) in (5) is updated using a normalized least mean algorithm (NLMS) algorithm with step size µ as
D. PEF-CONTROLLED GENERALIZED SIDELOBE CANCELLER
According to the approach in [17] , the GSC can be further improved by incorporating the PEF to enhance the FBF output and control the adaptation step size in the NC. In other words, PEF outputT PEF k ( ) is employed for the FBF output B k ( ) in the GSC instead of the DSB outputT DSB k ( ). On the Figure 3 shows the overall procedure of the proposed GSC. First, the phase difference φ 12,k ( ) between X 1,k ( ) and 
IV. PROPOSED TNR-CONTROLLED GSC

A. PD-TNR-BASED IMPROVED FIXED BEAMFORMER
Conventional dual-microphone beamformers can be represented as BF k ( ) = X 1,k ( )W * 1,k ( ) + X 2,k ( )W * 2,k ( ), where W q (q = 1, 2) denotes a beamformer weight of the q-th microphone, and * is a complex conjugate operator [15] . According to the approach in [16] , [17] , the spectral masking gain equivalent with the beamformer forBF k ( ) = G BF k ( )X 1,k ( ), G BF k ( ), is given by G BF k ( ) = BF k ( ) X 1,k ( ) = W * 1,k ( ) + W * 2,k ( ) exp(jφ 12,k ( )) with the assumption of |X 1,k ( )| = |X 2,k ( )|. Here, the spectral gain G BF k ( ) makes it possible to improve the performance of the beamformer by replacing the phase difference, φ 12,k ( ), with its frequency-normalized version, φ norm 12,k ( ) = φ 12,k ( ) · c (ω k · d) with microphone space d, speed of sound c, and angular frequency in radians at the kth frequency bin ω k ∈ [−π, π] [16], [17] , [19] . Thus, the spectral masking gains for DSB W 1,k ( ) = 0.5, W 2,k ( ) = 0.5 and BM W 1,k ( ) = 1, W 2,k ( ) = −1 are represented as G DSB k ( ) = 0.5 + 0.5 exp jφ norm 12,k ( ) and G BM k ( ) = 1 − exp jφ norm 12,k ( ) , respectively [16] , [17] , [19] . Assuming that the estimates of T k ( ) and N k ( ) are respectively represented asT k ( ) = G DSB k ( ) · X 1,k ( ) andN k ( ) = G BM k ( ) · X 1,k ( ), the TNR at the kth spectral component and the th frame η k ( ) |T k ( )| 2 |N k ( )| 2 is estimated using only the phase differences aŝ
In the proposed GSC, the FBF output B k ( ) is improved by applying the Wiener filter formulation ofη( ), G prFBF k ( ) to the DSB output,T DSB k ( ). That is,
with
where α is a tuning parameter for the degree of noise attenuation.
B. PD-TNR-BASED ADAPTATION CONTROL IN A NOISE CANCELLER
Next, the NC attempts to estimate the non-target directional noiseN k ( ) by applyingW NC k ( ) to the BM output Z k ( ).
whereW NC k ( ) is updated upon applying η k ( ) (η k ( ) + β) to the step size µ as
where β is a constant used to control the step size of the adaption algorithm, andT 
V. PERFORMANCE EVALUATUION
We evaluate the performance of the proposed PD-TNR-based GSC in this section to improve the approach for noisy speech signals generated by a simulated dual-microphone system. In addition, we discuss how to select the control parameters of α in (11) and β in (13) . Figure 4 illustrates the simulation setup to obtain dualmicrophone noisy speech signals in a reverberant space of dimensions 7 × 6 × 3 m, in which a dual-microphone system with 1-cm spacing was located. Here, three reverberation times (RT60s) of 0, 50, and 100 ms were modeled using the image source method (ISM) [23] , [24] , for which early and lateral reflections were all considered by the diffused decay model in [24] .
In total, 240 target speech utterances (16 males and 8 females) from the TIMIT database [25] were located at 90 • , 1 m apart from the center of the array. The performance of the dual-microphone speech enhancement algorithms was evaluated under speech-like interference noise conditions using babble noise sources from the NOISEX-92 DB [26] positioned along the azimuth directions of 30 • , 60 • , and 170 • on a circle at a 2 m radius; these were referred to as N1, N2, and N3. All heights of sources and microphones were set to 1.5 m.
We constructed three different scenarios according to three noise-source locations as described in Table 1 . These were N1,N2, and N1-N2-N3, which were respectively referred to as case 1, case 2, and case 3.The noise signals were then mixed with the target signal at SNRs of 0, 5, 10, 15, and 20 dB. Each test signal that was sampled at 16 kHz was segmented using a 128-point LPF window in Figure 1 , and each segment was overlapped with the previous segment by one-eighth [3] .
We started by discussing how to select the proper values for α in (11) and β in (13) for the intensive analysis of speech enhancement performance. The PESQ measure was used for this to compare the speech quality of the target speech reconstructed by GSC. Figure 5 compares the PESQ scores of the noisy target speech according to β with the fixed value of α = 1, where β was in the range 0-10, and RT60 was set to 0 ms. Note that the PESQ scores were averaged over the SNRs of 0, 5, 10, 15, and 20 dB. In the figure, the PESQ scores were almost saturated when β reached 3 and 5, respectively, thus, we set β to 5 for all experiments in the paper. Note that we did not show the results for the case 3 condition, because the PESQ scores were lower than the case 1 and case 2 scenarios, which were only slightly affected by the variation of β.
We selected proper values for α in (11) by measuring the PESQ scores at the same manner via β. Here, β = 5 was employed based on the experimental results in Figure 5 . Figure 6 compares both the average PESQ scores in the case 1 and case 2 scenarios over all SNRs for different α values in (11) for the 0 ms RT60. In the figure, it was observed that there was a general trend for the scores from the case 2 scenario being somewhat higher on average for a larger value of α. However, it was found that setting α = 3 in (11) provided the maximized PESQ scores in the scenario of case 1. Considering both case 1 and case 2 scenarios, we set the parameter α to the fixed value of 10 for all simulations. shows that the proposed PD-TNR-based FBF and NC improvement approaches in the GSC could provide more suppressed non-target-directional noise components and more-refined target speech than conventional GSC approaches. Table 2 compares the respect PESQ scores [20] with the example spectrograms shown in Figure 7 . As shown in the table, PD-TNR separately improved the speech enhancement performance in terms of the PESQ scores in FBF or NC. Furthermore, the proposed method that utilizes PD-TNR in both FBF and NC achieved much higher PESQ scores than the PD-TNR-FBF and the GSC employing PD-TNR-FBF. Table 3 compares the relative improvements of the PESQ scores of the speech-enhanced signals over their corresponding original noisy speech signals. The improved PESQ were averaged over the scenarios of cases 1, 2, and 3 and 0, 5, 10, 15, and 20 dB SNRs according to the different approaches under various reverberation conditions. In this table, we labeled the proposed method ''PR'' and we compared the proposed PD-TNR-GSC method with five different conventional dual-microphone speech enhance-ment methods (DSB, PEF, PD-TNR, GSC, and PEF-GSC). The table showed that the improved PESQ scores of all methods decreased when the reverberation was severed (or the RT60 was increased). Among all compared methods, DSB provided the lowest improvement in PESQ scores for all RT60s, and PEF-GSC seemed the most effective for speech enhancement in terms of PESQ scores. However, the proposed PD-TNR-GSC method provided more highly improved PESQ scores than PEF-GSC. Consequently, it could be concluded here that a speech enhancement system that employs the proposed PD-TNR-GSC outperformed those using conventional methods regardless of reverberation conditions with RT60 below 100 ms. Figure 8 compares the PESQ scores averaged over all SNRs and the RT60s of different methods according to different scenarios where the vertical line at the top of each bar denotes the 95% confidence interval (CI) of the PESQ score. As shown in the figure, the proposed method achieved the highest PESQ scores in cases 1 and 2, which implies that a speech enhancement system that employs the proposed PD-TNR controlling GSC could provide significantly better speech enhancement performance than conventional methods in one-directional noise mixture scenarios (cases 1 and 2). However, the proposed method did not seem to work well in a three-directional noise mixture scenario (case 3), because the signals in case 3 were constructed by three additive interferences from the right and left directions and had spatial cues similar to those of the target directional speech. This spatial cue ambiguity made it difficult for dual-microphone algorithms to discriminate between target-directional speech and non-target-directional interferences. Table 4 compares the PESQ scores averaged over all scenarios for cases 1, 2, and 3 for different approaches under SNR conditions in the range 0-20 dB at a 5dB step. As shown in the table, the PESQ scores for DSB were lower than those of other methods for all SNRs. Among the conventional methods, PEF-GSC provided the highest PESQ scores for all SNRs. However, the proposed PD-TNR-GSC method provided better speech enhancement performance than the conventional methods, including PD-TNR and PEF-GSC, at all SNRs. Moreover, we conducted a multiple-pair test based on the Games-Howell criterion [27] to investigate the statistical significance of the performance improvement by the proposed method, and the results showed that the proposed method performed significantly better than all considered conventional methods in babble noise environments. Table 5 subsequently compares the average PESQ scores of speech signals processed using different speech enhancement methods under various noise type conditions. In addition to VOLUME 7, 2019 babble noise from the NOISEX-92 DB [26] , we selected three different noise types (i.e., white, factory1, and Volvo 340) from [26] , where the babble and factory1 noise types tended to have non-stationary characteristics and the white and Volvo noise signals had stationary characteristics. Moreover, the best performing algorithms under specific noise types over all considered scenarios (cases 1, 2, and 3) were investigated using a multiple-pair test based on the Games-Howell criterion [27] . The notation ''S'' in the table denotes the significant difference from the proposed method.
As shown in the table, the proposed method yielded the highest PESQ scores for the babble and factory noise types with non-stationary characteristics, while the conventional PEF-GSC provided the highest scores for white and Volvo noise. However, the difference between PEF-GSC and the proposed method seems insignificant for the white and Volvo noise types. Thus, it is more beneficial to use the proposed method in real-world noisy environments compared to other methods in terms of perceptual speech quality over all considered noise types.
In addition to the PESQ, the STOI [21] score was measured to compare the intelligibility of the target speech TABLE 7. The difference between the proposed method and the conventional methods of PESQ and STOI scores under different reverberation conditions (0, 50, and 100ms RT60) in terms of the games-Howell test (S: significant and NS: not significant). reconstructed by different speech enhancement methods. Note here that the simulation settings of the PESQ measurements were maintained in this evaluation. Table 6 compares the averaged STOI scores over low SNRs (0, 5, and 10 dB) and all RT60s according to all scenarios. Note that at high SNRs of 15 and 20 dB, almost all scores were approximately 99% or greater. As shown in the table, the proposed method provided significantly higher STOI scores than the conventional methods only under the babble noise condition, while there was little significant difference for the white, factory, and Volvo noise types. Table 7 summarizes the test results with different reverberant conditions. According to the table, the proposed method provided significantly better PESQ and STOI scores than the conventional methods except PEF-GSC and PD-TNR for all the considered reverberant conditions. That is, the proposed method was comparable to the conventional PEF-GSC for RT60s of 50 and 100 ms, which significantly improved the speech enhancement performance in terms of PESQ and STOI for only 0 ms RT60. Furthermore, compared to the conventional PD-TNR, the proposed method yielded perceptual quality improvements for all RT60s; however, there was little significant difference in STOI scores between the proposed method and PD-TNR for 50 and 100 ms RT60s.
VI. CONCLUSION
The proposed method improved the conventional PEF-GSC approach in terms of hearing aid speech enhancing performance, which was accomplished by employing a PD-TNR approach rather than a PEF. For this task, the dualmicrophone GSC with the proposed method was implemented for a uniform polyphase DFT filter bank to meet hearing aid requirements regarding computational complexity and overall algorithm processing delay. Consequently, it was confirmed from PESQ and STOI comparisons that the hearing aid speech enhancement method that employed the proposed PD-TNR-GSC outperformed the method that used the conventional DSB, PEF, PD-TNR, GSC, and PEF-GSC under reverberant noise conditions for babble and factory noise types with non-stationary characteristics. On the other hand, the proposed PD-TNR-GSC had comparable PESQ and STOI scores to PEF-GSC for white and Volvo noise tending to have stationary characteristics.
