We investigate the probability distribution of Conley-Zehnder indices associated with Brownian random paths on Sp(2n, R) that start at the identity. In the case of n = 1, we prove that the distribution has the same moment asymptotics as the standard random walk on the real line. We also present numerical evidence suggesting that the same asymptotics should hold for general n.
Introduction
Let Sp(2n, R) denote the group of linear symplectomorphisms R 2n → R 2n , which can also be considered as the matrix group {A ∈ GL(2n, R) | A t J 0 A = J 0 } for J 0 = 0 I n −I n 0 under a fixed basis. Let (φ t ) 0≤t≤1 be a continuous path on Sp(2n, R) such that φ 0 = I and det(φ 1 − I) = 0. To each such path we can assign an integer-valued Maslov-type index called the Conley-Zehnder index (see Section 3 for the full definition). The Lie group structure of Sp(2n, R) allows us to define Brownian motion on the group (see Section 4 for definitions), which almost always has continuous sample paths that have well-defined Conley-Zehnder indices. In this way we have a probability distribution on Z for the Conley-Zehnder indices of these paths. Let X be a random variable having such a probability distribution, where the Brownian motion has difffusitivity c. Let E denote the expectation of random variables. In this paper, we prove that for n = 1, we have the following asymptotics: Theorem 1.1. E(X 2k+1 ) = 0, E(X 2k ) = Θ(c k ) for each k ∈ N.
Note that this is the same asymptotics as Brownian motion on the real line. We also expect this to hold for general n; for some numerical evidence, see the Appendix.
The starting point of the proof is Theorem 3.1, which says that the Conley-Zehnder index is equal to the signature of some large finite-dimensional Hessian matrix. This allows us to convert the problem into studying the eigenvalue distribution of some random matrices, which in turn can be turned into studying the evolution of a single point under randomized Mobius transformations. We describe the continuous limit of this evolution as the solution of some SDE, and obtain the result from a heat-kernel-type estimate on a parabolic PDE that describes the transition probability of its solution.
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We follow the presentation of [MS98] . Let M be a symplectic manifold, with ω the (closed, nondegenerate) symplectic form. Let (H t ) 0≤t≤1 : M → R be a time-dependent Hamiltonian on M . Then the corresponding Hamiltonian vector field X t is defined by ι(X t )ω = dH t . The flow of this vector field, which is denoted by (φ t ) : M → M and is defined by the following equation
is called a Hamiltonian isotopy. It's clear that (φ t ) are symplectomorphisms of M . We say a symplectomorphism φ is a Hamiltonian symplectomorphism if there exists a Hamiltonian isotopy (φ t ) such that φ 1 = φ. Conversely, suppose we have an arbitrary symplectic isotopy, i.e. a smooth family of symplectomorphisms (φ t ) 0≤t≤1 : M → M such that φ 0 = id, then there exists a symplectic vector field (X t ) given by the same equation above, and thus dι(X t )ω = 0 for all t. If the first de Rham cohomology group vanishes (which is the case, for instance, when M is simply connected), then there always exists a smooth family of Hamiltonians (H t ) such that ι(X t )ω = dH t .
Let us fix a particular λ ∈ Ω 1 (M ) such that dλ = −ω. For each time-dependent Hamiltonian (H t ) with the associated Hamiltonian isotopy (φ t ) we can define the action integral
For any symplectomorphism φ : M → M , we can define its graph gr φ :
be any 1-form such that −dα = (−ω) ⊕ ω and α| ∆ = 0 where ∆ denotes the diagonal.
Lemma 1 ([MS98], Corollary 9.21). If φ is a Hamiltonian symplectomorphism, then gr
A function S α,φ : M → R such that dS α,φ = gr * φ α is called an α-generating function for φ. For φ a Hamiltonian symplectomorphism, let (H t ) be the associated Hamiltonian, then we have S (−λ)⊕λ,φ = A H .
From now on, we focus on the specific case M = R 2n and ω = J 0 = 0 I n −I n 0 . We write (q 1 , q 2 , p 1 , p 2 ) as coordinates for T * R 2n , where q 1 , q 2 ∈ R n are the base coordinates and p 1 , p 2 ∈ R n are the fibre coordinates. Then the canonical primitive can be written as λ = p 1 dq 1 + p 2 dq 2 . In this setting, there exists a global linear symplectomorphism Ψ : R 2n × R 2n → T * R 2n that sends the diagonal to the zero section in the cotangent bundle, given as follows:
n . The pullback of the canonical 1-form under this map is given by Ψ * λ = (y 1 − y 0 )dx 1 + (x 0 − x 1 )dy 0 . Now suppose φ : R 2n → R 2n is a symplectomorphism, and write φ(x 0 , y 0 ) = (x 1 , y 1 ). Suppose φ is sufficiently C 1 -close to the identity such that there exists a function G such that G(x 1 , y 0 ) = x 0 iff φ(x 0 , y 0 ) = (x 1 , y 1 ) for some y 1 . Define V by V (x 1 , y 0 ) = S Ψ * λ,φ (G(x 1 , y 0 ), y 0 ), then we have
We shall refer to a smooth function V such that Equation 1 holds as a generating function of type V, or simply a generating function of φ.
Lemma 2. If we write a linear symplectomorphism φ in the block form A B C D , then it admits a generating function of type V iff det(A) = 0, and a generating function is given by
where ·, · is the usual dot product on R n .
Proof. Given that det(A) = 0, the formula above gives a well-defined function V . Recall that φ being symplectic implies that AB t is symmetric, which implies A −1 B is symmetric, so
By 0 for basis vectors e i , so we have
The same goes for the x 1 derivative. Conversely, suppose φ has a generating function V (x 1 , y 0 ), then it is possible to determine x 0 from x 1 and y 0 alone; however, if Ax = 0 for some nonzero vector x , then φ(x 0 , y 0 ) = (x 1 , y 1 ) =⇒ φ(x 0 + ax , y 0 ) = (x 1 , y 1 + aCx ) for any a ∈ R, contradiction.
Now again let (φ t ) be a Hamiltonian isotopy. For any N ∈ N + , we can define the discrete isotopies
For N large enough, all these maps will be close to identity in the sense that they admit corresponding generating functions (V j ). Now for z = (x 0 , . . . , x N , y 0 , . . . , y N −1 ) where x i , y i ∈ R n we shall define the discrete action as
As N → ∞, this value will converge to A H (z) for λ = y, dx .
The Conley-Zehnder Index
Again our setting is (M, ω) = (Sp(2n, R), J 0 ). Let φ = (φ t ) be a linear symplectic isotopy, i.e. φ t ∈ Sp(2n, R) for each t. One can of course think of φ as a path on Sp(2n, R). Now consider the polar decomposition A = U A P A where U A is the unitary part and P A is the positive semidefinite part. The map A → U A is then a continuous retraction Sp(2n, R) → U(n, C). Let det C denote the complex determinant, then it is a map from U(n, C) to the unit circle. Denote the composition of these two maps by ρ : Sp(2n, R) → S 1 . Then clearly ρ(φ) is a path on the unit circle starting at 1. If φ is a loop (i.e. φ 0 = φ 1 ), then we can define its Maslov index µ(φ) = deg(ρ(φ)). Now suppose φ is a general path that starts at the identity, and suppose that φ 1 does not land on Sp 0 = {X ∈ Sp(2n, R) | det(X − I) = 0}. Let's call such path admissible.
Lemma 3 ([Sal97]).
To each admissible path one can assign an integer-valued Conley-Zehnder index µ CZ (φ) that has the following properties:
• µ CZ (φ) is invariant under homotopy of admissible paths.
• If φ 0 = φ 1 = id, then for any other admissible path ψ, we have µ CZ (φψ) = µ CZ (ψ) + 2µ(φ).
• If S is a symmetric non-degenerate matrix with all eigenvalues of absolute value less than 2π, and
, where sign is the signature (i.e. number of positive eigenvalues minus that of negative eigenvalues).
Moreover, these properties uniquely characterize the Conley-Zehnder index.
The computation of the index can be done as follows. The complement of Sp 0 consists of two parts Sp + = {X | det(X − I) > 0} and Sp − = {X | det(X − I) < 0}, and these two parts are respectively path connected. Given a path φ, first choose an extensionφ that ends at either W + = −I ∈ Sp + or W − = diag(2, 1/2, −1, . . . , −1) ∈ Sp − within the component that φ 1 lies in. By homotopy property, the choice of this path does not matter. The Conley-Zehnder index is then given by deg(ρ 2 (φ)). Since our base manifold is R 2n , (φ t ) is Hamiltonian, so we can define the corresponding discrete action Φ(z) as described in the last section. Let d 2 Φ(z) denote the Hessian of the discrete action; notice that in our current setting, this is a symmetric bilinear form that is independent of where the partial derivatives are evaluated. A simple calculation shows that the Hessian is nondegenerate if and only if det(φ 1 −I) = 0. The following constitutes the basis of our work in this paper:
Random Walk on Lie Group
Let G be a connected Lie group, equipped with some canonical left-invariant Haar measure µ Haar . Let (µ n ) n≥1 be a sequence of probability measures on G, and let (X k,n ) 1≤k≤n be iid random variables with law µ n . Define S j,n = X 1,n . . . X j,n , so they have law µ * j n . Define a random process (X n t ) 0≤t≤1 by X n t = S j,n if j ≤ nt < j + 1. This will be used to approximate of a random path on G as we take n → ∞.
Fix a basis (e i ) for the associated Lie algebra g, and define continuous functions x i : U 0 → R for some neighborhood U 0 of identity, such that x i (exp( j a j e j )) = a i . We extend x i to G by requiring that x i = 1 outside some compact set containing U 0 . Then we have the following Lie-theoretic central limit theorem:
Theorem 4.1 (Wehn's Theorem, as presented in [SV73] ). Suppose we have real numbers b j , a ij such that:
•
Then there exists a continuous semigroup of probability measures (ν t ) 0≤t≤1 on G, specified by the in-
a ij e i e j such that, if (X t ) 0≤t≤1 is the random process whose law is (ν t ), then (X n t ) converges weakly to X t as n → ∞.
Note that G being a connected Lie group is necessary for ensuring, for instance, that a continuous semigroup of probability measures with the specific infinitesimal generator exists on G. Now we focus on the case G = Sp(2, R). Let sp(2, R) denote the associated Lie algebra, where we select the following basis: By a parallel with the real case, we refer to such process as the Brownian motion of parameter c on G. Notice that (X t ) is a Levy process, and thus (X t ) are almost surely continuous paths in t; we refer to them as Brownian paths. Due to the particular form of the generator (c.f. [Bre07] ), the probability measures (ν t ) are absolutely continuous with respect to the Haar measure of G. For the canonical choice of the Haar measure, Sp 0 has measure zero, so it is almost always true that X 1 does not land on it. In other words, the random path t → X t almost always has a well-defined Conley-Zehnder index, and thus (ν t ) gives a distribution of the index. Now we can state our main result: Notice that this is analogous to the situation of simple random walk on R: if we let X 1 , . . . , X N be iid normal variables with expectation 0 and variance c N , and let S j = X 1 + . . . + X j , then the odd moments of S N vanish and the (2k)-th moment of S N is c k . In the last section, we saw that the Conley-Zehnder index can be computed by first projecting to a path on the unit circle then computing its degree, so the "spirit" of the statement above is that Brownian motion on Sp(2, R) "translates down" to that on S 1 .
Remark 1. Numerical simulations show that the same holds for general Sp(2n, R). In the next version of the paper we plan to upgrade our argument to account for n > 1. See Appendix A for more details.
Translation to Random Matrix
To make the computation easier, we replace distribution exp(X) with a simpler distribution; for the motivation of this choice, see the end of this section. Let X, Y, Z be Gaussian variables in R centered around 0 with variance c N . The following expression induces a probability distribution on Sp(2, R), where we set the probability to be zero for any Borel set contained in the complement of the image:
. . , Y N be iid variables following such distribution, and define the discrete random walk (Y N t ) analogously. First we want to say that this is sampling from a neighborhood of the identity. Proof. Recall that the condition for being in the image of the exponential map is that tr > −2 or being equal to −I. The former is guaranteed if we have both e X < 2 ⇔ X < log(2) and Y Z > −2, which is in turn guaranteed if we have |X| < log(2), |Y |, |Z| < √ 2. The chance of these being maintained during all By Wehn's theorem, to sample a random path (X t ) and compute its corresponding discrete isotopies is equivalent to directly sampling N matrices with the said distribution, as N → ∞. Suppose these matrices
, and that they yield generating functions V i (x, y) = a i x 2 +b i xy +d i y 2 ,
where 
Let us first turn it into a tridiagonal form: note that if (L, (x 0 , . . . , x N , y 0 . . . , y N −1 )) is an eigenpair of the matrix, then (L, (x 0 , y 0 , . . . , x N −1 , y N −1 , x N , y N = 0)) is an eigenpair of the following matrix (this introduces a zero eigenvalue with eigenvector (0, . . . , 0, 1), which doesn't affect the signature and which we won't look at anyways):
, we get the following matrix:
Now if we plug in the a i , b i , d i using the alternative distribution defined above, we get the following:
where X i , Y i , Z i are Gaussian variables of expectation 0 and variance c N . This particularly simple form is what we aimed at when choosing the alternative distribution-if we had used exp(X) the expressions would be much messier. Thus it suffices to understand the signature of this random matrix.
Translation to SDE
In [VV09] , the authors studied eigenvalue distributions of a tridiagonal matrix by converting it into a problem of studying the evolution of a single point under random Mobius transformations, which in turn was described by a stochastic differential equation as the continuous limit. We follow this idea to study our current problem. That (L, (x 0 , y 0 , . . . , x N , y N = 0)) is an eigenpair means that, for 0 ≤ i < N :
Ly N = 0
where R denotes the compactified real line. (Notice that eigenvector being nonzero forbids the occurrence of 0/0.) Then we get:
which gives the following evolution of r i :
Here we suppress-and will do so from now on-the indices of the random variables, with the understanding that each step a new set of random variables is being used. Then the study turns into studying for which L do we have the boundary conditions (i.e. r 0 = −L, r N = 0) met. Letf L (u) =f (L, u) denote the single-step evolution:
This is a Mobius transformation which is a perturbed version of the following transformation
Lu + 1 Since we're interested in the signature it suffices to count the number of positive eigenvalues, so for what follows we assume L ≥ 0. Let J : R → S 1 ⊂ C be the map from the extended real to the unit circle in the complex plane, given by x → i − x i + x , so the inverse is given by J −1 (e iθ ) = tan(θ/2). Let R denote the universal covering of S 1 ∼ = R, where we fix a lift of 0 to the basepoint of R. Given any Mobius transformation f , J f J −1 can be lifted to a continuous function R → R, which we'll denote by f • . In particular, considerf Thus by counting these crossings we can compute the signature, which stabilizes as we take N → ∞. The following shows that it suffices to look at the two ends: L = 0 and L → ∞.
Proof. J (−L) decreases monotonically from 0 to −π, so it suffices to prove that, given u (L) < 0 for all
In fact,f L (x) > 0 for all x: from the alternative way of
we see that the values of X, Y, Z, L do not affect the sign of the derivative, and if we set all of these to be 0 the derivative is simply 1.
The ∞ end is uninteresting, as the following lemma shows:
Lemma 7. For any values of random variables and any k, lim
when L goes to infinity assuming t = −π (mod 2π). By linearity it suffices to prove this for t = −π. When L goes to infinity, the Mobius transformation tends to the same limit as the noiseless version. So let f
• L denote the lift of the unperturbed single-step evolution. Notice that ∂ ∂L f At L = 0, the noiseless transformation is the identity so the effect is entirely that of the random noise.
The evolution is given by repeatedly applying
to 0. In the angular form, we havẽ
Now do Taylor expansion on X, Y, Z to obtain the following one-step evolution estimate:
which shows that the value varies slow enough such that, if we take N → ∞, the discrete Markov chain converges to a continuous Ito diffusion process, as the following statement describes:
and a
. Suppose that as n → ∞, the following conditions hold for some M : dX t = b(t, X t )dt + σ(t, X t )dB, X(0) = X 0
The exact parameters are b(s, x) = 7c 8 sin(2x) and σ(s, x) = c 4 (11 − 7 cos(2x)) and θ 0 is δ 0 , the Dirac distribution at 0. Thus the evolution at L = 0 is governed by the distribution θ 1 of the following stochastic differential equation:
dθ t = 7c 8 sin(2θ t )dt + c 4 (11 − 7 cos(2θ t ))dB This parabolic PDE is not easy to solve, but we need not solve it explicitly. Note that b(x) and σ(x) are both bounded, with σ(x) bounded from below by a positive number. This is enough to guarantee that the solution behaves basically like a heat diffusion. The necessary estimate was established by Norris and Stroock in [NS91] . We use the following presentation by Arturo Kohatsu-Higa that is tailored to SDEs: Theorem 6.1 ( [KH03] ). Suppose X t ∈ R d is the (strong) solution of the SDE dX t = b(t, X t )dt + σ(t, X t )dB for timespan [0, T ], and suppose that the measurable coefficient functions b, σ satisfy the following uniform ellipticity requirement:
• sup • There exists some C ∈ R such that σ(t, x) t σ(t, x) ≥ C for all t, x.
Then p(t, x), as described above, satisfies the following estimate for some m, M ∈ [1, +∞):
Thus we immediately obtain that E(θ 2k t ) = Θ(t k ). For odd moments, notice that p(t, −x) is another solution to the Fokker-Planck equation, so by uniqueness we have p(t, −x) = p(t, x); in other words, all odd moments vanish. Theorem 4.2 now follows Theorem 3.1.
