Abstract. In this paper, we introduce the notion of dimensioned numbers and extended dimensioned numbers. The notion of dimensioned numbers originates in geometric measurements, and it can be used to describe iterated exponential functions of a single variable. We apply the theory of dimensioned numbers to solving some functional equations of a single variable.
Introduction
Let us consider to express geometric quantities with their dimensions. For example, we denote two points by 2 0 , line segment of length 5 by 5 1 , rectangle of area 8 by 8 2 and cube of volume 10 by 10 3 . We can use multiplication to single out the area of rectangle or the volume of cuboid. The area of rectangle with sides of length a and b is ab: a 1 × b 1 = ab 2 , and the volume of cuboid with base area c and height d is cd:
Moreover, quantities of the same dimension are addable. For example, by concatenating two line segments of length a and b, we get length a + b:
but no calculations are carried out for the addition of quantities of different dimensions. From the calculations above it is natural to define a multiplication and an addition of quantities with general dimension by
Next, we observe binary operations between monomials of variable x:
The similarity between (1) and (3), and between (2) and (4) is obvious. In fact, numbers with dimension are models of polynomials of a single variable. We call them dimensioned numbers. Moreover, we also consider dimensioned numbers where its dimension itself is a dimensioned number, e.g., In this paper, we will develop the theory of abstract dimensioned numbers, and establish the correspondence between dimensioned numbers and iterated exponential functions of a single variable. After that, we introduce the notion of extended dimensioned numbers, in which we can deal with both infinite power series and infinitely iterated exponentials. Finally, as an application of dimensioned numbers, we will obtain formal solutions to several types of functional equations. In this paper, we will search only for monic solutions, namely solutions of the form f (x) = x a 1 x a 2 x a 3 x · · · For other types of formal solutions to functional equations, like exponential series or trigonometric series, see the author's paper [Iz1] as well as his presentation [Iz2] .
Abstract dimensioned numbers
We will construct abstract dimensioned numbers by induction on their depth, which corresponds to how many times we need to repeat iteration of exponentials to get the function. Dimensioned numbers of depth n is naturally embedded into those of depth n + 1, so that we obtain an inductive system. Moreover, we will introduce a binary operation called "symmetric powers" to dimensioned numbers.
Depth 0: We set D 0 := R = (R, +, 0, ·, 1, >), namely, dimensioned numbers of depth 0 are just real numbers equipped with the usual ordered ring structure: addition +, zero element 0, multiplication ·, unit element 1 and the linear order > having the properties (a1) if a, b, c ∈ R and a > b, then a + c > b + c, and (a2) if a, b ∈ R, a > 0 and b > 0, then ab > 0.
Depth 1: First, we define D 1 as the free abelian group generated by symbols a b , a ∈ R, b ∈ D 0 ; namely,
(1)
where 0 is the zero element of this abelian group. We define a product · in the set
and extend them to whole D 1 by using the distributive law. For example,
The element 1 0 is the unit element for the multiplication:
and the element 0 is indeed the zero element for the multiplication:
It is easy to see the following lemma.
To realize the equality (2) in D 1 , we define an ideal in D 1 . Let Z 1 be the additive subgroup of D 1 generated by the elements in the set
We define D 1 := D 1 /Z 1 . We will always identify an element A in D 1 with the element A + Z 1 in the residue ring D 1 . We call elements in D 1 dimensioned numbers of depth 1. Note that elements of the form 0 b , b ∈ R, is equal to 0. Since
the additional inverse of a
For a dimensioned number A = a
We say a dimensioned number A is simple if A is of the form A = a b , namely, containing only one head. Otherwise, A is called a compound dimensioned number. If the head of a simple dimensioned number A is 1, namely, A = 1 b , then we call A monic.
Next, we will introduce a linear order in D 1 . Let
be a non-zero element. Without loss of generality, we may assume
Then we call a
We define the sign of A according to that of the head of the dominant term:
(1) > 0, and
and define a relation
Proof. Since is clear, so we will examine (b2). Let A, B ∈ D 1 and suppose that A > 0, B > 0. We denote the dominant terms of A and B by a b and a b respectively. From the assumption, we have a > 0 and a > 0. Then by expanding the product AB by using the distributive law, we see that the dominant term of AB is aa bb . Since aa > 0, we have AB > 0. Hence (b2) holds.
Finally, we will show that D 1 is an integral domain. Let A, B be non-zero elements in D 1 . We may assume that both A and B are positive, replacing A or B by −A or −B respectively, if necessary. Then from (b2) we see that AB > 0. Hence AB = 0. So D 1 is an integral domain.
Next, we will define a map i
It is easy to see that i 1 0 is an injective ordered ring homomorphism. Depth n (n = 2, 3, . . .): Suppose that the ring D n−1 of dimension numbers of depth n − 1 is constructed. We define D n as the free abelian group generated by symbols a B , a ∈ R, B ∈ D n−1 . Hence,
where 0 is the zero element of this abelian group. We define products in
and extend them to whole D n by using the distributive law. Note that the addition B + D at their dimensions has already been defined in D n−1 . As in the case of Depth 1, the element 1 O , where O is the zero element in D n−1 is the unit element for the multiplication in D n , and the element 0 is the zero element for the multiplication in D n . We have the following.
To realize the equality a C + b C = a + b C , a, b ∈ R, C ∈ D n−1 , we define an ideal in D n . Let Z n be the additive subgroup of D n generated by the elements in the set
Then similarly as Lemma 1.2, we have the following.
We define D n := D n /Z n and we will always identify an element A in D n with the element A + Z n in the residue ring D n . We call elements in D n dimensioned numbers of depth n. For an element
namely, containing only one head. Otherwise, A is called a compound dimensioned number. If the head of a simple dimensioned number A is 1, namely,
then we call A monic. Next we will introduce a linear order in D n . Let
and define a relation > in
Then we have the following.
The proof is similar to that of Lemma 1.3. Next, we will define a map i
Lemma 1.7. The map i n n−1 : D n−1 → D n is a well-defined injective ordered ring homomorphism. Proof. To prove the well-definedness, it is sufficient to show that i n n−1 maps Z n−1 into Z n . Since
Hence it is well-defined. It is easy to see that this map is an ordered ring homomorphism. Finally, we will show the injectivity. Let A = a
n−2 is injective and order-preserving, we have i
Now we have constructed the rings D n of dimensioned numbers of depth n for all non-negative integers n together with the injective order ring homomorphisms
Hence we have an inductive system (D n , i n+1 n ) and accordingly an inductive limit
Then we have a commutative diagram
Here, i n : D n → D, n = 0, 1, 2, . . . is a natural map. Since all i n+1 n 's are injective, so are i n 's. From now on, we will identify an element A ∈ D n with its image i n (A) ∈ D, and we often write A instead of i n (A), and we call A dimensioned number of depth n. Moreover, each map i n+1 n preserves the order >, and hence the inductive limit D naturally inherits it. (
The equality in (3) in the theorem means that if a dimension number contains numeral 0 at some depth, then we can ignore it together with the dimension hanging from the zero. We call this nullification. Nevertheless, we often write A 0 instead of A, when we want to emphasize that the numeral lies in the greatest depth and there are no numerals in deeper places.
Proof. The statement (1) is almost clear from the definition of D n .
The statement (2) is also clear from the definition of the product in D n+1 when both B and D lies in D n . Suppose that the depth of B and D are different, say the depth m of B is greater than the depth n of D. Then, from the commutative diagram, we have
.
By ignoring maps, we have
By ignoring maps, we have A 0 B = A 0 = A.
Next, we introduce the third binary operation ∧ called symmetric power to dimensioned numbers, which corresponds to a "symmetric power" in functions of a single variable and their correspondence will be discussed in Section 2.
Let D × denote the set of non-zero elements in D, namely, D × := D \ {0}. We set D 0 := the free abelian group generated by the elements in
where
nj is understood as A
1 when n j = 1. We call elements of the form A
nm power polynomials. We define a multiplication in D 0 by
for power polynomials and extend it to general elements by the distributive law as in the case of D 1 . Moreover, let the element 1 the unit element for this multiplication. It is easy to see the following. Note that among the binary operations defined, the symmetric powers are prior to the other operations unless parentheses are placed. To make both the multiplication and the symmetric power commutative and to make the power be to the multiplication what the multiplication be to the addition, we will define a two-sided ideal Z 0 by Z 0 := the two-sided ideal of ( D 0 , +, 0, ·, 1) generated by the elements in
and define a residue ring D 0 := D 0 / Z 0 . We call elements in D 0 dimensioned numbers with symmetric powers of depth 0 and nesting level 0. We will always identify an element A ∈ D 0 with A + Z 0 ∈ D 0 . From the construction, the following facts are obvious: Lemma 1.10. We have the following equalities.
(
Lemma 1.10 suggests that the relation between the multiplication and the addition is similar to that between the power and the multiplication. For example, (4) is a distributive law between the power and the multiplication and (5) is similar to the equality 1 B · 1 C = 1 B+C , B, C ∈ D. Moreover, 1 1 looks like the unit element and 1 0 looks like the zero element for the symmetric power. However, dimensioned numbers with symmetric powers of nesting level 1 like (2 + 3 ∧ 4) ∧ (5 ∧ 6 + 7 ∧ 8) do not belong to D 0 . We can construct dimensioned numbers with symmetric powers of positive nesting levels, but we omit it because we do not use them in this paper. Instead, we develop dimensioned numbers with symmetric powers of any depth, by induction on depth.
Suppose that we have constructed the ring D n of dimensioned numbers with symmetric powers of depth n, n = 0, 1, 2, . . .. Then we let A n+1 be the free abelian group generated by the symbols a B , a ∈ R, B ∈ D n and define a multiplication by
for simple dimensioned numbers and extend it to the whole A n+1 by the distributive law. We define an additive subgroup B n+1 of A n+1 as the subgroup generated by the elements in the set
Lemma 1.12. B n+1 is an ideal in A n+1 .
Hence we can define a residue ring
. We will identify a real number a with a 0 as before. Lemma 1.13. ( A n+1 , +, 0, ·, 1) is a commutative ring.
Next, we will introduce powers between elements in A n+1 . Let A × n+1 denote the set of non-zero elements in A n+1 . We set D n+1 := the free abelian group generated by the elements in
nj is understood as A 
We call elements in D n+1 dimensioned numbers with symmetric powers of depth n + 1 and nesting level 0. We will always identify an element A ∈ D n+1 with A + Z n+1 ∈ D n+1 .
We have a sequence of natural inclusion
and consequently an inductive limit
We call elements in D dimensioned numbers with powers of nesting level 0. Note that the ring D of dimensioned numbers without powers is a subring of D 0 , and hence a subring of D. We have the following theorem. The proof is similar to that of Lemma 1.10.
Theorem 1.14. ( D, +, 0, ·, 1) is a commutative ring having the following properties for m = 1, 2, . . ..
Note that these equalities also hold at any depth of a simple dimensioned number. For example,
Correspondence between dimensioned numbers and functions of a single variable
In this section, we will construct a map from the ring of dimensioned numbers into the ring of functions of a single variable, and show the compatibility of binary operations including the power introduced in Section 1. Moreover, we establish a symbolic substituting method, which corresponds to compositions of functions.
First, we will construct a map from the ring D of dimensioned numbers without powers into the ring of real-valued functions of x with domain (0, +∞). The rules are simple. One is to correspond a real number a to the constant function f (x) = a. The other is, if a dimensioned number A corresponds to a function f (x), then 1 A corresponds to x f (x) . Additions and multiplications are preserved. For example,
Theorem 2.1. The above rules determine a well-defined homomorphism from D to the ring of functions of a single variable x with domain (0, +∞).
Proof. We will prove by induction on depth. For dimensioned numbers of depth 0, the assertion is obvious. Suppose that we have proved the assertion for dimensioned numbers of depth n. We will show the case for the depth n + 1. For the proof, we must observe that two dimensioned numbers of the form a B + a B and (a + a ) B , a, a ∈ R, B ∈ D n correspond to the same function with domain (0, +∞). If B → f (x) and the domain of f contains (0, +∞), then we have
and hence the images coincide for x ∈ (0, +∞). Next, we will see that 0 B → 0. It is seen from the correspondence
Finally we examine the compatibility of multiplications. Let a, c ∈ R and B, D ∈ D n and suppose that B → f (x) and D → g(x) with domain (0, +∞). Then we have
Since the images coincide for x ∈ (0, +∞), the multiplications are compatible. Hence we have proved that the correspondence is a well-defined homomorphism.
Next we consider the correspondence between dimensioned numbers with symmetric powers and functions of a single variable. Note that, in this case, not all dimensioned numbers correspond to real-valued functions. The rule is, in addition to the above-mentioned ones,
The image in (5), which we call the symmetric power of f 1 (x), f 2 (x), . . . , f n (x), is meaningful, if f 1 (x), f 2 (x), . . . , f n (x) have a common interval I ⊂ (0, +∞) such that f i (x) > 0, x ∈ I, i = 1, 2, . . . , n.
Theorem 2.2. Let A ∈ D and consider all symmetric powers appearing in A. We take the constituents A 1 , A 2 , . . . , A n ∈ A × m for some m in such symmetric powers. Suppose the functions f 1 (x), f 2 (x), . . . , f n (x) corresponding to A 1 , A 2 , . . . , A n have a common interval I ⊂ (0, +∞) such that f i (x) > 0, x ∈ I, i = 1, 2, . . . , n. Then A corresponds to a real-valued function with domain I. This correspondence is well-defined.
Proof. We will prove by induction on m for which A ∈ D m . Since an element in D m is a sum of the products of elements of the form A = A 1 ∧ A 2 ∧ · · · ∧ A n where A i ∈ A × m−1 , it suffices to show the assertion for such A. The case of m = 0: We take an element A ∈ D 0 of the form
where A i ∈ D × for i = 1, . . . , n. From Theorem 2.1, we see that the function f i (x) corresponding to A i is defined on the interval (0, +∞) and positive on a common interval I for i = 1, . . . , n from the assumption. Hence from (5), A corresponds to a function with domain I. If B ∈ D 0 is a sum of the products of such simple symmetric powers like A with a common domain I, then it is clear that B corresponds to a function with domain I. Hence we proved that the correspondence is defined for all elements in D 0 . Next, we must observe that all elements in Z 0 correspond to constant 0. It is straightforward and easy. For example, consider an element
and C → h(x). We have
Hence we have
Suppose that we have proved well-definedness for elements in D m . Let A ∈ D m+1 . The dimensioned number A consists of the elements of the form a B , a ∈ R, B ∈ D 0 , connected by binary operations +, ×, ∧ at depth 0. From the assumption of the induction, such B's correspond to functions that are defined on a common interval I, and hence so do a B 's. Similarly as in the case of m = 0, we can deduce that A corresponds to a real-valued function with domain I from the assumption in this theorem. Hence we have proved well-definedness for D m+1 .
If a dimension number A corresponds to a function f (x), then we will denote A ∼ f (x).
Corollary 2.3. Let A, B ∈ D and A ∼ f (x) and B ∼ g(x). Then we have the following.
The proof is immediate.
Next, we describe substitutions by using dimensioned numbers. Let A ∈ D, B ∈ D and A ∼ f (x), B ∼ g(x). We want to compute the composite function f • g(x) in terms of A and B. For this purpose, we introduce a natural decomposition of dimensioned numbers in D. The definition is done by induction on the depth of a dimensioned numbers. For depth 0 dimensioned numbers, we leave them as they are, because they correspond to constant functions. We suppose the natural decompositionB of A ∈ B n is established. An element in D n+1 is a sum of simple dimensioned numbers of the form a B , a ∈ R, B ∈ D n . We rewrite this by a · 1 1 ∧ 1 B , and take the sum of such rewritten forms. It is the natural decomposition of an element in D n+1 . For example, a dimensioned number of depth 1 has a natural decomposition like
and a dimensioned number of depth 2 has
We have the following result.
. Then the composition f • g(x) corresponds to the dimensioned number obtained by replacing each 1 1 , appearing in the natural decomposition of A, by B. We denote the dimensioned number after this operation by A| 11←B .
Proof. We will prove by induction on the depth of A.
If the depth is 0, then f (x) is a constant function, so there is nothing to prove. Suppose we have shown the statement for A ∈ D n . Consider a dimensioned number A whose depth is n + 1. It is enough to show the statement for those A of the form
From the assumption of induction, we have
If we replace 1 1 in A = a · 1 1 ∧ 1 C by B, then we have
(by Corollary 2.3(1))
Hence the statement is valid for n + 1.
For functions corresponding to monic dimensioned number, the result will be simpler.
. Then the composition f • g(x) corresponds to the dimensioned number obtained by replacing each 1 1 , appearing in the natural decomposition of A, by 1 B , and hence replacing each
We will show some examples.
Example 2.6. Let
Then we have, from Theorem 2.4,
Example 2.7. Let f (x) be the same as in Example 2.6, and
Then we have, from Corollary 2.5, Comparing these two examples, we observe that the numerals in the result of Example 2.6, like 48 and 144, are influenced by the computations in deeper numerals, while those of Example 2.7, like 15 and −6, are just the result of computations of the numerals at the same depth. That is why monic dimensioned numbers are much easier to treat than non-monic ones.
Extended dimensioned numbers
In this section we will introduce extended dimensioned numbers and show some examples.
Extended dimensioned numbers are dimensioned numbers which allow infinitely many numerals. There are three types of extended dimensioned numbers:
I. There are infinite sums or infinite products at some depths, but the total depth is finite. For example,
II. There are only finitely many numerals at each depth, but the total depth is infinite. For example,
III. There are infinite sums or infinite products at some depths, and the total depth is infinite. For example,
The binary operations are defined similarly for extended dimensioned numbers, and the rule of substitution is also similar to Theorem 2.4 and Corollary 2.5. The difference between ordinary dimensioned numbers and extended dimensioned numbers are the correspondence to functions. We don't have standard ways to correspond extended dimensioned numbers with functions of a single variable, so we must make some interpretations of extended dimensioned numbers as functions. There may be several ways of interpretation, as the next example shows.
Example 3.1. Consider an extended dimensioned number
The simplest way of interpreting A is to regard it as a limit of finite depth dimensioned numbers
Hence the interpretation of A is
In [RB, Chapter 7] , it is proved that this limit exists for e −e ≤ x ≤ e 1/e and is mutually inverse to the function
Another interpretation is, to regard A as a solution of the functional equation
If A ∼ y, y is a function of x, then we can rewrite above equation as
Then y is an implicit function of x. It is easy to see that there exists only one solution y of this equation for each x in 0 < x ≤ 1, and two solutions for x in 1 < x < e 1/e . Hence y is a two-valued function.
In this example, we can reproduce A from the equation A = 1 A by successive substitution, namely, repeating substitution of A = 1 A into A in the right-hand side of equation:
Successive substitution must be done from smaller depth to greater depth. Hence successive substitution determines extended dimensioned numbers successively from the smaller depth.
Examples of solving functional equations
In this section we will solve some functional equations by using dimensioned numbers.
If an ordinary dimensioned number satisfies the equation, then it is a real solution, but we usually get extended dimensioned numbers as solutions, so they are just formal solutions and it is desirable to evaluate them from numerical point of view. Note that we will only search for monic solutions, because non-monic solutions are harder to treat as Examples 2.6 and 2.7 show. Hence a 2 = 1. We have two possibilities.
Case 1: a = 1. Then we have f • f (x) ∼ 1 1 b 1 (x)+b 2 (x)+b 3 (x)+···+1 b 1 (x)+b 2 (x)+··· {b 1 (f (x))+b 2 (f (x))+··· } = 1 11 .
First, comparing the depth 2 of both sides, we put b 1 (x) = 1. Then we get an extra term 1 b1(x)+b2(x)+··· · b 1 (f (x)) = 1 1+b2(x)+··· .
To offset this, we put b 2 (x) = −1 1+b2(x)+··· . Then again, we get an extra term 1 b1(x)+b2(x)+··· · b 2 (f (x)) = −b 2 (x) · b 2 (f (x)).
To offset this, we put b 3 (x) = b 2 (x) · b 2 (f (x)), and we repeat this:
b n+1 (x) = b 2 (x)b n (f (x)), n = 2, 3, . . . .
By induction, we can show 
Hence we have b 2 (x) = − log x f (x). (8) Substituting f (x) into x in (7), we have
