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Abstract
We establish precise upper and lower bounds for the subelliptic heat kernel on nilpotent Lie groups G of H-type. Specifically,
we show that there exist positive constants C1, C2 and a polynomial correction function Qt on G such that
C1Qte
− d24t  pt  C2Qte−
d2
4t ,
where pt is the heat kernel, and d the Carnot–Carathéodory distance on G. We also obtain similar bounds on the norm of its
subelliptic gradient |∇pt |. Along the way, we record explicit formulas for the distance function d and the subriemannian geodesics
of H-type groups.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
On donne des estimations précises des bornes supérieures et inférieures du noyau de la chaleur sous-elliptique sur les groupes de
Lie nilpotents G de type H. Plus précisément, on montre qu’il existe des constantes positives C1 et C2, et une fonction polynomiale
corrective Qt sur G telles que
C1Qte
− d24t  pt  C2Qte−
d2
4t ,
où pt est le noyau de la chaleur, et d est la distance de Carnot–Carathéodory sur G. On obtient aussi des estimations similaires
pour la norme du gradient |∇pt |. En passant, on donne aussi des formules explicites pour la distance d et les géodésiques sous-
riemannienes sur les groupes de type H.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction
Nilpotent Lie groups have long been of interest as a natural setting for the study of subelliptic operators; indeed,
as shown in [24], they model, at least locally, a general class of hypoelliptic operators on manifolds. Perhaps the
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or Heisenberg–Weyl groups of dimension 2n+ 1 having 1-dimensional centers. Beyond this, a natural generalization
of the Heisenberg groups is given by the H-type (or Heisenberg-type) groups, which were introduced in [15]; these
have a greater variety of possible dimensions while retaining some fairly strong algebraic structure.
The main result of this paper is found in Corollary 4.3, in which we establish precise upper and lower pointwise
estimates on the subelliptic heat kernel pt for an H-type group G, of the form,
C1Qte
− d24t  pt  C2Qte−
d2
4t , (1.1)
for some positive constants C1, C2 and an explicit function Qt , where d is the Carnot–Carathéodory distance on G.
Additionally, in Theorem 4.4, we obtain similar bounds for the subriemannian gradient of p1, namely that
C1Q
′e−
d2
4  |∇p1| C2Q′e− d
2
4 (1.2)
for another explicit function Q′, where the inequality is valid at points sufficiently far from the identity of G.
Estimates of the form (1.1) for the classical Heisenberg group first appeared in [19], in the context of a gradient
estimate for the heat semigroup, as did an estimate equivalent to the upper bound in (1.2). A proof for Heisenberg
groups in all dimensions followed in [20]. Our proof is similar in spirit to the latter, in that it relies on the analysis of
an explicit formula for pt using steepest descent methods and elementary complex analysis.
Less precise versions of the inequalities (1.1) are known to hold in more general settings. Using Harnack inequali-
ties one can show that for general nilpotent Lie groups,
C1R1(t)e
− d2
ct  pt  C2()R2(t)e−
d2
(4+)t , (1.3)
for some constants c,C1,C2 and functions R1,R2, where C2 depends on  > 0; see Chapter IV of [27]. [6], among
others, improves the upper bound to
pt (g) CR3(g, t)e−
d(g)2
4t , (1.4)
with R a polynomial correction, using logarithmic Sobolev inequalities, whereas [26] improves the lower bound to
pt  C()R4(t)e−
d2
(4−)t . (1.5)
Similar but slightly weaker estimates were shown for more general sum-of-squares operators satisfying Hörmander’s
condition in [17] by means of Malliavin calculus, and in [14] by more elementary methods involving homogeneity
and the regular dependence of pt on t .
In the specific case of the classical Heisenberg group, asymptotic results similar to (1.1) had been previously
obtained in [9] and [11], but without the necessary uniformity to translate them into pointwise estimates. A precise
upper bound equivalent to that of (1.1) was given in [1] for Heisenberg groups of all dimensions. All three of these
works, like [20] and the present article, were based on an explicit formula for pt and involved steepest descent
type methods. In [8], similar techniques were used to obtain a Li–Yau–Harnack inequality for the heat equation on
Heisenberg groups.
The proof we shall give here is largely self-contained, except for the formula (4.2) for pt , which has been derived
many times in the literature by many different techniques. We have also tried to err to the side of including relevant
details.
2. H-type groups
H-type groups were first introduced in [15]. Chapter 18 of [2] contains an extended development of their funda-
mental properties; we follow its definitions here, and refer the reader there for further details.
Definition 2.1. Let g be a finite-dimensional real Lie algebra with center z = 0. We say g is of H-type (or Heisenberg
type) if g is equipped with an inner product 〈·,·〉 such that:
1. [z⊥, z⊥] = z; and
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〈Jzx, y〉 =
〈
z, [x, y]〉, (2.1)
where x, y ∈ z⊥. Then Jz is an orthogonal map whenever 〈z, z〉 = 1.
An H-type group is a connected, simply connected Lie group whose Lie algebra is of H-type.
Some authors use instead of item 2 the equivalent property that for x ∈ z⊥ with ‖x‖ = 1, the map
adx : (ker adx)⊥ → z is an isometric isomorphism.
We record some algebraic properties of the maps Jz which will be useful later. We use |z| := √〈z, z〉 to denote the
norm associated to the inner product on g. The proofs are elementary and are omitted.
Proposition 2.2. If g is a H-type Lie algebra, then the maps Jz : z⊥ → z⊥ defined in Definition 2.1 enjoy the following
properties:
1. For each z, Jz is a well-defined linear map, and z → Jz is also linear.
2. J ∗z = −Jz.
3. J 2z = −‖z‖2I . Thus for z = 0, Jz is invertible and J−1z = −‖z‖−2Jz.
4. JzJw + JwJz = −2〈z,w〉I .
5. 〈Jzx, Jwx〉 = 〈z,w〉‖x‖2.
6. [x,Jzx] = ‖x‖2z.
Note that items 2 and 3 say that for z = 0, Jz is an invertible skew-symmetric linear transformation of z⊥. Thus
dim z⊥ must be even. We will write dim z⊥ = 2n and dim z = m.
Item 4 says that the subalgebra of End(z⊥) generated by the maps Jz is a Clifford algebra. In fact, it is a 2n-
dimensional representation of C0,m(R), the Clifford algebra generated by a real vector space of dimension m with
a negative definite quadratic form (whose signature is (0,m)). So in order for an H-type algebra with dim z = m,
dim z⊥ = 2n to exist, it is necessary that C0,m(R) have such a representation. This condition is also sufficient: given
such a representation, let V be the m-dimensional generating subspace of C0,m(R), and let g = R2n ⊕ V , with the
maps Jz defined by the representation. Then the bracket on g can be recovered in terms of the Jz from 2.1, and g is an
H-type Lie algebra.
The Hurwitz–Radon–Eckmann theorem, as found in [7], gives necessary and sufficient conditions on n and m for
such a representation to exist. The corresponding theorem for H-type algebras appears as Corollary 1 of [15], which
we quote here.
Theorem 2.3. For any nonnegative integer k, we can uniquely write k = a24p+q where a is odd and 0  q  3; let
ρ(k) := 8p+2q . (ρ is sometimes called the Hurwitz–Radon function.) There exists an H-type Lie algebra of dimension
2n+m with center of dimension m if and only if m< ρ(2n). In particular, for every m ∈ N there exists an H-type Lie
algebra with center of dimension m.
The special case m = 1 gives the so-called isotropic Heisenberg groups (also called the Heisenberg–Weyl groups)
of real dimension 2n+ 1; the very special case n = m = 1 is the classic Heisenberg group of dimension 3.
A Lie algebra g is said to be nilpotent of step k if k is the smallest integer such that all k-fold brackets of ele-
ments of g vanish. A nilpotent Lie algebra is stratified if we can write g = g1 ⊕ · · · ⊕ gk where [g1,gi−1] = gi and
[g1,gk] = 0. An H-type Lie algebra is obviously stratified nilpotent of step 2, with g1 = z⊥, g2 = z.
We recall that given a nilpotent Lie algebra g, there exists a connected, simply connected Lie group G whose Lie
algebra is g, and G is unique up to isomorphism. Indeed, we can, and will, take G to be g equipped with the group
operation ◦ given by the Baker–Campbell–Hausdorff formula, which for g nilpotent of step 2 reads:
x ◦ y := x + y + 1
2
[x, y]. (2.2)
In this case the exponential map g → G is just the identity. It is obvious, then, that if g,g′ are isomorphic as Lie
algebras, then (g,◦), (g′,◦′) as defined above are isomorphic as Lie groups.
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the first 2n coordinates and z with the last m. Therefore we can handle H-type groups concretely as follows.
Proposition 2.4. If G is an H-type group, then there exist integers n, m and a bracket operation [·,·] on R2n+m such
that (R2n+m, [·,·]) is an H-type Lie algebra whose center is Rm and G is isomorphic to (R2n+m,◦), where ◦ is defined
by (2.2).
Henceforth we shall assume that any H-type group G is of this form. We shall use the notation
g = (x, z) = (x1, . . . , x2n, z1, . . . , zm) to refer to points of G. The identity of G is (0,0), and the inverse operation is
given by (x, z)−1 = (−x,−z). Because of the identification of G with its Lie algebra, we will view [·,·] as a bracket
on G. By a slight abuse of notation, we will also use [·,·] to refer to the restriction of [·,·] to R2n ⊕ R2n ⊂ G ⊕ G,
which is a bilinear skew-symmetric mapping from R2n ⊕ R2n to Rm. The maps {Jz: z ∈ Rm} are identified with
2n× 2n skew-symmetric matrices which are orthogonal when |z| = 1.
We let {e1, . . . , e2n} denote the standard basis for R2n, and {u1, . . . , um} denote the standard basis for Rm.
Note that the group operation on G does not preserve the inner product, and the vector space operations g → g+h,
g → cg are not group homomorphisms of G. However, the dilation,
ϕα(x, z) :=
(
αx,α2z
)
, (2.3)
is both a group and a Lie algebra automorphism for all α = 0.
We can now identify g with the set of left-invariant vector fields on G, where Xi(0) = ∂∂xi , Zj (0) = ∂∂zj ; then
span{X1, . . . ,X2n} = z⊥, span{Z1, . . . ,Zm} = z. We can compute:
(Xif )(x, z) = d
dt
∣∣∣
t=0f
(
(x, z) ◦ (tei,0)
)= d
dt
∣∣∣
t=0f
(
x + tei , z + 12 t[x, ei]
)
= d
dt
∣∣∣
t=0f
(
x + tei , z + 12 t
∑
j
〈Juj x, ei〉uj
)
=
(
∂
∂xi
+ 1
2
∑
j
〈Juj x, ei〉
∂
∂zj
)
f.
So we have:
Xi = ∂
∂xi
+ 1
2
∑
j
〈Juj x, ei〉
∂
∂zj
, (2.4)
Zj = ∂
∂zj
. (2.5)
The (sub-)gradient on G is given in these coordinates by:
∇f (x, z) =
∑
eiXif (x, z) = ∇xf (x, z)+ 12J∇zf (x,z)x. (2.6)
Note in particular, if f is radial, so that f (x, z) = f (|x|, |z|), this becomes:
∇f (x, z) = f|x|
(|x|, |z|)xˆ + 1
2
f|z|
(|x|, |z|)|x|Jzˆxˆ, (2.7)
where we use the notation uˆ := u|u| to denote the unit vector in the u direction. We draw attention to the fact that xˆ and
Jzˆxˆ are orthogonal unit vectors in R2n for any nonzero x, z.
3. Subriemannian geometry
Our desired estimate for the heat kernel pt is in terms of the Carnot–Carathéodory distance d , which is best de-
scribed in the language of subriemannian geometry. The goal of this section will be to obtain an explicit formula
for d , and along the way we record formula for the geodesics of G. The computation is a straightforward application
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responding computation for the Heisenberg groups (where the center has dimension m = 1) appeared in [1] as well
as [3]; a computation for m 7, which could be extended without great difficulty, can be found in the preprint [4].
Definition 3.1. A subriemannian manifold is a smooth manifold Q together with a subbundle H of TQ (the hori-
zontal bundle or horizontal distribution, whose elements are horizontal vectors) and a metric 〈·,·〉q on each fiber Hq ,
depending smoothly on q ∈ Q. H is bracket-generating at q if there is a local frame {Xi} for H near q such that
span{Xi(q), [Xi,Xj ](q), [Xi, [Xj ,Xk]](q), . . .} = TqQ.
An H-type group G can naturally be equipped as a subriemannian manifold, by lettingHg := {X(g): X ∈ z⊥}, and
using the inner product on g as the metric on H. In other words, Hg is spanned by {X1(g), . . . ,X2n(g)}, which give
it an orthonormal basis. The bracket generating condition is obviously satisfied, since g = z⊥ ⊕ [z⊥, z⊥].
Definition 3.2. Let γ : [0,1] → Q be an absolutely continuous path. We say γ is horizontal if γ˙ (t) ∈ Hγ(t) for almost
every t ∈ [0,1]. In such a case we define the length of γ as (γ ) := ∫ 10 √〈γ˙ (t), γ˙ (t)〉γ (t) dt . The Carnot–Carathéodory
distance d :Q×Q → [0,∞] is defined by:
d(q1, q2) = inf
{
(γ ): γ (0) = q1, γ (1) = q2, γ horizontal
}
. (3.1)
Under the bracket generating condition, the Carnot–Carathéodory distance is well behaved. We refer the reader to
Chapter 2 and Appendix D of [22] for proofs of the following two theorems.
Theorem 3.3 (Chow). If H is bracket generating and Q is connected, then any two points q1, q2 ∈ Q are joined by a
horizontal path whose length is finite. Thus d(q1, q2) < ∞, and d is easily seen to be a distance function on Q. The
topology induced by d is equal to the manifold topology for Q.
Theorem 3.4. If Q is complete under the Carnot–Carathéodory distance d , then the infimum in the definition of d is
achieved; that is, any two points q1, q2 ∈ Q are joined by at least one shortest horizontal path.
For an H-type group, we obtain the following explicit formula for the distance. Note that by its definition, d is
left-invariant, i.e. d(g,h) = d(kg, kh), so it is sufficient to compute distance from the identity. By an abuse of notation,
we write d(x, z) to mean d((0,0), (x, z)).
Theorem 3.5. Define the function ν :R → R by:
ν(θ) = 2θ − sin 2θ
1 − cos 2θ =
θ
sin2 θ
− cot θ = − d
dθ
[θ cot θ ], (3.2)
where the alternate form comes from the double-angle identities. Then,
d(x, z) =
⎧⎪⎨
⎪⎩
|x| θsin θ , z = 0, x = 0,
|x|, z = 0,√
4π |z|, x = 0,
(3.3)
where θ is the unique solution in [0,π) to ν(θ) = 4|z||x|2 .
We note that it is apparent from (3.3) that we have the scaling property
d
(
ϕα(x, z)
)= αd(x, z) (3.4)
with ϕ as in (2.3).
One way to compute the Carnot–Carathéodory distance is to find such a shortest path and compute its length.
To find a shortest path, we use Hamiltonian mechanics, following Chapters 1 and 5 of [22]. Roughly speaking, it can
be shown that a length minimizing path also minimizes the energy 12
∫ 1
0 ‖γ˙ (t)‖dt , and as such should solve Hamilton’s
equations of motion. The argument uses the method of Lagrange multipliers, and requires that the endpoint map taking
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generally true in subriemannian geometry; the Martinet distribution (see Chapter 3 of [22]) is a counterexample in
which some shortest paths do not satisfy Hamilton’s equations. Additional assumptions on H are needed. One which
is sufficient (but certainly not necessary) is that the distribution be fat:
Definition 3.6. Let Θ be the canonical 1-form on the cotangent bundle T ∗Q, ω = dΘ the canonical symplectic
2-form, and let H0 := {pq ∈ T ∗Q: pq(Hq) = 0} be the annihilator of H. (Note H0 is a sub-bundle, and hence also a
submanifold, of T ∗Q.) We say H is fat if H0 is symplectic away from the zero section. That is, if pq ∈H0 is not in
the zero section, v ∈ TpqH0, and ω(v,w) = 0 for all other w ∈ TpqH0, then v = 0.
Definition 3.7. If (Q,H, 〈·,·〉) is a subriemannian manifold, the subriemannian Hamiltonian H : T ∗Q → R is defined
by:
H(pq) =
∑
i
pq(vi)
2, (3.5)
where {vi} is an orthonormal basis for (Hq, 〈·,·〉q). It is clear that this definition is independent of the chosen basis.
Let the Hamiltonian vector field XH on T ∗Q be the unique vector field satisfying dH +ω(XH , ·) = 0 (as elements of
T ∗T ∗Q). XH is well defined because ω is symplectic. Hamilton’s equations of motion are the ODEs for the integral
curves of XH .
The following theorem summarizes (a special case of) the argument of Chapters 1 and 5 of [22].
Theorem 3.8. If H is fat, then any length minimizing path σ : [0,1] → Q, when parametrized with constant speed, is
also energy minimizing and is the projection onto Q of a path γ : [0,1] → T ∗Q which satisfies Hamilton’s equations
of motion: γ˙ (t) = XH(γ (t)).
We now verify explicitly that this theorem applies to H-type groups. We first adopt a coordinate system for the
cotangent bundle T ∗G.
Notation 3.9. Let (x, z, ξ, η) :T ∗G → R2n × Rm × R2n × Rm be the coordinate system on T ∗G such that
xi(pg) = xi(g), zj (pg) = zj (g), ξi(pg) = p( ∂∂xi ), ηj (pg) = p( ∂∂zj ). That is,
pg =
(
x(g), z(g),
∑
i
ξi dx
i +
∑
j
ηj dz
j
)
.
In these coordinates, the canonical 2-form ω has the expression ω =∑i dξi ∧ dxi +∑j dηj ∧ dzj .
Proposition 3.10. If G is an H-type group with horizontal distribution H spanned by the vector fields Xi , then H is
fat.
Proof. For an H-type group G, we have pg ∈H0 iff pg(Xi(g)) = 0 for all i. We can thus form a basis forH0g ⊂ T ∗g G
by:
wj = dzj −
∑
i
dzj
(
Xi(g)
)
dxi = dzj − 1
2
∑
i
(
Juj x(g), ei
)
dxi.
Expressing pg in this basis as pg =∑j θjwj yields a system of coordinates (x, z, θ) forH0, where θ can be identified
with the element (θ1, . . . , θm) of Rm. In terms of the coordinates (x, z, ξ, η) for T ∗G, we have η = θ , ξ = − 12Jθx.
So let γ : (−, ) →H0 be a curve in H0 which avoids the zero section. γ˙ (0) is thus a generic element of TH0.
We write γ (t) in coordinates as (x(t), z(t), θ(t)), where θ(t) = 0. In terms of the coordinates (x, z, ξ, η) on T ∗G, we
have η(t) = θ(t), ξ(t) = − 12Jθ(t)x(t). Differentiating the latter gives:
ξ˙ (t) = −1(Jθ˙(t)x(t)+ Jθ(t)x˙(t)).2
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0 = ω(γ˙ (0), γ˙ ′(0))=∑
i
(
ξ˙i (0)x˙′ i (0)− ξ˙ ′i (0)x˙i(0)
)+∑
j
(
η˙j (0)z˙′ j (0)− η˙′j (0)z˙j (0)
)
= 〈ξ˙ (0), x˙′(0)〉− 〈ξ˙ ′(0), x˙(0)〉+ 〈η˙(0), z˙′(0)〉− 〈η˙′(0), z˙(0)〉
= −1
2
〈
Jθ˙(0)x(0)+ Jθ(0)x˙(0), x˙′(0)
〉+ 1
2
〈
Jθ˙ ′(0)x
′(0)+ Jθ ′(0)x˙′(0), x˙(0)
〉
+ 〈θ˙ (0), z˙′(0)〉− 〈θ˙ ′(0), z˙(0)〉
= 1
2
〈
x(0), Jθ˙(0)x˙
′(0)+ Jθ˙ ′(0)x˙(0)
〉+ 〈Jθ(0)x˙′(0), x˙(0)〉+ 〈θ˙ (0), z˙′(0)〉− 〈θ˙ ′(0), z˙(0)〉.
For arbitrary u ∈ Rm, take γ ′(t) = (x(0), z(0) + tu, θ(0)); then 0 = ω(γ˙ (0), γ˙ ′(0)) = 〈θ˙ (0), u〉, so we must have
θ˙ (0) = 0. Next, for arbitrary v ∈ R2n, take γ ′(t) = (x(0) + tv, z(0), θ(0)); then we have 0 = 〈Jθ(0)u, x˙(0)〉. But
θ(0) = 0 by assumption, so Jθ0 is nonsingular and we must have x˙(0) = 0. Finally, take γ ′(t) = (x(0), z(0), θ(0)+ tu);
then 〈u, z˙(0)〉 = 0, so z˙(0) = 0. Thus we have shown that if ω(γ˙ (0), γ˙ ′(0)) = 0 for all γ ′, we must have γ˙ (0) = 0,
which completes the proof. 
We now proceed to compute and solve Hamilton’s equations of motion for an H-type group G.
The subriemannian Hamiltonian on T ∗G is defined by (cf. (3.5)):
H(pg) := 12
2n∑
i=1
pg
(
Xi(g)
)2
, pg ∈ T ∗g G. (3.6)
In terms of the above coordinates, we may compute:
pg
(
Xi(g)
)= pg( ∂
∂xi
+ 1
2
∑
j
〈Juj x, ei〉
∂
∂zj
)
= ξi(pg)+ 12
〈
Jη(pg)x(g), ei
〉
,
so that
H(pg) = 12
∣∣∣∣ξ(pg)+ 12Jη(pg)x(g)
∣∣∣∣2.
Recall that a path γ : [0, T ]→T ∗Q satisfies Hamilton’s equations iff γ˙ (t)=XH(γ (t)), i.e. dHγ (t) +ω(γ˙ (t), ·)=0.
In an H-type group G, we write γ in coordinates as γ (t) = (x(t), z(t), ξ(t), η(t)) : [0, T ] → T ∗G, so that we have:
ω
(
γ˙ (t), ·)=∑
i
(
ξ˙i (t) dx
i − x˙i (t) dξi
)+∑
j
(
η˙j (t) dz
j − z˙j (t) dηj
)
.
Thus Hamilton’s equations of motion read
x˙i = ∂H
∂ξi
, ξ˙i = −∂H
∂xi
, z˙j = ∂H
∂ηj
, η˙j = −∂H
∂zj
. (3.7)
To compute the derivatives, we note that 12∇x |Ax + y|2 = A∗Ax + A∗y. If we write Bxη = Jηx, then
〈Bxη,y〉 = 〈η, [x, y]〉, so B∗x = [x, ·], and B∗xBx = |x|2I . So for a path γ (t) = (x(t), z(t), ξ(t), η(t)) : [0, T ] → T ∗G,
Hamilton’s equations of motion read:
x˙ = ∇ξH = ξ + 12Jηx, (3.8)
z˙ = ∇ηH = 12∇η
∣∣∣∣ξ + 12Bxη
∣∣∣∣2 = 14 |x|2η + 12 [x, ξ ], (3.9)
ξ˙ = −∇xH = −14 |η|
2x + 1
2
Jηξ, (3.10)
η˙ = −∇zH = 0. (3.11)
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z(1) given if and only if :
1. If z(1) = 0, we have:
x(t) = tx(1), z(t) = 0. (3.12)
2. If z(1) = 0, we have:
x(t) = 1|η0|2 Jη0
(
I − etJη0 )ξ0, (3.13)
z(t) = |ξ0|
2
2|η0|3
(|η0|t − sin(|η0|t))η0, (3.14)
where, if x(1) = 0 we have:
η0 = 2θ z(1)|z(1)| , (3.15)
ξ0 = −|η0|2
(
Jη0
(
eJη0 − I))−1x(1), (3.16)
where θ is a solution to
ν(θ) = 4|z(1)||x(1)|2 , (3.17)
and if x(1) = 0 we have:
η0 = 2πk z(1)|z(1)| , |ξ0| =
√
4kπ
∣∣z(1)∣∣,
for some integer k  1.
Proof. We solve (3.8)–(3.11), assuming x(0) = 0, z(0) = 0. By (3.11) we have η(t) ≡ η(0) = η0. If η0 = 0, we can
see by inspection that the solution is:
η(t) = 0, ξ(t) = ξ0, x(t) = tξ0, z(t) = 0, (3.18)
namely, a straight line from the origin, whose length is clearly |x(1)|. This is (3.12), which we shall see is forced when
z(1) = 0.
Otherwise, assume η0 = 0. We may solve (3.8) for ξ to see that
ξ = x˙ − 1
2
Jη0x. (3.19)
Notice that substituting (3.19) into (3.9) shows that
z˙ = 1
2
[x, x˙], (3.20)
from which an easy computation verifies that (x(t), z(t)) is indeed a horizontal path.
Substituting (3.19) into the right side of (3.10) shows that
ξ˙ = −1
4
|η0|2x + 12Jη0
(
x˙ − 1
2
Jη0x
)
= 1
2
Jη0 x˙
since J 2η0x = −|η0|2x. Thus
ξ = 1
2
Jη0x + ξ0 (3.21)
where ξ0 = ξ(0). If ξ0 = 0, it is easily seen that we have the trivial solution x(t) = 0, z(t) = 0, ξ(t) = 0, η(t) = η0, so
we assume now that ξ0 = 0. Eq. (3.21) may be substituted back into (3.8) to get:
x˙ = Jη0x + ξ0, (3.22)
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x = (Jη0)−1
(
etJη0 − I)ξ0 = − 1|η0|2 Jη0
(
etJη0 − I)ξ0. (3.23)
Differentiation (or substitution) shows,
x˙ = etJη0 ξ0. (3.24)
Note that
|x|2 = 1|η0|2
∣∣(etJη0 − I)ξ0∣∣2 = 2|η0|2
(
1 − cos(|η0|t))|ξ0|2. (3.25)
It is easy to see from (3.23) that x(t) lies in the plane spanned by ξ0 and Jη0ξ0, and x(t) sweeps out a circle centered
at 1|η0|2 Jη0ξ0 and passing through the origin. In particular, the radius of the circle is |ξ0|/|η0|.
Now substituting (3.23) and (3.24) into (3.20), we have:
z˙ = − 1
2|η0|2
([
Jη0e
tJη0 ξ0, e
tJη0 ξ0
]− [Jη0ξ0, etJη0 ξ0])
= 1
2|η0|2
(∣∣etJη0 ξ0∣∣2η0 + [Jη0ξ0, etJη0 ξ0])
= |ξ0|
2
2|η0|2
(
1 − cos(|η0|t))η0.
By integration,
z = |ξ0|
2
2|η0|3
(|η0|t − sin(|η0|t))η0. (3.26)
In particular,
|z| = |ξ0|
2
2|η0|2
(|η0|t − sin(|η0|t)). (3.27)
We note that inspection of (3.27) shows that z(t) = 0 for t > 0. Thus the only solution with z(1) = 0 is that of (3.12).
To make more sense of this, let r = |ξ0|/|η0| be the radius of the arc swept out by x(t), and φ = |η0|t be the angle
subtended by the arc. Then
|z| = 1
2
r2φ − 1
2
r2 sinφ,
which is the area of the region between an arc of radius r subtending an angle φ and the chord which spans it.
We must determine ξ0, η0 in terms of x(1), z(1). We have already ruled out the case z(1) = 0. If x(1) = 0, then
(3.25) shows we must have |η0| = 2kπ for some integer k  1. Eqs. (3.26), (3.27) then show η0 = 2kπz(1)/|z(1)|,
and |ξ0| = √4kπ |z(1)|, as desired. In this case the direction of ξ0 is not determined and ξ0 may be any vector with the
given length.
On the other hand, if x(1) = 0, then |η0| is not an integer multiple of 2π , so we may divide (3.27) by (3.25) to
obtain,
|z(1)|
|x(1)|2 =
|η0| − sin |η0|
4(1 − cos |η0|) =
1
4
ν(θ), (3.28)
taking θ = 12 |η0|, where ν is as in (3.2). Then by (3.25) we have:
|ξ0|2 = 12
∣∣x(1)∣∣2 |η0|2
1 − cos(|η0|) =
∣∣x(1)∣∣2 θ2
sin2 θ
. (3.29)
Note that once the magnitudes of η0, ξ0 are known, their directions are determined: η0 = z(1)|η0|/|z(1)| by (3.26),
while ξ0 can be recovered from (3.23):
ξ0 = −η20
(
Jη0
(
eJη0 − I))−1x(1).
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(3.13)–(3.14).
The “if” direction of the theorem requires verifying that the given formulas in fact satisfy Hamilton’s equations,
which is routine. 
To prove Theorem 3.5, we must now decide which of the solutions given in Theorem 3.11 is the shortest, and
compute its length. We collect, for future reference, some facts about the function ν of (3.2).
Lemma 3.12. There is a constant c > 0 such that ν′(θ) > c for all θ ∈ [0,π).
Proof. By direct computation, ν′(θ) = 2(sin θ−θ cos θ)
sin3 θ . By Taylor expansion of the numerator and denominator we have
ν′(0) = 2/3 > 0. For all θ ∈ (0,π) we have sin3 θ > 0, so it suffices to consider y(θ) := sin θ − θ cos θ . Now y(0) = 0
and y′(θ) = θ sin θ > 0 for θ ∈ (0,π), so y(θ) > 0 for θ ∈ (0,π). Thus ν′(θ) > 0 for θ ∈ [0,π), and continuity and
the fact that limθ↑π ν′(θ) = +∞ establishes the existence of the constant c. 
Corollary 3.13. ν(θ) cθ for all θ ∈ [0,π), where c is the constant from Lemma 3.12.
Proof. Integrate the inequality in Lemma 3.12. Note that ν(0) = 0. 
Proof of Theorem 3.5. We compute the lengths of the paths given in Theorem 3.11. The z = 0 case is obvious.
Observe that for a horizontal path σ(t) = (x(t), z(t)), we have σ˙ (t) =∑2ni=1 x˙i (t)Xi(γ (t)), so that ‖σ˙ (t)‖ = |x˙(t)|.
For paths solving Hamilton’s equations, (3.24) shows that |x˙(t)| = |ξ0|, so (γ ) = |ξ0|. In the case x = 0, we have
|ξ0| = √4kπ |z(1)|, where k may be any positive integer; clearly this is minimized by taking k = 1.
Now we must handle the case x = 0, z = 0. In this case we have (γ ) = |ξ0| = |x| θsin θ , by (3.29), where θ solves
(3.17) (recall θ = 12 |η0|). The function ν has ν(0) = 0, ν(π) = +∞, and by Lemma 3.12 ν is strictly increasing on[0,π). Thus among the solutions of (3.17) there is exactly one in [0,π). We show this is the solution that minimizes
( θsin θ )
2 and hence also minimizes (γ ).
For brevity, let y = 4|z||x|2 . If y ∈ [0,π/2] then y = ν(θ) for a unique θ ∈ [0,∞). This is because ν(θ) > ν(π/2) =
π/2 for θ > π/2. Since θ is increasing on [0,π) it suffices to show this for θ > π . But for such θ we have:
ν(θ) = θ − sin θ cos θ
sin2 θ
 θ − 1/2
sin2 θ
 θ − 1
2
> π − 1
2
>
π
2
,
since sin θ cos θ  12 for all θ .
Otherwise, suppose y > π/2. Let
F(θ) := (θ/ sin θ)
2
ν(θ)
= θ
2
θ − sin θ cos θ
which is smooth on (π/2,∞) after removing the removable singularities. We will show that if π/2 < θ1 < π < θ2,
then F(θ1) < F(θ2). Thus if θ1 is the unique solution to y = ν(θ) in (π/2,π) and θ2 > π is another solution, we will
have: (
θ1
sin θ1
)2
= ν(θ1)F (θ1) = yF(θ1) < yF(θ2) = ν(θ2)F (θ2) =
(
θ2
sin θ2
)2
.
Toward this end, we compute:
F ′(θ) = 2θ(θ − sin θ cos θ)− θ
2(1 − cos2 θ + sin2 θ)
(θ − sin θ cos θ)2
= 2θ cos θ(θ cos θ − sin θ)
(θ − sin θ cos θ)2 .
For θ ∈ (π/2,π) we have cos θ < 0, sin θ > 0 and thus F ′(θ) > 0. So F(θ1) < F(π) and it suffices to show
F(π) = π < F(θ2). We have F ′(π) = 2 > 0 so this is true for θ2 near π , and F(+∞) = +∞ so it is also true for
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then either cos θc = 0 or θc cos θc − sin θc = 0. If the former then F(θc) = θc > π . If the latter, then θc = tan θc, so
F(θc) = θ
2
c
θc − sin θc cos θc =
θ2c
θc − tan θc cos2 θc =
θ2c
θc(1 − cos2 θc)  θc > π,
which completes the proof. 
Notation 3.14. If f,h :G → R, we write f (g)  h(g) to mean there exist finite positive constants C1, C2 such that
C1h(g) f (g) C2h(g) for all g ∈ G, or some specified subset thereof.
Corollary 3.15. d(x, z)  |x| + |z|1/2. Equivalently, d(x, z)2  |x|2 + |z|.
Proof. By continuity we can assume x = 0, z = 0. If θ is the unique solution in [0,π) to ν(θ) = 4|z||x|2 , we have
d(x, z)2 = |x|2( θsin θ )2, so if we let,
F(θ) := (θ/ sin θ)
2
1 + ν(θ) =
d(x, z)2
|x|2 + 4|z| , (3.30)
it will be enough to show there exist D1,D2 with 0 < D1  F(θ)D2 for all θ ∈ [0,π). F is obviously continuous
and positive on (0,π). We can simplify F as
F(θ) = θ
2
sin2 θ + θ − sin θ cos θ ,
from which it is obvious that limθ↑π F (θ) = π > 0, and easy to compute that limθ↓0 F(θ) = 1 > 0, which is sufficient
to establish the corollary. 
Results of this form apply to general stratified Lie groups. A standard argument, paraphrased from [2], where many
more details can be found, is as follows. Once it is known that d generates the Euclidean topology on G, then d(x, z)
is a continuous function which is positive except at (0,0). d ′(x, z) := |x| + |z|1/2 is another such function, so the
conclusion obviously holds on the unit sphere of d ′. Now d ′(ϕα(x, z)) = αd ′(x, z), and inspection of (3.3) shows that
the same holds for d , so for general (x, z) it suffices to apply the previous statement with α = d ′(x, z)−1.
4. The sublaplacian and heat kernel estimates
Definition 4.1. The sublaplacian L for G is the operator given by:
L =
∑
i
X2i , (4.1)
where Xi are as given in (2.4). The heat kernel pt for G is the unique fundamental solution to the corresponding heat
equation (L− ∂
∂t
)u = 0; that is, pt = etLδ0, where δ0 is the Dirac delta distribution supported at 0.
L is obviously left-invariant. L is not strictly elliptic at any point of G, but it is subelliptic everywhere.
If we view the left-invariant vector fields {Xi} as elements of the Lie algebra g of G, they are an orthonormal
basis for z⊥, which generates g: that is, span{Xi, [Xj ,Xk]: i, j, k = 1, . . . ,2n} = g. (It is easy to see that L does not
actually depend on the choice of orthonormal basis {Xi} for z⊥, but only on the inner product 〈·,·〉 on g.) We thus
have span{Xi(g), [Xj ,Xk](g): i, j, k = 1, . . . ,2n} = TgG for each g ∈ G (it is obvious for g = 0, and for other g it
follows by left invariance). Thus the collection of vector fields {Xi} is bracket generating. By a famous theorem of
Hörmander [10], L is hypoelliptic; that is, if Lu is C∞ on some open set, then so is u. Another case of Hörmander’s
theorem applies to the operator L − ∂
∂t
on G × (0,∞) = {(g, t)}; thus, since (L − ∂
∂t
)pt = 0 is C∞, pt itself is C∞
on G× (0,∞).
Our next step is to record an explicit formula for pt (x, z). Various derivations of this formula appear in the litera-
ture. For general step 2 nilpotent groups, [9] derived such a formula probabilistically from a formula in [18] regarding
the Lévy area process. Another common approach, worked out in [5], involves expressing pt as the Fourier transform
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Radon transform of the heat kernel for the Heisenberg group. Other approaches have involved complex Hamiltonian
mechanics [1], magnetic field heat kernels [16], and approximation of Brownian motion by random walks [12]. In our
notation, we find that
pt(x, z) = (2π)−m(4π)−n
∫
Rm
ei〈λ,z〉−
1
4 |λ| coth(t |λ|)|x|2
( |λ|
sinh(t |λ|)
)n
dλ. (4.2)
We can see directly by making the change of variables λ = α2λ′ (among other means) that
pt (x, z) = α2(m+n)pα2t
(
αx,α2z
)= α2(m+n)pα2t(ϕα(x, z)). (4.3)
In particular, taking α = t−1/2,
pt(x, z) = t−m−np1
(
t1/2x, tz
)= t−m−np1(ϕt1/2(x, z)). (4.4)
Therefore an estimate on p1 will immediately give an estimate on pt for all t , and we study p1 from this point onward.
We immediately note that the integrand in (4.2) has even real part and odd imaginary part, so that p1 is indeed real.
Moreover, being the Fourier transform of a radial function, p1 is radial, i.e. p1(x, z) depends only on |x| and |z|. So
we can apply (2.7) and differentiate under the integral sign to get:
∇p1(x, z) = −12 (2π)
−m(4π)−n|x|(q1(x, z)xˆ + q2(x, z)Jzˆxˆ), (4.5)
where
q1(x, z) = − 2|x|
∂p1(x, z)
∂|x| =
∫
Rm
ei〈λ,z〉−
1
4 |λ| coth |λ||x|2
( |λ|
sinh(|λ|)
)n+1
cosh
(|λ|)dλ, (4.6)
q2(x, z) = ∂p1(x, z)
∂|z| =
∫
Rm
ei〈λ,z〉−
1
4 |λ| coth |λ||x|2
( |λ|
sinh(|λ|)
)n
(−i)〈λ, zˆ〉dλ. (4.7)
As before, (4.6) and (4.7) do not really depend on zˆ but only on |x|, |z|.
We now state the main theorem of this paper: the precise estimates on pt and its gradient. The proofs will occupy
the remainder of the paper.
Theorem 4.2. There exists d0 > 0 such that
p1(x, z)  d(x, z)
2n−m−1
1 + (|x|d(x, z))n− 12
e−
1
4 d(x,z)
2
, (4.8)
for d(x, z) d0.
Corollary 4.3.
pt(x, z)  t−m−n 1 + (t
1/2d(x, z))2n−m−1
1 + (t |x|d(x, z))n− 12
e−
1
4t d(x,z)
2
, (4.9)
for (x, z) ∈ G, t > 0, with the implicit constants independent of t as well as (x, z).
Proof. Theorem 4.2 establishes (4.9) for t = 1 and d(x, z) d0. For d(x, z) d0 the estimate follows from continuity
and the fact that pt (x, z) > 0. Although the positivity of pt is not obvious from inspection of (4.2), it is well known.
A proof of this fact could be assembled from the fact that the semigroup etL is positive and hence pt  0 (see, for
instance, Theorem 5.1 of [13]) together with a Harnack inequality such as Theorem III.2.1 of [27] (which is written
about positive functions but easily extends to cover those which are nonnegative).
Once (4.9) holds for all (x, z) and t = 1, (4.3) and (3.4) show that it holds for all t , with the same constants. 
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d(x, z) d0, and since ∇pt vanishes for x = 0, it is not as clear how to extend to all of G. However, the upper bound
is sufficient to establish (4.11), which is of interest itself.
Theorem 4.4. There exists d0 > 0 such that∣∣∇p1(x, z)∣∣ |x| d(x, z)2n−m+1
1 + (|x|d(x, z))n+ 12
e−
1
4 d(x,z)
2
, (4.10)
for d(x, z) d0. In particular, we can combine this with the lower bound of Theorem 4.2 to see that there exists C > 0
such that ∣∣∇p1(x, z)∣∣ C(1 + d(x, z))p1(x, z). (4.11)
The function q2 is of interest in its own right, because it gives the norm of the “vertical gradient” of p1: |q2| =
|(Z1p1, . . . ,Zmp1)|. The proof of Theorem 4.4 includes estimates on q2; we record here the upper bound.
Theorem 4.5. There exists d0  0 and a constant C > 0 such that∣∣(Z1p1, . . . ,Zmp1)(x, z)∣∣= ∣∣q2(x, z)∣∣ C d(x, z)2n−m−1
1 + (|x|d(x, z))n− 12
e−
1
4 d(x,z)
2
, (4.12)
whenever d(x, z) d0. In particular, for all (x, z) ∈ G we have:∣∣(Z1p1, . . . ,Zmp1)(x, z)∣∣ Cp(x, z). (4.13)
Remark. Since our estimate is based on analysis of the formula (4.2), we will henceforth treat (4.2) as the definition of
a function p1 on R2n+m. In particular, it makes sense for all n,m, whether or not an H-type group of the corresponding
dimension actually exists (which can be ascertained via Theorem 2.3). The proofs of Theorems 4.2 and 4.4 do not
depend on the values of n and m, so they likewise remain valid for all n,m. The estimates given are in terms of the
distance function d , which likewise should be taken as a function defined by the formula (3.3). Indeed, the only place
where we need p1 to be a heat kernel is in the proof of Corollary 4.3, where we use the positivity of p1 which follows
from the general theory.
In particular, in Section 7 we shall make use of estimates on p1 for values of n,m not necessarily corresponding to
H-type groups.
The proofs of these two theorems are broken into two cases, depending on the relative sizes of |x| and |z|. Section 5
deals with the case when |z|  |x|2; here we apply a steepest descent type argument to approximate the desired
function by a Gaussian. Section 6 handles the case |z|  |x|2 by a transformation to polar coordinates and a residue
computation which only works for odd m. The result for m even can be deduced from that for m odd by a Hadamard
descent approach, which is contained in Section 7.
5. Steepest descent
We first handle the region where |z| B1|x|2 for some constant B1. If θ = θ(x, z) is as in Theorem 3.5, this implies
ν(θ) 4B1; since ν increases on [0,π) we have 0 θ  θ0 in this region. Note also that by Corollary 3.15 we have
d(x, z)2  D2(1 + B1)|x|2, as well as d(x, z)2  |x|2 which is clear from (3.3). Thus for this region the bounds of
Theorems 4.2, 4.4 and 4.5 are implied by the following:
Theorem 5.1. For each constant B1 > 0 there exists d0 > 0 such that
p1(x, z)  1|x|m e
− 14 d(x,z)2 , (5.1)∣∣qi(x, z)∣∣ C2|x|m e− 14 d(x,z)2 , i = 1,2, (5.2)
C1
|x|m e
− 14 d(x,z)2 max
{∣∣q1(x, z)∣∣, ∣∣q2(x, z)∣∣}, (5.3)
for all x, z with d(x, z) d0 and |z| B1|x|2.
N. Eldredge / J. Math. Pures Appl. 92 (2009) 52–85 65Our approach here will be a steepest descent argument. Very informally, the motivation is as follows: given a
function F(x) = ∫
R
e−x2f (λ)a(λ) dλ, move the contour of integration to a new contour Γ which passes through a
critical point λc of f , so that f (λ) ≈ f (λc)+ 12f ′′(λc)(λ− λc)2. Then we have:
F(x) ≈ e−x2f (λc)
∫
Γ
e−x2f ′′(λc)(λ−λc)2/2a(λ)dλ.
For large x the integrand looks like a Gaussian concentrated near λc, so F(x)  e−x2f (λc) a(λc)
x
√
f ′′(λc)
. Our proof essen-
tially follows this line, in Rm instead of R, but more care is required to establish the desired uniformity.
Our first task is to extend the integrand to a meromorphic function on Cm, so that we may justify moving the
contour of integration.
Let · denote the bilinear (not sesquilinear) dot product on Cm, and for λ ∈ Cm write λ2 := λ · λ; this defines an
analytic function from Cm to C, and λ2 = |λ|2 iff λ ∈ Rm. For w ∈ C, let √w denote the branch of the square root
function satisfying Im
√
w  0 and √w > 0 for w > 0 (so the branch cut is the positive real axis). Thus if g :C → C
is an analytic even function, λ → g(√λ2) is analytic as well, and satisfies g(√λ2) = g(|λ|) for λ ∈ Rm. This holds in
particular for the function sinhw
w
, and thus the functions
√
λ2
sinh
√
λ2
and
√
λ2 coth
√
λ2 are analytic away from points with√
λ2 = ikπ , k = 1,2, . . . .
Using this notation, we let:
a0(λ) :=
( √
λ2
sinh
√
λ2
)n
,
a1(λ) := cosh
√
λ2
( √
λ2
sinh
√
λ2
)n+1
,
a2(λ) := −i
( √
λ2
sinh
√
λ2
)n
λ · zˆ ∈ C2n.
As mentioned previously, zˆ may be any unit vector in Rm without affecting the computation. Therefore we shall treat
it as fixed, while |z| is allowed to vary.
Also, for λ ∈ Cm, θ ∈ [0, θ0], zˆ ∈ Sm−1 ⊂ Rm, we define:
f (λ, θ, zˆ) := −iν(θ)λ · zˆ +
√
λ2 coth
√
λ2, (5.4)
so that
|x|2
4
f
(
λ, θ(x, z),
z
|z|
)
= −iλ · z + 1
4
√
λ2 coth
√
λ2|x|2.
We henceforth write θ for θ(x, z). Thus we now have:
p1(x, z) = (4π)−m−n
∫
Rm
e−
|x|2
4 f (λ,θ,zˆ)a0(λ) dλ, (5.5)
qi(x, z) = (4π)−m−n
∫
Rm
e−
|x|2
4 f (λ,θ,zˆ)ai(λ) dλ, i = 1,2. (5.6)
Written thus, the integrands have obvious meromorphic extensions to λ ∈ Cn, analytic away from the set
{√λ2 = ikπ, k = 1,2, . . .}.
A simple calculation verifies that d
dw
w cothw = iν(−iw), so we can compute the gradient of f with respect to λ
as
∇λf (λ, θ, zˆ) = −iν(θ)zˆ + iν
(−i√λ2 )λˆ, (5.7)
which vanishes when λ = iθ zˆ. Thus iθ zˆ is the desired critical point. We observe that
f (iθ zˆ, θ, zˆ) = θν(θ)+ iθ coth(iθ) = θ(ν(θ)+ cot(θ))= θ22 , (5.8)sin θ
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|x|2f (iθ zˆ, θ, zˆ) = d(x, z)2. (5.9)
Thus we define:
ψ(λ, θ, zˆ) := f (λ, θ, zˆ)− f (iθ zˆ, θ, zˆ) = −iν(θ)λ · zˆ +
√
λ2 coth
√
λ2 − θ
2
sin2 θ
. (5.10)
We then have:
pt (x, z) = (4π)−m−ne−d(x,z)2/4
∫
Rm
e−
|x|2
4 ψ(λ,θ,zˆ)a0(λ) dλ (5.11)
and analogous formulas for q1, q2. Thus let:
hi(x, z) :=
∫
Rm
e−
|x|2
4 ψ(λ,θ,zˆ)ai(λ) dλ. (5.12)
It will now suffice to estimate hi .
The first step in the steepest descent method is to move the “contour” of integration to pass through iθ zˆ. Some
preliminary computations are in order.
Lemma 5.2. For a, b ∈ Rm, we have
|a| − |b| ∣∣Re√(a + bi)2 ∣∣ |a|, 0 Im√(a + bi)2  |b|. (5.13)
Equality holds in the upper bounds if and only if a and b are parallel, i.e. a = rb for some r ∈ R.
Proof. First note that (a + bi)2 = |a|2 − |b|2 + 2ia · b. So by the Cauchy–Schwarz inequality,∣∣(a + bi)2∣∣2 = (|a|2 − |b|2)2 + (2a · b)2

(|a|2 − |b|2)2 + 4|a|2|b|2
= (|a|2 + |b|2)2 (5.14)
so that |(a + bi)2|  |a|2 + |b|2. Equality holds in the Cauchy–Schwarz inequality iff a and b are parallel. On the
other hand, ∣∣(a + bi)2∣∣ Re(a + bi)2 = |a|2 − |b|2. (5.15)
Now we can write: (
Re
√
(a + bi)2 )2 = 1
4
(√
(a + bi)2 +
√
(a + bi)2 )2
= 1
4
(
(a + bi)2 + (a + bi)2 + 2∣∣√(a + bi)2 ∣∣2)
= 1
2
(|a|2 − |b|2 + ∣∣(a + bi)2∣∣).
The upper bound for |Re√(a + bi)2| then follows from (5.14). The lower bound is trivial if |a| |b|, and otherwise
we have by (5.15) that (
Re
√
(a + bi)2 )2  |a|2 − |b|2  (|a| − |b|)2.
The lower bound for Im
√
(a + bi)2 holds by our definition of √·, and the upper bound is similar to the previous
one. 
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Reψ(a + ib, θ, zˆ) |a|/2, (5.16)
and ∣∣ai(a + ib)∣∣ 1, (5.17)
for all θ ∈ [0, θ0], zˆ, xˆ ∈ Sm−1 ⊂ Rm.
Proof. Fix θ0 ∈ [0,π). Note first that
Reψ(a + ib, θ, zˆ) = ν(θ)b · zˆ − Ref (iθ zˆ, θ, zˆ)+ Re[√(a + bi)2 coth√(a + bi)2 ]. (5.18)
By continuity, ν(θ)b · zˆ − Ref (iθ zˆ, θ, zˆ) is bounded below by some constant independent of a for all θ ∈ [0, θ0],
|b| 2π . Thus it suffices to show that for sufficiently large |a|,
Re
[√
(a + bi)2 coth
√
(a + bi)2] 2
3
|a|. (5.19)
Now for α ∈ R, β ∈ [−2π,2π] we have:
Re
(
(α + iβ) coth(α + iβ))= α sinhα coshα + β sinβ cosβ
cosh2 α − cos2 β  α cothα −
β
cosh2 α
 α cothα − 2π
cosh2 α
 3
4
|α|,
for sufficiently large |α|. (Recall that limα→±∞ cothα = ±1.) Thus, since∣∣Re√(a + bi)2 ∣∣ |a| − |b| |a| − 2π
and ∣∣Im√(a + bi)2 ∣∣ 2π,
it is clear that (5.19) holds for sufficiently large |a|.
For the bound on ai , note that the sinh factor in the denominator of each ai can be estimated by:∣∣sinh(α + iβ)∣∣= ∣∣∣∣eα+iβ − e−α+iβ2
∣∣∣∣
∣∣∣∣ |eα+iβ | − |e−α+iβ |2
∣∣∣∣= |sinhα|
so that |sinh√(a + bi)2| |sinh Re√(a + bi)2| |sinh(|a|−2π)| for |a| 2π . This grows exponentially with |a|, so
it certainly dominates the polynomial growth of the numerator, and we have |ai(a+ ib)| 1 for large enough |a|. 
Lemma 5.4. Let F(λ) := e− |x|
2
4 ψ(λ,θ,zˆ)ai(λ) be the integrand in (5.12), where x, z are fixed. If τ ∈ Rm with |τ | < π ,
then
hi(x, z) =
∫
Rm
F (λ)dλ =
∫
Rm
F (λ+ iτ ) dλ. (5.20)
Proof. Note first that F is analytic at λ + ib when |b| < π , by the second inequality in Lemma 5.2. Also, by
Lemma 5.3, we have: ∣∣F(λ+ ib)∣∣ e−|x|2|λ|/8, (5.21)
as soon as |λ| > c(θ).
We view
∫
Rm
F (λ)dλ as m iterated integrals and handle them one at a time. For 1  k  m, suppose we have
shown that ∫
m
F (λ)dλ =
∫
· · ·
∫
F(λ1 + iτ1, . . . , λk−1 + iτk−1, λk, . . . , λm)dλ1 . . . dλm. (5.22)
R R R
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first: ∫
Rm
F (λ)dλ =
∫
R
· · ·
∫
R
F(λ1 + iτ1, . . . , λk−1 + iτk−1, λk, . . . , λm)dλk dλ1 . . . dλm.
Now ∫
R
F(λ1 + iτ1, . . . , λk−1 + iτk−1, λk, . . . , λm)dλk
= lim
α→∞
α∫
−α
F (λ1 + iτ1, . . . , λk−1 + iτk−1, λk, . . . , λm)dλk.
Since λk → F(λ1 + iτ1, . . . , λk−1 + iτk−1, λk, . . . , λm) is analytic for | Imλk| τk (which holds because |(τ1, . . . , τk)|
 |τ | < π ), we have:
α∫
−α
F (. . . , λk, . . .) dλk =
−α+iτk∫
−α
F +
α+iτk∫
−α+iτk
F +
α∫
α+iτk
F,
where the contour integrals are taken along straight (horizontal or vertical) lines. But as soon as α exceeds c(θ) from
Lemma 5.3, (5.21) gives:
−α+iτk∫
−α
∣∣F(λ1 + iτ1, . . . , λk−1 + iτk−1, λk, . . . , λm)∣∣dλk
 τke−|x|
2|(λ1,...,λk−1,−α,λk,...,λm)|/8
 πe−|x|2|α|/8 → 0 as α → ∞.
A similar argument shows the same for
∫ α
α+iτk F , so we have:∫
R
F(λ1 + iτ1, . . . , λk−1 + iτk−1, λk, . . . , λm)dλk
=
∞+iτk∫
−∞+iτk
F (λ1 + iτ1, . . . , λk−1 + iτk−1, λk, . . . , λm)dλk
=
∫
R
F(λ1 + iτ1, . . . , λk−1 + iτk−1, λk + iτk, . . . , λm)dλk.
Thus applying Fubini’s theorem again, we have shown:∫
Rm
F (λ)dλ =
∫
R
· · ·
∫
R
F(λ1 + iτ1, . . . , λk−1 + iτk−1, λk + iτk, . . . , λm)dλ1 . . . dλm. (5.23)
Applying this argument successively for k = 1,2, . . . ,m establishes the lemma. 
For the remainder of this section, we assume that |z| B1|x|2, so that θ  θ0(B1). We next show that the contri-
bution from λ far from the origin is negligible.
Lemma 5.5. There exist r > 0 and a constant C > 0 such that∣∣∣∣
∫
B(0,r)C
e−
|x|2
4 ψ(λ+iθ zˆ,x,z)ai(λ+ iθ zˆ) dλ
∣∣∣∣ C|x|2m . (5.24)
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B(0,r)C
∣∣e− |x|24 ψ(λ+iθ zˆ,x,z)ai(λ+ iθ zˆ)∣∣dλ

∫
B(0,r)C
e−
|x|2
8 |λ| dλ = ωm−1
∞∫
r
e−|x|2ρ/8ρm−1 dρ
 ωm−1
∞∫
0
e−|x|2ρ/8ρm−1 dρ = ωm−1
(
b|x|2)−m ∞∫
0
e−ρρm−1 dρ
= C|x|2m ,
where ωm−1 is the hypersurface measure of Sm−1. 
We can now apply a steepest descent argument. As a similar argument will be used later in this paper (see Propo-
sition 6.7), we encapsulate it in the following lemma.
Lemma 5.6. Let Σ ⊂ Rk for some k, r > 0, B(0, r) the ball of radius r in Rm, and g :B(0, r) × Σ → R,
k :R2n × [−r, r] ×Σ → C be measurable. Define F :R2n ×Σ → C by:
F(x,σ ) :=
∫
B(0,r)
e−|x|2g(λ,σ )k(x,λ,σ ) dλ. (5.25)
Suppose:
1. There exists a positive constant b1 such that g(λ,σ ) b1|λ|2 for all λ ∈ B(0, r), σ ∈ Σ ;
2. k is bounded, i.e. k2 := supx∈R2n,λ∈B(0,r),σ∈Σ |k(x,λ,σ )| < ∞.
Then there exists a positive constant C′2 such that∣∣F(x,σ )∣∣ C′2|x|m , (5.26)
for all x > 0, σ ∈ Σ .
If additionally we have:
3. There exists a positive constant b2 such that g(λ,σ ) b2|λ|2 for all λ ∈ B(0, r), σ ∈ Σ ;
4. There exists a function  :R+ → [0, r] such that limρ→+∞ ρ(ρ) = +∞, and
k1 := inf
x∈R2n,λ∈B(0,(|x|)), σ∈Σ
Re k(x,λ,σ ) > 0. (5.27)
Then there exist positive constants C′1 and x0 such that for all |x| x0 and σ ∈ Σ we have:
ReF(x,σ )
C′1
|x|m . (5.28)
Proof. The upper bound is easy, since∣∣F(x,σ )∣∣ k2 ∫
B(0,r)
e−|x|2b1|λ|2 dλ = k2|x|m
∫
B(0,rx)
e−b1|λ|2 dλ
 k2|x|m
∫
m
e−b1|λ|2 dλ = k2(π/b1)
m/2
|x|m .
R
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F1(x, σ ) :=
∫
B(0,r)\B(0,(|x|))
e−|x|2g(λ,σ )k(x,λ,σ ) dλ,
F2(x, σ ) :=
∫
B(0,(|x|))
e−|x|2g(λ,σ )k(x,λ,σ ) dλ
so that F = F1 + F2. Now we have:∣∣F1(x, σ )∣∣ k2 ∫
B(0,r)\B(0,(|x|))
e−|x|2b1|λ|2 dλ k2
∫
Rm\B(0,(|x|))
e−|x|2b1|λ|2 dλ
 k2|x|m
∫
Rm\B(0,|x|(|x|))
e−b1|λ′|2 dλ′,
where we make the change of variables λ′ = |x|λ. For F2 we have:
ReF2(x, σ ) k1
∫
B(0,(|x|))
e−|x|2b2|λ|2 dλ = 1|x|m k1
∫
B(0,|x|(|x|))
e−b2|λ′|2 dλ′.
So we have:
|x|m ReF(x,σ )  |x|m ReF2(x, σ )−
∣∣|x|mF1(x, σ )∣∣
 k1
∫
B(0,|x|(|x|))
e−b2|λ′|2 dλ′ − k2
∫
Rm\B(0,|x|(|x|))
e−b1|λ′|2 dλ′
→ k1(π/b2)m/2 − 0 > 0,
as |x| → ∞. So there exists x0 so large that for all |x| x0,
ReF(x,σ ) 1
2
k1(π/b2)
m/2 1
|x|m , (5.29)
as desired. 
We need another computation before being able to apply this lemma.
Lemma 5.7. Re
√
(λ+ iθ zˆ)2 coth√(λ+ iθ zˆ)2  θ cot θ , with equality iff λ = 0.
Proof. We first note that the function β cotβ is strictly decreasing on [0,π). To see this, note d
dβ
β cotβ = −ν(β).
By Corollary 3.13 ν(β) > 0. In particular, β cotβ  1.
Next we observe that for α ∈ R, β ∈ [0,π) we have:
Re
(
(α + iβ) coth(α + iβ)) β cotβ, (5.30)
with equality iff α = 0. This can be seen by verifying that
Re
(
(α + iβ) coth(α + iβ))− β cotβ = sinh2 α(α cothα − β cotβ)
cosh2 α − cos2 β , (5.31)
which is a product of positive terms when α = 0, since α cothα > 1 β cotβ and cosh2 α > 1 cos2 β .
Therefore, we have:
Re
√
(λ+ iθ zˆ)2 coth
√
(λ+ iθ zˆ)2  (Im√(λ+ iθ zˆ)2 ) cot(Im√(λ+ iθ zˆ)2 ) (5.32)
 θ cot θ, (5.33)
because 0 Im
√
(λ+ iθ zˆ)2  θ < π by Lemma 5.2.
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√
(λ+ iθ zˆ)2 = θ . By Lemma 5.2 λ and zˆ are parallel, so√
(λ+ iθ zˆ)2 = ±|λ| + iθ . If equality also holds in (5.32), we have:
Re
(±|λ| + iθ) coth(±|λ| + iθ)= θ cot θ,
so by (5.30) it must be that |λ| = 0. This proves the claim. 
Lemma 5.8. Given r > 0, there exist constants b1, b2, b3 > 0 depending only on r and θ0 such that
b1|λ|2  Reψ(λ+ iθ zˆ, θ, zˆ) b2|λ|2, (5.34)
and ∣∣Imψ(λ+ iθ zˆ, θ, zˆ)∣∣ b3|λ|3, (5.35)
for all λ ∈ B(0, r) ⊂ Rm, θ ∈ [0, θ0], zˆ ∈ Sm−1 ⊂ Rm.
Proof. Note first that ψ(λ + iθ zˆ, θ, zˆ) is smooth for θ ∈ [0, θ0] since Im
√
(λ+ iθ zˆ)  θ  θ0 < π , so that we are
avoiding the singularities of w cothw.
We have ψ(iθ zˆ, θ, zˆ) = 0 and ∇λψ(iθ zˆ, θ, zˆ) = 0. We now show the Hessian H(iθ zˆ) of ψ at iθ zˆ is real and
uniformly positive definite.
By direct computation, we can find:
∂2
∂λi∂λj
ψ(λ, θ, zˆ) = ν′(−i√λ2 )λiλj
λ2
+ i ν(−i
√
λ2 )√
λ2
(
δij − λiλj
λ2
)
, (5.36)
so that for u ∈ Rm,
H(λ)u · u = ν′(−i√λ2 ) (λ · u)2
λ2
+ i ν(−i
√
λ2 )√
λ2
(
|u|2 − (λ · u)
2
λ2
)
, (5.37)
and in particular
H(iθ zˆ)u · u = ν′(θ)(zˆ · u)2 + ν(θ)
θ
(|u|2 − zˆ · u)2
= |u|2
(
sν′(θ)+ ν(θ)
θ
(1 − s)
)
,
where s := ( zˆ·u|u| )2, so 0 s  1. Note this is a real number whenever u ∈ Rm. Thus we have H(iθ zˆ)u · u written as a
convex combination of two real functions of θ , so
H(iθ zˆ)u · u |u|2 min
{
ν(θ)
θ
, ν′(θ)
}
 c|u|2, (5.38)
where c is the lesser of the two constants provided by Lemma 3.12 and Corollary 3.13 respectively. This is valid for
θ > 0 and hence by continuity also for θ = 0.
By Taylor’s theorem, this shows that (5.34) and (5.35) hold for small λ. The upper bounds thus automatically hold
for all λ ∈ B(0, r) by continuity. To obtain the lower bound on Reψ , it will suffice to show Reψ > 0 for all λ = 0.
But we have,
Reψ(λ+ iθ zˆ, θ, zˆ) = θν(θ)− Ref (iθ zˆ, θ, zˆ)+ Re[√(λ+ iθ zˆ)2 coth√(λ+ iθ zˆ)2 ]
= θν(θ)− θ
2
sin2 θ
+ Re[√(λ+ iθ zˆ)2 coth√(λ+ iθ zˆ)2 ]
= −θ cot θ + Re[√(λ+ iθ zˆ)2 coth√(λ+ iθ zˆ)2 ]
 0,
by Lemma 5.7, with equality iff λ = 0. 
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Proof of Theorem 5.1. We establish (5.1) first. We can apply Lemma 5.6 with Σ := [0, θ0]× Sm−1, σ = (θ, zˆ), r the
value from Lemma 5.5, and
g
(
λ, (θ, zˆ)
) := 1
4
Reψ(λ+ iθ zˆ, θ, zˆ),
k
(
x,λ, (θ, zˆ)
) := ei |x|24 Imψ(λ+iθ zˆ,θ,zˆ)a0(λ+ iθ zˆ).
The necessary bounds on g come from (5.34). For an upper bound on k, we have |k(x,λ, (θ, zˆ))| = |a0(λ + iθ zˆ)|,
which is bounded by the fact that (λ, θ, zˆ) ranges over the bounded region B(0, r)× [0, θ0] × Sm−1 which avoids the
singularities of a0.
Now for the lower bound on k. By direct computation, we have a0(iθ zˆ) = ( θsin θ )n  1; by continuity there exists
δ such that Re eisa0(λ + iθ zˆ)  12 for all |λ|  δ and |s|  δ, where s ∈ R. If |λ|  |x|−2/3δ/b3, where b3 is as in
(5.35), we will have |x|2| Imψ(λ + iθ zˆ)| δ. Thus set (x) := min{δ, |x|−2/3δ/b3}, so that Re k(x,λ, (θ, zˆ) 12 for
all |λ| (x) and all (θ, zˆ) ∈ Σ , and limρ→∞ ρ(ρ) = limρ→∞ ρ1/3δ/b3 = +∞.
Thus Lemma 5.6 applies, and so combining it with Lemmas 5.4 and 5.5 we have that there exist positive constants
C,C′1,C′2, x0 such that (
C′1
|x|m −
C
|x|2m
)
e−
1
4 d(x,z)
2  pt (x, z)
(
C′2
|x|m +
C
|x|2m
)
e−
1
4 d(x,z)
2
, (5.39)
whenever |x|  x0. We can choose x0 larger if necessary so that |x|−m  |x|−2m. Then taking d0 = x0 will estab-
lish (5.1).
For qi , the upper bound is similar; |ai | is bounded above just like |a0|, establishing (5.2).
For (5.3), we cannot necessarily bound both |qi | below simultaneously, but it suffices to take them one at a time.
For 0  θ(x, z)  π4 , we have a1(iθ zˆ) = cos θ( θsin θ )n+1  1√2 , so by the above logic we obtain the desired lower
bound on |q1| for such θ . If π4  θ  θ0, we estimate q2 in the same way, since we have a2(iθ zˆ) = ( θsin θ )nθ  π4 . 
6. Polar coordinates
In this section, we obtain estimates for p1(x, z) and |∇p1(x, z)| when |z| B1|x|2, where B1 is sufficiently large.
This means that θ(x, z) θ0 for some θ0 near π . Note that by Corollary 3.15, we have d(x, z)  √|z| in this region.
We first consider p1 and show the following:
Theorem 6.1. For m odd, there exist constants B1, d0 such that
p1(x, z)  |z|
n−m+12
1 + (|x|√|z| )n− 12
e−
1
4 d(x,z)
2 (6.1)
or, equivalently,
p1(x, z)  d(x, z)
2n−m−1
1 + (|x|d(x, z))n− 12
e−
1
4 d(x,z)
2
, (6.2)
for |z| B1|x|2 and |z| d0 (equivalently, d(x, z) d0).
The effect of the requirement that |z|  B1|x|2 in the previous section was to ensure that the critical point iθ zˆ
stayed away from the singularities of the integrand. As B1 → ∞, the critical point approaches the set of singularities,
and the change of contour we used is no longer effective; the constants in the estimates of Theorem 5.1 blow up. In the
case of the Heisenberg groups, where the center of G has dimension m = 1, the singularity is a single point, and the
technique used in [11] and [1] is to move the contour past the singularity and concentrate on the resulting residue term.
For m> 1, the singularities form a large manifold and this technique is not easy to use directly. However, by making
a change to polar coordinates, we can reduce the integral over Rm to one over R; this replaces the Fourier transform
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continuation of pt .) When m is odd, we recover a formula very similar to that for m = 1, and the above-mentioned
technique is again applicable.
For the rest of this section, we assume that m is odd.
For m 3, we write (4.2) in polar coordinates to obtain:
p1(x, z) = (2π)−m(4π)−n
∞∫
0
∫
Sm−1
eiρσ ·z dσe−
|x|2
4 ρ cothρ
(
ρ
sinhρ
)n
ρm−1 dρ (6.3)
= (2π)
−m(4π)−n
2
∞∫
−∞
∫
Sm−1
eiρσ ·z dσe−
|x|2
4 ρ cothρ
(
ρ
sinhρ
)n
ρm−1 dρ, (6.4)
since the integrand is an even function of ρ. (To see this, make the change of variables σ → −σ in the dσ integral.
It is not true when m is even.)
The dσ integral can be written in terms of a Bessel function. Using spherical coordinates, we can write, for arbitrary
vˆ ∈ Sm−1 and w ∈ C, ∫
Sm−1
eiwσ ·vˆ dσ = 2π
m−1
2
Γ (m−12 )
π∫
0
eiw cosϕ sinm−2 ϕ dϕ
= 4π
m−1
2
Γ (m−12 )
π
2∫
0
cos(w cosϕ) sinm−2 ϕ dϕ (by symmetry)
= (2π)
m/2
wm/2−1
Jm/2−1(w),
(see p. 79 of [21]),
= Re (2π)
m/2
wm/2−1
H
(1)
m/2−1(w),
where Hν(w) is the Hankel function of the first kind, defined by Hν(w) = Jν(w)+ iYν(w), with Yν the Bessel function
of the second kind. Page 72 of [21] has a closed-form expression for Hν which yields
Sm(w) = 2(2π)m−12 Re
[
eiw
wm−1
m−1
2∑
k=1
cm,k(−iw)k
]
(6.5)
where the coefficients are:
cm,k = (m− k − 2)!
2
m−1
2 −k(m−12 − k)!(k − 1)!
> 0.
The reason for the use of the Hankel function is the appearance of the eiw factor, which gives us an integrand
looking much like that for pt when m = 1. This will allow us to apply similar techniques to those which have been
used previously for m = 1. We have:
p1(x, z) = (Re)
(m−1)/2∑
k=1
cm,k|z|k−m+1
∞∫
−∞
eiρ|z|−
|x|2
4 ρ cothρ
ρn
sinhn ρ
(−iρ)k dρ (6.6)
=
(m−1)/2∑
k=1
cm,k|z|k−m+1e− 14 d(x,z)2
∞∫
−∞
e−
|x|2
4 ψ(ρ,θ)ak(ρ) dρ (6.7)
where, using similar notation as before,
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2
sin2 θ
, (6.8)
ak(ρ) :=
(
ρ
sinhρ
)n
(−iρ)k. (6.9)
The constants and coefficients have all been absorbed into the cm,k ; we note that c1,0 > 0, cm,k > 0 for k  1, and
cm,0 = 0 for m> 1. We dropped the (Re) because the imaginary part vanishes, being the integral of an odd function.
For m = 1, we can write:
p1(x, z) = (4π)−ne− 14 d(x,z)2
∞∫
−∞
e−
|x|2
4 ψ(ρ,θ)a0(ρ) dρ. (6.10)
The integrals appearing in the terms of the sum in (6.7), as well as in (6.10), are all susceptible to the same estimate,
as the following theorem shows.
Theorem 6.2. Let D ⊂ C be the strip D = {0 Imρ  3π/2}. Suppose a(ρ) is a function analytic on D \ {iπ}, with
a pole of order n at ρ = iπ , a(iθ) 1 for θ0  θ < π , and
∫
R
|a(ρ + 3iπ/2)|dρ < ∞. Let
h(x, z) :=
∞∫
−∞
e−
|x|2
4 ψ(ρ,θ)a(ρ) dρ. (6.11)
There exist B1, d0 such that
Reh(x, z)  |z|
n−1
1 + (|x|√|z| )n− 12
, (6.12)
for all (x, z) with |z| B1|x|2 and |z| d0.
The proof of Theorem 6.2 occupies the rest of this section. Theorem 6.1 follows, since Theorem 6.2 applies to each
term of (6.7) (note each ak satisfies the hypotheses), and the k = (m− 1)/2 term will dominate for large |z|.
An argument similar to Lemma 5.4, using the fact that Lemma 5.3 applies for |b| 2π , will allow us to move the
contour to the line Imρ = 3π/2, accounting for the residue at iπ :
h(x, z) :=
∞∫
−∞
e−
|x|2
4 ψ(ρ+3iπ/2,θ)a(ρ + 3iπ/2) dρ
︸ ︷︷ ︸
hl(x,z)
+Res(e− |x|24 ψ(ρ,θ)a(ρ);ρ = iπ)︸ ︷︷ ︸
hr (x,z)
. (6.13)
The following lemma shows that hl(x, z), the integral along the horizontal line, is negligible.
Lemma 6.3. There exists θ0 < π and a constant C > 0 such that for all (x, z) with θ(x, z) ∈ [θ0,π) we have:∣∣hl(x, z)∣∣ Ce−d(x,z)2/8. (6.14)
Proof. Observe that coth(ρ + 3iπ/2) = tanhρ. So
Reψ(ρ + 3iπ/2, θ) = ρ tanhρ + 3π
2
ν(θ)− θ
2
sin2 θ
.
Therefore we have: ∣∣hl(x, z)∣∣ e− |x|24 ( 3π2 ν(θ)− θ2sin2 θ ) ∫
R
e−
|x|2
4 ρ tanhρ
∣∣a(ρ + 3iπ/2)∣∣dρ
 e−
|x|2
4 (
3π
2 ν(θ)− θ
2
sin2 θ
)
∫
R
∣∣a(ρ + 3iπ/2)∣∣dρ,
as τ tanh τ  0. The integral in the last line is a finite constant, since a(· + 3iπ/2) is integrable by assumption.
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π
θ2
sin2 θ . (If β(θ) := ν(θ)( θ
2
sin2 θ )
−1
, we have
limθ↑π β(θ) = 1/π and limθ↑π β ′(θ) = −2/π2 < 0. Indeed, θ > 0.51 suffices.) Thus for such θ we have:∣∣hl(x, z)∣∣ Ce− |x|28 θ2sin2 θ = Ce−d(x,z)2/8.  (6.15)
To handle the residue term hr , write it as
hr(x, z) =
∮
∂B(iπ,r)
e−
|x|2
4 ψ(ρ,θ)/4(ρ) dρ. (6.16)
We can choose any r ∈ (0,π) because the integrand is analytic on the punctured disk. To facilitate dealing with the
singularity at θ = π , we adopt the parameters:
s := π − θ(x, z), y := π |x|2/s. (6.17)
Note that
y/s  |z|, y  |x|√|z|. (6.18)
If we let (compare (5.10))
φ(w, s) := 1
4π
sψ
(
i(π −w),π − s)
= s
4π
(
ν(π − s)(π −w)+ (π −w) cot(π −w)− (π − s)
2
sin2 s
)
, (6.19)
F(y, s) := sn−1
∮
∂B(0,r)
e−yφ(w,s)a
(
i(π −w))(−i) dw, (6.20)
we have:
hr(x, z) = s−(n−1)F (y, s). (6.21)
Note we have made the change of variables ρ = i(π −w) from (6.16) to (6.20).
Observe that F is analytic in y and s for s = kπ , k ∈ Z, so we shall now consider y and s as complex variables.
The factor of sn−1 in F was inserted to clear a pole of order n− 1 at s = 0, whose presence will be apparent later.
Computing a Laurent series for φ about (iπ,π), which converges for 0 < |s| < π , 0 < |w| < π , we find:
φ(w, s) = 1
2
− w
4s
− s
4w
− sU(w, s), (6.22)
with U analytic for |s| < π , |w| < π . Also, by the hypotheses on a,
a
(
i(π −w))= w−nV (w), (6.23)
where V is analytic for |w| < π/2 and V (0) > 0. Thus we have:
F(y, s) = sn−1
∮
∂B(0,r)
e−y(
1
2 − w4s − s4w −sU(w,s))w−nV (w)(−i) dw. (6.24)
The constant term in the expansion of ψ is slightly inconvenient, so let G(y, s) = ey/2F(y, s). Then,
G(y, s) = sn−1
∮
∂B(0,r)
ey(
w
4s + s4w +sU(w,s))w−nV (w)(−i) dw
= sn−1
∮ ∞∑ yk
k!
(
w
4s
+ s
4w
+ sU(w, s)
)k
w−nV (w)dw(−i) (6.25)k=0
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∞∑
k=0
yk
k!
∮ (
w
4s
+ s
4w
+ sU(w, s)
)k
w−nV (w)(−i) dw
=:
∑
k=0
ykgk(s)
k! , (6.26)
where we let
gk(s) := sn−1
∮ (
w
4s
+ s
4w
+ sU(w, s)
)k
w−nV (w)(−i) dw. (6.27)
The interchange of sum and integral in (6.25) is justified by Fubini’s theorem, since for fixed s U(s, ·) and V are
bounded on B(0, r), and thus
∞∑
k=0
∮
B(0,r)
∣∣∣∣ykk!
(
w
4s
+ s
4w
+ sU(w, s)
)k(
π
w
+ V (w)
)n∣∣∣∣dw

∞∑
k=0
|y|k
k! 2πr
(
r
4|s| +
|s|
4r
+ |s| sup
|w|=r
∣∣U(w, s)∣∣)k(π
r
+ sup
|w|=r
∣∣V (w)∣∣)n
= 2πr
(
π
r
+ sup
|w|=r
∣∣V (w)∣∣)n exp(|y|( r
4|s| +
|s|
4r
+ |s| sup
|w|=r
∣∣U(w, s)∣∣))< ∞.
We now examine more carefully the terms gk in (6.26)–(6.27).
Lemma 6.4. If gk is defined by (6.27), then:
1. gk is analytic for |s| s0;
2. There exists C = C(s0) 0 independent of k such that |gk(s)| Ck for each k and all |s| s0;
3. For k  n− 1, gk(s) = sn−1−khk(s), where hk is analytic for |s| s0. In particular, gk(0) = 0 for k < n− 1;
4. For k  n− 1, gk(0) > 0 when k + n is odd, and gk(0) = 0 when k + n is even.
Proof. By the multinomial theorem,
gk(s) =
∑
a+b+c=k
(
k
a, b, c
)
sn−1
∮
∂B(0,r)
(
w
4s
)a(
s
4w
)b(
sU(w, s)
)c
w−nV (w)(−i) dw (6.28)
=
∑
a+b+c=k
(
k
a, b, c
)
4−(a+b)
∮
∂B(0,r)
wa−b−ns−(a−b−n)−1
(
sU(w, s)
)c
V (w)(−i) dw (6.29)
=
∑
a+b+c=k
a−b−n−1
(
k
a, b, c
)
4−(a+b)
∮
∂B(0,r)
wa−b−ns−(a−b−n)−1
(
sU(w, s)
)c
V (w)(−i) dw, (6.30)
since for terms with a − b− n 0, the integrand is analytic in w and the integral vanishes. Now the integrand of each
term of (6.30) is clearly analytic in s, hence so is gk itself, establishing item 1.
For item 2, let U0 := sup|w|=r,|s|s0 |U(w, s)|, and V0 := sup|w|=r |V (w)|. Then for |s| s0,∣∣gk(s)∣∣ ∑
a+b+c=k
a−b−n−1
(
k
a, b, c
)
4−(a+b)(2πr)ra−b−ns−(a−b−n)−10 (s0U0)
cV0
 2πrV0
sn−10
rn
∑
a+b+c=k
(
k
a, b, c
)(
r
4s0
)a(
s0
4r
)b
(s0U0)
ca−b−n−1
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sn−10
rn
∑
a+b+c=k
(
k
a, b, c
)(
r
4s0
)a(
s0
4r
)b
(s0U0)
c
 2πrV0
sn−10
rn
(
r
4s0
+ s0
4r
+ s0U0
)k
,
so that a constant C can be chosen with gk(s) Ck , establishing item 2.
For item 3, suppose k  n− 1 and let hk(s) = sk−n+1gk(s), so that
hk(s) =
∑
a+b+c=k
a−b−n−1
(
k
a, b, c
)
4−(a+b)
∮
∂B(0,r)
wa−b−ns−(a−b−k)
(
sU(w, s)
)c
V (w)(−i) dw.
But a − b − k  a − k  0 since a  k by definition, so only positive powers of s appear, and hk is analytic in s.
For item 4, we see that when s = 0, each term of (6.30) will vanish unless c = 0 and a − b−n = −1, i.e. a+ b = k
and a − b = n − 1. If k and n have the same parity, this happens for no term, so gk(0) = 0. If k and n have opposite
parity, this forces a = (k + n− 1)/2, b = (k − n+ 1)/2, both of which are nonnegative integers. In this case,
gk(s) =
(
k
(k + n− 1)/2
)
4−k
∮
w−1V (w)(−i) dw
=
(
k
(k + n− 1)/2
)
4−k2πV (0) > 0,
since V (0) > 0. 
From this we derive corresponding properties of the function F .
Corollary 6.5. Let F(y, s) be defined as in (6.20). Then for all s0 < π :
1. F is analytic for all y and all 0 s  s0.
2. We may write,
F(y, s) = e−y/2
[
n−1∑
k=0
yksn−1−k
k! hk(s)+ y
nH(y, s)
]
, (6.31)
with hk,H analytic for all y and all 0 s  s0. Furthermore, hn−1(0) > 0.
3. F(y,0) > 0 for all y > 0.
Proof. We prove the corresponding facts about G = ey/2F . By items 1 and 2 of Lemma 6.4, we have that G is analytic
for |s| s0 and all y, since the sum in (6.26) is a sum of analytic functions and converges uniformly. By item 3 we
have that
G(y, s) =
n−1∑
k=0
yksn−1−k
k! hk(s)+ y
n
∞∑
k=0
yk
(n+ k)!gn+k(s).
And by items 3 and 4, G(y,0) =∑∞k=n−1 ykgk(0)k! > 0 for all y > 0. 
Proposition 6.6. For all y1 > 0, there exist δ > 0, and 0 <C′1  C′2 < ∞ such that
C′1yn−1  ReF(y, s)
∣∣F(y, s)∣∣ C′2yn−1 (6.32)
for all 0 y < y1, 0 s < δy. (Here we are treating y and s as real variables.)
Proof. Let K be a positive constant so large that |hk(s)|  K and |H(y, s)|  K for all 0  y < y1, 0  s < y1,
k  n− 1. For any δ < 1 and all s  δy < y1, we have:
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n−1
(n− 1)! Rehn−1(s)+
n−2∑
k=0
yksn−1−k
k! Rehk(s)+ y
n ReH(y, s)
 y
n−1
(n− 1)! Rehn−1(s)−
n−2∑
k=0
yn−1δn−1−kK
k! − y
nK
= yn−1
[
Rehn−1(s)
(n− 1)! −K
n−2∑
k=0
δn−1−k
k!
]
− ynK.
Since hn−1(0) > 0, we may now choose δ so small that the bracketed term is positive for all 0 s  δy1. Then there
exists y0 > 0 so small that for all 0  y  y0, we have ReF(y, s)  e−y0/2 ReG(y, s)  C′1yn−1 for some C′1 > 0.
On the other hand,
∣∣F(y, s)∣∣ ∣∣G(y, s)∣∣ n−1∑
k=0
yksn−1−k
k!
∣∣hk(s)∣∣+ yn ReH(y, s)
 yn−1
n−1∑
k=0
Kδn−1−k
k! + y
nK.
Again, for small y (take y0 smaller if necessary), we have |F(y, s)| C′2yn−1.
It remains to handle y0  y  y1. But this presents no difficulty; as F(y,0) > 0 for all y > 0, and F is continuous,
there exists δ so small that
inf
y0yy1,0sδy1
ReF(y, s) > 0.
This completes the proof. 
Proposition 6.7. There exists y1 > 0, s0 > 0 and constants C1,C2 > 0 such that
C1√
y
 ReF(y, s)
∣∣F(y, s)∣∣ C2√
y
(6.33)
for all y > y1, 0 < s < s0.
Proof. Here the Gaussian approximation technique of Section 5 is again applicable. We will fix the contour in (6.20)
as a circle of radius r = s, parametrize it, and examine the integrand directly. Thus let w = seiγ in (6.20) to obtain:
F(y, s) = sn−1
π∫
−π
e−yφ(seiγ ,s)a
(
i
(
π − seiγ ))seiγ dγ. (6.34)
We shall apply Lemma 5.6, with m = 1, λ = γ , r = π , x = √y. Let
g(γ, s) = Reφ(seiγ , s), (6.35)
k(
√
y, γ, s) = e−i√y2 Imφ(seiγ ,s)sna(i(π − seiγ ))eiγ . (6.36)
Since φ(s, s) = 0 and w = s is a critical point of φ(w, s), we have:
∂2
∂2γ
φ
(
seiγ , s
)∣∣
γ=0 =
s
4π
φ′′(s, s)(is)2 = s
3ν′(π − s)
4π
, (6.37)
which is bounded and positive for all small s (recall ν(π − s) ∼ s−2). Thus there exists s0,  small enough and
constants b1, b2 such that
b1γ
2  g(γ, s) b2γ 2, (6.38)
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φ
(
seiγ , s
)= 1
2
− 1
2
cosγ − sU(seiγ , s), (6.39)
so that by taking s0 smaller if necessary, we can ensure g(γ, s) > 0 for all s < s0 and   |γ | π . Thus (6.38) holds
for s < s0 and all γ ∈ [−π,π], with possibly different constants b1, b2.
Boundedness of k follows from the fact that a has a pole of order n at iπ , so sna(i(π−seiγ )) = V (seiγ ) is bounded
for small s. Finally, since ∂2
∂2γ
φ(seiγ , s)|γ=0 > 0 and V (0) > 0, the argument used in the proof of Theorem 5.1 shows
that the necessary lower bound on k also holds. Then an application of Lemma 5.6 completes the proof. 
Proof of Theorem 6.2. Choose y1, s0 so that Proposition 6.7 holds, and take B1 large enough so that θ(x, z) π − s
when |z| B1|x|2. Use this value of y1 and choose a δ such that Proposition 6.6 holds, and take d0 large enough that
s < δy when |z| d0 (see (6.18)). So for such (x, z), either (6.32) or (6.33) holds; which one depends on the value of
y = y(x, z). We can combine them to get:
C′1
yn−1
1 + yn− 12
 ReF(y, s)
∣∣F(y, s)∣∣ C′2 yn−1
1 + yn− 12
. (6.40)
Inserting this into (6.21) and using (6.18), we have (in more compact notation):
hr(x, z) 
(
y
s
)n−1 1
1 + yn− 12
 |z|
n−1
1 + (|x|√|z|)n− 12
. (6.41)
By Lemma 6.3, hl is clearly negligible by comparison, so Theorem 6.2 is proved. 
A similar argument will give us the estimates on ∇p1 and q2 which correspond to Theorems 4.4 and 4.5.
Theorem 6.8. For m odd, there exist constants B1, d0, C such that
|∇p1(x, z)|  |x|d(x, z)
2n−m+1
1 + (|x|d(x, z))n+ 12
e−
1
4 d(x,z)
2
, (6.42)
and ∣∣q2(x, z)∣∣ C d(x, z)2n−m−1
1 + (|x|d(x, z))n− 12
e−
1
4 d(x,z)
2 (6.43)
whenever |z| B1|x|2 and d(x, z) d0.
Proof. From (4.5) we have
∇p1(x, z) = −12 (2π)
−m(4π)−n|x|(q1(x, z)xˆ + q2(x, z)Jzˆxˆ),
where
q1(x, z) = − 2|x|
∂p1(x, z)
∂|x|
= −
(m−1)/2∑
k=0
cm,k|z|k−m+1
∞∫
−∞
eiρ|z|−
|x|2
4 ρ cothρ
(
ρ
sinhρ
)n+1
(− coshρ)(−iρ)k dρ,
q2(x, z) = ∂p1(x, z)
∂|z|
=
(m−1)/2∑
k=0
[
cm,k(k −m+ 1)|z|k−m
∞∫
−∞
eiρ|z|−
|x|2
4 ρ cothρ
(
ρ
sinhρ
)n
(−iρ)k dρ
]
−
(m−1)/2∑
k=0
[
cm,k|z|k−m+1
∞∫
eiρ|z|−
|x|2
4 ρ cothρ
(
ρ
sinhρ
)n
(−iρ)k+1 dρ
]
−∞
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e− 14 d(x,z)2 |z|
n
1+(|x|√|z| )n+ 12
, and the k = (m− 1)/2 term dominates, so
∣∣q1(x, z)∣∣ |z|n−(m−1)/2
1 + (|x|√|z| )n+ 12
e−
1
4 d(x,z)
2
. (6.44)
The appearance of the extra minus sign in q1 is to account for the fact that cosh(iπ) = −1, but Theorem 6.2 requires
that a(λ) be positive near λ = iπ .
For q2, each integral is comparable to |z|
n−1
1+(|x|√|z| )n− 12
e− 14 d(x,z)2 , and the k = (m− 1)/2 term of the second sum
dominates, so
∣∣q2(x, z)∣∣ |z|n−1−(m−1)/2
1 + (|x|√|z| )n− 12
e−
1
4 d(x,z)
2
, (6.45)
which in particular implies (6.43). To combine (6.44) and (6.45), note that for |x|2|z| bounded we have:∣∣q1(x, z)∣∣ |z|n−(m−1)/2e− 14 d(x,z)2 , ∣∣q2(x, z)∣∣ |z|n−1−(m−1)/2e− 14 d(x,z)2 , (6.46)
so that the q1 term dominates, and ∣∣∇p1(x, z)∣∣ |x||z|n−(m−1)/2e− 14 d(x,z)2 . (6.47)
For |x|2|z| bounded away from 0 we have:∣∣q1(x, z)∣∣ |x|−n− 12 |z| n2 −m2 + 14 e− 14 d(x,z)2 ,∣∣q2(x, z)∣∣ |x|−n+ 12 |z| n2 −m2 − 14 e− 14 d(x,z)2  |x|√|z|q1(x, z), (6.48)
so that the q1 term dominates again ( |x|√|z| is bounded by assumption). Thus
∣∣∇p1(x, z)∣∣ |x| |z|n−(m−1)/2
1 + (|x|√|z|)n+ 12
e−
1
4 d(x,z)
2
, (6.49)
which is equivalent to the desired estimate. 
7. Hadamard descent
In this section, we obtain estimates for p1(x, z) and |∇p1(x, z)| for |z|  B1|x|2, |z|  d0, in the case where the
center dimension m is even. The methods of the previous section are not directly applicable, but we can deduce
an estimate for even m by integrating the corresponding estimate for m + 1. As discussed in the remark at the end
of Section 4, this is valid even though there may not exist an H-type group of dimension 2n + m + 1 with center
dimension m+ 1, since the estimates we use are derived from the formula (4.2) and hold for all values of n, m.
We continue to assume that |z| B1|x|2 and |z| d0 for some sufficiently large B1, d0. To emphasize the depen-
dence on the dimension, we write p(n,m) for the function p1 in (4.2).
In order to estimate p(n,m) for m even, we consider p(n,m+1). We can observe that
p(n,m)(x, z) =
∫
R
p(n,m+1)
(
x, (z, zm+1)
)
dzm+1, (7.1)
since
∫
R
∫
R
eiλm+1zm+1f (λm+1) dλm+1 dzm+1 = 2πf (0). Note that |(λ,0)|Rm+1 = |λ|Rm . Now p(n,m+1) can be esti-
mated by means of Theorem 6.1. Using the fact that |(z, zm+1)| |z|, we have that for m even, there exist constants
B1, d0 such that
p(n,m)(x, z)  Q(2n−m−2,n− 12 )(x, z) (7.2)
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Q(α,β)(x, z) :=
∫
R
d(x, (z, zm+1))α
1 + (|x|d(x, (z, zm+1)))β e
− 14 d(x,(z,zm+1))2 dzm+1. (7.3)
Thus it suffices to estimate the integrated bounds given by Q(α,β).
Lemma 7.1. For |z| B1|x|2 and |z| d0, we have:
Q(α,β)(x, z)  d(x, z)
α+1
1 + (|x|d(x, z))β e
− 14 d(x,z)2 . (7.4)
We will require two preliminary computations. Since d(x, z) depends on z only through |z|, we will occasionally
treat d as a function on R2n × [0,∞).
Lemma 7.2. There exist positive constants c1, c2, B1 such that for all x ∈ R2n,u ∈ R with u  B1|x|2, we have
0 < c1  ∂∂ud(x,u)2  c2 < ∞.
Proof. Let μ(θ) = θ2
sin2 θ , so that d(x,u)
2 = |x|2μ(θ) with θ = θ(x, z) = ν−1( 2u|x|2 ). Then
∂
∂u
d(x,u)2 = 2μ
′(θ)
ν′(θ)
. (7.5)
It is easily verified that μ′(θ) > 0, ν′(θ) > 0 for all θ ∈ (0,π), and μ′(θ)
ν′(θ) → π > 0 as θ → π . 
Lemma 7.3. For any α ∈ R, there exists Cα > 0 such that for all w0  1 we have:
∞∫
w0
wαe−w dw  Cαwα0 e−w0 . (7.6)
Proof. For α  0, wα is decreasing for w  1, so
∞∫
w0
wαe−w dw wα0
∞∫
w0
e−w dw = wα0 e−w0, (7.7)
and this holds with Cα = 1. Now, for a nonnegative integer n, suppose the lemma holds for all α  n. Then if
n < α  n+ 1, we integrate by parts to obtain:
∞∫
w0
wαe−w dw = wα0 e−w0 + α
∞∫
w0
wα−1e−w dw  (1 + αCα−1)wα0 e−w0,
so that the lemma also holds for all α  n+ 1. By induction the proof is complete. 
Proof of Lemma 7.1. We make the change of variables u = |(z, zm+1)| so that zm+1 =
√
u2 − |z|2. By our previous
abuse of notation, we can write d(x, (z, zm+1)) = d(x,u). Thus
Q(α,β)(x, z) =
∞∫
|z|
d(x,u)α
1 + (|x|d(x,u))β e
− 14 d(x,u)2 u√
u2 − |z|2 du

∞∫
|z|
1√
u− |z|
1√
u+ |z|
d(x,u)α+2
1 + (|x|d(x,u))β e
− 14 d(x,u)2 du.
We used the fact that u  d(x,u)2 where |z| B1|x|2, by Corollary 3.15.
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the lower bound can be obtained by:
Q(α,β)(x, z)
|z|+1∫
|z|
1√
u− |z|
1√
u+ |z|
d(x,u)α+2
1 + (|x|d(x,u))β e
− 14 d(x,u)2 du

( |z|+1∫
|z|
1√
u− |z| du
)
1√
2|z| + 1
d(x, |z| + 1)α+2
1 + (|x|d(x, |z| + 1))β e
− 14 d(x,|z|+1)2
= 2 1√
2|z| + 1
d(x, |z| + 1)α+2
1 + (|x|d(x, |z| + 1))β e
− 14 d(x,|z|+1)2
 C 1√
2|z|
d(x, z)α+2
1 + (|x|d(x, z))β e
− 14 d(x,z)2 ,
where the last line follows because u → d(x,u)2 is Lipschitz, as shown by Lemma 7.2, with a constant independent
of x.
Since |z|  d(x, z)2, we have that
Q(α,β)(x, z) C′ d(x, z)
α+1
1 + (|x|d(x, z))β e
− 14 d(x,z)2 . (7.8)
For an upper bound, we have:
Q(α,β)(x, z) C
[ |z|+1∫
|z|
1√
u− |z|
1√
u+ |z|
d(x,u)α+2
1 + (|x|d(x,u))β e
− 14 d(x,u)2 du+
∞∫
|z|+1
. . .
]
.
Now
|z|+1∫
|z|
1√
u− |z|
1√
u+ |z|
d(x,u)α+2
1 + (|x|d(x,u))β e
− 14 d(x,u)2 du

( |z|+1∫
|z|
1√
u− |z| du
)
1√
2|z|
d(x, z)α+2
1 + (|x|d(x, z))β e
− 14 d(x,z)2
= 2 1√
2|z|
d(x, z)α+2
1 + (|x|d(x, z))β e
− 14 d(x,z)2
 C d(x, z)
α+1
1 + (|x|d(x, z))β e
− 14 d(x,z)2 .
For the other term, we observe:
∞∫
|z|+1
1√
u− |z|
1√
u+ |z|
d(x,u)α+2
1 + (|x|d(x,u))β e
− 14 d(x,u)2 du

∞∫
|z|+1
1√
u+ |z|
d(x,u)α+2
1 + (|x|d(x,u))β e
− 14 d(x,u)2 du
∞∫
|z|
1√
2u
d(x,u)α+2
1 + (|x|d(x,u))β e
− 14 d(x,u)2 du
 C
∞∫
d(x,u)α+1
1 + (|x|d(x,u))β e
− 14 d(x,u)2 du.|z|
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∞∫
|z|
d(x,u)α+1
1 + (|x|d(x,u))β e
− 14 d(x,u)2 du C
∞∫
1
4 d(x,z)
2
(4w)(α+1)/2
1 + (2|x|√w)β e
−w dw.
If d(x, z) 1/|x|, we have:
∞∫
1
4 d(x,z)
2
(4w)(α+1)/2
1 + (2|x|√w)β e
−w dw 
∞∫
1
4 d(x,z)
2
(4w)(α+1)/2e−w dw
 Cd(x, z)α+1e− 14 d(x,z)2
 2C d(x, z)
α+1
1 + (|x|d(x, z))β e
− 14 d(x,z)2
where we have used Lemma 7.3.
On the other hand, when d(x, z) 1/|x|, we have:
∞∫
1
4 d(x,z)
2
(4w)(α+1)/2
1 + (2|x|√w)β e
−w dw 
(
2|x|)−β ∞∫
1
4 d(x,z)
2
(4w)(α+1−β)/2e−w dw
 C|x|−βd(x, z)α+1−βe− 14 d(x,z)2
 2C d(x, z)
α+1
1 + (|x|d(x, z))β e
− 14 d(x,z)2 .
Combining all this, we have as desired that
Q(α,β)(x, z)  d(x, z)
α+1
1 + (|x|d(x, z))β e
− 14 d(x,z)2 .  (7.9)
Corollary 7.4. Theorems 6.1 and 6.8 also hold for m even.
Proof. The heat kernel estimate of Theorem 6.1 is immediate, given (7.2) and Lemma 7.1.
To obtain an estimate on ∇p1, we define q(n,m)1 := − 2|x| ∂∂|x|p(n,m)1 (x, z), q(n,m)2 := ∂∂|z|p(n,m)1 (x, z), as in (4.5).
For q1, we simply differentiate (7.1) to see,
q
(n,m)
1 (x, z) =
∫
R
q
(n,m+1)
1
(
x, (z, zm+1)
)
dzm+1
 Q(2n−m,n+ 12 )(x, z) by (6.44)
 d(x, z)
2n−m+1
1 + (|x|d(x, z))n+ 12
e−
1
4 d(x,z)
2 by Lemma 7.1.
For q2, we again differentiate (7.1). Here we obtain:
q
(n,m)
2 (x, z) =
∫
R
q
(n,m+1)
2
(
x, (z, zm+1)
) |z|
|(z, zm+1)| dzm+1
 |z|Q(2n−m−4,n− 12 ) by (6.45)
 d(x, z)2 d(x, z)
2n−m−3
1 + (|x|d(x, z))n− 12
e−
1
4 d(x,z)
2
 d(x, z)
2n−m−1
1 + (|x|d(x, z))n− 12
e−
1
4 d(x,z)
2
.
Repeating the computation from Theorem 6.8, we have the desired estimates on |∇p1| and |q2|. 
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An obvious extension of this result would be to obtain precise estimates for the heat kernel in more general nilpotent
Lie groups. For step-2 nilpotent groups, a formula for the heat kernel along the lines of (4.2) can be found in [5], among
others. However, the additional algebraic structure enjoyed by H-type groups has played a major part in the analysis
presented here, and its absence complicates matters considerably. A key difficulty is that the exponent in the formula
for pt now contains expressions like Jλ cotJλ, which are awkward to work with when Jλ may not commute with its
derivatives with respect to λ.
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