A comprehensive investigation of the transition dynamics of a level-crossing system with quantum dissipation is carried out for the Landau-Zener model coupled with a system of phonons. Analytical study by the formal perturbation expansion series with respect to the off-diagonal matrix element shows that the transition dynamics is characterized by the competition between the energy fluctuation and the energy dissipation. Closed expressions of the transition rate are derived for various limiting situations in a unified way. In the case of strong decoherence, a formula of the transition rate is obtained, which covers the high-temperature limit and the low-temperature, strong-coupling limit. Numerical calculation by utilizing the damping hyperoperator technique is performed, which clarifies the overall features of the time evolution of the system.
I. INTRODUCTION
The nonadiabatic transition at a level crossing is a fundamental process that plays a crucial role in various aspects of the dynamical evolution of quantum systems. We may refer to a number of examples both in physics and chemistry. The best known is the atomic inelastic collisions with charge transfer.
1 The Born-Oppenheimer approximation breaks down around the avoided crossing of the potential curves associated with each charge state, and the nonadiabatic transition here is of primary importance in determining the branching ratio to respective scattering channels. Since the discovery of the celebrated Landau-Zener formula in 1932, 2, 3 continuous effort has been devoted to elaborating the theoretical treatment. 4 In the present paper, we focus our attention on the levelcrossing problem in condensed matter. The nonradiative transitions in the strongly coupled localized electron-phonon system in solids is a typical example of this subject. In this case, the level crossing is defined in the configuration coordinate space instead of in the real space, and the nonradiative transition occurs during the lattice relaxation as the wave packet passes the crossing point of the adiabatic potentials. 5 The analysis of the transition dynamics by referring to the Landau-Zener formula has been done by several authors. [6] [7] [8] [9] [10] As another example, a sort of chemical reaction at the surface of crystals 11 and in the solvent 12 can be classified in this category, in which the nonadiabaticity of the process must be taken into account. It is pointed out that an analogous nonadiabatic level crossing is relevant in some nuclear reactions. 13 A slightly different version of the same problem can be found in the area of magnetic resonance 14 and in nonlinear optics. 15 By changing the applied magnetic fields or the electric fields, one can attain a level crossing between the two discrete levels. The so-called adiabatic rapid passage or its optical analogue has been analyzed in the framework equivalent to the Landau-Zener formula. 16, 17 The quantum dynamics of a coupled spin system under a time-dependent magnetic field has been studied as a kind of nonadiabatic level-crossing problem. 18 The proposal to control the tunneling probability in the double-well potentials by periodically modulating the localized levels with the external fields 19 can also be regarded as coming in this category. In this connection, the effect of the environmental perturbation on the transition dynamics of a periodically driven system has been investigated by several authors. [20] [21] [22] [23] The role of the phase coherence and its breakdown at successive crossing events is of special interest in this case. In some cases, the offdiagonal transfer element itself is induced by the coupling with the medium and, therefore, is fluctuating. The quantum dynamics of such a system has been studied for a levelcrossing model 24 and for a biased two-level system. 25 Finally, we would like to add to our long but incomplete list of references an interesting experimental work, 26 in which it was demonstrated that a classical analogue of the repeated level crossing was realized in an optical-ring resonator and that the time-dependent behavior of the electromagnetic fields was well reproduced by the Landau-Zener model.
In contrast to the case of atomic collisions, the dynamical processes in condensed systems are, in many cases, subject to the perturbation by the elementary excitations in the surrounding media that have infinite degrees of freedom. The coupling with the surrounding media will generally modulate the transition rate at level crossings. One of the standpoints to investigate such an effect is to take the time-dependent model of Zener 3 coupled with a bath of many mode phonons. Although it may seem a little artificial to assume an explicit time dependence for the diabatic energies of the crossing levels, this model is useful to get insight into the essential dynamics of the nonadiabatic transitions at a single crossing event, and it is called a standard model. The effect of the environmental perturbation in the level-crossing problem has been investigated by several authors within the standard model. [27] [28] [29] [30] From the theoretical point of view, this problem gives an interesting time-dependent version of the quantum tunneling with dissipation. 31 , 32 See Leggett et al. 33 for a re-view on the dynamics of the dissipative two-level system and references therein. We would like to emphasize here that the concept of quantum dissipation should be understood from two distinct viewpoints. One is the dissipation of energy and the other is the fluctuation of energy, or in other words, the dissipation of the phase memory. The relative magnitudes of the effects of these mechanisms are connected to each other through the fluctuation-dissipation theorem. One of the present authors investigated the effect of the phase relaxation on the transition probability by reducing the standard model to a stochastic model at high temperature. 28 It was shown that the existence of the phase relaxation generally increases the apparent nonadiabaticity. Especially, a closed formula of the transition rate was obtained in the limit of strong dephasing, which shows an incoherent or a diffusionlike transfer. Ao and Rammer 30 developed an extensive analysis for the original standard model. They obtained analytical expressions of the transition rate for some extreme cases of the parameter values. A remarkable conclusion is that the effect of the environmental perturbation on the transition rate disappears at low temperatures in the case that the system starts from the lower branch in the initial state. This assertion is not consistent with the previous result of the analytical study in the same model, 29 in which the authors investigated the transition process from the adiabatic limit and concluded that, at zero temperature, the coupling with the phonon fields decreases the apparent nonadiabaticity.
On the other hand, a numerical calculation of the transition dynamics was done by Tsukada 27 for a semiclassical version of the standard model by utilizing the stochastictrajectory method. It was clearly shown in this work that, because of the back-transfer effect, the energy relaxation dramatically modifies the transition rate in the case that the system initially occupies the upper level. The validity of the approximation adopted to derive the force term in the stochastic equation is, however, not always justified since the environmental oscillators are assumed as being driven by a common force irrespective of the electronic subspace. This is a drawback often seen in this type of calculation. Note that the Hellmann-Feynman force is well defined only for the adiabatic eigenstates.
In view of this situation, it will be worthwhile to carry out a further study of this subject. The purpose of the present work is to make a comprehensive investigation of the levelcrossing problem in condensed matter within the framework of the standard model, both analytically and numerically. By the analysis of the formal perturbation expansion series, closed expressions of the transition rate, some of which have been obtained previously, are derived in a unified way. Specifically, a formula is obtained that covers the limit of the strong-phase relaxation, bridging the high-temperature limit and the low-temperature limit. In order to clarify the features of the transition dynamics all over the parameter space, we perform a numerical investigation utilizing the damping hyperoperator technique. Through the numerical calculation of the time-dependent behavior of the reduced density matrix, it is clearly seen what is going on in the electronic system during the level crossing under the influence of the quantum dissipation. In the extreme cases of the parameter values, the results of the analytical formulas are ascertained. In addition, a peculiar feature of the damping operator technique as a tool for such a calculation is also critically examined.
In Sec. II, the model is presented with some remarks about the physical parameters. The analytical study is carried out in Sec. III. Section IV is devoted to the introduction of the interaction mode and the formulation of the damping operator method. The results of the numerical calculation are presented in Sec. V. Some concluding comments are given in Sec. VI.
II. MODEL
We are interested in the transition dynamics at a level crossing as an elementary process of the evolution of a quantum system. Consider that the energy levels of two electronic states, ͉1͘ and ͉2͘, approach and cross each other as shown in Fig. 1 in accordance with the motion of a heavy degree of freedom or by an external modulation. The system initially exists in ͉1͘ makes a transition to ͉2͘ through a constant offdiagonal matrix element J around the crossing. Throughout this paper, we choose diabatic basis set ͉1͘ and ͉2͘ to define the transition. The whole system is assumed as being subject to the perturbation by the elementary excitations in the surrounding medium represented by phonons. By extending Zener's model, a prototype Hamiltonian to discuss the situation can be written as
where v is the velocity of the change of the energy difference, ␣ k is the coupling constant with the kth phonon mode of frequency k . Here and hereafter we adopt បϭ1. It is assumed that at tϭϪϱ, the total system is represented by the density matrix i given by
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We calculate the probability P that the electronic system exists in ͉2͘ at tϭϱ. Note that the transition rate depends also on the sign of v unlike the original Landau-Zener model. Because of the Gaussian character of the linear electronphonon interaction, the dynamics of the quantum dissipation can be completely specified by the spectral-density function ͑͒ defined by
where 
͑͒d. ͑10͒
We define the dimensionless coupling constant S by
and the representative phonon energy by
⌬EϭS . ͑12͒
The transition dynamics is insensitive to the detailed functional form of ͑͒ but is characterized by the parameters v, J, , S, and k B T. It should be noted that ⌬E and D are related to each other through the Einstein relation
where, recovering ប, T*ϵ(ប /2k B ) coth(ប /2k B T) is the effective temperature. Therefore, the effect of the energy fluctuation becomes dominant while the energy dissipation can be neglected in the limit of weak coupling and high temperature,
This is the case described well by the stochastic model. 28 On the other hand, in the limit of strong coupling and low temperature, the effect of the energy relaxation as well becomes important since in this limit,
ӶDӍͱS Ӷ⌬E. ͑15͒
The stochastic fluctuation of the energy difference generally leads to the phase relaxation. In the case that D/ ӷ1, the relative-phase memory is completely lost within a short time of order of ph ӍD Ϫ1 (Ӷ Ϫ1 ). For D/ Շ1, the phase relaxation is incomplete. This is a feature of the linear coupling model and is connected with the presence of a sharp zerophonon line in the optical-transition spectrum.
The time constant en of the relaxation of the energy is given by en Ӎ␥ p Ϫ1 , where ␥ p is the width of ͑͒ at low temperature. In most cases, ␥ p is roughly the same order of magnitude as itself. The time constants ph and en should be compared with the time interval tr within which the system exists in the transition region. Since the off-diagonal coupling works for the energy difference of order of or less than J, tr is primarily given by, in the order of magnitude, tr ӍJ/͉v͉, ͑16͒
for moderate values of J. As shown in the next section, the whole transition process is characterized by the degree of coherence, which is measured by the ratio of ph and tr .
III. ANALYTICAL CONSIDERATION
In this section, we investigate the transition dynamics analytically by the formal perturbation expansion series of P. The density matrix (t) at time t is given by
͑17͒
where exp ϩ (exp Ϫ ) means the time-ordered exponential with increasing time toward left ͑right͒. The probability P is then given by
in which ͕¯͖ i, j means that the (i, j) component should be taken and ͗¯͘ 1 indicates the expectation value over the equilibrium phonon in the space ͉1͘, ͗¯͘ 1 ϵTr͕ 1¯͖ .
͑19͒
The probability P is expanded in a power series of J to infinite orders. Each term is expressed as a sum of multiple time-ordered integrals of higher-order generating functions. The calculation of the generating functions is essentially an elementary exercise. Analytical expressions of the same kind have been derived time and again by several authors within different contexts. [8] [9] [10] 32 We present here a compact form,
͑21͒
where
The diagrammatic representation of the above expression is shown in Fig. 2 as a double-path propagator for the density matrix.
We note that the lowest-order term of P coincides with that of the Landau-Zener formula irrespective of the phonon coupling 28, 30 since
͑23͒
where we have introduced new variables, ϵ( 1 ϩ 2 )/2 and ϵ 2 Ϫ 1 . It is difficult to evaluate the multiple integrals for general terms. However, the meaning of formula ͑21͒ becomes clear in the limit of large amplitude fluctuation D/ ӷ1, namely, in the limit of strong coupling and/or high temperature. The following theorem is of primary importance for the analysis of the dynamical process in this limit. 34 Pairing-off theorem. Out of all the configurations of the time vertices that appear in the diagrams shown in Fig. 2 , only those make nonvanishing contributions to the integral in Eq. ͑21͒, in which 2n vertices make pairs with intrapair distance less than D Ϫ1 except for special cases in which an even number of vertices not less than four make groups with mutual distance less than ( D) 1/2 . Proof. In order to prove the theorem, we divide the exponent of the generation function in Eq. ͑21͒ into the real part R( 1 , 2 ,..., 2n ) and the imaginary part I( 1 , 2 ,..., 2n ). The real part
originates from the fluctuation of the energy. We observe that R( 1 , 2 ,..., 2n ) can be rewritten as
͑24͒
Note that R( 1 , 2 ,..., 2n ) is a nonpositive definite quantity. Since
.., 2n ) becomes negative with a large absolute value unless the following condition is satisfied:
͑25͒
Since the integral with respect to runs over the interval of order of ␥ p , the above condition is satisfied in the limit D/ →ϱ only when 2n vertices are paired off, namely, a time vertex with even suffix coincides with a time vertex with odd suffix to be canceled out as shown in Fig. 2 . By expanding the expression ͚ jϭ1 2n (Ϫ1) j e i j in a power series around the paired-off configuration, the theorem is immediately proved.
The pairing-off property of the strongly coupled localized electron-phonon system has been described by Kusunoki 8 in a less clear way. Sumi 9 correctly stated the pairing-off ansatz in his study of the nonradiative process in solids, but the context in which it was used was inappropriate. See Sec. VI for more details. The pairing-off theorem plays an essential role in understanding the dual character of the Raman scattering and the luminescence in the second-order optical process of the strongly coupled electron-phonon system. 34 The above theorem provides a mathematical basis for the noninteracting blip approximation, 32 which is widely used in the study of the dynamics of the spin-boson system. In its lowest order, the noninteracting blip approximation requires us to simply drop all the terms G( i Ϫ j ) that extend over different pairs. 33 By this approximation, the memory of the boson system about the previous history is instantly lost at FIG. 2. The double-path Feynmann diagram for a 2nth-order term of the perturbation expansion series of the probability P. The system makes a transition at each vertex from ͉1͘ ͑solid line͒ to ͉2͘ ͑dashed line͒ and vice versa. In the limit of large amplitude fluctuation, time vertices encircled by the ellipses must be paired off. each blip. In order to correctly describe the energy relaxation, which is important in the strong-coupling limit, the history must be taken into account as the interaction between blips.
The pairing-off theorem is a consequence of the ultrafast phase relaxation in the large-amplitude fluctuation limit. As can be seen from Fig. 2 , the density matrix propagates almost always in the diagonal form in this limit. In the remaining part of this section, we mainly focus our attention on this limit.
If one notices that
the imaginary part I( 1 , 2 ,..., 2n ) of the exponent of Eq. ͑21͒ can be rewritten as
We classify the paired configuration into two groups: the vertical pairs and the horizontal pairs. The vertical pair lies across the upper and the lower propagator like pairs ( 3 , 10 ), ( 7 , 4 ), and ( 5 , 6 ) in Fig. 2 . The horizontal pair lies within the upper or the lower propagator like ( 1 , 2 ) and ( 9 , 8 ).
Denote the pairs as ( 1 , 2 ), ( 3 , 4 ),...,( 2nϪ1 , 2n ) as they are ordered from left toward right, where we take 2mϪ1 ϭodd and 2m ϭeven. Introduce a set of new variables as
Then in the limit D/ ӷ1, the saddle-point method can be applied to the evaluation of the multiple time-ordered integrals by expanding R( 1 , 2 ,..., 2n ) and I( 1 , 2 ,..., 2n ) to the lowest order in m . The real part can be readily approximated as
On the other hand, the imaginary part can be evaluated by an elementary but somewhat tedious counting up of the diagram and by some exercise of trigonometry as
In the above equation, v 1 , v 2 ,..., v q are the times for the vertical pairs that lie to the left of p in Fig. 2 . For the case that there is no vertical pair before p , E p (q) should read as
Although the derivation is somewhat complicated, the meaning of the above formula is obvious. The energy E p (q) is nothing but the negative value of the FranckCondon energy measured from ͉1͘ to ͉2͘ for the phonon wave packet, which has the following history: it starts from the equilibrium distribution in the subspace ͉1͘, makes a vertical transition to the adiabatic potential surface of ͉2͘ at time v 1 , is driven by the Hamiltonian within the subspace ͉2͘ until the time v 2 at which it jumps again to the adiabatic potential surface of ͉1͘, and so on. For q even, the packet lies on the adiabatic potential surface in ͉1͘ and for q odd, in ͉2͘. Therefore, it can be said that the vertical pair corresponds to the transition while the horizontal pair corresponds to the polarization. At each time the system makes a transition, the equilibrium point of the phonon system shifts from left to right and vice versa. Such a situation may be visualized by the configuration coordinate diagram as shown in Fig. 3 . The meaning of the coordinate in Fig. 3 will be made clear in the next section. Now we come to the point of a crucial observation. So far, we have not considered the time duration tr within which the system exists in the transition region. The time tr is a measure of the time interval for which the multiple integral of Eq. ͑21͒ converges. On the other hand, the pairingoff theorem tells us that the contribution from the integral over p for each pair is restricted within the time interval ͉ p ͉Շ ph (ӍD Ϫ1 ) in the order of magnitude. The transition associated with each pair becomes a real transition only in the case that the phase relaxation time is far less than the transition time, namely, ph Ӷ tr .
First, we consider the opposite case that the velocity ͉v͉ is so large that the condition ph ӷ tr is satisfied. In this case, the real part R( 1 , 2 ,..., 2n ) given in Eq. ͑24͒ can be approximated as FIG. 3 . The schematic time evolution of the configuration coordinate diagram for the level crossing with energy relaxation. The time evolution is from ͑a͒ to ͑e͒ in the case vϾ0 and from ͑e͒ to ͑a͒ in the case vϽ0.
for all p and q. Likewise, the imaginary part can be approximated simply as
means that the fluctuation of the energy behaves as a static Gaussian distribution of the energy for a very short time interval. In fact, the effect of R( 1 , 2 ,..., 2n ) can be eliminated from the integral of Eq. ͑21͒ by applying the identity
for Xϵ ͚ jϭ1 2n (Ϫ1) j j and by interchanging the order of the integration over q and j with the shift of the origin j → j Ϫq/v. This is a consequence of the feature of the LandauZener model that the transition rate is independent of the constant shift of the relative energy.
It is instructive to calculate L (n) explicitly in this limit. By an inspection of the integral domain, L (n) can be rewritten as
͑34͒
The following transformation of the variables is useful for the evaluation of the ordered integral, 17 x 1 ϭ 1 ,
by which C m is written as
Since the integral is unchanged by arbitrary permutations of (x 1 ,x 2 ,...,x n ), the integration is carried out as
where the second equality is obtained by first performing the integrations over x p . Inserting the above result into Eq. ͑34͒, we find
and inserting this into Eq. ͑20͒, we obtain the Landau-Zener ͑LZ͒ formula,
The argument here was the essence of the proof of the applicability of the Landau-Zener formula to the nonradiative hot transitions in the strongly coupled localized electronphonon system with an adiabatic potential crossing. 10 Next, we turn to the limit of slow passage, tr ӷ ph . In this case, the coherence is interrupted every moment in the relatively long time interval tr and the vertical pairs in Fig.  2 can be interpreted as representing real transitions. The system makes multiple transitions between ͉1͘ and ͉2͘ while relaxing toward the equilibrium state within the respective electronic subspace. Therefore, the probability P would depend on the relative length of tr and en . Useful expressions of P can be obtained in the case that a little stronger condition tr Ͼ en ͑41͒
is satisfied. In this case, R( 1 , 2 ,..., 2n ) can be approximated as
since the cross terms vanish because of the dephasing, Fig. 2 . Then, the following lemma can be proved by an elementary counting up of the diagram. 28 Lemma 1. In the total set of possible time ordering that appears in the 2nth-order terms of the perturbation expansion, every set ( 1 , 2 ,..., n ) with p ϭϮ1 for pϭ1,2,. .
First, we calculate P for the case that the energy dissipation is negligible, ⌬E→0, while the condition D/ ӷ1 is still satisfied. This corresponds to the high-temperature limit with small coupling. The imaginary part I( 1 , 2 ,..., 2n ) can be written as
and, because of the above lemma, we find
͑44͒
Inserting the above result into Eq. ͑20͒, we obtain
This formula has been derived by one of the present authors 28 with a slightly different argument for the stochastic model. It should be noted that
as is consistent with the previous argument and
This means that the strong decoherence reduces the whole transition process to diffusionlike so that the system exists with even probability in both states after the slow passage.
Next we consider the effect of the energy dissipation for general values of ⌬E. According to the pairing-off theorem and the lemma for the signature, we have
where the summation ͚ c runs over all of the possible configurations of the vertical pairs. The integration over p gives
indicates that the probability P is determined by the successive incoherent transitions of the wave packets of phonons, which are subject to sudden shift of the equilibrium position while undergoing the relaxed oscillation. In the case of slow-passage limit, we can approximate the FranckCondon energy E p (q) ( v 1 , v 2 ,..., v q ; p ) by its asymptotic value E p (q) ϵv p ϩ(Ϫ1) (qϩ1) ⌬E for ͉ p Ϫ j ͉ӷ en since the variables p are distributed sparsely in the integral domain of order of tr . This means that the phonon system is relaxed to the equilibrium configuration immediately after the transition so that each transition event occurs always from the bottoms of the adiabatic potentials of the respective electronic subspace. The equilibrium configuration at time p depends on the number q of the vertical pairs before p . If we define the line-shape function F Ϯ () by
the integrand of Eq. ͑49͒ is given as a sum of all the possible combinations of the terms like
Note that the first component is always F Ϫ ( 1 ). Again, an inspection leads to the following lemma.
Lemma 2. In the total set of possible diagrams that appear in the 2nth-order terms of the perturbation expansion, all the combinations of F j2 ( 2 )F j3 ( 3 )¯F jn ( n ) with j p ϭϮ (p ϭ2,3,...,n) appear once.
Then
͑52͒
Since the integral is unchanged against the permutations of ( 2 , 3 ,..., n ), we have
and, by inserting this into Eq. ͑20͒,
This is a central result of this section. In the case of weak coupling and high temperature, we may put
2 ) and find
which recovers the formula ͑45͒. In deriving the above result, use is made of the identity
͑56͒
In the limit of strong coupling at low temperature, we set ⌬E→S and D→ͱS . It should be noted that F ϩ () and F Ϫ () have nonvanishing values only at around ϭϪ⌬E/v and ϭ⌬E/v, respectively. The value of P strongly depends on the sign of v. We denote the value of P for vϾ0 (vϽ0) as P ϩ (P Ϫ ) hereafter. In the case vϾ0, F ϩ () in the exponent of Eq. ͑54͒ can be neglected since the contribution from 1 integration is limited at around 1 Ӎ⌬E/v. Then, we have
On the other hand, in the case vϽ0, both F ϩ () and F Ϫ () must be considered. By using the identity ͑56͒, Eq. ͑54͒ can be rewritten as
͑58͒
Since the nonvanishing domains of F ϩ () and F Ϫ () are separated far from each other and since the contribution of the integral over 1 comes from 1 Ӎ⌬E/vӶ0, the lower limit of the integration over 3 can be safely extended to Ϫϱ. Thus the integration over 1 and 3 can be decoupled and we find
Ao and Rammer 30 first pointed out that, at zero temperature, the transition rate becomes identical with the LandauZener formula in spite of the dissipation. This is correct provided that the speed of passage is slow enough and the crossing occurs from the lower-energy side. For intermediate values of v, P ϩ deviates from P LZ to increase the apparent nonadiabaticity, as will be shown in Sec. V. It is a little surprising that P ϩ becomes identical with P LZ both in the limit of rapid passage as shown in Eq. ͑40͒, and in the slow passage as shown in Eq. ͑57͒. The reason is, however, quite different between the two cases. Since the original LandauZener formula is derived for the coherent process, it may be said that the formula ͑57͒ obtained for the incoherent limit is a result of coincidence. 30 In the case vϽ0, the sequential application of P LZ leads to Eq. ͑59͒ as a whole transition rate. The level crossing effectively occurs twice in this case, first at tϭϪ⌬E/͉v͉ and next at tϭ⌬E/͉v͉ as shown in Fig.  3 . If one notes that F ϩ and F Ϫ are interchanged by the change of the sign of v, a useful relation is obtained from Eq. ͑54͒ as
which is generally valid in the limit of strong decoherence irrespective of the temperature. Finally, we briefly discuss another extreme situation that is specified by Eq. ͑14͒, namely, the limit of the energy fluctuation alone. In this case, it is appropriate to treat the environmental perturbation as a Gaussian stochastic fluctuation of the energy levels with the amplitude D and the decay constant of the correlation of order of ␥ p . 28 It has been shown that, as a function of the speed of the passage, there is an optimum value of v that maximizes the transition rate, and P tends to 1 2 in the limit of slow passage. Generally, P is 13 106 57 YOSUKE KAYANUMA AND HIROYUKI NAKAYAMA bounded as P SD р Pр P LZ for a fixed value of J 2 /͉v͉. In the limit of the large amplitude fluctuation, P agrees with P SD as it should.
IV. INTERACTION MODE AND DAMPING OPERATOR
In order to see the overall features, we perform numerical calculations of the transition dynamics by using the damping operator technique. The damping operator is a hyperoperator operating on the density matrix and is widely utilized to describe the quantum damping of photon fields. 35 It was also applied to the calculation of the second-order optical spectrum of a localized electron-phonon system. 36 Recently, Murao and co-workers 37 developed an elegant formalism to solve the equation of motion for the density matrix with a damping term and carried out a numerical calculation of the transition dynamics of a level-crossing system. But the type of interaction considered by them is different from that treated here.
Since we are interested not only in the weak-coupling case with the phonons but also in the strong-coupling case, it is appropriate to separate out a part of the phonon degrees of freedom as the system mode and regard the rest as the reservoir modes. This can be achieved by introducing the interaction mode. The interaction mode was first proposed by Toyozawa and Inoue 38 for the Jahn-Teller system. In a little different form, it was also introduced by O'Brien. 39 The essential point of the interaction mode is that one can construct, out of a tremendous number of normal modes, a small number of modes that bear all of the relaxation energy within the relevant electronic subspace as components of the system. The rest of the modes span a basis set of the orthogonal complement of the interaction mode, which can be regarded as the reservoir R. In the present case, the annihilation operators B for the interaction mode and R j for the reservoir modes are defined by the unitary transformation 39 
Bϭ
The condition that the interaction mode carries all of the relaxation energy requires
with ␣ 2 ϵ ͚ k ␣ k 2 (ϵS). The transformation coefficients U j,k ( jϭ1,2,...,NϪ1) are defined so that R j 's lie in the orthogonal complement of B and are mutually orthogonal. Lagrange's method of indeterminate coefficients tells us that
where c j 2 and ⍀ j is the frequency of the jth reservoir mode given by the root of the equation
The Hamiltonian ͑1͒ is then rewritten, in the matrix form, as
is the frequency of the interaction mode given by
and ␤ j is the coupling constant between the interaction mode and the reservoir modes,
In the above equations, the (i, j) element represents ͗i͉H͉ j͘.
It should be noted that the above definition correctly guarantees the relaxation of the interaction mode to the lowest state within the respective electronic subspace. It can be shown that the concept of the interaction mode is extended in a unique way to generic n-level systems coupled linearly with boson fields. Details will be presented elsewhere. The damping operator for the interaction mode coupled with the two-level system is introduced by extending the well-known procedure. 35 The equation of motion for the total density matrix in the interaction representation is solved for a short time interval by perturbation expansion to first order with respect to V sys and to second order with respect to V R . The variables for the reservoir modes are then eliminated by taking the trace over R. Under the assumption that the thermal equilibrium of R is undisturbed by the interaction and that the spectrum of R is wide enough to guarantee the Markovian approximation, we obtain the reduced equation of motion for the density matrix of the system. In the Schrö-dinger picture, it reads
in which ⌫ is a hyperoperator defined for the 2ϫ2 density matrix
In the above equation, is the effective coupling constant with the reservoir modes given by ϵ␤ 2 where ␤ 2 is the value of ␤ j 2 at ⍀ j ϭ multiplied by the density of state, and n ϵ1/͕exp͓ /k B T͔Ϫ1͖. The energy relaxation time en is given by en Ӎ Ϫ1 . We will treat as a free parameter, although the above equations are derived under rather restricted conditions on the spectrum of the reservoir modes and the coupling constant as well.
V. NUMERICAL RESULTS

Equation ͑73͒
is transformed into a simultaneous equation for the coefficients of the number state representation of the interaction mode and solved numerically. In the typical cases of high temperature, about 120 000 basis states are needed for the calculation. The probability p(t) that the system exists in ͉2͘ at time t under the condition it starts from ͉1͘ at a remote past is calculated. The notations p ϩ (t) and p Ϫ (t) are used in order to specify the sign of v; p ϩ (t) for vϾ0 and p Ϫ (t) for vϽ0. In the presentation of the results, we adopt the dimensionless parameters normalized by ; J ϵJ/ , ṽ ϵv/ 2 , ϵ/ , T ϵk B T/ , and D ϵD/ . First we show results for the low-temperature, strongcoupling limit. In Fig. 4 , examples of the calculated p ϩ (t) are given for fixed values of S(ϭ10), J (ϭ0.5), and (ϭ0.2) at zero temperature with ṽ as a parameter. In Fig. 5 is also shown p Ϫ (t) for the same parameter values as in Fig.  4 , but for the negative sign of v. The behaviors of p ϩ (t) and p Ϫ (t) are very similar in the rapid passage case, ͉ṽ ͉ϭ25, for example, and P ϩ ϵlim t→ϱ p ϩ (t) and P Ϫ ϵlim t→ϱ p Ϫ (t) agree with the Landau-Zener formula, P ϩ ϭ P Ϫ ϭ P LZ , fairly well. This is the case of coherent transition given by Eq. ͑40͒. As ͉ṽ͉ becomes smaller, the difference between p ϩ (t) and p Ϫ (t) becomes evident. The behavior of p Ϫ (t) clearly shows the back-transfer effect. One of the remarkable results is that in the case of slow passage, the relation p ϩ (t) ϩp Ϫ (t)ϭ1 holds for tտ0 for the same value of ͉v͉, as can be seen from the comparison of the curves for ͉ṽ ͉ϭ0. 25 . This means that the branching ratio to the upper and the lower state after the crossing does not depend on the initial condition whether the system starts from the upper branch or the lower, as if it forgets the history from which it came.
In order to see the dependence of the transition dynamics on the speed of passage, the values of P ϩ ͑circle͒ and P Ϫ ͑diamond͒ are plotted in Fig. 6 against 1/͉ṽ ͉ for a fixed value of the adiabaticity parameter J 2 /͉v͉ (ϭ0.2) at zero temperature with Sϭ10.0 and ϭ0.2. The values of P LZ and P LZ (1ϪP LZ ) are also shown in the figure. In the limit of rapid passage, 1/͉ṽ ͉→0, the process becomes coherent so that P ϩ ϭ P Ϫ ϭ P LZ as described earlier. As the speed of passage decreases, both P ϩ and P Ϫ deviates from P LZ to lower values by the same amount. This increase of the nonadiabaticity is due to the phase relaxation. As ͉v͉ decreases further, P ϩ takes a minimum value at an intermediate value of 1/͉v͉ and then increases again to approach to P LZ in the limit of slow passage, consistently with formula ͑57͒. On the other hand, P Ϫ decreases dramatically from P LZ to P LZ (1ϪP LZ ) as ͉v͉ is decreased. The small discrepancies between the cal-FIG. 4. The time-dependent probability p ϩ (t) in the zero temperature, strong-coupling case with vϾ0 that the system exists in ͉2͘ for the initial condition that it starts from ͉1͘ at a remote past. culated results and the prediction by formulas ͑57͒ and ͑59͒ in the limit 1/͉ṽ ͉→ϱ are due to the peculiar character of the damping operator and will be investigated later. We also note a dip in P Ϫ as a function of 1/͉ṽ ͉ at around 1/͉ṽ ͉ Ӎ0.1. This is interpreted as reflecting the dynamical motion of the wave packet in the configuration coordinate space of the interaction mode. The wave packet that has transferred to the potential curve of ͉2͘ at the first crossing shown in Fig. 3 undergoes a damping oscillation around the new equilibrium point. For 1/͉ṽ ͉Ӎ0.1, the crossing point of the two potential curves moves down in synchronization with this motion so that the transfer rate form a dip at around 1/͉ṽ ͉Ӎ0.1 because of the nearly adiabatic back transfer.
In Fig. 7 , the transition rates P ϩ and P Ϫ are plotted for a fixed value of J (ϭ0.5) against J 2 /͉v͉ with T ϭ0, Sϭ10, and ϭ0.2. The value of ( P ϩ ϩ P Ϫ )/2 is also plotted by triangles. The values of P LZ , P LZ (1ϪP LZ ), and P SD are shown by dashed lines. For J 2 /͉v͉ not greater than 0.5, P ϩ and P Ϫ agree with the formula P LZ and P LZ (1ϪP LZ ), respectively, fairly well. The discrepancy, which becomes salient for J 2 /͉v͉տ0.5 is again attributed to the special character of the damping operator. It is remarkable that the formula ( P ϩ ϩ P Ϫ )/2ϭP SD given in Eq. ͑60͒ works quite well all through the parameter region.
The dependence on S of P ϩ and P Ϫ at zero temperature is shown in Fig. 8 for a fixed value of J (ϭ0.5) in the case of slow passage, ͉ṽ ͉ϭ1.25. It is remarkable that P ϩ is essentially independent of S and is given by P LZ . On the contrary, P Ϫ is reduced strongly by the coupling with phonons even in the weak-coupling region. Now, we discuss the origin of the discrepancy between the formulas given in the previous section and the numerical results. It is essentially the difference in the short-time behavior of the correlation function between the original model given by Eqs. ͑1͒-͑4͒ and the reduced model given by Eqs. ͑73͒-͑76͒. In order to see this, we performed an analysis by the formal perturbation expansion series of the solution of Eq. ͑73͒ parallel to that given in Sec. III. The formal solution of Eq. ͑73͒ for the initial value 0 is written as
where the hyperoperator L 0 (t) and LЈ are defined by
and LЈ ϭ͓V sys , ͔, ͑80͒
and Exp ϩ ͓¯͔ now represents the time-ordered exponential for the hyperoperators. By an analogous procedure given in Sec. III, (t) is expanded in a formal power series of LЈ as 
where LЈ() is the interaction representation of LЈ. The expectation value of the above term is obtained after a somewhat complicated calculation by using the properties of the damping operator ⌫. We arrive at the expression of the transition rate P,
where L (n) is given by the same form as given in Eq. ͑21͒ except that the function G(t) is replaced by G (t) given by
G ͑ t ͒ϭϪiS tϩS͑1Ϫe
Ϫi tϪ͉t͉ ͒, ͑83͒
at zero temperature. Note that G (t) mimics the behavior of G(t) fairly well but, in the limit t→0, it behaves as
for Sӷ1. This should be contrasted with the limiting value of
Consequently, the line-shape function F Ϯ () becomes
, namely, the convolution of a Gaussian function with a Lorentzian function of width S . This is a consequence of the Markovian approximation assumed in the derivation of Eqs. ͑73͒-͑76͒. Since F Ϯ () has a Lorentzian tail for ͉Ϯ⌬E/v͉տD*/͉v͉ unlike F Ϯ (), the transition region is not confined well around the crossing times ӍϮ⌬E/͉v͉. This off-resonant transition causes the derivation of P from the formulas. In fact, the hump before the steplike increase and the gradual decrease after it seen in Fig.  4 for the case ṽ ϭ0.25, for example, correspond to this effect. In order to ascertain this point, we have calculated P ϩ as a function of J 2 /͉v͉ for a number of parameter values of . In Fig. 9 , the calculated results are shown with the value of formula ͑57͒ in which F Ϫ () is replaced by F Ϫ (). The agreement is almost perfect. This analysis indicates that the simulation of the nonadiabatic processes by the damping operator technique is useful, but one must take care about the spurious effect peculiar to this method in the case of slowpassage limit.
Next, we turn to the high-temperature weak-coupling limit. In Fig. 10 , an example of the numerical result is shown for p ϩ (t) and p Ϫ (t) with parameter values T ϭ10.0, D ϭ1.0, J ϭ0.5, ϭ0.2, and ͉ṽ ͉ϭ1.0. In this case, the transition rate is almost independent of the sign of v and is strongly reduced from the value of P LZ . In Fig. 11 , the dependence on the adiabaticity parameter J 2 /͉v͉ of P ϩ and P Ϫ 28 As noted in Sec. III, P is generally bounded as P SD р Pр P LZ except for small deviations, takes a maximum value at an intermediate value of ͉v͉ because of the tradeoff between the influence of the phase relaxation, which increases the nonadiabaticity, and the slowness of the passage, which favors the adiabaticity. 17 It is shown that P tends to P SD in the limit D →ϱ. Finally, in Fig. 12 , we show numerical results of P ϩ in the limit of large-amplitude fluctuation by changing the set of parameters (S,T ) for the fixed value of D 2 ϵS(2n ϩ1) (ϭ10) from the low-temperature, strong-coupling limit to the high-temperature, weak-coupling limit. The prediction of the general formula ͑54͒ with replacement F Ϯ ()→F Ϯ () is shown by the solid curve. The agreement is good, which indicates the correctness of the analysis in Sec. III. The deviation from P ϩ ϭ P LZ in the limit T ϭ0 is again due to the Lorentzian tail of the line-shape function. If the line-shape function F Ϯ () has only a Gaussian tail, P ϩ should coincide with P LZ in this limit. See how the functional form of the transition rate changes from P LZ to P SD as the temperature increases.
VI. CONCLUDING REMARKS
In this work, we have clarified the transition dynamics of a level-crossing system with dissipation both by analytical consideration and by numerical calculation. It has been shown that there are two extreme situations with respect to the ratio of the transition time tr and the phase relaxation time ph , namely, the essentially coherent case with tr Ӷ ph and the incoherent case with tr ӷ ph . The latter case is further classified into two in accordance with the magnitude of the energy relaxation, the strong-coupling limit, and the weak-coupling high-temperature limit. A closed expression of the transition rate that covers the incoherent limit has been obtained. Numerical simulation of the time evolution of the two-level system has been carried out by applying the damping operator technique to the interaction mode.
It may be said that the Landau-Zener formula has a kind of stability against the dissipative perturbation. It is unaltered in the limit of rapid passage, or the slow modulation limit, as shown in Eq. ͑40͒. It is also valid to describe the transition rate in the limit of slow passage at low temperature, namely, the rapid modulation limit, as shown in Eq. ͑57͒. This stability is most clearly exhibited in Fig. 7 . In the analysis of nonradiative hot transition at a potential curve crossing in a strongly coupled electron-phonon system, Sumi 9 concluded that the transition rate is given by the Landau-Zener formula under the condition that the wave packet of the phonon is relaxed from a higher state. This is correct, but his argument is constructed upon the assumption of strong decoherence, just the same as developed in the derivation of Eq. ͑57͒. The truth is that the Landau-Zener formula becomes applicable to this case because the wave packet passes the crossing region so rapidly that the modulation is in the slow limit 10 as described in the derivation of Eq. ͑40͒. It should be noted that, in this case, the condition of coherence is satisfied only for a time interval tr but may be broken in a longer time scale. This is the case classified into the short-range coherence. 21 The consideration about the degree of coherence over a long time scale is very important for the analysis of the dynamical processes involving repeated level crossing, since the phase coherence between the crossing levels plays an essential role in determining the successive transition rate. 20, 21, 23, 40 In the present model, the energies of the two electronic levels are assumed to be explicit functions of time, like the case of external modulation. This assumption is justified for the analysis of a single crossing event of dynamical systems if the degree of freedom, which modulates the electronic levels, is heavy enough. In actual situations, however, it may be that the reaction from the dissipative media modifies the motion of the heavy coordinate. Furthermore, we often encounter the cases where the electronic system is so strongly coupled with the dissipative media that the modulation of the energy itself is caused by this coupling. The strongly coupled localized electron-phonon system in solids mentioned above is a typical example. In order to analyze the experimental data of various dynamical phenomena of such systems, the whole process should be treated as an autonomous evolution. It is also required to develop an efficient and reliable technique of numerical calculation. A preliminary result of the analysis of the nonradiative hot transition in a localized center with potential curve crossing has been reported, 41 and its full account will be presented in a forthcoming paper. and the temperature T is varied from 0 to 5 with corresponding change of S. The prediction by the formula ͑54͒ with the replacement F Ϯ ()→F Ϯ () is shown by the solid lines.
