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1. Let P(x, E) be a transition probability operator on a compact metric 
state space S. In this paper we study the asymptotic behavior of the sequences 
&f(Y) PY.9 dY)> for continuous functionsf on S (we assume throughout that 
if(r) P(., dr) is continuous whenever f is). In Section 2, we show that if 
P(x, E) is what we call “uniformly stable in mean” then the Cesaro averages 
of the sequences in question converge uniformly to constants if and only if 
there are not two disjoint nonvoid topologically and stochastically closed 
subsets in S. In Section 3, we impose on P(x, E) a stronger condition, called 
“uniform stability”, and give several conditions necessary and sufficient for the 
uniform convergence of the sequences themselves to constants. In Section 4, 
we give two applications. 
2. Let S be a compact metric space with distance function d. We denote 
by C(S) the Banach space of all real-valued continuous functions on S under 
the uniform norm I( . / /. The dual space C*(S) consists of all finite countably 
additive measures on Z, the a-field generated by the open sets of S. PE C*(S) 
is called a probabdity measure or, distribution if p 3 0, p(S) = 1. A real- 
valued function P on S x C will be called a transition probability operator if 
(i) P( ., E) is Z-measurable for each E E 2, and 
(ii) P(x, .) is a probability measure for each x E 5’. 
If P is a transition probability operator, iterates of P are defined inductively: 
PO(x, E) is the characteristic function 1, of E evaluated at x, while 
P”+l(x, E) = j- Pn(y, E) P(x, dy) (1) 
for x E S and E E 2:. Then Pl(x, E) is simply P(x, E). 
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Throughout this paper P(., .) will refer to a fixed transition probability 
operator on S x Z which has the property that sf(y) P (., dy) belongs to 
C(S) whenever f does. T is defined by 
(Tf> (4 = j-f(y) P(x, dr) f E C(S), x E s. (2) 
It is easy to see that T is a positive linear operator of norm 1 on C(S) which 
preserves constants. Its adjoint T* on C*(S) is given by 
(T*IL) (4 = 1 f’(x, E’) 144 p E c*(s), EEZ:. (3) 
The iterates of T and T* satisfy the equations 
(Tf)(x) = j-f(y) W, dr> f E C(S), x E A’% (4) 
and 
(T*W (4 = / P’Tx, E) PW II E C*(S), EEL?. (5) 
p E C*(S) is called an invariant distribution if it is a probability measure and 
if T*p = TV. A member f of C(S) is called inwariunt if Tf = f. 
The following theorem is well known (see, for example, [l]). 
2.1 THEOREM. There is at least one invariant distribution. It is unique if 
and oni’y $for every f E C(S) the sequences ((l/n) El=, Tkf} converges uniformly 
to a constant. 
2.2 DEFINITION. T is called uniformly stable if the sequence {Tnf} is 
equicontinuous for each f E C(S). T is called uniformly stable in mean if the 
sequence {(l/n) zz=, Tkf} ’ is e q uicontinuous for each f E C(S). 
Suppose there is a unique invariant distribution. Then, for any f E C(S), 
the sequence {(l/n) XI=, Tkfj converges uniformly to a constant, hence is 
conditionally compact in C(S). It follows by virtue of Ascoli’s theorem that 
W4 C:=I Tkgl is equicontinuous. Uniform stability in mean is thus a 
necessary condition for the uniqueness of the invariant distribution. 
2.3 THEOREM. T is uniformly stable in mean if and o&y iffor each f E C(S) 
the sequence {( 1 /n) xz=, Tkf} converges pointwise to a member f of C(S), and 
then the convergence is uniform, and f invariant. 
PROOF. Since bounded pointwise convergence in C(S) is weak conver- 
gence in C(S), Theorem 2.3 is an immediate consequence of Ascoli’s theorem, 
and Theorem 1 on page 661 of [2]. 
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Let .r: E S. Let F be the collection of all sets F E x satisfying the conditions 
(i) x E F, (ii) F is closed, (iii) P(y, F) = 1 for all y E F. 9 is nonvoid, con- 
taining at least S. Let E = n F. Clearly x E E and E is closed. Select a 
sequence Fj E 9 such that nj Fj = n 9. Since P(x, Fj) = 1 for each j, it 
follows that P(x, E) = P(x, n, Fj) = I. E is thus the smallest closed set 
containing x for which P(y, E) = 1 for ally E E. We call E the enclosure of x. 
2.4 THEOREM. A necessary condition for the uniqueness of the invariant 
distribution is that the enclosures of any two points of S intersect. If T is also 
umformly stable in mean, this condition is also sufficient. 
PROOF. If there are disjoint closed sets E and F with P(x, E) = 1 for all 
x E E and P(x, F) = 1 for all x EF, it follows from 2.1 that there is an inva- 
riant distribution which concentrates its mass on E and another which 
concentrates its mass on F. Hence the condition of the theorem is necessary. 
Now assume T is uniformly stable in mean. By Theorems 2.1 and 2.3, 
uniqueness holds if and only if the invariant members of C(S) are the con- 
stants. Let f E C(S) be invariant, x1 and x2 points at which f attains its 
minimum m and maximum &l respectively. Let E, = {x : f(x) = m>, 
E, = {x : f(x) = M}. Suppose y E E, . Then m = f(y) = (Tf) (y) implying 
P(y, E1) = 1. This implies that E, contains the enclosure of x1 . Similarly 
E, contains the enclosure of x2 . Since the enclosures intersect, E, and E, 
have a point in common, so m = M and f is constant. This completes the 
proof of the theorem. 
3. In this section we give conditions under which ordinary rather than 
Cesaro convergence of {T”f} can be established. It is desirable to work with 
complex rather than real C(S). The results of Section 2 continue to hold. 
3.1 LEMMA. Let X be a compact metric space, and q~ a map of X into itself 
such that {@ : n = 1, 2, ...} is equicontinuous. For any x E X, the set 
(px : n = 1, 2, .**$ is denoted by O(x). Then 
(a) if x E X, and if y is any cluster point of the sequence {q,“x}, then O(y) 
is the set of all cluster points of {~“x}. 
Suppose that there is a y E X such that O(y) = X. Then each of the follow- 
ing hold. 
(b) O(x) = X for all x E X. 
(c) y is invertible on X. If we denote the nth iterate of v-l by v-” and the 
identity map on X by y”, then thefamily {vn : n = 0, f 1, ...} is equicontinuous. 
(d) If {nk} is a sequence of integers and @my converges for some y E X 
then q?kx converges uniformly for x E X. 
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. The reader can supply the relatively straightforward proof for himself. 
However, a well-known fact closely related to one proved by Von Neumann 
and Halmos in [3], although not used in the sequel, throws light on the lemma 
and yields (d) immediately once parts (b) and (c) are established. Let q be a 
homeomorphism on a compact metric space X such that (9” : n = 0, f 1, ...} 
is equicontinuous and such that {VOX : n = 0, & 1, ...} is dense in X for 
some (hence all) x E X. Let y be any member of X, 
Y = {p,“y : n = 0, * 1, . ..}. 
(cpmy, rpny) -+ ~“+“y is uniformly continuous on Y x Y, hence extends uniquely 
to a continuous map (x, z) + x @ z on X x X. Then the pair (X, @), 
where X has its original metric topology, is a commutative topological group 
in which Y, the subgroup of all integral multiples of y, is everywhere dense. 
If T is a bounded linear operator on a Banach space B without eigenvalues 
of modulus 1 different from 1, T is said to hawe no angle oariubles. 
3.2 THEOREM. Let T be a bounded linear operator on a Bunuch space B. 
Suppose for each x E X the set O(x) = {Tnx : n = 1, 2, ...} is conditionally 
compact in the strong topology. Then { Tnx} converges in norm for each x E B 
if and only if T has no angle variables. 
PROOF. Assume the hypotheses. Since O(x) is norm-bounded for each x, 
supn I! Tn / ( <co by the uniform boundedness theorem, so { T”j is uniformly 
equicontinuous on B. Let x E X. O(x) is compact. 
Assume there are no angle variables. We shall show that any cluster point of 
{T”x} is fixed under T. It then follows from 3.1(a) that { Tnx} has only one 
cluster point, to which the conditionally compact sequence {T”x} must 
therefore converge. Let the X of 3.1 be the set of all cluster points of { T^x}; 
(b) and (c) are applicable by virtue of (a). We use T-l to denote the inverse of 
the restriction of T to X. Let y be any cluster point of {Tnx}. Let g, be any 
member of the dual B* of B. Let {a,} be the doubly infinite sequence defined 
by a, = (Tny,v), n = 0, f 1, f 2, ... . Then (a,} is an almost periodic 
sequence [4]. For suppose {nk} is any sequence of integers. Let {m,) be a 
subsequence of {nh} for which the strongly compact sequence {T”y) con- 
verges. By 3.1(d) {T1”k.z} converges uniformly for z E O(y); in particular, 
{T”+“ky} converges as k --+cc uniformly in n = 0, * 1, & 2, ... . But then 
kl+m, } = {( Tn+n*y, x)} also converges as K -+co uniformly in n = 0, f 1, 
f2, . . . . As an almost periodic sequence, {a,} has a Fourier expansion 
a, - ~~=‘=, A& , where h, , h, , ... are complex numbers of unit modulus, 
and where 
A, = li,m I-$ &“uy . 
v=l 
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If j A / = 1, the sequence {PPy} is clearly conditionally compact. By 
Mazur’s theorem [2, p. 4161 the sequence {(l/n) x,“=, A-“Py} is also condition- 
ally compact, hence converges [2, Theorem I, p. 6611. It is easy to see that 
its limit is either zero or an eigenvector for A. Since we are assuming that there 
are no angle variables, the limit is zero if h f 1. But then 
$2 h,“a, = $-&(Ty, lp) 
I’=1 v=l 
= +% &‘(T”y, v)-+O if A, # 1. 
*=1 
Thus the Fourier expansion of {a,} contains only a constant term, which is 
possible only if {a,} is a sequence of constants. This gives us 
(TYP9J) = a1 = Qo = (Y,?'). 
Since v is arbitrary, it follows that Ty = y. Thus X = {y}, and {T%} indeed 
converges. Since, if x # 0 and / h / = 1, {A%} cannot converge unless h = 1, 
the converse is immediate, so the theorem is proved. 
The proof of the preceding theorem can be shortened by use of Bochner’s 
theory of abstract-space-valued almost periodic functions [5], and can be 
replaced by a very short argument if one uses some of the results of De Leeuw 
and Glicksberg [19]. The present proof has the advantage of not requiring a 
detour into abstract analysis for its full comprehension. 
We shall require some concepts of probability and ergodic theory. If the 
reader does not know what is meant by the statement “(Q, &, P) is a pro- 
bability space”, we refer him to [6] or [7]. Expectation (E), conditional pro- 
babilities (P(. 1 .)) and conditional expectations (E{. 1 .}) are defined, as in 
in [6] and [7], relative to a given probability space. In this section !J will always 
be II,“,-, S, , 
rI,“=-m 42, 
where each S, = S, while & will be the product u-field 
where each ,?$, = Z:. For each integer n, X, denotes the function 
on Q to S whose values at each o = (..., w-i , wo, wi , ...) in Q is W, Let 
p be a T*-invariant probability distribution. It can be shown [6,7] that there 
is a unique probability measure P,‘ such that (relative to the pro- 
bability space (Q, &, P,,) (i) PJX, E E] = p(E) for each integer n and 
E EZ, (ii) P(X,+, E E / X, = x) = P(x, E) for all m and n, all E E Z, 
and all x E S. L (standing for “left shift”) is the mapping of Q into itself 
whose value at any w E Q is the sequence in Sz whose nth member is wn+i: 
that is, (Lw), = w,+r . L is a measure-preserving transformation [8] on 
(Sz, &, P,). L is said to be mixing (relative to CL) if, for each A and B in &, 
P&A n L”B) + P,(A) P,(B) as IZ -+oo [8]. U, is defined for members LY. 
of (complex) L,(Q, &, P,,) by (U,u) (w) = I, w E Q. U,, is a unitary 
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operator on L,(Q, &, P,) [8]. We say that L and UP are, respectively, the 
left-shift and unitary operators determined by CL, and will write U in place of UP . 
If f is a continuous complex-valued function on S”+l, where K is a non- 
negative integer, f(X, , X,,, , ..., X,,,) belongs to L,(Q, ~9, P,,), and 
U~f(Xn, xl,, > ***3 Xi?+,) = f(&+i > &+,+1 9 ***! X+j+d 
for all integers j. Also, for each f E C(S) and positive integer K, 
Pa (X?J = -wXn+Jc) I w 
and 
Pf”f)(x) = E{fGJL+?J I XI = “$9 x E s. 
One last definition, the simple proof of whose legitimacy we leave to the 
reader, and we can state the theorem. 
3.3 DEFINITION. If 11 is a positive integer and x E S, E,(x) is defined to be 
the smallest closed set E such that P(x, E) = 1. 
3.4 THEOREM. Suppose that T is un;formly stable. Then the following two 
conditions are equivalent. 
(i) for each f E C(S), there is anfg C(S) such that /I T”f -f 11 -+ 0, 
(ii) T has no angle variables. 
If the invariant distribution p is unique, then thef’s of (i) are constant, and 
each of the following conditions are equivalent o (i) and (ii): 
(iii) d(EJx), E,(y)) -+ 0 as n -00 uniformly in x and y in S, 
(iv) given x and y in S and 6 > 0 there is an n > 0 such that 
W&>, Q(Y)) < 8, 
(v) if E and F are disjoint closed subsets of S then there is an n > 0 such 
that for all x andy in S either P(x) E) < 1 OY P(y, F) < 1, 
(vi) U has no angle variables. 
(vii) L is mixing. 
(U and L are the shift and unitary operators determined by cl.) 
PROOF. Assume that T is uniformly stable. This means that the sequences 
{ T”f}, f E C(S), are equicontinuous, hence conditionally compact by Ascoli’s 
theorem. The equivalence of (i) and (ii) now follows from 3.1. 
Now assume that the invariant distribution p is unique. It follows from 
Theorem 2.1 that if(i) holds, eachf is constant. The rest of the proof consists 
of showing that 
(i) * (iii) * (iv) =z= (ii), (9 * (4, 
and 
(i) =+ (vii) * (vi) => (ii). 
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(i) 2 (iii). Suppose (i) holds. Let E > 0. Let 9? = (0; , ‘.., U,> be a 
covering of S by open spheres of radius E. Let (.f, , ...,fk> C C(S) be a 
partition of unity subordinate to 9: that is, the fj’s are nonnegative, 
cf=, fi = 1, and fi vanishes outside of Ui for 1 < i ,( K. By (i), Tnft con- 
verges uniformly to a constant ci for each 1 < i < k. Since .& Tnfj = 1, 
there is ai, 1 < j < R, such that ci > 0, and for thisj there is an N such that 
if n 2 N, there Tnfj > cj/2 throughout S. Since 
(Tnfj) (x) = ifi p+, dY) = /u,fdY) Wx, dY)* 
this implies that for all n > N and all x E S we have P(x, O;.) 2 cj/2. But 
P(x, E,(X)) = 1, so for all n > N, and x E S, Ui and E,(X) intersect. It 
follows that d(E,(x), E,(y)) < l for all X, y in S as long as n .> N. Since E 
is arbitrary, (iii) follows. 
(iii) G- (iv). Obvious. 
(iv) + (ii). Suppose (ii) does not hold. Then there is a X # 1, / ;\ / = 1 
and an f E C(S) such that Tf = hf. We assume that / ( f / / = 1, and that 
f(x) = I for some x E S. For each rz = 1,2, ..., let A, = {x :f(~) = P>. 
Clearly P(x, A,) = 1 for all n. Thus there is a y with ,f(y) = X, and we see 
that P(y, A,,,) = 1. Since j A”+l - An 1 = / X - 1 1 > 0, the continuity off 
requires that the sequence d(/& , A,,,) be bounded away from zero. The 
A,‘s are closed, and P(x, A,) = P(y, A,,,) = 1, so E,(x) C A, and 
En(Y) c Ant1 . Thus d(&(x), E,(y)) is also bounded away from zero, so 
(iv) does not hold. Thus (iv) a (ii). 
(v) 3 (i) Suppose first that (i) does not hold?Let f E C(S) be such that 
{ Tnf > does not converge uniformly to a constant. This is clearly impossible 
unless { Tnf} has a nonconstant cluster point g. By Lemma 3.la, the uniform 
closure of the set {Trig : n = 1, 2, ...} contains g. But T neither increases 
maxima nor decreases minima, so all members of the set must have the same 
maximum 111 and minimum m. Let E = {x : g(x) = m}, F = {x : g(x) = M}. 
Since for each rz = I, 2, ... there are x, and yn such that (Trig) (x,) = M, 
(Trig) (yn) = m, (v) cannot hold. Hence (v) 3 (i). 
Now suppose (v) does not hold. There are closed disjoint sets E and F 
together with sequences {x,} and {yll} such that P”(x, , E) = Pn(yn , F) = 1, 
n -== 1, 2, .‘. There is an f E C(S) with range in [0, I] equal to 0 on E and 
1 on F. Clearly (T”f) (q) = 0, (Tnf) (yJ = 1. { Tnf} of course does not 
converge to a constant, so (i) does not hold. Thus (i) 3 (v). 
The probabilistic concepts and notations employed in the remainder of the 
proof refer to the probability space (Q, ,nl, P,,) defined earlier. 
(i) 3 (vii). Assume (i). L is mixing if and only if for all (Y and @ in 
L&Q, .d, I’,,) we have E{atP/l} ---f E(a) E(p) as n +cc [8]. It is easy to see 
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that it suffices to show this for OL =f(X+,, , .‘., X,), p =g(X-, , ..., X,) 
for all positive integers m and complex-valued continuous functions f and g on 
S2n+1. Then 
E{~wq = E{fpLn , -..3 -L)kGLm 9 “‘j Xn+mN 
= E{f(X,, , ..., Xm) &+L, , . . . . Xn,,) I X-m, ..., Xw&. 
However, if n > 2m, 
E{g(X,-, , ..., Xn,,) I X-m, ...> &J = E~g(-Ln > ...p &+m) I Xd 
because the Xn’s form a Markov process [6, p. 811. But clearly 
EWLn , . ‘9 -L+,) I &L) = -w(X,,) I xnl = G-2mh) &A 
where h is the obviously continuous function on S defined by 
h(x) = j- --- jk+, xl , -a-, ~2m) P(x, dx,) P(x, , dx,) -0. W,,-1, dx,) 
for x E S. Since Tn-2mh -+ s hdp uniformly as n -+co, and since 
f hdp = EW’L , *a*, -G)l, 
it follows that 
as n -+a~. Hence l 
as rz +co. Thus L is mixing, so (i) + (vii). 
(via’) a (vi). Obvious. 
(vi) + (ii). Suppose Tf = Af, where f E C(S), / h 1 = 1. Then 
Wf) (Xn) = ~fK). Th is is established as follows. (In this paragraph, f 
denotes the complex conjugate of F.) 
E{I (uf) (-TJ -f&J I”> = 41 f(Xn+,> -f&J I”> 
= E{If(Xn+,) I”> + E{lfKz> I”> - ~E{fGG+Jf(x,)l - Wf(X,+dfWnK 
But 
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and hE{f(X,+,)f(X,)} has the same value. Thus 
E{! (W (XJ -f(TJ I”> = W.f(&+J I”> - W.fW,) i”> = 0. 
Thus if U has no angle variables, neither does T. 
The relationship between the mixing ofL, the convergence of the sequences 
{T”f} and the absence of angle variables in U has been established for dif- 
ferent types of transition probability operators by Doob [9, lo], and Orey [ll]. 
The weak mixing theorem of Koopman and Von Neumann [12] plays a role 
in their analyses analogous to the one played by the theory of almost periodic 
functions in ours. 
4. In this section we present some applications of the results obtained 
so far. 
The first application is to the study of convolutions of probability measures 
on separable compact groups. Most of the results are well known, and 
detailed proofs (without the restriction of separability) can be found in [13] 
and [14]. The proofs we sketch here do, however, illustrate the application 
of the results proved in the preceding section. 
Let G be a compact separable group. It is well known [15] that such a 
group is not only metrizable, but possesses a left-invariant metric d: that is, 
d(gg’,g“) = d(g’,g”) for all g, g’, g” in G. If A and y are any members of 
C*(G), /\r denotes their convolution, so An is the convolution of A with itself 
n times. From now on, h denotes normalized Haar measure, while Y is an 
arbitrary but fixed probability measure on the Bore1 sets of G. Consider 
the transition probability operator whose associated operators T and T* 
on C(G) and C*(G) respectively are given by 
(VI k’) = I‘ A&) v(4) .f E C(G), .T’ E G 
T*p = vp p E C*(G). 
Thus me are considering random left multiplication as a Markov process on 
G. It is easy to see that T is uniformly stable. The smallest closed set on which 
a member p of C*(G) concentrates its mass is called the support of CL. [II] 
denotes the closure of the union of the supports of CL, p2, “‘, pn, ... . [p] is 
clearly a subsemigroup of G, thus is a group by virtue of its compactness. 
[,u] is clearly the smallest closed subgroup containing the support of p, and 
this is the property often used to define [p]. It is easy to see that the enclosure 
of any g E G is [v]g. Thus if [v] = G, the T*-invariant probability measure 
is unique by Theorem 2.4, hence must be Haar measure, which is always 
T*-invariant. If [v] is a proper subgroup of G, then the enclosure of any 
g E G is its coset modulo [v], so the invariant measure is not unique. If, 
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however, we consider the restriction of the process to [v], we see that the 
invariant distribution on [v] is uniquely determined, and is therefore nor- 
malized Haar measure on [v]. 
The main result of the third section can be used to prove the following 
theorem (see [14] for a simple, nonprobabilistic proof): if [v] = G, then 
vfl --f h (relative to the weak* topology on C*(G)) if and only if the support 
of Y is not contained in a coset of some closed proper normal subgroup of G. 
The proof requires the following lemma which is perhaps interesting in its 
own right. The reader will recall that a character of G is a continuous homo- 
morphism of G into the multiplicative group of all complex numbers of unit 
modulus. e denotes the identity element of G. 
4.1 LEMMA. Let p be a complex number of unit modulus. Suppose that 
Sf(g’g) 4dg’) = Pfk?) f OY all g E G, where f E C(S). Then, ;f [v] = G and 
f(e) = 1, f is a character; moreover the support of Y is contained in {g : f(g) = r}. 
PROOF. Assume all the hypotheses. Since [v] = G, X is the unique inva- 
riant measure. Let X0 be a G-valued random-variable with distribution h, 
andletY,,Y,;..,Y,, ... be G-valued random variables independent of X,, 
and each other each with the distribution Y. If we set X, = Y,Y,-r ... YiX,, , 
n = 1,2, . . . . {X, , n = 0, 1, ...} is a stationary Markov process on G with 
initial measure h and transition probability determined by Y. Thus 
f&J = Pf(Kl) 1 a most surely by virtue of the last part of the proof of 
Theorem 3.4. Fixing n, this shows that for h-almost all g E G we have the 
equation f(g’g) = pnf(g) for +almost all g’. But X assigns positive measure 
to every open subset of G, so from the continuity off it follows that for 
every g E G we have f(g’g) = pnf(g) f or +almost all g’. Setting g = e, we 
see that f(g’) = pn for g’ in the support of vn, so we have f(g’g) = f(g’) f(g) 
for all g E G and v”-almost all g’. Since the union of the supports of vn as n 
ranges over the positive integers is dense in G, it follows that f(g’g) = f(g’) f(g) 
for all g’, g in G. 
To complete the proof it must be shown that /f 1 = 1. But 
If(&) I = I ff(X0) I = If(X0) I, 
so 
for h-almost all g, hence for all g. But T If I = 1 f I implies that If / is con- 
stant, hence identically equal to j f(e) / = 1. 
Now suppose that [v] = G, but that V" does not converge to X in the weak* 
topology. Then there is an f E C(G) such that ( Tnf) (g) = sf(g’g) vn(dg’) does 
not converge to sf(g’) h(dg’) p om wise, * t much less uniformly, so by 3.4, T 
must have an angle variable. There is thus a p f 1, / p I = 1 and an f E C(S) 
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with Jf(&) 44?‘) =t?m f or all g. We may assume without loss of generality 
thatf(e) = 1. Then f is a character by 4.1, and the support of v is contained 
in {g :f(g) = p}. But this last set is a coset of G modulo H, where H is the 
kernel of the homomorphism f and is therefore normal. Suppose, on the 
other hand, that the support of Y concentrates on a coset gH module a proper 
closed normal subgroup H. Suppose this coset is gH. Then the support of vPz 
is contained in (gH)” =g”H. It is clear, using the notation of 3.4, that 
&(g’) Cg”Hg’ for all positive integers n and g’ E G. Then 
4%(g), &W = 4g”Hg, g”W = Wig, W > 0 
since Hg and H are disjoint closed sets, so by 3.4 (iii) there is an f~ C(G) 
such that (Pf} does not converge uniformly. Since { Pf) is equicontinuous, it 
cannot converge pointwise either, so there is a g E G such that 
does not converge. Since the mapg’ +f(g’g) belongs to C(G), this means 
that {v”} does not converge in the weak* topology. 
A number of other necessary and sufficient conditions for the weak* 
convergence of {v”} are known: see, for example, [13, 141 and their biblio- 
graphies. 
Another type of random mapping problem is the following one. S is once 
again any compact metric space. N is a positive integer. y1 , ..., qN are con- 
tinuous mappings of S into itself, while p, , “‘, p, are continuous maps of S 
into [0, I] such that p, + ... + p, = 1. Then, for x E S and E E Z, P(x, E) 
is defined to be the sum of those p,(x)‘s for which yi(x) E E. Such operators 
arise in the study of chains of infinite order and of learning models in psychol- 
ogy. It is usually a very difficult matter to determine whether such an 
operator is uniformly stable in mean or uniformly stable. Conditions on the 
pi’s and vi’s sufficient for uniform stability were given by Doeblin and 
Fortet in [16]. C. T. Ionescu Tulcea and Marinescu [17] and C. T. Ionescu 
Tulcea [18] have generalized and sharpened these conditions. Reference 18 
contains references to some of the other investigations of learning models 
and chains of infinite order. Assume uniform stability. It is easily seen that, 
for each n and x, E,(x) is the set of all points ~~,(v~,-~( ... (vi,(x)) . ..)) for 
which p,,(~~,-,(... (p;,(x)) . ..)) ... P~,(~~,(x)) pi (x) is positive, where the 
subscripts range over 1, ..., N. A condi&on often assumed is the 
following: There is an i, 1 < i < N for which p, > 0 and for which 
d(&x), &J) < cd(x, y) for all x and y in S, where 0 < c < 1. If we assume 
that the metric is bounded by 1, then clearly d(E,(x), E,(y)) < cn for all x 
and y, so the sequences { Pf} converge uniformly to constants. Theorem 3.4 
shows, moreover, that a sufficient condition for such convergence is that for 
4 
214 JAMISON 
each x and y there is a sequence {nk} such that d(E,,,(x), II,&)) + 0; indeed, 
it then follows that d(&(x), E,(y)) -+ 0 uniformly in x andy. A direct proof of 
this last implication, that is, one which does not involve almost periodic 
functions or eigenvalues, would be of interest. 
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