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TOWARD EFFECTIVE LIOUVILLIAN INTEGRATION
GAËL COUSIN, ALCIDES LINS NETO, AND JORGE VITÓRIO PEREIRA
Abstract. We prove that foliations on the projective plane admitting a Li-
ouvillian first integral but not admitting a rational first integral always have
invariant algebraic curves of degree bounded by a function of the degree of
the foliation. We establish, for the same class of foliations, the existence of a
bound for the degree of the simplest integrating factor depending only on the
degree of the foliation and on the nature of its singularities. We also prove
the existence of invariant algebraic curves of small degree for foliations with
rational first integral and intermediate Kodaira dimension.
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1. Introduction
This paper draws motivation from an ancient question studied by Poincaré,
Autonne, Painlevé and others: Is it possible to decide if all the orbits of a polynomial
vector field on the complex affine plane are algebraic ?
Poincaré observes [Poi91] that in order to provide a positive answer to the above
question it suffices to bound the degree of the general orbit. Even if Poincaré is not
explicit on which parameters the bound should depend on, in general, examples as
simple as linear vector fields on C2 show that such bound must depend on com-
binatorial data attached to the singularities of the vector field like their resolution
process and quotients of eigenvalues of the resulting foliation. Soon after the ap-
pearance of Poincaré’s paper, Painlevé writes in [Pai97, pp. 216–217] the following
paragraph.
J’ajoute qu’on ne peut espérer résoudre d’un coup qui consiste
à limiter n. L’énoncé vers lequel il faut tendre doit avoir la
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forme suivante: “On sait reconnaître si l’intégrale d’une équation
F (y′, y, x) = 0 donnée est algébrique ou ramener l’équation aux
quadratures.” Dans ce dernier cas, la question reviendrait à re-
connaître si une certaine intégrale abélienne (de première ou de
troisième espèce) n’a que deux ou une périodes.
Painlevé suggests that one should first ask whether or not a given polynomial vector
field admits a first integral “expressed through quadratures”; and only then, having
this special first integral at hand, decide whether or not the leaves are algebraic.
To put things in perspective it is useful to notice that the strategy to deal with
the analogous problem for linear differential equations with rational coefficients is
in accordance with Painlevé’s suggestion cf. [BD79].
The vague terminology first integral “expressed through quadratures” can be
formalized in several distinct ways. One possible interpretation is that one should
look for first integrals belonging to a Liouvillian extension of the differential field
(C(x, y), {∂x, ∂y}). For a precise definition and thorough discussion of this concept
we refer to [Sin92] and [CLP07]. An important fact is Singer’s theorem [Sin92] that
asserts that Liouvillian integrable foliations of the plane are transversely affine
foliations. We recall that a foliation defined by a rational 1-form ω is transversely
affine if ω admits an integrating factor, i.e. a closed rational 1-form η such that
dω = ω ∧ η. The class of transversely affine foliations includes the class of virtually
transversely Euclidean foliations. These are foliations which, after pull-back by a
generically finite rational map, are defined by a closed rational 1-form.
More recently, it came to light a family of examples [LN02] showing the impos-
sibility of giving bounds for the degree of a general algebraic orbit depending only
on the analytical type of the singularities of the foliation/vector field. They consist
on one parameter families of holomorphic foliations with fixed analytical type of
singularities, such that the general foliation has only finitely many algebraic leaves
and, in contrast, for a dense set of the parameter space the corresponding foliations
have algebraic general leaf, of unbounded degree. These families of examples high-
light the difficulties of Poincaré’s original problem, and at the same time provide
evidence for the effectiveness of the approach suggested by Painlevé as, in each
family, all the members share a common integrating factor.
The reader not acquainted to the theory of holomorphic foliations on surfaces is
invited to take a look at the first chapters of the reference textbook [Bru15], see
also [Bru03].
1.1. Invariant algebraic curves of small degree. Our main results provide
further evidence in favor of Painlevé’s strategy. The first one shows that foliations
on the projective plane admitting a Liouvillian first integral, but which do not admit
a rational first integral, always possess an invariant algebraic curve of comparatively
small degree.
Theorem A. Let F be a foliation of degree d ≥ 2 on the projective plane P2.
Assume that F admits a Liouvillian first integral but does not admit a rational first
integral. Then F admits an algebraic invariant curve of degree at most 12(d− 1).
Moreover, if F is not virtually transversely Euclidean then there exists such a curve
of degree at most 6(d− 1).
The starting point of the proof of Theorem A is Singer’s Theorem [Sin92]. Then,
recent results on structure of transversely affine foliations, [CP14] and [LPT15],
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establish that a transversely affine foliation on a projective surface is either the
pull-back under a rational map of a Riccati foliation; or is birationally equivalent
to a finite quotient of a foliation defined by a closed rational 1-form. In both cases,
our strategy consists in looking for sections of powers of the canonical bundle of
the foliation vanishing along invariant algebraic curves. To achieve this in the case
of pull-back of Riccati foliations we explore the description of the positive part of
the Zariski decomposition of the canonical bundle of foliations of Kodaira dimen-
sion one due to McQuillan, see [McQ08] and [Bru03], in order to prove that, for
some k ≤ 6, |KF⊗k| defines a map to a curve which will contain the sought curves
in its fibers. The case of finite quotients of foliations defined by closed rational
1-forms is trickier and makes use of the nonexistence of rational first integral to
guarantee the existence of a non-trivial representation of the fundamental group
of the complement of the polar divisor of the transverse affine structure. We first
deal with foliations defined by closed rational 1-forms. In this case, the non-trivial
representation of the fundamental group allows us to produce logarithmic 1-forms
generically transverse to the foliation and tangent to the zero divisor of the closed
rational 1-form defining it. In the general case, one is asked to understand cyclic
quotients of foliations defined by closed rational 1-forms. The proof goes on by
studying the action of the relevant cyclic group on the space of symmetric logarith-
mic differentials and showing the existence of an invariant symmetric logarithmic
differential of degree ≤ 12 tangent to the sought curves.
Of course, it would be highly desirable to have a similar result for foliations
admitting a rational first integral. Unfortunately, our method to prove Theorem A
exploits extensively the nonexistence of rational first integrals. Nevertheless, its
use can be avoided in the case of foliations of Kodaira dimension zero or one. As
a consequence we obtain a similar result for foliations admitting a rational first
integral such that the underlying fibration is isotrivial with fibers of genus g ≥ 2;
or the underlying fibration has elliptic fibers.
Theorem B. Let F be a foliation on P2 admitting a rational first integral and
of intermediate Kodaira dimension, i.e. kod(F) ∈ {0, 1}. Suppose its degree is
d ≥ 2.Then the following assertions hold true.
(1) If F is birationally equivalent to an isotrivial fibration of genus 1 then F
admits an invariant algebraic curve of degree at most 6(d− 1).
(2) If F is birationally equivalent to a non-isotrivial fibration of genus 1 then
any irreducible algebraic curve invariant by F has degree at most 12(d−1).
(3) If F is birationally equivalent to an isotrivial fibration of genus g ≥ 2 then
F admits an invariant algebraic curve of degree at most 42(d− 1).
It seems reasonable to conjecture that every algebraically integrable foliation of
degree d on P2 always has an invariant algebraic curve of degree at most Cd where
Cd is a constant depending only on d. Complementary to Theorem B, [PS16]
provides a bound for the degree of the general leaf of a foliation given by a non-
isotrivial fibration of genus bigger than 1. However, the given bound also depends
on the genus of the fiber.
1.2. Effective bounds for the degree of an integrating factor. In general,
it is not possible to bound the degree of all algebraic curves invariant by a non-
algebraically integrable transversely affine foliation just in function of the degree
of the foliation. Explicit examples, derived from Gauss hypergeometric equation,
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appeared in [CL02], see also [Per02]. The next best thing one might hope for is
the existence of a bound for the invariant algebraic curves depending only on the
degree of the foliation and on the local analytic type of singularities of the foliation.
Our last main result establishes such a bound for a special invariant divisor.
Theorem C. Let F be a foliation on P2 with non-algebraic general leaf and ad-
mitting a Liouvillian first integral. Let G be a reduction of singularities of F . Then
there exists an explicit constant Υ such that F admits a transversely affine structure
with polar divisor of degree at most Υ. The constant Υ is effectively computable
and depends only on the degree of F , NG2, the number of singularities and the
Camacho-Sad indices of G.
In other words, if a non-algebraically integrable transversely affine foliation F is
defined by a homogeneous 1-form ω on C3 then there exists a homogeneous closed
rational 1-form η on C3 with polar divisor (η)∞ having degree bounded by Υ and
satisfying the equation dω = ω ∧ η.
In practice, an estimate of Υ can be explicitly written down if one performs
the reduction of singularities of F . The normal bundle and Neron-Severi can be
followed step by step, so that NG2 is easily known. If all the singularities of G
are non-degenerate the Camacho-Sad indices are computed from the first jets of
local generating vector fields. In the presence of a degenerate singularity (saddle-
node), the only possible non trivial Camacho-Sad index of an irreducible analytic
separatrix is the so called formal invariant of the singularity. If the singularity
has Milnor number µ, this invariant is determined from the 2µ-th jet of a local
generating vector field.
Actually, Theorem C follows from an algorithm to decide if a non algebraically
integrable foliation admits a transverse affine structure. The algorithm provides
explicitely an integrating factor/transversely affine structure when one exists. All
this relies on the structure theorem for transversely affine foliations and Theorem A.
1.3. Acknowledgements. We are grateful to the mathoverflow community in gen-
eral and to David Speyer in special for providing valuable and substantial help
toward the proof of Theorem 3.12.
2. Structure of transversely affine foliations
This section starts by recalling the basic definitions and properties of transversely
affine foliations and then reviews the structure of this class of foliations following
[CP14] and [LPT15].
2.1. Definition. Let F be a codimension one holomorphic foliation on a complex
manifold X with normal bundle NF , i.e. F is defined by a holomorphic section
ω of NF ⊗ Ω1X with zero locus of codimension ≥ 2 and satisfying ω ∧ dω = 0. A
singular transverse affine structure for F is a meromorphic flat connection
∇ : NF −→ NF ⊗ Ω1X(∗D), satisfying ∇(ω) = 0;
whereD is a reduced divisor on X and Ω1X(∗D) is the sheaf of meromorphic 1-forms
on X with poles (of arbitrary order) along D. We will always take D minimal, in
the sense that the connection form of ∇ is not holomorphic in any point of D.
The divisor D is the singular divisor of the transverse affine structure. Taking
multiplicities of the poles as coefficients, we define the polar divisor (∇)∞, so that
the singular divisor is the support of the polar divisor.
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A foliation F is a singular transversely affine foliation if it admits a singular
transverse affine structure. Aiming at simplicity, from now on, when talking about
singular transverse affine structures and singular transversely affine foliations, we
will omit the adjective singular.
When X is an algebraic manifold, the transverse affine structure can be defined
by rational 1-forms. If ω0 is a rational 1-form defining F then the existence of
a meromorphic flat connection on NF satisfying ∇(ω) = 0 is equivalent to the
existence of a rational 1-form η0 such that
dω0 = ω0 ∧ η0 and dη0 = 0.
Indeed, if U is an arbitrary open subset of a complex manifold X where NF is
trivial then a meromorphic connection on a trivialization of NF over U can be
expressed as
∇|U (f) = df + f ⊗ η0 ,
where η0 is a closed meromorphic 1-form which belongs to H
0(U,Ω1X(∗D)). If ω0
represents ω in this very same trivialization then∇|U (ω0) = dω0+η0∧ω0. Therefore
∇(ω) = 0 is equivalent to dω0 = ω0 ∧ η0.
The equality dω0 = ω0 ∧ η0 implies that the (multi-valued) 1-form exp(
∫
η0)ω0
is closed. Its primitives are first integrals for the foliation F . These first integrals
belong to a Liouvillian extension of the field of rational functions on X , and con-
versely the existence of a non-constant Liouvillian first integral for F implies that
F is transversely affine, see [Sin92].
Even if ω0 and η0 may have poles in the complement of D, the multi-valued
function
∫
exp(
∫
η0)ω0 coincides with the developing map of F|X−(D∪singF) and
extends holomorphically to the whole of X − D. For any given base point q ∈
X −D, its monodromy is an anti-representation ̺ of the fundamental group of the
complement of D in X to the affine group Aff(C) = C∗ ⋉ C. The linear part of ̺
will be denoted by ρ. The abelian representation ρ coincides with the monodromy
of the flat meromorphic connection ∇.
π1(X −D) Aff(C)
C∗
̺
ρ
Here and throughout the paper we will deliberately omit the base point of the
fundamental groups. Hopefully no confusion will arise.
2.2. Singular divisor and residues. Recall from the previous section that the
singular divisor of a transverse affine structure ∇ is nothing but the reduced divisor
of poles of ∇. A simple computation shows that the irreducible components of the
singular divisor D of a transverse affine structure ∇ for a foliation F are invariant
by F , cf. [CP14, Proposition 2.1].
Since ∇ is flat we can attach to each irreducible component C of D a complex
number ResC(∇), defined as the residue of any local meromorphic 1-form η0 defining
∇ at a general point of C. The residues of ∇ determine the Chern class of NF as
the next proposition shows. For a proof see [CP14, Proposition 2.2].
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Proposition 2.1. Let X be a projective manifold. If ∇ is any flat meromorphic
connection on a line-bundle L then the class of −∑ResC(∇)[C] in H2(X,C), with
the summation ranging over the irreducible components of the singular divisor D,
coincides with the Chern class of L. Reciprocally, given a C-divisor R = ∑λCC
with the same class in H2(X,C) as a line bundle L, there exists a flat meromorphic
connection ∇L on L with logarithmic poles and Res(∇L) = −R.
2.3. Structure Theorem. The global structure of transversely affine foliations is
described by the next result.
Theorem 2.2. Let X be a projective manifold and F be a singular transversely
affine foliation on X. Then at least one of following assertions holds true.
(1) The foliation is virtually transversely Euclidean, i.e. there exists a generi-
cally finite Galois morphism p : Y → X such that p∗F is defined by a closed
rational 1-form.
(2) There exists a transversely affine Ricatti foliation R on a surface S and a
rational map p : X 99K S such that p∗R = F .
This result was first established in [CP14] under the additional assumption that
H1(X,C) = 0. The version stated above is proved in [LPT15].
Remark 2.3. A foliation on an arbitrary projective manifold is virtually trans-
versely Euclidean if and only if there exists a transversely affine structure ∇ for
F which has finite monodromy and at worst logarithmic poles, see [CP14, Exam-
ple 2.10 and proof of Theorem 5.2]. If we restrict to projective manifolds with
H1(X,C) = 0 then the finiteness of the monodromy is equivalent to the rationality
of the residues.
We also notice the following.
Proposition 2.4. Let F be a reduced foliation of Kodaira dimension zero on a
projective surface X. Then F is virtually transversely Euclidean.
Proof. According to [McQ08, Fact IV.3.3], there exists a smooth projective surface
Y and a generically finite rational map π : Y 99K X such that G = π∗F is defined
by a holomorphic vector field v. Consider the one parameter subgroup of Aut(X)
generated by v. Its Zariski closure is an abelian subgroup H of Aut(X) which
preserves G. If every element in the Lie algebra of H is tangent to G then the
leaves of G are algebraic and the same holds true for the leaves of F . Thus we can
define F through a logarithmic 1-form. If instead there exists an element in the Lie
algebra of H generically transverse to G then G is also defined by a closed rational
1-form, cf. [PS02, Corollary 2]. In this way, in both cases, G admits a transversely
affine structure given by a logarithmic connection∇G with trivial monodromy. This
transverse structure descends to a transverse structure for F with finite monodromy
and logarithmic poles, see [CP14, Example 2.10]. 
2.4. Finite Galois morphism. As in the sequel we are going to deal exclusively
with foliations on projective surfaces, we will restrict ourselves to the two dimen-
sional case from now on. Let F be a transversely affine foliation on a projective
surface X with transversely affine structure given by a logarithmic connection ∇
with rational residues and finite monodromy. We will give details on the construc-
tion the generically finite Galois morphism p : Y → X appearing in the statement
of the structure Theorem 2.2.
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Decompose Res(∇) as ResZ+ResQ where ResZ is the round-down of Res(∇) and
ResQ is the fractional part of Res(∇). According to our definition the coefficients
of ResQ lie in [0, 1) ∩Q.
If ResQ 6= 0 let m = m(∇) be the smallest positive integer such that mResQ is
a divisor with integral coefficients. Notice that the m-th power of the monodromy
representation ρ : π1(U)→ C∗ of ∇, extends to a representation ρm : π1(X)→ C∗.
If ρm is trivial then m is the order of ρ, in general ord(ρ) = m ord(ρm). Before
proceeding, replace X by the finite étale covering determined by ker ρm, in order
to have the equality m = ord(ρ). Once we have done this, we obtain that L =
NF∗ ⊗OX(−ResZ) is a m-th root of mResQ, i.e.
L⊗m = OX(mResQ) .
Let p : Y → X be the branched covering of degree m = ord(ρ) determined by
L branched along the effective divisor mResQ, see [BHPVdV04, Chapter I, Section
17]. If σ ∈ H0(X,L⊗m) is the section vanishing along mResQ and L (respectively
Lm) is the total space of L (respectively L⊗m) then Y is the normalization of the
pre-image of the graph of σ under the morphism θm : LM → L defined fiberwise by
t 7→ tm. Of course, θm commutes with the projections to X . Notice that p : Y → X
is Galois, more precisely there exists ϕ : Y → Y an automorphism of order m such
that p ◦ ϕ = p.
The monodromy of this covering coincides with the monodromy of the local
system of flat sections of the connection ∇. An alternative construction of Y is
given by taking the étale Galois covering U˜ → U determined by ker ρ and then
compactifying in an equivariant way respecting the compactification X of U , see
for instance [Nam87, Theorem 1.3.8].
Over smooth points of the divisor ResQ the surface Y is smooth, and over normal
crossing singularities it has at worst cyclic quotient singularities, see [BHPVdV04,
Chapter III, Theorem 5.2]. If we consider the minimal resolution of singularities
then automorphisms of Y lift to the resolution. Therefore we can replace Y by its
minimal resolution and still denoted by p : Y → X the projection to X and by
ϕ : Y → Y the automorphism of such projection.
Let G = p∗F . Since p ramifies only over irreducible components of ResQ, we
have the formula [Bru15, Chapter 2, Section 3].
NG = p∗NF ⊗OY

−E + ∑
C0⊂|ResQ |
(p∗C0)red − p∗C0

 ,
where E is an effective divisor contracted by p. Indeed, if C is an irreducible
component of p∗ResQ dominating C0 ⊂ X and ω ∈ H0(X,Ω1X ⊗NF) is a twisted
1-form defining F then the vanishing order of (p∗ω) along C is equal to q(∇, C0)−1
where q(∇, C0) is the order of ResC0(∇) in the groupQ/Z. Therefore the connection
∇G on NG satisfies
ResC(∇G) = q(∇, C0)
(
ResC0(∇) + 1
)− 1 .
Moreover
ResC(∇G) < 0 if and only if ResC0(∇) ≤ −1; and
ResC(∇G) = −1 if and only if ResC0(∇) = −1; and
ResC(∇G) ≥ 0 if and only if ResC0(∇) ≥
1− q(∇, C0)
q(∇, C0) .
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By design the covering kills the monodromy of ∇. Consequently all residues of
∇G , including the ones along irreducible components of E, are integers. Therefore
we have a closed rational 1-form ωG defining G with poles over the irreducible
components of Res(∇) with residues smaller than or equal to −1; and leaving
invariant the curves over the irreducible components of Res(∇) with residues strictly
greater than −1.
Notice that the deck transformation ϕ : Y → Y and the closed rational 1-form
ωG are related through the identity ϕ
∗ωG = ξmωG , for ξm an m-th root of unity.
We summarize the discussion above in the following proposition.
Proposition 2.5. Let F be a transversely affine foliation on a simply connected
projective surface X with logarithmic transversely affine structure ∇ with rational
residues. Let m be the order in Q/Z of the group generated by the residues of ∇.
Then there exists a Galois morphism p : Y → X with cyclic Galois group from a
smooth projective surface Y to X of degree m such that p∗F is defined by a closed
rational 1-form α. Moreover, if ϕ : Y → Y generates the group of automorphism
of the covering p then ϕ∗α = exp(2iπk/m)α for some integer k relatively prime to
m.
The restriction to simply-connected surfaces in the result above is necessary only
to control the order m of the monodromy on ∇ in terms of the order in Q/Z of the
group generated by the residues of ∇.
Lemma 2.6. Notation as in Proposition 2.5. If we further assume that F is a
foliation with reduced singularities then KG = p∗KF .
Proof. If the Galois morphism p : Y → X determined by ∇ is a ramified covering,
i.e. does not contract curves, then KG = p∗KF according to [Bru15, Chapter 2,
Example 3.4].
Let C1, . . . , Ck be the irreducible components of the divisor contracted by p.
These curves form a finite disjoint union of Hirzebruch-Jung chains of rational
curves which are contracted to singular points of the support of ResQ. Arguing as
in [Bru15, Chapter 2, Examples 3.1 and 3.4] we deduce that KG = p∗KF + E for
some divisor E =
∑
aiCi supported on these chains. Since ∇ is logarithmic, it
follows that both residues of ∇ along the separatrices of a saddle node are integers.
Therefore the singularities of F at the singularities of the support of ResQ are re-
duced singularities with invertible linear part. Let q ∈ p(Ci) be such a singularity.
The two local separatrices through q lift to Y as disjoint separatrices intersecting
the Hirzebruch-Jung chains of rational curves on p−1(q) at both of their extrem-
ities. Therefore each of the curves Ci contracted by p contains two singularities
of G = p∗F with invertible linear part. From this remark and [Bru15, Chapter 2,
Proposition 2.3], it follows E · C = KG · C = −χ(C) + Z(F , C) = 0, for every
irreducible curve C contracted by p. We deduce from the negative definiteness of
the intersection matrix (Ci · Cj) that E = 0 as wanted. 
3. Virtually transversely Euclidean foliations
This section is devoted to the proof of a particular case of Theorem A. Here
we will investigate transversely affine foliations which do not admit a rational first
integral and are defined by a closed rational 1-form on a suitable ramified covering
of the initial ambient space. A precise statement is provided in Section 3.5 below.
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3.1. Zeros, poles and invariant algebraic curves of closed rational 1-forms.
We start things off by observing that the divisor of poles of closed rational 1-forms
defining reduced foliations do not intersect the invariant algebraic curves not con-
tained in it.
Lemma 3.1. Let ω be a closed rational 1-form on a projective surface S and
consider the foliation F defined by it. If F is reduced in Seidenberg’s sense then
any germ of irreducible F-invariant curve is either contained in (ω)∞ or does not
intersect it. In particular, the zero divisor (ω)0 does not intersect the polar divisor
(ω)∞.
Proof. Since ω is closed it is clear that any irreducible component of (ω)0 or of
(ω)∞ is F -invariant. Thus the last conclusion of the statement follows immediately
from the first.
Let C be a germ of irreducible F -invariant curve not contained in (ω)∞. Aiming
at a contradiction assume C is a germ centered at a point p ∈ |(ω)∞|. Notice that
p ∈ sing(F).
Since there are at most two germs of F -invariant curves centered at reduced
singularity, it turns out that the polar locus is smooth at p. Thus, at a neighborhood
of p, we can write ω as
λ
df
f
+ d
(
g
fk
)
where λ ∈ C, k ∈ N, f is an irreducible germ of holomorphic function cutting out
(ω)∞, and g is a holomorphic germ relatively prime to f .
A simple computation, using that p ∈ sing(F), shows that g(p) = 0. If the linear
parts of f and g at p are proportional (in particular if g has trivial linear part) then
the singularity is nilpotent. If instead the linear parts of f and g at p are linearly
independent then we obtain a non-reduced singularity with quotient of eigenvalues
equal to k±1. All possibilities contradict our assumptions. 
3.2. Quasi-abelian varieties and Iitaka-Albanese morphism. For further use
we briefly review Iitaka’s theory of quasi-Albanese maps [Iit76].
Let X be a projective manifold and D a simple normal crossing divisor on X .
The Iitaka-Albanese variety of the pair (X,D) is by definition the quotient of
H0(X,Ω1X(logD))
∗ by the image of the map
H1(X −D,Z) −→ H0(X,Ω1X(logD))∗
γ 7→
(
α 7→
∫
γ
α
)
.
We will denote the Iitaka-Albanese variety by Alb(X,D). It is a connected abelian
algebraic group which comes with a surjective morphism to the Albanese variety
of X with fibers isomorphic to algebraic tori (Gm)
r ≃ (C∗)r of dimension r =
h1(X −D,C)− h1(X,C).
The Iitaka-Albanese variety is an example of a quasi-abelian variety (in the sense
of Iitaka). By definition a quasi-abelian variety is an abelian connected algebraic
group which fibers over an abelian variety with algebraic tori as fibers.
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The holomorphic map
X −D −→ Alb(X,D)
x 7→
(
α 7→
∫ x
x0
α
)
extends to a rational map alb(X,D) : X 99K Alb(X,D). This is the Iitaka-Albanese
map of the pair (X,D). It depends on the choice of a base point x0 ∈ X −D but
any two choices lead to maps that differ by translations. The image of alb(X,D)
is non-degenerate, i.e. is not contained in any proper subgroup of Alb(X,D).
One of the key properties of alb(X,D) is that the pull-back through it of the
translation invariant forms on Alb(X,D) coincides with H0(X,Ω1X(logD)). It will
be convenient to denote the translation invariant holomorphic 1-forms on a quasi-
abelian variety A by H0inv(A,Ω
1
A).
Let A be a quasi-abelian variety. By an automorphism of a quasi-abelian variety
we mean a biholomorphic map which respects the group law. We will denote the
group of automorphisms of A by Aut(A) . If G ⊂ Aut(A) is a finite group we will
denote by AG the set of points in A with non-trivial G-isotropy group. In other
words x ∈ A belongs to AG if and only if there exists an element g ∈ G different
from the identity such that g(x) = x.
The next two results are stated in [BGAL99] for Abelian varieties. The proofs
easily adapt to the more general case of quasi-abelian varieties. We start with
[BGAL99, Theorem 2.1].
Theorem 3.2. Let A be a quasi-abelian variety and G =< α > a cyclic group
of automorphisms. Suppose 1 ≤ d1 < d2 < . . . < dr are the orders of eigenval-
ues of α∗ : H0inv(A,Ω
1
A) → H0inv(A,Ω1A). Then there are G-stable quasi-abelian
subvarieties A1, . . . , Ar of A such that
(1) αi = α|Ai is of order di;
(2) (A1)<α1> is A1 if d1 = 1, otherwise (A1)<α1> is finite;
(3) for i > 1, (Ai)<αi> is always finite;
(4) the addition map A1 × · · · ×Ar → A is an isogeny.
Remark 3.3. The proof of the Theorem 3.2 does not rely on Poincaré’s complete
reducibility Theorem. It constructs the abelian/quasi-abelian subvarieties Ai con-
cretely by looking at fixed points of iterates of α, see [BGAL99] for details. Beware
that the obvious analogue of Poincaré’s complete reducibility theorem does not hold
for quasi-abelian varieties in general. There exists a quasi-abelian variety A con-
taining a quasi-abelian subvariety B for which there is no quasi-abelian subvariety
C ⊂ A such that A is isogeneous to B×C, cf. [CC95, Example 2.4]. Nevertheless if
B ⊂ A is an abelian (not just quasi-abelian) subvariety of a quasi-abelian variety A
then there exists a quasi-abelian subvariety C such that A is isogeneous to B ×C,
see [CC95, Proposition 2.3].
Denote by ϕ the Euler totient function, i.e. ϕ(d) is the number of primitive roots
of unity of order d. The next result corresponds to [BGAL99, Proposition 1.8].
Proposition 3.4. Suppose α is an automorphism of order d of a quasi-Abelian
variety A of dimension g. If A<α> is finite then the set Φα = {eigenvalues of α∗ :
H0inv(A,Ω
1
A) → H0inv(A,Ω1A)} contains ϕ(d)/2 distinct and pairwise non complex
conjugate primitive d-th roots of unity.
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3.3. Foliations defined by closed rational 1-forms. We study first the case of
foliations defined by closed rational 1-forms.
Lemma 3.5. Let X be a projective manifold and D be a simple normal crossing
divisor on X. Suppose C ⊂ X − D is a compact curve such that the restriction
morphism H1(X −D,C) → H1(C,C) has non-trivial kernel. Then the restriction
morphism H0(X,Ω1X(logD))→ H0(C,Ω1C) also has non-trivial kernel.
Proof. If the kernel of H0(X,Ω1X) → H0(C,Ω1C) is non-trivial then there is noth-
ing to prove. Assume the contrary and notice that the kernel of H1(X,OX) →
H1(C,OC) is also trivial thanks to the functoriality of Hodge decomposition
H1(X,C) ≃ H0(X,Ω1X)⊕H1(X,OX).
Hodge Theory gives the existence of a decomposition, as real vector spaces,
H1(X −D,C) = H0(X,Ω1X(logD))⊕
√−1H1(X,R), see for instance [ABCAM13,
Proposition 3.6] [Ara97, proof of Proposition V.1.4]. Therefore the non-injectivity
ofH1(X−D,C)→ H1(C,C) implies the existence of a logarithmic differential with
poles on D and non-zero residues. From the long exact sequence in cohomology
deduced from
0→ Ω1X → Ω1X(logD)→ ⊕ODi → 0
we infer that the first boundary map ⊕H0(Di,ODi) → H1(X,Ω1X) also has non-
trivial kernel. Since this boundary map is nothing but the Chern class of the
corresponding divisor, we obtain a divisor E 6= 0 with vanishing Chern class and
support contained in the support of D. If we consider the unitary flat connection
on OX(E) and pull it back to OX through a section s of OX(E) such that E =
(s)0 − (s)∞, we obtain a logarithmic differential on X with poles on E such that
all its periods (including the ones around irreducible components of E) are purely
imaginary. In the notation of [Per06, Section 3], this is the unique logarithmic
1-form ωE with Res(ωE) = E and purely imaginary periods. We can apply [Per06,
Proposition 3.3] to conclude that ωE vanishes identically when pulled-back to C.
This implies the non-injectivity of H0(X,Ω1X(logD))→ H0(C,Ω1C). 
Proposition 3.6. Let F be a reduced foliation on a projective surface X defined
by a closed rational 1-form ω with polar divisor D. Assume F does not admit a
rational first integral and let C be the maximal compact F-invariant algebraic curve
contained in X−D. Then there exists a quasi-abelian variety A and a non-constant
morphism from r : X − D → A with image not contained in the translate of any
proper quasi-abelian subvariety which contracts all the irreducible components of C
to points.
Proof. We will construct r : X − D → A as a quotient of the Iitaka-Albanese
morphism of X − D. Consider the representation of π1(X − D) in C defined by
integration of ω. Since F does not admit a rational first integral this representation
must be infinite. ThereforeH1(X−D,C) is infinite as well. Consider the restriction
morphism H1(X − D,C) → H1(C,C). Since C is F invariant the representation
defined by ω is in the kernel of this morphism.
Lemma 3.5 implies that the restriction morphism H0(X,Ω1X(logD)) →
H0(C,Ω1C) has non-trivial kernel. Dualizing it, we deduce that
H0(C,Ω1C)
∗ → H0(X,Ω1X(logD))∗
is not surjective. Therefore the induced morphism
Alb(C) = ⊕Alb(Ci)→ Alb(X,D)
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is not surjective.
We define the quasi-abelian variety A as the cokernel of this morphism. The
Iitaka-Albanese morphism X −D → Alb(X,D) composed with the natural projec-
tion Alb(X,D)→ A gives rise to the sought morphism. 
Corollary 3.7. Notation and assumptions as in Proposition 3.6. If VC ⊂
H0(X,Ω1X(logD)) is the vector subspace consisting of logarithmic 1-forms which
are identically zero when pulled-back to (all the irreducible components of) C, then
the dimension of VC is at least one. Moreover, if ω ∈ VC then dim VC ≥ 2.
Proof. Let r : X − D → A be the morphism produced by Proposition 3.6. Let
H0inv(A,Ω
1
A) be the vector space of translation invariant 1-forms on A. Since the
image of r is not contained in any proper quasi-abelian subvariety it follows that
the pull-back map r∗ : H0inv(A,Ω
1
A)→ H0(X,Ω1X(logD)) is injective. Moreover, by
construction, its image coincides exactly with VC . This is sufficient to prove that
dimVC ≥ 1.
Suppose now that ω ∈ VC . Observe that r extends to a rational map r : X 99K A.
If the dimension of A is one then the composition of r with any non-constant
rational function f ∈ C(A) would be a rational first integral for F . Since we are
assuming that such a first integral does not exist, we conclude that dim VC ≥ 2
when ω ∈ VC . 
Proposition 3.8. Let F be a reduced foliation on a projective surface X defined
by a closed rational 1-form ω with polar divisor D. If F does not admit a rational
first integral then there exists a section of KF vanishing along the compact curves
contained in X −D and invariant by F .
Proof. According to Corollary 3.7 there exists a logarithmic 1-form α ∈
H0(X,Ω1X(logD)) such that the foliation defined by α is distinct from the foli-
ation defined by ω and which vanishes when pulled-back to every compact curve in
X −D invariant by F . If v ∈ H0(X,TX ⊗KF) is a twisted vector field defining
F then the contraction of α and v gives a section σ of KF vanishing along the
compact curves contained in X −D. 
Corollary 3.9. Let F be a degree d foliation on P2 given by a closed rational 1-
form ω. If F does not admit a rational first integral then the (reduced) support of
the zero divisor of ω has degree at most d− 1.
Proof. Let π : (Y,G) → (P2,F) be a reduction of singularities of F . The 1-form
π∗ω defines G. According to Lemma 3.1 the zero divisor of π∗ω is disjoint from the
polar locus of π∗ω. Proposition 3.8 gives a section σ of KG vanishing along the
zero divisor of π∗ω. This section descends to a section of KF vanishing along the
zero divisor of ω. To conclude it suffices to observe that KF = OP2(d− 1). 
3.4. Finding invariant symmetric differentials. To reduce the case of folia-
tions defined by closed rational 1-forms after a ramified covering to the case just
studied, we will now show how to produce logarithmic symmetric differentials van-
ishing along the compact curves. In the case ω /∈ VC (notation as in the previous
subsection) this is achieved through a direct application of the result below which
is due to D. Speyer, see [Spe].
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Theorem 3.10. Let 2 ≤ m ∈ N be a natural number and Φ be a subset of the set
P (m) ⊂ C∗ of primitive m-th roots of the unity. If P (m) is the disjoint union of
Φ and Φ−1 then
1 ∈ ΦN = Φ · · · · · Φ︸ ︷︷ ︸
N times
for some N ≤ 6.
Proof. The complete proof can be found in [Spe]. We will not reproduce it because
the proof of Theorem 3.12 below follows very closely Speyer’s arguments. Here we
will only deal with the case m = 2k for k ≥ 2 since it will be used in what follows.
For m = 22 the result is clear. It suffices to take any element of Φ and raise it
to the 4-th power.
Suppose now that m = 2k with k ≥ 3. Notice that the set Φ3 = Φ · Φ · Φ is
contained in P (m). Aiming at a contradiction assume that Φ3 ⊂ Φ. If a, b ∈ Φ
then a2b ∈ Φ. Hence for any a ∈ Φ we deduced that a2l+1 also belongs to Φ. This
shows that Φ = P (m). Contradiction.
Since Φ3 is not contained in Φ we can find three elements in Φ, say a, b, c and
one element d in Φ−1 such that abc = d. Since d−1 ∈ Φ we obtain that abcd−1 = 1
as wanted. 
Corollary 3.11. Let A be a quasi-abelian variety and α be a finite automorphism
of A. Then there exists a non-zero holomorphic section of Symk Ω1A invariant by α
for some k ≤ 6.
Proof. If the only eigenvalue of α∗ : H0inv(A,Ω
1
A)→ H0inv(A,Ω1A) is d1 = 1 then, by
Theorem 3.2, A1 = A, α is the identity, and any 1-form is invariant. Otherwise,
some eigenvalue di of α
∗ is not 1, Let Ai ⊂ A be the quasi-abelian subvariety
associated to di in Theorem 3.2. By Theorem 3.2 (3), (Ai)<αi> is finite and, by
Proposition 3.4, α∗i has ϕ(n)/2 distinct eigenvalues.
Let λ be an eigenvalue associated to the eigenvector γ of α∗i : H
0
inv(Ai,Ω
1
Ai
) →
H0inv(Ai,Ω
1
Ai
). Then γ extends to an element γˆ ∈ H0inv(A,Ω1A) such that α∗γˆ =
λγˆ. In particular, α∗ also possesses ϕ(n)/2 distinct eigenvalues and application
of Theorem 3.10 produces an α∗-invariant symmetric differential of the required
degree. 
Theorem 3.12. Let m ∈ N be a natural number satisfying ϕ(m) ≥ 4, Φ be a subset
of the set P (m) ⊂ C∗ of primitive m-th roots of the unity, and λ be an element of
P (m). If P (m) = Φ ∪ Φ−1 ∪ {λ, λ−1} then
1 ∈ ΦN = Φ · · · · · Φ︸ ︷︷ ︸
N times
for some N ≤ 12.
Proof. If ϕ(m) = 4 then m ∈ {5, 8, 10, 12} and the result is a trivial consequence
of ξm = 1.
It will be convenient to adopt the additive notation. Let C(m) = Z/mZ denote
the cyclic group withm elements, and U(m) be the set of its generators, i.e. U(m) =
(Z/mZ)∗.
For p a prime number we have the exact sequence
0→ C(p)→ C(mp) π−→ C(m)→ 0 .
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If y ∈ U(m) then the cardinality of π−1(y) ∩ U(mp) is p if p divides m, and p− 1
otherwise.
Let A ⊂ U(mp) be a set and λ ∈ U(mp) an element such that
U(mp) = A
∐
−A
∐
{λ}
∐
{−λ} .
Notice that, for every y ∈ U(m)− {π(λ), π(−λ)}, we have the identity
#(π−1(y) ∩A) + #(π−1(y) ∩ −A) = p or p− 1 ,
according to whether p divides m or not.
Suppose that the result holds true for m where m is an integer satisfying ϕ(m) ≥
4. We will now show that the result also holds for mp where p is any odd prime.
Let µ = π(λ) and define B ⊂ U(m) such that for every y ∈ B the cardinality of
π−1(y) ∩A is at least (p− 1)/2 and
U(m) = B
∐
−B
∐
{µ}
∐
{−µ} .
Suppose there exists b1, . . . , bN ∈ B such that b1 + . . . + bN = 0. Choose
c1, . . . , cN ∈ C(mp) such that ci ∈ π−1(bi) and c1 + . . . + cN = 0. Set
Xi = (π
−1(bi) ∩ A) − ci and notice that by construction Xi ⊂ C(p). By Cauchy-
Davenport Theorem (see for instance [Vau81, Lemma 2.14]) we have that
#(X1 + . . .+XN ) ≥ min{p,N(p− 1)/2− (N − 1)} .
Therefore if p ≥ 3 + 4/(N − 2) ( i.e. N ≥ 3 and p ≥ 7; or N ≥ 4 and p ≥ 5) then
#(X1 + . . .+XN ) = p .
Under this condition, we can take xi ∈ Xi summing up to zero. Since xi + ci ∈
π−1(bi) ∩A and
∑
(xi + ci) = 0, we have proved the claim for p ≥ 5.
If p = 3 then either #(π−1(y) ∩ A) ≥ 2 for every y ∈ B, or there exists y ∈ B
such that π−1(y) ∩ A and π−1(−y) ∩ A are both non-empty. In the first case for
any N ≥ 2, #(X1+ . . .+XN) = 3 and therefore the N that works for B also works
for A. In the second case, for any a1 ∈ π−1(y) ∩A and a2 ∈ π−1(−y) ∩A we have
that a1 + a2 belongs to C(3). This shows that N = 6 works in the second case.
An adaptation of this argument shows that N = 8 works for numbers of the
form m = 2k for k ≥ 3. We already now that this holds true for m = 23. Assuming
that it works for 2k, consider the quotient map π : C(2k+1)→ C(2k). Notice that
U(2k+1) is mapped to U(2k) and that π(λ) 6= π(−λ). Therefore any decomposition
U(2k+1) = A
∐−A∐{λ}∐{−λ} allows us to produce a decomposition of U(2k) =
B
∐−B such that the fibers of π over points of B intersect A. Theorem 3.10 tells
us that we can choose points bi ∈ B such that b1 + . . .+ b4 = 0. As above choose
ci ∈ π−1(bi) satisfying c1 + . . . + c4 = 0. We consider Xi = (π−1(bi) ∩ A) − ci
as before. Of course, Xi ⊂ ker(π) and consequently X1 + . . . + X4 is formed by
2-torsion points. Therefore 0 ∈ 2(X1+ . . .+X4) and we can produce 8 elements of
A summing up to zero.
It remains to check that the result holds for numbers of the form mp with
ϕ(mp) > 4, ϕ(m) ≤ 2 and p ≥ 3.
For numbers of the form mp with ϕ(m) = 2 and ϕ(pm) > 4 we proceed as
follows. Notice that ϕ(m) = 2 implies m ∈ {3, 4, 6}. If p = 3 then ϕ(m) = 2
and ϕ(pm) > 4 implies m ∈ {3, 6} and pm ∈ {9, 18}. A direct study of these two
particular cases shows that N = 6 works for them. So we can further assume that
p ≥ 5. Let π : C(pm)→ C(m). The image π(A) has cardinality 1 or 2. Therefore
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for some y ∈ π(A) ⊂ C(m) we have that the cardinality of π−1(y) ∩ A is at least
(ϕ(pm) − 2)/4 = p−22 . Since p is odd and the cardinality is an integer, we get
that the cardinality of π−1(y) ∩ A is actually bounded from below by p−12 . Since
my = 0 we can choose c1, . . . , cm ∈ π−1(y) such that c1 + . . . + cm = 0. Consider
Xi = A∩π−1(y)− ci ⊂ C(p). Cauchy-Davenport implies that 0 ∈ X1+ . . .+Xm if
m ≥ 4, or 0 ∈ 2X1 + 2X2 + 2X3 if m = 3. As before, we conclude that N ∈ {4, 6}
works in this case.
Finally, assume that ϕ(m) = 1, i.e. m = 2. In this case ϕ(mp) > 4 implies
that p ≥ 7. Consider the map π : C(2p) → C(2). Clearly, π(A) = 1 in this case.
Let c1, . . . , c6 ∈ π−1(1) be elements summing up to zero and set Xi = A − ci.
The sets Xi have each cardinality (p − 3)/2, and Cauchy-Davenport tells us that
0 ∈ X1 + . . .+X6. Thus N = 6 works in this case. 
Corollary 3.13. Let F be a reduced foliation defined by a closed rational 1-form ω
on a projective surface X. Assume that F does not admit a rational first integral.
Let D = (ω)∞ be the polar divisor of ω. If ϕ : X → X is an automorphism of
F of finite order then, for some natural number k ≤ 12, there exists an element
of β ∈ H0(X, Symk Ω1X(logD)) such that ϕ∗β = β and the contraction of β with
a twisted vector field v ∈ H0(X,TX ⊗ KF) defining F gives rise to a section of
H0(X,KF⊗k) vanishing along any irreducible F-invariant invariant compact curve
contained in X −D.
Proof. Let C ⊂ X − D be the maximal F -invariant compact curve contained in
X −D.
By Corollary 3.7, the vector space VC of logarithmic 1-forms with poles onD and
with trivial restriction to C is the image of r∗ : H0inv(A,Ω
1
A)→ H0(X,Ω1X(logD)),
for a certain non-constant rational map r : X 99K A to a quasi-abelian variety A.
In particular VC is nontrivial.
Since F does not admit a rational first integral, the pull-back ϕ∗ω is a com-
plex multiple of ω. In particular, ϕ∗ preserves the divisor D and also C, the
maximal F -invariant compact curve contained in X − D. Hence VC is also in-
variant under ϕ∗. Let ϕ∗ be the automorphism of the quasi-abelian variety
Alb(X,D) = H0(X,Ω1X(logD))
∗/H1(X − D,Z) induced by ϕ∗. Since ϕ∗ pre-
serves VC , it follows that the action of ϕ∗ on Alb(X,D) preserves the image of
Alb(C) = ⊕Alb(Ci) in Alb(X,D). We obtain in this way an induced action of ϕ∗
on the quasi-abelian variety A = coker(Alb(C) → Alb(X,D)). This action of ϕ∗
has the same eigenvalues as the action of ϕ∗ on VC . Therefore the action of ϕ
∗ on
VC has eigenvalues described by Proposition 3.4. We can apply Theorem 3.12 in
order to produce a symmetric differential β ∈ Symk VC for some k ≤ 12 which is
invariant under ϕ, vanishes when restricted to C and does not vanish identically
along the leaves of F . Thus the restriction of β to the leaves of F (i.e. contraction
of β with a twisted vector field defining F) gives to a holomorphic section of KF⊗k
with the sought properties.
In the case ω /∈ VC , we can apply Theorem 3.10 instead of Theorem 3.12 in order
to get a section of KF⊗k for some k ≤ 6 with the required properties. 
3.5. Synthesis. The next result builds on the discussion carried out in this section.
It goes a long way toward the proof of Theorem A.
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Theorem 3.14. Let F be a reduced transversely affine foliation on a projective
surface X with transverse structure defined by a logarithmic connection ∇ on NF
with finite monodromy. Assume that F does not admit a rational first integral
then for some k ≤ 12 there exists a non-zero section s of KF⊗k. Moreover, the
section s vanishes on all irreducible components of (∇)∞ with residue strictly greater
than −1.
Proof. Let p : Y → X be the Galois morphism obtained through a minimal res-
olution of the ramified covering defined by the kernel of the monodromy of ∇ as
explained in §2.4. Let us denote by ϕ ∈ Aut(Y ) the automorphism of p and by
G the pull-back foliation p∗F . By assumption G is defined by a closed rational
1-form ω with polar divisor P . Let C ⊂ Y be the maximal compact curve invariant
by G and with no irreducible component contained in the support of P . Lemma
3.1 implies that C, if not empty, is a compact curve contained in Y − |P |. Notice
that the pull-back to Y of the irreducible components of (∇)∞ with residue strictly
greater than −1 are contained in C.
Let v ∈ H0(Y, TY ⊗ KG) be a twisted vector field defining G. Corollary 3.13
produces a logarithmic symmetric differential σ ∈ H0(Y, Symk Ω1Y (logP )) invariant
under ϕ whose contraction with v vanishes along C. Let σ|TG ∈ H0(Y,KG⊗k)
denote this contraction. The ϕ invariance of σ implies the ϕ invariance of σ|TG .
According to Lemma 2.6 KG = p∗KF , therefore σ|TG is the pull-back under π of
a section s of H0(X,KF⊗k). As σ|TG vanishes along C and π|C is generically a
submersion to π(C), the section s must vanish along all the irreducible components
of (∇)∞ with residue strictly greater than −1. 
4. Foliations of Kodaira dimension one
In this section we will investigate foliations of Kodaira dimension one (not neces-
sarily transversely affine). The study carried out here will be relevant to the proofs
of the three main theorems.
4.1. Classification. The classification of foliations of Kodaira dimension one is
due to Mendes [Men00]. The particular case of foliations of Kodaira dimension one
admitting a rational first integral goes back to the work of Serrano.
Theorem 4.1. Let F be a reduced foliation on a smooth projective surface X. If
kod(F) = 1 and f : X → C is the pluricanonical fibration of F then either
(1) the fibration f is a non-isotrivial elliptic fibration and F is the foliation
defined by f or,
(2) the fibration f has rational fibers and F is a Riccati foliation relative to f
or,
(3) the fibration f is an isotrivial elliptic fibration and F is a turbulent foliation
relative to f or,
(4) the fibration f is an isotrivial hyperbolic fibration and F is also an isotrivial
hyperbolic fibration but F does not coincide with the foliation defined by f .
We will now obtain effective bounds on the least natural number k such that
h0(X,KF⊗k) ≥ 2 analysing separately each of the four cases predicted by Theo-
rem 4.1.
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4.2. Non-isotrivial elliptic fibrations. The case of non-isotrivial elliptic fibra-
tions is well-known. For instance it is implicitly treated in [CF15]. Yet, for the sake
of completeness we state and prove the following result.
Proposition 4.2. Let F be the reduced foliation subjacent to a non-isotrivial el-
liptic fibration f : X → C on a projective surface X. Then h0(X,KF⊗12) ≥ 2.
Proof. The positive part of the Zariski decomposition of KF coincides with f∗MC ,
where MC is the moduli part in the canonical bundle formula KX/C = f
∗(MC +
BC) of Kodaira, see [CF15, Lemma 2.22]. Moreover |12MC | is Cartier and base
point free. More precisely, 12MC coincides with J
∗OP1(1) where J : C → P1
is the j-invariant of the fibration according to [Fuj86, Theorem 2.9]. Therefore
H0(X,KF⊗12) = H0(C,M⊗12C )) and the result follows. 
4.3. Riccati foliations. Let F be a reduced Riccati foliation on a projective sur-
face X . If F is not a fibration by rational curves then KF is pseudo-effective, in
particular it admits a Zariski decomposition. The structure of the negative part of
the Zariski decomposition of F was precisely describe by McQuillan in [McQ08]: in
particular its connected components are formed by trees of rational curves. Further-
more, if one assumes that the foliation F is relatively minimal then the connected
components of the negative part of the Zariski decomposition are Hirzebruch-Jung
chains of F -invariant rational curves. The contraction of the negative part gives
raise to a singular projective surface with at worst cyclic quotient singularities. The
resulting foliation is called a nef model of F . In the remainder of this section we will
work with foliations produced by this process. For details the reader can consult
the original paper [McQ08] or the survey [Bru03].
Assume F is a nef model for a reduced Riccati foliation of non-negative Kodaira
dimension. Let f : X → C be the reference (equivalently, adapted) fibration. The
canonical bundle of F is described in [McQ08, IV.4]. We present an equivalent
description below following Brunella’s survey [Bru03, Section 7]. We start by re-
calling the classification of the fibers of the reference fibration f , assuming KF is
nef. They are divided in 5 classes labeled (a), (b), (c), (d) and (e).
(a) Smooth fibers of f transverse to F .
(b) Singular fibers of f transverse to F with two cyclic quotient singularities
of the same order o.
(c) Smooth fibers of f invariant by F with two non-degenerate saddles or one
saddle-node with multiplicity two.
(d) Smooth fibers of f invariant by F with two saddle-nodes with the same
multiplicity m.
(e) Singular fibers of f invariant by F with one saddle-node of multiplicity l
and two quotient singularities of order 2.
The quotient singularities over fibers of f of type (b) and (e) induce a natural
orbifold structure Corb on C where the points below (b) have multiplicity o and the
points below (e) have multiplicity 2. Therefore
(1) KCorb = KC +
∑
(b)
oj − 1
oj
bj +
∑
(e)
ej
2
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where the points bj , ej ∈ C are below the fibers of type (b) and (e) respectively.
Similarly, the direct image of the canonical bundle of KF can be expressed as
(2) f∗KF = KCorb +
∑
(c)
cj +
∑
(d)
mjdj +
∑
(e)
lj
2
ej
where cj , dj and ej run respectively among the points of C below fibers of type
(c), (d) and (e). For a precise description of the coefficients mj , lj , oj the reader
can consult Brunella’s paper. For our purposes, it is sufficient to know that KF =
f∗(f∗KF), oj > 1 is equal to the finite order of the local monodromy around the
fiber over bj and mj , lj are positive integers.
Before investigation of the pluricanonical sections, we emphasize properties of
Riccati foliations and their pull-backs.
4.3.1. Transversely affine Riccati foliations. In the following lemmas we collect
properties of transversely affine Riccati foliations which will be used in the re-
mainder of this section and, more intensively, in Section 6. We recommend the
reader to skip this section in a first reading, and return to it when necessary.
Lemma 4.3. Let F be a transversely affine foliation on a projective surface X
which is not virtually transversely Euclidean. The following assertions hold true.
(1) There exists a unique flat meromorphic connection ∇ on NF which defines
a transverse affine structure for F .
(2) If the connection ∇ is logarithmic then its monodromy is an infinite sub-
group of C∗. In particular, if X is simply connected then the residues of ∇
are not all rational.
(3) There exists a Ricatti foliation R on a ruled surface f : S → B, and a
rational map p : X 99K S such that F is equal to p∗R. The foliation R can
be chosen to be reduced or, even more, can be chosen to be a nef model of
a reduced foliation.
(4) The Riccati foliation R is transversely affine and not virtually transversely
Euclidean.
(5) The Riccati foliation R leaves invariant a unique algebraic section σ of f .
No other invariant algebraic curve dominates the basis of f . The connection
on NR defining the affine structure for R has a simple pole along σ with
residue −2.
(6) If R is taken reduced and nef then:
(i) there are no invariant fibers of type (e) (nilpotent fibers in the termi-
nology of [Bru15, Proposition 4.2]).
(ii) The components of (∇)∞ that map into fibers of type (b) or (c) of
f (nondegenerate fibers in [Bru15, Proposition 4.2]) are simple poles
of ∇.
(iii) If a fiber of f ◦ p contains a multiple pole of ∇, then it is F-invariant
and contains a singularity possessing a non algebraic (perhaps formal)
separatrix for F . In particular this separatrix bears no pole of ∇.
(iv) The adapted ruling f is the Iitaka fibration of KR, hence kodR = 1.
Proof. (1) The difference between two distinct flat connections on the same line-
bundle is a non-trivial closed rational 1-form ω. If the two connections define
transversely affine structures for the same foliation, then ω must vanish along the
foliation. It follows that the foliation is transversely Euclidean, contrary to our
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assumption. (2) This follows from Remark 2.3. (3) This follows from Theorem 2.2
and existence of reduced nef models. (4) It follows from [CLNL+07, Theorem 2.21]
that R is transversely affine. If R would be virtually Euclidean, it would be the
same for F , by a fiber product argument, or Remark 2.3.
(5) Let∇R be a connection on NR defining the transverse affine structure for R.
If F is a general fiber of the ruling f thenNR·F = 2 according to [Bru15, Chapter 4,
Section 1]. The residue formula (Proposition 2.1) implies that supp(∇)∞ intersects
F . If an R-invariant algebraic curve intersects F in more than one point then, after
base change through a finite ramified covering of B and birational trivialization of
f , we can assume that S = B × P1, f is the first projection and, for y a suitable
affine chart of P1, the sections y = 0 and y = ∞ are R-invariant. In particular
R is defined by a 1-form dy + yα, where α is a rational 1-form on B. It follows
that R (after a ramified covering) is defined by the closed rational 1-form dy/y+α
and is therefore virtually transversely Euclidean, contradicting (4). Thus, there is
a unique invariant algebraic curve that dominates the basis of the ruling and it is
a genuine section σ contained in the support of (∇)∞. Proposition 2.1 implies that
the residue of ∇ along σ equals −2. Observing that R is defined in suitable affine
coordinates by a 1-form
(3) dy + β + yα,
with α, β rational 1-forms on B. One checks the local connection form for ∇R is
f∗α and verifies the connection is logarithmic at the section σ = {y =∞}.
(6)− (i) It suffices to observe that through the saddle-node of any fiber of type
(e), the unique (non-fiber) separatrix is a two-to-one covering of the basis. The
existence part of (5) shows this separatrix must be R-invariant, contradicting the
uniformity part of statement of (5).
(6)− (ii) Let f−1(x) be a fiber of type (b) or (c) and consider a polar component
C of (∇)∞ that maps in f−1(x) through p, i.e. f ◦ p(C) = {x}. After a birational
P1-bundle transformation of f : S → B, f−1(x) becomes a nondegenerate fiber as
in [Bru15, Proposition 4.2]). In particular, one has an expression (3) for R, with β
logarithmic at x. At the neighborhood in X of a smooth general point z of C, the
map p is holomorphic, and η = p∗f∗β is logarithmic around z. Up to a birational
line bundle transformation this latter form is the connection form for ∇ around z.
In particular, ∇ has at most a simple pole at C.
(6) − (iii) If a fiber F of f ◦ p is not F -invariant, the corresponding fiber of f
crosses infinitely many leaves of R. In particular, since R is reduced and nef, this
latter is of type (a) or (b). After (6)− (ii), this implies F bears no multiple pole of
∇. So that if a fiber bears a multiple pole of ∇, it is F -invariant and, after (6)−(ii)
and (6)−(i), it is of type (d). Namely, this fiber contains two distinct saddle-nodes,
with strong separatrix in the fiber. By (5), one of its two weak separatrices is not
algebraic. This non-algebraic separatrix lifts to a non-algebraic separatrix for F .
(6)−(iv) As, by formula (2),KR comes from B, one must have kodR = −∞, 0 or
1. If we had kodR = −∞, by the classification of foliations, R would be a fibration,
in particular it would be transversely Euclidean, contradiction. Proposition 2.4
excludes kodKR = 0. Hence kodKR = 1 and f is the Iitaka fibration of KR. 
Lemma 4.4. Let R be a transversely affine Riccati foliation on a rational surface.
If a reduced nef model of R does not have invariant fibers then R is virtually
transversely Euclidean.
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Proof. Since the foliated surface is rational, so is the basis of the reference fibration.
Thus the monodromy group of R is generated by the local monodromies around the
points below the fibers of type (b) of a nef model of R. As these local monodromies
are all finite and share a common finite orbit, corresponding to a horizontal com-
ponents of the singular divisor of the transverse affine structure, the monodromy
must be virtually abelian. Furthermore, due to the inexistence of invariant fibers
we can apply [LPT15, Proposition 6.1] to a reduced model of R to see that the
connection on NR˜ is logarithmic. The conclusion is given by Remark 2.3. 
Lemma 4.5. Let F be a foliation with reduced singularities on a projective sur-
face X. Assume F is a rational pull-back of a Riccati foliation R on a surface and
F is not virtually transversely Euclidean. The pull-back f : X 99K C of the adapted
fibration of R is still a fibration.
Proof. If R is not transversely affine, then it has no invariant section and any
indeterminacy point of f is a dicritical singularity of G, contradiction.
One may thus assume that F is transversely affine, not virtually transversely
Euclidean. There is a unique reference fibration for R according to Lemma 4.3,
item (6)− (iv).
Assume first that the connection ∇ on NF defining the transverse affine struc-
ture of F is not logarithmic. On the one hand, the irregular divisor D =
(∇)∞− ((∇)∞)red has self-intersection zero according to [LPT15, Proposition 6.1].
On the other hand, the connection on NF is induced by the pull-back of the
corresponding connection for NR, the normal bundle of the Riccati foliation R.
Consequently, the irregular divisor is a finite union of (multiples of) fibers of the
pull-back of the reference fibration. We deduce from D2 = 0 that the pull-back of
fibers of the reference fibration are disjoint as wanted.
It remains to deal with the case where ∇ is logarithmic. Aiming at a con-
tradiction, assume that the pull-back of the reference fibration has a base point.
Resolution of indeterminacies (i.e. resolution of the base points) yields an irre-
ducible component E of the exceptional divisor which dominates the basis of the
fibration. If F˜ is the strict transform of F then E must be F˜ -invariant as otherwise
F would have a dicritical singularity. Since dicritical singularities are non-reduced,
this contradicts our assumptions. For the same reason, the holonomy of F˜ along
E− sing(F˜) must be abelian as exceptional divisors over reduced singularities have
abelian holonomy. Since we know that the monodromy representation of the trans-
verse affine structure for F˜ factors through the basis of the fibration, we deduce
from the commutativity of the holonomy of F˜ along E that the monodromy of the
transverse affine structure of F˜ is virtually abelian. Therefore, by Remark 2.3, F˜
is virtually transversely Euclidean and we obtain the sought contradiction. 
4.3.2. Bounds.
Proposition 4.6. Let F be a reduced and nef Riccati foliation on a projective sur-
face X, with kod(F) = 1. Then h0(X,KF⊗k) ≥ 2 for some k ≤ 42. Moreover, if F
is a transversely affine Riccati foliation that is not virtually transversely Euclidean,
then we obtain the sharper bound k ≤ 6.
The proof of this proposition relies on an analysis of the formula (2) for f∗KF
presented in Section 4.3. We will split it in four lemmas. The first three determine
k according to the genus of the base of the reference fibration f : X → C. The last
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one deals with transversely affine Riccati foliations. The starting point of all the
three lemmas is the same. For every k ∈ N, we have an inclusion
H0(C, ⌊(f∗KF)⊗k⌋) f
∗
−→ H0(X,KF⊗k) ,
where ⌊(f∗KF)⊗k)⌋ is the divisor deduced from Equation (2) by rounding down to
integers the rational coefficients.
Lemma 4.7. If C has genus at least two then h0(X,KF) ≥ 2.
Proof. It suffices to notice that the natural composition f∗Ω1C → Ω1X → KF
induces an injection of H0(C,Ω1C) into H
0(X,KF). 
Lemma 4.8. If C has genus one then h0(X,KF⊗k) ≥ 2 for some k ≤ 4.
Proof. Since F has Kodaira dimension one, we see that deg f∗KF > 0. We claim
that it suffices to determine k ≥ 1 such that deg⌊(f∗KF)⊗k⌋ ≥ 2. Indeed if L is
a line bundle over a curve C of genus 1 satisfying deg(L) > 0 then Riemann-Roch
implies that h0(C,L) = degL+h0(C,KC ⊗L∗) = deg(L). Since all the coefficients
in Equation (2) are at least 1/2 and KC does not contribute to the computation of
the degree, it is clear that deg⌊(f∗KF)⊗k⌋ ≥ 2 for some k ≤ 4. 
Lemma 4.9. If C is a rational curve then h0(X,KF⊗k) ≥ 2 for some k ≤ 42.
Proof. If we set δ = deg(f∗KF) and δk = deg(⌊(f∗KF)⊗k⌋) then from Equation
(2) we deduce that
δk = −2k +
∑
(b)
⌊k oj − 1
oj
⌋+ σk,
with
σk =
∑
(c)
k +
∑
(d)
kmj +
∑
(e)
⌊k lj + 1
2
⌋.
We proceed according to the value of σ =
∑
(c) 1 +
∑
(d)mj +
∑
(e)
lj+1
2 ∈ Q. We
will denote by kmin the smallest k such that δk ≥ 1.
If σ > 2 then automatically σ ≥ 52 . In particular if k > 0 is even then σk = kσ ≥
5k
2 , −2k + σk ≥ 1, δk ≥ 1 and we conclude kmin ≤ 2 when σ > 2.
If σ ≤ 2 then σ ∈ {2, 3/2, 1, 0}. We will now analyze each one of this possibilities.
If σ = 2 then, for k positive and even, −2k + σk = 0 and δk ≥ 1 amounts to∑
(b)⌊k oj−1oj ⌋ ≥ 1. This sum possesses at least one term, as δ = deg(f∗KF) is
positive. This term is ⌊k oj−1oj ⌋ ≥ ⌊k/2⌋ ≥ 1. We thus also have kmin ≤ 2 when
σ = 2.
If σ = 32 then, for k > 0 even, δk = −k2 +
∑
(b)⌊k oj−1oj ⌋ ≥ −k2 +
∑
(b)
k
2 . If there
are two fibers of type (b), we obtain δk ≥ 1 and k ≤ 2. If there are less than two
fibers of type (b) then δ > 0 imposes −k2 +
∑
(b)⌊k oj−1oj ⌋ ≥ −k2 + ⌊ 2k3 ⌋ and k = 6
yields δk ≥ 1. Hence kmin ≤ 6 for σ = 3/2.
If σ = 1, δ > 0 forces
∑
(b)
oj−1
oj
> 1, and if k = 6l, l > 0, then δk ≥ −k+ k2 + 2k3
and k = 6 yields δk ≥ 1. Therefore kmin ≤ 6 when σ = 1.
It remains to analyze the possibilities for σ = 0. In this case there are only fibers
of type (a) and (b). The condition δ > 0 means that Corb is a hyperbolic orbifold.
It is well known this forces the presence of at least 3 fibers of type (b).
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If there are at least four such fibers, and k = 6l, l > 0, then δ > 0 implies
δk ≥ −2k + 3k2 + 2k3 and k = 6 yields δk ≥ 1, hence kmin ≤ 6.
Suppose there are exactly three fibers of type (b). We consider kmin, δ and
δk = δk(o1, o2, o3) as functions of the three weights (o1, o2, o3). We will always
suppose the triples satisfy o1 ≤ o2 ≤ o3. We will write (l1, l2, l3) ≥ (o1, o2, o3) when
lj ≥ oj for all j ∈ {1, 2, 3}. The key observation is that (l1, l2, l3) ≥ (o1, o2, o3)
implies δk(l1, l2, l3) ≥ δk(o1, o2, o3) and thus kmin(l1, l2, l3) ≤ kmin(o1, o2, o3).
If o1 ≥ 3 then δ(o1, o2, o3) > 0 imposes (o1, o2, o3) ≥ (3, 3, 4). Direct computation
shows kmin(3, 3, 4) = 12, hence o1 ≥ 3 implies kmin(o1, o2, o3) ≤ 12.
If o1 ≤ 2, then δ(o1, o2, o3) > 0 imposes (o1, o2, o3) ≥ (2, 3, 7) or (o1, o2, o3) ≥
(2, 4, 5). Direct computation shows kmin(2, 3, 7) = 42 and kmin(2, 4, 5) = 20. Thus
in any case kmin ≤ 42. 
Remark 4.10. Pushing further the analysis above one can obtain the following
more precise picture. If there is at least one fiber which is not of type (a) or (b)
then kmin ≤ 6. If there are only fibers of type (a) and (b) then Corb is a hyperbolic
orbifold and as such contains at least 3 non-smooth points.
i) if Corb contains strictly more than 3 non-smooth points then kmin ≤ 6.
ii) if Corb contains exactly 3 points then kmin = 42 for (2, 3, 7); kmin = 24
for (2, 3, 8); kmin = 20 for (2, 4, 5); kmin = 18 for (2, 3, 9), (2, 3, 10) and
(2, 3, 11); and kmin ≤ 12 for any other case.
Lemma 4.11. Let R be a reduced and nef Riccati foliation on a rational surface.
Assume that R is transversely affine and not virtually transversely Euclidean. Then
h0(X,KR⊗k) ≥ 2 for some k ≤ 6.
Proof. By Lemma 4.3 (6) − (iv), kodR = 1 and by Lemma 4.4, there cannot be
only fibers of type (a) and (b), Remark 4.10 yields the conclusion. 
4.4. Turbulent foliations. The picture in the case of turbulent foliations is very
similar to the one drawn above for Riccati foliations, see [McQ08, IV.4] and [Bru03,
Section 7]. There exists a nef model and a precise description of the fibers of the
reference fibration f : X → C very similar to the one for Riccati foliations. A
key difference is that the multiplicity of fibers of f , unlikely in the case of Riccati
foliations, are uniformly bounded. The only possibilities are {1, 2, 3, 4, 6} (possible
orders of automorphisms of an elliptic curve fixing a point).
Proposition 4.12. Let F be a turbulent foliation of Kodaira dimension one on a
projective surface. Then h0(X,KF⊗k) ≥ 2 for some k ≤ 12.
Proof. Since the multiplicities of multiple fibers belong to {1, 2, 3, 4, 6} , we deduce
that (f∗KF)⊗12 is an effective Z-divisor of positive degree. Consequently, we must
have deg((f∗KF)⊗12) ≥ 1. As before if the base C is hyperbolic then we already
have that h0(X,KF) ≥ 2. If it is rational then we also have h0(X,KF⊗12) ≥ 2. If
instead the base is an elliptic curve then either some k ≤ 6 suffices to ensure that
(f∗KF)⊗k is a Z-divisor of positive degree or there at least two distinct orbifold
points on C. In any case we guarantee that h0(X,KF⊗12) ≥ 2 arguing as in Lemma
4.8. 
4.5. Isotrivial hyperbolic fibrations. It remains to analyze the case of isotrivial
hyperbolic fibrations.
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Proposition 4.13. Let F be an isotrivial hyperbolic fibration. Then
h0(X,KF⊗k) ≥ 2 for some k ≤ 42.
Proof. As in the case of Riccati foliations there is no uniform bound for the multi-
plicity of the fibers. Nevertheless there exists a nef model, and all the fibers of the
pluricanonical fibration f : X → C on the nef model are transverse to the foliation.
The multiple fibers induce an orbifold structure on C and f∗KF = KCorb . The
analysis carried out above for Riccati foliations shows that h0(C,K⊗kCorb) ≥ 2 for
some k ≤ 42. 
4.6. Synthesis. We collect the results spread over the four previous subsections in
the statement below.
Theorem 4.14. Let F be a reduced foliation of Kodaira dimension one on a pro-
jective surface X. Then h0(X,KF⊗k) ≥ 2 for some k ≤ 42. Moreover, if F is
a transversely affine Riccati foliation which is not virtually transversely Euclidean
then we can take k ≤ 6.
5. Existence of invariant curves of small degree
The following will be used to prove Theorems A and B.
Lemma 5.1. Let F be a reduced foliation on a projective surface X. Assume that
F is the pull-back under a morphism π : X → Y of a reduced foliation G on another
projective surface Y . Then, for k > 0, any non trivial section s of KG⊗k induces
a section π∗s of KF⊗k. Furthermore the zero locus of π∗s contains the inverse
image of the zero locus of s.
Proof. Since G is reduced, it follows that KF − π∗KG = ∆ where ∆ is an effec-
tive divisor, see [FP11, Proposition 2.1]. Therefore H0(X,π∗KG⊗k) injects into
H0(X,KF⊗k), for every k > 0, in such way that a section s is mapped to a section
π∗s with zero divisor equal to the sum of the pull-back of (s)0 with k∆. This is
sufficient to prove the lemma. 
5.1. Proof of Theorem A. Let F be a transversely affine foliation of degree d ≥ 2
on P2 with transverse structure given by a meromorphic flat connection ∇ on NF .
Recall that in this case NF = OP2(d+2) and KF = OP2(d− 1). Assume also that
F does not admit a rational first integral.
Let us first treat the case where ∇ is logarithmic with finite monodromy. Thus
all the residues of ∇ are rational numbers. According to Proposition 2.1 we have
the identity
d+ 2 = −
∑
C⊂P2
ResC(∇) deg(C) .
If all the residues of ∇ are ≤ −1 then it follows that the support of (∇)∞ has degree
bounded by d+ 2 which is certainly smaller than 12(d− 1) since d ≥ 2.
Assume that there are residues which are strictly greater than −1. Let π : X →
P2 be a resolution of singularities of F and let G = π∗F . Theorem 3.14 guarantees
the existence of a section s of KG⊗k for some k ≤ 12 which vanishes along all
the irreducible components of (∇G)∞ with residues strictly greater than −1. This
section descends to a section of KF⊗k vanishing along the irreducible components
of (∇)∞ having the same properties. This suffices to prove the Theorem in the case
∇ is logarithmic with finite monodromy.
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If F admits more than one transverse affine structure then we can always choose
∇ logarithmic and with trivial monodromy, cf. [CP14, Proposition 2.1].
It remains to deal with the case where F admits a unique transverse affine
structure defined by a meromorphic flat connection ∇ which is not logarithmic
or has infinite monodromy. The structure theorem for transversely affine foliations
tells us that there exists a ruled surface S, a Riccati foliation R on S, and a rational
map p : P2 99K S such that F = p∗R. Since we are assuming that F is not virtually
transversely Euclidean, Proposition 2.4 implies that R has Kodaira dimension one.
Let f : P2 99K P1 be a rational map with irreducible general fiber defining the
pull-back to P2 under p of the reference fibration of R. If none of the irreducible
components of (∇)∞ is contained in fibers of f then they all come from horizontal
algebraic leaves of the Riccati folation R. Since the horizontal leaves of a trans-
versely affine Riccati foliation have integral residues ≤ −1, then all the irreducible
components of (∇)∞ have integral residues ≤ −1. Therefore, as in the case where
∇ is logarithmic with finite monodromy we can conclude that the support of (∇)∞
has degree ≤ d+ 2 < 6(d− 1).
Assume from now on that some irreducible component of (∇)∞ is contained in
a fiber of f : P2 99K P1. To conclude the proof of the theorem it suffices to bound
the degree of fibers of f . For that replace R by a reduced foliation birationally
equivalent to it and resolve the rational map p : P2 99K S to obtain the commutative
diagram below.
X
P2 S
p˜
q
p
Let G = q∗F be the pull-back of F to X and notice that it coincides with p˜∗R.
We know from Lemma 4.11 that there exists two linearly independent sections of
KR⊗k, say s1, s2, for some k ≤ 6. The rational map to g : S 99K P1 defined
by the quotient of these two rational sections contracts the fibers of the reference
fibration of R. In other words, its Stein factorization coincides with the reference
fibration of R. Therefore p˜∗s1, p˜∗s2 ∈ H0(X, p˜∗KR⊗k), the pull-backs of s1, s2
to X , define a rational map X 99K P1 which contracts the fibers of the pull-back
of the reference fibration. In particular, there exists a section in H0(X, p˜∗KR⊗k)
which vanishes along any given fiber of the pull-back of the reference fibration. We
can apply Lemma 5.1 to obtain a section s ∈ H0(X,KG⊗k) (k ≤ 6) with the very
same property. The push-forward of s to P2 is a section of KF⊗k ≃ OP2(k(d− 1))
which vanishes on any given fiber of f . Thus the fibers of f have degree bounded
by 6(d− 1). This concludes the proof of Theorem A. 
5.2. Proof of Theorem B. Let F be a foliation of degree d on the projective
plane. If d ≤ 1 and F admits a rational first integral then F is a pencil of rational
curves and does not satisfy our assumptions. Thus d ≥ 2. Let π : X → P2 be a
reduction of singularities of F . Denote by G = π∗F the resulting reduced foliation.
Notice that G is not necessarily relatively minimal, but since we are assuming that
the general leaf of F has genus> 0, we have thatKG is pseudo-effective according to
Miyaoka’s Theorem [Bru15, Theorem 7.1]. If we consider the Zariski decomposition
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P +N of KG then the support of N is G-invariant, see [McQ08, Proposition III.2.1]
or [Bru15, Theorem 8.1].
If G is a foliation of Kodaira dimension zero then for any k > 0 and any non-zero
section s of KG⊗k, the zero locus of (s) is contained in the support of N . Thus it
must be G-invariant. According to [Per05], there exists a non-zero section of KG⊗k
for some k ≤ 12. Moreover, if we assume that the leaves of G are algebraic then
we can take k ≤ 6. Since π∗KG⊗k injects in KF⊗k with cokernel supported in
codimension two, and KF = OP2(d − 1) it follows the existence of an invariant
algebraic curve for F of degree at most 6(d− 1)
If G is a non-isotrivial elliptic fibration then the general member of the linear
system |KG⊗12| is supported on a union of fibers of the fibration. It follows that
every leaf of F has degree bounded by 12(d− 1).
Assume now that G is an isotrivial hyperbolic fibration, i.e. the general leaf
has genus at least 2. Thus the Kodaira dimension of G is one and its Iitaka fi-
bration has general fiber completely transverse to G. Hence the Iitaka fibration
defines a foliation H such that tang(G,H) is invariant by both foliations, since oth-
erwise this tangency locus would intersect a general fiber of both fibrations. Since
h0(X,KG⊗k) ≥ 2 for some k ≤ 42, the direct image of H on P2 is a foliation defined
by a pencil of curves of degree bounded by 42(d− 1). The tangency locus of π∗H
and F is invariant by both foliations. It follows that F has an invariant algebraic
curve of degree at most 42(d− 1). Theorem B is proved. 
6. Algorithmic Liouvillian integration
In this last section, we present an algorithm which computes the transverse affine
structure ∇ : NF −→ NF ⊗ Ω1X(∗D) when it exists. Meanwhile, we will obtain
four estimates (I)-(IV) that prove Theorem C.
We will not dwell upon the actual implementation of our algorithm. In par-
ticular, we will assume that we can compute the reduction of singularities of any
given foliation (a procedure not free from subtle computational pitfalls as discussed
in [CO08]), and that we can determine all the algebraic curves of degree smaller
than a given integer which are invariant by a given foliation of P2(see [Per01] and
[BCCW16] for an algorithm to carry out this task).
The main algorithm is decomposed in two parts. The first finds an integrating
factor for virtually transversely Euclidean foliations (case (1) of Theorem 2.2). The
second part finds the integrating factor if it exists and we are not in the above men-
tioned case (1). These are described in Sections 6.3 and 6.4, respectively. Sections
6.1 and 6.2 contain preparatory lemmas to be used in both cases. Both parts of the
algorithm search the integrating factor amongst finitely many possibilities so that,
in case no integrating factor exists, the algorithm still terminates in finite time.
The case of foliations of degree zero or one is very simple. They are all either
algebraically integrable or transversely Euclidean (defined by a closed rational 1-
form). We will assume, without loss of generality, that the degree of the foliation
under study is at least two.
6.1. Basic estimates. We present here bounds to be used in both parts of the
proof in order to get the existence of the announced constant Υ.
Recall the Milnor number (or multiplicity) of a singularity p of a foliation G
defined around p by a local holomorphic 1-form ω = a(x, y)dx + b(x, y)dy with
isolated zero is µ(G, p) = dimCC{x, y}/(a, b). If a reduced invariant analytic curve
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C has local equation f = 0 then, after [Suw98, Chapter V], there exists g, h ∈
C{x, y}, both prime to f , and η a local holomorphic 1-form such that gω = hdf+fη.
The Camacho-Sad index CS(G, C, p) is then defined as Resp(−(η/h)|C). The index
Z(G, C, p) is defined as the (possibly negative) vanishing order at p of (h/g)|C . For
a compact curve C, one defines Z(G, C) as the sum ∑p∈C Z(G, C, p).
Lemma 6.1. Let (X,G) be a reduction of singularities of a degree d foliation F
of P2. At each singularities of G, we have one or two local irreducible convergent
separatrices, concatenate all the corresponding (one or two terms) sequences of
Camacho-Sad indices in a sequence (iℓ)1≤ℓ≤r. Let C and D be G-invariant curve
with no common component and let p ∈ sing(G). Set n = #sing(G) and
Γ1 = max
I
∑
ℓ∈I
iℓ, Γ2 = min
I
∑
ℓ∈I
iℓ, Γ3 = d
2 + d+ 1,
where the maximum and minimum are taken among all subsets I ⊂ {1, . . . , r} such
that the considered sum is an integer. Set also Γ4 =
3
2 max(Γ1,−Γ2) + 2n. Then
Γ2 ≤ C · C ≤ Γ1 + 2n,(i)
0 ≤ µ(G, p) ≤ Γ3(ii)
0 ≤ Z(G, C) ≤ nΓ3(iii)
Γ2 ≤ NG · C ≤ n(Γ3 + 2) + Γ1,(iv)
Γ2/2− Γ1 − 2n ≤ C ·D ≤ Γ1/2− Γ2 + n.(v)
In particular, we have |C · C| ≤ Γ4, |C ·D| ≤ Γ4, |NG · C| ≤ nΓ3 + Γ4.
Proof. By Camacho-Sad formula [Bru15, Theorem 3.2], C · C is the sum of the
local indices CS(G, C, p), where p runs among the singularities of G contained in C.
Each of these local indices is either one of the (iℓ) corresponding to p, or there are
two such terms iℓ, iℓ+1 and CS(G, C, p) = iℓ + iℓ+1 + 2, [Suw98, Proposition 3.1 p.
157]. This yields (i). From the proof of Seidenberg’s theorem [MM80, Appendice
I],[Bru15, Theorem 1.1], µ(G, p) ≤ µ(F , q) where p maps to q ∈ P2. Moreover,
after [Bru15, Proposition 2.1], µ(F , q) ≤ d2 + d + 1, whence (ii). As G is reduced,
calculation shows, for every singularity p, 0 ≤ Z(G, C, p) ≤ µ(G, p). Summing up
(ii) over all singularities thus yields (iii). From [Bru15, Proposition 2.3], we have
NG ·C = C ·C +Z(G, C), this allows to infer (iv) from (i) and (iii). Estimate (v)
follows from 2C ·D = (C +D)2 − C2 −D2 and (i). 
With the notation of Lemma 6.1, the bound Υ we shall obtain for Theorem C
will be a function of the five constants n, d,Γ3, Γ4, NG2 mentioned above and one
extra constant. The extra constant, called Λ, is defined by the formula
Λ = max
(
Q ∩
r⋃
ℓ=1
{−iℓ}
)
,
unless the set inside the parenthesis is empty, in which case we set Λ = 0.
6.2. Poles and residues of transverse affine structures.
Lemma 6.2. Let G be a reduced foliation on a smooth complex surface S which
is transversely affine with connection ∇. Let E1,E2 be two germs of invariant
irreducible formal curves at p ∈ S. Suppose that G is defined by a a germ of vector
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field at p with eigenvalue 1 in the direction TpE1 ⊂ TpX and eigenvalue λ ∈ C\Q>0
in the direction TpE2 . Denote m1,m2 the order of the poles of ∇ at E1 and E2
respectively.
(1) If λ ∈ C \Q then m1 ≤ 1, m2 ≤ 1.
(2) If λ ∈ Q∗ then either both poles have order 1 or both poles have order ≥ 2.
In any case, m2 − 1 = −λ(m1 − 1).
(3) If λ = 0 then m2 ≤ 1, and m1 ∈ {1, µ(G, p)}. Moreover, if m1,m2 ≤ 1, the
residues of ∇ at E1 and E2 belong to R≤−1.
In any case, a bound for m1 induces a bound for m2 and vice-versa.
Proof. Let (ω, η) a local pair defining (F ,∇) around p. Suppose there exists a
formal diffeomorphism φ : (C2, 0) → (X, p) such that φ∗ω = ugω˜ where u is a
formal unit, g is a convergent meromorphic function and ω˜ is a meromorphic closed
1-form. Assume also one separatrix of Fω˜ has infinite holonomy. Then the formal
meromorphic 1-form η˜ = φ∗η+ duu +
dg
g is a formal integrating factor for ω˜. As such,
η˜ = fω˜, for f a formal meromorphic first integral of Fω˜. This foliation is reduced
and has only two formal separatrices, in particular if one takes a reduced fraction
f = f1/f2 with fi formal holomorphic, f1 or f2 is a unit and we have a holomorphic
formal first integral, f or f−1. If this is not constant, by [MM80, Théorème A], we
obtain a non constant converging holomorphic first integral for Fω˜, contradicting
infinite holonomy. Hence η˜ = αω˜ for some α ∈ C and φ∗η = αω˜ − dgg − duu . One
concludes the residue and polar order for η along Ei are those of αω˜ − dgg along
φ∗Ei.
The argument in the next paragraphs relies on the formal classification of germs
of foliations with reduced singularities as recalled in the first chapter of [Bru15].
If λ ∈ R \ Q then the foliation is formally linearizable and we are in the above
situation with g = xy, ω˜ = λdxx − dyy . The holonomy y 7→ e2iπλy has infinite order.
We conclude η has simple poles.
If λ = −p/q with p, q ∈ N, gcd(p, q) = 1, then either the foliation is linearizable
or, for some τ ∈ C, k ∈ N∗, we have a formal normal form given by ω˜ = d( 1(xpyq)k )+
p(τ − 1)dxx + qτ dyy . In the latter case, we are in the situation of the first paragraph
with g = (xpyq)kxy. The holonomy h : y 7→ e2iπλ(y + yk+1 + ...) has infinite order
because hnq is conjugate to some map y 7→ y+ yk+1 + ..., for every n > 0. If α 6= 0
both poles have order ≥ 2 and m2 − 1 = −λ(m1 − 1). If α = 0 both poles are
logarithmic, hence m2 − 1 = −λ(m1 − 1).
If λ = 0 then we have a formal normal form ω˜ = dxx + τ
dy
y + d(
1
yk
). This case is
also handled thanks to the first paragraph with g = ykxy, as above, the holonomy
y 7→ (y+ yk+1+ ...) has infinite order. One finds m1 = k+1 unless α = 0, in which
case m1 = 1 and the residues are (−k − 1,−1). In any case m2 ≤ 1.
If λ = −p/q with p, q ∈ N, gcd(p, q) = 1 and, in some formal coordinates,
the foliation is given by ω˜ = pdxx + q
dy
y , the local pair (xyω˜, η) must satisfy η =
g(pdxx + q
dy
y ) − dxx − dyy , with g = F±1 for a formal holomorphic first integral F .
After [MM80, Théorème A], F = f(xpyq) for some f ∈ C[[t]]. If g = F both poles
are logarithmic. If g = F−1, F = v(xpyq)k, for a unit v and k ≥ 0. If k = 0
we are in the previous case, otherwise m1 = pk + 1 and m2 = qk + 1, whence the
conclusion. 
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Lemma 6.3. Let G be a reduced foliation on a smooth complex surface which is
transversely affine with logarithmic connection ∇. Assume ∇ has real residues and
decompose the divisor Res(∇) as Res(∇)>−1+Res(∇)≤−1 where the second term is
the part with coefficients ≤ −1. Then the supports of these two divisors are disjoint.
Proof. Let s be an intersection of two polar components of ∇. The foliation is
given by a local one form λydx − xdy + . . . around s. The logarithmic connection
has a connection matrix η = r1f(x, y)
dx
x + r2g(x, y)
dy
y , where f, g are holomorphic
with f(0, y) ≡ 1 and g(x, 0) ≡ 1. Comparison of dω = (λ + 1)dy ∧ dx + . . . with
ω ∧ η = (r1 + λr2)dx ∧ dy + . . . yields the identity (r1 + 1) = −λ(r2 + 1). If λ 6= 0,
then r1 = −1 is tantamount to r2 = −1. If r2 + 1 6= 0 then one must have λ ∈ R
and hence λ < 0, in particular (r1 + 1)(r2 + 1) > 0. If λ = 0, by Lemma 6.2,
r1, r2 ≤ −1. In any case (r1 ≤ −1 and r2 ≤ −1) or (r1 > −1 and r2 > −1). 
Lemma 6.4. Assumptions as in Lemma 6.3. The intersection form is negative
definite on the support of Res(∇)>−1.
Proof. By Proposition 3.6, there exists a generically finite morphism π : Y →
X \Res(∇)≤−1 and a morphism Y → A that contracts π−1(Res(∇)>−1). Hence, by
Grauert’s criterion, the intersection form is negative definite on π−1(Res(∇)>−1).
For a compact divisor C in A, we have π∗(C) · π∗(C) = ℓ · C · C, where ℓ is the
cardinality of the general fiber of π. Hence, if C is non trivial with supp(C) ⊂
supp(Res(∇)>−1), as π∗(C) · π∗(C) < 0, we have C · C < 0. 
6.3. Proof of Theorem C for virtually transversely Euclidean foliations.
Assume F is a degree d ≥ 2 virtually transversely Euclidean foliation on P2 without
rational first integral. Thus there exists a flat logarithmic connection with rational
residues∇ which defines a transverse structure for F . As in the proof of Theorem A
we will decompose Res(∇) as Res(∇)>−1+Res≤−1(∇), with Res(∇)>−1 supported
on the union of the components which have residues greater than −1.
We will show how to algorithmically find a bound B for the degree of
supp(Res(∇)) = (∇)∞. Once this is done we can compute all the F -invariant
curves of degree no larger than B. If there are m such algebraic F -invariant curves
and they are defined by m irreducible homogeneous polynomials f1, . . . , fm then
the existence of a transversely affine structure with logarithmic poles and ratio-
nal residues is equivalent to the existence of a solution (λ1, . . . , λm) ∈ Qm for the
system of linear equations
dω = ω ∧
(
m∑
i=1
λi
dfi
fi
)
,
where ω is a homogeneous 1-form on C3 defining F . To conclude the proof of The-
orem C for this case, we will explain in Proposition 6.5 that the bound B obtained
from our algorithm is smaller than a quantity that depends only on the three fol-
lowing data: the degree of F , the number of singularities of a desingularisation of
F and the corresponding Camacho-Sad invariants.
We start explaining our algorithm. On the one hand, a bound for the degree
of supp(Res(∇)>−1) is given by Theorem 3.14. On the other hand, using Proposi-
tion 2.1, we can write
deg(supp(Res≤−1(∇))) ≤ − degRes≤−1(∇) = deg(NF) + degRes(∇)>−1.(4)
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Therefore in order to bound the degree of supp(Res≤−1(∇)) it suffices to bound
the degree of the divisor Res(∇)>−1.
To this end, compute π : (X,G) → (P2,F) a reduction of singularities of F
and let C be the set of irreducible G-invariant algebraic curves C on X satisfying
C · π∗OP2(1) ≤ 12(d − 1). Notice that C consists of the strict transforms of irre-
ducible F -invariant algebraic curves of degree at most 12(d−1) and the G-invariant
irreducible components of the exceptional divisor of π.
Let ∇G denote the strict transform of ∇. In particular ∇G is a logarithmic
connection on NG with rational residues. As we did for Res(∇), we decompose
Res(∇G) as Res(∇G)>−1+Res(∇G)≤−1. The coefficients of Res(∇G)>−1 along the
strict transform of F -invariant curves coincide with those of Res(∇)>−1 on the
corresponding curves. Therefore it suffices to bound the coefficients of Res(∇G)>−1
to conclude.
For that sake we are going to consider all subsets of curves in C, including the
empty set. According to Theorem 3.14, one of these subsets coincides with the
support of Res(∇G)>−1. For each choice of subset, say C1, . . . , Ck, we first check
if the intersection matrix (Ci · Cj) is negative definite in order to be in accordance
with Lemma 6.4. If it is not the case we discard this subset. Otherwise, we pretend
that Res(∇G)>−1 is supported on this subset and use the negative definiteness to
determine the coefficients (r1, . . . , rk) of Res(∇G)>−1 =
∑
riCi. Indeed, it suffices
to compute the integers αj = NG · Cj and plug them into the system of linear
equations
k∑
i=1
riCi · Cj = αj , j ∈ {1, . . . , k} .(5)
The left hand side coincides with NG ·Cj thanks to Lemma 6.3. The negative defi-
niteness of the matrix (Ci·Cj) guarantees the existence of a unique solution. Varying
through all subsets of C we obtain a finite number of possibilities for Res(∇G)>−1
and, consequently, a finite number of possibilities for degRes(∇)>−1.
Proposition 6.5. With the hypotheses and notation of Lemma 6.1. Let S be the
finite set of solutions of linear systems Ax = b such that
• A ∈Mk(Z) is symmetric negative definite, k ≤ 2n,
• The coefficients of A satisfy |Aij | ≤ Γ4, 1 ≤ i, j ≤ k,
• the coefficients of b satisfy bi ∈ Z, |bi| ≤ nΓ3 + Γ4, 1 ≤ i ≤ k.
If F is virtually transversely Euclidean and M is the maximal modulus of entries
of elements of S, then
deg(∇)∞ ≤ 12(d− 1)(M + 1) + d+ 2.(I)
Proof. Let C1, . . . , Ck be the irreducible components of Res(∇G)>−1 and
Res(∇G)>−1 =
∑
riCi. From Lemma 6.4, one has C
2
i < 0, i = 1, . . . , k. In particu-
lar any Ci contains a singularity of G. As G is reduced, any singularity is contained
in at most two invariant curves, so that k ≤ 2n. In addition to Lemma 6.1, this
shows the associated system (5) satisfies the above conditions and (ri) belongs to
S. One has Res(∇)>−1 =
∑
riCˆi, where summation is restricted to indices for
which the projection Cˆi ⊂ P2 is a curve. By Theorem 3.14, the sum of the degrees
of the curves Cˆi is smaller or equal to 12(d − 1). From |ri| ≤ M , one concludes
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| degRes(∇)>−1| ≤ 12(d− 1)M . The inequality (4) then shows
deg(∇)∞ = deg supp(Res(∇)>−1)+deg supp(Res(∇)≤−1) ≤ 12(d−1)(M+1)+d+2.

Moreover, using Cramer’s formulas for the inverse, one easily estimates M :
M ≤ 2n(nΓ3 + Γ4)Γ2n−14 (2n− 1)! .(II)
This concludes the proof of Theorem C in the particular case of transversely Eu-
clidean foliations.
6.4. Conclusion of the proof of Theorem C. Let F be a transversely affine
foliation on P2 with deg(F) ≥ 2. Assume that F is not virtually transversely
Euclidean. In particular, F is not algebraically integrable.
Our task now does not reduce to bounding the degree of the support of (∇)∞.
We also have to bound the coefficients of the irreducible components in it. Let
(Di)1≤i≤m be algebraic curves defined by irreducible homogeneous polynomials
(fi)1≤i≤m Let (ni + 1)1≤i≤m be positive integers. The existence of a transversely
affine structure for F with polar divisor∑(ni +1)Di is equivalent to the existence
of a solution (λ1, . . . , λm, g) ∈ Cm × C[x, y, z] for the system of linear equations
 dω = ω ∧
(∑m
i=1 λi
dfi
fi
+ d
(
g∏
m
i=1
fini
))
deg(g) =
∑m
i=1 ni deg(fi) ,
(6)
where ω is a homogeneous polynomial 1-form on C3 defining F .
We know from Theorem 2.2 that F is the pull-back of a transversely affine
Riccati foliation R on a ruled surface S under a rational map p : P2 99K S. As in
Section 6.3, compute π : (X,G)→ (P2,F) a reduction of singularities of F . Denote
f : P2 99K P1 the pull-back by p of the adapted fibration of R, which we may and
do suppose to have irreducible general fiber. Denote also f˜ = f ◦ π, p˜ = p ◦ π. By
Lemma 4.5, the rational map f˜ is a genuine fibration.
Decompose the polar divisor of ∇G as H +V , where the irreducible components
ofH dominate the basis of f˜ and no component of V has this property. Let σ be the
unique R-invariant algebraic curve in S that dominates the basis of the reference
fibration, cf. Lemma 4.3. Notice p˜(H) = σ so that H is non empty and ∇G has
only simple poles in the components of H . A simple computation shows that the
residues along the irreducible components of H have the form −k − 1, k ∈ N∗.
Our goal is to bound the intersection number (∇)∞ ·OP2(1) = (H+V )·π∗OP2(1).
We will make use of the following lemma.
Lemma 6.6. Notation as above. The Neron Severi group of X is denoted NS(X).
The following assertions hold true.
(1) If W ′ ⊂ NS(X) ⊗ R is the vector subspace spanned by the classes of the
irreducible components of supp(V ) then the intersection form on W ′ is
negative semi-definite with kernel of dimension 1, spanned by a fiber of f˜ .
(2) If W ⊂ NS(X)⊗R is the vector subspace spanned by W ′ and by the Chern
class of NG then the intersection form on W is non-degenerate.
Proof. (1) Since we are assuming F is not virtually transversely Euclidean,
Lemma 4.4 guarantees that the support of V contains the support of a fiber of
f˜ . Once one observes that the classes of any two fibers are the same in NS(X),
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the result follows from Zariski’s lemma about the intersection of fiber components
of a fibration, cf. [BHPVdV04, Chapter III, Lemma 8.2].
(2) We can choose a basis (F, e1, . . . , er) for W
′ with F equal to (the class of)
a fiber, and e1, . . . , er elements satisfying ei · ej = −δij (Kronecker delta) and
F · ei = 0. Let D =
∑
imiHi be the part of −Res(∇G) supported on H , with Hi
irreducible, mi ≥ 2. By Proposition 2.1, we have D = NG+w′, where w′ ∈W ′. In
particular D ∈ W and we have NG · F = D · F , because F intersects trivially any
element of W ′. As a consequence, representing F by a smooth non-invariant fiber
of f˜ , one checks NG · F ≥ ∑mi > 0. If q is the matrix of the intersection form
restricted to W in the basis (NG, F, e1, . . . , er), expansion with respect to the first
line shows det(q) = ±(NG · F )2 6= 0. 
Let C be the set of G-invariant algebraic curves C on X satisfying C ·π∗OP2(1) ≤
6(d− 1). Theorem 4.14 guarantees that the support of V is formed by members of
C. As in the proof of Lemma 6.6, write ∑imiHi = D = NG +w′, where w′ ∈W ′.
Notice that the divisor H appearing in the decomposition (∇)∞ = H + V is a
reduced divisor since the horizontal poles of ∇ are logarithmic. As mi ≥ 2, it thus
suffices to bound D · π∗OP2(1) to bound H · π∗OP2(1). To achieve this, consider
all the subsets of C which have semi-definite negative intersection matrix with one
dimensional kernel; and the kernel is not orthogonal to NG. Restrict furthermore to
subsets for which the kernel is generated by an element with non-negative integral
coefficients.
Let C1, . . . , Ck be one such subset and let F0 be a generator of the kernel, with
relatively prime non-negative integral coefficients. We explain below how the algo-
rithm succeeds assuming this set yields a basis of W ′. The reader will easily find
out how the algorithm could stop in case this set is not a basis of W ′.
First observe that supp(V ) · π∗OP2(1) is smaller than the degree of the divisor
tang of tangencies between the foliation F and a foliation H defined by a pencil
of degree 6(d − 1) curves. One can see tang has degree not bigger than 13(d− 1),
since deg(H) ≤ 12(d− 1)− 2 and deg(tang) = deg(H) + deg(F) + 1. In particular,
we get the estimate
∑
Ci · π∗OP2(1) ≤ 13(d− 1).
Remembering NG · π∗OP2(1) = d+ 2, bounding D · π∗OP2(1) is then reduced to
bounding the coefficients βi in the decomposition D = NG +
∑
βiCi. To this aim,
first observe that D · Ci is non-negative and bounded by maxjmj · Z(G, Ci). To
bound maxjmj, choose F1 = λ · F0 in such a way that F1 · π∗OP2(1) = 6(d − 1).
The class of F1 will be a rational multiple of the class of a fiber of the fibration
f˜ , with corresponding factor bigger or equal to 1. Also observe λ ≤ 6(d − 1), for
F0 ·π∗OP2(1) ≥ 1. Using that any element in W ′ intersects trivially the fibers of f˜ ,
we deduce
(7) 2 ≤
∑
i
mi ≤
∑
i
miHi · F1 = NG · F1 .
This allows to bound the integers M0,Mj in the following square system of linear
equations for (1, β1, . . . , βk).{
NG ·NG +∑i βi(Ci ·NG) =M0,
NG · Cj +
∑
i βi(Ci · Cj) =Mj, for j ∈ {1, . . . , k} .
(8)
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Indeed, with the notation of Lemma 6.1, one has{ |D · Ci| ≤ Z(F , Ci)NG · F1
Γ2NG · F1 ≤ D ·NG =
∑
miHi ·NG ≤ (n(Γ3 + 2) + Γ1)NG · F1.(9)
The second line is obtained combining Lemma 6.1-(iv) and (7). Using Lemma 6.7
below, NG · F1 ≤ 6(d − 1)NG · F0 and Z(F , Ci) ≤ nΓ3, one may promote these
bounds to coarser ones depending only on d, the number n of singularities of G and
the corresponding Camacho-Sad invariants.
Lemma 6.7. With the notation of Lemmas 6.1 and 6.6. If C1, . . . , Ck is a basis
of W ′, then k ≤ 2n+ 1 and
|NG · F0| ≤ (4n+ 2)(nΓ3 + Γ4)Γ2n4 (2n)! .(10)
Proof. Let F0 =
∑
αiCi. As the intersection form on W
′ has a kernel of dimension
1, none but one of of the curves Ci may have zero self-intersection, hence k ≤ 2n+1.
Moreover, thanks to Lemma 6.1,
|Ci · Cj | ≤ Γ4, 1 ≤ i ≤ j ≤ k.
Combined with [BT76, Theorem 2] applied to the system (
∑
i αiCi · Cj = 0)j , this
yields
|αi| ≤ 2Γk−14 (k − 1)! ≤ 2Γ2n4 (2n)! .
From Lemma 6.1-(iv), we also have |NG · Ci| ≤ nΓ3 + Γ4. The triangle inequality
then yields the announced result. 
Expressing the solution (1, β1, . . . , βk) of the linear system (8) by means of
Cramer’s rule, and taking into account the integrality of the coefficients, one obtains
an estimate for the coefficients βi. This provides a bound for H · π∗OP2(1).
In view of proving Theorem C, observe that if Γ56(d−1) is the upper bound in (10),
a promoted version of (9) is
|D ·NG| ≤ (nΓ3 + Γ4)Γ5, |D · Ci| ≤ (nΓ3 + Γ4)Γ5, i = 1, . . . , k ,
and one easily deduces, setting Γ˜4 = max(NG2, nΓ3 + Γ4),
|βi| ≤ (2n+ 2)(nΓ3 + Γ4)Γ5Γ˜2n+14 (2n+ 1)! ,
so that
H · π∗OP2(1) ≤ d+ 2+ 13(d− 1)(2n+ 2)(nΓ3 + Γ4)Γ5Γ˜2n+14 (2n+ 1)! .(III)
In practice, a better estimate is obtained from (9) and computation of NG · F1.
At this point, we have a bound for the degree of all irreducible components in
the support of (∇)∞, e.g. the maximum of 6(d−1) and the right hand side of (III).
Identify all G-invariant algebraic curves C with C · π∗OP2(1) not bigger than this
bound, denote P the set of such curves. We now proceed to bound the coefficients
of the effective divisor (∇)∞. From Lemma 4.3 (6)-(iii), any fiber of f˜ which
contains multiple poles of ∇G is G-invariant and one of its components contains a
singularity through which passes a non algebraic (perhaps formal) separatrix. The
polar order of ∇G at this non algebraic separatrix is zero. Hence in any fiber of f˜
containing a multiple pole of ∇G , we have a singularity which is contained in only
one curve of C, say C˜. The other local (possibly formal) separatrix is not a pole of
∇G (non polar). From Lemma 6.2 and Milnor number computations, this allows
to bound inductively the order of poles of ∇G in any G-invariant component which
TOWARD EFFECTIVE LIOUVILLIAN INTEGRATION 33
is connected to C˜ by a sequence of elements of C. The components of the fiber are
among such curves.
Assign in this way a bound bC for any irreducible curve C ∈ C which is connected
to a non polar separatrix by a sequence of curves belonging to C. If there are various
such sequences, take the smallest bound. In this manner, all the curves C that are
contained in invariant fibers of f˜ and are multiple poles of ∇G are endowed with
a bound bC . For the remaining elements of P , assign the trivial bound bC = 1.
This bounds the coefficients of (∇G)∞ =
∑
C∈P aCC, namely aC ≤ bC . This allows
to find the transverse structure of F by solving finitely many systems (6). This
finishes the description of our algorithm, we now conclude the proof of Theorem C.
The coefficients aC can be bounded uniformly in terms of the Camacho-Sad
indices and the degree of the foliation as follows.
Lemma 6.8. With the assumptions and notation of Lemma 6.1. Let C1, . . . , Ck be
a chain of G-invariant algebraic curves, such that C1 bears a singularity q free of
other algebraic separatrix. Let Λ = max({−iℓ|iℓ ∈ Q}∪{0}). For a given transverse
affine structure for G, denote ai the polar order along Ci. Then, for all i,

ai ≤ Γ3 Λi−1Λ−1 if Λ > 1,
ai ≤ iΓ3 if Λ = 1,
ai ≤ Γ3 if Λ < 1.
Observe that, in any case, the given bound for ak is also valid for ai.
Proof. First, if Λ < 1, then every singularity of G is a saddle-node or has irrational
quotient of eigenvalues, in particular, from Lemma 6.2, ai ≤ Γ3.
Otherwise Λ ≥ 1, we introduce the second formal separatrix C0 through q, which
has polar order a0 = 0. It follows from Lemma 6.2, that ai ≤ g(ai−1), i = 1, . . . , k,
where g(x) = Λx+Γ3. The function g is increasing on R and a bound bi−1 for ai−1
induces the bound bi = g(bi−1) for ai. The sequence of bounds b0 = a0, bi = g(bi−1)
is the announced one. 
In our context, we apply Lemma 6.8 to chains of curves contained in fibers of f˜ ,
hence of length k ≤ 2n+ 1. With the notation of Lemma 6.8, set Γ6 = Γ3 Λ2n+1−1Λ−1
if Λ > 1, Γ6 = (2n+1)Γ3 if Λ = 1, and Γ6 = Γ3 otherwise. We infer that the polar
multiplicities aC in V are not bigger than Γ6. As a consequence,
V · OP2(1) ≤ 13(d− 1)Γ6.(IV)
Combined with (III), this concludes the proof of Theorem C.
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