We describe a probabilistic model involving iterated Brownian motion for constructing a random chainable continuum. We show that this random continuum is indecomposable.
Introduction
In [2] , Bing hypothesized that the pseudoarc may be obtained as the intersection of a nested sequence of chains such that each chain is picked as a random refinement of the previous chain in a way similar to a random walk. Bing's speculation was reiterated by Prajs in his talk [9] , in which he also pointed out that the more basic question of finding a precise probabilistic model behind Bing' s description is open. Here, we address this question by finding a probabilistic model for constructing a random chainable continuum. Furthermore, we show that a random chainable continuum is indecomposable. We leave open the problem of whether it is the pseudoarc.
Our probabilistic model can be roughly described as follows. We consider a sequence B n : R → R, n ≥ 1, of two-sided Brownian motion trajectories that are independent. We are looking for non-degenerate time intervals I n , n ≥ 1, all containing 0, such that B n traverses I n as time runs over I n+1 . Thus, B n ↾ I n+1 is a "random walk" refinement of I n , and the finite systems (I k , B k ↾ I k+1 ) k≤n give rise to the random limit continuum (1) lim ← − k (I k , B k ↾ I k+1 ).
In Theorem 2.1, we extract from (B n ) such a sequence (I n ) of non-degenerate intervals almost surely. In fact, somewhat surprisingly, this sequence can be found in a canonical way without making arbitrary choices (as captured by the notion of a sequence of continues functions from R to R determining a continuum; see Section 2) . The extraction of (I n ) from (B n ) is done as follows. We fix an arbitrary non-degenerate time interval J with 0 ∈ J. It turns out that the sequence of intervals in each row of the following matrix
converges almost surely to a non-degenerate interval that, importantly, does not depend on J. The limit interval in the n-th row of the matrix is the interval I n .
The immediate problem that now presents itself is to characterize the homeomorphism type of the limit continuum (1) for the sequence (I n ) chosen as above.
In this direction, we show that that the limit continuum is indecomposable almost surely.
Our proofs use work [4] on iterated Brownian motion.
Basic definitions. By an interval we understand a set of the form
We note that dist(I, J) is the usual Hausdorff distance between the two compact sets I and J. For a sequence of intervals (I n ) and and interval J, we write lim n I n = J if lim n dist(I n , J) = 0. A continuum is a compact connected metrizable space. It is non-degenerate if it has more than one point. A continuum is indecomposable if it cannot be written as the union of two of its proper subcontinua. A continuum is hereditarily indecomposable if each of it subcontinua is indecomposable. A continuum C is called chainable if for each ǫ > 0 there exists a continuous function f : C → [0, 1] such that the preimages of points under f have diameter less than ǫ. Equivalently, a continuum is chainable if it is the inverse limit of a sequence of intervals with continuous bonding maps. Another equivalent form of this notion says that a continuum is chainable when it is the intersection of a nested sequence of chains. By [1] , the pseudoarc can be characterized as the unique chainable, hereditarily indecomposable continuum. Section 3.2 contains additional information on the pseudoarc. See [8] for more information on continua.
For basic notions concerning Brownian motion, we refer the reader to [7, Chapter 1]. We only mention here that formally a Brownian motion is a function B : Ω × R + → R with B(ω, 0) = 0 for all ω ∈ Ω, where Ω is a probability space. For almost all ω ∈ Ω, the function
is continuous. As is customary, most of the time, we suppress the first coordinate and write B(t) for B(ω, t)
The theorem and its proof
We consider sequencesf = (f n ) of continuous functions f n : R → R with f n (0) = 0. We recall here that Brownian motion's paths are almost surely continuous functions whose value is 0 at time 0. We say that the sequencef determines a continuum if there exists a sequence (I n ) of intervals with 0 ∈ I n such that, for each non-degenerate interval J with 0 ∈ J, we have
Note that in the above situation, the sequence (I n ) is uniquely determined byf . We say thatf determines a non-degenerate continuum if I n is non-degenerate for all but finitely many n. One easily shows that, in the situation above, I k = f k (I k+1 ) for each k ∈ N, which allows one to form the inverse limit
Obviously, this inverse limit is a chainable continuum. We call it the continuum determined byf . Not all sequences determine a continuum, for example,f with f n = id R does not; on the other hand, the sequence g given by g n (t) = sin(πnt) determines a non-degenerate continuum.
Using the notation in [4] , let B + = (B + (t), t ≥ 0) and B − = (B − (t), t ≥ 0) be two independent standard one-dimensional Brownian motions. We call the process B defined by
Theorem 2.1.
(i) The sequenceB = (B n ) n≥1 of independent two-sided Brownian motions determines a non-degenerate continuum with probability 1.
(ii) The continuum determined byB is indecomposable with probability 1.
The remainder of this section will be taken by the proof of the theorem above.
Proof of Theorem 2.1. We call an interval I suitable if it is non-degenerate and 0 ∈ I.
Proof of (i). We denote by W n (t) = (B 1 • B 2 • · · · • B n )(t) the composition of the first n processes.
We first state two claims, and show how the theorem follows from them. In the following, N + denotes the set of positive integers, and for an interval I ⊆ R, and c > 0, let c * I be the interval with the same center as I and len(c * I) = c len(I), where len(I) denotes the length of the interval I.
For every ε > 0 and 1 > δ > 0, there exists a k ∈ N + such that
Claim 2.3. For every ε > 0, there exists 1 > δ > 0 such that for each k ≥ 1,
Since the sequences of random variables (B k+n ) n have the same distribution for all k, it is enough to show that with probability 1, the limit lim n W n (J) exists and is the same non-degenerate interval I 1 for each suitable interval J.
Let us fix an ε > 0 towards proving an ε approximation of the above statement. Let δ(ε) = δ > 0, δ < 1, be given by Claim 2.3 for ε, and let k(ε) = k ∈ N + be given by Claim 2.2 for (ε, δ). Put
Note that I ′ and I ′′ are non-degenerate intervals with probability 1 and
For each suitable interval J there is an index n 0 (J) > 0 such that for n ≥ n 0 (J)
Applying Claim 2.3 for the fixed k, we see that the events whose probabilities are estimated in (3)-(5) hold jointly with probability at least 1−3ε. Now, by backwards induction, one easily gets from (7) that, with probability at least 1 − 3ε,
for all suitable J and n ≥ n 0 (J). Thus, using (6), we see that, with probability at least 1 − 4ε,
for all suitable J and large enough n depending on J. Applying the conclusion above for ε, ε/2, ε/4, . . . simultaneously, we get that with probability at least 1 − 8ε the limit lim n→∞ W n (J) exists, and it is the same non-degenerate interval for all suitable J. It follows that the common limit I 1 exists and is non-degenerate with probability 1. Therefore, it remains to prove the two claims.
Before we start, let us denote by M (t) = sup x∈[0,t] B(x) the maximum of a Brownian motion on the interval [0, t]. We recall from [7, Theorem 2.21] the formula
, for a > 0, from which we also obtain
Proof of Claim 2.2. We start with a formula for the distribution of the length of the image of an interval under W n . So let
and let D 0 , D 1 , . . . be independent, identically distributed copies of ∆ 1 (1). Then by [4, Lemma 9],
= means equality in distribution. We show that the expected value of log(∆ k (t)) is finite. Using (10), we get
Therefore, it is enough to show that E | log(∆ 1 (1))| is finite. We compute
where we used (8) and (9) for the third equality and −u 2 /2 ≤ −u/4 holding for u ≥ 1/2 for the second inequality. Using (11), finiteness of E log(∆ k (t)), and the fact that the distribution of the length of the image of an interval under W k only depends on the length of the interval, we get
Now we choose k large enough so that the difference is smaller than ε log(1 + ε/2).
The assumption that
Then
and the claim follows.
Proof of Claim 2.3. We find a suitable δ in the form of 1/2 n . The proof consists of calculations using (8) and (9) . For n ∈ N + , we have
2π2 n e −2 n−1 /4 , using (8) and u 2 2·2 n ≥ u 4 that holds for u ≥ 2 n−1 . We also get
where (9) is applied for the first equality. And similarly, we obtain
These probabilities are summable, hence for a given ε > 0, for large enough n 0 , the sum of them for n ≥ n 0 is less than ε. By setting δ = 1/2 n0 , the claim follows from the fact that the probabilities are independent of k.
Proof of (ii). We keep our notation from the proof of point (i). For a suitable interval I, let w(I) = min(max(I), − min(I)).
Claim 2.4. lim sup n w(I n ) > 0 with probability 1.
Assuming the claim, we show point (ii). Let K = K(B) be the continuum determined byB. Assume
with L 1 and L 2 being continua. We aim to show that K = L 1 or K = L 2 . Equality (12) implies that there are intervals J 1 n and J 2 n such that, for all n, (13) I n = J 1 n ∪ J 2 n , B n (J 1 n+1 ) = J 1 n , and B n (J 2 n+1 ) = J 2 n , and (14)
From Claim 2.4, we obtain d > 0 and an infinite set X ⊆ N such that (15) max I n > d and min I n < −d for all n ∈ X.
Now, from the first equality in (13), using the pigeonhole principle, we get i 0 ∈ {1, 2} and an infinite set Y ⊆ X such that (16) 0, max I n ∈ J i0 n for all n ∈ Y or 0, min I n ∈ J i0 n for all n ∈ Y.
To fix attention, assume that i 0 = 1 and that, in (16), the first alternative holds. Then, using (15), we see that
where the first equality holds by (i) of the theorem, the inclusion holds by (17), and the last equality holds by (13). So we proved that I m = J 1 m holds for all m, which gives K = L 1 by (14), as required.
It remains to show the claim.
Proof of Claim 2.4. Let a n = w(I n ).
Then (a n ) is a sequence of identically distributed random variables. We have a 1 > 0 with probability 1. Indeed, the random variables max I 1 and − min I 1 have the same distribution by the symmetry of the formula
Thus, since I 1 is non-degenerate with probability 1, we have that both max I 1 > 0 and − min I 1 > 0 hold with probability 1, which gives P(a 1 > 0) = 1. It follows that there exists d > 0 such that
for small enough ǫ > 0. Since the sequence (a n ) is identically distributed, we get that, for small enough ǫ > 0, (18) ∀n P(a n < d) < 1 − 2ǫ.
Find, a sequence 1 = n 0 < n 1 < n 2 < · · · such that
So, (b k ) is a sequence of independent random variables. By (19),
and, by (19) and (18), for each k
By independence of (b k ) it follows from (21) that P b k < 2d 3 for all but finitely many k = 0, and, therefore,
for infinitely many k = 1.
Thus, by (20), P a n k ≥ d 3 for infinitely many k > 1 − ǫ.
It follows that P lim sup n a n ≥ d 3 > 1 − ǫ.
Since ǫ > 0 can be made arbitrarily small with the fixed d, the claim is proved.
This finishes the proof of the theorem.
Further observations
We make here a few comments on the main construction of this paper. We also present some alternative probabilistic models for a random continuum. Let C(X) be the space of all continua that are subsets of a Polish space X. Equip C(X) with the topology induced by the Hausdorff metric making C(X) into a Polish space; see [5, 3. 12.27(b,g), 6.3.22(b)].
3.1.
A Wiener-type measure on the space of continua. We rephrase Theorem 2.1 in terms of a Borel probability measure defined on the space of all subcontinua of R N . Theorem 2.1(i) allows us to define a Borel probability measure β on C(R N ) which is a version of Wiener measure. LetB = (B n ) be a sequence of independent twosided Brownian motions as in Theorem 2.1. We make explicit the dependence on the variable ω coming from the probability space Ω on which the B n -s are defined and writeB(ω) for the sequence of functions B n ( · , ω), n ≥ 1. Now, Theorem 2.1(i) allows us to use the almost surely defined function
to transfer the probability measure on Ω to C(R N ). (Questions concerning measurability are handled with standard arguments and [7, Exercise 1.2].) We denote this transferred measure by β. Theorem 2.1(ii) is equivalent to asserting that the set {K ∈ C(R N ) | K is a non-degenerate chainable indecomposable continuum} is of full measure with respect to β.
Bing's question.
Bing's question from [2] can now be stated precisely. With the notation from Theorem 2.1, is it the case that K(B) is the pseudoarc with probability 1? Or, equivalently, in terms of the measure β defined above, is it the case that β {K ∈ C(R N ) | K is the pseudoarc} = 1?
By Bing's characterization of the pseudoarc [1] , the above questions are equivalent to asking whether K(B) is hereditarily indecomposable with probability 1.
In the topological context, as opposed to the measure theoretic context considered in this paper, prevalence of the pseudoarc has been known for a while. By [1] , the set of continua homeomorphic to the pseudoarc is comeager in the space of continua C([0, 1] N ). Similarly for inverse limits. Let C s ([0, 1], [0, 1]) be the space of all continuous surjections from [0, 1] to itself. It is a Polish space when equipped with the uniform convergence topology. By [3] , the set of sequences (f n ) ∈ C s ([0, 1], [0, 1]) N such that lim ← −n ([0, 1], f n ) is homeomorphic to the pseudoarc is comeager in C s ([0, 1], [0, 1]) N .
3.3.
Comments on other models for a random continuum. We present here some other possible ways of modeling a random chainable continuum. At this point, we find them less interesting than the way studied in this paper as they involve certain arbitrary choices and do not involve unaltered Brownian motion (or unaltered random walk).
1. One considers a sequence of independent Brownian motions (B n ) and modifies them to reflected Brownian motions (|B n |). (For the reflected Brownian motion see [7, Section 2.3 ].) Then one chooses a sequence of random variables (T n ) so that 0 < T n < ∞ and |B n |([0, T n+1 ]) = [0, T n ] almost surely. Finally, one defines the random continuum
2.
We recast the construction from point 1 above making it combinatorial. This is done by using the random walk, instead of the Brownian motion, and the point of view from [6] . We make a concrete choice for the sequence of random variables (T n ) and provide some detailed arguments.
For n ∈ N, let [n] = {1, . . . , n}. In particular,
We produce a sequence of natural numbers (k n ) and a sequence of walks f n : [k n+1 ] → [k n ]. Set k 0 = 2. Assume k n is given. We define f n by setting f n (1) = 1 and requiring that if f n (2x − 1) is given, then f n (2x) = f n (2x − 1), and if 1 < f n (2x) < k n , then -f n (2x + 1) = f n (2x) + 1 with probability 1/2, -f n (2x + 1) = f n (2x) − 1 with probability 1/2; if f n (2x) = 1, then f n (2x + 1) = 2; if f n (2x) = k n , then f n (2x + 1) = k n − 1.
We stop this process defining f n when we reach x 0 such that f n (x 0 ) = k n . We let k n+1 = x 0 . This stopping procedure is somewhat arbitrary and can probably be modified without changing the fundamental properties of the model. So each f n is a truncated reflected random walk on [k n ].
The three claims below and definition (22) give a description of the probabilistic model.
The following claim is a consequence of, for example, [7, Theorem 5.4] .
Claim. With probability 1, the sequence (k n ) is defined.
We view [m], for m ∈ N, m ≥ 1, as a finite discrete topological space with m points. Consider the inverse limit lim ← −n ([k n ], f n ) of topological spaces. Define the following relation R on it. For (x n ), (y n ) ∈ lim ← −n ([k n ], f n ), let (22) (x n ) R (y n ) ⇔ ∀n |x n − y n | ≤ 1.
Claim. With probability 1, R is an equivalence relation that is compact when seen as a subset of the product lim
Each equivalence class of R has at most two elements.
To prove the claim above, note first that R is clearly reflexive and symmetric and it is obviously compact. So, to see the remainder of the claim it will suffice to show that each (y n ) ∈ lim ← −n ([k n ], f n ) is R-related to at most one element of lim ← −n ([k n ], f n ) distinct from (y n ). Towards a contradiction, assume otherwise, that is, assume that, with positive probability, there are (x n ), (y n ), (z n ) ∈ lim ← −n ([k n ], f n ) such that (x n ) = (y n ) = (z n ) = (x n ) and (x n ) R (y n ) R (z n ).
These relationships imply that, for large enough n, we have (23) x n + 1 = y n = z n − 1 or z n + 1 = y n = x n − 1.
Thus 1 < y n < k n for large enough n. Hence, using the definition of f n , depending on the parity of y n+1 , either f n (y n+1 + 1) or f n (y n+1 − 1) is equal to f n (y n+1 ) = y n for large enough n. This means, using (23), that either f n (x n+1 ) = x n or f n (z n+1 ) = z n is equal to y n , contradicting (23) for large enough n. It follows from the above claim that, with probability 1, R is a compact equivalence relation whose equivalence classes have at most two elements. Thus, (24) lim ← − n ([k n ], f n ) /R with the quotient topology is a compact metrizable space.
Claim. With probability 1, lim ← −n ([k n ], f n )/R is a continuum.
To see this claim, set X = lim ← −n ([k n ], f n ). We need to show that, for any two non-empty, closed-and-open sets U, V such that U ∪ V = X, there exist sequences (x n ) and (y n ) with (25) (x n ) ∈ U, (y n ) ∈ V, and (x n ) R (y n ).
Fix such U and V . By compactness, there exists n 0 and sets A, B such that
Clearly, there are x ∈ A and y ∈ B with |x − y| ≤ 1. Since each function in the sequence (f n ) is a walk, one easily finds sequences (x n ), (y n ) ∈ X such that x n0 = x, y n0 = y, and |x n − y n | ≤ 1 for all n. It follows that (25) holds for these sequences, and the claim is proved. The claim above allows us to see the space (24) as a random continuum.
