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1. INTRODUCTION 
Let 7 denote the nth order linear differential expression defined by 
724 = dn) + [unm2 - fn&)] e-2) + ... + [a, - f&)]u U-1) 
for suitably defined functions u, where aj is an arbitrary complex constant, 
and fj is in U(---00, co), ,j = 0 ,..., n - 2. Let L denote the linear operator 
defined by Lu = TU, for u in the following domain of definition. 
D(L) = (u in Cn-l(-cc, co) n L2( --Go, co): (1.2) 
&-I) is absolutely continuous on all compact intervals, and Lu is in 
L2(-CO, co)}. 
The expansion theory for L is a discussion of the validity of the equation 
f = (1/2?ri) 4~ j,, [qF1( -pn - L)-’ f] df (1.3) 
for appropriate functions f, where p is a complex parameter and CR is an arc 
of radius R, centered at the origin of the p-plane, and subtending an angle of 
2rrln. 
Let 70 denote the differential expression defined by 7s~ = UC”), and let 
L, denote the corresponding linear operator. Our result is that if 
fELl(-00, co) 
is of compact support, then 
lim 
R-m 
1 j, [n,+( -+ - L)-‘f] dp - jCR[q-l( -+ - -W1fl dp/ = 0, 
(1.4) 
uniformly on the support of J Thus the expansion theory for the operator L 
is related to the expansion theory for L, , and we will see that the expansion 
theory for L, coincides with the problem of representing a function as a 
Fourier integral. 
338 
EQUICONVERGENCE 339 
The above result was first obtained by M. H. Stone [l] for the case 71 = 2, 
a,, = 0. The discussion in [1] also considered the case that D(L) is a subspace 
of Ls(0, co), with a boundary condition at zero. The problem in L2(0, 00) 
was next considered by M. A. Naimark [2], again for the case n = 2, us = 0. 
The basic result here was a direct expansion theorem (rather than an equi- 
convergence result) in the uniform norm, for a subspace of L1(O, co). It was 
necessary to strengthen slightly the integrability condition on f0 . 
The problem on (-co, co) was taken up again by R. R. D. Kemp [3], 
for n = 2, a, = 0 and conditions on f,, stronger than integrability. With 
certain additional assumptions, a pointwise expansion for functions in LP, 
p 2 1 was obtained. In a further paper, Kemp [4] considered the expression 
(1.1) with conditions on the fj stronger than integrability, but also with 
a,-, f 0. The discussion in [4] involves an analysis of the spectrum of L and, 
with additional assumptions, a pointwise expansion theorem for functions in 
the domain of L. 
An example, for n = 2 and in a subspace ofL2(0, co), by J. T. Schwartz [5] 
shows that any attempt to include differential operators in the framework of 
the theory of spectral operators as developed by N. Dunford [7], must take 
into account the possibility that the resulting spectral measure will be 
uniformly bounded outside of a bounded neighborhood of the origin, but not 
within the neighborhood. 
The problem of the uniform boundedness of the spectral measure was 
considered for the operator generated by expression (1.1) of even order in 
L2(0, co) by G. E. Huige [6], who developed formulas for the spectral 
measure in the case that uniform boundedness does not hold in a bounded 
neighborhood of the origin. 
Our result shows that the operator L has an expansion theory. Our 
assumption that the n - 1st derivative does not appear in 7 is a restriction 
which does not appear in some of the above papers, but we are rewarded by 
not having to make assumptions about the spectrum of L which are difficult 
to relate to the behavior of the coefficients. 
Section 2 of this paper is devoted to a discussion of the nature of the 
solutions of TU = -p%, in particular, how these solutions compare with the 
solutions for the special cases 
~~24 = u(“) + a,-2u(n-2) + ... + a,24 = -p”u (1.5) 
and r,,u = -p%. In section 3 we show that the operator L has a Green’s 
function for 1 p 1 sufficiently large, and we write down a convenient expression 
for this function. In section 4 we use the results from sections 2 and 3 to 
compare the expansion theory of L with the expansion theories of L, and the 
operator L, corresponding to pi . 
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2. SOLUTIONS OF THE DIFFERENTIAL EQUATIOKS 
Let I denote an interval of the real line. Let A”(I) denote the collection of 
all functions u in C-l(l) such that u tn-l) is absolutely continuous on every 
compact subinterval of I. 
THEOREM 2.1. Let p be any complex number and let p, ,..., p,-, be complex 
valued functions which are integrable on each compact subinterval of (- 00, CO). 
Then the collection of functions in A”(-CO, CO) which satisfy 
U(n) + pnwl(x) u’+l) + ‘.. + p,(x)u = -p% 
is a subspace of A”( - co, 03) of dimension n. 
a.e., (2.1) 
Proof. It suffices to show that for any real number x,, and arbitrary 
complex constants cs ,..., c,-i , there is a unique solution u E A*( -co, CO) 
satisfying the initial conditions @(x0) = cj , j = O,..., n - 1. Let I be any 
compact interval containing x0 . Then by Theorem II in [8; p. 6991, there is a 
unique u E A”(I) satisfying the given initial conditions, and u, along with 
its first n - 1 derivatives, can be continued to the end points of I. Our result 
then follows by writing (-co, co) as a countable union of compact intervals. 
Let w1 ,..., W, denote the nth roots of - 1, labelled in consecutive counter- 
clockwise order, with wr = exp(ir/n). Then n linearly independent solutions 
for (1.6) when p # 0 are given by the functions exp(pc+x), K = I,..., n, 
---co < x < co. To find solutions for (IS), we note that the characteristic 
equation 
mn + an-2mn-2 + ... j-- a, = -pn (24 
has n distinct solutions for 1 p / sufficiently large. Thus for / p / sufficiently 
large, (1.5) has n linearly independent solutions exp[m,(p)x], k = l,..., n, 
---co < x < 03. We note for future use that 
mk(p) = PW# + (l/~)~ck(~)l (2.3) 
where ck(p) is bounded as 1 p 1 gets large. We make some additional remarks 
for future use: let T(p) denote the n x n matrix whose i, jth element is 
m;-‘(p). Let M(p) denote the determinant of T(p), and let M,(p) denote the 
cofactor of rnt-’ (p). Then for dk(p) = O(1) 
~lc(P)lWP) = [-4np”-‘IV + UlPY dk(P)l. (2.4) 
We will be concerned with the equation W[mk(p)] = 0. We note that this 
defines a curve in the p-plane which has as asymptote the line 5@pwlc = 0: 
Arg p = r/n - 2krr/n, Arg p = r/n - 2kr/n + V. 
EQUICONVERGENCE 341 
THEOREM 2.2. For 7 as in (l.l), n linearly independent solutions in 
A”( - 00, 00) of TU = -p% aregiven, along with theirfirst n - 1 derivatives, by 
~~$5 P) = m’(p) em~‘p)r[l + U/P) cdx, PI, (2.5) 
where ckj is bounded for / p / suficiently large, uniformly in x, --co < x < co. 
In addition, the fundamental matrix formed by these solutions can be 
written as 
@(x9 PI = T(PY + U/P) w? P)l-%? Ph (2.6) 
where I is the n x n identity matrix, B(x, p) is bounded for 1 p / st@ciently 
large, uniformly in x, --03 < x < 00, and 
E(x, P) = diag(exp[ml(p)xl,..., exph(p)xl). (2.7) 
Remarks. It is of interest to compare our equation (2.6) with equations 
(1.3)--(1.6) in [4]. E xam es pl f or n = 2 show that the asymptotic behavior 
required in [4] does not actually hold. However, since the main arguments 
in [4] depend upon estimates on the components, the subsequent arguments 
in [4] need not be changed. 
In the statement of Theorem 2.2, we make no mention of restrictions on p. 
It is implied of course that p is outside of a bounded neighborhood of the 
origin. We do not need to be more specific since we do not claim that Q, is 
analytic. In the process of proving the theorem, we will see that the complex 
plane outside of a bounded neighborhood of the origin is the union of a 
finite number of unbounded regions, on each of which @ is analytic, and the 
transition from one region to an adjacent one involves merely a jump 
discontinuity for @. 
The proof of the theorem is a modification of the proof of Satz 1 in 
[9; p. 421. 
Proof. In addition to the previously defined matrix notation, let 
[ 
0 0 ... 0 0 
F(t) = : i 
. . . . 
foil fit, 
0 i,, 
... fn-z(t) 0 1 
i 
0 1 . . . 0 0 
A(P) = 0 ' ... 0 0 : :I i 9 -pn - a, -a, ... -anW2 0 
R(p) = diag(1, p ,..., pn-l), WP) = R-~(P) T(P). 
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If the equation 
@P(x, P) = T(f) E(x, P) + 1% T(P) qx, P) E-V, P) T-%JW) @(C P) dt (2.8) 
has a solution @(x, p), then @ is a matrix solution to the differential equation 
@‘%, P) = MJ) + w91 @(x, PI, 
which is the standard matrix analog of ru = -p%. If we define 
qx, P) = R-l(p) @(x, P) E-Yx, P> 
then the existence of a solution to (2.8) is implied by the existence of a 
solution to 
.W, P> = W(P) + j-’ VP> E(x - t, P) WP)W R(P) -V, P) E(t - x, PI dt. 
(2.9) 
Since the last column of F(p) is [l/M(p)] (Ml(p),..., A!&(p)), we have 
If we then introduce the notation W(p) = (z+(p)), 
Q~P) = diag(wlk ,..., d 
Wt, P) = dkdfdt), l(4,..., p”-2fn-dt), 9, 
then we have 
-GG P) = VP> + (1 W(P)) 
x g1 J:, WdP) e m~(“)(e-tk2k(p) JS(t, p) Z(t, ,o) E(t - x, p) dt, 
where the xk are arbitrary. Thus thejth column of 2(x, p) is 
tmk(~)-mj(~)1(~-t)S2,(p) JF(t  p) Z,(t, p) dt. 
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Now from (2.4), M&)/M@) = (l/p”-‘) O(1) for 1 p 1 sufficiently large. 
Incorporating 0( 1) terms into Q,(p) 
Then, since (l/,F2) F(t, p) is bounded with respect to p, we define 
and obtain 
Now suppose that we are in an unbounded region S of the p-plane, such that 
the real parts of m&) - mj(p) do not change sign. Let A = Aj denote the 
collection of indices K such that W[m,(p) - mj(p)] > 0, and let B = Bj 
denote the remaining indices. We pick the points xk so that 
zj(x3f) = wdf) + (l/f) SI, zBe [~IC(P)--mj(p)1(2-t)~nk(p) J&t, &(t, p) dt 
-V/f) ,I &e ‘mk(p)~j(p)1(z-t)S21c(p) JH(t, p) .Z&, f) dt 
= W(f) + (l/f) Srn mx9 4 f> 4(4f> dt* (2.10) --I) 
Since the terms of J&(x, t, p) are linear combinations of the integrable 
functionsf$(t), we can make 1 p 1 large enough so that 
Then using lemmas 2.1.1 and 2.1.2 in [2; p. 1101, we see that (2.10) has a 
solution which is analytic in S, 1 p 1 sufficiently large, and 
4(x, PI = Wdf) + Ulf)Bd? f) 
where Bj(x, p) is uniformly bounded in x as / p 1 gets large. Thus (2.9) has a 
solution in S: 
Z(x,p) = Jqf) + (l/f) qx, f> = WfW + (l/f)w? f& 
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where B(x, p) is generic notation for a square matrix which is uniformly 
bounded in x as j p 1 gets large. In the above equation we have used the fact 
that W-l(,) is bounded for / p ! large. 
Thus we have a fundamental matrix for TU == --p% given by (2.6) and this 
implies the equations (2.5). 
3. GREEN’S FUNCTION 
The eigenvalue parameter for the operator L is -pn. We shall use the 
phrase “p is in the resolvent set of L” when we mean “ -pn is in the resolvent 
set of L”, and similarly for “p is in the spectrum of L”. Also, we shall 
restrict consideration to a sector of the p-plane of angle 277/n, so that there 
will be a one-to-one correspondence between points p and points -pn. 
Let S denote an unbounded region of the p-plane such that B?m,(,) does 
not change sign, k = l,..., n. Then the set of indices I,..., n can be partitioned 
into two disjoint sets: 
A = {k I am,(,) 2 0, P E S>, I3 = {k / gm&) < 0, p E S}. 
Let @(x, p) be the fundamental matrix for 7 as given in (2.6), with first row 
Ul(X, P),..., u,(x, p). Let the last column of @-l(t, p) have entries 
Vl(4 P),..., %L(t, P). 
Let 
& %c(X> f> %(4f) t<x 
-& z&(x, p) v,(t, p) t > x. (3.1) 
It is a simple matter of matrix algebra to see that 
vkk PI = [~k(fW(f)l[l + (l/f) hk PII e-9(P)t, (3.2) 
where b,(t, p) is uniformly bounded in t as / p / + 00. 
THEOREM 3.1. For 1 p I sz@ciently large, the problem Lu = -p%, IL E D(L), 
has no non-trivial solutions. 
Proof. Since D(L) C A”(--co, co), any solution to Lu = -p% in D(L) 
must have the form c+,(x, p) + ... + 01,u,(x, p), for some constants 0~~ ,..., 01,. 
From (2.5), it is clear that none of the functions uk belong to L2(-00, co). 
Thus only c1r = ... = an = 0 yields a solution in D(L). 
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THEOREM 3.2. Letf E L2( - co, CQ). Let p befixed, 1 p / suficiently large. If in 
addition, S?m,(p) # 0, all k, then the non-homogeneous problem 
Lu = -p% + f, 24 E D(L) (3.3) 
has a unique solution. 
Proof. It is clear from Theorem 3.1 that there cannot be two distinct 
solutions. Thus it suffices to exhibit one solution to (3.3). To this end, let 
4x, P) = jm Q, t, pn)f(t) dt. 
--co 
(3.4) 
Using the expressions (2.5), (3.2), 
1 
g* for t< x 
D, 4P"> = l/M(P) 
-Jz 
for t > x JuP)[l + (l/P) 4x3 PI1 x [ 1 + (1 /p) bK( 1, p)] e”k(“)(“-t) 
(3.5) 
Then using the fact that Wm,(p) # 0 and using the definitions of A, B, it is 
easy to see that the integral in (3.4) exists, and that u actually satisfies the 
differential equation in (3.3). T o s h ow that u E D(L), consider, for k E B, 
a typical term 
[~,(p)lW~ll[l + (l/p) 4~ PII ernfJojr s ’ Cl + U/P) W, PN e++YfW dt. -co 
This term is in L2(-~, co) by the discussion in [lo; Theorem 10.91. The 
argument for a typical term when k E A is similar. Finally, Lu E L2(-co, co) 
since the right side of the equation in (3.3) is in L2(-cq 00). 
As a consequence of Theorems 3.1 and 3.2, we see that the operator L 
has no eigenvalues for ] p 1 sufficiently large and that the resolvent set contains 
the points where Wm,(p) # 0, / p ] sufficiently large. 
DEFINITION 3.1. For p in a domain S contained in the resolvent set of L, 
a Green’s function for L is a function r(x, t, pn) defined for p E S and for x, t 
in (-00, a), such that 
(i) for fixed X, t, r is analytic in S; 
(ii) akr/fJxn-l, k = O,..., n - 2 exist and are continuous for x, t in 
(--co, a~), and an-lr/axn-l is absolutely continuous when x # t; 
(iii) an-qaxn-yt + 0, t, p*) - a~-lr/axn-yt - 0, t, py = 1, 
-co<t<oo; 
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(iv) as a function of x, Lr = --p”r, x # t, and r~ L2(-co, co); 
(v) as a function of t, TEL2(-co, co); 
(vi) for any f~ L2(-co, co), U(X, p) = J-y, r(.z, t, ~“)f(t) dt is a solution 
of (3.3). 
It is clear from this definition that the function defined in (3.1) is the 
Green’s function for L. The uniqueness of Green’s function follows easily 
from the fact that if r, , r’s are both Green’s function, then r, - r, has an 
absolutely continuous n - 1st derivative even if x = t, and then as in the 
proof of Theorem 3.1, r, - I’, = 0. 
The expression (3.1) for Green’s function was arrived at by guessing. 
Motivation can be found in [ 111, particularly Theorem 2.1 and the discussion 
following the theorem. 
For future use, we observe that the Green’s functions for the operators 
L, and L, are, respectively; 
g M,(p) emk(p)(3c-t)  < x 
m, t, ~9 = l/w~) --iA &fk(p) pdp)(z-t) t > x, (3.6) 
-.ye Wkp+-t’ t < x 
rocx, t, p) = 1 lng-1 
c wke 
wJ&.t) t > x, (3.7) 
kEA 
since in the case of L, , M&)/M(p) = ---w&~p~-~. 
4. EQUICONVERGENCE THEOREMS 
As an aid to proving the following theorem, we become more explicit 
about the sector S of angle 277/n. If n is odd, let S be --rr/2n < arg p < 3m/2n. 
If n = 2 mod 4, let S be 0 < arg p < 2r/n, and if 12 = 4 mod 4, let S be 
--P/n < arg p < z-/n. If n is even, for each boundary ray of S there is an 
index k such that the curve S&z,(p) = 0 is asymptotic to the boundary, and 
also lies in S. If CR is the portion of ] p / = R contained in S, then that 
portion of C, between the curve Wm,(p) = 0 and its asymptote is of length 
W/R)- 
If n is odd, we introduce the bisecting ray arg p = r/2n. This ray is the 
asymptote of a curve Wm,(p) = 0 which lies in S. While the boundary rays are 
also asymptotes, exactly one of the curves will lie in S. The other curve will 
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be on the “wrong side” of its asymptote. This is a consequence of the 
invariance of the problem under the transformation p + pwr2. It is again true 
that that portion of CR between the curves &%rk(p) = 0 and their asymptotes 
is of length 0(1/R). 
The above statements follow from the characteristic equation (2.2) and its 
consequence (2.3). 
THEOREM 4.1. Let f E L1( --co, oo), and let C, be as above. Then uniformly 
in x on any compact interval [a, b]. 
1 npn-l[I’(x, t, p”) - rI(x, t, pn)] dp = 0. 
CR 
(4.1) 
Proof. This proof is based on the proof of Theorem IV [l ; p. 6621 for 
the case n = 2, a, = 0. 
From (3.5) and (3.6), 
np+l[r(x, t, p”) - rI(x, t, pn)] = (l/p) dk(x, t, p) emkb)(x-f), 
where dk(x, t, p) = O(1) as j p 1 + 00, uniformly in x, t in (-co, 00). Since 
ema(p)(z-t) is bounded, we see that for some K > 0 and 1 p 1 sufficiently large, 
IS CR 
nP[r(x, t, p”) - rl(x, t, P’Y dp 1 < K. 
Thus given any E > 0, there exists B, > 0 such that 
/ [ j” + [;j dtf 0) I,, v-VP, t, $9 - ~I(x, 6 ~‘914 1 < 4 
for all x. We have used here the fact that f E L1( - co, co), and we require only 
that ] p 1 be sufficiently large. To obtain the same inequality when the inte- 
gration is over [--B, , B,], we show that the hypotheses of a theorem of 
Lebesgue [8, p. 7081 are satisfied, which then implies the inequality. 
Let 
K(x, 4 R) = I nPW, t, P> - rdx, 4 ,@)I 4. 
CR 
Then to satisfy the hypotheses of Lebesgue’s theorem, we must show 
(i) 1 K(x, t, R)] < M for R sufficiently large, and all x, t E [--B, , B,]; 
409/32/2-8 
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(ii) for each interval [01, /3], where 
-B, .< a < ,B < B, , I a K(x, t, R) dt = o(l) as R-W, 2 
uniformly in x in [-BE, B,]. Condition (i) has already been established. To 
establish condition (ii), we note that a typical term of K(x, t, R) is 
SC, (UP) d&, t, P) emk(P)(z-t) dp, where K has been selected so that 
~hc(P)(X - 01 < 0 for pECR. 
Since the integrand of any typical term is bounded uniformly with respect 
to X, t, we see that the p integral over that portion of CR between a curve 
Wm,(p) = 0 and its asymptote is uniformly 0(1/R). On the remainder of CR , 
we use (2.3) to write our typical term as 
s 
(1 I/,) dk(x, t, ,,) e’Wc(~-t)e(“&(~) (x-t) dp. 
Since ( x - t 1 < 2B,, the second exponential above is uniformly bounded 
in x, t, p, and can be incorportated into dk . Then since W[pw,(x - t)] < 0, 
we use a standard argument in complex variables to show that 
’ II P/P) 44x, t P) epWX(@) dpdt = O[(log R)/R], OT 
uniformly in x in [-B, , B,]. See [8; Lemma VI, p. 7191. 
Thus the conclusion in Lebesgue’s Theorem is that on [-BE, B,], we can 
make R sufficiently large so that 
Now given [a, b], we make E small enough so that [a, 61 C [-B, , B,]. 
Thus 
1 j-“, G, t, R)f(t) dt 1 < ~0 
This completes the proof. 
We now obtain a similar comparison result for the operators 15, and L,, . 
While the basic result is the same, i.e., the expansion theories are equi- 
convergent on compact intervals, we have to formulate the theorem in terms 
of functions f~Ll( - 00, co) which are already of compact support. This 
additional sensitivity is due to the fact that the coefficients of L, and L, do 
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not have the same leading terms, and consequently the quantity e*‘k(P)’ - ep”kx 
grows exponentially as 1 p 1 --f co, while enck(p)z[l + (l/p) O(l)] - e’Q(p)” 
grows as l/p. 
THEOREM 4.2. Let f E Ll(--co, co) have support contained in [a, b]. Then 
uniformly in x E [a, b], 
np~-l[I’~(x, t, p”) - To(x, t, p”)] dp := 0. 
CR 
PYOO~. For p between two consecutive contours 9m,(p) = 0, the sets of 
indices A, , B, for the operator L, remain fixed. Similarly for p between two 
consecutive rays 9@wk = 0, the sets A, , B, for L, remain fixed. These sets 
may not coincide for all p E S, in particular when p is between a curve 
Wm,(p) = 0 and its asymptote. Otherwise, A, = A,, B, = B, . Thus for a 
given arc CR , that portion of the arc on which the sets of indices do not 
coincide is of length 0(1/R). Since n$-l[r, - r,,] is always bounded uni- 
formly in all variables, we have that 
s npn-l[r, - r,,] dp = 0(1/R), 
the integration over that portion of CR where the indices do not coincide. 
We now consider that portion CR of CR where the indices coincide. We 
need more than the boundedness of np+l[r, - r,,] since CR has arbitrarily 
large length as R -+ co. 
From (3.6), (3.7) and (2.4), we have 
_ & wk[emk(~)(“-t) _ epwk(m-t)] 
,; wk[emktPHx-t) _ ePwk(“-t)] 
I 
t<x 
t > x (4.2) 
where the term 0( 1) is uniform in X, t. Since se, (l/ps) O(1) dp = 0(1/R), 
we have that 
jm dtf(t) j- Uh2) O(l) dp = llfll W/R). -cc CR 
For the remaining terms in (4.2), consider a typical term 
I 
mb)b-t) 4 
CR 
- eow(“-t)l dP 
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where we have omitted the subscripts. Let pr , pz be the endpoints of CR . 
Then for x # t, 
CR 
wePw(--t) dp = [I/@ _ t)][eW(“-t) _ eW”(z-t)]e 
To evaluate s we m(p)(m-t) dp, we note that as a consequence of (2.2), 
dp = ---~“-~[l + (l/m2) O(l)] dm 
and therefore 
f 
CR 
we”(P)(x-t) dp = [l/(x _ t)][e”(“2)(--t) _ e”(“)(“-t)] + ()(1/R), 
which implies 
I= 
I 
m&7) (e-t) 
CR 
4 
_ eow(“-t)] dp = ePpww[l/(X _ t)][e(~(‘a)-Prw)(e-t) _ 1-j 
- eW(x-t)[l/(X - t)][e(“(“)-4W)(“-t) - l] + ()(1/R). 
Let Xi = m(pJ - pi w, i = 1, 2. Then Xi = (l/pi) O(l), and 
I = x 2e w(qeM”-t) - l]/[h2(x - t)] 
_ ~leqw(2-t) [e A1(5-t) - 111bw - 4 + f-w/R). 
Since x and t are restricted to a compact set, and hi = 0(1/p,), we see that 
&(x - t) is restricted to a bounded neighborhood of the origin in the plane. 
Thus 
[eAicxet) - l]/[X,(x - t)] = O(l), 
as ] p ] -+ co. The terms epio(x-t) are bounded since k E B when t < x and 
keA when t >x. Thus 
I = h,O(l) +X,0(1) + 0(1/R) = 0(1/R), 
as R + co. Thus we see that forf as in the theorem, 
,ya dtf(t) j ~~‘W’dx, t, P”> - rob, t, ~“ll dp = llfll W/R). 
CR 
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COROLLARY 4.1. Let f~ L1( -CO, 00) with support contained in [a, b]. 
Then unifOrmly in x in [a, b], 
(I pi) $z jTrn dt f(t) j,, nf-l+, t, P”> 4 
k2 I m [sin R(x - t)]/[n(x - t)]f(t) dt = 0. -a 
Proof. It is a matter of direct computation to see that 
u/w j,, npn-lI’,,(x, t, pn) dp = [sin R(x - t)]/[n(x - t)], 
which we recognize as the Dirichlet kernel for Fourier integrals. 
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