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Abstract
We review the physical motivations and the mathematical results ob-
tained so far in the isocone-based approach to noncommutative causality.
We also give a briefer account of the alternative framework of Franco
and Eckstein which is based on Lorentzian spectral triples. We compare
the two theories on the simple example of the product geometry of the
Minkowski plane by the finite noncommutative space with algebra M2(C).
1 Introduction
The properties of the electromagnetic field led the early 20th century physicists
to a dramatic change in their notions of space and time. Yet more upheaval came
from Einstein’s theory of the gravitational field. Today, known fields other than
gravitation are described together in the Standard Model of particle physics.
The derivation of this very complex piece of machinery from noncommutative
geometric ingredients is a major breakthrough [1]. While it sheds light on
some of the most contrived aspects of the Standard Model, such as the Higgs
mechanism, it also opens the door to a renewed understanding of the structure
of spacetime. However two hard problems remain. The first is the passage from
the euclidean signature to the physical lorentzian one, which is still elusive for
noncommutative manifolds (in spite of recent progress in some particular cases,
[2]). The second is the quantization of the noncommutative scheme [3].
In fact, there is a third difficulty, which we believe is the key to the elucida-
tion of the first two: the physical interpretation of the theory. In noncommuta-
tive geometry, a C∗-algebra is interpreted as an algebra of would-be functions
on some virtual space. In the case of the spectral Standard Model the algebra A
is composed of true functions on space with values in C⊕H⊕M3(C). On a dif-
ferent stance, coordinates are expected to become noncommutative observables
in quantum gravity [4]. We think that it is a fruitful point of view to consider
the elements of A already as quantum observables, which take into account the
quantum nature of the “inner” space unraveled by the Standard Model, but not
yet the quantum nature of the spacetime manifold.
With this in mind, we try a causal approach to the problem of the lorentzian
signature. More precisely, we observe that causality is a property which is
specific to lorentzian manifolds, and that moreover the causal order relation
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encapsulates the metric information up to a conformal factor. This is hardly a
new observation: it is a the root of the Causal Sets approach to quantum gravity
[5]. Thus, we want to characterize, among the general elements of the algebra
of noncommutative functions A, those which play the role of causal functions.
The subset of these distinguished elements is called an isocone. The isocone
program has been started in [6] and is still in its early stages of developments.
In particular it does not yet make contact with the Dirac operator, which is the
central tool of noncommutative geometry. In other words it is not yet known
how to distinguish in the noncommutative case true causality, which comes from
a metric, from general order relations.
However there is another theory, started by Franco and Eckstein in [7],
which aims at defining causality out of a Dirac operator. Of course this top-
down approach depends on a correct formulation of noncommutative geometry
in the lorentzian signature in the first place.
In this paper we will review the isocone-based approach to causality, start-
ing with general physical motivations in section 2. This will lead us to a set of
four fundamental hypotheses, which we will transform in section 3 into a math-
ematically more tractable set of axioms that defines isocones in the C∗-algebra
category. In section 4 we will review general properties of isocones, and in sec-
tion 5 some classification results for them. In section 6 we briefly review the
Franco-Eckstein theory, and compare the two approaches on a simple example
in section 7. We will then conclude with a few remarks.
In all the text “compact” means ”compact and Hausdorff” and the order
relation used on R is always the natural one.
2 Time, clocks and causality
We start with a rather philosophical discussion, where “philosophical” is here
an elegant substitute for “vague”. This vagueness will perhaps be forgiven since
the question we want, to address “what is time ?”, is certainly one of the most
difficult of all. It seems reasonable to look for an answer in our two best theories
of natural phaenomena to date, namely General Relativity and Quantum theory.
The former theory carefully distinguishes between chronology, duration and
causality, and puts strong structural constraints on them. The latter theory
says nothing at all: time in quantum theory is an external parameter. So the
punchline appears to be this: time, in any of its three facets mentioned above,
is structurally defined by GR and has no quantum aspect at all. Note that by
“structurally defined” we mean that there is no more explicit definition of time in
GR than there is any explicit definition of sets in axiomatic set theory, but that
the two theories implicitly define their objects by specifying how they behave.
That the definition of time is a structural one is not really surprising, the only
alternative being that it is an emergent phenomenon that can be defined in term
of something else. However it is unsatisfying that quantum theory should have
no word on this matter, and it is rather unlikely that we have here the definitive
answer.
There are indeed several arguments in favor of an influence of quantum
theory on the question of time, and we refer to [8] for some of them. Here we
quote only two. The first and most obvious is that if the gravitational field has to
be quantized, then the structural constraints on time observables will have to be
2
modified accordingly. The second is that the so-called clock hypothesis, which
is a postulate of GR, states that a clock measures the proper time of an observer
who carries it. But clocks being made of quantum fields, like everything else,
cannot in principle be properly modelized without the help of quantum theory.
In other words there should be quantum observables associated to them. A
possible objection to this point of view would be that clocks are necessarily
macroscopic objects. Once again this would amount to say that time is an
emergent phenomenon.
The characterization of quantum observables associated to measures of du-
ration poses a real challenge, even in the context of quantum mechanics on a
non-relativistic background [9]. However, we will argue that if we fall back to
the cruder notion of causality, a tentative answer to this problem can be given.
Let us now explain more precisely what we propose to do.
From General Relativity we borrow the concept of causality. A spacetime
M , i.e. a connected time-orientable Lorentzian manifold, is said to be causal if
the following relation
p  q ⇔ there exists a causal curve from p to q (1)
is a partial order. Not all metrics define causal spacetimes, even those which
solve the Einstein’s equations can have pathological causal properties. However,
there always exists a neighbourhood U of a given event p such that  is a partial
order on U . In fact much more is true: one can find a neighbourhood with the
best possible causality property, namely global hyperbolicity (see [10], th 2.14).
The causal ordering permits to define causal functions, that is functions
f : M → R such that x  y ⇒ f(x) ≤ f(y). These functions are classical
observables which correspond to measurement devices that we call generalized
clocks. A generalized clock, if compared to a genuine clock, can arbitrarily
change pace or even stop for a while. The only thing it cannot do is run
backwards. We now want to associate quantum observables to these generalized
clocks. For this we introduce a quite general setting for quantum physics [11].
1. For a given physical system, there exists a set of states S, a set of observ-
ables O, and a duality map S × O → R, which is separating for S and
O.
2. S is a convex set.
3. O is a real vector space.
4. O is stable under a 7→ f(a) where f is a real-valued function.
Note that we do not assume for the moment that the duality function gives
the expectation value of the observable when the system is in some state: this is
a matter of interpretation of the formalism and we will deal with that later on.
There are many good reasons to believe in these axioms, and we refer to [11] for
justifications. Let us only comment on the last of them, which will be crucial for
our purpose. This axiom follows from the following intuitive interpretation: the
observable f(a) corresponds to an observation of a followed by the mathematical
operation of applying the function f to any result of such an observation.
A neat way of fulfilling all these requirements is to suppose that O is the self-
adjoint part of a C∗-algebra and that S is its state space, this is the so-called
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C∗-paradigm. However it is not quite the most general solution: a Jordan
algebra would suffice. So we will start by assuming that O is a Jordan algebra.
We postpone to the next section the specification of the type of Jordan algebra
that we will use in order to make sense of our hypotheses.
We now call C the set of causal observables corresponding to generalized
clocks. Our first hypothesis, justified above, is that C is a subset of a Jordan
algebra.
Hypothesis 0 (Jordan paradigm) C is a subset of a Jordan al-
gebra O.
In some classical limit C should correspond to the set of causal functions on
M , but it should be stressed that the correspondence is in the direction causal
observable → causal functions, in particular we do not assume the existence of
a quantization map which would go in the other direction. In fact it is well-
known that quantization maps cannot commute with functional calculus and be
linear at the same time [12]. What are the properties of C ? Consider o ∈ C,
c a generalized clock corresponding to o and f a non-decreasing real-valued
function. Then the device c′ which is formed by c followed by a computation
of the function f on the result obtained by c is still a generalized clock. Hence
f(o) ∈ C. This is our hypothesis number 1 for the set C.
Hypothesis 1 (functional stability) If o ∈ C and f is a real
non-decreasing function, then f(o) ∈ C.
Let us remark here that this implies that the algebra is unital and that C
contains all the real multiples of the unit. Let us dissipate any worry that could
arise at this point: it does not mean that our approach only applies to compact
spacetimes. If we start with some noncompact spacetime and use the approach
advocated here with a unital commutative algebra, we will recover some com-
pactification of the spacetime we started from, depending on the algebra used.
Of course these objects have boundaries. It is indeed a well-known theorem that
compact causal spacetimes always have boundaries (or to put it another way,
that compact closed causal spacetimes do not exist).
We now introduce a separation hypothesis.
Hypothesis 2 (separation) C separates the pure states of O.
The origin of this hypothesis is the classical situation. In any sufficiently
small given region of spacetime one can introduce causal coordinates, for in-
stance GPS coordinates [13], which obviously separates events (i.e. pure states).
If one considers the spacetime manifolds globally, there can be too few causal
functions to separate the events (in fact, there can be none at all, except the con-
stants). However the hypothesis will be fulfilled if one assumes strong causality,
which despite its name, is a weaker causality condition than global hyperbolicity
[10].
Hypothesis 2 can thus be viewed as an exportation to the quantum regime of
the idea that causality plays a fundamental role in the process of identification
of what we call “different spacetime events”. As such it cannot be fully justified,
it is an act of faith.
As soon as we have adopted it, this hypothesis grants us a partial ordering
on the set P (O) of pure states of O, which is so defined:
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∀p1, p2 ∈ P (O), p1  p2 ⇔ p1(c) ≤ p2(c) for all c ∈ C (2)
In the classical situation, if we started from the set of causal functions, we
recover in this way the causal order on spacetime events. Mind that this is not
a mere tautology: it could well be that the order defined through (2) turn out
to be stronger than the causal order (see the definition of toposets in section
4). But as is now familiar, the equality between causal order and the order
defined through the causal functions always holds locally and will hold globally
under some causality condition [6]. In the present situation we started from
a set of observables that we did not know at first to be associated with some
partial order. But we know now from (2) that each observable of our set C is
non-decreasing for . In the classical case the causal functions are exactly those
which are non-decreasing for , but even there, we may very well start from a
smaller set of causal functions which is still large enough to fulfill the hypothesis
1 and 2 and end up with the same causal order. Hence we see that we need a
“saturation” hypothesis to ensure that we started from the whole set of causal
functions and not a smaller subset. The most natural is the following:
Hypothesis 3 (saturation) Every observable o which have a non-
decreasing Gelfand transform with respect to , i.e. p1  p2 ⇒
p1(o) ≤ p2(o), is in C.
As above, the leap leading to this hypothesis cannot be fully justified. How-
ever we will give some arguments in the next section that we hope will give
some credence to it.
3 From the fundamental hypotheses to a set of
working axioms
In the previous section we put forward four hypotheses, which we qualify as
fundamental, about the set C of causal observables. However, they are not
very handy from a mathematical point of view. This is particularly true of
the saturation hypothesis. In this section, we will see that under some very
reasonable conjectures, they can be turned into axioms which are easier to work
with.
First, we must specify the kind of Jordan algebra we use. In order to make
sense of hypothesis 1 we must have a functional calculus. We choose JB-algebras,
which possess continuous functional calculus. By doing so we subrepticely intro-
duce a (noncommutative) topology, and the question of the compatibility with
the causal structure arises. We will see in the next section that a very natural
answer to this question can be given thanks to Gelfand theory for toposets.
Let us now use the saturation hypothesis. If c1, c2 ∈ C, then the Gelfand
transforms cˆ1 : p 7→ p(c1) and cˆ2 : p 7→ p(c2) defined on pure states is non-
decreasing, hence their sum is also. Therefore c1 + c2 ∈ C by the saturation
hypothesis. Similarly, if cn is a sequence of elements of C converging in the
norm to c, then each cˆn is non-decreasing, hence the limit is, hence c ∈ C.
Consider now the following set of axioms on C, which can be derived from
the fundamental hypotheses, as we have seen:
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1. C ⊂ O, a JB-algebra.
2. C separates the pure states of O.
3. C is stable by non-decreasing continuous functional calculus.
4. C is norm closed.
5. C is stable by sum.
Though it is a priori a weaker set of axioms than the fundamental hypotheses,
we conjecture that it is in fact equivalent. We call this the saturation conjecture.
Whatever the status of this conjecture is, we will work in this paper with this
maybe weaker set of axioms. In each case we will encounter, it is possible to
show that the set C is indeed saturated, that is, contains all observables with
non-decreasing Gelfand transform.
But first we want to strengthen axiom (2) by asking instead that:
(ii’) C separates the states of O.
We will show below that axiom (ii) can be replaced with axiom (ii’) without
loss of generality provided the following property is true for O:
Strong Stone-Weierstrass property Let O be a JB-algebra and
B be a subalgebra of O. If B separates P (O) ∪ {0}. Then B = O.
The strong Stone-Weierstrass conjecture for JB-algebras states that all JB-
algebras satisfy this property. This is known to be true if P (O) is closed and
also if O is post-liminal [14]. All algebras considered in this paper will be post-
liminal.
Proposition 1 If O satisfies the Strong Stone-Weierstrass property, then the
hypotheses (i) to (v) imply (ii’).
The proof is easy. Let B be the strong closure of the set of differences C−C. First
notice that C−C = C+−C+, where C+ denotes the set of positive elements in C.
Indeed, we can always rewrite a difference a− b in the form a+ k.1− (b+ k.1)
where k is a large enough real and 1 is the unit of O. (Remember that C
contains the real multiples of 1, as noticed in the previous section.) Next,
consider a, b ∈ C+. Then a + b ∈ C+. Moreover, if f is the continuous non-
decreasing function such that f(t) = 0 for t < 0 and f(t) = t2 for t ≥ 0, then
f(a + b) = (a + b)2, f(a) = a2 and f(b) = b2 all belong to C+. Thus the
Jordan product a ◦ b = 12 ((a+ b)
2− a2− b2) ∈ B. By linearity and continuity of
the Jordan product we easily see that B is indeed a subalgebra of O. Now by
hypothesis B separates P (O), and since it contains a unit it separates 0 from
the other pure states. Thus B = O. Since C − C = O it is now obvious that C
separates the states of O.
4 Isocones and I∗-algebras
From now on we concentrate on JB-algebras which are the self-adjoint part
of C∗-algebras. In this context the structure of the set of causal observables
becomes (under the saturation and Stone-Weierstrass conjectures) that of an
isocone, the definition of which we recall below:
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Definition 1 Let A be a unital C∗-algebra, Re(A) be its self-adjoint part. An
isocone of A is a non-empty set I such that:
1. I ⊂ Re(A),
2. ∀φ : R→ R continuous and non-decreasing, a ∈ I ⇒ φ(a) ∈ I,
3. ∀a, b ∈ I, a+ b ∈ I,
4. I is closed,
5. I separates the states of A,
If I is an isocone of A, the couple (I, A) is called an I∗-algebra.
Isocones were first defined in [6] but with slight differences, so let us make
some comments on them to help make the connection.
First, instead of axiom (5) we required that the set of differences I − I be
dense in Re(A). This is seemingly a stronger condition, but in fact they are
equivalent. Indeed, suppose I separates S(A) and let V = I − I. Note that V
is a real vector space by axioms (2) and (3). Suppose there exists a ∈ Re(A)
such that a /∈ V and use Hahn-Banach theorem to find a continuous linear form
f such that f(V ) = 0 and f(a) 6= 0. We can extend f as an hermitian form on
A and by [18] there exist two states s1, s2 on A and two nonnegative numbers
α1, α2 such that f = α1s1 − α2s2, and ‖f‖ = α1 + α2. Since 1 ∈ V , we find
that α1 = α2 = ‖f‖/2. Hence f = k(s1 − s2) with k = ‖f‖/2. By hypothesis
f(V ) = 0, hence s1 and s2 are equal on I, and since I separates the states, they
are equal, which contradicts f(a) 6= 0.
Moreover, in [6] we did not put forward axiom (2), but instead asked that if
a, b ∈ I and ab = ba, then sup(a, b) and inf(a, b) must also be in I. This axiom
was motivated by the hypotheses of the Kakutani-Stone theorem, thanks to
which one can prove an analog of the Gelfand-Naimark theorem for commutative
I∗-algebras (see below). However, this mathematically motivated axiom was
later shown to be equivalent to the more physically meaningful stability under
non-decreasing continuous functional calculus in [15].
As alluded to above, the first step of the theory is to prove an analog of
the Gelfand-Naimark theorem for commutative I∗-algebras. Let us introduce
some terminology in order to state this theorem. Let (M,) and (N,≤) be two
partially ordered topological spaces. A map f : M → N which preserves the
order relations is said to be isotone or to be an isotony. The set of continuous
isotonies fromM to R, where R is equipped with the natural order and topology,
is denoted by I(M). A toposet is a topological ordered space which has “enough”
isotonies, in the following sense:
∀x, y ∈M,x  y ⇔ (∀f ∈ I(M), f(x) ≤ f(y)) (3)
This is the compatibility condition between topology and order that we were
wondering about in the previous section. A toposet is also called a completely
separated topological ordered space. Note that if M is compact, it is a toposet
if and only if the relation  is closed as a subset ofM×M [16]. A spacetime is a
toposet if and only if it is causally simple [17]. It means that it does not contain
closed causal curves and that the future and past of any event are closed. It is
the second strongest causality condition after global hyperbolicity.
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Theorem 1 Let M be a compact toposet. Then the couple (I(M), C(M)) is
a commutative I∗-algebra. Conversely, every commutative I∗-algebra (I, A) is
canonically isomorphic to one of this form, where M is the set of pure states of
A.
As we explained before, there cannot be any such duality theorem in the
locally compact case where one uses the algebra C0(M) of continuous functions
vanishing at infinity since this does not contain any non-trivial isotone function
in general. Hence one is forced to use a preferred compactification in this case.
The proof of theorem 1 can be found in [6]. Let us just recall that the order
on M = P (A) is recovered from I by the formula
∀φ, ψ ∈ P (A), φ I ψ ⇔ (∀a ∈ I, φ(a) ≤ ψ(a)) (4)
which is just (2) adapted to the present situation. As explained in the
previous section, this formula makes sense in any I∗-algebra, commutative or
not, and we can see now that it endows P (A) with the structure of a toposet.
Before proceeding let us give a few examples of noncommutative I∗-algebras.
The first is trivial: if I is the whole set of self-adjoint elements of A, all
axioms are evidently satisfied. This is called the trivial isocone, and it induces
on P (A) the equality ordering φ  ψ ⇔ φ = ψ.
For the second example we consider A = M2(C). In this case it is easily
seen that any closed convex cone in ReA which contains the constants and has
a non-empty interior is an isocone. We can give a geometric interpretation of
the order induced by I on P (A) in the following way. First let us identify P (A)
with 2-sphere of rank one projections which we call S. Then K = I ∩ S is
compact, has non-empty interior and is either equal to S or to a geodesically
closed subset of a hemisphere. Then if we write ω[ξ] for the pure vector state
defined by the unit vector ξ and p[ξ] for the projection on the line generated by
ξ, we have
ω[ξ] I ω[η] ⇔ (∀x ∈ K, d(x, p[ξ]) ≥ d(x, p[η])) (5)
where d is the geodesic distance on S. Clearly we can also use the identifi-
cation of P (A) with CP 1 and the Fubini-Study metric (see [6] for details).
The next example is infinite-dimensional. If we consider any compact toposet
M with a regular Borel measure, we can faithfully represent the elements of
C(M) as multiplicative operators on L2(M). Consider then the setK of compact
operators on L2(M) and I = I(M) + Re(K), that is the set of perturbations
of isotonies of M by self-adjoint compact operators. Then I is an isocone of
A+K [15]. In this case the pure state space of A can be written P (A) = X
∐
Y
where X ≈ M and Y is the set of vector states. Then the order induced by I
is the original order on M extended trivially (no further relations on distinct
elements) to P (A). The intuitive idea behind this example is that compact
operators correspond to infinitesimals, and that a non-decreasing function stays
non-decreasing when one adds an infinitesimal to it.
To build more examples, one can use the two following constructions.
Theorem 2 Let (P,) be a finite poset and for each x ∈ P let (Ix, Ax) be an
I∗-algebra. We set I =
⊕
x∈P Ix, A =
⊕
x∈P Ax, and we write elements of A
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in the form (ax)x∈P . We define
Lex
x∈P
Ix = {a ∈ I|∀x, y ∈ P, x ≺ y ⇒ max σ(ax) ≤ minσ(ay)}
where σ(a) denotes the spectrum of a. Then Lexx∈P Ix is an isocone of A.
The isocone L := Lexx∈P Ix induces the lexicographic sum of the orderings
x defined by Ix on P (Ax). More precisely put, we have P (A) =
∐
P (Ax)
and the pure states are ordered by L in the following way: let φ ∈ P (Ax) and
ψ ∈ P (Ay) then
φ L ψ ⇔ (x 6= y and x  y in P ) or (x = y and φ Ix ψ in P (Ax)) (6)
This is why we call L the lexicographic sum over P of the isocones (Ix)x∈P .
If the order relation on P is trivial, this is just a direct sum. There is a gener-
alization of this construction to infinite posets, but one needs to add conditions
on the order and the map x 7→ Ix. To simplify matters we also suppose that
the algebra Ax = A is the same for all x.
Theorem 3 Let (P,) be a metrizable compact poset and for each x ∈ P let
Ix be an isocone of A. Let A be the C
∗-algebra C(P,A) and
Lex
x∈P
Ix := {f ∈ C(A,P )|∀x ∈ P, f(x) ∈ Ix and ∀x, y ∈ P, x ≺ y ⇒ max σ(ax) ≤ minσ(ay)}
where σ(a) denotes the spectrum of a. If ≺ is closed and x 7→ Ix is lower
hemicontinuous, then Lexx∈P Ix is an isocone of A.
Remember that a multi-valued function ϕ : X −→ 2Y is said to be lower
hemi-continuous if and only if the set {x ∈ X |ϕ(x) ∩ V 6= ∅} is open for all
open V ⊂ Y . The condition that ≺ is closed as a subset of the product P × P
is equivalent to the following one: for each x ∈ P there exists a neighbourhood
U of x such that no element of U \ {x} is comparable to x. It is of course
satisfied if P is discrete (hence finite by compactness) but this is not necessary.
For instance the ordering on P = [0; 1] defined by the relations x  1 for all
x ≤ 1/2 and x  x for all x ∈ [0; 1] satisfies it. Note that if ≺ is closed and P
is compact then  is closed hence P is a toposet.
The other construction which will play an important role is the “pushfor-
ward” by surjective ∗-morphisms.
Proposition 2 Let A,B be C∗-algebras, π : A → B a surjective ∗-morphism,
I an isocone of A. Then π(I) is an isocone of B.
Note that π(I) is automatically closed if B is finite-dimensional.
5 Isocones in finite-dimensional and almost-commutative
algebras
The first task is to classify isocones in matrix algebras. We will say that an
algebra is egalitarian if it contains only the trivial isocone (the justification for
the terminology is that the only isocone-induced order on its pure state space
will be equality).
In [15] we proved the following:
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Theorem 4 The matrix algebra Mn(C) is egalitarian for all n except n = 2.
To put this result in perspective let us move away for a moment from the
category of C∗-algebras. First we can consider real C∗-algebras, which are
important in the context of the spectral standard model. Then there are two
new cases of non-egalitarian algebras which are M2(R) and M2(H). However in
the more natural arena of JB-algebras, the exceptional character of these cases
disappear, as they all fit into the familly of spin factors. Remember that a spin
factor, or Jordan algebra of Clifford type is the direct sum N ⊕ R, where N is
a real Hilbert space, with Jordan product (u, x) ◦ (v, y) = (xu+ yv, xy+ 〈u, v〉).
The Jordan algebras of self-adjoint real, complex and quaternionic 2×2 matrices
are isomorphic to spin factors with N = R2,R3 and R5 respectively. It will be
proven elsewhere that spin factors are the only simple finite-dimensional non-
egalitarian JB-algebras (with the possible exception of the Albert algebra, which
is the only case still under investigation).
Returning to the case of C∗-algebras, we now give a classification result.
Theorem 5 Let I be an isocone in a finite-dimensional C∗-algebra AF . Then
there exists a finite poset P and positive integers (nx)x∈P such that up to a
∗-isomorphism one has A =
⊕
x∈P Mnx(C) and I = Lexx∈P Ix.
Since Mnx is egalitarian if nx 6= 2 and isocones in M2(C) are easily char-
acterized, as we explained above, this theorem classifies all finite-dimensional
I∗-algebras. It shows that the generalization of partial orders given by I∗-
algebras is quite limited in the finite-dimensional case: partial order seems to
be essentially a commutative phenomenon. However, the new freedom offered
by the exceptional n = 2 case could prove to be important in the context of the
Standard Model, possibly in relation with T-symmetry breaking.
Let us make some comments on the physical interpretation of the above
theorem. Recall that we see the elements of I as observables corresponding to
generalized clocks. If we admit the usual interpretation rule of quantum physics
that eigenvalues of observables corresponds to values that can be possibly mea-
sured, then the order on P can be characterized as follows: x  y if and only
if no generalized clock ever give a result at x which is strictly larger than its
result at y.
On a more mathematical stance, let us note that what the theorem tells us
is that the partial order naturally defined on the pure state space by I descends
on the structure space, which is P . This was not guaranteed, and is proved by
a combinatorial/analytical argument. If there is a conceptual reason for this,
we are not aware of it.
We now turn to the important case of almost-commutative algebras, that
is, C∗-algebras of the form A = C(M,AF ), where AF is a finite-dimensional
algebra. We fix A an almost-commutative algebra with M compact. For sim-
plicity of exposition, we suppose that AF = Mn(C) with n ≥ 2. The case of
a general finite-dimensional algebra AF is not essentially different (we refer to
[17] for details). Note that the pure state space of A is M × P(Cn).
Theorem 6 Let I be an isocone of A. Then the order induced by I on M ×
P(Cn) is lexicographic: there exists a partial ordering M on M and for each
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x ∈ M there exists an isocone Ix of Mn(C) such that : (x, ξ) I (y, η) ⇔

x ≺M y
or
x = y and ξ Ix η
The key to prove this theorem is the above classification of finite-dimensional
I∗-algebras and the pushforward construction of section 4. Note that the order-
ing on M is defined from I through the following formula:
x I y ↔ ∀a ∈ I,max(σ(ax)) ≤ min(σ(ay)) (7)
Conversely, given a partial ordering M and a map x 7→ Ix into the isocones
of Mn(C), we can state necessary and sufficient conditions for the existence of
an isocone of A inducing them.
Theorem 7 If M is metrizable and  is a lexicographic order on M × P(Cn)
associated to a partial order M on M and local isocones Ix ⊂ Mn(C), then
there exists an isocone I in A inducing  iff
• ≺M is closed.
• L : x 7→ Ix is lower hemi-continuous.
In that case, I is the lexicographic sum of the isocones Ix over x ∈M .
This theorem would provide a classification of almost-commutative I∗-algebras
(with M metrizable) provided one could prove that the isocone inducing a given
order is unique. This would of course follow from the saturation conjecture.
Note that it is not difficult to prove that the lexicographic sum I = Lexx∈M Ix
is saturated, that is, it is exactly the set of self-adjoint elements of A whose
Gelfand transform are isotone for . Hence, in the almost-commutative case
the saturation conjecture amounts to say that I does not strictly contain any
isocone inducing the same ordering on M × P(Cn).
Let us end this section by remarking that the closedness condition on ≺M is
really imposed by the noncommutativity of Mn(C) for n ≥ 2. If AF is a more
general finite-dimensional C∗-algebra then its structure space will have several
sheets. If we consider C⊕M2(C) for instance, there are two sheets M1 and M2.
Then, the order induced on M1 which is associated to the commutative algebra
C will not have the closedness restriction.
6 Lorentzian spectral triple and causal cones
Let us now summarize the approach initiated by Franco and Eckstein to the
question of causality in noncommutative geometry. We refer to [7] and [19] for
details, however we sometimes give indications of proofs which are different than
those given there, and might be in some cases easier to generalize.
One first defines Lorentzian spectral “triples”, which in fact contains five
pieces of information.
Definition 2 A Lorentzian spectral triple is given by the following data: a pre-
C∗-algebra without unit A, a unitization A˜ of A, a Hilbert space H on which A
and A˜ are faithfully represented, an unbounded operator D with dense domain
such that for all a ∈ A˜
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• [D, a] is bounded,
• a(1 + 〈D〉
2
)−1/2 is compact, where 〈D〉
2
= 12 (DD
∗ +D∗D).
and j is a bounded operator such that j2 = 1, j∗ = j, [j, A˜] = 0, D∗ = −jDj.
Moreover one asks that j = −[D,T ] where T is an unbounded operator such that
(1 + T 2)−1/2 ∈ A˜.
The role of j is to turn H into a Krein space, and the requirement that j
can in fact be written j = −[D,T ] is the way Lorentzian signature is single out
among arbitrary pseudo-riemannian ones.
The first example is the following: consider a complete and globally hy-
perbolic Lorentz manifold M , S its spinor bundle, H = L2(S), D = −iγµ∇Sµ
the usual Dirac operator. The algebras A and A˜ are respectively S(M), the
Schwartz functions on M , and the algebra generated by causal bounded func-
tions with bounded derivatives. The role of the operator T is played by a global
time function on M , called x0, so that j = iγ(dx0). On a coordinate chart
where x0 is the first coordinate one can write j = iγ0.
Given a lorentzian spectral triple, one can define a causal cone.
Definition 3 A causal cone C is a cone in the self-adjoint part of A˜ which
contains 1 and such that
• spanC(C) = A˜
• ∀a ∈ C, j[D, a] ≤ 0 (is a negative semidefinite operator)
We can then use a causal cone to define a partial order on the space of pure
states P (A˜), as one does with an isocone. We can see that we recover the usual
partial order on M (which is a subset of the compact space P (A˜)) through the
following result ([7], theorem 11):
Theorem 8 If (A, A˜, H,D, j) is the Lorentzian spectral triple built out of a
globally hyperbolic Lorentzian manifold M , then f ∈ A˜ is causal if and only if
j[D, f ] ≤ 0.
This can be most easily proved using a pseudo-orthonormal moving frame
(vierbein). We can then define the Lorentz gradient of f by df(v) = g(v,∇f),
and decompose ∇f in the form −(∂0f)e0 + (~∇f)
iei in the moving frame. We
have iγ0[D, f ] = −∂0f Id + b, with b =
∑
1≤i≤3
∂ifγ0γi. Noting that b∗ = b and
b2 = ‖~∇f‖2Id, we see that the spectrum of b is {±‖~∇f‖}. Hence iγ0[D, f ] is
negative semidefinite iff ∇fx lies inside the past-cone at every x ∈M , which is
easily seen to be a necessary and sufficient condition for f to be causal.
Now since globally hyperbolic manifolds are toposets, we see that the order
defined by
x ≤M y ⇔ (∀f ∈ A˜, j[D, f ] ≤ 0⇒ f(x) ≤ f(y)) (8)
is exactly the original causal order of the manifold.
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7 Comparison of the two approaches
We see that the two approaches agree as far as (globally hyperbolic) Lorentzian
manifolds are concerned: a causal cone is just the smooth part of the isocone
of causal functions. To see what happens in the noncommutative case, we will
focus on a simple though enlightening example. We take M = R1,1 to be the 2-
dimensional Minkowski spacetime. We consider the finite-dimensional spectral
triple (AF , HF , DF ) with AF = M2(C), HF = C
2, DF = diag(d1, d2). A
product lorentzian spectral triple is defined by A = S(M) ⊗AF , H = L
2(S) ⊗
HF , where S is the spinor bundle which here is trivial with fiber C
2, D = DM ⊗
1+γ0γ1⊗DF , withDM = −iγ
µ∂µ, and j = iγ
0⊗1. The algebra A˜M is defined to
be the linear span of smooth causal bounded functions with bounded derivatives,
and A˜ = A˜M ⊗ AF . This in fact corresponds to the Penrose compactification
of the Minkowski plane which we briefly recall. Let (x0, x1) be the canonical
coordinates on R1,1, and write u = x0 + x1, v = x0 − x1. The map φ : M →
P =]− π;π[2 defined by φ(u, v) = (µ, ν) := (2 tan−1(u), 2 tan−1(v)) is a smooth
diffeomorphism (the factor of 2 is inserted to stick with usual conventions).
Moreover φ sends the causal order ≤M on M , which in the coordinates (u, v)
is just the product order on R2, to the product order ≤P on P . Since the
derivatives of φ are all bounded, the push-forward φ∗ : f 7→ f ◦ φ
−1 sends A˜M
to the linear span of bounded causal (for ≤P ) functions on P with bounded
derivatives. Such functions can be extended by continuity on P¯ = [−π;π]2. To
see it notice that causal functions on P can be expressed in the form g(µ)+h(ν)
with g, h non-decreasing on R. Using the Stone-Weierstrass theorem we then
immediately see that the linear span of bounded causal functions on P with
bounded derivatives are dense in C(P¯ ). Hence the pure state space of A˜M is
homeomorphic to the Penrose compactification of M .
Let us look for the elements of the causal cone. A hermitian-matrix-valued
function α is in C if j[D,α] = γ0γµ⊗∂
µα−γ1⊗i[DF , α] ≤ 0. With γ0 =
(
0 i
i 0
)
,
γ1 =
(
0 −i
i 0
)
this condition can be written in block-matrix form:
(
2∂uα [DF , α]
−[DF , α] 2∂vα
)
≥ 0 (9)
In particular this condition implies that
∂uα ≥ 0, ∂vα ≥ 0 (10)
Integrating (10) we see that if x ≤ y (where ≤ denotes the usual causal order
on Minkowski space), then α(x) ≤ α(y) as operators. Conversely, if α(x) ≤ α(y)
for all α ∈ C, then using α =diag(t1, t2), where t1, t2 are two time functions, one
sees that x ≤ y. Hence we have proved that
x ≤M y ⇔ ∀α ∈ C, α(x) ≤ α(y) (11)
This formula can be put in contrast with (7) (where, we recall, M can-
not be equal to ≤M ). In particular we note that if λ1(x) ≤ λ2(x) are the
eigenvalues of α(x), then (10) shows that x 7→ λi(x) are causal functions. It
is however perfectly possible that λ2(x) > λ1(y) with x ≤M y. If we keep the
eigenvalue/observed value correspondance and interpret the elements of C as
causal observables, we have here a generalized clock which can assign a later
date to x than to y, which is inconsistent with the observations of section 5.
This shows that a causal cone is not an isocone in the noncommutative case.
The mathematical origin of the difference between causal cones and isocones is
that the former are not stable under non-decreasing functional calculus (this
can be traced back to the fact that monotone functions are not necessarily
operator-monotone).
Finally we recall the main result of [19], which is the characterization of the
order induced on the pure states of the form (x, ω[ξ]), with x ∈ M and ω[ξ] is
the vector state a 7→ 〈ξ, aξ〉 on M2(C). Let us fix some notations before stating
the theorem: dNC(p, q) is Connes’ noncommutative distance between two pure
states on M2(C) induced by DF , and ℓ(x, y) is the Lorentz distance between x
and y, that is to say the supremum of
∫
γ ds where γ runs over all future-directed
causal curves from x to y (it is set to 0 if y is not in the future of x). In the case
at hand, ℓ(x, y) is the proper time elapsed from x to y measured by an inertial
observer.
Theorem 9 (x, ω[ξ]) C (y, ω[η]) iff x ≤M y and ℓ(x, y) ≥ dNC(ω[ξ], ω[η]).
Note that the inequality implies that dNC(ω[ξ], ω[η]) is finite. We recall that
it is the case iff ω[ξ] and ω[η] are at the same latitude on the 2-sphere, where
the north and south poles are given by the eigenstates of DF (see [20]). Let
us explain briefly why the condition is necessary. First we can suppose without
loss of generality that x = (0, 0) and y = (s, 0). Then ℓ(x, y) = s. Using matrix-
valued functions of the form α(t, r) = tI2 +A, where A is a constant hermitian
matrix, we easily obtain from (9) that α ∈ C iff ‖[DF , A]‖ ≤ 1, which gives the
result.
We now turn our attention to I∗-algebras. We work directly with the Penrose
compactification, so the algebra is A = C(P¯ ) ⊗M2(C). The other datum we
need is an isocone I of A. Note the difference with the previous approach: the
usual causal order was encapsulated in the choice of D and j, wheras here it is
induced by the isocone, and as such cannot be the usual causal order on P¯ , since
the noncommutative nature of the algebra A imposes that the causal relations
locally vanish. What we ask then, is that the isocone-induced order Λ on P¯
depends on a constant Λ and tends to the usual causal order when Λ → 0. If
we moreover ask Λ to be Lorentz-covariant, it will be easily constructed.
We first define Λ on R
1,1 and then we will send it to P¯ . On R1,1 we set:
(x0, x1) Λ (x
′0, x′
1
)⇔ x0 ≤ x′
0
and (x0 − x′
0
)2 − (x1 − x′
1
)2 ≥ Λ2 (12)
That is, we simply replace forward light-cones with forward hyperbolae of
mass Λ. Changing to the coordinates (u, v), and using the notations ∆u = u−u′,
∆v = v − v′, we easily see that this definition is equivalent to
(u, v) Λ (u
′, v′)⇔ ∆u ≥ 0,∆u∆v ≥ Λ2 (13)
Hence in P , using the same notation to denotes the partial order we obtain
(µ, ν) Λ (µ
′, ν′)⇔ ∆µ ≥ 0, (∆ tan
µ
2
)(∆ tan
ν
2
) ≥ Λ2 (14)
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with obvious notations, which is extended to P¯ by (µ, ν) Λ (µ
′, ν′)⇔ ∆µ ≥
0,∆ν ≥ 0 anytime (µ, ν) or (µ′, ν′) belongs to the boundary.
To complete the data we have to choose a lower-hemicontinuous isocone
map (µ, ν) 7→ I(µ, ν) ⊂ M2(C). For instance we can take a constant map
with value a non-trivial isocone in M2(C) defined by a closed and geodesically
convex subset K of the sphere S2. We finally define I = Lex(µ,ν)∈P¯ I(µ, ν),
with Ix = I =constant, and P¯ ordered by Λ. We illustrate the two situations
in figure 1.
8 Conclusion
It is evident from the above examples that there is much more freedom in the
isocone approach, and it is not surprising since isocones generalize partial orders
which can be arbitrary apart from possesing the toposet property. In partic-
ular we do not have any axiom which would ensure the compatibility with a
given metric, incarnated in the noncommutative setting by the Dirac operator.
This is clearly an important ingredient to add in the future development of the
theory. On the other hand we believe that the approach is sufficiently general
and physically well motivated to be trusted on its qualitative conclusions, in
particular on the necessary vanishing of the causal relations at small scale (with
no indication on the smallness scale, though). As a matter of fact, equivalent
conclusions have been reached in [21] and [22] by studying the properties of the
spectral action at high energy. The agreement between the isocone approach
and the properties of the spectral action is all the more striking that the lat-
ter is formulated in the euclidean formalism. However, this action reproduces,
under some cut-off energy scale, the one of the Standard Model which we know
is correct on experimental ground. An optimistic explanation of the agreement
between the disappearance of causality at small scale/high energy, as required
by the isocone approach, and the non-propagation of high-energy bosons im-
plied by the spectral action formalism could therefore be the following one: 1)
the fundamental hypotheses laid up in the first section can be trusted (i.e. Na-
ture really behaves like this), 2) the asymptotic developments of the spectral
action can be trusted, 3) Nature is consistent with itself. To temperate this
enthousiasm, let us observe that the local disappearance of causality implied by
the isocone approach might be more soberly viewed as just another theorem of
the noncommutativity-implies-discreteness kind that we are familiar with since
the advent of quantum theory.
However, as we have seen, causal cone theory does not predict such a dis-
creteness. Quite the contrary, it is fully compatible with usual causality at all
scale. Does it mean that it is wrong-headed ? Not necessarily. In fact it is
interesting to note that the bottom-up isocone approach and the top-bottom
causal cone theory each has what the other lacks. The first has, we believe, a
clear physical interpretation and is able to derive sensible qualitative conclu-
sions at large energies, the second has a direct contact with the usual apparatus
of noncommutative geometry, providing in particular a very transparent con-
nection between the Dirac operator and the causal order. We think that it is
not only possible, but necessary, that the two approaches merge. It is all too
obvious that the culprit of their present incompatibility is Minkowski spacetime,
whose smoothness cannot be trusted at arbitrary large energy scale. In replac-
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ing smooth spacetime with a discrete structure we do not expect to encounter
any difficulty on the isocone side, but we will have to discretize the Dirac oper-
ator along the lines of [23]. Whether this permits to equate causal cones with
isocones is under investigations.
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Figure 1: This figure shows the set of pure states which are larger than (a, p),
where a is an event in the Penrose compactification of the Minkowski plane,
and p is a pure state in P (M2(C)) ≃ S
2, for the two order relations described
in the text: on the left side the order induced by a causal cone, and on the right
from an isocone. Each point in the Penrose square represents a 2-sphere. It is
depicted in grey if the sphere contains at least a pure state larger than (a, p).
Under the square the two spheres at a and b are shown. On the left, only the
states lying at the same latitude than p can be in the future of (a, p). The North
and South poles are given by the eigenprojectors of the Dirac operator. In the
sphere b× S2 one sees that the states in grey are those whose geodesic distance
from p is less that the Lorentz distance from a to b. On the right we can see a
non-trivial “inner” future light-cone in the sphere a×S2. It is easily seen to be
the intersection of S2 with p + K◦, where K◦ is the dual cone of K, which is
here taken to be a spherical cap. At b or any other point in the future of a and
not equal to a, the sphere is entirely in the future of (a, p).
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