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ABSTRACT
To improve the search functionality of online sound effect libraries, timbral information could be extracted using
perceptual models, and added as metadata, allowing users to filter results by timbral characteristics. This paper
identifies the timbral attributes that end-users commonly search for, to indicate the attributes that might usefully be
modelled for automatic metadata generation. A literature review revealed 1187 descriptors that were subsequently
reduced to a hierarchy of 145 timbral attributes. This hierarchy covered the timbral characteristics of source types
and modifiers including musical instruments, speech, environmental sounds, and sound recording and reproduction
systems. A part-manual, part-automated comparison between the hierarchy and a freesound.org search history
indicated that the timbral attributes hardness, depth, and brightness occur in searches most frequently.
1 Introduction
There are multiple online sound effect libraries that
host sound effects available for use in audio produc-
tion, such as freesound.org, freeSFX.co.uk, and zap-
splat.com. Most of these libraries allow users to search
for sound effects using keywords; finding sounds with
matching titles and/or tags. Currently, tags are manu-
ally added by users, and are therefore non-standardised
across all sound effects. Searches could be improved
if all sounds had standardised tags related to charac-
teristics such as timbre. It would be beneficial if these
tags could be automatically generated, using perceptual
models to predict timbral characteristics from features
extracted from each audio file, as this would be quicker
than manual tagging, and potentially more consistent.
If such functionality is to be developed then work
should focus on the timbral attributes which users
would find most useful (i.e. would search for most of-
ten). Therefore, this study has two aims: (i) to identify
the attributes which can describe the timbral character-
istics of sound effects; and (ii) to find the frequency-of-
use for each of these attributes.
Many studies exist which have elicited timbral at-
tributes; however, these studies are often focused on a
specific type of sound (e.g. loudspeakers [1, 2, 3, 4],
speech quality [5, 6, 7, 8], concert halls [9], etc.). In
order to broaden the applicability of the current study’s
findings, a list of timbral attributes was first collated
from a wide range of studies. The authors then struc-
tured these attributes into a hierarchy. This process is
detailed in Section 2. Section 3 then describes how
this hierarchy was used as a dictionary and compared
against the search history from freesound.org (an online
sound effect library which hosts Creative-Commons-
licensed sound effects) to determine the frequency-of-
use for each timbral attribute.
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2 Attribute Identification
This section has three main aims: (1) identify timbral
attributes from previous studies; (2) develop a dictio-
nary of timbral terms, in a consistent adjectival format
to compare against the search history; and (3) group
and structure the timbral terms contained in the dic-
tionary into a hierarchy of timbral attributes (with e.g.
synonyms and antonyms grouped together).
2.1 Literature Attributes
In order make the list of timbral attributes as univer-
sal as possible, a wide range of published studies on
timbral description was considered. Some of these
focused on a particular stimulus type, such as environ-
mental sounds, speech, musical instruments, concert
halls, or sound recording and reproduction systems,
though some covered multiple types.
In total, 1187 descriptors were identified, some of
which were individual words and some of which were
short phrases. The number of descriptors from each
paper is shown in Table 1, along with the general topic
of each paper. The full list of descriptors is included
in the data repository available from doi: 10.5281/zen-
odo.167392.
2.2 Attribute Reduction
Within the 1187 descriptors identified, there is likely
to be a degree of redundancy, with multiple papers
identifying the same descriptor or variations of it (e.g.
brightness, bright, and brighter). Additionally, there
may be descriptors that relate to aspects of sound that
are not timbral (e.g. those to do with loudness, pitch,
spatial, or musicological characteristics).
An automated removal of redundancy was followed
by a manual removal of non-timbral attributes. To fi-
nally create the dictionary of terms, each descriptor
was converted to an adjectival form, for example con-
verting noise to noisy. This gave descriptors in a form
likely be used as a timbral search term. For example,
searches for noise will most likely not intend the word
to be interpreted in its timbral sense (e.g. white noise),
whereas searches for noisy will more likely be searches
for sounds that have a noisy characteristic (e.g. noisy
flute).
Table 1: Number of descriptors from each source.
Source Number of
descriptors
Topic
Koivuniemi and
Zacharov [10]
12 Spatial sound
Bagousse et al. [11] 28 Spatial sound
Barthet et al. [12] 47 Timbre ontology
Handel [13] 16 Psychoacoustics
Jensen [14] 8 Psychoacoustics
Zwicker and Fastl
[15]
2 Psychoacoustics
Cano [16] 10 Sound descrip-
tion
Mattila [5, 6, 7, 8]
(Summarised in
[17])
27 Speech quality
Disley et al. [18] 17 Musical instru-
ments
Wrzeciono and
Marasek [19]
11 Musical instru-
ments
Davies et al. [20] 49 Environmental/
Soundscape
Choisel [21] 8 Multichannel re-
produced sound
Pedersen [22] 647 Reproduced
sound
Pedersen and
Zacharov [23]
42 Reproduced
sound
Zacharov and Peder-
sen [24]
34 Reproduced
sound
Gabrielsson and Sjö-
gren [1]
13 Loudspeakers
Lavandier et al. [2] 3 Loudspeakers
Michaud et al. [3] 4 Loudspeakers
Staffeldt [4] 38 Loudspeakers
Lorho [25] 16 Headphones
Pearce et al. [26] 40 Microphones
Hermes [27] 105 Mix quality
Lokki et al. [9] 10 Concert halls
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2.2.1 Automated redundancy removal
Redundancy in the data was automatically reduced by
four natural language processing (NLP) methods: tok-
enizing, direct comparisons, lemmatization, and stem-
ming, as in the work of Zacharov and Koivuniemi [28]
and Guastavino and Katz [29]. Firstly, the 1187 descrip-
tors were tokenized, which is an NLP expression indi-
cating that each descriptor (which may include short
phrases) was separated into its component words. This
was conducted using the WordNet tokenizer package
in Python 3.5 [30, 31].
Secondly, automated direct comparisons were made
between all tokenized descriptors within the list, dis-
carding any duplicates.
Thirdly, the remaining tokenized descriptors were lem-
matized using WordNet. Lemmatization is a lexico-
graphical transformation of a word to a common form.
For example, the words “transients”, “transient’s”, and
“transient” would all be lemmatized to the word “tran-
sient”. Lemmatization was followed by the removal of
any duplicate lemmatized descriptors.
Finally, remaining descriptors were stemmed. Stem-
ming is a cruder form of lemmatization, removing the
suffixes of words to leave the base form of a word.
For example, “brightness”, “brighter”, and “brightest”
would all be stemmed to “bright”. However, stemming
can result in a word that is spelt incorrectly or has no
meaning. For example, “dense”, “densest” and “denser”
will be stemmed to “dens”. To prevent this, descriptors
were stemmed and duplicates of the stemmed descrip-
tors were removed, but an un-stemmed version of the
descriptor was retained for the dictionary.
Using these four methods, the 1187 descriptors were
reduced to 683.
2.2.2 Manual filtering
Following the automated redundancy removal, a man-
ual approach was taken to remove non-timbral descrip-
tors. This was completed via two tasks. Firstly, each of
the three authors independently evaluated each of the
683 descriptors against the criterion:
A descriptor should be retained if it (or the
adjectival form of it) describes a timbral
characteristic of sound.
Secondly, again independently, each author replaced
each retained descriptor with its adjectival form. For
example, “depth” was replaced by “deep”. The adjecti-
val forms are hereafter referred to as terms. The results
were then compared across authors. Any terms deemed
by all three to fail to meet the retention criterion were
rejected. This left 224 terms that two or more authors
agreed to retain, and 131 terms that only one author
suggested retaining.
2.2.3 Group Discussion
A group discussion was held between the three authors
to consider further each of the 355 retained terms. Dur-
ing this discussion, more detailed criteria for removing
terms were developed and applied:
A term will be removed where it:
1. relates to loudness, pitch, or a spatial
attribute;
2. refers to a musicological attribute;
3. is a hedonic or emotional term;
4. has meaning only with reference to an-
other sound (real or imagined) that is
not identified within the term (e.g. nat-
ural, realistic); or
5. can only refer to the relationship be-
tween a sequence of sounds.
Where at least two authors agreed that a term failed one
of the removal criteria, it was removed. This reduced
the 335 terms to 295. These 295 terms form the dic-
tionary that was later used for comparison against the
freesound.org search history.
2.3 Timbral Attribute Grouping
Many of the terms within the dictionary relate to the
same timbral attribute. For example, the terms “bright”,
“dark”, and “dull” all relate to the timbral attribute
of “brightness”. To aid meaningful analysis of search
frequencies, it is desirable to group the dictionary terms
by timbral attributes. Additionally, it is desirable to
structure these timbral attributes into a hierarchy as
in the work of Pearce et al. [26] and Pedersen and
Zacharov [23]. This has two benefits: (i) it allows for
the frequency-of-use for terms that relate to the same
perceptual attribute to be summed (e.g. summing the
frequency-of-use for bright, dark, and dull to obtain
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the frequency-of-use for the brightness attribute); and
(ii) it allows for the frequency-of-use of each timbral
attribute to be summed hierarchically (e.g. summing
together the frequency-of-use for all attributes related
to spectral balance).
The 295 terms within the dictionary were structured
in this way by the three authors during a panel dis-
cussion. This resulted in 145 timbral attributes struc-
tured into a hierarchy, with 11 parent groups and up
to four levels in each group. Interactive sunburst
plots showing the structure of the hierarchy and the
terms which comprise each attribute can be found
at http://iosr.uk/sunburst. Alternatively, a
high-resolution image of the hierarchy and the full list
of timbral terms within each attribute can be found in
doi: 10.5281/zenodo.167392.
2.4 Methodology discussion
The definition of timbre and its attributes is somewhat
contentious [32, 33]. In order for the results of the cur-
rent study to be as generalisable as possible, the authors
have erred on side of exclusion, making it possible that
some other researchers might feel that additional at-
tributes could have been included, but less likely that
any included attributes will be considered erroneous.
Inclusion criteria have been intentionally strict, and
both filtering and grouping have been repeated by an in-
dependent expert, whose findings were consistent with
those of the authors.
3 Search Frequency
The frequency-of-use for each timbral term in the dic-
tionary developed above was found using the search
history of freesound.org, a popular online sound effect
library which hosts Creative Commons licensed sound
effects, with over 325,000 sound effects and over 4
million registered users.
3.1 Search Term Frequency
freesound.org retains the most recent month’s search
history. The analysis was conducted on the data for
April, 2016. This provided a database of 8,154,586
searches (equivalent to 263,000 per day or 183 per
minute), 879,976 of which were distinct. The data
consisted of each distinct search, and its frequency (the
number of times each distinct search was used for that
month).
Each distinct search was tokenized using the WordNet
tokenizer to split it into individual search words. Each
search word was then compared against each dictionary
term for an identical match. If a match was found,
the frequency of the corresponding distinct search was
added to the total for the matching dictionary term.
If no direct match was found, the similarity between
each search word and each dictionary term was cal-
culated using the WordNet Wu Palmer metric [34]: a
measure of word similarity, ranging from 1.0 (perfect
match) to 0.0 (no similarity). This metric is based on
the distance between the two words within the WordNet
taxonomy.
A threshold for the Wu Palmer similarity was set at
0.95, this value being determined by way of a trial-and-
error manual optimisation process. If the similarity
of a search word to a dictionary term was over 0.95
(i.e. a very high similarity), the frequency of the cor-
responding distinct search was added to the total for
the matching dictionary term. For words which had
multiple definitions within the WordNet taxonomy, the
most common definition was used.
3.2 Manual Filtering
The dictionary term screaming was identified as the
most frequently searched. However, closer inspection
of the distinct searches in which this term occurred
revealed that it was commonly being used not as a tim-
bral descriptor (e.g. “screaming electric guitar tone”)
but as a verb (e.g. “woman screaming”). To remove
the distinct searches where a dictionary term was not
used as a timbral descriptor, the distinct searches were
manually filtered.
There were 66,694 matches between distinct searches
and dictionary terms. No automated method exists
to determine if a search word is being used timbrally,
and it was not practical to manually inspect all 66,694
matching distinct searches; instead a combination of
two more efficient manual filtering methods was em-
ployed: term-specific filtering, and overall filtering.
3.2.1 Term-Specific Manual Filtering
For each dictionary term, the 50 most frequently used
matching distinct searches, a total of 8615 searches,
were manually inspected to give an indication of the
proportion of distinct searches which were not using
the term timbrally. This task was completed by the
three authors, with the instructions:
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Include a distinct search only if the term
is used unambiguously as the intended tim-
bral descriptor, indicated by the hierarchical
grouping.
Ambiguity can result from:
• The word being used in isolation (e.g.
“screaming”);
• The word being potentially used as a
verb (e.g. “woman screaming”);
• The word being potentially used as a
noun (e.g. “female scream”); or
• The word being used as an adjective
meaning something different from what
our hierarchy intends (e.g. “noisy chil-
dren”).
This manual filtering removed 7111 distinct searches.
The expected proportion of timbre-related searches for
each dictionary term was then obtained by dividing the
frequency-of-use for each dictionary term’s retained
searches by the total frequency-of-use for the dictionary
term’s analysed searches. This proportion was then
applied to the total frequency-of-use for each dictionary
term to give the weighted frequency-of-use.
This weighted frequency-of-use for each dictionary
term was then summed according to the attribute group-
ing discussed in Section 2.3. The 40 most searched
timbral attributes are shown in Figure 1, along with the
cumulative distribution for these attributes.
Only the most frequently used matching distinct
searches were inspected, rather than a random sam-
ple of all matching distinct searches, since this repre-
sents a much larger proportion of matching searches
overall. However, the generalisability of any method
inspecting only a subset of distinct matching searches
can not be guaranteed. As a validity check, a different
(although not necessarily entirely independent), non-
term-specific, subset was also inspected. Broad agree-
ment across the two subsets would provide at least an
indication of likely generalisability.
3.2.2 Overall Manual Filtering
Across all dictionary terms, the matching distinct
searches were ranked by their frequency-of-use. Then,
the 10,000 most frequently used distinct searches were
taken for analysis. Any matching distinct searches that
contained only a single word (as this met the exclusion
criteria described in Section 3.2.1) or were removed
from the term-specific manual filtering were removed.
This left 6,617 distinct searches.
These were inspected by the three authors using the ex-
clusion criteria set out in Section 3.2.1. The frequency
of the non-excluded distinct searches was then summed
for each dictionary term and, as with the previous anal-
ysis, the frequency-of-use for each dictionary term was
then summed to identify the frequency of each timbral
attribute. Each timbral attribute’s frequency-of-use us-
ing this analysis method is shown in Figure 2, along
with the cumulative distribution.
3.3 Comparing Frequencies of Timbral
Attributes
The Spearman’s correlation coefficient between the
rank orders from the two methods is 0.779 (p < 0.001).
Although this indicates that there is similarity between
the two methods, there is some difference in the rank
order. Comparing the rank order of the 40 most fre-
quently searched attributes across both methods shows
high rank correlation (ρ = 0.935, p < 0.001).
By visually inspecting Figures 1 and 2, it can be seen
that the three most frequently searched timbral at-
tributes are identical: hardness, depth, and brightness.
However, the fourth and fifth attributes, electronic-
nature and weight, are interchanged. The attribute
of swoosh, ranked as 13th in the term-specific filter-
ing method, was ranked as 6th in the overall filtering
method.
As can be seen in both Figures 1 and 2, the frequency-
of-use for timbral attributes diminishes very quickly
with the rank order. This indicates that the majority of
timbral searches are for the highest ranked few timbral
attributes.
4 Summary
This paper had two aims: (i) to identify the attributes
which can describe the timbral characteristics of sound
effects; and (ii) to find the frequency-of-use for each of
these attributes when users search online sound effect
libraries.
To meet aim i, timbral descriptors were collated and
parsed from multiple literature sources to create a
dictionary of 295 timbral terms. These terms were
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Fig. 1: Weighted frequency of use and cumulative distribution for the 40 most frequently searched timbral attributes
based on the term-specific filtering method.
grouped into a hierarchy of 145 timbral attributes. This
hierarchy covered the timbral characteristics of source
types and modifiers including musical instruments,
speech, environmental sound sources, concert halls
and sound recording and reproduction systems.
Aim ii was met by comparing this dictionary against
one month’s search history from freesound.org with
two manual filtering methods to ensure that matching
searches used the terms as timbral descriptors.
Comparisons across both methods revealed that the
terms hardness, depth, and brightness were the most
searched for attributes. The fourth and fifth most fre-
quently searched attributes differed between the analy-
sis methods. The term-specific manual filtering identi-
fied the attributes of electronic-nature and swoosh as
fourth and fifth most searched respectively, whereas
the overall manual filtering identified the weight and
electronic-nature attributes.
The results of this study provide an indication of the
attributes that might usefully be modelled for automatic
generation of timbral metadata for use in audio search
engines. They also have the potential to feed into ongo-
ing research into semantic feature extraction [35] and
similarity-based recommendation [36].
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