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1 
We study the stationary solutions of’the problem 
u, = u,, + F(x, u), Odx<7T. (l.la) 
u,(O, t) = ux(7c, t) = 0, t > 0, (l.lb) 
4x9 0) = $b), O~xd?r (Llc) 
where F is a given C*-smooth function mapping [0, n] x R in R and + 
is a Cl-smooth function which satisfies the boundary condition $‘(O) = 
lp(7r) = 0. 
In the case of the autonomous problem 
u, = uxx +&f(u), o<x<7c. (1.2a) 
u,(O, t) = u,(n, t) = 0, t>o, (1.2b) 
4x, 0) = 1(/(x), Obx<lc (1.2c) 
Chafee showed in [S] that any isolated nonconstant stationary solution of 
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(1.2) is unstable. This result was generalized for higher dimensions and 
special domains by Matano in [ 111. 
For a singularly perturbed equation, the nonautonomous case was 
studied by several authors Cl, 10, 151. In particular, for the case of a 
special function F which satisfies the condition F(x, 0) = 0 for every x in the 
interval of definition, Rocha obtained in [ 151 the exact number of stable 
solutions. 
We are interested in the nonautonomous case (1.1) for functions F which 
have the special form 
F(x, u) =f(u) -g(x); (1.3) 
i.e., in particular there holds F(x, 0) # 0 for some x in [0, rr]. 
The guiding idea of this paper is to observe the changes in the stability 
behavior of the solutions if we perturb the autonomous problem intro- 
ducing a forcing term g. 
In [8] it was shown that iff and g are related by a boundedness condi- 
tion (see condition (* ) in Theorem 3.1) then there exists a stable solution 
of (1.1) “close” to each stable solution of (1.2). We want to call these stable 
solutions of (1.1) trioiul stable solutions (see solutions ui and u2 in Fig. 1). 
The main question here is whether there exists another type of stable solu- 
tion of Problem (1.1). It turns out that the forcing term g introduces 
important differences in the stability behavior of the stationary solutions. 
FIG. 1. Solutions of Problem (3.1) with f(u) = 3u - u’ and g(x) = cos x 
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In Section 2 we prove a stability criterion for Problem (1.1) which is a 
generalization of a result given by Chafee in [S]. This criterion is similar 
to a method for determining stability given by Rocha in [lS]; it is useful 
because it is easily applicable also by numerical compuation. 
In Section 3, for a special case, we give an inclusion theorem for the 
stationary solutions of (1.1). This result allows us, in Section 4, to give 
some necessary conditions which must be fulfilled by nontrivial stable 
solutions if they exist. By numerical computation, the existence of such 
solutions is suggested. 
In the Appendix, for a particular case, we give a formal aposteriori proof 
of the existence of a nontrivial stable solution of (1.1 )/( 1.3). From a dis- 
crete numerical approximation of the solution we construct, via Hermite 
interpolation, a C’-smooth function and use a lixed point argument 
suggested by Plum in [14] to conclude that there exists a solution of 
( 1. 1 )/( 1.3) in a certain neighborhood of this function. 
Thus we see that there exist stable solutions of ( 1.1) which are not close 
to a constant. We conclude that the structure of the set of stable solutions 
of (1.1) is essentially different from the structure of the set of the stable 
solutions of the autonomous problem ( 1.2), even in the case of a 
“harmless” perturbation function g. 
We illustrate the behavior of the solutions for an example with a bifurca- 
tion diagram which was constructed numerically. 
We remark that we have obtained subsets of the domain of attraction of 
the trivial stable solutions of ( 1.1) for some special function F (see [S, 
Theorem 3.41, or [7, Theorem 2.13 iii)]). But until now, there has been 
nothing known about the domain of attraction of this new type of stable 
solutions of ( 1.1). 
2 
We consider the stationary problem associated to (1.1) i.e. 
a”(x) + F(x, u(x)) = 0, 0 6 x 6 7c, (2.la) 
a’(0) = u’(7-c) = 0, (2.lb) 
Since we want to study the stability properties of the equilibrium 
solutions of Problem ( 1.1 ), i.e., of the solutions D of Problem (2.1), via 
the linearized stability principle, we introduce the corresponding linear 
variational equation 
LCVl(*Y) = 0, 
q(0) = 1, cp’(0) = 0, 
(2.2a) 
(2.2b) 
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where 
LL-VlC~) : = cp”C4 + FAX, 4x)) cp(*Y), Odx<rr, (2.3) 
Now we can formulate our stability criterion. 
THEOREM 2.1. Let v be a solution of the boundary value problem (2.1) 
and let cp be the solution of the initial value problem (2.2). The following 
assertions hold: 
(i) v is asymptotically stable tf cp does not have zeroes in [O, TC] and 
(p’(7c) > 0. 
(ii) v is unstable if 
or 
cp has zeroes in [O, n] 
cp does not have zeroes in [0,x] and q‘(x) < 0. 
Proof If we use the Priifer transformation q(x) = p(x) sin Q(x) and 
cp’(.u)=p(x)cos a(x) with p(O)= 1 and @(0)=x/2 (see [16]), and apply 
Sturm’s comparison lemma given in [6, Chap. 8, Theorem 1.21, then we 
conclude that the largest eigenvalue &, of the operator L,,, restricted to the 
homogeneous Neumann boundary conditions, is negative if and only if cp 
does not have zeroes in [0, rr] and q’(n) > 0. Therefore (i) follows directly. 
Under the hypothesis of (ii) we conclude that &, > 0 because cp is not the 
eigenfunction corresponding to &. 
From the last theorem the two following corollaries follow directly. 
COROLLARY 2.2. Let v be a solution of Problem (2.1) and cp the solution 
of Problem (2.2). If the angular coordinate @ of the Priifer transformation 
of cp satisfies the inequality 
0 < @(7c) < 742 
then v is asymptotically stable. 
(Note that by (A.3) also 0 < Q(x) < 7~ for 0 <x < 7c is implied). 
COROLLARY 2.3. Let v be a solution of Problem (2.1). We have: 
(i) v is asymptotically stable rf F,,(.Y, v(x)) < 0 in [O, x]; 
(ii) v is unstable if F,(x, v(x)) > 0 in [0, x]. 
Remark 2.5. (a) Observe that, in order to analyze the function cp, 
numerically solving the problems (2.1) and (2.2) can be done simulta- 
neously. 
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(b) It is also possible to prove similar stability criteria for problems 
with other boundary conditions [2,3], because the comparison lemma is 
valid for all boundary conditions. 
3 
In this section we consider a special case of Problem (2.1), where F takes 
the form (1.3). Therefore we look at the problem 
u”(X) +f(u(x)) =g(x), O<x67t (3.la) 
u’(0) = u’(7r) = 0, (3.lb) 
where f is a function whose first and last zeroes are falling zeroes. 
Notations. In order to describe the number of oscillations of a given 
funcion f in a given interval we use the lap number defined by Matano in 
[ 121. We denote by 9 the set of all functions f E C2( R, R) whose lap num- 
ber l(f) is finite for every compact interval. For a given function f E 9 we 
denote by m, and A4, the numbers 
mr : = sup { f ( 1%) E R ~ : j’ is a local minimizer off in W ) 
A4/- := inf { f ( JS) E R + : )’ is a local maximizer off in R } 
withR:=[Wu~+~}uV---}.Wesaythatazerozofthefunctionfis 
a falling zero off if there exists E > 0 such that f is strictly decreasing in the 
interval (Z - E, z +E). Finally we denote by Q(a, b] and Q[a, 6) the sets 
Q(a,b]:= (cp~C’([O,n],[W):a<cp(.u)db,V.u~[0,7~]} 
Q[a,b):= {cp~C’([O,1~],[W):a~cp(.u)<b,V.~u[0,1~]}. 
THEOREM 3.1. Let f E 9 be a function irhose first zero a and last zero b, 
a <b, are falling zeroes, and suppose that f is strictly decreasing to the left 
of a and to the right of b. Let g be a Cl-smooth function rvhich maps [0, TC] 
in R and such that 
m.f<g(-x) < M,, VXE [O, n]. (*) 
If we denote by u, and ub the trivial stable solutions of Problem (3.1) 
related to a and 6, respectively, then it follows that 
t7a(x) < 4x1-e u&), vx E [O, 7r] 
for every other solution ~1 of Problem (3.1). 
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The proof of this theorem is a direct consequence of the two following 
lemmas. 
LEMMA 3.2. Under the hypothesis qf Theorem 3.1 there is no solution I! 
qf (3.1) such that v(O) > I’,,(O), nor c(0) < u,(O). 
ProoJ: If we denote by t6 the maximizer off closest to h (at the left of 
6) then it follows that L’~E Q[tb, + ‘mcj) (see [S, Theorem 3.41). From the 
monotonicity off in the interval [th, + CG) we conclude that ub is the 
unique solution of Problem (3.1) in Q[c6, + cc j. Thus if we suppose that 
there is a solution t’ of Problem (3.1) so that a(0) > a6(0), then there exists 
necessarly a first value .yO in the interval (0, rr) so that ~(x,,) = ub(xo). On 
the other hand the solutions v and a6 satisfy the Volterra integral equation 
equivalent to Problem (3.1) and we get 
L’JO) - L,(O) = j: ( xo- r)Cf(u&)) -.f(d~))l ds. 
By the monotonicity off the term on the right is strictly positive and we 
have a contradiction. 
In an analogous way the proof for the other inequality follows. 
LEMMA 3.3. Under the hypothesis of Theorem 3.1 suppose that L’ is a 
solution of Problem (3.1) dgferent from L’, and vh. Then the respective graphs 
of the solutions o, L’,, and L’~, do not intersect. 
Proof: We define the function I+(X) : = uh(x) - U(X) and suppose that 
there exists a first point x,, in the interval (0, n] such that M(.x~) = 0. But 
M’ satisfies the equation 
w"(X) +f,(z(x)) W(X) = 0, 
where 
f*(dx))= (f(&))--f(4.~)))IM) 
and z(x) is a point between ub(x) and Lo. It is easy to see that M’ has the 
following properties: 
w(x) > 0, vx E [O, x0); 
up’(x,) < 0 and NV”(X) < 0 for all x so that u(x) > tlb(x). 
If x0 is the unique zero of u’ in the interval (0, rc] than it follows that 
t~(x)<O and MJ”(.x)<~ for every x in (.ro, z]. Thus w’(.u)<O in (x0, X] 
and we get the contradiction u’(7c)>O. 
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Next we suppose that s,, is not the unique zero of \I’. We denote by sI 
the next zero of 1~. Then we have it”‘(~) < 0 in the interval (x,, X, ). But on 
the other hand there must be a local minimizer x* of iv in (x,, X, ) with 
~v”(.Y* ) 3 0. This contradiction completes the proof of the lemma. 
4 
We now return to the stability question. Chafee proved in [S] that for 
a C ‘-smooth function f every isolated nonconstant stationary solution of 
Problem (1.2) is unstable. Iff has only simple zeroes we conclude that the 
stable stationary solutions of the autonomous poblem (1.2) are given 
exactly by the falling zeroes off (see Corollary 2.4). I.e., we have 
(number of stable stationary solutions of (1.2) = (number of 
falling zeroes off). (4.1) 
The question arises if it is possible to generalize Chafee’s result to the 
non-autonomous case relative to the trivial stable solutions. From [7, 
Theorem 2.131, it follows that iffg3 and g satisfy the condition (* ), then 
(number of stable solutions of (3.1)) 
b min (number of falling zeroes off- p). (4.2) ,~E.?4(CO.rrII 
If in (4.2) the equal sign would occur only, then it would be a generaliza- 
tion of Chafee’s result (4.1). 
Now we look at the special case of a nonlinearity with exactly three 
zeroes; two of them are falling zeroes. I.e., we consider the problem 
u” - u(u - a)(u - b) = g(s), OG.X-<7T (4.3a) 
u’(0) = u’(7c) = 0 (4.3b) 
with a<O<b. 
If g satisfies condition (* ) then it follows easily from Theorem 3.1 and 
[7, Theorem 2.131 that besides the trivial stable solutions ~1, and oh, the 
only other solutions of Problem (4.3) which could be stable are solutions 
u which satisfy the conditions 
u, < v < ub and u( co, nl) d C\‘, 51, (4.3) 
where v and r are the local minimizer and maximizer off, respectively. 
We have found some examples of problems with solutions which satisfy 
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(4.3) and are stable and others which are unstable. We conclude that 
Chafee’s result is not generalizable because there are problems where the 
strict inequality is valid in (4.2). 
We now consider the special problem 
u”(X) + 324(x)-u’(x) = 7 cos x, o<x<7L 
u’(0) = u’( 77) = 0. 
The bifurcation diagram was constructed numerically and is shown in 
Fig. 2 (see also [7]). For the specific case of r = 1 the condition (* ) is 
valid. Numerical computations according to Theorem 2.1 suggest hat the 
solution denoted by ug in Fig. 1 is a nontrivial stable one. 
In the Appendix by an a posteriori analysis we show that indeed there 
exists a stable solution near u3. The method used in the Appendix can be 
applied to the other solution branches too (see Fig. 2), to show their 
existence, but near the bifurcation points it will turn out harder to satisfy 
the corresponding conditions. 
If we replace the right hand side by g(x) = 7 cos 2x, then numerically we 
find a r-interval with eleven solutions and three of them are nontrivial 
stable ones (see [9]). 
We conclude that the structure of the set of stable stationary solutions 
of the non-autonomous problem (1.1) is quite different from that of the 
autonomous problem (1.2). 
4 
1.5 
1.0 
.5 
0. 
-.5 
-1.0 
-1.5 
-2.0 
FIG. 2. Bifurcation diagram of Problem (3.1) with f(u)= 3u-u3, g(x) = r cos x, and 
u0 = u(O); s = stable branch, u = unstable branch. 
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APPENDIX 
We consider the special case of Problem (3.1) with f(u) = 3u(.u) - u3(x) 
and g(x) = cos x. Following mainly the method given by Plum in [ 143 we 
prove the existence of a nontrivial stable solution of Problem (3.1). 
By a discrete numerical method applied to (3. l), a mesh function M? is 
obtained. By interpolation we then construct an approximate solution 
\V E C’[O, rc] of (3.1), which satisfies the boundary conditions (3.1.b) 
exactly (e.g., we apply a two-point Hermite interpolation of degree five 
between adjacent mesh points, using also first and second derivatives at 
these points). 
The residuum d associated with ~7 is given by 
d(x) := w”(x) + 3w(.u)- w3(.u)- T cos x, 0 Q s < 71, 
and its L’-norm 6 by a2 := [; d”(x) d.x. 
Let y be the correction which must be applied to II’ in order to get the 
true solution L’ of (3.1). 
Therefore L’ = 11’ + y and .r satisfies 
L,CYI(.~) +4-u) + N,,.blb) = 0, 
y’(0) =y’(n) = 0, 
0 Q .K < II, (A.la) 
(A.lb) 
where 
N,,[y](x) := -3w(x)g2(x)-y3(x). 
We now denote the L*-norm by 11 11 and obtain 
II NWCYI I G 3 II ?‘I1 5 II “‘II + J;; II ?‘I1 ;. 
If the homogeneous boundary value problem connected with L,. has 
only the trivial solution then (A.l) can be transformed into the fixed point 
equation 
where 
k,,;,. := -d-N,.[,‘]. 
The compact operator L,; ’ is given by 
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where G,, is the Green’s function corresponding to the problem 
-LC~l(X) = 0, OQX<X - 
u’(0) = u’(rc) = 0. 
Assume that a bound K of the operator L,;’ : L2(0, n) + C[O, r] is known; 
i.e.. 
Then Schauder’s fixed point theorem can be applied to the compact 
operator L,;’ [ -d-N,,.[ ]] on the set 
provided that a > 0 can be chosen in such a way that 
K(6 + 3~” 11 IL’ 11 + &i a3) < ct. (A-2) 
For a sufficiently small 6, i.e., a sufficiently accurate approximation W, this 
certainly will be the case. The fixed point theorem then states the existence 
of a solution u of Problem (3.1) within a C[O, xl-distance tc from W. 
In order to get the bound K we do not follow the method of Plum, but 
we work with the Green’s function G,,.. From the Cauchy-Schwarz 
inequality it follows that 
Hence 
K= SUP II GJ-Y, . III = SUP II G,.(., S’JII. 
O.%X<Z O<C=ZZ 
If uV2 is even relative to reflection at 5 = n/2 and if the supremum of 
II G,,.( ., {)112 is achieved at t = 7r/2, then G,,,( ., rc/2) can be computed from 
the solution z of the initial value problem 
LJz](x) = 0, 0 < x < 7tr/2 
z(O) = 1, z’(0) = 0, 
employing symmetry with respect o reflection at c = 7r/2 (see also [4]). 
Since the solution z cannot be found exactly, an approximate value for 
K can be computed numerically. Some additional error estimation will be 
necessary in order to get a rigorous bound K. However, this estimation 
may be quite rough without influencing the value of K too much. 
For ~$0) = - 1.76131, the classical Runge-Kutta method (of order four) 
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with stepsize h = n/48 leads by simple shooting to an approximate solution 
17 on the mesh from which by quintic Hermite interpolation an 
approximate solution 11’ is formed with 111~ I( d 2.391 and 6 6 2.28 x lo-‘. 
For the constant K, calculation of the Green’s function at 5 =n/2 with 
error estimation yields the value K < 2.372. The inequality (A.2) then is 
satisfied for c( = 5.46 x lo-“. Thus the existence of a solution L' of (3.1) with 
initial value o(0) between - 1.76186 and - 1.76076 has been proved. 
In order to get the stability information for c we use Corollary 2.2. The 
angular coordinate @ of the Pri.ifer transformation is a solution of the 
initial value problem 
@‘(.u) = cos’ Q(x) + y(.u) sin” Q(X). OSXfX (A.3a) 
Q(O) = Tc/2. (A.3b) 
with y(x) : = 3 - 3~‘(.u). 
We do not know Y(X) exactly, but we may 
bounds for it. I.e., 
construct lower and upper 
y(.u) 23(-Y) := 3 - 3 max (I’, V’(X)} 
and 
3 - 3 min(t,‘(.u), t”(.~)}, if c(x) O(5) > 0 
otherwise, 
where Q(X) : = K$X) - c1 and 5 : = IV(X) + c1 for 0 <X < 7~. 
We now solve Problem (A.3) numerically and obtain the upper bound 3 
for 7 = -; and the lower bound @ for ‘r’ =I. We also get estimates for the 
error introduced by the numerical method via a residual estimate in the 
same spirit as it was done for the existence problem before. However, 
rough estimates may be sufficient if @ keeps away sufficiently from its 
required bounds. In our case the bounds G and @ satisfy the inequalities 
of Corollary 2.2 and the difference between them becomes less than 0.012 
(see also [4]). Therefore we conclude that the solution L’ satisfies the 
stability condition of Corollary 2.2. 
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