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Abstract – The performance of web processing needs
to increase to meet the growth of internet usage, one
of which is by using cache on the web proxy server.
This study examines the implementation of the proxy
cache replacement algorithm to increase cache hits in
the proxy server. The study was conducted by creating
a  clustered  or  distributed  web  server  system  using
eight web server nodes. The system was able to provide
increased  latency  by  90  %  better  and  increased
throughput of 5.33 times better.
Keywords - proxy server; distribute proxy cache;  web
QoS; cache replacement
Abstrak  -  Kinerja  pemrosesan web perlu  meningkat
untuk memenuhi  pertumbuhan penggunaan internet,
salah  satunya  dengan  menggunakan  cache  pada
server  proxy  web.  Penelitian  ini  mengkaji
implementasi  algoritme  penggantian  cache  proxy
untuk  meningkatkan  cache  hit  dalam  server  proxy.
Penelitian  dilakukan  dengan  membuat  sistem  web
server  secara  cluster  atau  terdistribusi  dengan
menggunakan delapan buah node web server. Sistem
menghasilkan peningkatan latensi sebesar 90 % lebih
baik  dan  peningkatan  throughput  sebesar  5,33  kali
lebih baik.
Kata  Kunci  -  pemrosesan  web;  server  proxy
terdistribusi; HTTP; web QoS; penggantian cache
I. PENDAHULUAN 
Proxy  Cache telah  terbukti  sebagai  solusi
penyelesaian  masalah  yang  efisien  untuk  mengurangi
latensi dan mengingkatkan kinerja pemrosesan web [1].
Sebuah  cache  proxy pada  server  web  dapat  melayani
banyak  pengguna  pada  waktu  yang  bersamaan.  Pada
saat  server cache proxy web menerima permintaan dari
pengguna,  maka  server pertama-tama  mencari  yang
objek yang diminta dalam  cache-nya  [2].  Jika salinan
cache  tersebut  ditemukan,  maka  proxy
mengembalikannya data  web  tersebut ke penggunanya.
Tetapi  jika  tidak  ada,  maka  akan  melakukan  relay
permintaan ke cache proxy lain yang bekerja sama atau
server web tersebut, dan mengembalikan data yang baru
ditemukan tersebut kepada pengguna dan menyalin data
tersebut di cache-nya sendiri [3]. Cache proxy seringkali
ditempatkan dekat dengan penggunanya. 
Di sisi lain, pengganti cache proxy bekerja dengan
cara  yang  sama  sebagai  cache  proxy  [4]. Perbedaan
utamanya adalah  pengganti  cache biasanya terletak  di
dekat server web. Tujuan utama dari cache proxy adalah
untuk mengurangi latensi  akses  web,  sedangkan tugas
dari  pengganti  cache adalah  untuk  mengurangi  beban
kerja  server  web  dan  berpotensi  mengurangi  latensi
akses  pengguna.  Fungsi  dari  pengganti  cache  dapat
digunakan untuk mereplikasi  isi  dari  server  web yang
terkait  di banyak lokasi web yang berbeda.   Beberapa
server  web  dinamis  yang  lambat,  misalnya  yang
menggunakan PHP atau ASP, menggunakan pengganti
cache.
Pengembangan  cache  proxy saat  ini  telah  menjadi
fokus  utama  dari  penelitian  caching web.  Pendekatan
berbasis  cache  proxy  membuat  latensi  minimum  dari
server  web  dan  jaringan  protokol  sehingga  dapat
langsung  diterapkan  dalam  berbagai  kondisi  dari
pengaturan aplikasi tanpa memodifikasi perilaku server.
Tidak  seperti  pada  cache  browser,   cache  proxy
melayani  para  pengguna  yang  berada  di  subnet  yang
sama.   Hal  ini  menciptakan  banyak  peluang  untuk
mewujudkan  potensi  peningkatan  kinerja  dan
pengurangan  latensi  caching web  tersebut.  Dari
arsitektur sistem, cache proxy terletak di  server  proxy
yang  telah  digunakan  secara  tradisional  untuk  tujuan
lain, misalnya untuk keamanan jaringan, sehingga dapat
membuat instalasi dan konfigurasi layanan cache relatif
mudah  dan  lebih  transparan  [5].  Sebagian  besar
platform  server  web  menggunakan  proxy  web  yang
dilengkapi dengan mekanisme dan hirarki dari cache.  
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Mekanisme cache yang konsisten telah ditambahkan
pada berbagai server proxy cache saat ini [6]. Berbagai
macam  metode  dan  algoritme  server  proxy  cache
diterapkan  dengan  menggunakan  satu  buah  server.
Untuk  mengurangi  latensi,  digunakan  teknik
prefetching atau pengambil data awal dari pemrosesan
web.  Peningkatan  cache  hit dilakukan  dengan
menggunakan  berbagai  metode  yang  berbasis  pada
peningkatan  kecepatan  prefetch menggunakan  satu
komputer  tunggal,  di  antaranya  historical  based
performance [4],  modifikasi  dari  metode  LRU  [7],
modifikasi NMRU  [8],  estimating pages [9], semantik
dinamik  LFU  [10],   low  inter-reference  recency  set
(LIRS)  [11],  adaptive replacement  cache (ARC)  [12],
[13],  clock  with  adaptive  replacement (CAR),  multi-
queue (MQ) [14], dan Pannier [15]. 
Peningkatan  cache hit dapat diperoleh jika terdapat
pengulangan-pengulangan permintaan data yang cukup
sering. Namun, terdapat beberapa kegagalan atau tidak
tercapainya  peningkatan  cache  hit jika  terdapat  data
yang acak/random. Sistem terdistribusi dapat digunakan
untuk mengatasi hal ini dan dapat berfungsi dengan baik
dalam peningkatan  cache hit.  Penelitian  ini mengkaji
peningkatan  kinerja  server  web  menggunakan  sistem
terdistribusi  untuk  meningkatkan  kinerja  server  web,
meliputi latensi,  throughput, dan laju  cache hit. Server
proxy  cache  terdistribusi  digunakan  dalam  perbaikan
cache hit yang ada serta peningkatan kinerja latensi dan
throughput-nya.
II. METODE PENELITIAN
A. Problem pada cache replacement
Implementasi proxy web didasarkan pada area cache
yang  terbatas  pada  media  penyimpanan  dibandingkan
dengan jumlah objek web. Ketika sebuah konten pada
area  cache  mendapat  limit  dari  cache,  sebuah  aturan
untuk  penggantian  cache  diperlukan  untuk melakukan
penggantian cache yang perlu diperbaharui. Setiap objek
web  cache  berkarateristik  berdasarkan  “kebekuan”
(staleness) dari kebutuhan objek web. Kebekuan objek
web  dipengaruhi  oleh  pentingnya  atau  seringnya
penggunaan  dari  objek  tersebut  berubah.  Setiap
implementasi  proxy  cache  harus  mempertimbangkan
kebekuan dari setiap objek cache web yang dipengaruhi
oleh  popularitas  dari  objek  web  (Persamaan  1).
Parameter  popularitasi menunjukkan  popularitas  pada
cache i, hiti hit pada i dan hittotal hit keseluruhan. 
Popularitas dari  cache replacement tergantung dari
hit  pada  bagian  atau  pada  blok  tertentu  (i).  Untuk
mencari kebekuan dari suatu objek web dapat dihitung
menggunakan  rasio  dari  kebekuan  dari  objek  web
(Persamaan 2). Parameter  ci menunjukkan waktu objek
tersebut dibutuhkan dan li waktu objek tersebut terakhir
diperbaharui.  Frekuensi dinamis dari cache pada objek
i  diperhitungkan  dari  rasio  kebekuan  (Persamaan  3).
Parameter  afi menunjukkan  banyaknya  cache  yang












                         (3)
Pengendalian cache hit dan cache miss menentukan
kualitas dari QoS web. Hal ini menyebabkan web server
harus mengambil  data objek tersebut pada web server
aslinya dan mengirimkan ke pengguna. Pada saat yang
sama proxy web melakukan penggantian memori cache
proxy  dengan  data  yang  baru.  Sebuah  objek  yang
dihapus  atau  digantikan  di  dalam  cache  disimbolkan
dengan  acti  (Persamaan  4).  Penggantian  cache  yang




(acti Kebekuani df i).
acti={0, jikaobyek dihapus dari cache1, lainnya         (4)
Tujuan  pemecahan  dari  penggantian  cache  web
adalah  untuk mempertahankan  cache  yang tidak beku
sesering  mungkin  yang diakses  oleh  objek  web  yang
dibutuhkan oleh pengguna. Sebuah hasil yang maksimal
dapat membuat kualitas penggunaan web menjadi lebih
baik [14]. 
B. Sistem web proxy terdistribusi
Sistem  yang  digunakan  dalam  kajian  ini  adalah
dengan menjalin kerjasama antara beberapa proxy web
(proxy web terdistribusi) seperti pada Gambar 1. Setiap
proxy web dapat saling bertukar data. Proxy web tidak
selalu harus mengambil  objek web dari  server  aslinya
jika terjadi miss pada objek web. Hal ini memungkinkan
terjadinya perbaikan latensi jika antar proxy web dapat
berkomunikasi  satu  sama  lainnya.  Arsitektur  ini
bertujuan  memperbaiki  proses  cache  dari  objek  web.
Setiap web proxy mempunyai data yang dapat berbeda
atau  sama  tergantung  dari  kebekuan  dari  objek  web
yang  terdapat  web  cache.  Jumlah  proxy  web  yang
digunakan sampai delapan proxy. 
Sistem  antrian  untuk  pengendalian  cache  hit
dirancang  untuk  menghasilkan  sistem  antrian  proses
cache  dengan  sistem  terdistribusi  (Algoritme  1).
Struktur tabel akses yang digunakan dinyatakan dalam
Tabel 1. Tabel akses  digunakan untuk membuat suatu
urutan  pembukaan  node-node  yang  dilakukan.  Tabel
akses  tersebut  terdiri  dari  Usia  LRU,  Posisi  File,
Kosong,  dan  Waktu  pertama  akses.  Setiap  blok  pada
block replacement mempunyai metadata sesuai dengan
struktur pada tabel akses tersebut. Data pada tabel akses
tersebut diproses sesuai algoritme yang telah ditentukan.
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III. HASIL DAN PEMBAHASAN
Sistem diimplementasikan pada delapan buah  node
web-caching yang terpisah. Delapan buah web caching
tersebut  dilakukan  dengan  menggunakan  suatu  sistem
tertutup  untuk  melakukan  serangkaian  ujicoba
permintaan data pada sebuah  browser.  Pengguna yang
meminta permohonan data dibuat beberapa  node client
untuk  membuat  ujicoba  tertutup  tersebut  dapat  lebih
meniru  sistem  yang  lebih  luas  lagi.  Sistem  yang
digunakan  menggunakan  dua  buah  komputer  yang
memiliki  spesifikasi  hampir  identik  sebagai  server
proxy  web.  Selain  itu,  juga  digunakan  sejumlah
komputer  lainnya  yang  berfungsi  sebagai  client yang
melakukan  permohonan  permintaan  data.  Semua
perhitungan  digunakan  dan  dibandingkan  dengan
penggunaan satu buah komputer tunggal (yang diambil
salah  satu  dari  proxy  web  tersebut)  dan  semua  hasil
percobaan  dinyatkaan  berupa  persentase  terhadap
kondisi semula (tanpa sistem kluster).
Latensi  yang diujicobakan dilakukan untuk jumlah
node yang  dimulai  lebih  sedikit.  Pada  setiap  kondisi
penambahan jumlah node dilakukan pengukuran latensi.
Latensi awal atau 100 % diambil pada saat  node hanya
satu buah saja.  Gambar 2 menunjukkan bahwa dengan
semakin  banyak  node atau  web proxy yang  terlibat,
maka  latensi  dari  kualitas  web  semakin  membaik.
Kinerja  latensi  meingkat  seiring  dengan  penambahan
node,  seperti  dalam  [16],  [17].  Sistem  terdistribusi
dengan  8  buah  node  menghasilkan  perbaikan  latensi
sebesar  90  %.  Latensi  yang  lebih  baik  berarti  setiap
perubahan permintaan data acak pada suatu web server
dapat  direspons  lebih  cepat  oleh  web  server  tersebut
[14].  Laju  perbaikan  latensi  ini  semakin  menurun
terhadap penambahan jumlah node. Penambahaan node
berikutnya  tidak  membuat  latensi  meningkatkan  lebih
baik secara signifikan.
Throughput yang dihasilkan dari proxy web dengan
sistem  terdistribusi  adalah  peningkatan  data  yang
ditransfer  dengan  peningkatan  berbentuk  linear
(Gambar  3).  Throughput diperoleh  datanya  dengan
menghitung  jumlah  data  yang  dikirimkan  oleh  proxy
web  dalam  suatu  waktu  yang  sama.  Peningkatan
throughput pada node sebanyak 8 buah adalah 5,33 kali
lebih baik dibandingkan dengan node tunggal  sebesar
1500 Kbyte. Peningkatan  throughtput membuat kinerja
layanan web meingkat dengan menyediakan jumlah data
lebih besar ke pengguna [14].
Penambahan  ukuran  cache  yang  tergabung  dalam
kluster dilakukan dan dilihat laju cache hit-nya. Gambar
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Gambar 2. Perbaikan latensi terhadap jumlah node
Algoritme 1. Sistem antrian cache dengan 8 proxy
Tabel akses dipersiapkan
Ulang (i=batas kumpulan kiri; i<=kumpulan kanan; i++) {
    Jika(tidak dalam pembuangan) {
        Jika(posisi i tidak kosong) {
             Jika(umur dari object i>batas LRU) {
Hapus objek I dari cache;
Waktu dari objek ada dalam cache = 
                    waktu sekarang – tabel.pertama diakses
                 Waktu pertukaran sekarang -=ukuran objek
             }
         }
    }
    Jika tidak {
        Jika(i<=batas kumpulan kiri + 8)  {
            Jika(posisi i tidak kosong)  {
               Hapus objek;
               Waktu dari objek ada dalam cache =
                    Waktu sekarang-tabel pertama diakses
               Waktu pertukaran sekarang -= ukuran objek
            }
         }
     }    
}            
Tabel 1. Struktur tabel akses




4. Waktu_pertama_ akses Time
Gambar 1. Proses cache pada beberapa web proxy
4 menunjukkan bahwa cache hit meningkat pada setiap
penambahan ukuran  cache. Penambahan tersebut tidak
linear terhadap ukuran cache. Hal ini disebabkan karena
masukan  data  yang  diberikan  adalah  acak  /  random
sehingga  objek  web yang  diminta  pengguna  dapat
bervariasi  dan  menampung  berbagai  kemungkinan
permintaan  data  dari  banyak  pengguna.  Laju
pertambahan  cache  hit  semakin  menurun  seiring
pertambahan ukuran cache. 
Peningkatan  cache hit secara  langsung
meningkatkan kecepatan dari server web. Hal tersebut
dapat  meningkatkan  kualitas  web   yang  langsung
dirasakan oleh pengguna.  Sistem dengan  kluster proxy
web yang  terdistribusi  dapat  meningkatkan  ukuran
cache dan membagi tugas pada beberapa server proxy
web  sehingga  meningkatkan  ukuran  cache dan
selanjutnya  menaikkan cache hit  serta  mengurangi
cache  miss seperti  dalam  [8]-[13].  Perbaikan  lainnya
adalah  peningkatan  IOPS  di  media  penyimpan  flash
seperti  dalam  [15]. Penggunaan algoritme penggantian
cache  proxy  dan  sistem  terdistribusi  meningkatkan
kinerja layanan web keseluruhan seperti dalam [14]. 
IV. KESIMPULAN
Penambahan  jumlah  node  pada  cache  proxy  web
dapat  meningkatkan  kinerja  layanan,  yaitu  meliputi
latensi  dan  throughput.  Pada  sistem kluster  dengan  8
buah  node  didapatkan  latensi  yang  sudah  lebih  baik
yaitu 90 % lebih cepat dan 5,33 kali  throughput yang
yang lebih baik. Penggunaan kluster proxy web dapat
meningkatkan  kinerja  layanan  web  dibandingkan
dengan sistem proxy web tunggal.
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