The use of parallel plate-type fuel assemblies is common in nuclear research reactors. One of the main problems of this fuel element configuration is the hydraulic instability of the plates caused by the high flow velocities. The current work is focused on the hydrodynamic characterization of coolant channels typical of a flat-plate fuel element, using a numerical model developed with the commercial code ANSYS CFX. Numerical results are compared to accurate analytical solutions, considering two turbulence models and three different fluid meshes. For this study, the results demonstrated that the most suitable turbulence model is the k- model. The discretization error is estimated using the Grid Convergence Index method. Despite its simplicity, this model generates precise flow predictions.
INTRODUCTION
In nuclear research reactors, it is common the use of parallel plate-type fuel assemblies due to its high power density. To remove heat generated by fission reactions, the coolant flows over the plates with high velocity. One of the main problems of this fuel element configuration is the hydraulic instability of the plates caused by the high flow rate [1] .
The analysis of the deflection of plate-type fuel due to high flow rate has taken place for many years. One of the first published reports regarding flow-induced deflections of this fuel element geometry was written by Stromquist and Sisman in 1948 [2] . The study was performed in a mockup and it was found that when the fluid velocity was raised to sufficiently high values, fuel plates deformed plastically. In 1958 the same problem was detected by Ronald Doan in the Engineering Test Reactor (ETR). Doan discussed a critical flow field related to the plate deflection [3] . The Doan's hypothesis was used by Miller, who provided a method for predicting the critical velocity based on the Bernoulli theory of incompressible flow. Miller's analysis gave a basic idea of how the plates within a plate-type fuel assembly tend to deflect and a good approximation for that flow rate which induces a plate to deflect [1] . After Miller's work, many researchers around the world have been studying this fuel assembly type. Earlier methods for assessing fuel plate deflection and coolant flow across channels have relied on analytical and experimental techniques [4] - [8] . The last years, although a continued development and cost-effectiveness of computational techniques has occurred, a limited number of works have been conducted applying the Computational Fluid Dynamics (CFD) technique for describing that fuel element configuration [9] - [11] .
In CFD studies an accurate solution it is a combination of an effective selection of the grid size and, in the case of turbulent flows, an adequate choice of the turbulence model. The procedure for determining the most accurate mesh is to carry out simulations with different mesh sizes and configurations until the numerical solution converges, in what is named the grid convergence study. Two parameters need to be considered when a grid convergence study is executed: computation time and accuracy. Which a finer grid the solution tends to become more accurate, but the calculation time required for achieving it increases. Therefore, the purpose of a grid convergence study is to reach a reasonably precise solution without taking an excessive time. On the other hand, turbulent flows are
significantly affected by the presence of walls (e. g. flow across parallel-plate fuel assemblies) and a correct presentation of the near-wall region determines a successful prediction of wall-bounded turbulent flows. When dealing with turbulent flows a good strategy for selecting the corresponding turbulence model is based on wall y + value [12] .
When CFD analyses are conducted, the verification of numerical solution is extremely important.
According to Oberkampf and Roy [13] , the "solution verification addresses the question of whether a given simulation of a mathematical model is sufficiently accurate for its intended use". In other words, the computational results are compared with highly accurate benchmark solutions, usually analytical solutions. Additionally, as occurs in experiments, in numerical models there is an uncertainty associated. It is generally accepted that the numerical error of CFD calculation has three error components: the iterative error, the round-off error and the discretization error [14] . Procedures for numerical error estimation usually assume that the contribution of the round-off and iterative errors is negligible compared to the discretization error. A well-established method for error estimation caused by discretization is the Grid Convergence Index (GCI) method [15] .
The current study is focused on the hydrodynamic characterization of coolant channels typical of a plate-type fuel element. For this purpose, mesh refinement tests are performed, considering three different meshes; also, two turbulence models are studied: k- and k-, with the commercial code ANSYS CFX [16] . For determining the CFD discretization error the GCI method is used and the numerical results are compared to precise analytical solutions. It is essential to highlight that this work helps to select the mesh and turbulence model that will be considered in an upcoming complex research. In the near future, a series of simulations will be conducted to understand the fluidstructure interaction (FSI) phenomenon in a plate-type fuel element and this work is the first step.
METHODOLOGY
The model is developed considering the geometric data of the future Brazilian Multipurpose Reactor (RMB by its acronyms in Portuguese) fuel elements. Erro! Fonte de referência não encontrada. shows a schematic representation of that fuel element. 
Near-Wall Treatment
In near-wall fluid flow, the flow gradient normal to the wall tends to develop on small scales. In that region, a fine mesh is needed to be able to capture the effects of the boundary layer. A parameter used to describe how fine or coarse is a mesh for a particular flow model is the wall y + . It is the ratio between the turbulent and laminar influences in a cell. Near wall-regions the viscosity-affected region is made up of three zones, with their corresponding wall y + [17] :
▪ Buffer layer or blending region (5 < y + < 30), ▪ Fully turbulent region or log-law region (y + ≥ 30 up to 100).
While directly solving for the near wall flow (y + < 5) may provide a more precise solution, it also requires very fine mesh in the near-wall zone and, correspondingly, higher computer-storage requirements and longer run times. In contrast, when high y + wall treatment is used (y + ≥ 30), the near wall velocity distribution is assumed to follow the log-law and it is considered that the centroids of wall-bounding cells are within that region. This allows the use of coarse meshes near to the wall to resolve the velocity profile.
Typically are recommended values of y + close to the lower bound (≈ 30) when wall functions are considered, whereas y + ≈ 1 is more desirable for near-wall modeling [12] . Wall functions are the most popular way to account for wall effects. In ANSYS CFX, Scalable Wall Functions are used for
turbulence models based on the -equation; for -based models the Automatic Near-Wall Treatment method is applied. In this work is a desire to resolve the boundary layer in the log-law region.
The Grid Convergence Index Method
In CFD studies, the analysis of the influence of mesh refinement in numerical solution is vital. In 2008 a "Procedure for estimation and reporting of uncertainty due to discretization in CFD applications" was proposed by the Journal of Fluid Engineering editors [18] . This procedure consists in the estimation of the discretization uncertainty using the Grid Convergence Index method.
The GCI method was developed by Roache [15] and it is based on the Richardson Extrapolation, involving comparison of solutions at different grid spacing [19] . The GCI gives a prediction on how much the solution would change with a further refinement of the mesh. A small value of the GCI is preferred. For three-dimensional calculations, a representative grid size h is calculated using the following equation:
( 1) where Vi is the volume of the ith cell and N is the total number of cells. In this work, three different grids were used (coarse -Mesh 3, medium -Mesh 2, and fine -Mesh 1) with the refinement factor between grids r = hcoarse/hfine. The calculation of the apparent order of the method (p) can be done using the expressions:
Being, ε32 = ϕ3 -ϕ2, ε21 = ϕ2 -ϕ1 and ϕ3, ϕ2, ϕ1 are the coarse-, medium-and fine grid solution of the variable of interest obtained with the three grid sizes h3, h2 and h1, respectively. If r is constant then q(p) = 0. The approximate relative error can be calculated as:
Then, the GCI for the finest mesh is:
Numerical Model
To solve a fluid mechanics problem with CFD a basic practice must be followed. First, the geometry of the fluid domain must be created. Second, the geometry is discretized into small volumes.
Once the mesh is created, the correct physics model and boundary conditions must be chosen. [20] . Then, at the inlet surface, the "velocity inlet" boundary condition was set using the Equation (5) to guarantee an average channel velocity close to the project. This equation was established considering the law of mass conservation and that the flow is incompressible. The outlet boundary condition was set as a zero-pressure boundary. For the plate surfaces and the walls enclosing channels, no-slip smooth wall condition was chosen. The coolant channels were set with equal thicknesses so the CFD model could be easily benchmarked to a simple 1D analytical model. All simulations were run to steady state.
To capture the contraction/expansion effects at the leading/trailing edges of the plate, a bias factor 4:1 was set up for spacing the cells along the inlet, outlet, and plate lengths, and for the cells through the thickness of the channels. The bias factor is defined as the ratio of the longest division and the shortest division. The geometry includes regions for flow development at the inlet and exit of the plate region. It was partitioned allowing the creation of structured meshes. Erro! Fonte de referência não encontrada. 2 shows the number of cells in all directions. The wall y + value in the fluid solution will be dictated by the thicknesses of the wall-bounding cells.
The establishment of the mesh depends on the choice of the grid refinement factor. Although usually r = 2 is used, i.e. grid doubling (halving), this would lead to an increase of 2 3 of the number of volumes, resulting in an excessive computational time. According to Stern et al. [21] , for CFD applications a good alternative is to use r = 2 1/2 . The fluid mesh is depicted in the next figure.
Figure 3: Coarse mesh -leading edge region.
Since the coolant flow through the fuel element is turbulent, a turbulence model must be utilized to generate precise flow predictions. Numerous turbulence models have been developed with the most popular being the Reynolds Averaged Navier-Stokes (RANS) variety. In this work, a study comparing turbulence models was completed taking into consideration two RANS models: realizable k- and standard k-. These turbulence models have demonstrated to be very useful for simulating the flow through a duct [22] .
Residual values of 1e-5 for the mass/momentum and turbulent transport equations are monitored during the simulations, usually sufficient for most engineering applications. Other important criteria to confirm the solution convergence is the net mass imbalances. The net mass imbalance to be deemed converged should be less than 0.1%. The energy equation is neglected.
Analytical Model
A simple analytical model to estimate the overall pressure drop through the geometry was employed for verification purpose. The pressure drop can be determined by taking into account the flow contraction at the leading edge of the plate, flow expansion at the trailing edge, and frictional losses (see Erro! Fonte de referência não encontrada.): (6) Pin, Pch, and Pout are the pressure drop caused by friction at the inlet plenum, coolant channel region, and outlet plenum, respectively. PSC is due to the abrupt contraction and PSE because of the sudden expansion. The terms of the equation before can be defined as:
where  is the fluid density, Dh,i and Dh,o are the hydraulic diameters at inlet and outlet of the form loss junction, respectively; Dh,in is the hydraulic diameter of the inlet and outlet plenum, and Dh,ch the hydraulic diameter of the coolant channel. The Darcy friction factor (f) is solved using the Haaland equation [17] , considering smooth surfaces:
Re is the Reynolds number in the region of interest. In addition to pressure drop, an analytical solution for the wall shear stress (τ) is practical information for benchmarking. The following equation is used to calculate the wall shear stress [17] :
RESULTS AND DISCUSSION
An exhaustive verification procedure was conducted for selecting a suitable combination of mesh and turbulence model. The criteria utilized to decide the most appropriate turbulence model is the accurateness of the pressure drop and the wall shear stress solutions when compared to an analytical solution. Once it selected, the GCI method is employed to find the uncertainty due to discretization.
During simulations, the average y + value on the plate surfaces parallel to fluid was monitored. As a result of the grid refinement along channel thicknesses, a y + value nearly 30 was reached. Table 3 details the average y + value for each case. Erro! Fonte de referência não encontrada. shows the overall pressure drop through the geometry. In Table 4 Another parameter used to verify the numerical solution was the average fluid velocity in the coolant channels. Table 6 shows a comparison between the average velocity obtained with the CFD model and the velocity proposed by the RMB project designers. The difference was also estimated.
As a result of the mesh improvement, the average fluid velocity is close to the design velocity. The best result is achieved taking into account the k- formulation with the fine mesh (difference of 0.12%). In Figure 4 pressure and velocity contour plots, located at the leading edge, are depicted.
As it is expected, the maximum pressure is obtained at the leading edge and higher velocities along coolant channels.
Even though one specific variable can match better the analytical solution considering a particular mesh and turbulence model combination, generally k- model performs very well for the metrics employed (pressure drop, wall shear stress, and average fluid velocity). From the results, it is clear that the k- model joint with Mesh 1 is the best option for matching the analytical solution. Therefore, for future FSI analysis, the model will use a fine mesh (Mesh 1) with the k- formulation. With the previous results and the methodology described in Section 2.2, the Grid Convergence Index was estimated. The GCI calculation for the selected variables is shown in Table 7 . It can be observed that the numerical uncertainty of the fine-grid solution is less than 1.10% for all cases.
Thus, the discretization is accurate and further mesh refinement is not essential. 
CONCLUSION
In this work, a numerical model for the hydrodynamic characterization of coolant channels typical of a parallel-plate fuel assembly was presented. To achieve precise results, two turbulence models were explored considering three different fluid meshes. For selecting a suitable combination of turbulence model and mesh, the results of pressure drop and wall shear stress were compared to accurate analytical solutions. Wall y + was used to decide which mesh and turbulence model are the most appropriates. In some cases using the k- model better predictions were achieved, but the mesh and turbulence model combination was not the adequate because of the wall y + value. Results demonstrated that the k- model match with high precision the analytical solutions. In all cases, the deviation from the analytical solutions was less than 2%. The model produced results consistent with the theory. In particular, the maximum pressure was noticed at the leading edge and higher velocities along channels.
In addition, as part of solution verification procedure of the numerical model, the uncertainty due to geometry discretization was calculated. For this purpose, the GCI of the variables of interest was evaluated. For the three variables selected, the GCI was less than 1.10%, demonstrating that the discretization is accurate and additional mesh refinement is not required. The GCI concept is an objective and very comprehensive procedure for discretization error estimation. Considering the results of this work, it is clear that k- model with Mesh 1 is a very good mesh/turbulence model combination for the fluid-structure interaction analysis.
