As it follows from the results of C. H. Waddigton, F. E. Yates, A. S. Iberall, and other well-known bio-physicists, living fluids cannot be modelled within the frames of the fundamental assumptions of the statistical-mechanics formalism. One has to go beyond them. The present work does it by means of the generalized kinetics (GK), the theory enabling one to allow for the complex stochasticity of internal properties and parameters of the fluid particles. This is one of the key features which distinguish living fluids from the nonliving ones. It creates the disparity of the particles and hence breaks the eachfluid-component-uniformity requirement underlying statistical mechanics.
Introduction
Statistical mechanics (SM), both classical (e.g., Refs. 1-4) and quantum (e.g., Refs. 3 and 4), is commonly known in theoretical physics as a "fundamental" science since it includes the so-called first physical principles. The latter feature is usually believed to be assuring that studied systems are described at the consistency level necessary in the theoretical natural sciences. "Fundamental" SM (FSM) is intended to deal with the stochasticity, i.e. time-dependent randomness of the particle position-momentum vector. However, FSM does not include any terms enabling one to take into account the particle characteristic which is stochastic and also such that the corresponding fixed-time random variable need not be discrete.
We read the particle characteristic (PC) as the vector formed by any scalar parameters of the fluid particles with the exception of time t, the entries of the particle position and momentum vectors x ∈ R 3 and p ∈ R 3 , R = (−∞, ∞), and any other parameters of the particles determined solely by t or the mentioned entries. For instance, the entries of PC may include the particle volume, mass, charge, shape-related quantities, magnetic momentum, or other parameters of a particle.
There are a lot of mechanical problems associated with the entries of stochastic PC such as stochastic mass, 5 stochastic size, 6 stochastic shape, 7 stochastic stress, 8, 9 stochastic elasticity, 6 stochastic structure, 6,10,11 and other quantities. There is even an entire field in the natural sciences, theory of living fluids (the fluids comprising living particles, i.e. biological cells) where PC is not only stochastic but also associated with the random variable that is generally nondiscrete. This fact is discussed in a series of works, for instance, Refs. 12-15. In particular, the right column on p. 430 of Ref. 14 points out that the identical, microscopic, internally dead, billiard-ball atom of FSM can be generalized to include "atomisms", particles with an internal structures, of any scale which interact with other atomisms at their scale of time and space. Moreover (see the left column on p. 9 of Ref. 12) , the ensemble of interacting atomisms at any organizational level acts like a continuum, at an appropriate spacetime scale, and (see the right column on p. 12 of Ref. 12 ) the dissipative nature of a continuum implies fluctuations at a lower level of organization (i.e. at a level of the above "atomisms"). More details on these issues can be found in the works collected in Ref. 16 (e.g., see pp. 459-461, 522 and 525). The issues in probabilistic terms are sharpened as follows. The particle characterisitc (or PC) is a vector stochastic process (i.e. a time-dependent random variable) such that, at every time point, the corresponding random variable is not discrete. The property of the random variable to be nondiscrete means that it is either of a continuous or of a combined, continuous-discrete type (e.g., see p. 7 of Ref. 17) .
Due to the lack of the nondiscreteness property (see the above sentence in italic) in FSM, the research response came independently of FSM, in the form of the generalized kinetics (GK) (e.g., Sec. 10.3 of Ref. 18, Ref. 19 , Sec. 1.6 and Chap. 4 of Ref. 20) . This treatment does allow for PC and is in line with the thesis formulated on p. 430 of Ref. 14: "Complex systems can be comprehended dynamically through an extended statistical mechanics, irreversible thermodynamics, and nonlinear mechanics, in the form of an electrohydrodynamic field physics." The above basic works on the GK theory focus on the corresponding collision terms in Boltzmann's equation. The related mean-field aspects are further developed in Refs. 21 and 22. Along with this, the above core GK theory still deals with a finite and time-independent number of the pairwise different fluid components (or particle populations) and allows for stochastic PCs only within each of the components. In this paradigm, the components are described with the dedicated PC random variable which is, however, discrete. The latter does not take into account the feature formulated in the above sentence in italic. A possible solution is suggested by the nondiscrete-components complement (Sec. 6.1 of Ref. 23 ) to the GK theory. However, Ref. 23 develops the model for general fluids. In contrast to this, the present work shows the route (see Secs. 2 and 3) to the above GK model proceeding from the needs of living systems theory. The work also discusses (see Sec. 4) a series of the issues on the corresponding physics formulated in Refs. 14 and 15. The conclusion (see Sec. 5) suggests a few directions for future research.
The work follows the conventions below. Equation (X.Y) denotes the Yth equation in Sec. X. Remark X.Y or Example X.Y denotes the Yth remark or the Yth example in Sec. X.
Due to the space constraints, conditions allowing to carry out most of common operations in the course of consideration are assumed to hold and not formulated in the text. In particular, all the integrals dependent on parameters are regarded to be sufficiently smooth functions of respective parameters. It is also assumed that all the multifold integrals can be evaluated in any order of the integration, and all the corresponding intermediate integrals are sufficiently regular (e.g., smooth) functions of their variables.
For the reader convenience, all the function symbols are typed in bold. In so doing, the symbol is the same as the plain-typed symbol for the variable described by the bold-typed function. For example, if a variable is denoted with x (plain "x"), then the function for it is denoted with x (bold "x"), no matter whether the symbols are typed in italic or not.
The work discusses a fluid which occupies a bounded domain (i.e. open connected set), say, X(t) ⊆ R 3 , where time t is in an interval in R with the non-empty interior. The boundary of domain X(t) is assumed to be sufficiently regular (e.g., piecewise smooth).
Approaching the Borders of FSM
Consider a fluid which presents a mixture of a fixed number of fluids of identical particles. If the number is M ≥ 1, then the fluid is M -component. The particles of any two components differ from each other. This presumes, explicitly or implicitly, the following. The PC vector u ∈ R k , k ≥ 1 (see Sec. 1) is such that the ith component, i = 1, . . . , M , corresponds to fixed value u i of u and u i = u j for all j = i, j = 1, . . . , M .
The above fluid mixture can be described by means of common tools of FSM, namely, in terms of the reduced one-particle distribution functions f (t, x, p, u i ), i = 1, . . . , M . Here x ∈ X(t), p ∈ R 3 (see Sec. 1 on x and p), and PC vector u, a variable of f (t, ·, ·, u), can take not only the aforementioned values u i but also any value in some domain U (t) ⊆ R k which includes every u i , i.e. u i ∈ U (t),
. . , M , are usually determined as solutions of the well-known systems of kinetic equations (e.g., see (6.1) of Ref. 23 and the references in the text above (2.2) of Ref. 23 ). This description is derived in FSM only under the so-called thermodynamic-limit (TDL) assumption. Leaving aside its rigorous formulation, we only note the condition which is the most restrictive one in application of TDL to living fluids. It is the condition that quantity lim
exists uniformly in t and is finite, i = 1, . . . , M , (2.1) where
is the total number of the particles in the ith fluid component in domain X(t). The TDL assumption (2.1) not only forces bounded domain X(t) to follow prescription X(t) → R 3 but also (because of the finiteness of the limit in (2.1)) implies
3)
The noted two limit behaviors present the idealization which determines the restrictive nature of TDL (2.1).
Expression (2.2) and similar to it expression (3.2) below assume, for the sake of simplicity, that the particles are of zero volumes. A generalization for the nonzero volumes can be implemented in the well-known way (e.g., see Secs. 2-6 of Ref. 24) for the general treatment or Ref. 25 for a particular case. In so doing, the particle volume may be regarded as one of the entries of vector u.
Variables x and p of distribution functions f (t, ·, ·, u i ) represent the values of the vector entries of the stochastic processes
in the case when PC vector u is limited to discrete and t-independent set {u 1 , . . . ,
Here ξ ∈ Ξ is the elementary event and Ξ is the space of elementary events. The details on the corresponding probabilistic reading can be found in Ref. 26 or 23. One can reformulate (2.4) by means of the stochastic process mentioned in the sentence in italic in Sec. 1. Indeed, let u(ξ, t) ∈ U (t) be PC stochastic process.
Its values are presented by the above PC vector u. Subsequently, u(·, t) is the corresponding PC random variable. Let also λ(t, ·) be its probability density, i.e. PC probability density. Due to (2.4), this random variable is discrete and t-independent, and is, thus, of the FSM form Remark 2.1. The stochastic-process set (2.4) can equivalently be represented with the stochastic processes
in the case when PC random variable u(·, t) ∈ U (t) is discrete and t-independent, and PC probability density is (2.5).
Note that these processes are, compared to those in (2.4), of a higher dimension (specifically, k + 6 rather than 6).
The FSM picture in Remark 2.1 is a nice description of a fluid which is, however, perfectly dead. Indeed, values u i of u fixed, independent of (t, x, p). In other words, PC vector u, the variable of distribution function f (t, ·, ·, u), do not "feel" when and where the particle is and what momentum (and hence velocity or kinetic energy) it has. Thus, the FSM paradigm in Remark 2.1 directly contradicts the nondisctreteness property (see in the sentence in italic in Sec. 1).
Therefore we leave the scope of FSM, i.e. the statistical mechanics in its "fundamental", the least flexible and purely mechanistic reading. Indeed (see p. 446 of Ref. 27) , "this approach does not account for novel phenomena in the realm of the living. It takes the laws derived from the study of point masses, frictionless planes, etc. as a starting point. The reduction of biology to these concepts leaves the living out of biology. Even if one does not consider biology to be an autonomous science, there is still many features not present in the subunits." The continuation of this thought emphasizes the importance of a proper starting unit (pp. 446-447 of Ref. 27) : "Biology needs a new approach which takes the living entity as a fundamental, starting unit as Bohr pointed out (p. 9 of Ref. 28) . Only then will it be possible to have a theoretical biology which will have relevance to the needs of biologists."
The above challenge was in particular replied by the nondiscreteness property in the sentence in italic in Sec. 1. Due to this and the fact that the "starting units" in fluids are particles, we have to revise description in Remark 2.1 of the particle nature represented with vector u of PC. We have to allow for at least the above nondiscreteness, the feature enabling PC to "sense" when and where a particle is and what momentum it has.
Beyond FSM: The Generalized Kinetics
To allow for the feature in the sentence in italic in Sec. 1, one has to accept the following picture for variable u of distribution function f (t, ·, ·, u) in Sec. 2.
Remark 3.1. The PC random variable PC u(·, t) is continuous or continuousdiscrete at every t.
This allows to generalize the processes in Remark 2.1 to the ones described below.
Remark 3.2. The general case of stochastic processes (2.6) is that when PC random variable u(·, t) ∈ U (t) is neither t-independent nor discrete, and the t-dependent PC probability density λ(t, ·) is of a general, continuous or continuousdiscrete type.
Density λ(t, ·) in this remark is a much more flexible, spread in u version of the FSM density (2.5). The t-dependence of λ(t, ·) and hence of u(·, t) is the topic of Sec. 4.1. The rest of the present section concentrates on the nondiscreteness.
The generalization in Remark 3.2 enables us to describe function f (t, ·, ·, u) and discuss density λ(t, ·) in the way of Secs. 3.1 and 3.2. Section 3.1 derives the single generalized distribution function (GDF) ϕ(t, ·, ·, ·) for the entire set of the processes in Remark 3.2. This function interprets the property of the fluid to be multicomponent solely in terms of density λ(t, ·) and models the probability distribution of random variables
The features of the employed terms that are beyond the FSM capabilities are summarized in Sec. 3.2. Sections 3.3-3.5 point out the stochastic model to determine GDF ϕ(t, ·, ·, ·). The key aspects of this model inherently related to living fluids are discussed in Sec. 4. In particular, Sec. 4.1 focuses the t-dependence of λ(t, ·) employed in Remark 3.2.
The generalized distribution function
Distribution function f (t, ·, ·, u) is the conditional one under the condition that u(ξ, t) = u. This function is associated with the corresponding conditional total number N(t, u) of the fluid particles in domain X(t) as shown (cf., (2.2))
Expectation N * (t) of function N(t, ·) with respect to probability density λ(t, ·) is
Since random variable u(·, t) is not discrete from Remark 3.2, we note the following.
Remark 3.3. Probability density λ(t, ·) is not a linear combination of the Dirac delta-functions with the u-independent coefficients.
The probability distribution of random variable (3.1) is associated with functions f (t, ·, ·, u) and λ(t, ·). To specifically describe the distribution, we involve the results of Ref. 23 since it deals with the distribution function and probability density which are the same as f (t, ·, ·, u) and λ(t, ·). Importantly, the GK approach of Ref. 23 follows the key GK idea, i.e. the reading of a PC as a general stochastic process. This well agrees with principle Remark 3.1. The GK way to the aforementioned probability distribution includes the following two steps.
Firstly, according to Sec. 5 of Ref. 23 , we interpret values u i in Sec. 2 as the modes u i (t) of t-dependent probability density λ(t, ·) regarding number M of the values as the number M (t) of these modes, i.e.
Subsequently, we specify density λ(t, ·) with the condition that
where set L(t) is the set of the time-dependent probability densities each of which has a finite nonzero number of modes. In so doing, it may be relevant to properly generalize the notion of a mode from its usual meaning (the abscissa of a local maximum of probability density) to the concept extending set L(t) to a sufficiently representative set of the densities (cf., Point (iii) in Sec. 
and, moreover, this function is the very one that determines the probability distribution of random variable (3.1). Let us consider the related quantities. By means of relation
where N (t) = X(t)×R 3 ×U (t) ϕ(t, x, p, u)dxdpdu is the total number of the fluid particles in domain X(t), one introduces joint probability density j(t, ·, ·, ·) of random variables x(·, t), p(·, t), and u S (·, t). Strictly speaking, random variable u S (·, t) is different from PC random variable u(·, t). However, as is shown below (see the text on (3.13)), marginal probability density λ S (t, ·) of u S (·, t) is in a one-to-one correspondence with probability density λ(·, t) of u(·, t). For this reason, joint density j(t, ·, ·, ·) and hence GDF (3.7) describes random variable (3.1) and the stochasticprocess set in Remark 3.2.
Density j(t, ·, ·, ·) can be expressed in terms of the above conditional distribution function f (t, ·, ·, u) and probability density λ(t, ·). Indeed, combination of (3.6), (3.7) (3.2) and (3.3) leads to
In view of (3.8), expectation N * (t) (see (3. 3)) can be regarded as the average number of the fluid particles per one component of the fluid.
Remark 3.4. It is assumed that conditional distribution function f is uniformly bounded in (x, p, u) on the set where it is defined. In view of this and (3.9), if λ(t, u) = 0 at some (t, u), then j(t, x, p, u) = 0. Thus, to evaluate nonzero values of joint density j(t, ·, ·, ·) according to (3.9) , it is sufficient to determine f (t, x, p, u) only for those (t, u) at which λ(t, u) > 0.
Joint density j(t, ·, ·, ·) can also be presented as follows:
where
is the marginal probability density of random variable u S (·, t) (mentioned in the text below (3.7)) and ρ(t, x, p, u), as a function of (x, p) at fixed u, is the conditional probability density of random variable
under the condition that u S (·, t) = u, u ∈ U (t). This continuous conditioning is much more general than the discrete conditioning in Remark 2.1 (or (2.4)). Combining (3.2), (3.9) and (3.10), one obtains
Expression (3.13) points out the one-to-one correspondence of PC density λ(t, ·) and marginal density λ S (t, ·). This is the very correspondence noted in the text below (3.7). Density λ S (t, ·) is the version of λ(t, ·) scaled with quantity N(t, u)/N * (t). For this reason, we term density λ S (t, ·) and random variable u S (·, t) the particlescaled-characteristic probability density and random variable respectively. Relation (3.13) shows that joint probability density also describes random variable (3.1) and hence the stochastic processes in Remark 3.2. This is the feature emphasized in the text below (3.7).
Interestingly, equalities (3.13), (3.2) are analogous to the well-known equalities (e.g., (C.3.1) of Ref. 17 and the relation below it, (4.8), (4.9) of Ref. 26 ) coupling the Maxwell-Boltzmann equilibrium particle-velocity probability density with the general equilibrium particle-velocity probability density. In so doing, the latter density is the scaled version of the former and the roles of u and N(t, u) are played by the particle velocity and the velocity-dependent relaxation time.
Biological systems and fundamental limitations of "fundamental" SM
The modelling in Sec. 3.1 is a response to the generalization in Remark 3. 1) is macroscopically big (cf., the term "X(t) → R 3 " in (2.1)) and the fluid comprises a statistically large number of identical particles (cf., (2.3) at M = 1), then it can be treated by FSM on the basis of the TDL assumption (2.1) at M = 1. If the fluid is more complex, namely, is formed by non-identical particles, then they can be grouped into a fixed number M > 1 components in such a way that each component comprises identical particles but the particles in different components are different. If, besides, the number of the particles in every component is statistically large (cf. (2.3)), then the whole multicomponent fluid can be treated by FSM on the basis of the TDL assumptions (2.1). The corresponding version of PC density λ(t, ·) is obviously (2.5). Version (2.5) is allowed by (3.5) but contradicts the pictures in Remark 3.3 or 3.1. This contradiction is the first reason why FSM is not applicable in the case described in Remark 3.1.
The second reason of inapplicability of FSM to living fluids (and any other ones of the property in Remark 3.1) is the following. It is well known that there can be the components of biological fluids which include a few particles, not a statistically large number of them. For instance, this fact is stressed in the left column on p. C49 of Ref. 15 : "Biological systems are very different from the physical or chemical systems analyzed by statistical mechanics or hydrodynamics. Statistical mechanics typically deals with systems containing many copies of a few interacting components, whereas cells contain from millions to a few copies of each of thousands of different components, each with very specific interactions". If at least one component of the fluid includes the particles of the number that is not statistically large, then the corresponding TDL assumption in (2.1) cannot hold. Subsequently, FSM cannot be applied to this component. A sharp example of a multicomponent fluid where no component can be treated by FSM is a fluid where all the particles are pairwise different. In this case, the number of the components is equal to the number of the particles and every component consists of exactly one particle. Obviously, no room for TDL exists here. In connection with the single-particle components, we note that the randomness of the position-momentum vector of every particle is confirmed by the Heisenberg uncertainty principle (e.g., Sec. 16 of Ref. 29 , Sec. 7 of Ref. 30) . It states that in the six-dimensional position-momentum space any volume which includes a particle can never be less than h 3 where h is Planck's constant. (To be precise, the volume used in this formulation is the volume of the rectangular parallelepiped centered at the origin and with the edges parallel to the coordinate axes.) Heisenberg's principle presents a universal experimental fact valid not only for very light and tiny particles (such as the electron that is of zero volume) but also for fairly heavy and huge particles (such as the fullerene 31 molecule C70). We also note that the fixed-M FSM limitation disagrees with the statement that the fluid-component number in a living fluid is generally varying: the components may appear and disappear. The latter is, in contrast to FSM, accounted for by the t-dependent quantity, number M (t) in the present treatment (cf., (3.4)).
The fact that the above single-particle components can be the case in living fluids leads to one more reason why FSM is generally inapplicable to these fluids. This reason is also associated with the TDL limitation. The point is that the TDL assumption in FSM is in particular necessary to provide the proper normalization conditions for the reduced many-particle distribution functions (e.g., pp. 39-41 of Ref.
2). The irrelevance of the TDL assumption to biological fluids makes these normalization conditions impossible. Moreover, the very many-particle distribution function cannot, in contrast to that of the one-particle, be constructed for a single-particle component that is obvious. These issues form the third reason of incompatibility of FSM with biological fluids.
Thus, FSM, the "fundamental" reading of SM, cannot help much in modelling living fluids. Other approaches free from the fundamental limitations of "fundamental" SM are needed. There can be various ways.
One option can be a dedicated version of SM, say, extended SM as is suggested in the citation from p. 430 of Ref. 14 in Sec. 1 . In what specific respect this version will be extended remains to be seen. If it includes any "first principles" and how well they agree with the essence of the living-fluid problems are the questions to be answered in the course of internal development of SM. The present work does not consider this topic, leaving it to the advanced-SM community. Instead, the work concentrates on another option, the GK-based treatment proposed in Sec. 2 in connection with the property in Remark 3.1. This means that, in the present terms, living fluids are considered as complex, stochastic mixtures. In so doing, random variable u(·, t) in Remark 3.2 as well as its value u and probability density λ(t, ·) are in fact the mixture-forming ones.
This remark is also used in Sec. 4. 
where E(t, x, p, u) is the particle kinetic energy (so ∂E(t, x, p, u)/∂p i is the ith entry of the particle velocity vector) and F i (t, x, p, u) is the ith entry of vector F (t, x, p, u) of the force acting on a particle. An example of the force which depends on the particle-momentum vector p is the Lorentz force (acting on a charged particle). The sign ">" in (3.15) is due to Remark 3.4. The term J 0 (t, x, p, u, f (t, x, ·, u)) is the collision integral due to the collisions of the particles (determined by the fixed PC vector u) with the surrounding. The term J (t, x, p, u, f (t, x, ·, u), w, f (t, x, ·, w)) is the collision integral due to the collisions of the particles (determined by PC vectors u and w) with each other. Remark 3.6. As it follows from the meaning of the collision-integral function J, the fluid particles are mutually interacting or mutually non-interacting depending on if
The details on the GKE of type (3.15) can be found in the aforementioned Ref. 23 . We only mention here the following two aspects. Firstly, GKE (3.15) in the quite particular, FSM case (2.5) of the M -component fluid becomes a system of the corresponding M common kinetic equations. Thus, the form of (3.15) enables one to generalize a subdivision of a fluid into a discrete set of components to its subdivision into a nondiscrete set of components described with general density λ (see also Sec. 3.4 below) rather than density (2.5). Secondly, the generalization (3.15) is clearly not limited by the accuracy, complexity, or the specific way of derivation of the collision-integral functions J 0 and J and, thus is applicable to a virtually arbitrary kinetic equation.
3.4.
A description of PC probability density λ(t, ·): A model for a living particle
Probability density λ(t, ·) in (3.6) and (3.15) 16) where the form of function Λ is not specified (see, however, Remark 3.7 below). This function is thought to be such that Eq. (3.16), generally integro-differential, properly describes the temporal behavior of density λ(t, ·). We in what follows assign this density to model a particle which is living (see Sec. 4.1 below) and regard (3.16) as the temporal equation for this density. The issues in Sec. 4 can help to construct Λ in the future research.
Remark 3.7. In view of the one-to-one correspondence (3.13) of PC and the particle-scaled-characteristic densities λ(t, ·) and λ S (t, ·), one can also regard the equation which is formulated in terms of the latter density and is equivalent to Eq. (3.16). In spite of that function Λ in (3.16) is not specified, it is clear that at least one of these equations should, in some way, include the right-hand side of (3.15). The reason is that a PC described with λ(t, ·) or λ S (t, ·) in general depends on the collisions of the particles. Also note that density λ(t, ·), by its nature, does not depend on the numbers of the particles whereas density λ S (t, ·) does (see the text below (3.14)). Density λ(t, ·) presents the particle content of a fluid, a kind of a catalog of the particles which form the fluid. This is explicit even in the simplest version (2.5) of λ(t, ·). From this point of view, the treatment in terms of density λ(t, ·) and Eq. (3.16) for it may be more preferable than that in the λ S (t, ·)-related terms.
Model (3.15), (3.16) is the system of two scalar equations to determine functions f (t, ·, ·, u), u ∈ U (t), and λ(t, ·) respectively. This system is considered in Sec. 3.5.
3.5.
A model for GDF ϕ(t, ·, ·, ·): A model for a living fluid Section 3.2 derives and discusses GDF (3.6) which is in the present approach assigned to model a living fluid, i.e. the fluids composed of living particles. In so doing, a living particle is described with PC probability density λ(t, ·) and the particle kinetics and interactions are described with conditional distribution functions f (t, ·, ·, u), u ∈ U (t). The latter one and the former are modelled with Eqs. (3.15) and (3.16) respectively. Number M (t) of the modes of density λ(t, ·) (i.e. the "components" of the fluid) is determined by the density, for instance, in the way described in the Appendix.
In this connection, we emphasize the temporal nature of λ(t, ·) (see Sec. 4.1 for more details). According to Definition A.2, the modes of λ(t, ·) vary in time. They can appear and disappear thereby altering number M (t), change the shape or intensity (cf. the text on the ridges below Definition A.2), can become branching in more or less pronounced way, and undergo many other evolutions. In fact, the flexibility of model (3.15), (3.16) is unlimited. In particular, the model is conceptually and in its general form remains the same regardless of if a living fluid comprises one component or a few thousands of components. In other words, one of the advantages is that the model allows to describe an extremely rich family of fluids in a unified systematic way.
Remark 3.8. To specify Eq. (3.16) and, thus, PC probability density λ(t, ·), it is in general not sufficient to analyze microscopic long-and short-range interactions habitual in kinetic theory. A good example is the interesting paper in Ref. 34 . This work carefully analyze the microscopic particle interactions to describe the kinetic scenario predicting whether the proliferation of cells occurs or does not occur. After the sharp biophysical meaning of the internal state of a cell is determined, these results can be applied to the real-world problems. They may also endow the dynamical-system picture in Ref. 35 More specifically, work 34 applies the following three distinct cellular-fluid components: the aggressive-host cells, immune-system cells and environmental cells. These components constitute a discrete set (cf., the text below Remark 3.6).
Thus, the settings common in traditional kinetic theory cannot, on their own, resolve the modelling of the continuous subdivision of a fluid into the components by means of the multimodality of PC density λ(t, ·) described in the Appendix. This density and Eq. (3.16) are assigned to model the above subdivision and explain why the cellular fluid includes one or another specific set of components, not other components. More knowledge compared to that available nowadays is necessary to specify the form of (3.16). This should include better understanding of specific physical phenomena, influence of chemical reactions upon the random fluid structures, the role of chemical potential, affinity and other biophysical factors. Different approaches can be used in this line. The review work 36 on stochastics in chemical reactions may be one of possible starting points.
This remark points out that the key ideas of the GK theory are very deep and fruitful. It will take time to properly evaluate inexhaustible implications of this theory.
Discussion
The condition in Remark 3.1 is necessary to enable one to model living fluids but is, of course, not sufficient. The present work does not develop any sufficient condition of this kind. However, it proposes some other necessary conditions (see Secs. 4.1 and 4.2). They can help to better focus future research and facilitate the way to the sufficient conditions. (As is well known, the minimum sufficient condition is the intersection of all the necessary conditions.) Sections 4.3 and 4.4 discuss some related issues.
Living particle
Life is (p. 1306 of Ref. 37) "the principle or force by which animals and plants are maintained in the performance of their functions and which distinguishes by its presence animate from inanimate matter; the state of a material complex or individual characterized by the capacity to perform certain functional activities including metabolism, growth, reproduction, and some form responsiveness or adaptability". Biological cell is the least structural aggregate of living matter capable of functioning as an independent unit.
A living particle (e.g., a cell, animal, human being, social group, part of ecological system) is, by definition, always changing in time, moving along some defined time path, from an initial stage (such as fertilized egg) through various larval stages to adulthood, and finally to senescence. The regulation that occurs in such particle is a regulation not necessarily back to a static stable equilibrium, as in homeostasis, but to a more general stable mode, some future stretch of the time path. The appropriate notion to describe this process is homeorhesis (p. 32 of Ref. 38) (see also p. 526 of Ref. 39) . Loosely speaking, homeorhesis is a self-regulating process by which living particles tend to maintain stability of its internal environment while adjusting dynamical conditions that are optimal for survival. If homeorhesis is successful, life continues; if unsuccessful, disaster or death ensues. The stability attained is actually a dynamic equilibrium, in which continuous change occurs. Any system in dynamic equilibrium tends to reach a steady state, a dynamic long-lasting balance. One of the key mechanisms here is the clock-like, nearly periodic self-sustained oscillations (e.g., [Point 16-18 on p. 431 of Ref. 14]; see also Ref. 40 for an example of a specific model). Homeorhesis is a dynamic extension of homeostasis where the equilibrium is static rather than dynamic.
The above picture in terms of Secs. 3.3 and 3.4 means the following.
Remark 4.1. System (3.15), (3.16) generally admits the unique stable selfoscillation, birth-life-death regime in variable λ(t, ·), in particular, PC probability density λ(t, ·) does depend on t, and function Λ in (3.16) is such that λ(t, ·) is coupled with f (t, ·, ·, ·).
We also note the issues below. The aforementioned way of the life development and dynamic equilibrium can be interpreted as follows. When the life is fully developed, i.e. for all t sufficiently far from both the birth and death moments, solution λ(t, ·) of Eq. (3.16) is usually close to the steady-state solution, i.e. to the solution which exists for all t ∈ R and is in a certain sense uniformly bounded also for all t ∈ R. The latter, steadystate regime is the one that corresponds to the dynamic equilibrium. (This way of generalization of a static equilibrium to a dynamic one goes back to at least. 41 The above steady-state solution can sometimes be determined by means of the finiteequation method.
42 ) The above boundedness associated with probability density λ(t, ·) can be understood in terms of the moments of this density (e.g., see the related discussion on pp. 55-56 of Ref. 17 ). .16) is much longer than that of (3.15) (see Sec. 4.4 for a related discussion).
Inherent nonlinearity
An inherent nature of the nonlinearity of system (3.15), (3.16) is due to the two features below.
The first one is the following. Since density λ(t, ·) in (3.15) is coupled with the distribution function (see Remark 4.1), system (3.15), (3.16) in the case of the mutually interacting particles (see Remark 3.6) is nonlinear even if GKE (3.15) is linear in f (t, x, ·, u), i.e. both the collision-integral functions J 0 and J are linear in f (t, x, ·, u) (as it is, for instance, in the Bhatnagar-Gross-Krook-Welander equation (e.g., p. 899 of Ref . 26)).
The second feature is more general since it holds regardless of the alternative in Remark 3.6. Namely, Eq. Thom's theory can in principle describe the catastrophes at which the organization controlling one domain breaks down and the modelled system becomes switched into one or more alternatives. As is noted by Waddington, this feature is highly relevant to potential biological applications. However, the actual applications of the Thom catastrophes to living systems (e.g., Refs. 47 and 48) appear to be somewhat problematic. For instance, it is not obvious that such parameters in Ref. 47 as "military action" or "threat" are linearly ordered. Moreover, the interpretation of potential and mechanism in sociological models of Ref. 47 seems quite difficult. Reference 48 attempts to develop the theoretical framework for the monarchy-revolution-dictatorship-restoration cycle. It includes interesting mathematical ideas. Nevertheless, an extremely hypothetical mathematization of large-scale historical systems inspired by the Thom vision looks rather abstract. We also note that Thom's theory does not take into account fluctuations that are generally important (e.g., Sec. 7.3 of Ref. 46 ) in self-organization.
A much greater flexibility is provided by another approach to catastrophes, the treatment developed by Cobb. [49] [50] [51] [52] It is based on the multimodality of the related probability densities and evolutions of their modes. To a certain extent, Cobb's theory can be regarded as a stochastic generalization of Thom's ideas. The corresponding details and advantages are discussed in Ref. 50 . An example of the multimodality in biological systems can be found in work 53 (see Figs. 1 and 2 therein) . Interestingly, it treats the multimodality in terms of Itô's stochastic differential equations (ISDEs), i.e. in a way similar to that of work. 50 The corresponding ISDE approach in the multidimensional case is analyzed in Ref. 23 (see Secs. 6.2-7 and Theorem 1 therein). Various problems associated with multimodal probability densities in living systems can be found in Refs. 54-56. Importantly, the models in Sec. 3.1 do allow for Cobb's multimodality vision. Indeed, t-dependent number M (t) of the modes of PC probability density λ(t, ·) is employed in Definition 3.4 of GDF ϕ(t, ·, ·, ·). As is noted in Sec. 3.1, the multimodality paradigm comes into the present treatment from Ref. 23 where it is discussed in detail in Secs. 4.1 and 5. Section 5 of Ref. 23 also includes the timeevolution picture for the number of the modes. Thus, the present approach agrees with the Cobb catastrophes connected to Thom's theory and Waddington's homeorhesis.
Along with this, we emphasize that the key difficulties in any treatment based on the number of the modes of a multidimensional probability density are, firstly, a fairly general definition of the mode and, secondly, a practical evaluation of the above number. A possible solution to the first problem is described in the Appendix. Regarding the second problem, we believe that development of the acceptable solutions needs more research.
Variety of the time scales
Living fluids exhibit a suite of behaviors over all spatial, temporal, and particleproperty scales, and the processes that generate these dynamics should be maintained. In particular, there is a great variety of the temporal scales (e.g., Ref. 57). More specifically (the left column on p. 526 of Ref. 39) , "no conceptualization of a living system is adequate unless it includes at least four importantly different time scales, those of metabolism, development, heredity and evolution". The four phenomena are listed here in increasing order in the corresponding characteristic times, so the shortest and longest times are those of metabolism and evolution respectively. All the four temporal scales are coupled with, and contribute to, each other (see pp. 6-7 of Ref. 38) . Each of the four above phenomena are associated with PCs of the living-fluid particles. Hence the four time scales are mainly related to PC probability density λ(t, ·) and Eq. (3.16) for it.
In the time picture for conditional distribution function f (·, ·, ·, u) modelled with (3.15) one usually points out a series of the different temporal scales as well, for instance, the characteristic time of the chemical reaction (e.g., the metabolic ones), the particle-momentum relaxation time, and the particle-energy relaxation time. Since the time interval which includes all the above scales associated with Eq. (3.16) is fairly large, the temporal scales related to solely GKE (3.15) are usually not dominating. This is the issue noted earlier (e.g., the left column on p. 432 of Ref. 14) .
A list of certain specific time scales is semi-qualitatively summarized in The diversity of the time scales in living fluids can both cause difficulties and offer advantages in the corresponding analysis and simulation. An example of overcoming the difficulties is Ref. 59 presenting a sophisticated coupling of the shortscale-and long-scale-simulation software packages. Along with this, the advantages are efficiently employed in Refs. 40 and 58, in fact, on the basis of integral manifolds for the slow, long-time changes. However, the assumptions on what specific processes are comparatively slow or fast should be applied with a great caution, as is revealed in Refs. 60 and 61. As they prove, the simplification that evolutionary processes are too slow on ecological time scales is not always adequate. The picture is even more complex, as is stressed in Ref. 62 showing a tight coupling of the individual-organism metabolism with that of ecosystems.
The simplest quantum-mechanical equation suitable for living fluids
The GK theory employed in the present work was successfully applied to certain problems in quantum mechanics (QM 
is the very density (cf. Sec. 2.1.3 of Ref. 68) enabling one to implement the corresponding interface to the present modelling. Density ν(t, ·, u) (see (3.14) for ρ(t, x, p, u) in (4.1)) is the density of the particle-position random variable x(·, t) (cf., (3.12)) which is the conditional one under the condition that u S (·, t) = u and the marginal one with respect to the particle-momentum random variable p(·, t).
What should also be accounted is the fact that a living particle is an open system and (e. 
The stochastic-hydrodynamics option
Conditional distribution function f (t, ·, ·, u) at fixed u determined with GKE (3.15) is nonrandom since it is independent of elementary event ξ. However, it can be extended to its random counterpart. To achieve that, one should replace nonrandom equation ( Some of them are associated with a somewhat inconsistent nature of nonrandom kinetic equations (such as (3.15)). For instance, conditional number (3.2) of the fluid particles in a nonrandom domain (such as X(t)) cannot, strictly speaking, be nonrandom since motion of the particles is random. The randomness in the above particle number can obviously be provided if f (t, x, p, u) in (3.2) is replaced with the stochastic conditional distribution function f s (ξ, t, x, p, u). Another inconsistency is that the equilibrium random flux of the particles is generally nonzero, even at motional equilibrium (see the last two paragraphs of Sec. 4.1). However, this random flux cannot be accounted in GKE (3.15) since this equation is nonrandom. The list of the related problems can be continued.
All of them can be resolved by a stochastic generalization of Eq. (3.15) and hence system (3.15), (3.16) . In this connection, we note that there is a suitable treatment which is less cumbersome and more transparent than stochastic kinetic equations. It is nonlinear non-equilibrium stochastic hydrodynamics (NNSHD), 73 (Sec. 11 of Ref. 24) . In this paradigm, GKE (3.15) is thought to be replaced with the λ(t, ·)-aware NNSHD equation system. The latter not only resolves the above inconsistencies but is also of extra advantages (such as the nonlocality in pressure) and includes extension to the relativistic effects (Secs. 7-11 of Ref. 24). They can be important in electronic phenomena in the living-fluid problems. Notably, NNSHD is conceptually comparable with stochastic kinetic equations since it provides stochastic conditional distribution function f s (ξ, t, x, p, u) mentioned above. We also note that the issues on efficient computing for the NNSHD model are reported in Ref. 74 .
Concluding Remarks

Remarkably,
75 "physics studies principles that apply to all phenomena and biology studies phenomena to which all principles apply". This, in more literal terms, means that modern biology and medicine remain, to a considerable extent, narrative sciences. The latter do not reliably limit arbitrariness in interpretations, habitual room for subjectivism, indistinction in numerical pictures, and relaxing in the demands to predictability and reproducibility of the outcomes.
The results of C. H. Waddigton, F. E. Yates, A. S. Iberall and other scientists of a similar line of thoughts (e.g., A. E. Smith 27 ) used in this work present a step toward making the sciences related to living matter less narrative by means of extending modern mathematical physics and fluid mechanics to living systems. This contributes to, say, physical biology. 76 Indeed, a more rigorous nature of physics in conjunction with the well-developed experimental and theoretical tools can help to approach the problems in a more sound and less arbitrary way. The present work is intended to be one more step in this direction.
The work is devoted to how to modify common kinetic equations for living fluids. The corresponding outcome is the system of two scalar equations (3.15), (3.16) based on the GK theory (e.g., Sec. 10.3 of Ref. 18, Refs. 19, 20 and 23) . Here (3.15) is the kinetic subsystem. Probability density λ(t, ·) in GKE (3.15) is the very term endowing this GKE with a connection to the property of a fluid to be living. This density is generally nondiscrete, describes the subdivision of a multicomponent fluid into the components in probabilistic terms, and is modelled with the PC (i.e. particle-characteristic) Eq. (3.16).
The proposed model (3.15), (3.16 ) is suitable to living fluids but, in its present shape, cannot be applied yet. The point is that Eq. (3.16) is insufficiently specified. To specify it, the issues discussed in Sec. 4 can be employed. We emphasize the living-particle features in Sec. Various related directions can be suggested for future research. We point out only the following four, to our opinion, most difficult topics.
• Development of a biophysical theory, together with necessary mathematical apparatus, underlying Eq. (3.16) and the corresponding derivation of specific forms of this equation.
• Methods to detect the number of the modes of probability density λ(t, ·) determined with (3.16) and involved in (3.15) (see Definitions A.1 and A.2).
• Application of the resulting specifications of system (3.15), (3.16) to the livingfluid problems.
• The above studies will benefit from involvement of the key ideas of the advanced results on the complex-flow phenomena obtained by more traditional methods of fluid theory than those of the GK theory. Interesting research based on these methods are reported in Refs. 77 and 78. The refined techniques of these works make it possible to study the problems difficult to approach before.
We stress application significance of the above modelling in the areas where the direct experiments or measurements are difficult (if possible at all). The examples are tumorigenesis (benign or malignant) and pharmacokinetics. Another example is self-consistent quantification of the disease scenarios for screening, i.e. detection of the disease at the presymptomatic stage. The corresponding outcomes may be indispensable to the early-diagnostics techniques. These applications are only a few of many new fields that nonlinear fluid mechanics can enter provided that it is endowed with the capabilities to properly describe living fluids.
There is a pronounced optimism 79 on convergence of nanotechnology physics and engineering with biology and medicine (e.g., Ref. 80) . In spite of certain advances in this direction, we believe that a more restrained attitude would be more relevant. The point is that overwhelming majority of outstanding achievements in physics and chemistry are related to nonliving systems. Regarding the living systems, one can say that they form the domain of problems that modern physics, experimental and mathematical, is only beginning to uncover. Living systems are quite different from, and much more complex than, the nonliving systems normally studied in modern physics. The level of the corresponding theoretical understanding still cannot be recognized as satisfactory. The present work discusses a series of the distinguishing features of living fluids in terms of a dedicated model. In fact, each of these features is a scientific challenge, unmet before. It remains to be seen if mathematical physics and fluid mechanics succeed in self-reorganizing themselves to predict the behavior of living systems with at least a fraction of the efficiency common in the nonlivingsystem studies.
Appendix A. An Extension of the Notion of the Probability-Density
Mode for the General Multidimensional Case
As is noted in Sec. 3, probability density λ(t, ·) at fixed t is defined on U (t) ⊆ R k where U (t) is a domain, i.e. open connected set. In the one-dimensional case, i.e. when k = 1, a mode of density λ(t, ·) is the abscissa of its local maximum. A mode of density λ(t, ·) can be defined similarly in the multidimensional case k > 1 (as is done, for instance, in Ref. 23 and sharpened in Theorem 1 therein). However, this definition appears to be too restrictive. The point is that the mode definition in the one-dimensional case clearly shows that, to determine the mode, it is sufficient to have the local maximum of function λ(t, ·) with respect to only one direction, i.e. a single line. Following this issue, we introduce Definitions A.1 and A.2 below.
Definition A.1. At any k ≥ 1, point u * (t) ∈ U (t) (where U (t) is the closure of U (t)) for which there exists vector w * (t) ∈ R k such that u * (t) is the abscissa of a local maximum of probability density λ(t, ·) with respect to the direction of vector w * (t) is called the mode point of the density at time t.
In terms of Definition A.1, point u * (t) is the mode point of λ(t, ·) if and only if quantity λ(t, u * (t) + sw * (t)), as a function of real scalar s at fixed t, has a local maximum in the limit case as s → 0. Obviously, if λ(t, ·) ∈ C 2 (u(t)) and there is u * (t) ∈ U (t) such that symmetric matrix ∂ 2 λ(t, u)/∂u 2 | u=u * (t) is nonzero, then u * (t) is a mode point of density λ(t, ·) if and only if the above matrix has at least one negative eigenvalue and gradient of function λ(t, ·) at point u * (t) is orthogonal to at least one eigenvector w * (t) corresponding to the aforementioned negative eigenvalues.
Definition A.2. Any non-empty connected set of the mode points of a probability density (see Definition A.1) is called the mode of the density.
If the mode includes exactly one point, then the mode point is this point, i.e. the point of the probability-density peak (or the abscissa of the common local maximum). Definition A.2 is a fairly general definition of the mode. In particular, it should be used to evaluate number M (t) of the modes of probability density λ(t, ·) (see the text in (3.4) and (3.5)).
Clearly, in the one-dimensional case k = 1, the mode according to Definition A.2 is the mode according to a common one-dimensional definition. In this sense, Definition A.2 extends the common one for the general case k ≥ 1.
In the two-dimensional case k = 2, the mode according to Definition A.2 presents the abscissa line for a line of a ridge of surface λ(t, ·). The latter can generally be quite complex. For instance, it can be branching, closed or self-intersecting. Some details on the topology and differential geometry of the ridges in medical imaging as well as the ridge-detection methods can be found in Refs. 81 and 82. Note that the definitions of the ridge points in the latter works (as well as Definition A.1 of the mode point) are different from, and less restrictive than, the definition of the ridge point in theory of convex surfaces and tangent cones (where the ridge point is associated with the bihedral angle).
