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Introduction
In this paper, we will completely classify all of rational solutions of the A 5 Painlevé equations are essentially non-linear equations with the fourth order and can be viewed as generalizations of the fourth and fifth Painevé equations, respectively. In [4] and [5] , we classified rational solutions of the A (1) 4 Painlevé equation. In [9] , Noumi-Yamada discovered the equations of type A (1) l . The A (1) 2 , A (1) 3 Painlevé equations correspond to the fourth and fifth Painlevé equations, respectively. Unlike the A (1) 2l Painlevé equations, the A (1) 2l+1 Painlevé equations have a singularity not only at t = ∞ but also at t = 0. The classification of rational solutions is more difficult on the A The solutions of the Painlevé equations are generally transcendental. But it is known that the Painlevé equations have special solutions which can be expressed through algebraic functions or solutions of linear equations. Rational solutions of all types of the Painlevé equations are completely classified now. Any solution of the first Painlevé equation is transcendental. For the second Painlevé equation, a necessary condition for the existence of rational solutions is found by [15] and Vorob'ev [14] showed that Yablonskii's condition is sufficient in 1965. For the other types of the Painlevé equations, rational solutions are classified in 1977-2000 [2] [1] [7] [3] [6] .
The Painlevé equations have the Bäcklund transformations, which transform a solution to another solution of the same equation with different parameters. It is shown by Okamoto that the Bäcklund transformation groups are isomorphic to the affine Weyl groups. For P II , P III , P IV , P V , P V I , the Bäcklund transformation groups correspond to A 4 , respectively [10] , [11] , [12] , [13] . Nowadays, the Painlevé equations are extended in many different ways. Noumi-Yamada discovered the equations of type A (1) l , whose Bäcklund transformation groups are isomorphic toW (A (1) l ). In this paper, we deal with the equation of type A (1) 5 and call it the A 5 Painlevé equation. According to [9] , we define the A 5 Painelvé equation in the following way:
where ′ is the differentiation with respect to t. For the A 5 Painlevé equation, we consider the suffix of f i and α i as elements of Z/6Z. The A 5 Painlevé equation is an essentially nonlinear equation with the fourth order.
The Bäcklund transformation group of the A 5 Painlevé equation is generated by s 0 , s 1 , s 2 , s 3 , s 4 , s 5 and π: s i (α i ) = −α i , s i (α j ) = α j + α i (j = i ± 1), s i (α j ) = α j (j = i, i ± 1)
for i = 0, 1, 2, 3, 4, 5 and π(α j ) = α j+1 , π(f j ) = f j+1 (0 ≤ j ≤ 5).
The Bäcklund transformation group s 0 , s 1 , s 2 , s 3 , s 4 , s 5 , π is isomorphic to the extended affine Weyl groupW (A
5 ). We will completely classify rational solutions of the A 5 Painlevé equation. The result is that rational solutions of the A 5 Painlevé equation are decomposed to five classes, each of which is an orbit by the action ofW (A (1) 5 ). In the first section, according to Noumi-Yamada [9] , we define the A 5 Painlevé equation and its Bäcklund transformations and make "shift operators".
In the second section, we calculate the Laurent series of (f i ) 0≤i≤5 and Hamiltonian H at t = ∞, 0, c ∈ C * . Lemma 2.11 and 2.12 will play an important role to the residue calculus of H in the fourth section.
In the third section, from the residue theorem, we get a necessary condition for A 5 (α i ) 0≤i≤5 to have rational solutions.
In the fourth section, with the residue calculus of H, we get a necessary and sufficient condition for A 5 (α i ) 0≤i≤5 to have rational solutions and obtain Theorem 4.9, 4.19 and 4.30. Unlike the A 4 Painlevé equation in [4] and [5] , we transform the parameters (α i ) 0≤i≤5 to "standard form" in Proposition 4.1, 4.10, 4.21.
the A 5 Painlevé equation and its Bäcklund transformations
In this section, we define the A 5 Painlevé equation and its Bäcklund transformations. According to Noumi-Yamada [9] , we define the A 5 Painlevé equation by
According to Noumi-Yamada [8] , we can express the shift operators of the parameters in the following way. Proposition 1.1. We can get the shift operators T i by Bäcklund transformations s i and π in the following way.
Basic Properties of Rationl Solutions
In this section, we firstly calculate the Laurent series of rational solutions (f i ) 0≤i≤5 at t = ∞, 0, c ∈ C * . Secondly, we decide the residues of the Hamiltonian, H. 
Proof. It can be proved by direct calculation.
Proof. See [5] Corollary 2.3. From Proposition 2.1, we get the following trivial rational solutions: for some i = 0, 1, 2, 3, 4, 5,
Proof. By setting Res ∞ f i = 0 (0 ≤ i ≤ 5) in Proposition 2.1, we get the corollary. 
Corollary 2.5. Suppose that (f i ) 0≤i≤5 is a rational solution and have a pole at t = 0. When α i+1 = 0 in the case of (1) on Proposition 2.4, or when α ı+1 , α i+4 = 0 in the case of (2), by some Bäcklund transformations, (f i ) 0≤i≤5 can be tranformed to a rational solution which is regular at t = 0.
Proof. Choose s i+1 , s i+1 • s i+4 in the case of (1), (2), respectively. Proposition 2.6. Suppose that (f i ) 0≤i≤5 is a rational solution of the A 5 Painlevé equation and have a pole at t = c ∈ C * . The Laurent series near t = c are as follows: for some i = 0, 1, 2, 3, 4, 5,
From Corollary 2.2 and Proposition 2.6, we get the following corollary:
If c ∈ C * is a pole of f i for some i = 0, 1, 2, 3, 4, 5, −c is also a pole of f i and Res c f i = Res −c f i . From Proposition 2.6, we get
According to Noumi-Yamada [9], we define the Hamiltonian H of the A 5 Painlevé equation in the following way:
From Proposition 2.1 and 2.4, for rational solutions (f i ) 0≤i≤5 of the A 5 Painlevé equation, we can set
have a pole at t = 0, for some i = 0, 1, 2, 3, 4, 5,
Lemma 2.9. Suppose that for some i = 0, 1, 2, 3, 4, 5, f i , f i+2 have a pole at t = c ∈ C * .
Res c H = 1 6 c in the case of (f i , f i+2 )(I), 1 12 c in the case of (f i , f i+2 )(II).
Suppose that for some i = 0, 1, 2, 3, 4, 5,
Res c H =
c in the case of (f i , f i+2 , f i+3 , f i+5 )(I), 5 12 c in the case of (f i , f i+2 , f i+3 , f i+5 )(II), 5 12 c in the case of (
Therefore, from Lemma 2.9, we get
,
, 5 12 , c k ∈ C * (1 ≤ k ≤ n). From Proposition 2.1, we obtain the following lemma: Lemma 2.10. For some i = 0, 1, 2, 3, 4, 5, Type A (1) In the case of (
Type A (2) In the case of (
Type B In the case of (
where
Proof. We assume that A 5 (α i ) 0≤i≤5 have a rational solution. Therefore, we get
. By comparing the constant term of the Laurent series of H at t = 0, we obtain
. By comparing the constant term of H's Laurent series at t = 0, we get h ∞,0 − 2
. Therefore, we obtain −2 n k=1 ǫ k = −h ∞,0 + h 0,0 = 0, which is contradiction.
A Necessary Condition
In this section, we show a necessary condition for A 5 (α i ) 0≤i≤5 to have a rational solution. In addition, we will prove that by some Bäcklund transformations, any rational solutions can be transformed to rational solutions which are regular at t = 0, which we call "regular solutions".
In the first, second, third subsection, we will show a necessary condition and transformation to regular solutions about Type A, Type B, Type C in Proposition 2.1, respectively.
A Necessary Condition of Type
Proof. We prove the case (4). The other cases can be proved in the same way. By considering π, we assume that (f 0 , f 1 , f 2 , f 4 ) have a pole at t = ∞ and (f 3 , f 5 ) have a pole at t = 0. From Proposition 2.6 and Corollary 2.7, we have
From Proposition 2.1 and 2.4, we get
We suppose that α 4 = 0. For the Bäcklund transformation s 4 , s 4 (f i ) (i = 0, 1, 2, 4) have a pole at t = ∞ and (s 4 (f j )) 0≤j≤5 is regular at t = 0. We express this fact in the following way:
We setα j := s 4 (α j ) (0 ≤ j ≤ 5). From Proposition 2.1, we obtain
Therefore, we have
We suppose that α 4 = 0. f 3 has a pole at t = 0 and from Proposition 2.1, we get α 3 = 0. Then, we have
We setα j = s 3 (α j ). From Proposition 2.1 and 2.4, we get
Therefore, we obtain α j ∈ Z (0 ≤ j ≤ 5). By s 4 , we have 
when (f i , f i+1 , f i+2 , f i+3 ) have a pole at t = ∞ and (f i ) 0≤i≤5 is regular at t = 0,
when (f i , f i+1 , f i+2 , f i+3 ) have a pole at t = ∞ and (f i , f i+2 ) have a pole at t = 0 and α i+1 is not zero,
when (f i , f i+1 , f i+2 , f i+3 ) have a pole at t = ∞ and (f i+1 , f i+3 ) have a pole at t = 0 and α i+2 is not zero,
when (f i , f i+1 , f i+2 , f i+3 ) have a pole at t = ∞ and (f i+2 , f i+4 ) have a pole at t = 0 and α i+3 is not zero,
when (f i , f i+1 , f i+2 , f i+3 ) have a pole at t = ∞ and (f i+3 , f i+5 ) have a pole at t = 0 and α i+4 is not zero,
when (f i , f i+1 , f i+2 , f i+3 ) have a pole at t = ∞ and (f i+4 , f i ) have a pole at t = 0 and α i+5 is not zero,
when (f i , f i+1 , f i+2 , f i+3 ) have a pole at t = ∞ and (f i+5 , f i+1 ) have a pole at t = 0 and α i is not zero,
when (f i , f i+1 , f i+2 , f i+3 ) have a pole at t = ∞ and (f i , f i+2 , f i+3 , f i+5 ) have a pole at t = 0 and α i+1 , α i+4 are not zero,
when (f i , f i+1 , f i+2 , f i+3 ) have a pole at t = ∞ and (f i+1 , f i+3 , f i+4 , f i ) have a pole at t = 0 and α i+2 , α i+5 are not zero,
when (f i , f i+1 , f i+2 , f i+3 ) have a pole at t = ∞ and (f i+2 , f i+4 , f i+5 , f i+1 ) have a pole at t = 0 and α i+3 , α i are not zero,
Proof. We prove the cases (1), (2) . The other cases can be proved in the same way. Type B (1) By π, we assume that (f 0 , f 1 , f 2 , f 3 ) have a pole at t = ∞ and (f i ) 0≤i≤5 is regular at t = 0. From Proposition 2.1 and Corollary 2.7, we have
Type B (2) By π, we assume that (f 0 , f 1 , f 2 , f 3 ) have a pole at t = ∞ and (f 0 , f 2 ) have a pole at t = 0. When α 1 = 0, we obtain
We setα j := s 1 (α j ) (0 ≤ j ≤ 5). From (3.1), we get
Therefore, we obtain
We show that (α i ) 0≤i≤5 is in If α 1 = 0, α 0 = 0, we have
(α j ) 0≤j≤5 also satisfy (3.1). Therefore, we get
From (3.2) and (3.3), we obtain 2α j ∈ Z (0 ≤ j ≤ 5). When α 1 = 0, α 2 = 0, we can prove that (α j ) 0≤j≤5 is in 
when (f i ) 0≤i≤5 have a pole at t = ∞ and (f k , f k+2 ) have a pole at t = 0 and α k+1 is not zero,
or for some j = 0, 1, 2, 3, 4, 5,
when (f i ) 0≤i≤5 have a pole at t = ∞ and (f k , f k+2 , f k+3 , f k+5 ) have a pole at t = 0 and α k+1 , α k+4 are not zero,
Proof. We prove the case Type (1), (2) . The other case can be proved in the same way. Type C (1) From Proposition 2.1, we have
where n 0 , n 1 , n 2 , n 3 ∈ Z. By substituting the above equations into Res ∞ f i (0 ≤ i ≤ 5), we get n 0 + 2n 3 ≡ 0 mod 3 2n 0 + n 1 − 2n 2 ≡ 0 mod 3 2n 1 − n 2 − 2n 3 ≡ 0 mod 3 n 0 + 2n 1 − n 2 ≡ 0 mod 3.
By solving this system of equations in Z/3Z, we obtain
where m, n = 0, ±1. Then, we prove the case (1). Type C (2) By π, we assume that (f 0 , f 2 ) have a pole at t = 0. From Proposition 2.1 and 2.4, we have
When α 1 = 0, we get
From Type C (1), we obtain
We suppose that α 1 = 0. From (3.4), we have
When α 1 = 0, α 0 = 1, we get
Therefore, from (3.5) and (3.6), we have
By s 1 , we get
. By the way, from Proposition 2.1 and 2.4, we get
Then, from (3.7) and (3.8), we obtain
We set α k = n k 3
, n k ∈ Z, (k = 0, 2, 3, 4, 5). Therefore, we have
By solving this system of equations in Z/3Z, we get
When α 1 = 0, α 2 = 0, we can prove that the parameters (α i ) 0≤i≤5 satisfy the condition (3.9) in the same way.
We suppose that α 0 = α 1 = α 2 = 0. From (3.4), we obtain α 3 , α 4 , α 5 ∈ Z. Then, the parameters (0, 0, 0, α 3 , α 4 , α 5 ) satisfy the condition (3.9). According to Proposition 2.4, we have Res 0 f 0 = −α 3 − α 5 . Therefore, we get α 3 = 0 or α 5 = 0. When α 3 , α 5 = 0, when α 3 = 0, α 5 = 0, when α 3 = 0, α 5 = 0, the rational solution (f i
A Necessary and Sufficient Condition of Rational Solutions
In this section, we show a sufficient condition for A 5 (α j ) 0≤j≤5 to have a rational solution. In the first, second, third subsection, we study regular solutions of Type A, Type B, Type C in Proposition 2.1, respectively and get a necessary and sufficient condition of rational solutions.
4.1. Rational Solution of Type A. In this subsection, we study regular solutions of Type A and get a necessary and sufficient condition for the parametrs (α i ) 0≤i≤5 to have a rational solution of Type A.
Proposition 4.1. Suppose that the parameters (α i ) 0≤i≤5 satisfy one of the conditions of Type A in Proposition 3.1, (1), (2), (3) . Then, by some Bäklund transformations, (α i ) 0≤i≤5 can be transformed to one of the following parameters:
Proof. Type A (1) For some i = 0, 1, 2, 3, 4, 5, (α j ) 0≤j≤5 satisfy
By π, we assume that α 2 , α 3 , α 4 , α 5 ∈ Z. Firstly, by T 6 , we set α 5 = 0. Secondly, by T 4 , we set α 4 = 0. Thirdly, by T 3 , we set α 3 = 0. Lastly, by T 2 , we set α 2 = 0. From
By π, we assume that α 1 , α 2 , α 4 , α 5 ∈ Z. Firstly, by T 6 , we set α 5 = 0. Secondly, by T 4 , we set α 4 = 0. Thirdly, by T 3 , we set α 2 = 0. Lastly, by T 1 , we set α 1 = 0. From
By π, we suppose that α 0 + α 4 , α 0 − α 2 , α 3 , α 5 ∈ Z. This condition is equivalent to the following condition: α 0 + α 4 , α 2 + α 4 , α 3 , α 5 ∈ Z. Firstly, by T 4 , T 5 , we set α 3 = 0, α 5 = 0, respectively. Secondly, by T 1 , T 2 , we set α 0 +α 4 = 0, α 2 + α 4 = 0, respectively. From k=0 α k = 1, we have 
have a pole at t = 0, or (f j ) 0≤j≤5 is regulat at t = 0.
Proof. By substituting (α i , α i+1 , α i+2 , α i+3 , α i+4 , α i+5 ) = (1, 0, 0, 0, 0, 0) in Proposition 2.4, we get the lemma. 
Proof. According to Proposition 2.1,
have a pole at t = ∞. Proof. If (f 0 , f 1 ) have a pole at t = ∞, we get (f 0 , f 1 , f 2 , f 3 , f 4 , f 5 ) = (t, t, 0, 0, 0, 0).
We assume that (f 1 , f 2 ) or (f 2 , f 3 ) have a pole at t = ∞. When (f 1 , f 2 ) have a pole at t = ∞, from Lemma 2.8 and 2.10, we get −h ∞,0 + h 0,0 > 0. According to Lemma 2.11, this is contradiction. The other cases can be proved in the same way.
When (f 2 , f 3 ) have a pole at t = ∞, from Lemma 2.10, we obtain h ∞,0 = 0. From Lemma 2.11, (f i ) 0≤i≤5 have to be regular at t = 0. Therefore we have −h ∞,0 + h 0,0 = 0. Then, from Lemma 2.12, (f i ) 0≤i≤5 have to be regular in C.
On the other hand, from Proposition 2.1, we get
, which is contradiction.
The following two lemmas can be proved in the sama way. (1) (t, t, 0, 0, 0, 0), (2) (t, 0, 0, t, 0, 0), (3) (t, t, t, 0, −t, 0).
Proof. We show that the proposition is true if (f 0 , f 1 ), (f 1 , f 2 ) have a pole at t = ∞. The other cases can be proved in the same way. If (f 0 , f 1 ) have a pole at t = ∞, from Proposition 2.1, we get
If (f 1 , f 2 ) have a pole at t = ∞, from Proposition 2.1, we get
When (f 0 , f 2 ) have a pole at t = 0,
From Lemma 2.11, this is contradiction. When (f 0 , f 2 ) do not have a pole at t = 0, we obtain α 0 ∈ Z. By T 1 , we have
When (f 2 , f 3 , f 4 , f 0 ) have a pole at t = ∞, from Proposition 2.1, we get
By π, we assume that i = 0. Firstly, by T 4 , T 6 , we have α 4 = 0, Proposition 4.10. By some Bäcklund transformations, the parameters of the sixteen cases can be transformed to the following three types:
If the parameters of the sixteen cases can be transformed to the parameters of the type (1), (2) , we obtain α 2 = α 0 , α 3 = α 1 + Proof. We prove that the lemma is true if (f 0 , f 1 , f 2 , f 3 ) have a pole at t = ∞. The other cases can be proved in the same way.
From Proposition 2.1, we have f 4 ≡ f 5 ≡ 0. From Lemma 4.2, (f i ) 0≤i≤5 is regular at t = 0, or (f 1 , f 3 ) have a pole at t = 0.
Suppose that (f j ) 0≤j≤5 is regular at t = 0. From Proposition 2.1, we get 
