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Abstract
We apply the Jeffrey-Kirwan method to compute the multiple integrals for the BCD
type Nekrasov partition functions of four dimensional N = 2 supersymmetric gauge
theories. We construct a graphical distinction rule to determine which poles are
surrounded by their integration cycles. We compute the instanton correction of the
“Sp(0)” pure super-Yang-Mills theory and find that
Z
Sp(0)
k =
(−1)k
2kk!εk1ε
k
2
for k ≤ 8, which resembles the formula Z
U(1)
k = (k!ε
k
1ε
k
2)
−1 for the pure super-Yang-
Mills theory with gauge group U(1).
†
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1 Introduction and Summary
From the advent of Seiberg-Witten curves [1], many works began to appear in order to
pursue non-perturbative aspects of supersymmetric gauge theories. In particular, it was
found that instanton corrections can be calculable for some theories. Nekrasov and others
derived instanton partition functions, or Nekrasov partition functions, for four dimensional
N = 2 gauge theories [2,3]. They applied a localization method to instanton moduli spaces
and gave the partition functions by finite dimensional integrations when the gauge groups
are classical.
When the gauge group is unitary, however, one can avoid direct evaluations of the inte-
gral. The U(1) Nekrasov partition function can be rephrased in terms of Hilbert schemes
of points on surfaces [4,5] and expressed by a sum over Young diagrams, whose summands
can be given by an algebraic manipulation of such diagrams. Each Young diagram corre-
sponds to a fixed point in the instanton moduli space with respect to the localization and
its summand means its weight. Similarly, the SU(N) Nekrasov partition function can be
expressed as a sum over fixed points, or N -vectors of Young diagrams [2, 6, 7]. In terms of
integrations, each fixed point corresponds to a SN -orbit of poles of the integrand whose
sum of residues does not vanish.
Later, the Alday-Gaiotto-Tachikawa relation [8] was proposed, which implies that there
exists an action of an infinite dimensional nonlinear symmetry, which is of a two dimensional
conformal field theory, on (the fixed points of) the instanton moduli space in four dimension.
This relation has been proved for some SU(N) gauge theories [9–16]. The fixed points
mentioned above have played an role of a good basis where such actions can be seen easily,
like simultaneous eigenstates of a Cartan subalgebra of a simple Lie algebra, and been used
to construct a certain coherent vector of the nonlinear symmetry.
Taking these results for the unitary gauge group, it may be useful to identify the set of
all the fixed points in an instanton moduli space to see how the AGT relation works when
the gauge group is general†1. However, the techniques used in the unitary case do not work
well for the other gauge groups†2. To the best of our knowledge, one has to evaluate their
integrals directly when one identifies the set of fixes points for the SO(N) or Sp(N) cases.
Much efforts have been done for these cases [7,18–20], but were limited for small instanton
numbers.
This limitation may stem not only from their troublesome calculations of multiple inte-
grations but also from a subtle issue of multiple integrations – the contour choice. For the
Nekrasov partition function with one integral variable, the contour lies in the real axis and
surrounds the upper half-plane. This expression fixes the integration cycle and then one
can perform the integration using Cauchy’s formula. Similarly for the partition function
with multiple variables, each variable is real and tends to surround the upper half-plane.
However, this expression is too naive to identify an integration cycle because one may treat
†1The AGT relations for 1-instantons were considered in [17]. In this case, one can determine all the
weights of fixed points without using integral expressions.
†2In particular, for the SO(N) or Sp(N) cases, some analogies of the stability condition in [4] for the
unitary cases seems to be needed but they are not known at present.
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a pole whose (iterated) residue depends on how to surround it†3. In other words, one should
be careful how to expand an integrant of several variables to get its Laurent series. Also,
there may be an pole whose component is real, which means that it is unclear whether the
pole is “in” or “out” the integration cycle. In the author’s previous paper [21], such unclear
poles as well as awkward cancellations of residues appeared after regarding the multiple
integral as an iterated integral. These difficulties have motivated the author to construct a
better algorithm to compute the integrals representing the Nekrasov partition functions.
Then, when one tackles with a multiple contour integral, one has to specify its integra-
tion cycle more clearly. For our cases, the cycle must be determined physically. In recent
years, the authors of [22–24] considered the choice and showed that the Jeffrey-Kirwan(JK)
residue operator [25] gives the true cycles in the multiple integration expressions for the
Nekrasov partition functions.
Therefore, in this paper, we consider how this JK-residue method works for the BCD
type Nekrasov partition functions. We construct a graphical algorithm†4 to determine which
poles are in the integration cycle and calculate the partition function for the “Sp(0)” case
partly. As a result, we get a resultant list of residues in the appendix A and observe
Z
Sp(0)
k =
(−1)k
2kk!εk1ε
k
2
(k ≤ 8) (1.1)
for the Sp(0) case, which coincides with the Taylor expansion of exp(−q/2ε1ε2) at q = 0.
This resembles the one Z
U(1)
k = (k!ε
k
1ε
k
2)
−1 for the U(1) case. In the latter U(1) case, it can
be rephrased as a combinational formula of Jack polynomials, whose algebraic properties
give clearer understandings of the partition function and leaded to the AGT proofs for some
unitary cases. Then our observation for the Sp(0) case implies some algebraic backgrounds
of its partition function and then may become a key to prove the AGT relations for the
BCD cases through a construction of a representation of an infinite dimensional algebra
acting on some orthogonal polynomials.
We organize this paper as follows. In section 2, we first review the Nekrasov partition
functions and the JK-residue operator and then consider a sum of residues over a Weyl orbit
of poles, representing a fixed point in the localization. We will define a factor Aσ,η ∈ N,
†3For example, we have different results from two different cycles
1
x(y − x)
7−→
Resx=0
1
y
7−→
Resy=0
1,
1
x(y − x)
7−→
Resy=0
0 7−→
Resx=0
0.
These results depends on whether the contour that the variable x goes thorough contains the one for the
variable y. We should split the two circles and determine an integration cycle.
†4The graphical algorithm concerns the “multiplicities” of poles in [20]. The notion of the multiplicity
may arise from the choice of the integration cycle. The pole distribution of the integrand is symmetric
under a Weyl group, but the integration cycle may break this symmetry. Then, for a given Weyl orbit
of some poles, it is unclear how many poles in the orbit contribute to the partition function. Roughly
speaking, the multiplicity for the orbit is the number of its poles in the cycle. The graphical algorithm
determines such numbers.
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which roughly expresses the number of poles in the integration cycle and then its deter-
mination is important to complete the integration. In the appendix B, we comment on
relations between the factor and the notion of the multiplicity in [20]. In section 3, we give
an graphical algorithm to determine the Aσ,η. This algorithm is applicable for the BCD
cases. In section 4, we give a box description of a Weyl orbit of poles†5 and then we apply
the above results to the “Sp(0)” instanton partition function. We conclude in section 5
with some discussions, giving some related materials that we do not treat in this paper.
2 Nekrasov partition function and Jeffrey-Kirwan
residue
In this section, first we recall the integral expressions of the Nekrasov partition functions
and pick up some aspects of the Jeffrey-Kirwan residue. Then we rewrite the Nekrasov
partition functions into the summation over all the Weyl orbits of poles in their integrands.
We will use the final form (2.25) in the following sections.
2.1 Nekrasov partition function
The non-perturbative correction of the partition function for an N = 2 supersymmetric
gauge theory on the Ω-deformed R4, called the Nekrasov partition function, can be rep-
resented as a multiple integral when the gauge group G of the theory is classical [2, 18].
Here we trace how it was derived and explain some backgrounds why we compute the par-
tition function by another way. One may skip the following explanation if one assumes
that the integration cycle that appears in the Nekrasov partition function is the one that the
Jeffrey-Kirwan residue operator gives.
One can lift a four dimensional N = 2 supersymmetric gauge theory on the spacetime
R4 to a five dimensional N = 1 supersymmetric gauge theory on R4 × S1β , where the β
means the circumference of the circle S1. The Ω-background is translated as the boundary
condition (z1, z2, y + β) ∼ (eiε1z1, eiε2z2, y) ((z1, z2) ∈ C2 ≃ R4, y ∈ S1).
In the weak 5d gauge coupling limit, or β → 0, the k-instanton sector of the theory re-
duces to a supersymmetric quantum mechanics whose target space is the finite dimensional
k-instanton moduli space Mk [26]. Then the k-instanton partition function Z
(5d)
k for this
5d theory is given by the index
Z
(5d)
k = TrHk(−1)
Fe−βHeiβ(ε1J1+ε2J2)eiβajΠ
j
eiβu·K , (2.1)
where Hk is the Hilbert space of the quantum mechanics, J1,2 are the generators of the
Cartan algebra of SO(4), Πj is the charge coupling to the vacuum expectation value aj of
the adjoint scalar in the vector multiplet, and K is the charge of the other global symmetry
in the quantum mechanics, which couples with the parameter u. Taking the β → 0 limit,
†5This box description is not new. It appeared in [19, 20].
3
Z
(5d)
k reduces to the Nekrasov partition function Zk for the 4d theory with instanton number
k.
This index can be written by an integral over the target space as a result of the index
theory. Moreover, if the gauge group is classical, one can parametrize the instanton moduli
spaces by the ADHM matrices [27], constrained by the ADHM equation and by the action
of the inner symmetry group Gˆ of instantons. If the target space were a smooth manifold,
one could apply the localization method to this parametrized manifold. Then, one can find
all the fixed points with respect to the global symmetry that appears in (2.1) and evaluate
their weights around the fixed points. These data allow one to perform the localization
explicitly and then one reaches the integral expressions of the instanton partition functions
whose integration variables come from the maximal torus of Gˆ. In the 4d limit β → 0, each
integration variable surrounds the upper half-plane. The positive imaginary parts with the
coefficients like ε1,2 are imposed for the convergence of the index (2.1).
In particular, for a pure super-Yang-Mills theory(SYM) with gauge groupG, the Nekrasov
partition function ZGk is written explicitly as follows [2, 18].
Example (the Nekrasov partition functions for pure SYM theories).
(i) For G = U(N),
Z
U(N)
k =
1
k!
(
ε
2piiε1ε2
)k ∫
dφ1 · · ·dφk∏k
j=1 P (φj − ε+)P (φj + ε+)
∆(0)∆(ε)
∆(ε1)∆(ε2)
(2.2)
where ε = 2ε+ = ε1 + ε2, P (x) =
∏N
l=1(x− al) and ∆(x) =
∏
i<j((φi − φj)
2 − x2).
(ii) For G = SO(N) with N = 2n+ χ (n ∈ N, χ = 0, 1),
Z
SO(N=2n+χ)
k =
(−1)k(N+1)
2kk!
(
ε
2piiε1ε2
)k ∫ dφ1 · · · dφk∏kj=1 φ2j(φ2j − ε2+)∏k
j=1 P (φj − ε+)P (φj + ε+)
∆(0)∆(ε)
∆(ε1)∆(ε2)
, (2.3)
where P (x) = xχ
∏n
l=1(x
2 − a2l ) and ∆(x) =
∏
i<j((φi − φj)
2 − x2)((φi + φj)2 − x2).
(iii) For G = Sp(N) with k = 2n+ χ (n ∈ N, χ = 0, 1),
Z
Sp(N)
k =
1
2
(−1)n
2n−1n!
(
ε
2piiε1ε2
)n(
−
1
2ε1ε2P (ε+)
)χ
×
∫
dφ1 · · ·dφn∏n
j=1 P (φj − ε+)P (φj + ε+)(4φ
2
j − ε
2
1)(4φ
2
j − ε
2
2)
∆(0)∆(ε)
∆(ε1)∆(ε2)
(2.4)
where P (x) =
∏N
l=1(x
2−a2l ) and ∆(x) =
∏
i<j((φi−φj)
2−x2)((φi+φj)2−x2)
∏n
j=1(φ
2
j−x
2)χ.

However, this expression is inconvenient to seek a combinational formula for the Nekrasov
partition function, which is already known for the case G = U(N) [2, 6, 7]. To get a com-
binational formula, one will need to specify which poles are in the integration cycle. Each
4
fixed point appearing in the localization of the moduli space corresponds to a class of such
poles. For G = SO(N), Sp(N), however, there are poles whose components are real and it
is unclear whether such poles are in or out the cycles†6. It is desirable to get such a com-
binational expression not only because we can compute the partition function easily, but
also because it was found to be useful to understand the action of an infinite dimensional
symmetry to the instanton moduli space, which results in the proof of the AGT relation [8]
for some theories with unitary gauge group [9–16].
This obstruction to get the sum of residues may stem from the fact that the instanton
moduli spaces are generally singular. There are UV singularities where two small instan-
tons approach each other and IR singularities where an instanton goes far away. The latter
singularities are resolved by the Ω-background and then we have to resolve the UV singu-
larities. In fact, the known combinational formula for the case with unitary gauge group
can be achieved by resolving these singularities [4, 5].
One way to resolve the UV singularities is to lift the quantum mechanics to the gauged
linear sigma model (GLSM) with gauge group Gˆ, the internal symmetry of instantons, by
adding a vector multiplet to the original matter multiplets. In the limit when the coupling
constant gQM of the GLSM becomes strong, gQM →∞, the original quantum mechanics is
restored. What is important is that we can compute an index
Z˜k = TrH˜k(−1)
F e−βHeiβ(ε1J1+ε2J2)eiβajΠ
j
eiβu·K (2.5)
which is parallel to the Z
(5d)
k , where H˜k is the Hilbert space of this GLSM. We regard the
theory as a circular reduction of a 2d GLSM on a torus T 2 and connect the index (2.5) to
the elliptic genus [22], which is a 2d index given by an integration of a meromorphic top
form whose integration cycle is explicitly determined. Note that the integration variables
{φj}rankGˆj=1 correspond to the additional vector multiplet by φj = ϕj + iAj , where ϕj and Aj
are the scalar and the gauge field in the multiplet, which represent a zero mode in gQM → 0.
Remark ( [24]). One should be careful about a certain continuum spectrum in H˜k coming
from the additional vector multiplet, which is formed on the Hk. Such a continuum can
contribute to Z˜k and prevents one from using the index theorem, but the former contribution
should be neglected to obtain the true instanton correction Z
(5d)
k . This continuum stems
from that the range of the zero modes ϕj + iAj in 1d becomes a non-compact cylinder.
Its non-compactness may give a continuum spectrum on the original space Hk. Thus we
should get rid of the contribution coming from the region |φj| → ∞ and then connect (2.5)
to the elliptic genus, which becomes an insertion of a cutoff to the integration. Then if the
integrand vanishes well at infinity, or the 5d theory has sufficiently few matters, there is no
extra contribution caused by the non-compactness.
In fact, the authors of [24] performed the above program. For the 4d Nekrasov partition
functions, this work plays a role of rewriting the naive integrals into the ones whose inte-
grands are the same ones given by a naive application of the localization method and whose
†6For example, there is a pole at (φ∗1, φ∗2) = (ε1, 0) when one considers the 4-instanton correction for
the case G = Sp(N).
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integration cycles are expressed by clearer forms. More precisely, it was found that per-
forming the integrals with respect to these cycles is equivalent to acting the Jeffrey-Kirwan
residue operator [25] to their integrands.
As a result, we now have a UV completed version of the Nekrasov partition function by
use of the GLSMs, and then we can rewrite them into clearer forms
Z =
∫
dφ1 · · · dφnZ ⇒ Z˜ =
∑
φ∗
JK-Resη,φ∗Z (2.6)
where the sum is taken over all the poles φ∗ of the integrand Z and the operator JK-Resη,φ∗
is the Jeffrey-Kirwan residue with respect to a vector η ∈ Rn around the pole φ∗. In the
following, we explain a detail of the operator.
2.2 Jeffrey-Kirwan residue
The Jeffrey-Kirwan(JK) residue is an operator which maps a rational function to a value,
the “residue” of the function at a point. Here, following [28,29], we introduce some minimum
essentials of the operator in order to apply it to Nekrasov partition functions†7.
2.2.1 Notations and the definition of the Jeffrey-Kirwan residue
Here we introduce some notations and then define the JK-residue of rational functions of
n variables.
LetQ∗ ⊂ R
n be a finite subset of nonzero elements and fix a point φ∗ = (φ∗j)1≤j≤n ∈ Cn.
We denote by Fˆφ∗ the set of formal power series of n variables φj − φ∗j (1 ≤ j ≤ n) and by
RˆQ∗,φ∗ := spanC
{
f∏
Q∈Q∗
(Q · (φ− φ∗))
mQ
∣∣∣∣∣ f ∈ Fˆφ∗ , mQ ∈ N (Q ∈ Q∗)
}
(2.7)
the ring generated over Fˆφ∗ by inverting the linear functions Q · (φ − φ∗) (Q ∈ Q∗). This
is graded by the degree at φ∗ and then we denote its degree −n part by RˆQ∗,φ∗ [−n].
Let κ be a subset of Q∗. The subset κ is called a basis of Q∗ if κ forms a basis of R
n.
For a basis σ of Q∗, set
fσ :=
1∏
Q∈σQ · (φ− φ∗)
. (2.8)
We call such a fraction fσ is basic. Then we denote by SQ∗,φ∗ the linear span of the fσ
where σ ranges over all the bases of Q∗. Clearly, SQ∗,φ∗ ⊂ RˆQ∗,φ∗ [−n].
Also, we denote by NSQ∗,φ∗ the linear span of degree −n rational functions in a form
ψ∏
Q∈κ (Q · (φ− φ∗))
nQ (2.9)
†7 In this paper, however, we do not explain why the JK-residue gives the correct integration cycle.
See [22–24].
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where ψ is a polynomial function, κ does not contain any bases of Q∗ and the nQ are
non-negative integers.
It is proved that one can decompose RˆQ∗,φ∗ [−n] into these two spaces:
Proposition ( [28]). We have a direct sum decomposition
RˆQ∗,φ∗ [−n] = SQ∗,φ∗ ⊕NSQ∗,φ∗ (2.10)

From now on, we restrict ourselves to the case when the Q∗ satisfies the following
projectivity condition.
Definition. We call Q∗ is projective if there is a vector δ ∈ R
n which has positive inner
products with any elements of Q∗. 
We call a vector η ∈ Rn generic if η /∈ spanR{Q1, · · · , Qn−1} for any n− 1 elements Qj
(1 ≤ j ≤ n− 1) of Q∗.
Fix a generic vector η and then we define the Jeffrey-Kirwan residue of a basic fraction
fσ for the projective Q∗ by
JK-Resη,φ∗ (fσdφ1 ∧ · · · ∧ dφn) :=
{
|det(Qi · ej)|−1 (η ∈ Cone(Q1, · · · , Qn))
0 (otherwise),
(2.11)
where {ej}1≤j≤n is the canonical basis of R
n, σ = {Q1, · · · , Qn}, and
Cone(σ) = Cone(Q1, · · · , Qn) :=
{
n∑
j=1
ajQj ∈ R
n
∣∣∣∣∣ a1, · · · an > 0
}
. (2.12)
Proposition ([28]). Given thatQ∗ is projective, the definition in (2.11) gives a well-defined
linear functional JK-Resη,φ∗ on SQ∗,φ∗
†8. 
Remark. Note that there are linear relations among the basic fractions and then the above
proposition claims that the JK-residue of each element in SQ∗,φ∗ does not depend on how
we decompose it into some basic fractions.
Definition (The Jeffrey-Kirwan residue). For a projective Q∗ and a generic vector η,
the Jeffrey-Kirwan residue
JK-Resη,φ∗ : RˆQ∗,φ∗ → C (2.13)
is defined to be the composite of
RˆQ∗,φ∗
Project
−−−−→ RˆQ∗,φ∗[−n]
(2.10)
−−−→ SQ∗,φ∗
(2.11)
−−−→ C (2.14)

Remark. The union of hyperplanes of non-generic points divides the whole space Rn into
connected components of generic points. Each connected component is often called a cham-
ber. Note that two generic points in the same chamber give the same JK-residue. In other
words, a chamber defines a JK-residue operator.
†8We define the JK-residue of a rational function by that of the meromorphic top form obtained by
multiplying a fixed top form dφ1 ∧ · · · ∧ dφn to the function.
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2.2.2 A setup to operate the JK-residue to the Nekrasov partition function
Now we want to apply the JK-residue to the Nekrasov partition function Z. We denote its
integrand by Z, which is a rational function of n variables φ1, · · · , φn, and its denominator
is factorized into a product of degree-one polynomials.
Each factor in the denominator describes an affine hyperplane H in Cn. We can choose
the coefficient vector Q, which defines H = {φ ∈ Cn|Q · φ + const = 0}, is in Rn. We fix
the vector Q for each hyperplane H and define Q˜ to be the set of all such vectors.
Definition (Q˜ for the Nekrasov partition functions). We fix the vector for each factor
in the denominators of the pure SYM’s Nekrasov partition functions as follows:
±φj ± al − ε+,±φj − ε1,2,+,±φj −
ε1,2
2
⇒ Q = ±ej
±φi ± φj − ε1,2 ⇒ Q = ±ei ± ej
(2.15)
Then we have two sets of vectors
Q˜A = {±ej |j = 1, · · · , n} ⊔ {±(ei − ej)|1 ≤ i < j ≤ n} (2.16)
for G = U(N) and
Q˜BCD = {±ej |j = 1, · · · , n} ⊔ {±(ei ± ej)|1 ≤ i < j ≤ n} (2.17)
for G = SO(N), Sp(N), where {ej|1 ≤ j ≤ n} is the canonical basis of Rn. 
Remark. The above choices of signs reflect that the physically motivated contour of each
φj should separate +ε1,2 and −ε1,2.
Now we take a point φ∗ ∈ Cn. Then we denote by Q∗ = Q∗(φ∗) the subset of Q˜ that
consists of all the coefficient vectors which come from the hyperplanes that contain φ∗. The
Taylor expansion of the factors except those in the denominator that vanish at φ∗ gives an
element of RˆQ∗,φ∗.
We can see from (2.14) that the JK-residue at φ∗ vanishes if Q∗ does not contain any
basis. Then there are only finite points where the JK-residue of Z do not vanish.
Also, for Nekrasov partition functions, the projectivity condition holds for each φ∗. The
n components φj∗ of φ∗ are partially ordered by its coefficients on ε1 and ε2. Thanks to
the minus on every ε1,2,+ in (2.15), this order gives a vector δ such that δ · Q > 0 for any
Q ∈ Q∗.
Then, provided a generic vector η with respect to the Q˜, we get a finite sum of the
JK-residues
Zη ≡
∑
φ∗
JK-Resη,φ∗Z. (2.18)
by regarding the integrand Z as an element of RˆQ∗,φ∗ for each point φ∗.
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Remark. We should choose the η physically. In this regard, the authors of [22–24] identified
the vector as follows,
G = U(N) ⇒ η = (1, 1, · · · , 1)
G = SO(N), Sp(N) ⇒ η is arbitrary.
(2.19)
In the following, for easier calculations, we will choose η = (1, α, · · · , αn−1) ∈ Rn with a
large α when we tackle with the BCD-type Nekrasov partition functions.
2.2.3 The sum of Jeffrey-Kirwan residues over a Weyl orbit
Before going to explicit calculations, it may be useful to consider a sum of JK-residues over
a Weyl orbit [φ∗] of a pole φ∗.
Let Gˆ be a simple Lie group with rank n and gˆ = Lie(Gˆ). Set (φ1, · · · , φn) be a linear
coordinate of the Cartan subalgebra of the complexified Lie algebra gˆC. We denote the Weyl
group of Gˆ by W ⊂ O(n). Given a Weyl symmetric rational function Z = Z(φ1, · · · , φn),
let us consider the sum of all the JK-residues
Zη ≡
∑
φ∗
JK-Resη,φ∗Z . (2.20)
Here we assume that the the denominator of Z is completely factorized into distinct affine
hyperplanes and the JK-residues are non-zero only at finite φ∗s. Also we assume that the
Q∗ for each pole φ∗ is contained in R
n and is projective. We take the vector η to be at a
regular point with respect to any Q∗s.
Thanks to the Weyl symmetry of Z, we can relate JK-residue operators in the same
Weyl orbit as follows:
Proposition. For g ∈ W , we have JK-Resg·η,g·φ∗Z = JK-Resη,φ∗Z. 
Proof. The action of an element g ∈ W gives a map from RˆQ∗(φ∗),φ∗ [−n] to RˆQ∗(g·φ∗),g·φ∗ [−n],
which preserves their grades. More precisely, for a vector P ∈ Rn and g ∈ W , we have
P · (g−1 · φ− φ∗) = (g · P ) · (φ− g · φ∗) . (2.21)
This action also conserves the decomposition RˆQ∗ [−n] = SQ∗ ⊕ NSQ∗ and maps a basic
fraction fσ ∈ SQ∗,φ∗ to another basic fraction fg·σ ∈ SQ∗,g·φ∗ , where g · σ := {g ·Q | Q ∈ σ}
forms a basis of Q∗(g · φ∗).
Now let us consider the map RˆQ∗,φ∗ → SQ∗,φ∗ in the part of (2.14) at φ∗. Thanks to
the Weyl symmetry of Z, the above discussion shows that if we have a linear combination∑
σ cσ(φ∗)fσ ∈ SQ∗,φ∗ of basic fractions as the image of Z by the map at φ∗, then we also
have
∑
σ cσ(φ∗)fg·σ ∈ SQ∗,g·φ∗ as the one at the position g · φ∗.
For the projectivity of Q∗, the JK-residue of the
∑
σ cσ(φ∗)fσ at φ∗ is
JK-Resη,φ∗
(∑
σ
cσ(φ∗)fσ
)
=
∑
σ
cσ(φ∗)
|det(Qσi · ej)|
1Cone(σ)(η), (2.22)
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where we write σ = {Qσ1 , · · · , Q
σ
n} and 1A is the characteristic function for a subset A ⊂ R
n.
On the other hand, we have
JK-Resg·η,g·φ∗
(∑
σ
cσ(φ∗)fg·σ
)
=
∑
σ
cσ(φ∗)
|det(Qg·σi · ej)|
1Cone(g·σ)(g · η). (2.23)
Clearly, 1Cone(g·σ)(g · η) = 1Cone(σ)(η). Also we have |det(Q
g·σ
i · ej)| = |det(Q
σ
i · ej)| since
W ⊂ O(n). Then we conclude that JK-Resg·η,g·φ∗Z = JK-Resη,φ∗Z.
Next we consider a sum of JK-residues over the Weyl orbit of φ∗ with respect to a fixed
chamber η. From (2.23), we have
1
C[φ∗]
∑
g∈W
JK-Resη,g·φ∗Z =
1
C[φ∗]
∑
σ
cσ(φ∗)
|det(Qσi · ej)|
∑
g∈W
1Cone(g·σ)(η). (2.24)
where Z ∈ RˆQ∗,φ∗ 7→
∑
σ cσ(φ∗)fσ ∈ SQ∗,φ∗ and C[φ∗] is the order of the stabilizer subgroup
at φ∗. Especially, the η only appears in the factor Aσ,η ≡
∑
g∈W 1Cone(g·σ)(η) ∈ N.
As a result, we have a following formula†9:
Proposition. With the notations above, we have
Zη =
∑
φ∗
JK-Resη,φ∗Z =
∑
[φ∗]
1
C[φ∗]
∑
σ∈B(Q∗)
Aσ,ηcσ(φ∗)
|det(Qσi · ej)|
. (2.25)

This formula will be used in the following of this paper and we will concentrate on how
to determine the number Aσ,η.
Remark. The η only affects the number Aσ,η. This structure implicitly appears in the case
of the U(N) Nekrasov partition function. In this case, one encounters poles that can be
described as an N -vector of Young tableaux. The corresponding vector of Young diagrams
implies its orbit. When Gˆ = U(n) and η = (1, 1, · · · , 1) ∈ Rn, we have
Aσ,η =
{
n! (η ∈ Cone(σ))
0 (otherwise)
. (2.26)
In other words, any two poles in the same orbit contribute the result with the same value.
So we usually see the famous formula of the U(N) instanton counting whose summation is
taken over all the vector of Young diagrams, rather than Young tableaux.
†9The sum
∑
σ∈B(Q∗)
is taken over all the bases of Q∗. In other words the range depends on φ∗. So we
denote by B(Q∗) ⊂ Q˜BCD the set of all the bases of Q∗ and express the dependence explicitly.
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Going back to the BCD Nekrasov partition functions, we want the formula of Aσ,η
which is an analogue of (2.26). For the case that one can extract only one basic fraction
at the pole φ∗, the Aσ,η was partly calculated and called as the multiplicity factor in [20].
Unlike the unitary case, the Aσ,η varies for each orbit. In the appendix B, we comment
more on the multiplicity from a viewpoint of the notion Aσ,η.
Thanks to previous works, especially to [24], we know we take the η arbitrarily in these
BCD cases. In the next section, we will fix the η and give an algorithm that computes Aσ,η
with respect to this fixed vector.
Remark. For the arbitrariness of a choice of η, we may take an average of Zη over all the
chambers. Set N
Q˜
to be the number of chambers for Q˜ and we have
1
N
Q˜
∑
η
Zη =
∑
[φ∗]
1
C[φ∗]
∑
σ∈B(Q∗)
cσ(φ∗)
|det(Qσi · ej)|
∑
η
Aσ,η
N
Q˜
=
∑
[φ∗]
|W |
C[φ∗]
∑
σ∈B(Q∗)
cσ(φ∗)
|det(Qσi · ej)|
Prop(Cone(σ)) (2.27)
where Prop(Cone(σ)) is the proportion of the cone in Rn, which is no other than the ratio
of the solid angle of the cone, or of the number of the chambers in the cone.
3 Distinction rule
In the previous section, we have encountered the factor
Aσ,η ≡
∑
g∈W
1Cone(g·σ)(η) ∈ N. (3.1)
So it is important to judge whether η ∈ Cone(σ) or not. In principle, one can do it by
solving a system of linear equations. In this section, however, we give another way. We
take a special vector as η, and then provide the main theorem of this section that claims a
distinction rule to see whether η ∈ Cone(σ) or not for a given cone of a basis σ of Q˜BCD.
The rule will be expressed graphically, and we will see in the next section that this graphical
notation matches the Weyl group actions on poles.
In this section, we firstly introduce some notations for clear discussions. Then we give
the distinction rule.
3.1 Notations
Here we introduce some notations to see discussions in this paper more clearly. Firstly, we
introduce a graphical notation for the elements of Q˜BCD.
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For each element of Q˜BCD, we write it as follows;
±ei ⇒
i
±
+ei ± ej ⇒
i j
+ ±
.
(3.2)
Following this notation, we define the graph of a subset Q∗ ⊂ Q˜BCD which consists of n
vertices with numbers and |Q∗| lines with signs on their ends†10.
Example. The graph of Q∗ = {e2, e1 − e2} is
2 1
+
− +
. 
In the following of this paper, we only treat such a graph and then we call it as a graph
for short. We often abbreviate numbers or signs in a graph. Also, if u is a vertex in a
graph, we write by m(u) the number assigned to u.
Remark. Note that the Weyl group Sn ⋉ Z
n
2 naturally acts on a graph. More precisely,
Sn permutates the assigned numbers for the vertices and Z
n
2 flips the signs on the lines.
We also introduce some notions for tree graphs, a connected graphs with no cycles. Note
that we fix a vertex in a tree graph and call it the root of the tree.
For given a vertex u in a tree graph, we call that a vertex v is descendant to the vertex
u when the path that connects v and the root has the vertex u, and define D(u) as the set
of all the descendants of u. (Here we declare that u is an element of D(u).) Also, we define
M(u) ≡ maxv∈D(u)m(v).
Finally, we introduce a concept of η-orientation, only for abbreviations.
Definition. For given a subset {Q1, · · · , Ql} of Q˜BCD, we say that the set and its graph
are η-oriented if the set satisfies η ∈ Cone(Q1, · · · , Ql). 
3.2 The specific choice of a chamber
In this paper, we choose
η = (1, α, α2, · · · , αn−1) ∈ Rn, (3.3)
where α > 0 is a sufficient large parameter. Before we consider JK-residues with respect to
this vector, we should show the following lemma.
Lemma. Any set of q(< n) vectors in Q˜BCD is not η-oriented. In other words, η is generic.

†10This graph may be disconnected and have some isolated vertices.
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In the following, we prove this lemma. This is a corollary of the following lemma.
Lemma. For any sequences (pj)1≤j≤n of integers such that p1 < p2 < · · · < pn, the vector
η(p1,··· ,pn) ≡ (α
p1, · · · , αpn) ∈ Rn can not be expressed as a linear combination of arbitrary
n− 1 vectors in Q˜BCD. 
Proof. We prove it by the mathematical induction for n. The n = 1 case holds because
η 6= 0. Now we assume this claim holds for the n < l cases and consider the n = l case. If
the claim does not hold for this case, we have a sequence of integers p1 < · · · < pn, vectors
Q1, · · · , Qn−1 ∈ Q˜BCD and a1, · · · , an−1 ∈ R such that
a1Q1 + · · ·+ an−1Qn−1 = η(p1,··· ,pn). (3.4)
Consider a projection Q ∈ Q˜BCD 7→ Q′ = Q− (e1, Q)e1 ∈ Rn−1. This projection gives a
map Q˜BCD to the one dimensional lower Q˜BCD⊔{0} ⊂ Rn−1. So if Q1 = e1, this projection
gives
a2Q
′
2 + · · ·+ an−1Q
′
n−1 = η(p2,p3,··· ,pn), (3.5)
which contradicts the assumption. Therefore Q1, · · · , Qn−1 are of the form ±(ei ± ej).
Moreover, if Q1 and Q2 are of the form ±(e1 ± e2), we have a contradiction similarly by
dropping e1 and e2. Similarly, if q(< k) vectors Qj1 , · · · , Qjq are spanned by e1, · · · , eq, we
have a contradiction.
The above result is translated into that this graph with k vertices and k−1 lines contains
no loops described below;
, , , · · · . (3.6)
In other words, the graph is made of trees†11.
The equation (3.4) gives a system of k linear equations. We start to solve this from the
leaves of the graph to a fixed root. Finally, we have the following one relation
n∑
i=1
±αpi = 0 (3.8)
with appropriate signs. But α is large enough and then
∑n
i=1±α
pi 6= 0, which is a contra-
diction.
So the claim holds for the n = l case, and then for any n.
†11But we know for tree graphs
#(connected component) = #(vertex)−#(line) = 1 (3.7)
So we should have a connected tree diagram.
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3.3 Distinction rule
To evaluate JK-residues, it is important to distinguish whether a basis σ = (Q1, · · · , Qn) of
Q˜BCD is η-oriented. So here we give a distinction rule for a graph with the same number
of lines and vertices and prove it. The resultant rule will be summarized as a theorem and
a corollary in the last.
First we prove the following proposition that constraints the shape of the η-oriented
graph.
Proposition. A graph with the same number of lines and vertices is η-oriented only if each
of its connected components is expressed as a loop and trees associated to the vertices in
the loop;
· · ·
··
·
· ·
·
(3.9)
where means a tree graph. 
Proof. Take an η-oriented graph with n lines Q1, · · · , Qn ∈ Q˜BCD and n vertices. Then
there is a solution of the system of n linear equations
a1Q1 + · · ·+ anQn = η (3.10)
with a1, · · · , an > 0.
If one connected component of the graph has more lines than vertices, we drop all vertices
and lines in this component and get a subsystem of linear equations for the remaining graph
with more vertices than lines. But the previous discussion shows that this system and then
(3.10) have no solution. Therefore, each connected component of the η-oriented graph has
the same number of lines as vertices, and then has just one loop.
Remark. Dropping the lines which make the loop, we get tree subgraphs. For each tree
subgraph, we assign the root of the tree to the unique vertex that is originally in the loop.
What remains to get a distinction rule is to assign numbers and signs to the graph. To
get intuition for the rule, we consider several examples below.
Example (1. Straight Tree). Here we consider the η-oriented graph
u1 u2
· · ·
un
p1
Q1
q1
Q2
p2 q2
Q3 Qn
pn
(3.11)
of n vertices u1, · · · , un and n lines Q1, · · · , Qn, where p1, · · · , pn and q1, · · · , qn−1 are ±1.
The distinction rule for this graph (3.11) is as follows.
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Lemma. The graph (3.11) is η-oriented if and only if pn = +1 and
(pi, qi) =
{
(+,−), (−,+) (M(ui) > m(ui))
(+,±) (M(ui) = m(ui)).
(3.12)
for each i < n. 
Proof. Let us consider the un. We start to solve the system of linear equations (3.10) from
this vertex and we have
pnan = (η, em(un)) = α
m(un)−1. (3.13)
Then we get pn = +1 and an = α
m(un)−1 > 0.
Next we consider the vertex un−1 and we have
pn−1an−1 = α
m(un−1)−1 − qnan = α
m(un−1)−1 − qnα
m(un)−1. (3.14)
Since α is large enough, we get
(pn−1, qn−1; an−1) =

(+,−;αm(un−1)−1 + αm(un)−1), (−,+;−αm(un−1)−1+αm(un)−1)
(m(un) > m(un−1))
(+,±;αm(un−1)−1 ∓ αm(un)−1) (m(un) < m(un−1)).
(3.15)
Especially, an−1 is of the order α
M(un−1).
Similarly, for a general vertex ui, we have
piai + qiai+1 = α
m(ui)−1. (3.16)
Note that ai+1 is as large as α
M(ui+1). Then we get
(pi, qi) =
{
(+,−), (−,+) (M(ui) > m(ui))
(+,±) (M(ui) = m(ui)).
(3.17)
and ai is as large as α
M(ui).
Note that one can see whether the signs are allowed for the η-oriented graph only by
considering M(u) and m(u).
Example (2. Loop). Next we consider a loop graph,
· · ·
un
u1
u2
Qn−1
qn
Qn
pn
q1 Q1p1
q2
Q2
p2
. (3.18)
with n lines and n vertices. We may assume m(u1) = n > m(ui) for each i ≥ 2.
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Lemma. The graph (3.18) is η-oriented if and only if it is of the form
· · ·
n
−pn
pn
+ +
−p2
p2
(3.19)
where pi = ±1 for each 2 ≤ i ≤ n. 
Proof. Since a1, an in (3.10) are positive, either p1 or q1 is also positive. We may assume
that p1 = +1 and a1 is of the order α
k−1 at least. If not, the system (3.10) can not be
satisfied for a1, an > 0.
Next we focus on the vertex u2 and see that, in order to satisfy a1q2 + a2p2 ≤ α
n−2, p2
and q2 have signs opposite to each other and a2 is as large as a1.
Inductively, we can see that pi and qi have signs opposite to each other for each 1 < i ≤ n.
Since the n vectors Q1, · · · , Qn becomes a basis of Rn,
0 6= |det(Q1, · · · , Qn)| =
∣∣∣∣∣
n∏
i=1
pi + (−1)
n−1
n∏
i=1
qi
∣∣∣∣∣ = |1 + p1q1| (3.20)
must be satisfied. This determines q1 = +1.
Conversely, if such assignments are given,the system (3.10) gives
ai = piα
m(ui)−1 + ai−1(i = 2, · · · , n) (3.21)
and then
a1 = α
n−1 − an = α
n−1 − a1 −
n∑
i=2
piα
m(ui)−1. (3.22)
So the system (3.10) has a solution in the region where each ai (1 ≤ i ≤ n) is as large as
αn−1 and is necessarily positive.
Distinction rule
Now we are ready to give a distinction rule for a general graph with the same number of
lines and vertices. It is sufficient to give the rule for the graph (3.9).
For the graph (3.9) with n lines and n vertices, the set V of all the vertices are classified
into the classes, V = ⊔5i=1Vi, where
V1 = {u| u is not in the loop and m(v) =M(v).} (3.23)
V2 = {u| u is not in the loop and m(v) < M(v).} (3.24)
V3 = {u| u is in the loop and m(v) =M(v) = n.} (3.25)
V4 = {u| u is in the loop and m(v) < M(v) = n.} (3.26)
V5 = {u| u is in the loop and M(v) < n.}. (3.27)
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For each vertex u ∈ V1 ⊔ V2, we denote by Qu the line that connects u and the parent
of u, the unique vertex that links to u by a line and is not descendant to u. Also for each
vertex u ∈ V2 ⊔ V4, we also denote by T its descendant tree that has the vertex v with
M(u) = m(v).
Using the above notations, the distinction rule for the graph (3.9) is as follows.
Theorem (Distinction rule). The graph (3.9) is η-oriented if and only if all the following
conditions are satisfied.
(i) For each u ∈ V1, the assignment is of the form
u
...+
Qu ±
±
(3.28)
with double signs for the trees in any order, where each means a tree whose vertices are
descendant to u.
(ii) For each u ∈ V2, the assignment is of the form
T
u
−pu
Qu pu
±
±
·
·
·
, (3.29)
with double signs in any order and pu = ±1.
(iii) For each vertex u ∈ V3, the assignment is of the form
u
+
+ ±
± ·
·
·
, (3.30)
with double signs in any order, where the curves mean the lines in the loop.
(iv) For each vertex u ∈ V4, the assignment is of the form
u
pu
pu
T
−pu
±
±
·
·
·
, (3.31)
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with double signs in any order and pu = ±1.
(v) For each vertex u ∈ V5, the assignment is of the form
u
pu
−pu ±
± ·
·
·
, (3.32)
with double signs in any order and pu = ±1. 
Proof. (i)(ii) A similar discussion in Example 1 shows that the coefficient for the Qu in
(3.10) should be as large as αM(u)−1 and then gives the distinction rule for a vertex that is
not in the loop.
(iii)(iv)(v) A similar discussion in Example 2 gives the distinction rule for a vertex in
the loop.
Corollary. A graph with the same number of lines and vertices is η-oriented if and only
if each connected component of the graph is of the form (3.9) and satisfies the above
distinction rule. 
4 Jeffrey-Kirwan residue of Sp(0) instantons
In the previous section, we have obtained the distinction rule for bases of Q˜BCD with respect
to the special vector η. In this section, we will consider applications of the rule to the BCD
Nekrasov partition functions. Firstly, we introduce a tableau notation that represents Weyl
orbits of the poles. This tableau specifies a class of graphs whose signs are relatively fixed
and then we use the distinction rule to the graph to calculate the Aσ,η. This notation
resembles the famous Young diagrammatic notation for the poles of the U(N) Nekrasov
partition function. For simplicity, we focus on the G = Sp(N) case, but one can do parallel
discussions for G = SO(N).
Next, we will calculate JK-residues of “Sp(0)” instantons and see how our results work
in the calculation. In the appendix A, we present a list of all the JK-residue of Sp(0)
instanton up to k = 8. As a result, we observe
Z
Sp(0)
k =
(−1)k
2kk!εk1ε
k
2
(4.1)
for k ≤ 8.
4.1 Box expressions for poles of Sp(N) instantons
For G = Sp(N), there are n variables to be integrated when we consider the Nekrasov
partition function with instanton number k = 2n or k = 2n + 1. We want to know the
JK-residue at φ∗ = (φ1∗, · · · , φn∗).
18
Following (2.15), one can obtain a graph of Q∗(φ∗). If the graph may not contain an
η-oriented subgraph with n lines†12, its JK-residue vanishes. A non-trivial pole should have
an η-oriented retract.
This condition significantly restricts the position of φ∗ for the existence of the loop in
(3.9). Each φ∗j(1 ≤ j ≤ n) is confined on 2N + 4 lattices,{
±al +
(
Z+ 1
2
)
ε1 +
(
Z+ 1
2
)
ε2 (1 ≤ l ≤ N)
Zε1 + Zε2, (Z+
1
2
)ε1 + Zε2,Zε1 + (Z+
1
2
)ε2, (Z+
1
2
)ε1 + (Z+
1
2
)ε2.
(4.2)
Mirroring by the overall Z2 flip, we have the N + 4 classes of the lattices.
Now we rewrite such a pole φ∗ = (φ1∗, · · · , φn∗) by an (N +4)-vector of tableaux, which
has k boxes in total. Firstly, put a box with number i at φi∗ and a box with character i
′ at
−φi∗ for each 1 ≤ i ≤ n. Then, if k is odd, put one additional box at 0 with number 0.
Example. We write†13 the pole of 4-instanton at φ1∗ =
1
2
ε1 + ε2, φ2∗ =
1
2
ε1 by
1′
2′ 2
1
(4.3)
and the one of 3-instanton at φ1∗ = ε1 by
1′ 0 1 . (4.4)
It is possible that multiple boxes are assigned at the same position. In this case, we should
improve the expression in order to see the degeneracy. We express, for example, the pole
of 4-instanton at φ1∗ = 0, φ2∗ = ε1 by
2′ 1,1′ 2 , (4.5)
and one can see that there are two boxes at 0. 
Forgetting numbers and characters but not its degeneracy, one can get an (N+4)-vector
of diagrams for φ∗. Clearly, this vector
†14 represents a Weyl orbit [φ∗] of poles.
Remark (The connection between box expressions and graphs). The notation
merely gives another expression of poles. One can construct the graph from its box adja-
cency. For example,
1′
2′ 2
1
−→
2′
2
1
1′
− +−
+
+
−
Fold
−−→
2 1
+
+ +
. (4.6)
†12A trivial example is a graph with |Q∗| < n.
†13We omit null shapes in the other classes of lattices.
†14This object first appeared in [19] and was called a generalized Young diagram in [20].
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Remark. We can see from this box expression that some poles have their vanishing JK-
residues. For example, we consider the diagram for the case of 4-instanton. Thanks
to the vanishing factor ±(φ1 ± φ2)− ε in the numerator, this shape gives poles whose JK-
residues are zero. For a general pole of k(= 2n, 2n + 1)-instanton, from its diagrammatic
expression, we can see the number p of the zero factors in the numerator of the integrand
and the number q of those in the denominator. If p − q > −n, the JK-residue of the pole
vanishes.
4.2 Sp(0) instanton correction
From now on, we concentrate on the pure SYM’s instanton correction with gauge group
“Sp(0)”, or the JK-residues of the rational function
ZSp(0)k=2n+χ ≡
1
2
(−1)n
2n−1n!
(
ε
ε1ε2
)n(
−
1
2ε1ε2
)χ
1∏n
j=1(4φ
2
j − ε
2
1)(4φ
2
j − ε
2
2)
∆(0)∆(ε)
∆(ε1)∆(ε2)
, (4.7)
where
∆(x) =
(∏
i<j
((φi − φj)
2 − x2)((φi + φj)
2 − x2)
)(
n∏
j=1
(φ2j − x
2)
)χ
. (4.8)
Note that the integrand ZSp(0)k is invariant under the Weyl group Sn ⋉ Z
n
2 action on
(φ1, · · · , φn). Then we have
Z
Sp(0)
k ≡
∑
φ∗
JK-Resη,φ∗Z
Sp(0)
k =
∑
[φ∗]
1
C[φ∗]
∑
σ∈B(Q∗)
Aσ,ηcσ(φ∗)
|det(Qσi · ej)|
, (4.9)
where C[φ∗] is the order of the stabilizer group at φ∗ and
Aσ,η ≡
∑
g∈Sn⋉Zn2
1Cone(g·σ)(η) ∈ N, (4.10)
ZSp(0)k ∈ RˆQ∗,φ∗ 7→
∑
σ∈B(Q∗)
cσ(φ∗)fσ ∈ SQ∗,φ∗ . (4.11)
Here the map in the last is the part of the definition of the JK-residue (2.14).
A Weyl orbit [φ∗] that has non-vanishing JK-residue should be expressed as a 4-vector
of diagrams with k boxes in total. Each component belongs to each of the four lattices
Zε1 + Zε2,
(
Z+
1
2
)
ε1 + Zε2,Zε1 +
(
Z+
1
2
)
ε2,
(
Z+
1
2
)
ε1 +
(
Z+
1
2
)
ε2. (4.12)
We do the extraction (4.11) for each non-trivial orbit and calculate the Aσ,η for each basis σ
with cσ(φ∗) 6= 0 by applying the distinction rule to the set. Here we set η = (1, α, · · · , α
n−1)
for a fixed sufficient large α and then the distinction rule determines the Aσ,η.
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Also, we can determine the factor |det(Qσi · ej)|. For a given class of subgraphs, each
connected component contributes to this factor by 1 if its loop is of the form , or by 2
otherwise.
What remains to determine Z
Sp(0)
k,η is cσ(φ∗), the decomposition coefficients of Z
Sp(0)
k into
the basic fractions. At the present stage, however, we have to calculate them explicitly.
Example (An explicit JK-residue calculation). Here we give an example of the JK-
residue calculation in order to see the algorithm more clearly.
Let us consider the pole of ZSp(0)6 at φ∗1 = φ∗2 =
1
2
ε1, φ∗3 =
3
2
ε1. Then its orbit is
expressed by , where each gray box represents two boxes. We see C[φ∗] = 2 from its
overlap.
From the numerator, we count p = 2 for φ∗1 − φ∗2 = 0. On the other hand, from
the denominator, we count q = 5 from φ∗1 −
1
2
ε1 = φ∗2 −
1
2
ε1 = φ∗1 + φ∗2 − ε1 = 0 and
φ∗3 − φ∗1 − ε1 = φ∗3 − φ∗2 − ε1 = 0. So this orbit may have non-zero JK-residue for
2 − 5 = −3 = −n. Especially, the total degree of zero factors at φ∗ is −3, and then we
expand the remain of the integrand at the order 0, which gives
c = −
(2ε1 + ε2)(3ε1 + ε2)
27648ε61(ε1 − ε2)
3(2ε1 − ε2)2(3ε1 − ε2)ε22
. (4.13)
The corresponding class of graphs for the orbit [φ∗] is
−p1
−p2
p1
p3
p3p2
−p1
−p2
(4.14)
where p1, p2 and p3 are ±1. The Weyl group action ends up with flipping these signs and
permutating the assigned numbers.
Note that the zero factors in the numerator become
(φ1 − φ2)
2 = −
(
(φ1 −
ε1
2
)− (φ2 −
ε1
2
)
)
((φ3 − φ1 − ε1)− (φ3 − φ2 − ε1)) , (4.15)
then we have a decomposition of the zero factors into some basic fractions
− fσ1 + fσ2 + fσ3 − fσ4 (4.16)
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where
σ1 =
−p1
−p2
p3p2−p2
, σ2 =
−p1
−p2
p1
p3
−p2
, σ3 = −p1
−p2
p3p2
−p1
, σ4 =
−p1
−p2
p1
p3
−p1
.(4.17)
Using the distinction rule, we have
Aσ1,η = Aσ4,η = 6, Aσ2,η = Aσ3,η = 3. (4.18)
Thus we get the sum of the JK-residues over the orbit [φ∗]∑
ψ∗∈[φ∗]
JK-Resη,ψ∗Z
Sp(0)
6 =
c
2
(−6 + 3 + 3− 6)
=
(2ε1 + ε2)(3ε1 + ε2)
9216ε61(ε1 − ε2)
3(2ε1 − ε2)2(3ε1 − ε2)ε22
. (4.19)

Remark. In general, the calculation becomes easier if one considers a pole φ∗ ∈ Cn where
the integrand has no terms below the degree −n at φ∗, because one needs only the zeroth
term of the Taylor series of the nonzero factors.
We can do similar calculations for other Weyl orbits. We give a list of the explicit
residues for k ≤ 8 in the appendix A. Finally, we observed the following property:
Observation.
Z
Sp(0)
k,η =
(−1)k
2kk!εk1ε
k
2
(4.20)
at least for k ≤ 8. 
This observation seems to be generalized for any k and looks to be an analogue of the
combinational formula Z
U(1)
k = (k!ε
k
1ε
k
2)
−1.
5 Discussions
In this paper, we have made an algorithm to calculate the BCD-type Nekrasov parti-
tion functions more easily and then observed (4.20) for the Sp(0) case for small instanton
numbers. One can determine the residue of a Weyl orbit of poles, or a diagram without
considering awkward cancellations of iterated residues, but with the distinction rule we have
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proposed. We hope that this algorithm will help readers to calculate some multi-contour
integrals.
However, we have calculated residues mainly by substituting positions of poles for the
nonzero factors in the integrand. We have calculated the JK-residues of 106 Weyl orbits for
the Sp(0) 8-instanton correction and found that the 104 orbits contributes to the correction.
For larger instanton numbers, one should encounter more orbits. Then it is desirable to
express them only by some manipulations of box diagrams, like the formula with Young
diagrams for the U(N) case. Also, we have observed the two nontrivial orbits (A.155)
and (A.217) whose joint residues vanish. We do not confirm the set of all the orbits with
nonzero joint residues. One way to tackle with this problem is to construct a recursion
relation among the fixed points, or to understand how the residues changes when one adds
boxes to the poles. In this regard, our distinction rule may play a role to calculate the
ratio of two Aσ,η through a graphical consideration. However, the relation is not clear
because one sometimes needs to differentiate the nonzero part of the integrand at a pole
to evaluate its JK-residue. For example, we did such a differentiation when we evaluated
(A.129). This differentiation makes it difficult to rephrase the recursion relation in terms
of box manipulations.
This simple form of the sum for the U(1) Nekrasov partition function can be understood
from the perspective of Hilbert schemes of points on C2 [4, 5]. Roughly, this property is
described as ∫
C2k/Sk
1 =
1
k!εk1ε
k
2
. (5.1)
Moreover, the residue formula for the U(1) case can be expressed as the combinational
formula of Jack polynomials. Maybe there are a similar background behinds the Sp(0)
case. Are there an analog Xk which gives∫
Xk
1 =
(−1)k
2kk!εk1ε
k
2
(5.2)
and corresponding orthogonal polynomials? If one can show it explicitly, then it will enable
ones to explore how outer automorphisms of Lie algebras act on instantons with different
gauge groups, which may lead to deeper understandings of gauge theories with exceptional
gauge groups because any exceptional Lie algebras relate to some classical Lie algebras
through such automorphisms.
Physically, the U(N) Nekrasov partition function can be realized from an D0-D4 sys-
tem. Similarly, an D0-O4 system shall realize the Sp(0) situation. It may be interesting to
understand the Z
Sp(0)
k from the string theory. Moreover, the AGT correspondence suggests
that some symmetries arising from 2d CFT act on poles of the Nekrasov partition func-
tions. One may construct the AGT proof for BCD cases through understanding their pole
distributions.
23
Acknowledgements
The author thanks Yutaka Matsuo, Kantaro Ohmori and Futoshi Okazawa for many helpful
discussions. SN is also grateful to Yuji Tachikawa for guiding SN to the notion of the Jeffrey-
Kirwan residue as well as for helpful discussions.
A A list of the Jeffrey-Kirwan residues of the Sp(0)
Nekrasov partition function
Here we give a list of all the JK-residues of the Sp(0) Nekrasov partition functions Z
Sp(0)
k
with instanton number k ≤ 8. We denote the sum of JK-residues over a Weyl orbit [φ∗] by
Z
Sp(0)
k ([φ∗]). We denote two boxes by , and there boxes by ×. We omit the poles whose
residues vanishes trivially. From the list, one can get Z
Sp(0)
k =
(−1)k
2kk!εk1ε
k
2
for k ≤ 8.
A.1 k = 0, 1, 2, 3
Z
Sp(0)
0 (·) = 1 (A.1)
Z
Sp(0)
1 ( ) = −
1
2ε1ε2
(A.2)
Z
Sp(0)
2 ( ) = −
1
8ε21ε2(ε1 − ε2)
(A.3)
Z
Sp(0)
2
( )
= −
1
8ε1ε
2
2(ε1 − ε2)
(A.4)
Z
Sp(0)
3 ( ) = −
1
24ε31ε2(ε1 − ε2)(2ε1 − ε2)
(A.5)
Z
Sp(0)
3
( )
= −
1
24ε1ε
3
2(ε1 − ε2)(ε1 − 2ε2)
(A.6)
Z
Sp(0)
3 ( , ) =
3ε1 + 2ε2
48ε31ε
2
2(ε1 − ε2)(ε1 − 2ε2)
(A.7)
Z
Sp(0)
3
(
,
)
=
2ε1 + 3ε2
48ε21ε
3
2(ε1 − ε2)(2ε1 − ε2)
(A.8)
A.2 k = 4
Z
Sp(0)
4
( )
=
1
128ε1(ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)ε42
(A.9)
Z
Sp(0)
4
( )
=
2ε1 + ε2
64ε21(ε1 − 2ε2)(ε1 − ε2)
2(2ε1 − ε2)(3ε1 − ε2)ε22
(A.10)
Z
Sp(0)
4
(
,
)
= −
3(ε1 + ε2)
2
64ε31(ε1 − 3ε2)(ε1 − ε2)
2(3ε1 − ε2)ε32
(A.11)
24
Z
Sp(0)
4
( )
=
−ε1 − 2ε2
64ε21(ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
2(2ε1 − ε2)ε22
(A.12)
Z
Sp(0)
4
( )
=
1
32ε21(ε1 − 2ε2)(ε1 − ε2)
2(2ε1 − ε2)ε22
(A.13)
Z
Sp(0)
4
( )
=
−ε1 − 2ε2
192ε21(ε1 − 2ε2)(ε1 − ε2)
2ε42
(A.14)
Z
Sp(0)
4 ( ) = −
1
128ε41(ε1 − ε2)(2ε1 − ε2)(3ε1 − ε2)ε2
(A.15)
Z
Sp(0)
4 ( ) =
2ε1 + ε2
192ε41(ε1 − ε2)
2(2ε1 − ε2)ε22
(A.16)
A.3 k = 5
Z
Sp(0)
5 ( ) = −
1
640ε51(ε1 − ε2)(2ε1 − ε2)(3ε1 − ε2)(4ε1 − ε2)ε2
(A.17)
Z
Sp(0)
5 ( , ) =
3(5ε1 + 2ε2)
1280ε51(3ε1 − 2ε2)(ε1 − ε2)(2ε1 − ε2)(3ε1 − ε2)ε
2
2
(A.18)
Z
Sp(0)
5 ( , ) =
(3ε1 + 2ε2)(5ε1 + 2ε2)
960ε51(ε1 − 2ε2)(3ε1 − 2ε2)(ε1 − ε2)
2(2ε1 − ε2)ε22
(A.19)
Z
Sp(0)
5
( )
=
ε1 + 2ε2
64ε31(2ε1 − 3ε2)(ε1 − 2ε2)(3ε1 − 2ε2)(ε1 − ε2)
2(2ε1 − ε2)(3ε1 − ε2)ε2
(A.20)
Z
Sp(0)
5
(
,
)
= −
(2ε1 + ε2)(4ε1 + 3ε2)
192ε41(2ε1 − 3ε2)(ε1 − ε2)
2(2ε1 − ε2)(4ε1 − ε2)ε32
(A.21)
Z
Sp(0)
5
(
,
)
=
(3ε1 + 2ε2)(ε1 + 4ε2)
128ε31(ε1 − 4ε2)(ε1 − 3ε2)(3ε1 − 2ε2)(ε1 − ε2)
2(2ε1 − ε2)ε32
(A.22)
Z
Sp(0)
5
(
,
)
=
(ε1 + 2ε2)(3ε1 + 4ε2)
192ε31(ε1 − 4ε2)(ε1 − 2ε2)(3ε1 − 2ε2)(ε1 − ε2)
2ε42
(A.23)
Z
Sp(0)
5
(
, ,
)
= −
(ε1 + ε2)
2(3ε1 + 2ε2)(2ε1 + 3ε2)
384ε41(ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
2(2ε1 − ε2)(3ε1 − ε2)ε42
(A.24)
Z
Sp(0)
5
( )
= −
2ε1 + ε2
64ε1(ε1 − 3ε2)(2ε1 − 3ε2)(ε1 − 2ε2)(3ε1 − 2ε2)(ε1 − ε2)2(2ε1 − ε2)ε32
(A.25)
Z
Sp(0)
5
(
,
)
= −
3(ε1 + ε2)
2
64ε31(ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
2(2ε1 − ε2)(3ε1 − ε2)ε32
(A.26)
Z
Sp(0)
5
(
,
)
=
(4ε1 + ε2)(2ε1 + 3ε2)
128ε31(2ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
2(3ε1 − ε2)(4ε1 − ε2)ε32
(A.27)
Z
Sp(0)
5
( )
= −
1
640ε1(ε1 − 4ε2)(ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)ε52
(A.28)
25
Z
Sp(0)
5
(
,
)
=
3(2ε1 + 5ε2)
1280ε21(ε1 − 3ε2)(2ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)ε
5
2
(A.29)
Z
Sp(0)
5
(
,
)
= −
(2ε1 + 3ε2)(2ε1 + 5ε2)
960ε21(2ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
2(2ε1 − ε2)ε52
(A.30)
A.4 k = 6
Z
Sp(0)
6
  = 1
4608ε1(ε1 − 5ε2)(ε1 − 4ε2)(ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)ε62
(A.31)
Z
Sp(0)
6
( )
=
(ε1 + 2ε2)(ε1 + 3ε2)
9216ε21(ε1 − 3ε2)(ε1 − 2ε2)
2(ε1 − ε2)3ε62
(A.32)
Z
Sp(0)
6
( )
=
5(2ε1 + ε2)
6912ε1(ε1 − 4ε2)(ε1 − 3ε2)(2ε1 − 3ε2)(ε1 − 2ε2)2(ε1 − ε2)3ε42
(A.33)
Z
Sp(0)
6
(
,
)
= −
(ε1 + 3ε2)(3ε1 + 5ε2)
3072ε31(ε1 − 5ε2)(ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
3ε52
(A.34)
Z
Sp(0)
6
( )
= −
(2ε1 + ε2)(ε1 + 2ε2)
768ε21(ε1 − 3ε2)(2ε1 − 3ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)3(2ε1 − ε2)2ε22
(A.35)
Z
Sp(0)
6
(
,
)
= −
(3ε1 + ε2)(ε1 + 2ε2)(ε1 + 5ε2)
512ε31(ε1 − 5ε2)(ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
3(2ε1 − ε2)(3ε1 − ε2)ε42
(A.36)
Z
Sp(0)
6
(
,
)
=
(ε1 + 2ε2)(3ε1 + 2ε2)(3ε1 + 4ε2)
768ε31(ε1 − 4ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)3(2ε1 − ε2)ε42
(A.37)
Z
Sp(0)
6
( )
=
11
2304ε31(ε1 − 2ε2)(ε1 − ε2)
3(2ε1 − ε2)2(3ε1 − ε2)ε22
(A.38)
Z
Sp(0)
6
(
,
)
=
(ε1 + 2ε2)(2ε1 + 3ε2)
2(2ε1 + 5ε2)
23040ε31(2ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
3(2ε1 − ε2)2ε62
(A.39)
Z
Sp(0)
6
( )
=
(2ε1 + ε2)
2(ε1 + 2ε2)
1536ε31(ε1 − 2ε2)
2(ε1 − ε2)3(2ε1 − ε2)2(3ε1 − ε2)ε42
(A.40)
Z
Sp(0)
6
( )
=
(2ε1 + ε2)(3ε1 + ε2)
768ε31(3ε1 − 2ε2)(ε1 − ε2)
3(2ε1 − ε2)2(3ε1 − ε2)(4ε1 − ε2)(5ε1 − ε2)ε22
(A.41)
Z
Sp(0)
6
(
,
)
= −
(2ε1 + ε2)(5ε1 + ε2)(ε1 + 3ε2)
512ε41(ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
3(2ε1 − ε2)(3ε1 − ε2)(5ε1 − ε2)ε32
(A.42)
Z
Sp(0)
6
(
,
)
= −
(3ε1 + ε2)(5ε1 + 3ε2)
3072ε51(ε1 − ε2)
3(2ε1 − ε2)(3ε1 − ε2)(5ε1 − ε2)ε32
(A.43)
Z
Sp(0)
6
(
,
)
= −
(2ε1 + ε2)
2(2ε1 + 3ε2)(4ε1 + 3ε2)
4608ε51(2ε1 − 3ε2)(ε1 − ε2)
3(2ε1 − ε2)2(4ε1 − ε2)ε42
(A.44)
26
Z
Sp(0)
6
( )
= −
(ε1 + 2ε2)(ε1 + 3ε2)
768ε21(ε1 − 5ε2)(ε1 − 4ε2)(ε1 − 3ε2)(2ε1 − 3ε2)(ε1 − 2ε2)
2(ε1 − ε2)3ε32
(A.45)
Z
Sp(0)
6
( )
=
ε1 + 3ε2
144ε21(ε1 − 4ε2)(ε1 − 3ε2)(2ε1 − 3ε2)(ε1 − 2ε2)
2(ε1 − ε2)2(2ε1 − ε2)ε32
(A.46)
Z
Sp(0)
6
( )
= −
11
2304ε21(ε1 − 3ε2)(ε1 − 2ε2)
2(ε1 − ε2)3(2ε1 − ε2)ε32
(A.47)
Z
Sp(0)
6
( )
= −
ε1 + 3ε2
2880ε21(ε1 − 4ε2)(ε1 − 3ε2)(ε1 − 2ε2)
2(ε1 − ε2)ε62
(A.48)
Z
Sp(0)
6
( )
=
(2ε1 + ε2)(ε1 + 2ε2)
2
1536ε41(ε1 − 3ε2)(ε1 − 2ε2)
2(ε1 − ε2)3(2ε1 − ε2)2ε32
(A.49)
Z
Sp(0)
6
( )
= −
(2ε1 + ε2)(ε1 + 2ε2)
768ε21(2ε1 − 3ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)3(2ε1 − ε2)2(3ε1 − ε2)ε22
(A.50)
Z
Sp(0)
6
( )
=
5(ε1 + 2ε2)
6912ε41(3ε1 − 2ε2)(ε1 − ε2)
3(2ε1 − ε2)2(3ε1 − ε2)(4ε1 − ε2)ε2
(A.51)
Z
Sp(0)
6
( )
=
3ε1 + ε2
144ε31(ε1 − 2ε2)(3ε1 − 2ε2)(ε1 − ε2)
2(2ε1 − ε2)2(3ε1 − ε2)(4ε1 − ε2)ε22
(A.52)
Z
Sp(0)
6
(
,
)
=
(2ε1 + ε2)(2ε1 + 3ε2)(4ε1 + 3ε2)
768ε41(2ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
3(2ε1 − ε2)2(4ε1 − ε2)ε32
(A.53)
Z
Sp(0)
6
( )
=
(ε1 + ε2)
2
432ε41(ε1 − 2ε2)
2(ε1 − ε2)2(2ε1 − ε2)2ε42
(A.54)
Z
Sp(0)
6
( )
= −
(2ε1 + ε2)(ε1 + 2ε2)
96ε21(ε1 − 3ε2)(2ε1 − 3ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)(2ε1 − ε2)2ε42
(A.55)
Z
Sp(0)
6
(
,
)
=
(ε1 + 2ε2)
2(3ε1 + 2ε2)(3ε1 + 4ε2)
4608ε41(ε1 − 4ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)3ε52
(A.56)
Z
Sp(0)
6
( )
= −
(2ε1 + ε2)(ε1 + 2ε2)
96ε41(2ε1 − 3ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)(2ε1 − ε2)2(3ε1 − ε2)ε22
(A.57)
Z
Sp(0)
6 ( ) = −
1
4608ε61(ε1 − ε2)(2ε1 − ε2)(3ε1 − ε2)(4ε1 − ε2)(5ε1 − ε2)ε2
(A.58)
Z
Sp(0)
6 ( ) =
(2ε1 + ε2)(3ε1 + ε2)
9216ε61(ε1 − ε2)
3(2ε1 − ε2)2(3ε1 − ε2)ε22
(A.59)
Z
Sp(0)
6 ( , ) = −
(2ε1 + ε2)(3ε1 + 2ε2)
2(5ε1 + 2ε2)
23040ε61(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)3(2ε1 − ε2)ε32
(A.60)
Z
Sp(0)
6 ( ) =
3ε1 + ε2
2880ε61(ε1 − ε2)(2ε1 − ε2)
2(3ε1 − ε2)(4ε1 − ε2)ε22
(A.61)
27
A.5 k = 7
Z
Sp(0)
7
(
×
)
=
(ε1 + ε2)2(2ε1 + ε2)(ε1 + 2ε2)
6912ε51(ε1 − 2ε2)
2(ε1 − ε2)4ε52(ε2 − 2ε1)
2
(A.62)
Z
Sp(0)
7 ( ) = −
1
32256ε71(ε1 − ε2)(2ε1 − ε2)(3ε1 − ε2)(4ε1 − ε2)(5ε1 − ε2)(6ε1 − ε2)ε2
(A.63)
Z
Sp(0)
7 ( , ) =
5(7ε1 + 2ε2)
64512ε71(5ε1 − 2ε2)(ε1 − ε2)(2ε1 − ε2)(3ε1 − ε2)(4ε1 − ε2)(5ε1 − ε2)ε
2
2
(A.64)
Z
Sp(0)
7 ( , ) =
3(5ε1 + 2ε2)(7ε1 + 2ε2)
35840ε71(3ε1 − 2ε2)(5ε1 − 2ε2)(ε1 − ε2)
2(2ε1 − ε2)(3ε1 − ε2)(4ε1 − ε2)ε22
(A.65)
Z
Sp(0)
7
( )
=
5(ε1 + 2ε2)
4608ε51(4ε1 − 3ε2)(3ε1 − 2ε2)(5ε1 − 2ε2)(ε1 − ε2)(3ε1 − ε2)(4ε1 − ε2)(5ε1 − ε2)ε2(ε2 − 2ε1)
2
(A.66)
Z
Sp(0)
7
(
,
)
= −
3(2ε1 + ε2)(4ε1 + ε2)
5120ε61(4ε1 − 3ε2)(ε1 − ε2)
2(2ε1 − ε2)(3ε1 − ε2)(4ε1 − ε2)(6ε1 − ε2)ε32
(A.67)
Z
Sp(0)
7 ( , ) =
(3ε1 + 2ε2)(5ε1 + 2ε2)(7ε1 + 2ε2)
21504ε71(ε1 − 2ε2)(3ε1 − 2ε2)(5ε1 − 2ε2)(ε1 − ε2)
2(3ε1 − ε2)ε22(ε2 − 2ε1)
2
(A.68)
Z
Sp(0)
7 ( , ) = −
(2ε1 + ε2)(3ε1 + ε2)(3ε1 + 2ε2)(5ε1 + 2ε2)
92160ε71(ε1 − 2ε2)(3ε1 − 2ε2)(ε1 − ε2)
3(3ε1 − ε2)ε32(ε2 − 2ε1)
2
(A.69)
Z
Sp(0)
7
(
,
)
= −
5(ε1 − 4ε2)(ε1 + 2ε2)(5ε1 + 2ε2)
13824ε51(3ε1 − 4ε2)(ε1 − 2ε2)(5ε1 − 2ε2)(ε1 − ε2)
3(3ε1 − ε2)(4ε1 − ε2)ε22(ε2 − 2ε1)
2
(A.70)
Z
Sp(0)
7
(
,
)
=
(3ε1 + 2ε2)(5ε1 + 4ε2)
3072ε51(3ε1 − 4ε2)(ε1 − 2ε2)(5ε1 − 2ε2)(ε1 − ε2)
2(2ε1 − ε2)(3ε1 − ε2)ε42
(A.71)
Z
Sp(0)
7
(
, ,
)
= −
(3ε1 + ε2)(5ε1 + 2ε2)(2ε1 + 3ε2)(5ε1 + 3ε2)
30720ε61(3ε1 − 2ε2)(ε1 − ε2)
3(3ε1 − ε2)(5ε1 − ε2)ε42(ε2 − 2ε1)
2
(A.72)
Z
Sp(0)
7
(
,
)
=
(ε1 + 2ε2)2(5ε1 + 2ε2)(3ε1 + 4ε2)
1536ε51(3ε1 − 4ε2)(ε1 − 3ε2)(ε1 − 2ε2)
2(5ε1 − 2ε2)(ε1 − ε2)3ε32(ε2 − 2ε1)
2
(A.73)
Z
Sp(0)
7
(
,
)
= −
(3ε1 + 2ε2)(5ε1 + 2ε2)(ε1 + 4ε2)
512ε51(3ε1 − 4ε2)(2ε1 − 3ε2)(ε1 − 2ε2)(3ε1 − 2ε2)(5ε1 − 2ε2)(ε1 − ε2)
3(2ε1 − ε2)(3ε1 − ε2)ε22
(A.74)
Z
Sp(0)
7
(
, ,
)
=
(ε1 + ε2)2(2ε1 + ε2)(3ε1 + 2ε2)(5ε1 + 2ε2)(4ε1 + 3ε2)
2560ε61(ε1 − 3ε2)(2ε1 − 3ε2)(ε1 − 2ε2)(3ε1 − 2ε2)(ε1 − ε2)
3(2ε1 − ε2)(3ε1 − ε2)(4ε1 − ε2)ε42
(A.75)
Z
Sp(0)
7
  = − (ε1 + 2ε2)(ε1 + 3ε2)
768ε31(2ε1 − 5ε2)(3ε1 − 4ε2)(ε1 − 3ε2)(2ε1 − 3ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)4(2ε1 − ε2)ε2
(A.76)
Z
Sp(0)
7
( )
=
(2ε1 + ε2)(ε1 + 2ε2)
1152ε31(4ε1 − 3ε2)(ε1 − 2ε2)(3ε1 − 2ε2)(5ε1 − 2ε2)(ε1 − ε2)
4(3ε1 − ε2)(4ε1 − ε2)ε2(ε2 − 2ε1)2
(A.77)
Z
Sp(0)
7 ( , , ) = −
(ε1 + ε2)2
128ε31(ε1 − 3ε2)(2ε1 − 3ε2)(ε1 − 2ε2)(3ε1 − 2ε2)(ε1 − ε2)
4(2ε1 − ε2)(3ε1 − ε2)ε32
(A.78)
Z
Sp(0)
7
(
,
)
=
5(4ε1 + ε2)(ε1 + 2ε2)(4ε1 + 3ε2)
512ε41(2ε1 − 5ε2)(2ε1 − 3ε2)(4ε1 − 3ε2)(ε1 − 2ε2)(3ε1 − 2ε2)(ε1 − ε2)
3(3ε1 − ε2)(4ε1 − ε2)ε32
(A.79)
Z
Sp(0)
7
(
,
)
= −
(ε1 + ε2)2(3ε1 + ε2)(5ε1 + 3ε2)
768ε51(ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
4(3ε1 − ε2)(5ε1 − ε2)ε32(ε2 − 2ε1)
2
(A.80)
Z
Sp(0)
7
(
,
)
=
(2ε1 + ε2)(6ε1 + ε2)(2ε1 + 3ε2)(4ε1 + 3ε2)
1536ε51(2ε1 − 3ε2)(4ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
3(3ε1 − ε2)(6ε1 − ε2)ε32(ε2 − 2ε1)
2
(A.81)
Z
Sp(0)
7
(
,
)
= −
(2ε1 + 3ε2)(4ε1 + 5ε2)
3072ε41(2ε1 − 5ε2)(ε1 − 3ε2)(4ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
2(2ε1 − ε2)ε52
(A.82)
28
Z
Sp(0)
7
(
,
)
= −
(2ε1 + ε2)(ε1 + 2ε2)(3ε1 + 2ε2)2(ε1 + 4ε2)
9216ε51(ε1 − 4ε2)(ε1 − 3ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)3ε42(ε2 − 2ε1)
2
(A.83)
Z
Sp(0)
7
 ,
 = (3ε1 + 2ε2)(ε1 + 3ε2)(ε1 + 6ε2)
1536ε31(ε1 − 6ε2)(ε1 − 5ε2)(3ε1 − 4ε2)(ε1 − 3ε2)(2ε1 − 3ε2)(ε1 − 2ε2)
2(ε1 − ε2)3ε42
(A.84)
Z
Sp(0)
7
(
,
)
=
11(ε1 + 2ε2)(3ε1 + 4ε2)
4608ε31(ε1 − 4ε2)(ε1 − 3ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)3(2ε1 − ε2)ε42
(A.85)
Z
Sp(0)
7
(
,
)
=
5(2ε1 + ε2)(3ε1 + 2ε2)(ε1 + 4ε2)
4608ε31(3ε1 − 4ε2)(2ε1 − 3ε2)(ε1 − 2ε2)
2(5ε1 − 2ε2)(ε1 − ε2)3(3ε1 − ε2)ε32(ε2 − 2ε1)
2
(A.86)
Z
Sp(0)
7
(
,
)
=
(ε1 + 2ε2)(3ε1 + 2ε2)(3ε1 + 4ε2)(ε1 + 6ε2)
1536ε31(ε1 − 6ε2)(3ε1 − 4ε2)(ε1 − 3ε2)(ε1 − 2ε2)
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5(2ε1 − ε2)2(3ε1 − ε2)2(4ε1 − ε2)ε
2
2
(A.156)
Z
Sp(0)
8
(
,
)
=
(ε1 + ε2)
2(2ε1 + ε2)(3ε1 + ε2)
2(5ε1 + 3ε2)
73728ε71(ε1 − 3ε2)(ε1 − ε2)
5(2ε1 − ε2)2(3ε1 − ε2)2(5ε1 − ε2)ε
4
2
(A.157)
Z
Sp(0)
8



 = − 7(ε1 + 2ε2)(ε1 + 3ε2)
73728ε41(3ε1 − 5ε2)(3ε1 − 4ε2)(2ε1 − 3ε2)(4ε1 − 3ε2)(3ε1 − 2ε2)(ε1 − ε2)
5(2ε1 − ε2)2(3ε1 − ε2)ε2
(A.158)
Z
Sp(0)
8
( )
= −
(ε1 + ε2)
2(ε1 + 2ε2)
1536ε41(2ε1 − 3ε2)(ε1 − 2ε2)(3ε1 − 2ε2)
2(ε1 − ε2)5(2ε1 − ε2)2(3ε1 − ε2)(4ε1 − ε2)ε
2
2
(A.159)
Z
Sp(0)
8
( )
=
35(2ε1 + ε2)(ε1 + 2ε2)
36864ε41(4ε1 − 3ε2)(5ε1 − 3ε2)(3ε1 − 2ε2)
2(5ε1 − 2ε2)(ε1 − ε2)2(2ε1 − ε2)2(3ε1 − ε2)2(4ε1 − ε2)(5ε1 − ε2)ε2
(A.160)
Z
Sp(0)
8
(
,
)
=
5(ε1 − 5ε2)(5ε1 + ε2)(ε1 + 2ε2)(5ε1 + 3ε2)
55296ε51(3ε1 − 5ε2)(5ε1 − 3ε2)(3ε1 − 2ε2)(ε1 − ε2)
5(2ε1 − ε2)2(4ε1 − ε2)(5ε1 − ε2)ε
3
2
(A.161)
Z
Sp(0)
8
(
,
)
= −
3(2ε1 + ε2)
2(4ε1 + ε2)(4ε1 + 3ε2)
4096ε61(2ε1 − 3ε2)(4ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
3(2ε1 − ε2)2(3ε1 − ε2)(4ε1 − ε2)(6ε1 − ε2)ε
3
2
(A.162)
Z
Sp(0)
8
(
,
)
= −
(ε1 + ε2)
2(2ε1 + ε2)(7ε1 + ε2)(5ε1 + 3ε2)
8192ε61(5ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
5(2ε1 − ε2)2(3ε1 − ε2)2(7ε1 − ε2)ε
3
2
(A.163)
Z
Sp(0)
8
(
,
)
= −
15(ε1 + ε2)
2
16384ε51(3ε1 − 5ε2)(ε1 − 3ε2)(5ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
2(2ε1 − ε2)(3ε1 − ε2)ε
5
2
(A.164)
Z
Sp(0)
8



 = (2ε1 + ε2)(ε1 + 2ε2)(ε1 + 3ε2)2
12288ε41(ε1 − 5ε2)(ε1 − 4ε2)(ε1 − 3ε2)
2(2ε1 − 3ε2)(ε1 − 2ε2)2(ε1 − ε2)5ε
4
2
(A.165)
Z
Sp(0)
8
( )
= −
(ε1 + ε2)
2(ε1 + 2ε2)
4608ε41(ε1 − 3ε2)(ε1 − 2ε2)
3(ε1 − ε2)5(2ε1 − ε2)2ε
4
2
(A.166)
Z
Sp(0)
8
( )
=
(2ε1 + ε2)
2(ε1 + 2ε2)
2
4096ε41(2ε1 − 3ε2)(ε1 − 2ε2)
3(3ε1 − 2ε2)(ε1 − ε2)4(2ε1 − ε2)2(3ε1 − ε2)2ε
3
2
(A.167)
Z
Sp(0)
8
(
,
)
=
(ε1 + ε2)
2(2ε1 + ε2)(3ε1 + ε2)(ε1 + 2ε2)
2(ε1 + 5ε2)
4096ε51(ε1 − 5ε2)(ε1 − 3ε2)
2(ε1 − 2ε2)2(ε1 − ε2)4(2ε1 − ε2)2(3ε1 − ε2)2ε
5
2
(A.168)
Z
Sp(0)
8



 = −
5(ε1 + 2ε2)(ε1 + 3ε2)(ε1 + 4ε2)
24576ε21(ε1 − 7ε2)(ε1 − 6ε2)(ε1 − 5ε2)(2ε1 − 5ε2)(ε1 − 4ε2)(ε1 − 3ε2)
2(2ε1 − 3ε2)(ε1 − 2ε2)3(ε1 − ε2)2ε
4
2
(A.169)
Z
Sp(0)
8



 = − 5(3ε1 − ε2)(2ε1 + ε2)(ε1 + 2ε2)(ε1 + 3ε2)
73728ε21(2ε1 − 5ε2)(3ε1 − 5ε2)(ε1 − 4ε2)(3ε1 − 4ε2)(ε1 − 3ε2)
2(2ε1 − 3ε2)(ε1 − 2ε2)2(ε1 − ε2)5(2ε1 − ε2)ε
3
2
(A.170)
Z
Sp(0)
8



 = − 17(ε1 + 4ε2)
12288ε21(ε1 − 5ε2)(ε1 − 4ε2)(ε1 − 3ε2)
2(2ε1 − 3ε2)(ε1 − 2ε2)3(ε1 − ε2)2(2ε1 − ε2)ε
4
2
(A.171)
Z
Sp(0)
8

 ,

 = − (3ε1 + ε2)(ε1 + 2ε2)(ε1 + 5ε2)(ε1 + 7ε2)
6144ε31(ε1 − 7ε2)(ε1 − 5ε2)(3ε1 − 5ε2)(ε1 − 4ε2)(2ε1 − 3ε2)(ε1 − 2ε2)
2(ε1 − ε2)5ε
5
2
(A.172)
Z
Sp(0)
8



 = (ε1 − 4ε2)(2ε1 + ε2)(ε1 + 2ε2)2
8192ε21(3ε1 − 5ε2)(3ε1 − 4ε2)(ε1 − 3ε2)(2ε1 − 3ε2)(4ε1 − 3ε2)(ε1 − 2ε2)
3(3ε1 − 2ε2)2(ε1 − ε2)4(2ε1 − ε2)2ε
2
2
(A.173)
Z
Sp(0)
8
(
,
)
=
(2ε1 + ε2)(ε1 + 3ε2)(4ε1 + 3ε2)(2ε1 + 5ε2)
1152ε41(2ε1 − 5ε2)(ε1 − 4ε2)(ε1 − 3ε2)(2ε1 − 3ε2)(4ε1 − 3ε2)(ε1 − 2ε2)
2(ε1 − ε2)3(2ε1 − ε2)2ε
4
2
(A.174)
Z
Sp(0)
8
(
,
)
=
(2ε1 + ε2)(5ε1 + ε2)(ε1 + 2ε2)(ε1 + 5ε2)
2048ε41(3ε1 − 5ε2)(ε1 − 3ε2)(2ε1 − 3ε2)(5ε1 − 3ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)4(2ε1 − ε2)2ε
3
2
(A.175)
Z
Sp(0)
8
(
,
)
= −
5(5ε1 − ε2)(2ε1 + ε2)(ε1 + 5ε2)(3ε1 + 5ε2)
55396ε31(ε1 − 5ε2)(3ε1 − 5ε2)(ε1 − 4ε2)(2ε1 − 3ε2)(5ε1 − 3ε2)(ε1 − 2ε2)
2(ε1 − ε2)5ε
5
2
(A.176)
32
Z
Sp(0)
8
( )
= −
5(3ε1 + ε2)
6144ε21(ε1 − 3ε2)(2ε1 − 3ε2)(ε1 − 2ε2)(3ε1 − 2ε2)(ε1 − ε2)
5(2ε1 − ε2)2(3ε1 − ε2)ε
3
2
(A.177)
Z
Sp(0)
8
(
,
)
= −
11(ε1 + ε2)
2(ε1 + 3ε2)(3ε1 + 5ε2)
18432ε31(ε1 − 5ε2)(ε1 − 3ε2)
2(ε1 − 2ε2)2(ε1 − ε2)5(2ε1 − ε2)(3ε1 − ε2)ε
5
2
(A.178)
Z
Sp(0)
8
( )
= −
(2ε1 + ε2)(3ε1 + ε2)(ε1 + 2ε2)
6144ε21(4ε1 − 3ε2)(5ε1 − 3ε2)(ε1 − 2ε2)(3ε1 − 2ε2)(5ε1 − 2ε2)(ε1 − ε2)
5(2ε1 − ε2)2(3ε1 − ε2)2(4ε1 − ε2)ε
2
2
(A.179)
Z
Sp(0)
8
(
,
)
= −
(2ε1 + ε2)(5ε1 + ε2)(ε1 + 2ε2)(ε1 + 5ε2)
2048ε31(3ε1 − 5ε2)(2ε1 − 3ε2)(5ε1 − 3ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)4(2ε1 − ε2)2(3ε1 − ε2)ε
4
2
(A.180)
Z
Sp(0)
8
(
,
)
= −
(4ε1 + ε2)(ε1 + 2ε2)(2ε1 + 3ε2)(4ε1 + 3ε2)(2ε1 + 5ε2)
2048ε41(2ε1 − 5ε2)(ε1 − 3ε2)(2ε1 − 3ε2)(4ε1 − 3ε2)(ε1 − 2ε2)
2(ε1 − ε2)4(2ε1 − ε2)2(4ε1 − ε2)ε
4
2
(A.181)
Z
Sp(0)
8
(
,
)
= −
9(ε1 + ε2)
2(2ε1 + ε2)(5ε1 + ε2)(ε1 + 2ε2)(ε1 + 5ε2)
4096ε41(3ε1 − 5ε2)(ε1 − 3ε2)
2(5ε1 − 3ε2)(ε1 − 2ε2)2(ε1 − ε2)4(2ε1 − ε2)2(3ε1 − ε2)2ε
4
2
(A.182)
Z
Sp(0)
8
(
,
)
= −
(ε1 + ε2)
2(ε1 + 2ε2)(3ε1 + 5ε2)(ε1 + 7ε2)
8192ε31(ε1 − 7ε2)(3ε1 − 5ε2)(ε1 − 3ε2)
2(ε1 − 2ε2)2(ε1 − ε2)5(2ε1 − ε2)ε
6
2
(A.183)
Z
Sp(0)
8
(
,
)
= −
11(ε1 + ε2)
2(3ε1 + ε2)(5ε1 + 3ε2)
18432ε51(ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)
5(2ε1 − ε2)2(3ε1 − ε2)2(5ε1 − ε2)ε
3
2
(A.184)
Z
Sp(0)
8
(
,
)
=
(3ε1 + ε2)(6ε1 + ε2)(2ε1 + 3ε2)(4ε1 + 3ε2)
1152ε51(2ε1 − 3ε2)(4ε1 − 3ε2)(ε1 − 2ε2)(3ε1 − 2ε2)(ε1 − ε2)
3(2ε1 − ε2)2(3ε1 − ε2)(4ε1 − ε2)(6ε1 − ε2)ε
3
2
(A.185)
Z
Sp(0)
8
(
, ,
)
=
(ε1 + ε2)
2(2ε1 + ε2)(ε1 + 2ε2)(3ε1 + 2ε2)(2ε1 + 3ε2)(4ε1 + 3ε2)(3ε1 + 4ε2)
6144ε51(ε1 − 4ε2)(ε1 − 3ε2)(2ε1 − 3ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)4(2ε1 − ε2)2(3ε1 − ε2)(4ε1 − ε2)ε
5
2
(A.186)
Z
Sp(0)
8
(
,
)
= −
(2ε1 + ε2)(5ε1 + ε2)(7ε1 + ε2)(ε1 + 3ε2)
6144ε51(5ε1 − 3ε2)(3ε1 − 2ε2)(ε1 − ε2)
5(2ε1 − ε2)2(4ε1 − ε2)(5ε1 − ε2)(7ε1 − ε2)ε
3
2
(A.187)
Z
Sp(0)
8
(
,
)
= −
(ε1 + ε2)
2(2ε1 + ε2)
2(5ε1 + ε2)(ε1 + 2ε2)(ε1 + 3ε2)
4096ε51(ε1 − 3ε2)
2(ε1 − 2ε2)2(ε1 − ε2)4(2ε1 − ε2)2(3ε1 − ε2)2(5ε1 − ε2)ε
5
2
(A.188)
Z
Sp(0)
8

 ,

 = − (ε1 + 5ε2)(3ε1 + 7ε2)36864ε31(ε1 − 7ε2)(ε1 − 5ε2)(3ε1 − 5ε2)(ε1 − 4ε2)(ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)2ε72 (A.189)
Z
Sp(0)
8
(
,
)
= −
(ε1 + ε2)
2(ε1 + 2ε2)(ε1 + 3ε2)
2(3ε1 + 5ε2)
73728ε41(ε1 − 5ε2)(ε1 − 3ε2)
2(ε1 − 2ε2)2(ε1 − ε2)5(3ε1 − ε2)ε
7
2
(A.190)
Z
Sp(0)
8



 = 3(ε1 + 3ε2)(ε1 + 4ε2)4096ε21(ε1 − 6ε2)(ε1 − 5ε2)(2ε1 − 5ε2)(ε1 − 4ε2)(ε1 − 3ε2)2(2ε1 − 3ε2)(ε1 − 2ε2)2(ε1 − ε2)3ε42 (A.191)
Z
Sp(0)
8



 = (2ε1 + ε2)(ε1 + 2ε2)(ε1 + 3ε2)6144ε21(2ε1 − 5ε2)(3ε1 − 5ε2)(ε1 − 4ε2)(3ε1 − 4ε2)(ε1 − 3ε2)2(2ε1 − 3ε2)(ε1 − 2ε2)2(ε1 − ε2)5(2ε1 − ε2)ε22
(A.192)
Z
Sp(0)
8



 = − 35(2ε1 + ε2)(ε1 + 2ε2)36864ε1(ε1 − 5ε2)(2ε1 − 5ε2)(3ε1 − 5ε2)(ε1 − 4ε2)(3ε1 − 4ε2)(ε1 − 3ε2)2(2ε1 − 3ε2)2(ε1 − 2ε2)2(ε1 − ε2)2ε42
(A.193)
Z
Sp(0)
8



 = 7(2ε1 + ε2)73728ε1(ε1 − 6ε2)(ε1 − 5ε2)(2ε1 − 5ε2)(3ε1 − 5ε2)(ε1 − 4ε2)(ε1 − 3ε2)2(ε1 − 2ε2)2(ε1 − ε2)ε62 (A.194)
Z
Sp(0)
8
( )
=
11
12288ε21(ε1 − 4ε2)(ε1 − 3ε2)
2(2ε1 − 3ε2)(ε1 − 2ε2)2(ε1 − ε2)3(2ε1 − ε2)ε
4
2
(A.195)
Z
Sp(0)
8
( )
=
(2ε1 + ε2)(ε1 + 3ε2)
2048ε21(3ε1 − 4ε2)(ε1 − 3ε2)
2(2ε1 − 3ε2)(4ε1 − 3ε2)(ε1 − 2ε2)2(3ε1 − 2ε2)(ε1 − ε2)5ε
3
2
(A.196)
Z
Sp(0)
8
( )
= −
(2ε1 + ε2)(ε1 + 2ε2)
2(ε1 + 3ε2)
2048ε31(ε1 − 4ε2)(ε1 − 3ε2)
2(2ε1 − 3ε2)(ε1 − 2ε2)2(ε1 − ε2)5(2ε1 − ε2)2ε
4
2
(A.197)
Z
Sp(0)
8
(
,
)
=
(3ε1 + 2ε2)(ε1 + 3ε2)(3ε1 + 4ε2)(ε1 + 6ε2)
1152ε31(ε1 − 6ε2)(ε1 − 4ε2)(3ε1 − 4ε2)(ε1 − 3ε2)(2ε1 − 3ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)3(2ε1 − ε2)ε
5
2
(A.198)
Z
Sp(0)
8
( )
= −
(4ε1 − ε2)(2ε1 + ε2)
2(ε1 + 2ε2)
8192ε21(3ε1 − 4ε2)(2ε1 − 3ε2)
2(4ε1 − 3ε2)(5ε1 − 3ε2)(ε1 − 2ε2)2(3ε1 − 2ε2)(ε1 − ε2)4(2ε1 − ε2)3(3ε1 − ε2)ε
2
2
(A.199)
33
Z
Sp(0)
8
( )
=
7(2ε1 + ε2)(3ε1 + ε2)
73728ε1(3ε1 − 4ε2)(ε1 − 3ε2)(2ε1 − 3ε2)(4ε1 − 3ε2)(5ε1 − 3ε2)(ε1 − 2ε2)2(3ε1 − 2ε2)(ε1 − ε2)5ε
4
2
(A.200)
Z
Sp(0)
8
( )
= −
5(ε1 + 3ε2)
9216ε31(ε1 − 3ε2)(2ε1 − 3ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)5(2ε1 − ε2)(3ε1 − ε2)ε
2
2
(A.201)
Z
Sp(0)
8
( )
=
(ε1 + ε2)
2(2ε1 + ε2)
1536ε21(ε1 − 4ε2)(ε1 − 3ε2)(2ε1 − 3ε2)
2(ε1 − 2ε2)2(3ε1 − 2ε2)(ε1 − ε2)5(2ε1 − ε2)ε
4
2
(A.202)
Z
Sp(0)
8
( )
= −
(2ε1 + ε2)
2(ε1 + 2ε2)
2
4096ε31(ε1 − 3ε2)
2(2ε1 − 3ε2)(ε1 − 2ε2)2(3ε1 − 2ε2)(ε1 − ε2)4(2ε1 − ε2)3ε
4
2
(A.203)
Z
Sp(0)
8
( )
=
5(2ε1 + ε2)(ε1 + 2ε2)(ε1 + 3ε2)
110592ε21(ε1 − 4ε2)(ε1 − 3ε2)
2(2ε1 − 3ε2)(ε1 − 2ε2)2(ε1 − ε2)5ε
6
2
(A.204)
Z
Sp(0)
8
( )
= −
(3ε1 + ε2)(ε1 + 2ε2)
2048ε31(3ε1 − 4ε2)(2ε1 − 3ε2)(4ε1 − 3ε2)(3ε1 − 2ε2)(ε1 − ε2)
5(2ε1 − ε2)2(3ε1 − ε2)2ε
2
2
(A.205)
Z
Sp(0)
8
( )
= −
5(ε1 − 3ε2)(2ε1 + ε2)(3ε1 + ε2)(ε1 + 2ε2)
73728ε31(4ε1 − 3ε2)(5ε1 − 3ε2)(ε1 − 2ε2)(3ε1 − 2ε2)(5ε1 − 2ε2)(ε1 − ε2)
5(2ε1 − ε2)2(3ε1 − ε2)2(4ε1 − ε2)ε
2
2
(A.206)
Z
Sp(0)
8
( )
=
11
12288ε41(ε1 − 2ε2)(3ε1 − 2ε2)(ε1 − ε2)
3(2ε1 − ε2)2(3ε1 − ε2)2(4ε1 − ε2)ε
2
2
(A.207)
Z
Sp(0)
8
( )
=
17(4ε1 + ε2)
12288ε41(ε1 − 2ε2)(3ε1 − 2ε2)(ε1 − ε2)
2(2ε1 − ε2)3(3ε1 − ε2)2(4ε1 − ε2)(5ε1 − ε2)ε
2
2
(A.208)
Z
Sp(0)
8
( )
=
(ε1 + ε2)
2(2ε1 + ε2)
4608ε41(ε1 − 2ε2)
2(ε1 − ε2)5(2ε1 − ε2)3(3ε1 − ε2)ε
4
2
(A.209)
Z
Sp(0)
8
( )
=
(2ε1 + ε2)
2(3ε1 + ε2)(ε1 + 2ε2)
2048ε41(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)5(2ε1 − ε2)2(3ε1 − ε2)2(4ε1 − ε2)ε
3
2
(A.210)
Z
Sp(0)
8
(
,
)
=
(2ε1 + ε2)(3ε1 + 2ε2)(5ε1 + 2ε2)(ε1 + 4ε2)(3ε1 + 4ε2)
2048ε41(ε1 − 4ε2)(3ε1 − 4ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(5ε1 − 2ε2)(ε1 − ε2)4(2ε1 − ε2)2(3ε1 − ε2)ε
4
2
(A.211)
Z
Sp(0)
8
( )
=
3(3ε1 + ε2)(4ε1 + ε2)
4096ε41(3ε1 − 2ε2)(5ε1 − 2ε2)(ε1 − ε2)
3(2ε1 − ε2)2(3ε1 − ε2)2(4ε1 − ε2)(5ε1 − ε2)(6ε1 − ε2)ε
2
2
(A.212)
Z
Sp(0)
8
(
,
)
=
(3ε1 + ε2)(ε1 + 2ε2)(5ε1 + 2ε2)(3ε1 + 4ε2)
1152ε41(3ε1 − 4ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(5ε1 − 2ε2)(ε1 − ε2)3(2ε1 − ε2)2(3ε1 − ε2)(4ε1 − ε2)ε
4
2
(A.213)
Z
Sp(0)
8
(
,
)
=
3(ε1 + 2ε2)
2(ε1 + 4ε2)(3ε1 + 4ε2)
4096ε31(ε1 − 6ε2)(ε1 − 4ε2)(3ε1 − 4ε2)(ε1 − 3ε2)(ε1 − 2ε2)
2(3ε1 − 2ε2)(ε1 − ε2)3(2ε1 − ε2)ε
6
2
(A.214)
Z
Sp(0)
8
( )
=
5(2ε1 + ε2)(3ε1 + ε2)(4ε1 + ε2)
24576ε41(3ε1 − 2ε2)(5ε1 − 2ε2)(ε1 − ε2)
2(2ε1 − ε2)3(3ε1 − ε2)2(4ε1 − ε2)(5ε1 − ε2)(6ε1 − ε2)(7ε1 − ε2)ε
2
2
(A.215)
Z
Sp(0)
8
( )
=
(2ε1 + ε2)(3ε1 + ε2)
2(ε1 + 2ε2)
12288ε41(3ε1 − 2ε2)(ε1 − ε2)
5(2ε1 − ε2)2(3ε1 − ε2)2(4ε1 − ε2)(5ε1 − ε2)ε
4
2
(A.216)
Z
Sp(0)
8
( )
= 0 (A.217)
Z
Sp(0)
8



 =
1
294912ε1(ε1 − 7ε2)(ε1 − 6ε2)(ε1 − 5ε2)(ε1 − 4ε2)(ε1 − 3ε2)(ε1 − 2ε2)(ε1 − ε2)ε
8
2
(A.218)
Z
Sp(0)
8



 = (ε1 + 3ε2)(ε1 + 4ε2)147456ε21(ε1 − 5ε2)(ε1 − 4ε2)(ε1 − 3ε2)2(ε1 − 2ε2)2(ε1 − ε2)2ε82 (A.219)
Note that the numerator in (A.129) is not factorized. The degree −(4 + 1) part appears in
its formal series around the pole (A.129) and then one should pick up the first degree of
the Taylor series of the nonzero factors.
B A Comment on the multiplicity factors
To see relations between the Aσ,η and the notion of the multiplicity factor in [20], we
rephrase the distinction rule as follows.
34
Proposition. Given a graph of the set {Q1, · · · , Qn} ⊂ Q˜BCD which is of the form (3.9),
the distinction rule for the graph is equivalent to the following condition; for any 1 ≤ i ≤ n,
there is a number j ≥ i and at least one of two vector ei± ej (ei for j = i) can be expressed
as a non-negative linear combinations of Q1, · · · , Qn. 
Proof. Firstly, we show that the latter condition is satisfied when the graph is η-oriented.
We use the notation in the section 3.
We first consider a vertex v ∈ V1 ⊔ V2. For the case (Qv, em(v)) = −1, the sum of the
lines in the path between v and the vertex w 6= v with m(w) = M(v), becomes a desired
vector for the number m(v).
For the other case (Qv, em(v)) = +1, we trace back to the ascendants of v. Let u be
the parent vertex of v. If m(v) < m(u), Qv is a vector that we want to have. If not,
u ∈ V2 ⊔ V3 ⊔ V4 ⊔ V5. Here we assume that u ∈ V2. Thanks to ±pu in (3.29), there is a
line Q 6= Qv that satisfies (Q + Qv, em(u)) = 0. Here we can choose such Q from Qu and
the vector QT , the line between u and its descendant tree T in (3.29). If we can choose
Q = QT , we see that there exists a vertex w in T , with m(w) = M(u) > m(v) and then
the sum of all the lines in the unique path between v and w becomes a desired vector for
the m(v). If we can not choose Q = QT , we choose Q = Qu and repeat the above process.
As a result, we can get a desired vector or a vector em(v) ± em(u) by a non-negative
combination of Q’s, where u = u(v) is the unique vertex satisfying u ∈ V3 ⊔ V4 ⊔ V5 and
v ∈ D(u). We focus on the latter vector. We may assume m(u) < m(v), or em(v) ± em(u) is
a desired vector.
If u ∈ V5, an appropriate path around the loop gives a vector em(v) + em(t) by a non-
negative combination of Q’s plus em(v) ± em(u), where t is the unique vertex in the V3 ⊔ V4.
Then we go down in the tree of the t to the vertex w with m(w) = n, and then we get a
desired vector em(v) + en. On the other hand, if u ∈ V3 ⊔ V4, the vector em(v) ± em(u) plus
the half of the sum of all the lines in the loop becomes a desired vector em(v). So we can
get a desired vector for each vertex v ∈ V1 ⊔ V2.
Next we consider vertices in the loop. If v ∈ V3 ⊔ V5, repeat the above discussion and
get a desired vector for the m(v). If v ∈ V4, the sum of all the lines in the path from v to
the vertex w with m(w) = n is a desired vector em(u1) + en.
As a result, we can get a desired vector for each 1 ≤ i ≤ n.
Conversely, we assume the latter condition. Take a vertex v that is not in the loop of
the graph. The rule (3.28) is trivial for the case v ∈ V1. For the other case v ∈ V2, an
application of the assumption to the vertex w ∈ D(v) with m(w) = M(v) leads the rule
(3.29).
Next, if v ∈ V3, we have to make en by a non-negative combination of the Qs. This
leads the rule (3.30). If V3 is empty, we apply the condition to the vertex w with m(w) = n,
and then we get the rules (3.31,3.32) for the case v ∈ V4 ⊔ V5. As a result, we derive the
distinction rule from the latter condition.
Thus, the two conditions are equivalent.
Now we interpret the distinction rule in the box language. We have the following
corollaries that judge whether a graph contains an η-oriented subgraph or not.
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Corollary. The graph for a pole φ∗ ∈ Cn contains an η-oriented subgraph if and only if,
for each box with number 1 ≤ i ≤ n in the box expression of φ∗, there is another box with
number j(> i) or character j′(j ≥ i) in its upper-left region in the lattice where the box
belongs. 
Corollary. The graph for a pole φ∗ ∈ Cn is η-oriented if and only if for each box with
number 1 ≤ i ≤ n in the box expression of φ∗, there is a box with number j(> i) or
character j′(j ≥ i) in its upper-left region in the lattice where the box belongs. 
The latter corollary provides an algorithm to determine the multiplicity factor that
appeared in [20].
Example. Consider a Weyl orbit whose diagram is of the form . The corresponding
graph to the diagram is . For the box 1 , at least one of the three boxes 1′ ,
2 and 2′ is in the left of 1 . Also, 2′ must lie in the left of 2 . So just the three poles
2′ 1′ 1 2 , 2′ 1 1′ 2 and 1′ 2′ 2 1 give η-oriented graphs.
Similarly, for the diagram , we have just one pole
2′ 1
1′ 2
whose graph is η-oriented.
As a result, we have the multiplicity factors A ,η = 3 and A ,η = 1. 
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