Abstract-The documentation of cultural heritage has long been a useful guide for conservators and restorers. Following the latest advances in HW & SW technologies, the conservation science is keeping up the pace via the incorporation of state-ofthe-art digitized analysis to facilitate its modern challenges. In this direction, the current paper proposes a complete pipeline for augmenting the work of conservators by enhancing their intuition and the non-destructive requirements of it. In particular, the current study presents an end-to-end workflow that starts with the digitization of the shape of a mid-sized cultural object and simulates the degradation on its surface based on pre-trained material-specific aging models. The proposed system comprises a digitization interface that utilizes a low-cost RGB-D sensor registered with a rotary stage for the extraction of the global 3D textured model and a particle-based aging approach for the spatio-temporal simulation of the changes in both the appearance and structure. The simulation is controlled via both environmental (a.k.a. weathering phenomena) and material specific parameters. An original metallic sculpture has been used as a case study and the qualitative results presented in each intermediate processing step, demonstrate the overall functionality and the promising potential of the suggested approach.
I. INTRODUCTION
Conservation of cultural heritage (CH) assets has traditionally been an interdisciplinary domain closely related to material science, biology and archaeology. While its primary goal is the conservation and restoration of deteriorating artifacts and monuments it also serves their documentation and archiving. Over the last decades efforts in this domain have been significantly fostered by advances in computer vision and graphics. For instance, with the advent of range imaging sensors there has been a substantial amount of work that uses computer vision techniques for 3D reconstruction in order to create digital replicas of CH items, thus facilitating their documentation but also improving their exposure to public. Indicatively, in this category fall the works of [1] , [2] that propose pipelines for the 3D reconstruction of CH objects, accounting for challenges in the acquisition, registration and This work has been partially supported by the European Commission through project Scan4Reco funded by the European Union H2020 programme under Grant Agreement n o 665091. The opinions expressed in this paper are those of the authors and do not necessarily reflect the views of the European Commission. meshing stages. A thorough review of related work can be found in [3] . On the other hand there are several papers in computer graphics that propose methodologies to simulate aging phenomena on CH items with the goal being to provide insight into the life-cycle of these items, such as [4] , [5] , [6] . A detailed overview of related methods can be found in [7] .
In this paper we propose a workflow that combines techniques for 3D reconstruction and aging simulation into a common pipeline providing a holistic approach covering the digitization of CH items, but also providing conservation scientists with a software environment, where they can examine the deterioration process over time. In Section II an overview of the proposed system architecture is presented, while we elaborate on the components of our pipeline in Section III. We describe in III-A a method that uses a rotary stage along with a low-cost RGB-D camera to provide a 3D model of a CH artifact, while Section III-B is dedicated on the spatiotemporal simulation of aging phenomena using the extracted 3D model as reference and a particle-based ageing simulation method proposed by J.T. Kider [8] as basis. In Section IV the experimental results of the proposed system are given. The final section draws the main conclusions of our work.
II. SYSTEM ARCHITECTURE
The architecture of the proposed system is hereby presented. An artwork is initially rotated (360 degree rotation) by a controlled rotary stage [9] and is recorded by a depth sensor [10] to produce a series of depth and color maps. The extracted depth maps are processed so as to discard areas based on surface normal information. All the recorded views are transformed in the same coordinate system using the kinematics of the rotary stage. Then, Poisson Surface Reconstruction (PSR) [11] is performed on the accumulated point clouds in order to extract a watertight surface of the object followed by texture mapping performed on the meshed 3D model so as to reconstruct the texture of the object.
The simulation of an artwork's aging is performed in aging cycles. In each aging cycle special aging particles, called μ-tons [8] , regulate the aging processes; they are emitted and propagated in the scene. As μ-tons intersect with the mesh of an object they leave decay on the intersecting faces of the mesh. After each aging cycle new decay colonies are created with each new collision and the old ones are diffused following 978-1-5386-3917-7/17/$31.00 c 2017 IEEE a Gaussian-like model and finally, decay is visualized in an artwork's surface. Parameters of the simulation process, such as the μ-tons emission rate or Gaussian diffusion are controlled by parametric functions. These functions that we refer to as aging models are trained using measurements on samples of commonly used materials in artwork that are artificially aged. An overview of the entire workflow is illustrated in Figure 1 .
III. SYSTEM COMPONENTS
This section describes in greater detail the components of the proposed workflow elaborating on their algorithmic modules.
A. 3D reconstruction and texture mapping 1) Surface Normal Filtering:
Depth estimation from a lowcost RGB-D sensor is usually inaccurate in areas, where depth changes abruptly. This fact affects alignment and surface reconstruction negatively [12] . Such areas can be detected by using the surface normal information. To this end, for each recorded point cloud, a 3D point p i is removed if the angle ϕ = cos
−1 r·ni
|r||ni| between the sensor ray direction (r) and the normal n i to the point p i is bigger than a threshold t hn . For example, in Figure 2 , the red points of the point cloud have ϕ bigger than 40
• . Fig. 2 . An example of removal of inaccurate regions using surface normals: the angle between the depth sensor ray direction and normal vector is bigger than 40 • in the red regions. The captured point cloud corresponds to the reference artwork sample which is used in the validation of the proposed system and is illustrated in Figure 8 .
2) Point Cloud Alignment & Axis Calibration:
When the rotary stage rotates by an angle θ, the input point cloud is transformed in the same coordinate system using the following translation (t) and rotation (R) matrices:
where p c is the center of the rotary stage, R dr is the rotation matrix between the coordinate systems of the depth sensor (I d ) and the rotary stage (I r ) defined by the normal vector (n), as illustrated in Figure 3 , and R θ is the rotation matrix of the rotary stage on Y -axis defined as
. Fig. 3 . 3D reconstruction setup: an artwork is rotated (angle θ) by a controlled rotary stage [9] and is recorded by a depth sensor [10] . pc and n denote the center and the normal vector of the rotary stage.
To estimate the normal vector (n) and the center (p c ) of rotary stage, a calibration procedure of the coordinate systems of sensor (I d ) and rotary stage (I r ) is followed. Concretely the stage normal (n) is computed as a vector orthogonal to the point cloud of the stage using least squares while the center (p c ) is extracted following a point tracking procedure, in which 3D points T i , i ∈ {1, . . . , n} on the rotary stage are tracked using specific tags [13] rotating the stage n times with the same known angle θ. The center p c of the stage can be estimated by solving the following system:
Texture Reconstruction: In this step, texture mapping [14] from a set of color images on the 3D reconstructed model is performed. In particular, having a set of N color images C = {c 1 , . . . , c N } captured from various views with a known relative transformation, the goal is to find for each face f i of the 3D model, a texture region located in a single color image where f i is more clearly visible. Initially, back-face culling [15] is performed, in order for each f i to define the subset of camera views where the face is visible. From the extracted subset of camera views, for each face, we select the view that maximizes n fi · r cj , where n fi the surface normal of face f i and r cj the principal axis of camera view c j , assuming that this view is the one where the face is more clearly visible. The rationale of this step is that the maximum of the inner product corresponds to the view where the image plane of the camera is closer to being parallel to the face and consequently more accurate color information is obtained (i.e. perspective distortion is minimized in the texture-to-surface mapping and the projections area is maximized [16] ). For example, Figure 4 illustrates the faces of a 3D model assigned to a set of camera views according to their visibility. The used 3D model and the 4 color images corresponding to camera views c j are depicted in Figures 9b and 10 , respectively. 
B. Spatio-temporal simulation 1) The μ-ton particles:
The core of the aging mechanism consists of the emitter μ-tons, which have an initial amount of energy and generate new decay μ-tons distributing among them their energy. The decay μ-tons are the decay carriers. Decay in most materials is the result of a chemical process, which normally needs some "nutrients" to take place. Thus, decay μ-tons are technically the "nutrients" carriers that activate the chemical processes of the decay. The energy that each decay μ-ton possesses regulates the "nutrients" deposits.
Decay μ-tons propagate through the scene and lose a portion of their energy after each collision with the object's mesh. Figure 5 depicts the μ-ton framework's implementation. 
2) The μ-ton emission, propagation & intersection:
The emitter μ-tons are arranged on the nodes of a squared grid. Emitter μ-tons generate new decay μ-tons as long as they have enough energy left and they also define decay μ-tons' initial velocity. The decay μ-tons propagate in the scene in time-steps and their collisions with the surfaces form colonies of decay. The framework implements appropriate responses to the collisions; the decay μ-tons reflect on the surfaces or settle, when their energy is not enough for another intersection. The decay is appropriately updated after each collision.
3) Intersection Tests: As long as the simulation engine works in time-steps, there is a very low possibility that a decay μ-ton really intersects a face of the object's mesh. Thus, considering the line that connects the previous and the current position of each decay μ-ton, we test if it intersects a face of the triangulated mesh. Assuming the current position p cur of a decay μ-ton and its previous position p prev and a triangular face of the objects mesh with vertices (V 0 , V 1 , V 2 ) and normal vector n, intersection happens, when:
• P is inside the triangle where, To speed up the intersection tests, the barycenters of the mesh's triangles are stored in a kd-tree, which is traversed to retrieve the neighbouring triangular faces of the current position of decay μ-tons and test them for an intersection. Figure 6 presents a graphical example of an intersection test as described above.
4) Decay Diffusion:
Decay is deposited on the surface of the artwork after each collision of decay μ-tons with the surface of the mesh. Under the assumption of uniform expansion of the decay around the intersection points of the μ-tons with the surface, the decay deposits are modelled to occur in 3D Gaussian-like regions given by a Gaussian function:
where σ x , σ y are parameters that are defined in space and time by the aging models. The center of the Gaussian-like region is the intersection point of the decay μ-ton and its axis is the decay μ-ton's incidence direction. The Gaussian-like region's standard deviation increases proportionately to the number of decay u-tons having fallen onto the same intersection point and inversely proportionately to the deviation of the axis direction from the meshs normal vectors direction at that point.
5) Aging Models:
Aging models are parametric functions capturing the variation in space and time of attributes related to the weathering process of an object. Aging models depend on the specific properties of a materials, as well as, on environmental conditions that can be parameterized in the proposed simulation engine. For instance, aging models could determine parameters σ x and σ y of the Gaussian-like decay regions in Section III-B4. These models are pre-trained and their use in the proposed system could enhance the naturalism and realism of the simulated decayed result.
6) Rendering:
The decay rendering is based on the texture mapping of III-A3 and texture blending. The combination of the cultural object's texture with a texture of the undergoing decay (e.g. patina) is the result of linear interpolation of object's texture color to i and decay's texture color td i of the i − th pixel using a to weight between them. Both textures must have the same size.
The a ∈ [0, 1] interpolation factor indicates the concentration of decay on the object's regions. A 2D or 3D decay concentration map is formed after each aging cycle and updates the decay concentration factors, which are used for the rendering. Decay concentration factors in our implementation are retrieved from the 3D Gaussian (m = 1) for the vertices of the object's mesh within 3 standard deviations distance from the center of the Gaussian-like region. Figure 7 presents the decayed appearance rendering process followed by our implementation.
IV. EXPERIMENTAL RESULTS
The reference artwork sample that is used in the validation of the proposed digitization of CH objects via 3D reconstruction and aging simulation is a 30 × 15cm bronze panel with a female figure depicted in Figure 8 .
The artwork is recorded by the depth sensor [10] to produce a series of 72 consecutive depth and color maps rotating (360 degree rotation) the rotary stage [9] . In Figure 9a the final point cloud consisting of 72 consecutive point clouds aligned in the same coordinate system is depicted. A watertight surface (Figure 9b ) of the object is extracted then, by performing the Poisson Surface Reconstruction [11] on the accumulated point clouds. Finally, four color images ( Figure 10 ) were used in order to reconstruct the texture of the reference artwork sample, as illustrated in Figure 9c . In Figure 11 the decay diffusion on the bronze artwork in Gaussian-like regions is presented simulating the patina formation. An emitter μ-tons source grid of resolution 10 × 10 was used with initial energy 5000. Each decay μ-ton had enough energy for only one intersection with the bronze artifact's surface. The simulation was run for 100 aging cycles. The parameters σ, m were uniform in space and were uniformly declining in time. The color of each surface Gaussian-region is indicative of the time lapsed; the darker the color, the older the decay. Figure 12 presents the appearance rendering of the decayed bronze reference sample after 45 and 90 simulation aging cycles. Each decay μ-ton has enough energy for two intersections with the bronze artifact's surface. 
V. CONCLUSION
This paper describes a system for the digitization of CH objects via 3D reconstruction and modeling and the simulation of degradation phenomena on their surface using a particle-based approach. In the presented system, an artwork is recorded by a depth sensor using a rotary stage, while the recorded point clouds are filtered and aligned using the kinematics of the rotary stage. Surface and texture reconstruction are performed on the accumulated point clouds to generate the 3D reconstructed model. An aging simulation engine implementing the μ-ton framework simulates the weathering processes on the artwork. A Gaussian-based approach is adopted to represent the decay regions' forming and the decay expansion. The standard deviations of these regions are controlled by pretrained material-and environment-specific aging models. The appearance rendering of the decayed artwork's model based on texture mapping and blending is the last step that results in a realistic representation of the simulated decayed artwork.
