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Abstract
Motivated by the unceasing interest in hidden Markov models (HMMs), this paper re-
examines hidden path inference in these models, using primarily a risk-based framework.
While the most common maximum a posteriori (MAP), or Viterbi, path estimator and the
minimum error, or Posterior Decoder (PD) have long been around, other path estimators,
or decoders, have been either only hinted at or applied more recently and in dedicated
applications generally unfamiliar to the statistical learning community. Over a decade ago,
however, a family of algorithmically defined decoders aiming to hybridize the two standard
ones was proposed (Brushe et al., 1998). The present paper gives a careful analysis of this
hybridization approach, identifies several problems and issues with it and other previously
proposed approaches, and proposes practical resolutions of those. Furthermore, simple
modifications of the classical criteria for hidden path recognition are shown to lead to a
new class of decoders. Dynamic programming algorithms to compute these decoders in
the usual forward-backward manner are presented. A particularly interesting subclass of
such estimators can be also viewed as hybrids of the MAP and PD estimators. Similar to
previously proposed MAP-PD hybrids, the new class is parameterized by a small number of
tunable parameters. Unlike their algorithmic predecessors, the new risk-based decoders are
more clearly interpretable, and, most importantly, work “out-of-the box” in practice, which
is demonstrated on some real bioinformatics tasks and data. Some further generalizations
and applications are discussed in conclusion.
Keywords: Admissible path, HMM, hybrid, interpolation, MAP sequence, minimum
error, optimal accuracy, symbol-by-symbol, posterior decoding, Viterbi algorithm.
1. Introduction
Besides their classical and traditional applications in signal processing and communications
(Bahl et al., 1974; Brushe et al., 1998; Hayes et al., 1982; Viterbi, 1967) (cf. also further
references in (Cappe´ et al., 2005)) and speech recognition (Huang et al., 1990; Jelinek,
1976, 2001; McDermott and Hazen, 2004; Ney et al., 1994; Padmanabhan and Picheny, 2002;
Rabiner and Juang, 1993; Rabiner et al., 1986; Shu et al., 2003; Steinbiss et al., 1995; Stro¨m
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et al., 1999), hidden Markov models have recently become indispensable in computational
biology and bioinformatics (Brejova´ et al., 2008; Burge and Karlin, 1997; Durbin et al.,
1998; Eddy, 2004; Krogh, 1998; Majoros and Ohler, 2007) as well as in natural language
modeling (Manning and Schu¨tze, 1999; Vogel et al., 1996) and information security (Mason
et al., 2006).
At the same time, their spatial extensions, known as hidden Markov random field models
(HMRFM), have been immensely influential in spatial statistics (Besag and Green, 1993;
Green and Richardson, 2002; Ku¨nsch et al., 1995; Mcgrory et al., 2009), and particularly in
image analysis, restoration, and segmentation (Besag, 1986; Geman and Geman, 1984; Li
et al., 2000; Marroquin et al., 2003; Winkler, 2003). Indeed, hidden Markov models have
been called ‘one of the most successful statistical modeling ideas that have [emerged] in the
last forty years’ (Cappe´ et al., 2005).
HM(RF)Ms owe much of their success on the one hand to the penetration of the Markov
property from the hidden layer to the posterior distribution, and on the other, to the richness
of the observed system (Ku¨nsch et al., 1995). In other words, in addition to the prior, the
posterior distribution of the hidden layer also possesses a Markov property (albeit generally
inhomogeneous even with homogeneous priors), whereas the marginal law of the observed
layer can still include global, i.e. non-Markovian, dependence.
The Markov property of the posterior distribution and the conditional independence
of the observed variables given the hidden ones, have naturally led to a number of com-
putationally feasible methods for inference about the hidden realizations as well as model
parameters. HMMs are naturally a special case of graphical models (Lauritzen, 1996),
(Bishop, 2006, ch. 8).
HMMs, or one dimensional HMRFMs, have been particularly popular not least due
to the fact that the linear order of the indexing set (usually associated with time) makes
exploration of hidden realizations relatively straightforward from the computational view-
point. In contrast, higher dimensional HMRFMs generally require approximate, possi-
bly stochastic, techniques in order to compute optimal configurations of the hidden field
(Cocozza-Thivent and Bekkhoucha, 1993; Joshi et al., 2006; Mcgrory et al., 2009; Winkler,
2003). In particular, a maximum a posteriori (MAP) estimator of the hidden layer of an
HMM is efficiently and exactly computed by a dynamic programming algorithm bearing the
name of Viterbi, whereas a general higher dimensional HMRFM would commonly employ
a simulated annealing type method (Geman and Geman, 1984; Winkler, 2003) to produce
approximate solutions to the same task.
There are also various useful extensions of the ordinary HMM, such as variable duration
semi-Markov models, and factorial HMMs, etc. (Bishop, 2006, ch. 13). All of the material
in this paper is applicable to those extensions in a straightforward way. However, to simplify
the exposition we focus below on the ordinary HMM.
1.1 Notation and main ingredients
We adopt the machine and statistical learning convention, referring to the hidden and
observed processes as Y and X, respectively, in effect reversing the convention that is more
commonly used in the HMM context. Thus, let Y = {Yt}t≥1 be a Markov chain with state
space S = {1, . . . ,K}, K > 1, and initial probabilities pis = P (Y1 = s), s ∈ S. Although we
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include inhomogeneous chains in most of what follows, for brevity we will still be suppressing
the time index wherever this does not cause ambiguity. Hence, we write P = (pij)i,j∈S for
all transition matrices. Let X = {Xt}t≥1 be a process with the following properties. First,
given {Yt}t≥1, the random variables {Xt}t≥1 are conditionally independent. Second, for
each t = 1, 2, . . ., the distribution of Xt depends on {Yt}t≥1 (and t) only through Yt. The
process X is sometimes called the hidden Markov process (HMP) and the pair (Y,X) is
referred to as a hidden Markov model (HMM). The name is motivated by the assumption
that the process Y (sometimes called a regime) is generally non-observable. The conditional
distribution of X1 given Y1 = s is called an emission distribution, written as Ps, s ∈ S. We
shall assume that the emission distributions are defined on a measurable space (X ,B), where
X is usually Rd and B is the corresponding Borel σ-algebra. Without loss of generality, we
assume that the measures Ps have densities fs with respect to some reference measure λ,
such as the counting or Lebesgue measure.
Given a set A, integers m and n, m < n, and a sequence a1, a2, . . . ∈ A∞, we write
anm for the subsequence (am, . . . , an). When m = 1, it will be often suppressed. Thus,
xT := (x1, . . . , xT ) and y
T := (y1, . . . , yT ) stand for the fixed observed and unobserved
realizations, respectively, of the HMM (Xt, Yt)t≥1 up to time T ≥ 1. Any sequence sT ∈ ST
is called a path. This parallel notation (i.e. sT in addition to yT ) is necessitated largely by
our forthcoming discussion of various loss functions, which do require two arguments. We
shall denote the joint probability density of (xT , yT ) by p(xT , yT ), i.e.
p(xT , yT ) := P(Y T = yT )
T∏
t=1
fyt(xt).
To make mathematical expressions more compact, we overload the notation when this causes
no ambiguity. Thus, p(sT ) stands for the probability mass function P(Y T = sT ) of path sT ,
and p(xT ) stands for the (unconditional) probability density function
∑
sT∈ST p(x
T , sT ) of
the observed data xT . It is standard (see, e.g. (Cappe´ et al., 2005; Ephraim and Merhav,
2002), (Bishop, 2006, ch. 13)) in this context to define the so-called forward and backward
variables
αt(s) := p(x
t|Yt = s)P (Yt = s), βt(s) :=
{
1, if t = T
p(xTt+1|Yt = s), if t < T
, (1)
where p(xt|Yt = s) and p(xTt+1|Yt = s) are the conditional densities of the data segments xt
and xTt+1, respectively, given Yt = s.
1.2 Path estimation
Our focus here is estimation of the hidden path yT . This task can also be viewed as
segmentation of the data sequence into regions with distinct class labels (Lember et al.,
2011). Treating yT as missing data (Rabiner, 1989), or parameters, a classical and by far
the most popular solution to this task is to maximize p(xT , sT ) in sT ∈ ST . Often, especially
in the digital communication literature (Brushe et al., 1998; Lin and Costello Jr., 1983),
p(xT , sT ) is called the likelihood function which might become potentially problematic in the
presence of any genuine model parameters. Such “maximum likelihood” paths are also called
3
Lember and Koloydenko
Viterbi paths or Viterbi alignments after the Viterbi algorithm (Rabiner, 1989; Viterbi, 1967)
commonly used for their computation. If p(sT )sT∈ST is thought of as the prior distribution
of Y T , then the Viterbi path also maximizes p(sT |xT ) := P(Y T = sT |XT = xT ), the
probability mass function of the posterior distribution of Y T , hence the term ‘maximum a
posteriori (MAP) path’.
In spite of its computational attractiveness, inference based on the Viterbi paths may
be unsatisfactory for a number of reasons, including its sub-optimality with regard to the
number of correctly estimated states yt. Also, using the language of information theory,
there is no reason to expect a Viterbi path to be typical (Lember and Koloydenko, 2010).
Indeed, “there might be many similar paths through the model with probabilities that add
up to a higher probability than the single most probable path” (Ka¨ll et al., 2005). The fact
that a MAP estimate need not be representative of the posterior distribution has also been
recently discussed in a more general context in (Carvalho and Lawrence, 2008). Atypicality
of Viterbi paths particularly concerns situations when estimation of yT is combined with
inference about model parameters, such as the transition probabilities pij (Lember and
Koloydenko, 2010). Even when estimating, say, the probability of heads from independent
tosses of a biased coin, we naturally hope to observe a typical realization and not the
constant one of maximum probability.
An alternative and very natural way to estimate yT is by maximizing the posterior prob-
ability pt(s|xT ) := P
(
Yt = s|XT = xT
)
of each individual hidden state Yt, 1 ≤ t ≤ T (Bahl
et al., 1974). We refer to the corresponding estimator as pointwise maximum a posteriori
(PMAP). PMAP is well-known to maximize the expected number of correctly estimated
states (Section 2), hence the characterization ‘optimal accuracy’ (Holmes and Durbin, 1998).
In statistics, especially spatial statistics and image analysis, this type of estimation is known
as Marginal Posterior Mode (Winkler, 2003) or Maximum Posterior Marginals (Rue, 1995)
(MPM) estimation. In computational biology, this is also known as the posterior decoding
(PD) (Brejova´ et al., 2008) and has been reported to be particularly successful in pairwise
sequence alignment (Holmes and Durbin, 1998) and when more than one path has its pos-
terior probability as “high” or nearly as “high” as that of the Viterbi path (Eddy, 2004). In
the wider context of biological applications of discrete high-dimensional probability models,
this has also been called consensus estimation, and in the absence of constraints, centroid
estimation (Carvalho and Lawrence, 2008). In communications applications of HMMs,
largely influenced by the BCJR algorithm of (Bahl et al., 1974), the terms ‘optimal symbol-
by-symbol detection’ (Hayes et al., 1982), ‘symbol-by-symbol MAP estimation’ (Robertson
et al., 1995), and ‘MAP state estimation’ (Brushe et al., 1998) have been used for this. Re-
markably, even before observing the data, optimal accuracy (i.e. based on the prior instead
of the posterior distribution) decoding can still be more accurate than the Viterbi decoding
(see subsection 6.4)!
1.2.1 How different are PMAP and MAP inferences and how much room is
in between the two?
This is a natural question in both practice and theory, especially for anyone interested in
seeking to improve performance of applications based on these methods while maintaining
their computational attractiveness.
4
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The belief that the difference between PMAP and Viterbi inferences is negligible may
in part be explained by the concluding remark made in (Bahl et al., 1974) in the special
context of linear codes: “Even though Viterbi decoding is not optimal in the sense of bit
error rate, in most applications of interest the performance of both [PMAP and Viterbi]
algorithms would be effectively identical.” This conclusion may also be explained by the
dominance of binary chains in the telecommunication applications, and the binary state
space indeed leaves too little room for the two inferences to differ. However, as HMMs with
larger state spaces gained more prominence, it became clear that there could be appreciable
differences between the PMAP and Viterbi inferences. In fact, already two decades later,
(Brushe et al., 1998) contemplate hybridization of the PMAP and Viterbi decoders, writing
“Indeed, there may be applications where a delicate performance dependence exists between
[the Viterbi and PMAP] estimates. In such cases, the use of a hybrid scheme . . . may result
in performance gains.” We return to their idea later in this paper.
We are not aware of any systematic comparisons of the PMAP and Viterbi decoders
apart from the aforementioned observations. Soon after the first version of this article
was posted on arXiv, however, (Yau and Holmes, 2010) reported similar interests in the
matter, supported by real and simulated examples. Of course, it has long been well-known
(Rabiner, 1989) that despite being optimal in the sense of maximizing the expected number
of correctly estimated states, a PMAP path can at the same time have very low, possibly
zero, probability. Thus, on the logarithmic scale, the difference in path probabilities between
the PMAP and Viterbi decoders can easily be infinite. In subsection 6, we give a real data
example with only six hidden states to show that besides the infinite difference in the log-
probabilities, the two decoders can differ by more than 13% in accuracy (i.e. error rate).
We first show (subsection 2.2.1) that it is actually not difficult to constrain the PMAP
decoder to admissible paths, where admissibility is defined relative to the posterior dis-
tribution. Specifically, given xT , a path yT is called admissible if its posterior probability
p(yT |xT ) is defined and positive, i.e. if p(xT , yT ) > 0. We then explain that constraining
the PMAP decoder to the paths of positive prior probability, as already done by others
(see more below), is not sufficient (albeit necessary) for admissibility of the PMAP paths.
Note that in a slightly more general form allowing for state aggregation, (Ka¨ll et al., 2005)
do exactly this, i.e. force PMAP paths to have positive prior probability, referring to the
result as “a possible path through the model”. Thus, (Ka¨ll et al., 2005) appear to ignore
that having a positive prior probability is not sufficient in general for a PMAP path to be
“a possible path through the model”, unless, of course, “the model” is to be understood as
the hidden Markov chain only and not the whole HMM. We will refer to the PMAP de-
coder constrained to the admissible paths as the admissibly constrained PMAP, or, simply
constrained PMAP. This also details and clarifies our earlier discussion of admissibility in
(Lember et al., 2011, Section 2), which, like (Ka¨ll et al., 2005; Rabiner, 1989), also ignored
the distinction between a priori and a posteriori modes of admissibility.
A variation on the same idea of making PMAP paths admissible has been applied in
(Fariselli et al., 2005) for prediction of membrane proteins, giving rise to the posterior
Viterbi decoding (PVD) (Fariselli et al., 2005). PVD, however, maximizes the product∏T
t=1 pt(st|xT ) (Fariselli et al., 2005) (and also (9) below) and not the sum
∑T
t=1 pt(st|xT ),
whereas the two criteria are no longer equivalent in the presence of path constraints (sub-
section 2.2.1). While acknowledging this latter distinction between their decoder and PVD
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and not distinguishing between the prior and posterior modes of admissibility, (Ka¨ll et al.,
2005) appear to be unaware of the other distinction between their decoder and PVD: PVD
paths are guaranteed to be of not only positive prior probability but also of positive poste-
rior probability, i.e. admissible (in our sense of the term). In (Holmes and Durbin, 1998), a
PMAP decoder is proposed to obtain optimal pairwise sequence alignments. (Holmes and
Durbin, 1998) use the term “a legitimate alignment” which suggests admissibility, but the
description of their algorithm (Holmes and Durbin, 1998, Section 3.8) appears to be insuf-
ficiently detailed to verify if the output is guaranteed to be admissible, or only of positive
prior probability, or, if inadmissible solutions are altogether an issue in that context.
Our own experiments (Section 6) show that both PVD and constrained PMAP decoder
can return paths of very low (posterior) probabilities. Moreover, in many applications, e.g.
gene identification and protein secondary structure prediction, the pointwise (e.g. nucleotide
level) error rate is not necessarily the main measure of accuracy (see also subsection 1.2.2
below), hence the constrained PMAP need not be an ultimate answer in that respect either.
Together with the above problem of atypicality of MAP paths, this has been addressed by
moving from single path inference towards envelopes (Holmes and Durbin, 1998). Thus, for
example, in computational biology a common approach would be to aggregate individual
states into a smaller number of semantic labels (e.g. codon, intron, intergenic). In effect,
this would realize the notion of path similarity by mapping many “similar” state paths to a
single label path, or annotation (Brejova´ et al., 2008; Fariselli et al., 2005; Ka¨ll et al., 2005;
Krogh, 1997). However, since this mapping would usually be many-to-one (what (Brejova´
et al., 2007) refer to as the “multiple path problem”), the annotation of the Viterbi path
would generally be inferior to the optimal (i.e. MAP) annotation. On the other hand,
to compute the MAP annotation in many practically important HMMs can be NP-hard
(Brejova´ et al., 2007) (which is not surprizing given that the coarsened hidden chain on the
set of labels is generally no longer Markov). Unlike the Viterbi/MAP decoder, the PMAP
decoder, owing it to its symbol-by-symbol nature, handles annotations as easily as it does
state paths, including the enforcement of admissibility. Interpreting admissibility relative
to the prior distribution, this was shown in (Ka¨ll et al., 2005), and this paper extends their
result to admissible (i.e. relative to the posterior probability) paths and indicates further
extensions in Section 8.
A number of alternative heuristic approaches are also known in computational biology,
but none appears to be fully satisfactory (Brejova´ et al., 2008). Overall, although the
original Viterbi decoder has still been the most popular paradigm in many applications,
and in computational biology in particular, alternative approaches have often demonstrated
significantly better performance, e.g., in predicting various biological features. For example,
(Krogh, 1997) suggested the 1-best algorithm for optimal labeling. More recently, (Fariselli
et al., 2005) have demonstrated PVD to be superior to the 1-best algorithm, and, not
surprisingly, to the Viterbi and PMAP decoders, on tasks of predicting membrane proteins.
Thus, a starting point of this contribution was that restricting the PMAP decoder to
admissible paths is but one of numerous ways to combine the strong points of the MAP
and PMAP path estimators. Indeed, the popular seminal tutorial (Rabiner, 1989) briefly
mentions maximization of the expected number of correctly decoded (overlapping) blocks
of length two or three, rather than single states as a sensible remedy against vanishing
probabilities (albeit leaving it unclear if prior or posterior probability is meant). With
6
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k ≥ 1 and ŷT (k) being the block length and corresponding path estimate, respectively, this
approach yields Viterbi inference as k increases to T (with yˆT (1) corresponding to PMAP).
Therefore, this could be interpreted as discrete interpolation between the PMAP and Viterbi
inferences. Intuitively, following Rabiner’s logic, one might also expect p(xT , ŷT (k)) to
increase with k. However, this is not true and it is possible for the decoder yˆT (2) to
produce an inadmissible (with the prior probability being also zero) path while the PMAP
path is admissible: p(xT , ŷT (2)) = 0 = p(ŷT (2)) < p(xT , yˆT (1)). We are not aware of this
observation being previously made in the literature. Moreover, our experiments in Section 6
show that this situation is far from being uncommon.
On a related note, concerned with the same deficiencies of the MAP and PMAP infer-
ences, (Yau and Holmes, 2010) have most recently also used the decision-theoretic framework
to allow for full asymmetry in the othewise symmetric pairwise loss (see (31) with k = 2 be-
low) that underpins the decoder yˆT (2). This is no doubt a very natural extension to provide
to the end user, and (partially) asymmetric pairwise losses had indeed been incorporated in
a prominent webserver in the context of RNA secondary structure prediction (Sato et al.,
2009).
Despite the possibility of yˆT (2) or its asymetric syblings to return forbidden sequences,
we find the idea of interpolation between the PMAP and Viterbi inferences very interesting.
Besides (Yau and Holmes, 2010) acknowledging the need for intermediate modes of inference,
to the best of our knowledge, the only published work that explicitly proposes such an
interpolation is (Brushe et al., 1998). Their approach is algorithmic, which makes it difficult
to interpret its paths in general and analyze their properties (e.g. asymptotic behavior).
More importantly, (Brushe et al., 1998) claim that the family of their interpolating decoders
can work in practice, which, as we explain in detail in Section 5, is not true apart from trivial
situations. Despite these and other deficiencies of their approach, it raises some interesting
questions and inspires interesting modifications, which we also discuss in Section 5.
1.2.2 Further motivation
One other motivation for considering new decoders is that unlike the error rate or path
probability, analytic optimization of other performance measures (e.g. Matthew’s corre-
lation (Aydin et al., 2006), Q2, Qok, SOV (Fariselli et al., 2005), etc.) used in practice
is difficult if at all possible. Having a large family of computationally efficient decoders,
such as the new generalized hybrid decoders, and using some training data, one can select
empirically a member from the family that optimizes the performance measure of interest.
More generally, it seems advantageous for applications to be aware of the new choices of
decoders and their properties.
Also, depending on the application, the emphasis sometimes shifts from purely auto-
matic decoding with hard decisions to data exploration. It is then particularly valuable to
gain insights into the topology of the state space in the sense of identifying compartments of
high concentration of the posterior distribution. The significance of identifying clusters (of
similar sequences) of high (total) posterior probability in high-dimensional discrete spaces
has been recently discussed in (Carvalho and Lawrence, 2008), and a thorough discussion
of the advantages of topological and geometric approaches to analysis of complex data in
general has more recently appeared in (Carlsson, 2009). In this context, it appears to
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be beneficial to output a family of related decodings instead of one or several (“N best”)
decodings that are optimal relative to a single criterion such as MAP. For instance, by
“smoothly” varying the optimization criterion, saliency of detections of interesting features
can be assessed and a better understanding of a neighborhood of solutions can be gained
(e.g. discerning between an “archipelago” and a “continent”), all without having to com-
pute, or even define explicitly, a path similarity measure (such as those based on BLAST
scores). Used within this context, this relatively inexpensive type of “neighborhood” in-
ference might become either alternative or complementary to sampling (from the posterior
distribution); see also Section 6 and Section 8.
1.3 Organization of the rest of the paper
In this paper, we consider the path inference problem in the more general framework of
statistical learning. Namely, we consider sequence classifier mappings
gt : X t → St, t = 1, 2, . . . ,
and optimality criteria for their selection. When all gt’s are obtained using the same de-
coding principle, or optimality criterion, we refer to them collectively as a classification
method, or simply, decoder, g. Where this causes no ambiguity, we will simply be writing
g(xt) instead of gt(x
t). In Section 2, criteria for optimality of g are naturally formulated
in terms of risk minimization whereby R(sT |xT ), the risk of sT , derives from a suitable
loss function. In Section 3, we consider families of risk functions which naturally generalize
those corresponding to the Viterbi and PMAP solutions (subsection 2.1). Furthermore,
as shown in Section 4, these risk functions define a family of path decoders parameterized
by an integer k with k = 1 and k → ∞ corresponding to the PMAP and Viterbi cases,
respectively (Theorem 8). A continuous mapping via k = 1/(1−α), 0 ≤ α ≤ 1 compactifies
this parameterization and further enriches the solution space by including fractional k. It
is then discussed how the new family of decoders can be embedded into yet a wider class
with a principled criterion of optimality. We also compare the new family of decoders with
the Rabiner k-block approach. Any decoder (classifier) would only be of theoretical interest
if it could not be efficiently computed. In Section 3, we show that all of the newly defined
decoders can be implemented efficiently as a dynamic programming algorithm in the usual
forward-backward manner with essentially the same (computational as well as memory)
complexity as the PMAP or Viterbi decoders (Theorem 4). Recent advances in the asymp-
totic theory of some of the main decoders and risks presented in this paper is reviewed in
Section 7 together with sketches of how these may be relevant in practice. Various further
extensions are discussed in the concluding Section 8.
1.4 Key contributions of the paper
We review HMM-based decoding within the sound framework of statistical decision theory,
and do so notably more broadly than has been done before, e.g. in the prominent work of
(Carvalho and Lawrence, 2008). We also investigate thoroughly previous work on combining
the desirable properties of the two most common HMM-based decoders, i.e. the Viterbi and
optimal accuracy decoders. In doing so, we discover several relevant claims and suggestions
to be unjustified, misleading, or plainly incorrect. We explain in detail those deficiencies,
8
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giving relevant counterexamples, and show how they can be resolved. Some such resolutions
are naturally left within the native frameworks of the originals, whereas others are more
naturally given within the general risk-based framework. All of the resulting decoders are
shown to be easily implementable within the usual forward-backward computational frame-
works of the optimal accuracy and Viterbi decoders. We argue that the richness, flexibility,
and analytic interpretation of the resulting families of decoders offer new possibilities for
applications and invite further theoretical analysis.
Specifically, this paper
1) gives a clear definition of admissibility of hidden paths;
2) shows that optimal accuracy decoding when constrained to the paths of positive prior
probability, can still return inadmissible paths;
3) shows that the suggestion of (Rabiner, 1989) to maximize the rate of correctly recognized
blocks does not work for blocks of size two and therefore can be misleading;
4) proposes suitable risk functions to “repair” the above suggestion, and thus designs new
and rich families of computationally efficient decoders;
5) unifies virtually all of the key decoders within the same risk-based framework;
6) establishes theoretical results regarding key properties of the new decoders, in particular
7) establishes a curious general result on convex decomposition of the key risk functionals
for Markov chains;
8) experimentally illustrates the newly proposed families of decoders using real data;
9) explains how the idea of hybridization of the Viterbi and optimal accuracy decoders
given in (Brushe et al., 1998) can fail when the Viterbi path is not unique;
10) establishes that the claims made in the same work regarding the implementation of their
algorithm to hybridize the Viterbi and optimal accuracy decoders are incorrect;
11) shows how the corresponding forward and backward variables given in the same work
can be easily scaled to produce an operational decoding algorithm;
12) shows that the resulting decoders are different from the original hybrid decoders of
(Brushe et al., 1998);
13) proposes the more common power-transform to replace the somewhat idiosyncratic
transform of (Brushe et al., 1998) to yield an immediately operational algorithm to hy-
bridize the Viterbi and optimal accuracy decoders (at least when the Viterbi path is unique),
allowing also for extrapolations “beyond” the optimal accuracy decoder;
14) indicates a number of further extensions of the new family of decoders.
9
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2. Risk-based path inference
Given a sequence of observations xT with p(xT ) > 0, we view the (posterior) risk as a
function
R(·|xT ) : ST 7→ [0,∞].
Naturally, we seek a state sequence with minimum risk: g∗(xT ) := arg minsT∈ST R
(
sT |xT ).
In the statistical decision and pattern recognition theories, the classifier g∗ is known as the
Bayes classifier (relative to risk R). Within the same framework, the risk is often specified
via a loss-function
L : ST × ST → [0,∞],
interpreting L(yT , sT ) as the loss incurred by the decision to predict sT when the actual
state sequence was yT . Therefore, for any state sequence sT ∈ ST , the risk is given by
R(sT |xT ) := E[L(Y T , sT )|XT = xT ] =
∑
yT∈ST
L(yT , sT )p(yT |xT ).
2.1 Standard path inferences re-examined
The most popular loss function is the so-called symmetrical or zero-one loss L∞ defined as
follows:
L∞(yT , sT ) =
{
1, if sT 6= yT ;
0, if sT = yT .
We shall denote the corresponding risk by R∞. With this loss, clearly
R∞(sT |xT ) = P(Y T 6= sT |XT = xT ) = 1− p(sT |xT ), (2)
thus R∞(·|xT ) is minimized by a Viterbi path, i.e. a sequence of maximum posterior
probability. Let v(·;∞) stand for the corresponding classifier, i.e.
v(xT ;∞) := arg max
sT∈ST
p(sT |xT ),
with a suitable tie-breaking rule.
Note that Viterbi paths also minimize the following risk
R¯∞(sT |xT ) := − 1
T
log p(sT |xT ). (3)
It can actually be advantageous to use the logarithmic risk (3) since, as we shall see later,
this leads to various natural generalizations (Sections 3 and 4).
When sequences are compared pointwise, it is common to use additive loss functions of
the form
L1(y
T , sT ) =
1
T
T∑
t=1
l(yt, st), (4)
where l(yt, st) ≥ 0 is the loss associated with classifying the t-th element yt as st. Typically,
for every state s, l(s, s) = 0. It is not hard to see that, with L1 as in (4), the corresponding
risk can be represented as follows
R1(s
T |xT ) = 1
T
T∑
t=1
Rt(st|xT ),
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where Rt(s|xT ) =
∑
y∈S l(y, s)pt(y|xT ). Most commonly, l is again symmetrical, or zero-
one, i.e. l(y, s) = I{s 6=y}, where IA stands for the indicator function of set A. In this case,
L1 is naturally related to the Hamming distance (Carvalho and Lawrence, 2008). Then also
Rt(st|xT ) = 1− pt(st|xT ) so that the corresponding risk is
R1(s
T |xT ) := 1− 1
T
T∑
t=1
pt(st|xT ). (5)
Let v(·; 1) stand for the Bayes classifier relative to the R1-risk. It is easy to see from the
above definition of R1, that v(·; 1) delivers PMAP paths, which minimize the expected
number of misclassification errors. In addition to maximizing
∑T
t=1 pt(st|xT ), v(·; 1) also
maximizes
∏T
t=1 pt(st|xT ), and therefore minimizes the following risk
R¯1(s
T |xT ) := − 1
T
T∑
t=1
log pt(st|xT ). (6)
2.2 Generalizations
2.2.1 Admissible PMAP and Posterior Viterbi Decoders
Recall (subsection 1.2.1) that PMAP paths can be inadmissible. According to our definition
of admissibility (subsection 1.2.1), a path is inadmissible if it is of zero posterior probability.
Although no explicit definition of admissibility, or validity, is given in (Rabiner, 1989), as an
example of how a path can be “not valid” Rabiner refers to forbidden transitions, i.e. zero
prior probability (which, of course, also implies zero posterior probability); the possibility
of a path to have a positive prior probability but zero posterior probability is not discussed
there. As far as we are aware, the first publication to formally write down an amended
PMAP optimization problem to guarantee path validity, or admissibility, is (Ka¨ll et al.,
2005). However, they too do not state explicitly if “a possible path through the model”
means for them positivity only of the prior probability or also of the posterior probability.
If “the model” is to be understood as the HMM in its entirety, then this would require
positivity of the posterior probability. However, the optimization presented in (Ka¨ll et al.,
2005) does not guarantee positivity of the posterior probability, i.e. it only guarantees
positivity of the prior probability. Perhaps, it does not happen very often in practice that the
PMAP decoder constrained to return a priori possible paths returns an inadmissible path
(it does not happen in our own experiments in Section 6 as all of our emission probabilities
are non-zero on the entire emission alphabet). However, as the example in Appendix A
shows, this is indeed possible.
Thus, to enforce admissibility properly, R1-risk needs to be minimized over the admis-
sible paths (R1 minimization over the paths of positive prior probability is revisited in
subsection 2.2.2 below):
min
sT :p(sT |xT )>0
R1(s
T |xT ) ⇔ max
sT :p(sT |xT )>0
T∑
t=1
pt(st|xT ). (7)
Assuming that pt(s|xT ), 1 ≤ t ≤ T , s ∈ S, have been precomputed (e.g. by the classical
forward-backward recursion (Rabiner, 1989)), a solution to (7) can be easily found by a
Viterbi-like recursion (8)
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δ1(j) := p1(j|xT ), ∀ j ∈ S, (8)
δt+1(j) := max
i
(δt(i) + log rt(i, j)) + pt+1(j|xT ) for t = 1, 2, . . . , T − 1, and ∀j ∈ S,
where rt(i, j) := I{pijfj(xt+1)>0}. To the best of our knowledge this has not been stated in the
literature before. We will refer to this decoder as the Constrained PMAP decoder.
Next note that in the presence of path constraints, minimization of the R1-risk (5) is no
longer equivalent to minimization of the R¯1-risk (6). In particular, the problem (7) is not
equivalent to the following problem
min
sT :p(sT |xT )>0
R¯1(s
T |xT ) ⇔ max
sT :p(sT |xT )>0
T∑
t=1
log pt(st|xT ). (9)
It is also important to note that the problem (9) above is equivalent to what has been
termed the posterior-Viterbi decoding, or PVD (Fariselli et al., 2005):
min
sT :p(sT )>0
R¯1(s
T |xT ) ⇔ max
sT :p(sT )>0
T∑
t=1
log pt(st|xT ),
i.e. unlike in the case of R1(s
T |xT ) minimization, minimization of R¯1(sT |xT ) over the paths
of positive prior probability is indeed sufficient to produce admissible paths.
A solution to (9) can be computed by a related recursion given in (10) below
δ1(j) := log p1(j|xT ), ∀j ∈ S, (10)
δt+1(j) := max
i
(
δt(i) + log rij
)
+ log pt+1(j|xT ), for t = 1, 2, . . . , T − 1, ∀j ∈ S,
where rij := I{pij>0} (which for inhomogeneous chains will depend on t).
2.2.2 Beyond PVD and a priori admissible PMAP
Although admissible minimizers of R1 and R¯1 risk are by definition of positive probability,
this probability can still be very small. Indeed, in the above recursions, the weight rij
is 1 even when pij is very small. We next replace rij by the true transition probability
pij in minimizing the R¯1-risk (i.e. maximization of
∏T
t=1 pt(st|xT )). Then the solutions
remain admissible and also tend to maximize the prior path probability. To bring the
newly obtained optimization problem to a more elegant form (11), we pretend that δ1(j) in
(10) above was defined as δ1(j) := log p1(j|xT ) + log I{pij>0} (which indeed does not change
the results of the recursion (10)) and replace the last term by log pij .
Thus, with the above replacements, the recursion (10) now solves the following seemingly
unconstrained optimization problem (see Theorem 4)
max
sT
[ T∑
t=1
log pt(st|xT ) + log p(sT )
]
⇔ min
sT
[
R¯1(s
T |xT ) + h(sT )
]
, (11)
where the penalty term
h(sT ) = − 1T log p(sT ) =: R¯∞(sT ) (12)
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is the logarithmic risk based on the prior distribution 1, which does not involve the observed
data.
The thereby modified recursions immediately generalize as follows:
δ1(j) := log p1(j|xT ) + C log pij , ∀j ∈ S, (13)
δt+1(j) := max
i
(
δt(i) + C log pij
)
+ log pt+1(j|xT ) for t = 1, 2, . . . , T − 1, ∀j ∈ S,
solving
min
sT
[
R¯1(s
T |xT ) + Ch(sT )
]
, (14)
where C > 0 is a trade-off constant, which can also be viewed as a regularization parameter.
Indeed, Proposition 2 below states that C > 0 implies admissibility of solutions to (14).
In particular, PVD, i.e. the problem solved by the original recursion (10), can now be
recovered by taking C sufficiently small. (Alternatively, the PVD problem can also be
formally written in the form (14) with C =∞ and h(sT ) given, for example, by I{p(sT )=0}.)
What if the actual probabilities pij (pij) were also used in the optimal accuracy/PMAP
decoding? To motivate this, we re-consider the optimal accuracy/PMAP decoding imposing
the positivity constraint not on the posterior but on the prior path probability:
min
sT :p(sT )>0
R1(s
T |xT ) ⇔ max
sT :p(sT )>0
T∑
t=1
pt(st|xT ). (15)
Solution to (15) can be easily found by yet another Viterbi-like recursion given in (16) below
δ1(j) := p1(j|xT ), ∀ j ∈ S, (16)
δt+1(j) := max
i
(δt(i) + log rij) + pt+1(j|xT ) for t = 1, 2, . . . , T − 1, and ∀j ∈ S.
We again replace the indicators rij by the actual probabilities pij . We once more pretend
that δ1(j) in (16) above was defined, this time, as δ1(j) := p1(j|xT )+ log I{pij>0}. Replacing
the last term by log pij yields the following problem:
max
sT
[ T∑
t=1
pt(st|xt) + log p(sT )
]
⇔ min
sT
[
R1(s
T |xT ) + R¯∞(sT )
]
. (17)
A more general problem can be written in the form
min
sT
[
R1(s
T |xT ) + Ch(sT )
]
, (18)
where h is some penalty function (independent of the data xT ). Thus, the problem (15) of
optimal accuracy/PMAP decoding over the paths of positive prior probability is obtained
by taking C sufficiently small and h(sT ) = R¯∞(sT ). (Setting C × h(sT ) = ∞× I{p(sT )=0}
also reduces the problem (18) back to (7).)
Clearly, if instead of (15) we started off with (7) (R1(s
T |xT ) minimization over the
admissible paths), we would arrive at R¯∞(sT |xT ) in place of R¯∞(sT ) in (17) above. Inclusion
of R¯∞(sT |xT ) more generally is treated next in Section 3.
1. More generally, the same type of risk (e.g. R¯∞) can be based on the posterior (p(sT |xT )), joint (p(sT , xT ))
or prior (p(sT )) distribution. Compromising between notational accuracy on the one hand and notational
simplicity and consistency on the other hand, throughout the paper we disambiguate these cases solely
by the argument.
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3. Combined risks
Motivated by the previous section, we consider the following general problem
min
sT
[
C1R¯1(s
T |xT ) + C2R¯∞(sT |xT ) + C3R¯1(sT ) + C4R¯∞(sT )
]
, (19)
where Ci ≥ 0, i = 1, 2, 3, 4,
∑4
i=1Ci > 0
2. This is also equivalent to
min
sT
[
C1R¯1(s
T |xT ) + C2R¯∞(sT , xT ) + C3R¯1(sT ) + C4R¯∞(sT )
]
, (20)
where, recalling (6), R¯1(s
T |xT ) = − 1
T
T∑
t=1
log pt(st|xT ),
R¯∞(sT , xT ) := − 1
T
log p(xT , sT )
= − 1
T
[log p(sT ) +
T∑
t=1
log fst(xt)]
= − 1
T
[log pis1 +
T−1∑
t=1
log pstst+1 +
T∑
t=1
log fst(xt)],
recalling (3), R¯∞(sT |xT ) = − 1
T
log p(sT |xT ),
= R¯∞(sT , xT ) +
1
T
log p(xT ),
R¯1(s
T ) := − 1
T
T∑
t=1
log pt(st), (21)
R¯∞(sT ) = − 1
T
log p(sT ), recalling (12),
= − 1
T
[log pis1 +
T−1∑
t=1
log pstst+1 ]. (22)
The newly introduced risk R¯1(s
T ) involves only the prior marginals. Note that the com-
bination C1 = C3 = C4 = 0 corresponds to the MAP/Viterbi decoding; the combination
C2 = C3 = C4 = 0 yields the PMAP case, whereas the combinations C1 = C2 = C3 = 0 and
C1 = C2 = C4 = 0 give the maximum a priori decoding and marginal prior mode decoding,
respectively. The case C2 = C3 = 0 subsumes (14) and the case C1 = C3 = 0 is the problem
min
sT
[
R¯∞(sT |xT ) + CR¯∞(sT )
]
. (23)
Thus, a solution to (23) is a generalization of the Viterbi decoding that allows one to
suppress (C > 0) contribution of the data.
2. For uniqueness of representation, one may want to additionally require
∑4
i=1 Ci = 1.
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Remark 1 If C2 > 0, then every solution of (19) is admissible and the minimized risk is
finite.
No less important and perhaps a little less obvious is that C1, C4 > 0 also guarantees ad-
missibility of the solutions, as stated in Proposition 2 below.
Proposition 2 Let C1, C4 > 0. Then, the minimized risk (19) is finite and any minimizer
sT is admissible.
Proof Without loss of generality, assume C2 = C3 = 0. Since p(x
T ) > 0 (assumed in the
beginning of Section 2), there exists some admissible path sT . Clearly, the combined risk
of this path is finite, hence so is the minimum risk. Now, suppose sT is a minimizer of
the combined risk and suppose further that sT is inadmissible, i.e. p(sT |xT ) = 0. Since
the minimized risk (19) is finite, we must have p(sT ) > 0. Therefore, it must be that
p(xT |sT ) = 0, and therefore we must have some t, 1 ≤ t ≤ T , such fst(xt) = 0. This
would imply that any path through (t, st) is inadmissible, hence pt(st|xT ), the sum of the
posterior probabilities of all such paths, is zero. This implies R¯1(s
T |xT ) =∞, contradicting
optimality of sT .
Remark 3 Note that for any xT , the Posterior-Viterbi decoding (Fariselli et al., 2005)
(Problem (9) above) can be obtained by setting C3 = C4 = 0 and taking 0 < C2  C1. Also,
PVD can be obtained almost surely by setting C2 = C3 = 0 and taking 0 < C4  C1.
It is fairly intuitive that PVD can be realized as a solution to (19) for some 0 < C1, C2,
when C3 = C4 = 0. Nonetheless, let us prove this formally.
Proof Assume C3 = C4 = 0. For each C1, C2 > 0, let yˆ
T
C1,C2
∈ ST be a solution to (19).
Thus, we have
C1R¯1(yˆ
T
C1,C2 |xT ) + C2R¯∞(yˆTC1,C2 |xT ) ≤ C1R¯1(yˆTPV D|xT ) + C2R¯∞(yˆTPV D|xT ).
Then
0 ≤ C1(R¯1(yˆTC1,C2 |xT )− R¯1(yˆTPV D|xT )) ≤ C2(R¯∞(yˆTPV D|xT )− R¯∞(yˆTC1,C2 |xT ))
holds for any C1, C2 > 0. Since R¯∞(yˆTPV D|xT )− R¯∞(yˆTC1,C2 |xT ) is clearly bounded (and ST
is finite), by allowing C2 to be arbitrarily small, we obtain R¯1(yˆ
T
C1,C2
|xT ) = R¯1(yˆTPV D|xT )
for some sufficiently small C2. Since C2 > 0, all yˆ
T
C1,C2
are admissible (Remark 1 above),
therefore for such sufficiently small C2, yˆ
T
C1,C2
is also a solution to the PVD Problem (9).
The second statement is proved similarly, recalling Proposition (2) to establish admis-
sibility of yˆTC1,C4 almost surely.
If the smoothing probabilities pt(s|xT ), t = 1, . . . , T and s ∈ S, have been already com-
puted, a solution to (19) can be found also by a standard dynamic programming algorithm.
Let us first introduce more notation. For every t ∈ 1, . . . , T and j ∈ S, let
γt(j) := C1 log pt(j|xT ) + C2 log fj(xt) + C3 log pt(j).
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Note that the function γt depends on the entire data x
T . Next, let us also define the
following scores
δ1(j) := (C2 + C4) log pij + γ1(j), ∀j ∈ S,
δt(j) := max
i
(
δt−1(i) + (C2 + C4) log pij
)
+ γt(j) (24)
for t = 2, 3 . . . , T, and ∀j ∈ S.
Using the above scores δt(j) and a suitable tie-breaking rule, below we define the back-
pointers it(j), terminal state iT , and the optimal path sˆ
T (iT ).
it(j) := arg max
i∈S
[δt(i) + (C2 + C4) log pij ], when t = 1, . . . , T − 1;
iT := arg max
i∈S
δT (i). (25)
sˆt(j) :=
{
i1(j), when t = 1;(
sˆt−1(it−1(j)), j
)
when t = 2, . . . , T .
(26)
The following theorem formalizes the dynamic programming argument; its proof is standard
and we state it below for completeness only.
Theorem 4 Any solution to (19) can be represented in the form sˆT (iT ) provided the ties
in (25) are broken accordingly.
Proof With a slight abuse of notation, for every st ∈ St, let
U(st) =
t∑
u=1
[
γu(su) + (C2 + C4) log psu−1su
]
,
where s0 := 0 and p0s := pis. Hence,
−T [C1R¯1(sT |xT ) + C2R¯∞(sT , xT ) + C3R¯1(sT ) + C4R¯∞(sT )] = U(sT )
and any maximizer of U(sT ) is clearly a solution to (19) and (20).
Next, let U(j) := δ1(j) for all j ∈ S, and let
U(st+1) = U(st) + (C2 + C4) log pstst+1 + γt+1(st+1),
for t = 1, 2, . . . , T − 1 and also st ∈ St. By induction on t, these yield
δt(j) = max
st:st=j
U(st)
for every t = 1, 2, . . . , T and for all j ∈ S. Clearly, every maximizer sˆT of U(sT ) over
the set ST must satisfy sˆT = iT , or, more precisely sˆT ∈ arg maxj∈S δT (j), allowing for
non-uniqueness. Continuing to interpret arg max as a set, recursion (24) implies recursions
(25) and (26), hence any maximizer sˆT can indeed be computed in the form sˆT (sˆT ) via the
forward (recursion (25))-backward (recursion (26)) procedure.
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Similarly to the generalized risk minimization of (19), the generalized problem of accuracy
optimization (18) can also be further generalized as follows:
min
sT
[
C1R1(s
T |xT ) + C2R¯∞(sT |xT ) + C3R1(sT ) + C4R¯∞(sT )
]
, (27)
where risk
R1(s
T ) :=
1
T
T∑
t=1
P(Yt 6= st) = 1− 1
T
T∑
t=1
pt(st) (28)
is the error rate relative to the prior distribution. This problem can be solved by the
following recursion
δ1(j) := (C2 + C4) log pij + γ1(j), ∀j ∈ S,
δt(j) := max
i
(
δt−1(i) + (C2 + C4) log pij
)
+ γt(j), (29)
for t = 2, 3 . . . , T, and ∀j ∈ S,
where now
γt(j) = C1pt(j|xT ) + C2 log fj(xt) + C3pt(j).
The following remarks compare this generalized Problem with the generalized Problem (19)
(Remarks 1 and 3, Proposition 2).
Remark 5 1. As in the generalized posterior-Viterbi decoding (19), here C2 > 0 also
implies admissibility of the optimal paths.
2. Now, C4 > 0 implies that the minimized risk is finite for any x
T , but unlike in (19),
C1, C4 > 0 is not sufficient to guarantee admissibility almost surely of the solutions to
the problem (27).
3. Taking C3 = C4 = 0, the constrained PMAP problem (Ka¨ll et al., 2005) (Problem (7)
above) is obtained for some C1, C2 such that 0 < C2  C1.
We refer to a decoder solving the generalized risk minimization Problem (19) as a general-
ized posterior-Viterbi hybrid decoder. Similarly, a decoder solving the generalized optimal
accuracy Problem (27) is referred to as a generalized PMAP hybrid decoder to distinguish
the product-based risk R¯1(s
T |xT ) in the former case from the sum-based risk R1(sT |xT ) in
the latter case. Both the generalized families, however, naturally extend the PMAP/optimal
accuracy/posterior decoder (Section 2.1).
To further characterize the solutions to these generalized problems, we next state a
simple general result.
Lemma 6 Let F and G be functions from a set A to the extended reals R¯ = R ∪ {±∞}.
Let α1, α2 ∈ [0, 1] be such that α1 ≤ α2. Suppose a1, a2 ∈ A are such that
αiF (ai) + (1− αi)G(ai) ≤ αiF (x) + (1− αi)G(x) i = 1, 2 for all x ∈ A.
Then F (a1) ≥ F (a2) and G(a1) ≤ G(a2).
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Although the result is obvious, below we state its proof for completeness.
Proof Write a, b, c, and d for F (a1), G(a1), F (a2), and G(a2), respectively. Then we have
α1(a− c) ≤ (1− α1)(d− b)
α2(a− c) ≥ (1− α2)(d− b)
and therefore
α2α1(a− c) ≤ α2(1− α1)(d− b)
α1α2(a− c) ≥ α1(1− α2)(d− b),
which gives α1(1−α2)(d− b) ≤ α2(1−α1)(d− b). Since α1(1−α2) ≤ α2(1−α1), it follows
that d ≥ b, i.e. G(a2) ≥ G(a1). The fact that F (a1) ≥ F (a2) is obtained similarly.
Corollary 7 1. Let yˆ and yˆ′ be solutions to Problem (19) with C1 ∈ [0, 1] and C2 =
1 − C1, C3 = C4 = 0 and C ′1 ∈ [0, 1] and C ′2 = 1 − C ′1, C ′3 = C ′4 = 0, respectively.
Assume C1 ≤ C ′1. Then R¯1(yˆ|xT ) ≥ R¯1(yˆ′|xT ) and R¯∞(yˆ|xT ) ≤ R¯∞(yˆ′|xT ).
2. Let yˆ and yˆ′ be solutions to Problem (19) with C3 ∈ [0, 1] and C4 = 1−C3, C1 = C2 = 0
and C ′3 ∈ [0, 1] and C ′4 = 1− C ′3, C ′1 = C ′2 = 0, respectively. Assume C3 ≤ C ′3. Then
R¯1(yˆ) ≥ R¯1(yˆ′) and R¯∞(yˆ) ≤ R¯∞(yˆ′).
3. Let yˆ and yˆ′ be solutions to Problem (27) with C1 ∈ [0, 1] and C2 = 1−C1, C3 = C4 = 0
and C ′1 ∈ [0, 1] and C ′2 = 1− C ′1, C ′3 = C ′4 = 0, respectively. Assume C1 ≤ C ′1. Then
R1(yˆ|xT ) ≥ R1(yˆ′|xT ) and R¯∞(yˆ|xT ) ≤ R¯∞(yˆ′|xT ).
4. Let yˆ and yˆ′ be solutions to Problem (27) with C3 ∈ [0, 1] and C4 = 1−C3, C1 = C2 = 0
and C ′3 ∈ [0, 1] and C ′4 = 1−C ′3, C ′1 = C ′2 = 0. Assume C3 ≤ C ′3. Then R1(yˆ) ≥ R1(yˆ′)
and R¯∞(yˆ) ≤ R¯∞(yˆ′).
Proof A straightforward application of Lemma 6.
4. The k-block Posterior-Viterbi decoding
The next approach provides a surprisingly different insight into what otherwise has already
been formulated as the generalized Problem (19). This, first of all, helps better understand
how the generalized Problem (19) resolves the drawback of Rabiner’s suggestion (intro-
duced in the last paragraph of Subsection 1.2.1 above). Secondly, the same approach gives
an elegant relationship (Theorem 8, Corollary 9) between the main types of risk, which
surprisingly amounts to, as far as we know, a novel property of ordinary Markov chains
(equation (35), and Proposition 16 of the concluding Section 8).
Recall (subsection 1.2) that Rabiner’s compromise between MAP and PMAP is to max-
imize the expected number of correctly decoded pairs or triples of (adjacent) states. With
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k being the length of the overlapping block (k = 2, 3, . . .) this means to minimize the
conditional risk
Rk(s
T |xT ) := 1− 1
T − k + 1
T−k+1∑
t=1
p(st+k−1t |xT ) (30)
which derives from the following loss function:
Lk(y
T , sT ) :=
1
T − k + 1
T−k+1∑
t=1
I{st+k−1t 6=yt+k−1t }. (31)
Obviously, for k = 1 this gives the usual R1 maximization, i.e. the PMAP decoding, which
is known to fault by allowing inadmissible paths. It is natural to think that minimizers of
Rk(s
T |xT ) “move” towards Viterbi paths “monotonically” as k increases to T . Indeed, when
k = T , minimization of Rk(s
T |xT ) (30) is equivalent to minimization of R¯∞(sT |xT ) achieved
by the Viterbi decoding. However, as the experiments in Section 6 below show, minimizers
of (30) are not guaranteed to be admissible (even if admissibility were defined relative to
the prior distribution) for k > 1. Also, as we already pointed out in subsection 1.2.1, this
approach does not give monotonicity, i.e. allows the optimal path for k = 2 to have lower
(prior and posterior) probabilities than those of the PMAP path (i.e. k = 1). Another
drawback of using the loss Lk (31) is that, unlike the generalized PVD and PMAP hybrid
decoders, the computational complexity of the Rabiner approach grows with the block
length k. We now show how these drawbacks go away when the sum in (30) is replaced by
a product, eventually arriving at a subfamily of the generalized posterior Viterbi decoders.
Certainly, replacing the sum by the product alters the problem, and it does so in a way that
makes the block-wise coding idea work well. Namely, the longer the block, the larger the
resulting path probability, which is also now guaranteed to be positive already for k = 2.
Moreover, this gives another interpretation of the risks R¯1(s
T |xT ) +CR¯∞(sT |xT ) (see also
Remark 3 above), the prior risks R¯1(s
T ) + CR¯∞(sT ), and consequently the generalized
Problem (19).
Let k be a positive integer. For the time being, let p represent any first order Markov
chain on ST , and let us define
U¯k(s
T ) :=
T−1∏
j=1−k
p
(
s
min(j+k,T )
max(j+1,1)
)
, R¯k(s
T ) := − 1
T
ln U¯k(s
T ).
Thus
U¯k(s
T ) = Uk1 · Uk2 · Uk3 ,
where
Uk1 := p(s1) · · · p(sk−21 )p(sk−11 )
Uk2 := p(s
k
1)p(s
k+1
2 ) · · · p(sT−1T−k)p(sTT−k+1)
Uk3 := p(s
T
T−k+2)p(s
T
T−k+3) · · · p(sT ).
Thus, R¯k is a natural generalization of R¯1 (introduced first for the posterior distribution in
(6)) since when k = 1, R¯k = R¯1.
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Theorem 8 Let k be such that T ≥ k > 1. Then the following recursion holds
R¯k(s
T ) = R¯∞(sT ) + R¯k−1(sT ), ∀sT ∈ ST .
Proof Note that
Uk1 = U
k−1
1 p(s
k−1
1 ), U
k
3 = p(s
T
T−k+2)U
k−1
3 .
Next, for all j such that j + k ≤ T , the Markov property gives
p(sj+kj+1) = p(sj+k|sj+k−1)p(sj+k−1j+1 )
and
Uk2 p(s
T
T−k+2) = p(s
k
1)p(s
k+1
2 ) · · · p(sTT−k+1)p(sTT−k+2) =
p(sk|sk−1)p(sk−11 )p(sk+1|sk)p(sk2) · · · p(sT |sT−1)p(sT−1T−k+1)p(sTT−k+2) =
p(sk|sk−1)p(sk+1|sk) · · · p(sT |sT−1)p(sk−11 ) · · · p(sT−1T−k+1)p(sTT−k+2) =
p(sk|sk−1) · · · p(sT |sT−1)Uk−12 .
Hence,
U¯k(s
T ) = Uk−11 p(s
k−1
1 )p(sk|sk−1) · · · p(sT |sT−1)Uk−12 Uk−13
= p(sT1 )U
k−1
1 U
k−1
2 U
k−1
3 = p(s
T )U¯k−1(sT ).
The second equality above also follows from the Markov property. Taking logarithms on
both sides and dividing by −T completes the proof.
Now, we specialize this result to our HMM context, and, thus, p(sT ) and p(sT |xT ) are again
the prior and posterior hidden path distributions.
Corollary 9 Let k be such that T ≥ k > 1. For all paths sT ∈ ST the prior risks R¯k and
R¯∞ satisfy (32). For every xT ∈ X T and for all paths sT ∈ ST , the posterior risks R¯k and
R¯∞ satisfy (33).
R¯k(s
T ) = R¯∞(sT ) + R¯k−1(sT ), (32)
R¯k(s
T |xT ) = R¯∞(sT |xT ) + R¯k−1(sT |xT ). (33)
Proof Clearly, conditioned on the data xT , Y T remains a first order Markov chain
(generally inhomogeneous even if it was homogeneous a priori). Hence, Theorem 8 applies.
Below, we focus on the posterior distribution and risks, but the discussion readily extends
to any first order Markov chain.
Let v(xT ; k) be a decoder that minimizes R¯k(s
T |xT ),
v(xT ; k) = arg max
sT∈ST
U¯k(s
T |xT ) = arg min
sT∈ST
R¯k(s
T |xT ). (34)
Corollary (10) below states how R¯k(s
T |xT ) minimization is a special case of the generalized
Problem (19). We refer to the generalized posterior-Viterbi hybrid decoders v(xT ; k) as
k-block PVD and summarize their properties in Corollary (10).
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Corollary 10 For every xT ∈ X T , and for every sT ∈ ST , we have
R¯k(s
T |xT ) = (k − 1)R¯∞(sT |xT ) + R¯1(sT |xT ) ∀k such that 1 ≤ k ≤ T. (35)
v(xT ; k) is admissible ∀k such that k > 1. (36)
R¯∞(v(xT ; k)|xT ) ≤ R¯∞(v(xT ; k − 1)|xT ) ∀k such that 1 < k ≤ T. (37)
R¯1(v(x
T ; k)|xT ) ≥ R¯1(v(xT ; k − 1)|xT ) ∀k such that 1 < k ≤ T. (38)
Equation (35) is also of practical significance showing that v(xT ; k) is a solution to (19)
with C1 = 1, C2 = k − 1, C3 = C4 = 0, and as such can be computed in the same fashion
for all k, 1 ≤ k ≤ T (see Theorem 4 above).
Inequality (37) means that the posterior path probability p(v(xT ; k)|xT ) increases with
k. At the same time, increasing k also increases R¯1-risk, i.e. decreases the product of
the (posterior) marginal probabilities of states along the path v(xT ; k). Inequalities (37)
and (38) clearly show that as k increases, v(·; k) monotonically moves from v(·; 1) (PMAP)
towards the Viterbi decoder, i.e. v(·;∞). However, the maximum block length is k = T .
A natural way to complete this bridging of PMAP with MAP is by embedding the R¯k
risks into the family R¯α via α =
k−1
k ∈ [0, 1]. Thus, (35) extends to
R¯α(s
T |xT ) := αR¯∞(sT |xT ) + (1− α)R¯1(sT |xT ) (39)
with α = 0 and α = 1 corresponding to the PMAP and Viterbi cases, respectively. This
embedding is clearly still within the generalized Problem (19) via C1 = 1 − α, C2 = α,
C3 = C4 = 0. In particular, v(x
T ; k(α)) can be computed by using the same dynamic
programming algorithm of Theorem 4 for all k ∈ [1,∞] (i.e. all α ∈ [0, 1]), and inequalities
(37) and (38) are special cases of Corollary 7 (part 1) to Lemma 6.
Recalling Remark 3, we note that on the lower end of 0 ≤ α ≤ 1, before reaching
PMAP (α = 0) we encounter PVD for some sufficiently small α ≈ 0. Note also that in
(36) k need not be integer either, i.e. Remark 1 establishes admissibility of v(xT ; k(α)),
k(α) = 1/(1− α), for all α ∈ (0, 1] (i.e. all k ∈ (1,∞]).
Proof Equation (35) follows immediately from equation (33) of Corollary 9. Admissibility
of v(xT ; k) for k > 1 in (36) becomes obvious recalling Remark 1. Inequalities (37) and
(38) are established by Corollary 7.
Given xT and a sufficiently large k (equivalently, α ≈ 1), v(xT ; k), the minimizer of
R¯α(s
T |xT ) (39) (and (35)) would produce a Viterbi path v(xT ;∞) (since ST is finite).
However, such α (and k) would generally depend on xT , and in particular k may need to
be larger than T , i.e. v(xT ;T ) may be different from v(xT ;∞).
At the same time, for k > 1 we have
R¯∞(v(xT ;∞)|xT ) ≤ R¯∞(v(xT ; k)|xT ) ≤ R¯∞(v(xT ;∞)|xT ) + R¯1(v(x
T ;∞)|xT )
k − 1 , (40)
on which we comment more in Section 7 below. The first inequality of (40) above follows
immediately from the definition of the Viterbi decoder. To obtain the second inequality,
apply (35) to both v(xT ; k) and v(xT ;∞) and subtract one equation from the other. Di-
viding the resulting terms by k − 1, noticing that R¯k(v(xT ;∞)|xT ) ≥ R¯k(v(xT ; k)|xT ) and
R¯1(v(x
T ; k)|xT ) ≥ 0, and rearranging the other terms yields the result.
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Considering the prior chain Y T and risks in (32), we immediately obtain statements
analogous to (35)-(38), extending these new interpretations to the entire generalized Prob-
lem (19).
5. Algorithmic approaches
It is also possible (at least when the Viterbi path is unique) to hybridize MAP and PMAP
inferences without introduction of risk/loss functions. We discuss such approaches mainly
because one such approach was taken by (Brushe et al., 1998), the only publication dedicated
to the theme of hybridization of the MAP and PMAP inferences in HMMs.
First note that the hybridization can be achieved by a suitable transformation of the
forward and backward variables αt(i) and βt(i) defined in (1). To make this concrete,
consider the recursively applied power transformations with µ > 0 given in (41) below
α1(i;µ) := α1(i) (41)
αt(i;µ) :=
 K∑
j=1
(αt−1(j;µ)pji)µ
 1µ fi(xt), t = 2, 3 . . . , T
βT (i;µ) := βT (i) = 1
βt(i;µ) :=
 K∑
j=1
(pijfj(xt+1)βt+1(j;µ))
µ
 1µ , t = T − 1, T − 2, . . . , 1,
for all i ∈ S. Clearly, αt(i; 1) = αt(i) and βt(i; 1) = βt(i), for all i ∈ S and all t = 1, 2, . . . , T .
Thus, µ = 1 leads to the PMAP decoding, i.e. at time t returning
vt = arg max
i∈S
{αt(i; 1)βt(i; 1)}, (42)
provided some tie-breaking rule.
Using induction on t and continuity of the power transform, it can also be seen that the
following limits exist and are finite for all i ∈ S and all t = 1, 2, . . . , T : limµ→∞ αt(i;µ) =:
αt(i,∞) and limµ→∞ βt(i;µ) =: βt(i;∞), where
αt(i;∞) = max
st:st=i
p(xt, st), t = 1, 2, . . . , T, (43)
= max
j∈S
(αt−1(j;∞)pji) fi(xt), t = 2, 3, . . . , T,
βt(i;∞) = max
sTt+1∈ST−t
p(xTt+1, s
T
t+1|Yt = i), t = T − 1, T − 2, . . . , 1, and βT (i;∞) = 1,
max
j∈S
(pijfj(xt+1)βt+1(j;∞)) .
The above convergence follows from the following trivial observation, which we nonetheless
prove below for reasons to become clear later on in the context of equation (46).
Proposition 11 Let aj(µ), j = 1, 2, . . . ,K, be non-negative as functions of µ ∈ (0,∞).
Assume that aj(µ) converges to some (finite) limit aj as µ → ∞. Assume further that for
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any µ, at least some of the aj(µ) are positive. Then we have
lim
µ→∞
 K∑
j=1
aj(µ)
µ
 1µ = max
1≤j≤K
{aj}.
Proof Let M(µ) = max1≤j≤K{aj(µ)}, and let M = max1≤j≤K{aj}. Write(∑K
j=1 aj(µ)
µ
) 1
µ
= M(µ)
(∑K
j=1
(
aj(µ)
M(µ)
)µ) 1µ
and note that as µ → ∞, M(µ) converges
to M . Also, we have
1 ≤
 K∑
j=1
(
aj(µ)
M(µ)
)µ 1µ ≤ K 1µ .
Since K
1
µ → 1, by the Sandwich Theorem the middle term also converges to 1, yielding
the proposed result.
Returning to (43), we note that any Viterbi path v(xT ;∞) = (v1, . . . , vT ) satisfies the
following property:
vt = arg max
i∈S
{αt(i;∞)βt(i;∞)}. (44)
The above property (44) has already been pointed out by (Brushe et al., 1998). The main
motivation of (Brushe et al., 1998), however, seems to be the case of continuous emission
distributions Ps, which might explain why the authors do not consider the fact that not
every path that satisfies (44) is necessarily Viterbi, i.e. MAP. Thus, ignoring potential
non-uniqueness of the Viterbi paths, (Brushe et al., 1998) state, based on (44), that the
Viterbi path can be found symbol-by-symbol. As the following simple example shows, when
the Viterbi path is not unique, the attempt to implement the Viterbi decoding in the symbol-
by-symbol fashion (based on (44)) can produce suboptimal (i.e. in the sense of MAP), or
even inadmissible, paths.
Example 1 Let S = {1, 2, 3} and let {A,B,C,D} be the emission alphabet. Let the initial
distribution pi, transition probability matrix P, and the emission distributions fs, s ∈ S, be
defined as follows:
pi =
 0.40.54
0.06
 P =
0.6 0.4 00.1 0.1 0.8
0 0.02 0.98
 A B C Df1(·) 0.3 0.15 0.25 0.3
f2(·) 0.2 0.3 0.3 0.2
f3(·) 0.1(6) 0.1(6) 0.1(6) 0.5
.
Suppose the sequence x2 = (A,B) has been observed. The (posterior) probabilities of all the
nine paths (i, j) are then summarized in the matrix PP = (P (Y 2 = (i, j)|AB)) below:
PP =
0.0108 0.0144 00.0016 0.0032 0.0144
0 0.0001 0.0016
 ,
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hence there are two Viterbi paths in this case, namely (1, 2) and (2, 3). Now, α1(i;∞) =
piifi(A), i ∈ S, and β1(i;∞) = maxj∈S P (X2 = B, Y2 = j|Y1 = i) = maxj∈S fj(B)pij, or,
in the vector form:α1(1;∞)α1(2;∞)
α1(3;∞)
 =
 0.120.108
0.01
 ,
β1(1;∞)β1(2;∞)
β1(3;∞)
 =
 0.120.1(3)
0.16(3)
 ,
α1(1;∞)β1(1;∞)α1(2;∞)β1(2;∞)
α1(3;∞)β1(3;∞)
 =
 0.01440.0144
0.0016(3)
 ,
so we have v1 = 1 or v1 = 2. On the other hand, α2(i;∞) = maxj∈S P (X2 = (A,B), Y 2 =
(j, i)), and β2(i,∞) = 1 for all i ∈ S. Therefore,α2(1;∞)α2(2;∞)
α2(3;∞)
 =
α2(1;∞)β2(1;∞)α2(2;∞)β2(2;∞)
α2(3;∞)β2(3;∞)
 =
 max{0.0108, 0.0016, 0}max{0.0144, 0.0032, 0.0001}
max{0, 0.0144, 0.0016}
 =
0.01080.0144
0.0144
 .
Therefore, v2 = 2 or v2 = 3. However, the symbol-by-symbol decoding is not aware that
gluing v1 = 1 and v2 = 3 is not only suboptimal, but is actually forbidden, i.e. results in
the inadmissible path (1, 3).
In contrast to Viterbi, the PMAP inference (in the absence of constraints) is by definition
point-wise, i.e. symbol-by-symbol, hence not sensitive to the non-uniqueness issue.
All in all, the main idea of (Brushe et al., 1998) is to consider “hybrid” decoders that
use intermediate values of the interpolation parameter µ. That is, the hybrid decoder with
parameter µ is defined as a decoder that at time t returns
vt = arg max
i∈S
{αt(i;µ)βt(i;µ)}, (45)
provided some tie-breaking rule.
Note also that in their attempt to hybridize PMAP with Viterbi in this manner, (Brushe
et al., 1998) instead of (41) use different transformations that are based on the following
(0,∞)→ R composite mapping
F (µ, d1(µ), d2(µ), . . . , dN (µ)) :=
1 + (N − 1) exp(−µ)
µ
log
 1
N
N∑
j=1
exp (µdj (µ))
 , (46)
where N = K (in our notation) and functions dj (µ) are continuous on [0,∞) with finite
limits dj(∞) as µ → ∞. It is then not hard to verify that as µ → 0, the function (46)
converges to
∑N
j=1 dj(0) (based on (Brushe et al., 1998, Proposition 1a)). At the same
time, as µ → ∞ the same function converges to max1≤j≤N{dj(∞)} (based on (Brushe
et al., 1998, Proposition 1b)). To establish the latter convergence, (Brushe et al., 1998)
refer to the Varadhan-Laplace Lemma, although the result is immediately seen with just
basic calculus, e.g. by using continuity of the logarithmic function, taking logarithm inside
the limit in Proposition 11, and identifying aj(µ) with e
dj(µ).
This mapping is then applied recursively to αt(i;µ) and βt(i;µ), the analogs of the
forward and backward variables (κµt (i) and τ
µ
t (i), respectively, in the notation of (Brushe
et al., 1998)), to produce the correct end points/limits, i.e. PMAP and Viterbi/MAP (when
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the latter is unique). Specifically, the transformed forward and backward variables would
be re-defined as follows:
α1(i;µ) := α1(i); (47)
αt(i;µ) :=
1 + (N − 1) e−µ
µ
log
 1
N
N∑
j=1
eµαt−1(j;µ)pji
 fi (xt) , t = 2, 3 . . . , T ;
βT (i;µ) := βT (i) = 1;
βt(i;µ) :=
1 + (N − 1) e−µ
µ
log
 1
N
N∑
j=1
eµβt+1(j;µ)pijfj(xt+1)
 , t = T − 1, T − 2 . . . , 1.
Above, we took the liberty to correct κµ1 (i) = pi(i) (α1(i;µ) = pii in our notation), which
appears in (Brushe et al., 1998) as equation (22) and also in the proofs of parts (a) and
(b) of their Lemma 1. Clearly, in order for κµ1 (i) (α1(i;µ) in our notation) to match
α1(i) = P (Y1 = i,X1 = x1) (as claimed in their Lemma 1), κ
µ
1 (i) has to equal pi(i)bi(O1)
(which is piifi(x1) in our notation). Note that equation (15) in (Brushe et al., 1998) leaves
α1(i) undefined, but instead introduces α0(i), which is defined to be pi(i). If that was an
implicit intention to introduce a “silent” state at t = 0, then their equation (22) and the
relevant parts of the proof of Lemma 1 would also have to start with t = 0 and not with t = 1.
If, on the other hand, t = 0 in equation (15) was simply a typing error and the intention
was to have t = 1, then the would-be definition of α1(i) = pi(i) contradicts an earlier
equation just below their equation (14), which gives α1(i) = P (O1, q1 = Si) = pi(i)b1(O1)
(i.e. P (Y1 = i,X1 = x1) = pi1f1(x1) in our notation).
Returning to the essence of the approach, note that the only reason stated in (Brushe
et al., 1998) for choosing (47) as the family of interpolating transformations is the attainment
of the required limits (i.e. PMAP when µ → 0, and Viterbi when µ → ∞). It is therefore
not clear if (Brushe et al., 1998) realized that besides (47), there are other (single parameter)
families of transformations, such as (41), with the same limiting behavior. Naturally, the
resulting interpolation generally depends on the choice of the transformations used. In the
absence of any special reason to use (47), (41) has an appeal of being more commonly used
and looking simpler, should one really wish to pursue the idea of algorithmic hybridization.
Moreover, we explain next (subsection 5.1) why the hybrid decoder defined by (45) and the
transformations (47) does not work in practice except with trivial examples, and we also
show (subsection 5.3) how this decoder can be modified to become operational. In contrast
to this, we will show (subsection 5.2) that the hybrid decoder based on the transformations
(41) becomes operational by modifying just the algorithm used for its computation, and not
the decoder. This makes the transformations (41) even more attractive as an alternative to
(47).
5.1 The hybrid decoder based on the transformations (47) does not work in
practice except with trivial examples
The key point is that the transform-based algorithmic hybridization attempts to compute
quantities which, at least for µ ≈ 0, are the same order of magnitude as the forward and
backward probabilities αt(i) = P (X
t = xt, Yt = i) and βt(i) = P (x
T
t+1|Yt = i). These are
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well-known to vanish exponentially fast with T , see, for example, (Bishop, 2006, 13.2.4)
who also note that “[f]or moderate lengths of chain (say 100 or so), the calculation of the
[αt(j)] will soon exceed the dynamic range of the computer, even if double precision floating
point is used.” The situation clearly gets worse as µ increases. Indeed, recall (43), and note
that maxst:st=i p(x
t, st) = αt(i;∞) ≤
∑
st:st=i
p(xt, st) = αt(i) (which is also αt(j; 1) in (41)
and αt(j; 0) in (47)). This easily leads to a collapse of computations already with chains as
short as T = 10 (which indeed happens using the data and model from our experiments of
Section 6 below).
It appears that the authors of (Brushe et al., 1998) do not fully understand the nature of
the above numerical problems when they divert the reader’s attention to the computation
of the logsumexp function used in their transforms (46), (47). This is misleading as the
log(ea+eb) = max{a, b}+log (1 + e−|a−b|) trick (alluded to by (Brushe et al., 1998) in their
Remark below equation (25)) is relevant to the problem of underflow only of the intermediate
values (i.e. ea + eb when a or b is negative of a large magnitude, such as the logarithm of
a very small probability). In the case of the transform (46), however, computations of the
transformed, say, forward variable αt+1(i;µ) (47), do require µdj(µ) = µαt(j;µ)pji and not
its logarithm. Thus, eventually (i.e. for some t) underflow occurs for some µαt(i;µ)pji,
and then (i.e. for some possibly larger t) for all µαt(i;µ)pji. In terms of the logsumexp
function, this means that both ea and eb become 1 (and not zero!) but the logarithm of
their average (the core of the transform (46)) becomes 0, transferring the underflow to the
next generation, i.e. αt+1(i;µ). Thus, storing αt(i;µ) in the log-domain is irrelevant here
since the transforms (46), (47) with or without the logsumexp trick, do require the actual
value of αt(i;µ). Of course, one can conceivably introduce the loglogsumexpexp function
to operate on log(αt(i;µ)) and resolve this problem in that way, but it is not clear if the
goal is worth the effort.
Furthermore, insisting on that “[t]he computational complexity and numerical imple-
mentation issues associated with the hybrid algorithm can be overcome using the Jaco-
bian logarithm”, (Brushe et al., 1998, p. 3133) repeatedly refer to another paper, which
proposes to compute the logsumexp function log(
∑
k exp(ak)) via recursive application
of log(ea + eb) = max{a, b} + log (1 + e−|a−b|). Although this recursive implementation
should indeed be generally more accurate (albeit also computationally more expensive) than
the commonly used single-shift implementation log(
∑
k exp(ak)) = M + log (exp(ak −M))
(M = maxk{ak}), as we just explained above, it is irrelevant to the real problem of comput-
ing the transformed forward and backward variables αt(i, µ), βt(i, µ) (κ
µ
t (i), τ
µ
t (i), respec-
tively, in (Brushe et al., 1998)). Thus, despite their claims, the approach of (Brushe et al.,
1998) does not immediately provide an operational decoding algorithm except for trivially
short chains. For example, using the two-state HMM from the Example 2 and the 64-bit
MATLAB (MATLAB, 2011) (but without The Symbolic Math Toolbox) installation on
a (64-bit) Linux machine, the hybrid decoder based on (47) with µ = 1 already fails for
T = 40 (with or without the logsumexp trick). For comparison, the hybrid decoder based
on the power transform (41) (µ = 1) survives an order of magnitude longer.
A natural question is then whether the transform-based algorithmic hybridization ap-
proach (using (47) or (41), or the like) can at all work in practice. The fact that no such
example has been given by (Brushe et al., 1998), or anyone else uptodate, casts some doubt.
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Below we give reassuring answers, which have been verified to work on several realistic ex-
amples.
Indeed, it is well-known that in practice, to decode the t-th symbol the PMAP de-
coder uses the posterior probabilities pt(i|xT ) and not the vanishing joint probabilities
pt(i|xT )p(XT = xT ) = P (xT , Yt = i) = αt(i)βt(i). The posterior probabilities pt(i|xT ) are
computed as α˜t(i)β˜t(i), where α˜t(i) = P (Yt = i|xt) and β˜t(i) = P (xTt+1|Yt = i)/p(xTt+1|xt)
are the scaled analogs of the forward and backward probabilities αt(i) and βt(i) (Bishop,
2006, 13.2.4). This allows PMAP to bypass the aforementioned problem of numerical un-
derflow.
5.2 The hybrid decoder (45) is invariant to rescaling of the power-transformed
(41) forward and backward variables α(·;µ), β(·;µ).
Let us apply the same normalization approach to the transformed forward and backward
variables, first, using the power transform (41) and then (47). First, recall (e.g. (Bishop,
2006, 13.2.4)) that α˜t(i) are obtained by replacing the recursive definition
αt(i) = fi(xt)
K∑
j=1
αt−1(j)pji, i = 1, 2, . . . ,K,
by the two-step self-normalized definition
p(xt|xt−1)α˜t(i) = fi(xt)
K∑
j=1
α˜t−1(j)pji, i = 1, 2, . . . ,K,
α˜t(i) =
p(xt|xt−1)α˜t(i)∑K
s=1 p(xt|xt−1)α˜t(s)
, for t = 2, . . . , T,
where α˜1(i) = α1(i)/c1, and c1 := p(x1) =
K∑
s=1
α1(s).
Thus, for all t = 2, 3 . . . T , and for all i = 1, 2, . . . ,K,
α˜t(i) =
fi(xt)
∑K
j=1 α˜t−1(j)pji
ct
, where, also according to (Bishop, 2006, (13.56)),
ct := p(xt|xt−1) =
K∑
s=1
fs(xt)
K∑
j=1
α˜t−1(j)pjs.
Similarly, the rescaled backward variables are given by
β˜T (i) := 1;
β˜t(i) :=
∑K
j=1 pijfj(xt+1)β˜t+1(j)
ct+1
, t = T − 1, T − 2, . . . , 1.
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In the same manner, we normalize the αt(i;µ) and βt(i;µ) (defined by equations (41))
for any µ > 0 as follows:
α˜1(i;µ) := α1(i)/c1(µ) = α˜1(i), where c1(µ) := c1 for all µ; (48)
α˜t(i;µ) :=
[∑K
j=1 (α˜t−1(j;µ)pji)
µ
] 1
µ
fi(xt)
ct(µ)
, t = 2, 3, . . . T ;
β˜T (i;µ) := βT (i) = 1;
β˜t(i;µ) :=
[∑K
j=1
(
pijfj(xt+1)β˜t+1(j;µ)
)µ] 1µ
ct+1(µ)
, t = T − 1, T − 2, . . . 1,
where
ct(µ) :=
K∑
s=1
 K∑
j=1
(α˜t−1(j;µ)pjs)µ
 1µ fs(xt), t = 2, 3 . . . T.
Thus, ct(1) = ct for all t = 1, 2, . . . , T . Also note that, using induction on t and (43),
limµ→1 ct(µ) = ct(1), and the limits ct(∞) := limµ→∞ ct(µ) exist and are finite for all
t = 1, 2, . . . , T .
Proposition 12 For any i ∈ S, we have
1) α˜t(i;µ) =
αt(i;µ)∑K
s=1 αt(s;µ)
= αt(i;µ)∏t
m=1 cm(µ)
for all t = 1, 2, . . . T , and β˜t(i;µ) =
βt(i;µ)∏T
m=t+1 cm(µ)
for
all t = 1, 2, . . . T − 1 and for all µ > 0;
2) limµ→1 α˜t(i;µ) = α˜t(i), limµ→1 β˜t(i;µ) = β˜t(i) for all t = 1, 2, . . . T ;
3) limµ→∞ α˜t(i;µ) = α˜t(i;∞) := αt(i;∞)∑K
s=1 αt(s,∞)
, for all t = 1, 2, . . . T , and limµ→∞ β˜t(i;µ) =:
β˜t(i;∞) = βt(i;∞)∏T
m=t+1 cm(∞)
, for all t = 1, 2, . . . T − 1, and, finally, limµ→∞ β˜T (i;µ) =:
β˜T (i;∞) = 1 trivially;
4) The hybrid decoder (45) based on the transformations (41) and the hybrid decoder (45)
based on the transformations (48) are one and the same decoder, provided that both use the
same tie-breaking rule.
Proof The first claim concerning the α˜t is trivially true for t = 1 by definition of α1(i;µ),
i.e. (41). Now, using induction on t, assume that the claim is true for t−1. Write at−1(µ) for
(
∑K
s=1 αt−1(s;µ))
−1 so that at−1(µ)αt−1(j;µ) = α˜t−1(j;µ) and at−1(µ) = (
∏t−1
m=1 cm(µ))
−1.
Then, using (48), we get
α˜t(i;µ) =
(∑K
j=1 (at−1(µ)αt−1(j;µ)pji)
µ
) 1
µ
fi(xt)∑K
s=1
(∑K
j=1 (at−1(µ)αt−1(j;µ)pjs)
µ
) 1
µ
fs(xt)
,
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which, upon cancellation of the at−1(µ), yields the required result(∑K
j=1 (αt−1(j;µ)pji)
µ
) 1
µ
fi(xt)∑K
s=1
(∑K
j=1 (αt−1(j;µ)pjs)
µ
) 1
µ
fs(xt)
=
αt(i;µ)∑K
s=1 αt(s;µ)
.
To see that α˜t(i;µ) also equals
αt(i;µ)∏t
m=1 cm(µ)
, write
α˜t(i;µ) =
(∑K
j=1 (at−1(µ)αt−1(j;µ)pji)
µ
) 1
µ
fi(xt)
ct(µ)
=
(∑K
j=1 (αt−1(j;µ)pji)
µ
) 1
µ
fi(xt)
(
∏t−1
m=1 cm(µ))ct(µ)
,
which, recalling the original (unscaled) αt(i;µ) recursion, yields the result.
The β variables are handled analogously.
The second claim is then a straightforward consequence of the first claim and the con-
tinuity (with respect to µ, and in particular at µ = 1) of the power transform; for example,
to establish the result for the β˜t(i;µ), observe that
∏T
m=t+1 cm(µ) →
∏T
m=t+1 cm(1) when
µ→ 1. The third claim also immediately follows from the first one and Proposition 11, also
noticing that
∏T
m=t+1 cm(µ) →
∏T
m=t+1 cm(∞) as µ → ∞. The fourth claim also immedi-
ately follows from the first claim as vt maximizes αt(i;µ)βt(i;µ) if and only if it maximizes
α˜t(i;µ)β˜t(i;µ).
In particular, we arrive at the following characterization of the Viterbi paths vT , which is
now possible to compute in practice for a wide range of models and parameters in contrast
to the condition (44):
Corollary 13 For any t = 1, 2, . . . , T , vt = arg maxi∈S{α˜t(i;∞)β˜t(i;∞)}.
Recall (42), and thus note that the PMAP decoder also maximizes α˜t(i; 1)β˜t(i; 1). As
a side note, consider also the following decoder vT (xT ) that extrapolates the normalized
power-transformed decoder to µ → 0, i.e.“beyond” the PMAP decoding. Namely, for any
t = 1, 2, . . . , T , let vt = arg maxi∈S{α˜t(i; 0)β˜t(i; 0)}, where for any i ∈ S,
α˜1(i; 0) := α1(i)/c1 = α˜1(i); (49)
α˜t(i; 0) :=
[ ∏
j∈St(i)
α˜t−1(j; 0)pji
] 1
Kt(i)
fi(xt)
∑K
s=1
[ ∏
j∈St(s)
α˜t−1(j; 0)pjs
] 1
Kt(s)
fs(xt)
, t = 2, 3, . . . T,
where St(i) := {j ∈ S : α˜t−1(j; 0)pji > 0} and Kt(i) := |St(i)|
β˜T (i; 0) := βT (i) = 1;
β˜t(i; 0) :=
[ ∏
j∈S∗t (i)
pijfj(xt+1)β˜t+1(j; 0)
] 1
K∗t (i)
∑K
s=1
[∏
j∈St+1(s) α˜t(j; 0)pjs
] 1
Kt+1(s) fs(xt+1)
, t = T − 1, T − 2, . . . , 1,
where S∗t (i) := {j ∈ S : pijfj(xt+1)β˜t+1(j; 0) > 0} and K∗t (i) := |S∗t (i)|.
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Corollary 14 Assume that limµ→0 α˜t(i;µ) > 0 and limµ→0 β˜t(i;µ) > 0 for all i ∈ S and all
t = 1, 2, . . . , T . Then α˜t(i; 0) = limµ→0 α˜t(i;µ) and limµ→0 β˜t(i;µ) = β˜t(i; 0) for all i ∈ S
and all t = 1, 2, . . . , T , i.e. the decoder (45) based on the transformations (48) converges
(upto the tie-breaking rule) to the decoder defined by (49) above.
Proof This is a straightforward exercise in calculus, i.e. using continuity of the exponential
function and invoking (Brushe et al., 1998, Proposition 1a), with the positivity assumption
making all Kt(i) and K
∗
t (i) equal to K.
Note also that the hybrid decoder (45) based on the original, i.e. unnormalized variables
(41), generally does not have a limit as µ→ 0.
5.3 Rescaling of the forward and backward variables α(·;µ) and β(·;µ) defined
by (47) alters the hybrid decoder (45).
In the same manner as in (48) above, we now normalize the α(·;µ) and β(·;µ) variables
transformed according to (47). Thus, for any µ > 0 and for any i ∈ S, let
αˇ1(i;µ) := α1(i)/
K∑
s=1
α1(s) = α˜1(i); (50)
αˇt(i;µ) :=
log
[
1
K
∑K
j=1 e
µαˇt−1(j;µ)pji
]
fi(xt)∑K
s=1 log
[
1
K
∑K
j=1 e
µαˇt−1(j;µ)pjs
]
fs(xt)
, t = 2, 3, . . . T ;
βˇT (i;µ) := βT (i) = 1, t = T − 1, T − 2, . . . , 1;
βˇt(i;µ) :=
log
[
1
K
∑K
j=1 e
µpijfj(xt+1)βˇt+1(j;µ)
]
∑K
s=1 log
[
1
K
∑K
j=1 e
µαˇt(j;µ)pjs
]
fs(xt+1)
, t = T − 1, T − 2, . . . 1.
Proposition 15 For any i ∈ S, we have
1) limµ→0 αˇt(i;µ) = α˜t(i), limµ→0 βˇt(i;µ) = β˜t(i) for all t = 1, 2, . . . T ;
2) limµ→∞ αˇt(i;µ) = α˜t(i;∞) and limµ→∞ βˇt(i;µ) = β˜t(i;∞), for all t = 1, 2, . . . T .
3) The hybrid decoder (45) based on the transformations (47) and the hybrid decoder (45)
based on the transformations (50) are generally different, even if both use the same tie-
breaking rule.
Proof The first two claims are straightforward extensions of Lemmas 1 and 2 of (Brushe
et al., 1998). To see this, first restore the previously reduced factor 1+(K−1)e
−µ
µ in both
the numerator and denominator of the expressions for αˇt(i;µ) and βˇt(i;µ). Then apply
induction on t (first in the forward manner for the α variables and then backward for the
β variables). For example, assume that limµ→∞ βˇt+1(i;µ) = β˜t+1(i;∞). Then, as µ→∞,
1 + (K − 1)e−µ
µ
log
 1
K
K∑
j=1
eµpijfj(xt+1)βˇt+1(j;µ)
 → max
j∈S
(
pijfj(xt+1)β˜t+1(j;∞)
)
,
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which is, according to claim 3 of Proposition 12,
max
j∈S
(
pijfj(xt+1)βt+1(j;∞)/
T∏
m=t+2
cm(∞)
)
= max
j∈S
(pijfj(xt+1)βt+1(j;∞)) /
T∏
m=t+2
cm(∞)
Next, recalling (43), we get that the numerator in the expression for limµ→∞ βˇt(i;µ) is given
by βt(i;∞)/
∏T
m=t+2 cm(∞). Observing that the denominator is given by
lim
µ→∞
1 + (K − 1)e−µ
µ
K∑
s=1
log
 1
K
K∑
j=1
eµαˇt(j;µ)pjs
 fs(xt+1) = K∑
s=1
max
j∈S
(α˜t(j;∞)pjs) fs(xt+1),
which is just ct+1(∞), finally gives limµ→∞ βˇt(i;µ) = βt(i;∞)/
∏T
m=t+1 cm(∞) = β˜t(i;∞),
as required.
As a counter-example proving the last claim, consider the simple HMM from (The Math-
Works, Inc., 2012, p.1840).
Example 2 Let S = {1, 2} and let {1, 2, . . . , 6} be the emission alphabet. Let the initial
distribution pi, transition probability matrix P, and the emission distributions fs, s ∈ S, be
defined as follows:
pi =
(
2/3
1/3
)
, P =
(
0.95 0.05
0.1 0.9
)
, pitP = pit,
1 2 3 4 5 6
f1(·) 1/6 1/6 1/6 1/6 1/6 1/6
f2(·) 0.1 0.1 0.1 0.1 0.1 0.2
.
Suppose x5 = (2, 6, 6, 4, 1) has been observed. Take µ = 7. Tables 1 show outputs of
the original (top) and normalized (bottom) transformed decoders, respectively. Clearly, the
decoders return different paths.
Note that unlike the normalized hybrid decoder based on the power-transform, this nor-
malized hybrid decoder generally does not satisfy the first claim of Proposition 12. (Indeed,
satisfying these conditions would contradict the third claim of the latter Proposition 15.)
We have also experimented with these normalized hybrid decoders using a subset of real
data (and a realistic HMM with K = 6 states) from our experimental Section 6 and can
indeed confirm convergence of the hybrid decoder based (50) to the PMAP decoder with
µ = 0.001 and to the Viterbi decoder with µ = 10000 for sequences of length T = 100.
Naturally, the above range of µ values would generally need to increase significantly with
T .
Below, we summarize our views on the idea of purely algorithmic hybridization of MAP
and PMAP.
1. The method presented in (Brushe et al., 1998) need not work, i.e. can fail to converge
to the Viterbi path, when the Viterbi path is not unique, cf. Example 1 above.
2. Since the method depends on the transformation used, more work may be needed to
understand which (if any) particular transformation/interpolation could be suitable for a
specific application; the choice of (47) made in (Brushe et al., 1998) seems to be rather
arbitrary.
31
Lember and Koloydenko
t αt(1;µ) βt(1;µ) αt(2;µ) βt(2;µ) αt(1;µ)βt(1;µ) αt(2;µ)βt(2;µ)
10−6 10−6
1 0.11111 6.6968e-05 0.033333 0.00019826 7.4409 6.6088
2 0.010576 0.00071029 0.0091583 0.00085352 7.5121 7.8168
3 0.0009266 0.0083987 0.0022209 0.003471 7.7823 7.7088
4 9.201e-05 0.10141 0.00010268 0.058041 9.3311 5.9598
5 8.1481e-06 1 4.8559e-06 1 8.1481 4.8559
t αˇt(1;µ) βˇt(1;µ) αˇt(2;µ) βˇt(2;µ) αˇt(1;µ)βˇt(1;µ) αˇt(2;µ)βˇt(2;µ)
1 0.76923 0.30879 0.23077 0.97296 0.23753 0.22453
2 0.58963 0.55137 0.41037 0.55227 0.32510 0.22664
3 0.35383 1.15172 0.64617 0.39942 0.40751 0.25809
4 0.46886 1.03712 0.53114 0.59356 0.48626 0.31526
5 0.60611 1 0.39389 1 0.60611 0.39389
Table 1: µ = 7. Top: Output from the original (unnormalized) transformed decoder based
on the transformations (47); the optimal path is (1, 2, 1, 1, 1). Bottom: Output
from the normalized transformed decoder based on the transformations (50); the
optimal path is (1, 1, 1, 1, 1).
3. Also, the choice of (47) does not work in practice except with trivially short sequences;
the underlying transformations can be normalized but this alters the decoder (Proposi-
tion 15). The choice of (41) is better in several aspects, mainly for its rescaling property
(subsection 5.2), i.e. the decoder is indeed ready to work in practice.
4. Algorithmically defined estimators are notoriously hard to analyze analytically (Win-
kler, 2003, pp. 25, 129-131). Indeed, it is not clear if the general members of the above
interpolating families (regardless of the transformation used) satisfy any explicit optimality
criteria; this makes it difficult to interpret such decoders. This may also discourage the use
of such decoders in more complex inference cycles (i.e. when any genuine model parameters
are to be estimated as well, e.g. Viterbi Training (Koski, 2001; Lember and Koloydenko,
2008, 2010)).
5. The point-wise hybridization scheme (45) can itself be altered. For example, other
recursion schemes (for example, cf. (Koski, 2001, pp. 272-273) for Derin’s formula) can
also be applied for this purpose. However, now more than a decade after the appearance of
(Brushe et al., 1998), we are not aware of any practical application of the idea of algorithmic
hybridization of the MAP-PMAP inferences. Besides the plausible reasons already discussed
in Subsection 1.2.1 (that actually extend to any type of MAP-PMAP hybridization), we
suspect that this particular type of hybridization has not seen application mostly because
of the lack of interpretation of its solutions and the aforementioned flaws in the original
work (Brushe et al., 1998) introducing the idea.
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6. Experiments
We illustrate the performance of the Viterbi, PMAP, and some of the other known and
new decoders on the task of predicting protein secondary structure in single amino-acid
sequences. For this illustration purpose, our decoders are based entirely on the ordinary first
order HMM. In particular, when decoding an amino-acid sequence, they do not use cues from
decoded homologous sequences (other than by allowing homologous sequences to be part of
the training set for estimation of the model parameters). Certainly, successful predictors in
practice are significantly more elaborate, in particular, do exploit intensively information
from decoded homologs, and also include interactions at ranges considerably longer than
that of the first order HMM (Aydin et al., 2006). However, our current goal is not to attain
the absolute record on the task (which, not so long ago, was reported to be about 70% (Aydin
et al., 2006)), but to merely emphasize the following two points. First, the difference in
performance between the Viterbi and PMAP decoders can be appreciable in practice already
with the ordinary first order HMMs having as few as six hidden states. Secondly, using the
new family of decoders (i.e. solutions to the generalized risk minimization (19) and (18))
gives a potentially useful additional flexibility by exercising trade-offs between principled
performance measures (subsection 1.2.2).
Our data are a non-redundant subset of the Protein Data Bank (Berman et al., 2000).
Specifically, the secondary structural elements have been found from their atomic coor-
dinates using SSENVID (Softberry, Inc., 2001) and the resulting data can be freely down-
loaded from http://personal.rhul.ac.uk/utah/113/VA/env seqssnr.txt. The data contain
N = 25713 realizations (xTn(n), yTn(n)), n = 1, 2, . . . , N , with three original hidden states
{a, b, c}, representing α−helix, β−strand, and coil, respectively. The average length T¯ of
a realization is 167 positions. The observations xTn(n) come from a 20 symbol emission
alphabet of amino-acids
X = {A,C,D,E, F,G,H, I,K,L,M,N, P,Q,R, S, T, V,W, Y }.
We further distinguish four subclasses of the α-helix class a. The definition and enumeration
of the final six classes are as follows: Class one consists of the short, up to seven a long,
α-helices. Classes two and three consist of the β-strands (any number of b’s) and coil
sequences (any number of c’s), respectively. Classes four, five, and six derive from the a’s
that comprise an α-helix of length at least eight, thereafter referred to as long. Specifically,
class four is the so-called N -end, which is the first four a’s of a long α-helix. Similarly,
class six is the so called C-end, which is the last four a’s of a long α-helix. Any a’s in the
middle of a long α-helix are class five. Refining the original classification has been known
to improve prediction of protein secondary structure (Salamov and Solovyev, 1995). For
simplicity, here we only sub-divide the α-helix class (whereas (Salamov and Solovyev, 1995)
go further) given the limited goals of these experiments.
The (maximum likelihood estimates of the) transition and emission distribution matrices
as well as the vector of the initial probabilities computed from all of the realizations are
given in Appendix B.
The following experiments emulate a typical practical situation by re-estimating these
parameters from N − 1 sequences and using the re-estimated values to decode a remaining
sequence. We repeat the process N times in the leave-one(sequence)-out fashion. We do
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not impose stationarity in these experiments as we did not have any prior evidence of
stationarity. Indeed, the (estimated) initial distribution pˆi appears to be very different from
the stationary one (pˆiinv, see Appendix B) and many sequences in the dataset are quite
short.
Figure 1 displays case 877, which is 149 positions long and is split into two pieces
at position t = 75 (shown in both images). The ground truth is shown by the top (0)
row. This case is typical in several senses. First, in this case the PMAP decoder (row 2)
shows the median gain in accuracy (of about 11%) over the Viterbi decoder (row 1); see
subsequent subsections for a discussion of performance measures. Secondly, the PMAP, i.e.
optimal accuracy output, is inadmissible in this case, which is evident from, e.g. the isolated
state five (yellow) island (transitions between states three and five are forbidden). Rows 3
through 5 are outputs from the PVD, Constrained PMAP, and Rabiner k = 2 decoders,
respectively. It is typical of the PVD and Constrained PMAP decoders to tie. Outputs from
other members of the generalized posterior Viterbi (19) and PMAP (27) hybrid decoders are
given in rows 6-18, and 19-31, respectively. Table 2 gives a detailed legend for interpreting
the outputs. The monotonicity of the generalized PVD hybrid inference (Corollary 7, part
1, and Corollary 10, inequalities (37) and (38)) is illustrated by following the posterior risk
columns R¯∞ and R¯1 across rows 2 (PMAP), then 6 through 17, and finally 1 (Viterbi); PVD
(row 3) is attained when α ≈ 0 (rows 6-9) and here is also indistinguishable from Constrained
PMAP (row 4). The monotonicity of the generalized PMAP hybrid inference (Corollary
7, part 3) is illustrated by following the R¯∞ and R1 columns across rows 2 (PMAP), then
19 through 30, and finally 1 (Viterbi); Constrained PMAP (row 4) is attained when α ≈ 0
(rows 19-20) and here is also indistinguishable from PVD (row 3).
Note how the decoder in row 16 (Figure 1) differs from its neighbors, specifically, how
it completely misses the terminal activity, which is to a variable extent captured by both
“more accurate” (row 15) and “more probable” (row 17) neighbors of this decoder. In
practice, application specific performance measures would likely to be of more interest than
the simple measures used here for illustration of the ideas (see also Section 8).
Rows 18 and 31 are the “data blind” maximum a priori and pointwise maximum a priori
decodings, which are members of both the generalized hybrid families. These decodings tie
not only in this but in all the other cases as well; see the structure of the (overall) transition
matrix P in Appendix B to understand the overwhelming dominance of class 3 (“coil”) in
the absence of the amino-acid information.
Additionally, instead of using the actual data, we simulate synthetic datasets each of
which having the same number N = 25713 of sequences, in the following way. Let {pˆisn}s∈S ,
P̂n, {P̂sn, s ∈ S} be the estimates of the HMM parameters (initial, transition, and emis-
sion distributions, respectively) obtained from (xTn(n), yTn(n)), the n-th actual realization.
Then the n-th simulated realization is a sample of length Tn from the (first order ho-
mogeneous) HMM with these parameters (note that the initial distributions {pˆisn}s∈S are
necessarily degenerate).
6.1 Performance measures and their estimation
Given a classification method g, our principal performance measures are the R1(g) risk
ER1(g(XT )|XT ) (see (5)) and the R¯∞ risk ER¯∞(g(XT )|XT ), (3) (note that it is not prac-
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R Output yˆ149(877) Empir. posterior
o Generalized Alias C1 C2 C3 C4 error risks
w PVD PMAP rate(%) R∞ R1 R1(%)
0 Truth 0 0.4907 1.1311 59.2173
1 + + Viterbi 1− α = 1k = 0 α = 1 0 0 56.3758 0.1604 0.8296 50.3368
2 + + PMAP 1− α = 1k = 1 α = 0 0 0 45.6376 ∞ 0.6905 46.7752
3 + PVD 1− α = 1k ≈ 1 α ≈ 0 0 0 46.9799 0.2486 0.6961 46.9188
+ ≈ 1 0 0 ≈ 0
4 + Constr. ≈ 1 ≈ 0 0 0 46.9799 0.2468 0.6961 46.9188
PMAP
5 + Rabiner n/a n/a n/a n/a 53.0201 0.1823 0.7118 47.4429
k = 2
6 + 1− α = 1k = 0.999 α = 0.001 0 0 46.9799 0.2486 0.6961 46.9188
7 + 1− α = 1k = 0.995 α = 0.005 0 0 46.9799 0.2486 0.6961 46.9188
8 + 1− α = 1k = 0.990 α = 0.010 0 0 46.9799 0.2486 0.6961 46.9188
9 + 1− α = 1k = 0.950 α = 0.050 0 0 46.9799 0.2352 0.6964 46.9322
10 + 1− α = 1k = 0.900 α = 0.100 0 0 46.9799 0.2352 0.6964 46.9322
11 + 1− α = 1k = 0.(6) α = 0.(3) 0 0 53.0201 0.1897 0.7065 47.2499
12 + 1− α = 1k = 0.500 α = 0.500 0 0 54.3624 0.1791 0.7142 47.5372
13 + 1− α = 1k = 0.(3) α = 0.(6) 0 0 56.3758 0.1700 0.7277 48.0356
14 + 1− α = 1k = 0.250 α = 0.750 0 0 57.0470 0.1680 0.7331 48.1738
15 + 1− α = 1k = 0.200 α = 0.800 0 0 57.0470 0.1680 0.7331 48.1738
16 + 1− α = 1k = 0.100 α = 0.900 0 0 57.0470 0.1645 0.7637 48.9620
17 + 1− α = 1k = 0.010 α = 0.990 0 0 56.3758 0.1604 0.8296 50.3368
18 + + MA- 0 0 0 1 57.0470 0.1645 0.7637 48.9620
Prior
19 + 0.999 0.001 0 0 46.9799 0.2486 0.6961 46.9188
20 + 0.995 0.005 0 0 46.9799 0.2486 0.6961 46.9188
21 + 0.990 0.010 0 0 46.3087 0.2417 0.6962 46.9245
22 + 0.950 0.050 0 0 50.3356 0.2009 0.7021 47.0773
23 + 0.900 0.100 0 0 50.3356 0.2009 0.7021 47.0773
24 + 0.(6) 0.(3) 0 0 54.3624 0.1776 0.7165 47.6139
25 + 0.500 0.500 0 0 57.0470 0.1680 0.7331 48.1738
26 + 0.(3) 0.(6) 0 0 57.0470 0.1680 0.7331 48.1738
27 + 0.250 0.750 0 0 57.0470 0.1645 0.7637 48.9620
28 + 0.200 0.800 0 0 56.3758 0.1604 0.8296 50.3368
29 + 0.100 0.900 0 0 56.3758 0.1604 0.8296 50.3368
30 + 0.010 0.990 0 0 56.3758 0.1604 0.8296 50.3368
31 + + PMA- 0 0 1 0 57.0470 0.1645 0.7637 48.9620
Prior
Table 2: Case 877. Performance of the well-known and some of the new decoders. Worst,
second worst, best and second best entries in each category are highlighted in red,
magenta, blue and cyan respectively.
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Figure 1: Performance of some of the well-known and new decoders on Case 877. For
legend, see Table 2.
tical to operate with R∞ (2) since it is virtually 1 for reasonably long realizations). For the
R¯∞ results, see Subsection 6.3.
The R1 risk is simply the point-wise error rate
1
T
∑T
t=1 P (Yˆt 6= Yt), where Yˆ stands
for g(XT ). This assumes T to be non-random; more generally, T is random and the R1
risk is then given by ET
[
1
T
∑T
t=1 P
(
Yˆt 6= Yt|T
)]
. We refer to 1 − R1 as accuracy when
comparing our decoders (e.g. Subsection 6.2 below). Note that given a decoder g, R1(g), is
simply a parameter of the underlying population of all (T, xT , yT ) that could potentially be
observed. If the current hidden Markov model were not too crude for this population, we
would compute such risks if not analytically, then at least by using Monte-Carlo simulations,
for any g of interest. In reality, however, we need to estimate them. The situation is further
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complicated by the fact that the classification method g is specified only up to the model
parameters, which are unknown and are estimated from the data.
All in all, we use the usual cross-validation (CV) estimation. Specifically, to decode
xTn(n), g uses the estimates of the parameters obtained from the remaining N−1 sequences.
Thus, if g outputs yˆTn , then we take the empirical point-wise error rate
eˆn =
1
Tn
Tn∑
t=1
I{yˆt 6=yt(n)} (51)
to be an estimate of R1(g). Clearly, if g used the same fixed parameters as used in the
definition of R1(g), then E[eˆn] = R1(g), i.e. eˆn would be unbiased for R1(g), and so would
be the average
eˆCV =
1
N
N∑
n=1
eˆn. (52)
Obviously, in reality eˆCV is likely to be biased. For this reason we also look at the model-
based CV estimate of R1 given by
Rˆ1 =
1
N
N∑
n=1
R1(yˆ
Tn |xTn(n)). (53)
Computation of R1(·|xT ) indeed relies on the model being correct, hence Rˆ1 is also likely
to be biased. We also report approximate 95% confidence intervals which are based on the
usual normal approximation disregarding, among others, any effects of the variability in the
realization length T .
If the variation in T were merely an observational artifact, then instead of the above
cross-validation averages (53), we would focus on the total error rate for the entire dataset
given by (54) below.
eˆ =
N∑
n=1
Tn∑
t=1
I{yˆt(n)6=yt(n)}
N∑
n=1
Tn
=
N∑
n=1
w(n)eˆn, where w(n) =
Tn
N∑
n=1
Tn
. (54)
However, to obtain sensible confidence intervals in this setting, we need to estimate the
variance of eˆ. Bootstrapping is a possibility, but we instead simulate several (specifically,
15) synthetic datasets in the same fashion as described above, i.e. re-sampling individual
realizations (xTn(n), yTn(n)) from the HMM with parameters {pˆisn}s∈S , P̂n, {P̂sn, s ∈ S},
n = 1, 2, . . . , N . We then use the t-distribution (on 14 degrees of freedom) to obtain the
95% margins of error.
6.2 Comparison of the accuracy of the Viterbi and PMAP decoders
A histogram of the difference eˆ(Viterbi, n)− eˆ(PMAP, n) between the empirical errors (51)
of the Viterbi and PMAP decoders is plotted in black in Figure 2. We also observe that
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Figure 2: A histogram of the difference between the empirical error rates eˆ(Viterbi, n) −
eˆ(PMAP, n) obtained from the full data (black) and the subsample consisting of
1000 longest realizations (blue). Although in 3.98% of the entire dataset the two
methods show the same accuracy (spike at 0), overall their performance appears
to be notably different. The Viterbi decoder is more accurate in 10.67% of all
the cases, and the PMAP decoder is more accurate in 85.35% of all the cases.
The extreme differences (min = −78.69%,max = 89.74%) tend to be observed
on short sequences (136 positions and shorter), but the subsample of the 1000
longest realizations (450-2060 positions) confirms the effect of the PMAP decoder
being more accurate. In particular, on the longest sequences, the PMAP decoder
can be 52.62% more accurate than the Viterbi decoder, whereas the latter can be
at most 16.75% more accurate than the former.
in 85.35% of the CV rounds the PMAP decoder is more accurate, and in 10.67% – less
accurate, than the Viterbi decoder (in 3.98% of the cases the two methods show the same
accuracy). To examine sensitivity of these results to the variation in the realization length,
we superimpose in the same Figure 2 a histogram of the subsample consisting of the 1000
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longest realizations. Although the subsample spans a less extreme range (−16.75%, 52.62%)
than that of the entire sample, the locations of the two histograms are very similar, sug-
gesting the average gain of accuracy of about 12% when replacing the Viterbi decoder by the
PMAP one.
We also compare the performance of the Viterbi and PMAP decoders by examining their
R1(·|xT (n)(n)) risks (5), see Figure 3. Note that the difference Rˆ1(Viterbi)− Rˆ1(PMAP) is
9% on average, and is largely unchanged (apart from a minor increase) when recomputed
on the subsample of the 1000 longest realizations (450-2060 positions).
Figure 3: Histograms of the R1(yˆ
T (n)|xT (n)(n)) risk of the Viterbi (black) and PMAP (blue)
decoders. Since the first order homogeneous HMM is only an approximation
to the data source, the cross-validation averages of 48.73% (PMAP), 57.73%
(Viterbi), and 9% (PMAP’s gain over Viterbi) are likely to be biased as estimates
of the respective pointwise error rates; see also Figure 2 for a model independent
analysis.
Finally, eˆ (54) is 59.68% (±0.068%) and 46.10% (±0.047%) for the Viterbi and PMAP
decoders, respectively, and the PMAP comes out 13.58%±0.0463% more accurate than the
Viterbi decoder. The above confidence intervals are, however, likely to be deflated since
the model-based simulations show little variation of eˆ(Viterbi), eˆ(PMAP), or the differences
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eˆ(Viterbi)− eˆ(PMAP). In fact, based on the 15 model-based simulations, the PMAP is only
7.46%± 0.0463% more accurate than the Viterbi decoder, with the individual error rates of
47.49%± 0.047% and 54.95%± 0.068% for the former and the latter, respectively. Finally,
replacing the empirical error rates by the R1(·|xT ) risks (which are now computed exactly
since the simulations are model-based), we obtain the difference of 8.55%± 0.0213%.
In summary, the PMAP decoder can be notably more accurate than the Viterbi decoder
in scenarios with as few as six hidden states.
6.3 The R¯∞ risk of the Viterbi, PMAP and other decoders
Next we look at the log-posterior probability rates log(P (yˆT |xT ))/T = −R¯∞(yˆT |xT ) of the
PMAP, Viterbi and other decoders. In 74.14% of the cases, the PMAP decoder returns an
inadmissible path, i.e. log(P (yˆT |xT ))/T = −∞. To avoid dealing with an infinite range, we
switch to the exponential scale. Thus, Figure 4 below displays histograms of the geometric
rates T
√
P (yˆT |xT ).
The Rabiner 2-block decoder yˆ(2) returns inadmissible paths in 70.94% of the cases.
In 7.32% of the cases this decoder gives an inadmissible path even when the PMAP path
(for the same realization) is admissible. This illustrates the violation of monotonicity (see
Subsection 1.2.1) in the path (posterior) probability when using Rabiner’s suggestion to
base decoding on the loss (31).
We also note that the posterior probabilities of the actual hidden paths (blue histogram)
are notably lower than those of the admissible decodings, especially the Viterbi outputs.
However, these effects are not out of line with model-based simulations.
6.4 Summary of the experimental results
Figure 5 compares performance of these and other decoders as measured by the averaged
error rate and the averaged (exponentiated) path log-posterior rate
̂
T
√
P (yˆT |xT )
CV
=
1
N
N∑
n=1
Tn
√
P (yˆTn |xTn(n)). (55)
Recall that the family of k-block posterior-Viterbi decoders is naturally parameterized by
the block length k (k = 1 and k →∞ giving the PMAP and Viterbi decoders, respectively).
We have also included the continuous re-parameterization (39) via k = 11−α (and α =
k−1
k )
which embeds these special cases into the generalized PVD Problem (19) via C1 = α,
C2 = 1− α, C3 = C4 = 0.
Figure 5 displays performance of members of the generalized PVD (Problem (19)) and
PMAP (Problem (27)) families with C1 = α, C2 = 1−α, C3 = C4 = 0 for a subset of values
of α used in Figure 1 and Table 2. The point-wise maximum a priori (C1 = C2 = C4 = 0,
C3 = 1) and the prior-based Viterbi (C1 = C2 = C3 = 0, C4 = 1) decoders are also
included, showing identical performance on these data. Remarkably, the accuracy of these
“data-blind” decoders on average is still higher than that of the Viterbi (MAP) decoder.
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Figure 4: Histograms of the (geometric rates of the) posterior probabilities of the already
known as well as some new decoders. The Constrained PMAP decoder is omit-
ted as it is virtually indistinguishable from PVD (gray). The PMAP and Rabiner
2-block (see Subsection 1.2.1) decoders return inadmissible paths in 74.14% (ma-
genta bar at 0) and 70.94% (red bar at 0) of the cases, respectively. Just like the
PVD and Constrained PMAP decoders, the new hybrid 2-block posterior-Viterbi
decoder (34) (brown histogram) is guaranteed to produce admissible paths, which
would generally have a higher probability than those of the PVD and Constrained
PMAP paths (at most that of the Viterbi path).
7. Asymptotic risks
Given a classifier g and a risk function (which it may have been more accurate to call a func-
tional) R, the quantity R(g(xT )|xT ) evaluates the risk when g is applied to a given sequence
xT . Below we will write R(xT ) for the minimum risk minsT R(s
T |xT ), which is delivered by
the Bayes classifier g∗, i.e. R(g∗(xT )|xT ) = R(xT ). Besides R(XT ), we are also interested
in the random variables R(g(XT ), XT ) (depending on R and g). Thus, in (Kuljus and
Lember, 2012), convergence of several risks of the Viterbi path has been considered. Since
Viterbi paths v(xT ,∞) and v(xT+1,∞) may differ significantly, asymptotic analysis of the
Viterbi decoding is far from being trivial. In (Koloydenko and Lember, 2008; Lember and
Koloydenko, 2008, 2010), we constructed a well-defined process v(X∞;∞), named also after
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Figure 5: Empirical error (52) (top) and probability (55) (bottom) rates of the popular and
some new members of the generalized PVD (asterisk) and PMAP (circle) families.
Viterbi, that for a wide class of HMMs extends ad infinitum finite Viterbi paths v(xT ,∞)
and possesses useful ergodic properties. Based on the asymptotic theory of Viterbi processes
v(X∞;∞), it has been shown in (Kuljus and Lember, 2012) that under fairly general as-
sumptions on the HMM, the random variablesRk(v(X
T ;∞)|XT ), R¯k(v(XT ;∞)|XT ), where
k = 1, 2, . . ., and R¯∞(v(XT ;∞)|XT ), as well as R¯∞(v(XT ;∞)) (see (12)), R¯1(v(XT ;∞))
(see (21)), and R1(v(X
T ;∞)) (see (28)) all converge (as T → ∞) a.s. to constant (i.e.
non-random) limits. Convergence of these risks implies a.s. convergence of
C1R¯1(v(X
T ;∞)|XT ) + C2R¯∞(v(XT ;∞)|XT ) + C3R¯1(v(XT ;∞)) + C4R¯∞(v(XT ;∞)),
and
C1R1(v(X
T ;∞)|XT ) + C2R¯∞(v(XT ;∞)|XT ) + C3R1(v(XT ;∞)) + C4R¯∞(v(XT ;∞)),
the risks appearing in the generalized problems (19) and (27), respectively. Actually, con-
vergence of R¯∞(v(XT ;∞), XT ) is also proved (and used in the proof of convergence of
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R¯∞(v(XT ;∞)|XT )). Hence, the minimized risk in (20), evaluated at the Viterbi paths,
converges as well.
The limits – asymptotic risks – are (deterministic) constants that depend only on the
model and help us assess the Viterbi inference in this principled way. For example, let
R1(k =∞) be the limit (as T →∞) of R1(v(XT ;∞)|XT ), which is the asymptotic misclas-
sification rate of the Viterbi decoding. Thus, for large T , the Viterbi decoding makes about
TR1(k = ∞) misclassification errors. The asymptotic risks might be, in principle, found
theoretically, but in reality can be rather difficult. However, since all these asymptotic
results also hold in the L1 sense, which implies convergences of expectations, the limiting
risks can be estimated by simulations.
In (Lember, 2011a,b), it has been also shown that under the same assumptions
R1(X
T ) = R1(v(X
T ; 1)|XT ) converges to a constant limit, say R1. In (Kuljus and
Lember, 2012), R¯1(X
T ) = R¯1(v(X
T ; 1)|XT ) has been also shown to converge. Clearly
R1(k = ∞) ≥ R1(1), and even if their difference is small, the total number of errors made
by the Viterbi decoder in excess of PMAP in the long run can still be significant.
Presently, we are not aware of a universal method for proving (or improving upon)
the limit theorems for these risks. Recall that convergence of the risks of the Viterbi
decoding is possible due to the existence of the Viterbi process which has nice ergodic
properties. The question whether infinite PMAP processes have similar properties, is still
open. Therefore, convergence of R1(X
T ) was proven with a completely different method
based on the smoothing probabilities. In fact, all of the limit theorems obtained thus far
have been proven with different methods. We conjecture that these different methods can
be combined so that convergence of the minimized combined risk (19) or (27) could be
proven as well. In summary, as mentioned before, convergence of the minimized combined
risks has thus far been obtained for trivial combinations only, i.e. with three of the four
constants being zero. Note that while convergence of the intermediate case (39) with its
minimizer v(xT ; k(α)) is an open question, (40) gives
0 ≤ R¯∞(v(xT ; k(α))|xT )− R¯∞(v(xT ;∞)|xT ) ≤ R¯1(v(x
T ;∞)|xT )
k − 1 .
This, together with the a.s. convergence of R¯1(v(X
T ;∞)|XT ), implies that in the long run,
for most sequences xT , R¯∞(v(xT ; k)|xT ) will not exceed R¯∞(v(xT ;∞)|xT ) by more than
1
k−1 limT→∞ R¯1(v(X
T ;∞)|XT ). Since this limit is finite, letting k increase with T , we have
R¯∞(v(XT ; kT )) approach limT→∞ R¯∞(v(XT ;∞)) a.s., i.e. as the intuition predicts, the
likelihood of v(XT ; kT ) approaches that of v(X
T ;∞).
Finally, in (Lember and Koloydenko, 2010; Lember et al., 2011) we also outline possible
applications of the above asymptotic risk theory. For example, if a certain number of the
true labels y1, y2, . . . , yT can be revealed (say, at some cost), the remaining labels would
be computed by a constrained decoder, e.g. the constrained Viterbi decoder. Having
observed xT , the user then needs to decide which positions are “most informative” and
then acquires their labels. Assuming further that the HMM is stationary, the R1-like risks
P (v(X∞;∞)t 6= Yt|Xt+mt−m ∈ A) (for any m ≥ 1 and any measurable set A ∈ X 2m+1), are
independent of t (for t = m+ 1,m+ 2, . . .), and could therefore be used in the above active
learning protocol for the selection of the most informative positions. Specifically, if A is such
that P (v(X∞;∞)t 6= Yt|Xt+mt−m ∈ A) is high, then acquire labels at positions t of occurrence
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of A. Naturally, there are different ways to make this concrete. For one simple example,
suppose only a batch of L labels can be acquired. Assuming X is discrete, order all the X
words A of length q (i.e. A ∈ X q) by P (v(X∞;∞)t 6= Yt|Xt+mt−m ∈ A). Finally, from the
X of length q that occur in xT , choose L with the highest P (v(X∞;∞)t 6= Yt|Xt+mt−m ∈ A).
The above asymptotic theory is crucial also for establishing P (v(X∞;∞)t 6= Yt|Xt+mt−m ∈ A)
as the a.s. limit of easily computable (e.g. via off-line simulations) empirical measures. In
practice, these latter measures would be used as estimates of P (v(X∞;∞)t 6= Yt|Xt+mt−m ∈ A)
and first experiments along these lines are given in (Lember et al., 2011, 4.4). It is also of
interest to test these ideas with other risks and decoders, such as members of the generalized
hybrid families presented here.
8. Discussion
The point-wise symmetric zero-one loss l(y, s) = I{s 6=y} in (4), (5), and consequently in
the generalized PMAP hybrid decoding (27), can be easily replaced by a general loss
l(y, s) ≥ 0, s, y ∈ S (assuming, without loss of generality, ∑s,y∈S l(y, s) = 1). In com-
putational terms, this would require multiplying the loss matrix (l(y, s))y,s∈S by the (prior
or) posterior probability vectors (pt(1|xT ), pt(2|xT ), . . . , pt(K|xT ))′ to obtain the (prior or)
posterior risk (Rt(1|xT ), Rt(2|xT ), . . . , Rt(K|xT ))′ vectors (we use the apostrophe to de-
note vector transpose). The dynamic programming algorithm defined by (29) still stands
provided pt(j|xT ) (or pt(j), or both) is replaced by 1−Rt(j|xT ) (or 1−Rt(j), or both re-
spectively) in the definition of γt(j). If all confusions of state y are equally undesirable, i.e.
l(y, s) is of the form l(y)× I{s 6=y}, then the above adjustment reduces to replacing pt(j|xT )
by l(j)pt(j|xT ) (for all j ∈ S).
Using an asymmetric loss could be particularly valuable in practice when, for example,
detection of a rare state or transition needs to be boosted. Similar views have been most
recently expressed also in (Yau and Holmes, 2010), who, staying within the additive risk
framework, have proposed a general asymmetric form of the loss (31) with k = 2. Hy-
bridizing this general asymetric pairwise loss with the other losses considered in this work
should provide additional flexibility to path inference. A way to incorporate this loss into
our generalized framework is by vectorizing the chain {Yt}t≥1 as {(Yt, Yt+1)}t≥1 and then
following the opening lines of this Section.
Also, using a range of perturbed versions of a loss function can help assess saliency of
particular detections (“islands”). In fact, at the stage of data exploration one may more
generally want to use a collection of outputs produced by using a range of different loss
functions instead of a single one.
The logarithmic risks (3), (6), (12), (21) on the one hand, and the ordinary risks (2),
(5), R∞(sT ) = 1−p(sT ), (28), on the other hand, can be respectively combined into a single
parameter family of risks by using, for example, the power transformation as shown below
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with p for the moment standing for any probability distribution on ST .
R1(s
T ;β) =
{
− 1T
∑T
t=1
pt(st)β−1
β , if β 6= 0
− 1T
∑T
t=1 log pt(st) if β = 0
(56)
R∞(sT ;β) =
{
− 1T p(s
T )β−1
β , if β 6= 0
− 1T log p(sT ) if β = 0
Thus, the family of risk minimization problems given in (57) below
min
sT
[
C1R1(s
T |xT ;β1) + C2R∞(sT |xT ;β2) + C3R1(sT ;β3) + C4R∞(sT ;β4)
]
, (57)
Ci ≥ 0 and
∑4
i=1Ci > 0 unifies and generalizes problem (19) (β1 = β2 = β3 = β4 = 0) and
problem (27) (β1 = β3 = 1, β2 = β4 = 0). Clearly, the dynamic programming approach
of Theorem 4 and (29) immediately applies to any member of the above family (57) with
β2 = β4 = 0. Also, computations of multiple decoders from this family (at least with
β2 = β4 = 0) are readily parallelizable.
Next, Theorem 8 and Corollaries 9 and 10 obviously generalize to higher order Markov
chains as can be seen from the following Proposition.
Proposition 16 Let p represent a Markov chain of order m, 1 ≤ m ≤ T , on ST . Then
for any sT ∈ ST and for any k ∈ {m,m+ 1, . . .}, we have
R¯k(s
T ) = R¯m(s
T ) + (k −m)R¯∞(sT ).
Proof This is a straightforward extension of the proof of Theorem 8.
The present risk-based discussion of HMM path inference also naturally extends to the
problem of optimal labeling or annotation (already mentioned in subsection 1.2). Namely,
the state space S can be partitioned into subsets S1, S2, . . . , SΛ, for some Λ ≤ K, in which
case λ(s) assigns label λ to every state s ∈ Sλ. The fact that the PMAP problem is as easily
solved over the label space ΛT as it is over ST has already been used in practice. Indeed,
(Ka¨ll et al., 2005), who also add the constraint of admissibility with respect to the prior
distribution, in effect average pt(st|xT )’s, for each t, within the label classes and then use
recursions (16) to obtain the optimal accuracy labeling of a priori admissible state paths.
This clearly corresponds to using the point loss l(s, s′) = I{λ(s)6=λ(s′)} in (4) when solving
minsT :p(sT )>0R1(s
T |xT ) (15). With our definition of admissibility (i.e. positivity of the
posterior path probability), the same approach (i.e. replacing pt(st|xT )’s by their within
class average p¯t(st|xT )) extends to solve minsT :p(sT |xT )>0R1(sT |xT ) (7) under the same loss
l(s, s′) = I{λ(s)6=λ(s′)}. Clearly, the generalized problem (57) also immediately incorporates
the above pointwise label-level loss in either the prior R1(·;β3) or posterior risk R1(·;β1), or
both. Since computationally these problems are essentially as light as (29) and since (Ka¨ll
et al., 2005) report their special case to be successful in practice, we believe that the above
generalizations offer yet more possibilities that are potentially useful in practice.
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Instead of using the same arithmetic averages p¯t(st|xT )’s (or p¯t(st)’s) for the R1 risks in
(57) regardless of β, we can gain additional flexibility by replacing p¯t(st)
β and log p¯t(st) in
(56) (β 6= 0 and β = 0 respectively) with
p¯t(s;β) ∝

 ∑s′∈Sλ(s) pt(s′)|Sλ(s)|
β , if β 6= 0,
( ∏
s′∈Sλ(s)
pt(s
′)
) 1
|Sλ(s)|
, if β = 0.
Certainly, the choice of the basic loss functions, inflection parameters βi and weights Ci
of the respective risks, is application dependent, and can be tuned with the help of labeled
data, using, for example, cross-validation. Finally, these generalizations are presented for
the standard HMM setting, and therefore extensions to more complex and practically more
useful HMM-based settings (e.g semi-Markov, autoregressive, etc.) could naturally become
of interest next.
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Appendix A. An example of an inadmissible path of positive prior
probability
pi =
(
1 1 1 1 1 1 1 1 1
)
/9,
P =

5 0 0 0 4 0 0 0 0
1 1 1 1 1 1 1 1 1
0 0 4 0 5 0 0 0 0
1 1 1 1 1 1 1 1 1
0 1 0 1 1 1 2 1 2
1 1 1 1 1 1 1 1 1
3 3 0 0 0 3 0 0 0
1 1 1 1 1 1 1 1 1
0 0 3 3 0 0 0 3 0

/9.
To simplify the verifications, consider an emission alphabet with only four symbols, although
the idea of constructing this example readily extends to more alphabets with more states
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(in particular, to more practically relevant situations where the emission alphabet is bigger
that the hidden state space or the emission distributions are continuous altogether). Then
take the following emission distributions:
P1 P2 P3 P4
1/25 1/20 0 91/100
0 0 1/5 4/5
1/20 1/25 0 91/100
0 0 1/5 4/5
1/10 0 1/5 7/10
0 0 1/5 4/5
1/15 1/15 0 13/15
0 0 1/5 4/5
1/15 1/15 0 13/15

.
Suppose now that a sequence x3 = (1, 2, 3) has been observed. It can then be verified that
the (unconstrained) PMAP decoder returns any of the following paths (5, 1, 5), (5, 3, 5),
(5, 7, 5), or (5, 9, 5), all of which having zero prior (and posterior) probabilities.
When the decoder is subject to the positivity constraint on the prior probabilities, it
would return any of the following paths (5, 2, 5), (5, 4, 5), (5, 5, 5), (5, 6, 5), (5, 8, 5), which,
despite being of positive prior probabilities, all have zero posterior probabilities.
Finally, if the decoder is constrained to produce paths of positive posterior probability,
it would then return any of the following paths (5, 7, 2), (5, 7, 6), (3, 3, 5), (9, 3, 5).
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Appendix B. Further details of the experiments from Section 6
Below are the estimates of the HMM parameters obtained from the entire dataset as de-
scribed in Section 6.
pˆi =
(
0.0016 0.0041 0.9929 0.0014 0.0000 0.0000
)
,
1
2
3
4
5
6
P̂ =

0.8359 0.0034 0.1606 0 0 0
0.0022 0.8282 0.1668 0.0028 0 0
0.0175 0.0763 0.8607 0.0455 0 0
0 0 0 0.7500 0.2271 0.0229
0 0 0 0 0.8450 0.1550
0 0.0018 0.2481 0 0 0.7501
 ,
pˆiinv =
(
0.0511 0.2029 0.4527 0.0847 0.1240 0.0847
)
,
A
C
D
E
F
G
H
I
K
L
M
N
P
Q
R
S
T
V
W
Y

P̂1 P̂2 P̂3 P̂4 P̂5 P̂6
0.1059 0.0636 0.0643 0.1036 0.1230 0.1230
0.0107 0.0171 0.0135 0.0081 0.0111 0.0128
0.0538 0.0319 0.0775 0.0634 0.0415 0.0345
0.0973 0.0477 0.0620 0.1120 0.0852 0.0848
0.0436 0.0576 0.0330 0.0371 0.0386 0.0399
0.0303 0.0484 0.1133 0.0447 0.0321 0.0229
0.0203 0.0227 0.0259 0.0188 0.0197 0.0221
0.0564 0.1010 0.0372 0.0557 0.0694 0.0593
0.0672 0.0443 0.0574 0.0560 0.0671 0.0810
0.1227 0.1068 0.0674 0.0994 0.1279 0.1477
0.0240 0.0219 0.0181 0.0214 0.0293 0.0304
0.0299 0.0252 0.0561 0.0259 0.0338 0.0336
0.0333 0.0208 0.0757 0.0472 0.0067 0.0031
0.0443 0.0270 0.0330 0.0469 0.0497 0.0472
0.0594 0.0464 0.0470 0.0522 0.0677 0.0697
0.0496 0.0496 0.0744 0.0485 0.0422 0.0491
0.0395 0.0641 0.0572 0.0465 0.0412 0.0375
0.0591 0.1386 0.0473 0.0685 0.0677 0.0545
0.0168 0.0172 0.0111 0.0135 0.0130 0.0124
0.0359 0.0483 0.0286 0.0306 0.0332 0.0344

.
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