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Abstract
The current study focuses on the modelling of turbulent premixed or partially
premixed flames over a wide range of combustion regimes using various fuels. Op-
posed flows featuring fractal-generated turbulence are examined using different classes
of models. The reacting case is in the flamelet regime of combustion and two-scalar
joint β-bimodal presumed PDF and transported PDF approaches are applied for
scalar statistics. In the isothermal case the k −  model works comparatively well,
in contrast to previous studies, while in the reacting case the second moment clo-
sures are outperforming the eddy viscosity based closures. The transported PDF
approach indicates an under-prediction of the turbulent burning velocity in this
flow. The latter approach is therefore applied to compute freely propagating turbu-
lent premixed flames using comprehensive chemistry. Turbulent burning velocities
are extracted and compared with experimental data. The computed cases are cov-
ering the laminar flamelet to the distributed reaction zone regime. The mixture
reactivity is also varied through different fuel/air mixtures and explored in terms
of the Zeldovich number. The fuel/air composition studied include fuel-lean CH4,
stoichiometric CH4 and C2H6 and fuel-rich H2 mixtures. The impact of molecular
transport is investigated through the inclusion of an explicit analytical formulation.
A multi-scale scalar dissipation rate closure that accounts for the influence of the
Da number is extended in a simple manner to include Le number effects. An indus-
trial swirl-stabilised partially premixed fuel-rich CH4 flame is simulated at realistic
gas turbine conditions using the node-based Eulerian transported PDF approach
coupled with a second moment closure for the velocity field. The case is in the well
stirred reactor regime and the chemical kinetics is modelled using a global reaction
scheme for hydrocarbon combustion. The flow field is initialised and compared with
the predictions of the two-scalar joint β-bimodal presumed PDF approach.
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Latin symbols
A pre-exponential factor
A area
Ac reaction progress variable function parameter
Ai particle rate of change
Aijk, Aij scaling tensors for acceleration redistribution and scrambling
Aµ diffusion model parameter
a speed of sound
ak acceleration vector
B diffusion coefficient
Bijkl scaling tensor
b temperature dependent exponent
b, bij normalised anisotropy tensor
C0 Haworth & Pope turbulence model constant
C1, . . . , C7 Jones & Musonge turbulence model constants
CAR , CAS acceleration redistribution and scrambling model constants
CEBU Eddy-Break-Up model constant
Cij scaling tensor
Cm BML model parameter
CR Fractal model constant
CS Smagorinsky model constant
C1 , . . . , C3 , CS dissipation equation model constants
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Cµ turbulence model constant
Cφ scalar to mechanical turbulence time scale ratio
Cφ1 , . . . , Cφ5 Jones & Musonge scalar flux model constants
C ′φ1 Jones & Musonge scalar flux model constant
c reaction progress variable
clim threshold value
cp specific heat
cpα specific heat of species α
D diffusion coefficient
D fractal dimension
D nozzle diameter
Di drift coefficient
Dijk scaling tensor
Dα diffusion coefficient of species α into the mixture of other species
dW (t) Wiener process
Ea activation energy
Fuφ joint mass density function
Fuφ joint distribution function
f body force
fφ probability density function (PDF) of scalar φ
fNφ discrete fine grained PDF of scalar φ
G filter function
Gij turbulence model scaling tensor
gi gravity
H nozzle separation
Hijkl Reynolds stress model scaling tensor
h static mixture enthalpy
h uniform random variable
hα static species enthalpy
I identity operator
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I0 strain reduction factor
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k turbulent kinetic energy
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kr residual turbulent kinetic energy
lG Gibson length scale
lK Kolmogorov length scale
lT turbulent integral length scale
M molecular weight of mixture
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m˙ mass flux
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n particle number
n total mole number
nα mole number of species α
nreac number of reactions
nsp number of species
P(A) probability of event A
P1,. . . ,P3 transported PDF processes
Pij, Pic, Piξ Reynolds stress and turbulence scalar flux production terms
Pξξ mixture fraction variance production term
PR probability of reaction
p pressure
q heat source
R universal gas constant, R = 8314.3 J/kmolK
Rα net rate of formation of species α
r beta PDF parameter
S chemical source term
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S filtered characteristic rate of strain
Sic turbulence-reaction rate correlation
Sij strain rate
s beta PDF parameter
T temperature
Tijk, Tijc, Tijξ Reynolds stress and turbulent scalar flux transport terms
Tiξξ mixture fraction variance transport term
T heat release parameter
t time
t¯ elapsed time divided by the Lagrangian eddy life time
ui = {u, v, w} velocity vector
u0L unstrained laminar burning velocity
uT turbulent burning velocity
u∗T fully developed turbulent burning velocity
V velocity sample space
VK Kolmogorov velocity
Xα mole fraction of species α
x number of C atoms
xi = {x, y, z} cartesian coordinate vector
Yα mass fraction of species α
y number of H atoms
Zγ element mass fraction of element γ
Greek symbols
α1, α2 turbulence model constants
β coupling function
β1, . . . , β3 turbulence model constants
βφ mixing model constant
Γ diffusion coefficient
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γ1, . . . , γ6 turbulence model constants
∆ filter width
∆h0α enthalpy of formation
∆t time step
∆x characteristc cell size (length)
δij Kronecker delta
δL laminar flame thickness
 turbulent kinetic energy dissipation
c reaction progress variable scalar dissipation rate
N statistical error
ξ mixture fraction scalar dissipation rate
φ scalar dissipation rate
ij, ic, iξ viscous dissipation
ε measurement scale
η normalised coordinate
Θα particle rate of change
λ thermal conductivity
µ dynamic viscosity
µT eddy viscosity
ν kinematic viscosity
νr residual eddy viscosity
να stoichiometric coefficient of species α
Ξjα stoichiometric coefficient for species α in reaction j
ξ mixture fraction
ξc reaction progress variable cut-off
ξi standardized joint normal random vector
ξjα concentration dependence for species α in reaction j
ρ fluid density
Σ flamelet surface to volume ratio
σ scalar dimension
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σk, σ k −  turbulence model constants
τ turbulent time scale
τc chemical time scale for the largest eddies
τK Kolmogorov time scale
τr residual turbulent time scale
τij viscous stress tensor
τRij residual stress tensor
τ rij anistropic residual stress tensor
τφ mixing time scale
Υ blending factor
Φij, Φic, Φiξ effects of mean pressure gradients
φ arbitrary scalar
φ stoichiometric ratio
φij, φic, φiξ pressure gradient correlation terms
φAij, φ
A
ic, φ
A
iξ acceleration redistribution and scrambling tensors
φα molar concentration of species α
Ψ scalar sample space
ωα reactive-diffusive rate of species α
Superscripts
CD constant density
f forward
L Lagrangian
r reverse
′ difference between instantaneous and conventional mean value
′′ difference between instantaneous and Favre averaged mean value
ı difference between instantaneous and filtered value
ıı difference between instantaneous and Favre filtered value
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Subscripts
b burnt gas
F fuel
I inert
K Kolmogorov
L laminar
O oxidizer
P products
st stoichiometric value
T turbulent
u unburnt gas
Others
< φ > conventional mean value of φ
φ˜ Favre averaged mean value of φ
φ¯ filtered value of φ
φ˜ Favre filtered value of φ
< a|b > conditional average of a on b
Dimensionless numbers
Da = τ/τc Damko¨hler number
Ka = τc/τK Karlowitz number
Le = λ/cpρD Lewis number
Ma = u/a Mach number
Pe = ρu∆x/Γ Peclet number
Re = ul/ν Reynolds number
ReT = u
′lT/ν turbulent Reynolds number
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Sc = µ/ρD Schmidt number
β = Ea(Tb − Tu)/RT 2b Zeldovich number
σ = cpµ/λ Prandtl number
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Overview
1.1 Introduction
Combustion, one of the oldest technologies of mankind, is still responsible for more
than 80% of worldwide energy production. Today, and for some time to come,
combustion of fossil and perhaps renewable fuels will be the main energy source for
domestic heating, electric power generation and transportation. A major concern is
the rapid increase in fossil fuel consumption and the unavoidable formation of carbon
dioxide (CO2). The latter was, for a long time, considered to be harmless, but is now
believed to be a major contributor to global warming through the greenhouse effect.
Since pre-industrial times, the amount of carbon dioxide in the atmosphere has
increased by 30% and is increasing on average by 0.4% each year [72]. Carbon dioxide
generated by the combustion of fossil fuels is the only man-made source, but a part
of the increase is due to deforestation. Besides CO2, nitric oxide, soot and unburnt
hydrocarbons are further pollutants also formed during the combustion process. The
main oxides of nitrogen (NO and NO2) are collectively called NOx and contribute
to the formation of smog and ozone in urban air and the removal of the ozone layer
in the stratosphere [175]. The introduction of new legislations forces industries to
reduce the formation of these pollutants. A major step forward was achieved through
a change of the combustion mode in many practial devices. A common classification
of combustion is based on the level of mixing of fuel and oxidiser prior to ignition.
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In a non-premixed or diffusion flame, the fuel and air are completely separated, and
are mixed on a molecular level by the flow. The diffusion flame stabilises around
the stoichiometric point in a mixing layer. In premixed combustion, fuel and air are
perfectly mixed (no concentration gradients) at a certain stoichiometric ratio before
reaching the flame front. Stoichiometric combustion occurs when fuel and oxidiser
completely consumes each other to form combustion products only. Considering a
general global hydrocarbon reaction step
νCxHyCxHy + νO2O2 + νO2
XN2
XO2
N2 → νCO2CO2 + νH2OH2O + νO2
XN2
XO2
N2 (1.1)
where να represent the stoichiometric coefficients of the reaction. The stoichiometric
coefficients of oxygen, carbon dioxide and water are defined as νO2 = (x+y/4)νCxHy ,
νCO2 = xνCxHy and νH2O = (y/2)νCxHy , respectively. If the stoichiometric coefficient
of fuel is one (νCxHy = 1), one mole of fuel reacts with (x + y/4) moles of oxygen
to form combustion products. The number of moles of each species in the mixture,
the mole number (nα), may be used to define the mole fraction (Xα)
Xα =
nα
n
where n =
nsp∑
α=1
nα (1.2)
where n is the total mole number in the mixture. For dry air XN2 ≈ 3.762XO2
assuming an oxygen content of 21%. The mass fraction Yα is related to the mole
fraction through
Yα =
XαMα
M
where M =
nsp∑
α=1
XαMα (1.3)
where Mα represent the molecular weight of species α and M is the molecular
weight of the mixture. A measure of the stoichiometry of the mixture is given by
the equivalence ratio φ
φ =
YF
YO
YO,st
YF,st
(1.4)
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where subscripts F and O represent fuel and oxidiser (air), respectively. The ratio
YO,st/YF,st is the stoichiometric air-to-fuel ratio. The mixture is said to be stoichio-
metric when φ = 1, fuel-lean (lean) when φ < 1 and fuel-rich (rich) when φ > 1. For
a stoichiometric methane-air mixture the fuel mole fraction is 9.5% while the mass
fraction is 5.5%. The latter gives a stoichiometric air-to-fuel ratio of 17.2.
In contrast to a diffusion flame, a characteristic feature of a premixed flame is
that it has a propagation velocity. The premixed flame propagates normal to the
fresh reactant mixture and its velocity is usually called the burning velocity and is
proportional to the consumption rate of the mixture. The laminar burning velocity
uL is a function of composition, temperature of the fresh mixture and the pressure.
The laminar burning velocity increases with increased preheat temperature while
it is decreasing with elevated pressure [175]. In the turbulent case, the turbulent
burning velocity uT is predominantly a function of the turbulence parameters. In
general, uT  uL since the flame front area increases with turbulence and as a
consequence leads to an increase in the consumption rate. The premixed flame will
stabilise where the flow velocity is equal to the burning velocity.
One of the major motivations of applying combustion in a premixed mode in
practical devices is the potential to reduce emissions such as oxides of nitrogen
(NOx). Industrial gas turbines are usually operated with an excess of air. A lean
mixture of fuel and air leads to a reduction in flame temperature compared to tra-
ditional diffusion flame techniques. The reduced flame temperature significantly
reduces the NOx production. On the other hand, the lean mixtures make the
combustion system sensitive to flow instabilities that may be amplified by the com-
bustion process. These flow instabilities may also lead to local or global extinction
and re-ignition phenomena induced for example by shear layer instabilities. To deal
with these issues, sophisticated numerical and experimental techniques are a ne-
cessity for successful predictions at an early stage in the design phase of industrial
devices/combustors.
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1.1.1 Premixed turbulent combustion
A turbulent reacting flow field is covering a wide range of length and time scales. The
different length and time scales may be combined to form dimensionless numbers
that to some extent characterises the flow in question. A dimensionless measure of
the level of turbulence may be obtained by the turbulent Reynolds number (ReT ),
ReT =
u′lT
ν
(1.5)
where u′ is a characteristic velocity fluctuation, ν the kinematic viscosity and lT
the turbulent integral length scale representing a measure of the size of the largest
eddies in the turbulent flow field. A relative measure between the turbulent (τ)
and the chemical (τc) time scales for the largest eddies is given by the Damko¨hler
number (Da)
Da =
τ
τc
=
lTu
0
L
δLu′
(1.6)
where u0L is the unstrained laminar burning velocity and δL represents the laminar
flame thickness. The Karlovitz number (Ka) on the other hand relates the chemical
time scale to the smallest eddies defined by the Kolmogorov scales. The Karlovitz
number is defined as the ratio between the chemical time and the Kolmogorov time
(τK),
Ka =
τc
τK
=
δL
√

u0L
√
ν
=
(
lT
δL
)−1/2(
u′
u0L
)3/2
(1.7)
where  represents the turbulent kinetic energy dissipation rate. Lines of ReT = 1,
Da = 1 and Ka = 1 may now be plotted as function of lengths (lT/δL) and velocities
(u′/u0L) in a combustion diagram as shown in Fig. 1.1. This combustion diagram is
known as the classical turbulent combustion diagram or Borghi diagram [17, 136,
175]. The lines of ReT = 1, Da = 1 and Ka = 1 in the diagram roughly separate
different regimes of premixed turbulent combustion. The area in the lower left
corner separated by the line ReT = 1 is laminar combustion. The area to the right
of laminar combustion and below the line Ka = 1 represents the laminar flamelet
regime of combustion. This regime is further split into two regions, wrinkled and
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Figure 1.1: Classical turbulent combustion diagram. Stoichiometric CH4 flames
presented in Chapter 5, 0.25 < u′ < 16 m/s, u0L = 0.45 m/s, lT = 40 mm and
δL = 1 mm (◦).
corrugated flamelets, by the line u′ = u0L. In the flamelet regime where Da > 1
and Ka < 1, all the chemical time scales are shorter than any turbulent time
scale and the flame thickness is smaller than the smallest scale of turbulence, the
Kolmogorov scale, so the inner structure of the turbulent flame resembles that of
a laminar flame but wrinkled by turbulent motions. Above the line Ka = 1, but
below the line Da = 1, is the distributed reaction zones regime where Ka > 1
and Da > 1. In this regime, the smallest scales of turbulence can enter the inner
structure of the flame and, as a consequence, the flame can not be identified as
laminar. Finally, above the line Da = 1, the area characterised by Ka > 1 and
Da < 1, is the well stirred reactor regime where all scales of turbulence can enter
the inner structure of the turbulent premixed flame. The chemical time scales are
longer than any turbulent time scales, the overall reaction rate is solely controlled
by chemical kinetics. Included in the diagram are also the computed stoichiometric
CH4 flames assuming 0.25 < u
′ < 16 m/s, u0L = 0.45 m/s, lT = 40 mm and
δL = 1 mm presented in Chapter 5.
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1.2 The governing equations
Conservation principles are fundamental to reacting fluid flows since all such flows
obey conservation laws for mass, momentum and scalars. The conservation laws,
together with an equation of state, are used for the mathematical description of
a turbulent reacting flow field. For completeness, boundary and initial conditions
must be supplied to the set of transport equations. Conservation of mass is given
in differential form by the continuity equation [103],
∂ρ
∂t
+
∂ρuj
∂xj
= 0 (1.8)
where ρ represents the fluid density, ui = {u, v, w} the velocity vector and xi =
{x, y, z} the Cartesian coordinate vector. Conservation of momentum [103]
∂ρui
∂t
+
∂ρujui
∂xj
= − ∂p
∂xi
+
∂τij
∂xj
+ ρgi (1.9)
is derived from Newton’s second law and relates the fluid element acceleration,
represented by the two terms on the left hand side (LHS), to the surface and body
forces acting on that fluid element. The surface forces are represented by the pressure
p and the viscous stress tensor τij while the body force of interest is the gravity gi.
Given that conservation of momentum is described by the Navier-Stokes equations
presented above, the gas mixture may be treated as a Newtonian fluid, then the
resulting viscous stress tensor [103] is given by
τij = µ
[
∂ui
∂xj
+
∂uj
∂xi
− 2
3
δij
∂uk
∂xk
]
(1.10)
assuming negligible bulk viscosities, where δij is the Kronecker delta and µ is the
dynamic viscosity coefficient. The dynamic viscosity coefficient is a function of
composition and temperature. The remaining transport equations are related to
scalar quantities, the conservation of individual species and conservation of energy.
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The conservation of individual species, the mass fractions Yα [104], is described by
∂ρYα
∂t
+
∂ρuiYα
∂xi
= −∂J
α
i
∂xi
+ ρSα (1.11)
where Jαi is the molecular flux and Sα the chemical source/sink term representing
creation/consumption of species α. In the general case, the molecular flux consists of
three contributions [175], ordinary diffusion, thermal diffusion and pressure diffusion.
Mass transport caused by temperature and pressure gradients, the thermal diffusion
(Soret) and the pressure diffusion respectively, are usually small and are therefore
omitted [103, 104, 175]. The multi-component molecular flux is given by [81, 82]
Jαi = −ρDα
(
∂Yα
∂xi
− Yα 1
n
∂n
∂xi
)
− ρvcYα (1.12)
where Dα is the diffusion coefficient of species α into a mixture of other species and
vc is the correction velocity. The correction velocity term is used in the expression
for the flux term to ensure that the diffusive flux sum to zero (
∑nsp
α=1 Yαvc = 0).
In turbulent reacting flows, especially in high Reynolds number flows, the mass
molecular flux is of secondary importance [104] and is usually approximated by
Fick’s law of diffusion [71]
Jαi = −ρD
∂Yα
∂xi
(1.13)
where D is a single diffusion coefficient. Insertion of Eq. (1.13) into Eq. (1.11) results
in
∂ρYα
∂t
+
∂ρuiYα
∂xi
=
∂
∂xi
[
ρD
∂Yα
∂xi
]
+ ρSα. (1.14)
The chemical source term of Eq. (1.14) may be expressed as
ρSα = RαMα. (1.15)
The net rate of formation Rα of species α is given by [81, 82]
Rα =
nreac∑
j=1
Ξjα
[
kfj
nsp∏
β=1
φ
ξjα
β − krj
nsp∏
β=1
φ
ξjα
β
]
(1.16)
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In the expression above, Ξjα is the stoichiometric coefficient for species α in reaction
j, kj is the forward (f) and reverse (r) rate constants of reaction j, φβ is the molar
concentration of species β, ξjα is the concentration dependence for species α in
reaction j and nreac is the number of reactions. The forward rate constant is given
by the extended Arrhenius law [175],
kf = AT bexp
(
− E
RT
)
(1.17)
where A is the pre-exponential factor, b the temperature dependent exponent and
E the activation energy. The reverse rate constant is related to the forward rate
constant through the equilibrium constant. The transport equation representing
conservation of energy can be formulated in various ways with a number of alter-
natives for the principle variable. For low Mach number (Ma = u/a, where a
represents the speed of sound) flows, conservation of energy may be represented by
the static enthalpy of the mixture h [103] which is the mass weighted sum of the
species enthalpies hα
h =
nsp∑
α=1
Yαhα (1.18)
and the species enthalpies are given by
hα = ∆h
0
α +
∫ T
T0
cpαdT (1.19)
where ∆h0α is the enthalpy of formation at the reference state p0, T0 and cpα is the
specific heat of species α at temperature T and constant pressure. The enthalpy of
formation is defined as the change in enthalpy during the formation of 1 mole of a
substance from its constituent elements usually at the reference state p0 = 1 bar
and T0 = 298.15 K. The specific heat of the mixture follows from the mass weighted
sum of the species specific heat
cp =
nsp∑
α=1
Yαcpα . (1.20)
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The transport equation for the static enthalpy of the mixture is given by [136]
∂ρh
∂t
+
∂ρuih
∂xi
=
Dp
Dt
− ∂J
h
i
∂xi
+ τij
∂ui
∂xj
+ q + ρf (1.21)
where the first term on the right hand side (RHS) is written in terms of the sub-
stantial derivative [97]
D(·)
Dt
=
∂(·)
∂t
+ ui
∂(·)
∂xi
. (1.22)
For low Mach number flows, the ui∂p/∂xi term is small [103, 134] and is therefore ne-
glected. Furthermore, at constant pressure, Libby & Williams [104] and Peters [134]
argue that the ∂p/∂t term may be neglected at low Ma numbers. Jhi represents the
heat flux and consists of three contributors [175], flux caused by heat conduction,
flux caused by concentration gradients (Dufour effect) and flux caused by diffusion.
The Dufour effect is usually negligiable in combustion processes [103, 175] and is
therefore omitted. The heat flux term may then be written in terms of contributions
from conduction and diffusion
Jhi = −λ
∂T
∂xi
+
nsp∑
α=1
hαJ
α
i = −λ
∂T
∂xi
−
nsp∑
α=1
ρhαD
∂Yα
∂xi
(1.23)
where λ represents thermal conductivity and T the temperature. The third term in
Eq. (1.21) is the viscous heating source term which is small in low speed flows [103,
134]. The fourth term is a heat source term related to radiant flux and is omitted
in the present work. The last term is related to body forces (gravity) which are
small compared to the thermal energy produced through chemical reactions [103].
Further simplifications are possible by differentiating Eq. (1.18) with respect to T
and include Eqs. (1.19) and (1.20)
∂h
∂T
=
nsp∑
α=1
(
hα
∂Yα
∂T
+ Yα
∂hα
∂T
)
= cp +
nsp∑
α=1
hα
∂Yα
∂T
(1.24)
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and rewrite the expression to get
∂T =
1
cp
∂h− 1
cp
nsp∑
α=1
hα∂Yα (1.25)
Applying Eq. (1.25) to Eq. (1.23)
Jhi = −
λ
cp
∂h
∂xi
−
nsp∑
α=1
hα
(
ρD − λ
cp
)
∂Yα
∂xi
(1.26)
and introducing the result into Eq. (1.21) together with the simplifications discussed
above and the Schmidt (Sc = µ/ρD) and Prandtl (σ = cpµ/λ) numbers results in
Eq. (1.27). Eq. (1.27) represents the balance equation for the static enthalpy suitable
for low Ma number flows [104].
∂ρh
∂t
+
∂ρuih
∂xi
=
∂p
∂t
+
∂
∂xi
[
µ
σ
∂h
∂xi
+ µ
nsp∑
α=1
(
1
Sc
− 1
σ
)
hα
∂Yα
∂xi
]
(1.27)
At this point it may be noted that a significant simplification is possible if the Lewis
(Le = Sc/σ) number is unity. The latter assumptions remove the last term of the
equation.
Finally, an equation of state that relates pressure, density and temperature is
given, assuming ideal gases, by [104]
p =
ρRT
M
= ρRT
nsp∑
α=1
Yα
Mα
(1.28)
where R is the universal gas constant. The equations presented above represent in
principle a mathematical description of reacting fluid flows. If the discussion now
is restricted to premixed combustion, Eqs. (1.14) and (1.27) may be replaced by
one single equation, the transport equation for the reaction progress variable (c).
Bray [12] assumes the following, combustion is controlled by a global and irreversible
reaction step, the specific heat is constant at constant pressure and the molecular
weight of the mixture is constant. Furthermore, pressure fluctuations are assumed to
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be small, the σ and Sc numbers are both unity, there are no heat losses (adiabatic)
and theMa number is small compared to unity. Under these conditions the reaction
progress variable may be defined as
c =
T − Tu
Tb − Tu =
YF,u − YF
YF,u − YF,b (1.29)
where subscripts u and b denote properties in the unburnt and burnt gases, respec-
tively, and YF represents the fuel mass fraction. Due to its definition, the reaction
progress variable takes on values between zero and unity where 0 represents unburnt
gases and 1 burnt gases and values in between represent a mixture undergoing chem-
ical reaction. The fluid density may be obtained as
ρ =
ρu
1 + T c (1.30)
where T represents the heat release parameter
T = Tb
Tu
− 1. (1.31)
From the definition of the reaction progress variable, the mass fractions of oxidiser
YO and products YP follows from the global reaction step
YO = YO,u(1− c) (1.32)
YP = cYP,b (1.33)
while the inert mass fraction YI is given by
YI = 1− YF − YO (1.34)
since by definition the sum of mass fraction equals unity. As shown above, mass
fractions, temperature and density are all uniquely related to the reaction progress
variable c. The problem of solving a minimum of four transport equations to obtain
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T , YF , YO, YP and YI has been reduced to a single equation, the transport equation
for the reaction progress variable
∂ρc
∂t
+
∂ρuic
∂xi
=
∂
∂xi
[
ρD
∂c
∂xi
]
+ ρS (1.35)
which has the same general form as Eq. (1.14).
1.2.1 Direct numerical simulation
Direct numerical simulation (DNS) is conceptually the modelling approach that is
easiest to understand — the governing equations are directly solved using numerical
methods. Since the method does not rely on any modelling assumptions all scales
of motion are resolved, hence providing an outstanding accuracy and level of de-
scription for one realisation of the flow. The numerical representation of all scales
of motion requires high resolution in both space and time. The resolution in space
rises rapidly with the Reynolds number and scales as N3 ∝ Re 94 , while the Courant
number needs to be of the order of 1/20 in practical simulations. Based on these
numbers, Pope [143] estimates that the required time in days to perform DNS of
isotropic turbulence is proportional to (Re/800)3. This estimate assumes that the
duration of the simulation (number of time steps) is four times the turbulence time
scale, that 1000 floating point operations are needed for each grid point and that
the computing rate is one gigaflop. This means that at Re = 96000 the simulation
time is of the order of 5000 years of which more than 99% is spent on resolving the
smallest scales, i.e the dissipation range. This approach is clearly limited to low or
moderate Reynolds numbers. A further limitation is the vast amount of information
provided by DNS. Poinsot & Veynante [136] argue that DNS is still out of reach for
practical flows especially reacting flows and that simplifications are necessary.
Nevertheless, DNS provides valuable information for modelling purposes, in-
formation that might be very difficult or impossible to extract from experiments.
Eswaran & Pope [46] studied the mixing of an inert passive scalar in homogenous
turbulence using DNS. Starting from a bimodal-like initial field, it was found that
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the PDF of the scalar evolve continuously and tends to, as expected, a Gaussian
distribution. The variance decay will continuously increase the value of the PDF
at the mean and at the limit t → ∞, converges to a δ function. The evolution of
the scalar PDF is important for modelling purposes of the molecular mixing term in
transported PDF methods. The DNS results suggest that a successful model should
allow the Gaussian distribution as a solution.
1.2.2 Moment methods
A numerically tractable approach is a necessity for the successful application to
practical devices. The dominating method of choice in industry is still, and for
some time to come, computational methods based on a statistical description of
the flow field where moments are evaluated. The latter can be obtained by solving
the mean conservation equations using RANS (Reynolds Averaged Navier Stokes)
approaches. The basic advantage of a statistical description is that all the turbulent
scales are comparable to the dimensions of the solution domain, which makes the
grid requirements manageable. On the other hand, the averaging techniques applied
to the governing equations inevitably results in an unclosed set of equations. The
starting point is the Reynolds decomposition of an instantaneous variable φ into
mean < φ > and fluctuation φ′ parts
φ =< φ > +φ′ and < φ′ >= 0. (1.36)
In variable density flows it is advantageous to use a density-weighted Favre aver-
age [80] of the dependent variable
φ =
< ρφ >
< ρ >
+ φ′′ = φ˜+ φ′′ and < φ′′ >= −< ρ
′φ′ >
< ρ >
6= 0 (1.37)
where φ˜ and φ′′ denotes Favre averaged mean and fluctuation respectively. The
mean part of Eq. (1.36) may be obtained as a time average for statistically stationary
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flows [140]
< φ >≡ lim
∆t→∞
1
∆t
∫ ∆t
0
φ(t)dt (1.38)
or as an ensemble average
< φ >N≡ 1
N
N∑
i=1
φ(i) (1.39)
where N denotes the number of realisations. An alternative definition of the mean,
the mathematical expectation [140], can be given in terms of the probability density
function (PDF) fφ of φ
< φ >≡
∫
Ψ
Ψfφ(Ψ)dΨ or φ˜ ≡
∫
Ψ
Ψf˜φ(Ψ)dΨ φ ∈ Ψ (1.40)
where Ψ represents the allowable (sample space) region in φ-space. The mathemat-
ical expectation of the ensemble average < φ >N of Eq. (1.39) is simply the average
of φ (<< φ >N>=< φ >).
Application of the decomposition to the conservation equations (1.8), (1.9) and (1.35)
followed by averaging, yields the mean equations for mass, momentum and reaction
progress variable at high Re number
∂ < ρ >
∂t
+
∂ < ρ > u˜j
∂xj
= 0 (1.41)
∂ < ρ > u˜i
∂t
+
∂ < ρ > u˜ju˜i
∂xj
= −∂ < p >
∂xi
− ∂ < ρ > u˜
′′
i u
′′
j
∂xj
+ < ρ > gi (1.42)
∂ < ρ > c˜
∂t
+
∂ < ρ > u˜ic˜
∂xi
= −∂ < ρ > u˜
′′
i c
′′
∂xi
+ < ρ > S˜. (1.43)
The resulting mean equations for momentum and scalars contain turbulent transport
correlations, the Reynolds stresses (u˜′′i u
′′
j ) and turbulent scalar fluxes (u˜
′′
i c
′′), while
the last term in Eq. (1.43) is a source term representing the mean turbulent reaction
rate. All latter terms are unknown and in order to solve the equations above, closures
need to be obtained.
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1.2.2.1 Gradient diffusion closures
The most commonly adopted closure assumption is based on dimensional analysis
of unknown terms. A typical example is eddy viscosity/gradient diffusion type
closures [57, 79] where the unknown terms are closed by an algebraic expression
containing known quantities and the turbulence kinetic energy (k) and its dissipation
rate ()
< ρ > u˜′′i u
′′
j = −µT
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
+
2
3
(
< ρ > k˜ + µT
∂u˜k
∂xk
)
δij (1.44)
< ρ > u˜′′i c′′ = −
µT
σT
∂c˜
∂xi
(1.45)
where σT represents the turbulent Prandtl number and is of the order of unity and
µT is closed by [104]
µT = Cµ < ρ >
k˜2
˜
(1.46)
and k˜ is half of the trace of the Reynolds stress tensor (k˜ = u˜′′ku
′′
k/2). It should
be noted that µT is a property of the flow rather than the fluid. The turbulence
kinetic energy and its dissipation are usually obtained through their respective mod-
elled transport equations, here represented in their standard high Reynolds number
form [79]
∂ < ρ > k˜
∂t
+
∂ < ρ > u˜ik˜
∂xi
=
∂
∂xi
[
µT
σk
∂k˜
∂xi
]
+ Pk− < ρ > ˜ (1.47)
∂ < ρ > ˜
∂t
+
∂ < ρ > u˜i˜
∂xi
=
∂
∂xi
[
µT
σ
∂˜
∂xi
]
+ C1Pk
˜
k˜
− C2 < ρ > ˜
2
k˜
. (1.48)
The source term Pk is the trace of the Reynolds stress production term
Pk = − < ρ > u˜′′i u′′j
∂u˜i
∂xj
(1.49)
and the model constants of the standard k−  model following Jones & Launder [79]
σk = 1.0 σ = 1.3 Cµ = 0.09 C1 = 1.44 C2 = 1.92. (1.50)
54 Chapter 1
The basic advantage of the algebraic closure for the turbulent transport terms, is
computational simplicity compared to the more complex second moment closures.
The reported applications of eddy viscosity/gradient diffusion type closures are nu-
merous [7, 9, 31, 38, 57, 74, 98, 99, 137] and while they are often capable of providing
good results they do have limitations, for example their incapability of reproducing
swirling motions and the effects of strong streamline curvature.
1.2.2.2 Mean reaction rate closures
The averaging technique applied to the governing equations makes it problematic
to model the mean reaction rate < ρ > S˜α due to the highly non-linear chemical
kinetics involved in the reaction rate expression. Consider an idealised forward
reaction step
F +O
kf→ P (1.51)
where fuel and oxidiser reacts and form combustion products. The mean rate of
reaction for the fuel may then be written [103] as
< ρ > S˜F =− < ρ > k˜f
(
< ρ > Y˜F Y˜O+ < ρY
′′
F Y
′′
O >
)
− < ρ(ρkf )′′Y ′′O > Y˜F− < ρ(ρkf )′′Y ′′F > Y˜O− < ρ(ρkf )′′Y ′′F Y ′′O >
(1.52)
where the first term on the RHS is related to mean quantities only and the remain-
ing five terms represent turbulence-chemistry interaction correlations. The turbulent
terms are unknown and require modelling. In addition, an expression for the forward
Favre averaged rate constant k˜f is needed. Since the rate constant is an exponential
function of temperature, the only tractable approximation is to derive a power series
of the exponential function, which introduces additional unknown turbulent temper-
ature fluctuation terms. It should, however, be noted that, according to Eq. (1.16),
for this reaction, the production rate depends only on ρ, T , YF and YO and the mean
reaction rate of YF may be obtained as [103]
− < ρ > S˜F =
∫ ∞
0
∫ ∞
0
∫ 1
0
∫ 1
0
ρ2kfYFYOfφ(ρ, T, YF , YO;x)dYFdYOdTdρ (1.53)
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if the joint scalar probability density function (PDF) fφ(ρ, T, YF , YO;x) is known.
As indicated above, a simplified and more practical approach is required to close
the mean reaction rate. One possible way forward is to limit the applicability of the
model to certain combustion regimes. In the laminar flamelet regime of combustion,
reactants and products are separated by thin interfaces. These thin interfaces should
have thicknesses less than the Kolmogorov scale of turbulence and resemble that of
a strained laminar flame. In this regime the mean reaction rate may be written in
the following generic form [15]
< ρ > S˜ = ρuu
0
LI0Σ (1.54)
where I0 represents a strain reduction factor and Σ is the flamelet surface to vol-
ume ratio. Algebraic or transport equation based closures [134] for Σ have been
proposed. The latter approach requires a number of unknown terms to be modelled
and increases the computational expense. Lindstedt & Sakthitharan [106] obtain a
simple algebraic expression by assuming that the flamelet geometry being fractal —
a concept introduced by Gouldin [59] in the context of turbulent burning velocity
models. Following Lindstedt & Sakthitharan [106], if ε is a measurement scale and
L3 denotes a volume measure, the flamelet surface to volume ratio is proportional
to
Σ ≡ A
L3
∝ 1
L
(
ε
L
)2−D
(1.55)
where A is an area measure and D being the fractal dimension between 2 and 3 for
homogeneous turbulence [133]. Lindstedt & Sakthitharan [106] assumes the inner
cut-off to be equal to the Kolmogorov length scale lK = (ν
3−1)1/4 and outer cut-
off to be equal to the turbulent integral length scale [59] (lT = k
3/2−1) and the
fractal dimension to be D = 7/3. The resulting expression for the flamelet surface
to volume ratio is given by
Σ ∝ 1
(ν˜)1/4
˜
k˜
PR =
1
VK
˜
k˜
PR (1.56)
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where VK is the Kolmogorov velocity and PR is the probability of reaction assumed
proportional to the reaction progress variable variance c˜′′2 [108]. An algebraic ex-
pression for the variance is given in Section 2.6. Thus, the resulting mean reaction
rate expression takes the following form
< ρ > S˜ = CRρu
u0L
VK
˜
k˜
c˜′′2. (1.57)
The strain reduction factor (I0) is assumed to be unity, though more sophisticated
expressions are available [15]. Bray et al. [22] evaluated a number of different closures
for the mean reaction rate and concluded that none of the models, except the model
given by Eq. (1.57), could be tuned to work satisfactorily. Lindstedt & Va´os [108]
performed turbulent burning velocity calculations using the aforementioned mean
reaction rate closure and obtained a desired scaling behaviour in response to length
scale variations in the flamelet regime of combustion.
Peters [133] used the Gibson scale lG = (u
0
L)
3/ instead of the Kolmogorov scale
as the inner cut-off. Following the fractal analysis given by Eqs. (1.55)-(1.57) and
using the Gibson scale as the inner cut-off results in a flamelet surface to volume
ratio expression given by
Σ ∝ 1
u0L
˜
k˜
PR (1.58)
that essentially represents The Eddy-Break-Up (EBU) model first proposed by
Spalding [161, 162] as shown by Lindstedt & Sakthitharan [106]. The model is
attractive due to its simplicity and is given by
< ρ > S˜ = CEBU < ρ > τ
−1c˜′′2 = CEBU < ρ >
˜
k˜
c˜′′2 (1.59)
where τ represents a characteristic turbulent time scale of the largest eddies and
CEBU a model constant. At this point it should be noted that the mean reaction
rate expression given by the EBU model can be proportional to the square root of
the reaction progress variable variance [175]. Dimensional arguments were initially
the basis of the introduction of this alternative model form, which may lead to
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mathematical difficulties [136]. The EBU model is applicable in the high Re number
and Da number limit and it is assumed that the rate of reaction is solely controlled
by turbulence. The latter assumption is also one of the major drawbacks since the
model does not contain any chemical kinetics information.
A different class of models are based on a closure of the turbulent burning ve-
locity (uT ). The idea originates from the level set approach, where a passive scalar
represents an iso-scalar surface, the flame front, which propagates at the turbulent
burning velocity. Zimont et al. [183] applies the idea from the level set approach
and formulates a mean reaction progress variable equation of the form
∂ < ρ > c˜
∂t
+
∂ < ρ > u˜ic˜
∂xi
=
∂
∂xi
(
< ρ > DT
∂c˜
∂xi
)
+ ρuuT
∣∣∣∣ ∂c˜∂xi
∣∣∣∣ (1.60)
where the last term represents the closure for the mean reaction rate. This model is
for some reason popular in commercial software packages [184, 185] although being
mathematically incorrect. Peters [134] have shown that Eq. (1.60) has no solution
for a steady planar turbulent premixed flame.
1.2.3 Large eddy simulation
Large eddy simulation (LES) is a method that is becoming increasingly popular,
probably due to the rapid increase in computational power. LES may be viewed as
a spatially filtered DNS and its computational costs are between those of moment
methods and DNS. In DNS, most of the computational expense is spent on resolving
the smallest scales, whereas in LES the dynamics of the large scales are resolved and
computed explicitly and the small scales are modelled. The value of the approach
is accordingly reduced when key phenomena occur on the small (unresolved) scales.
The large scales are not universal, but strongly case (geometry) dependent, while
the smallest turbulent scales may be regarded as universal. Traditionally, simple
models are applied to represent the small scale turbulence. The method is regarded
to be more accurate compared to moment methods (second moment closures) in
flows dominated by large scale motions [144]. The LES equations are derived from
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the Navier-stokes equations and the basis is the filtering operation applied to the
instantaneous variable that decomposes it into filtered (resolved) φ¯(x, t) and residual
(subgrid) φı(x, t) parts, respectively
φı(x, t) = φ(x, t)− φ¯(x, t). (1.61)
At this point it is worth to note, that φ¯(x, t) is random and that φ¯ı(x, t) 6= 0 in
general. The filtered variable is obtained from [143]
φ¯(x, t) =
∫
G(x∗, x)φ(x− x∗, t)dx∗ and
∫
G(x∗, x)dx∗ = 1 (1.62)
where integration is over the entire flow domain and G is a specified filter func-
tion. Common filter functions are the box filter and the Gaussian filter in physical
space [136, 143]. In variable density fluid flows it is convenient to use a Favre filtering
function [136]
ρ¯φ˜(x, t) =
∫
ρG(x∗, x)φ(x− x∗, t)dx∗. (1.63)
Similar to Eq. (1.61), the instantaneous variable decomposes into a Favre filtered
φ˜(x, t) and a Favre residual φıı(x, t)
φıı(x, t) = φ(x, t)− φ˜(x, t) and φ˜ıı(x, t) 6= 0. (1.64)
Application of the Favre filtering function to the instantaneous conservation equa-
tions results in
∂ρ¯
∂t
+
∂ρ¯u˜j
∂xj
= 0 (1.65)
∂ρ¯u˜i
∂t
+
∂ρ¯u˜ju˜i
∂xj
= − ∂p¯
∂xi
+
∂τ¯ij
∂xj
− ∂
∂xj
(
ρ¯u˜iuj − ρ¯u˜iu˜j
)
+ ρ¯gi (1.66)
∂ρ¯c˜
∂t
+
∂ρ¯u˜ic˜
∂xi
= −∂J¯i
∂xi
− ∂
∂xi
(
ρ¯u˜ic− ρ¯u˜ic˜
)
+ ρ¯S˜ (1.67)
where (u˜iuj − u˜iu˜j) and (u˜ic− u˜ic˜) represent the residual stress τRij and scalar flux
terms which require modelling. Also, the last term of Eq. (1.67), the filtered reaction
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rate, requires modelling. The residual kinetic energy kr may be obtained from
kr =
1
2
τRii (1.68)
and the anisotropic residual stress tensor τ rij is given by
τ rij = τ
R
ij −
2
3
krδij. (1.69)
The isotropic part of the residual stress tensor is usually included in the filtered
pressure
p = p¯+
2
3
kr. (1.70)
Combining Eqs. (1.68)-(1.70) and rewrite Eq. (1.66) to get
∂ρ¯u˜i
∂t
+
∂ρ¯u˜ju˜i
∂xj
= − ∂p
∂xi
+
∂τ¯ij
∂xj
− ∂ρ¯τ
r
ij
∂xj
+ ρ¯gi. (1.71)
In analogy with moment methods, the most common adopted closure assumptions
are based on gradient diffusion approximations. The simplest model, the Smagorin-
sky model [143], may be viewed as an LES version of the k −  model and is given
by
τ rij = −νr
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
= −2νrS˜ij (1.72)
where S˜ij is the Favre filtered rate of strain and the eddy viscosity νr is given by
νr = (CS∆)
2S˜. (1.73)
In the above, S˜ = (2S˜ijS˜ij)1/2 represents the characteristic Favre filtered rate of
strain, ∆ the filter width and CS is a model constant. The model is attractive due
to its simplicity but is known to be very dissipative [136]. The Germano dynamic
model, on the other hand, estimates the dissipation of the small scales from the
resolved scales and dynamically adjusts the model constant [136] to reduce the
dissipative nature of the Smagorinsky model. The scalar flux term is usually closed
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through a gradient diffusion approximation [136]
u˜ic− u˜ic˜ = − νr
Scr
∂c˜
∂xi
(1.74)
where Scr is a subgrid scale Schmidt number. It has been argued that this closure
is sufficient and that it is possible to capture counter-gradient transport through
the large scales [87]. However, preferential acceleration effects depend on pressure
gradients that act across all scales. Finally, the filtered reaction rate needs to be
closed. As in the case of the simple residual stress and scalar flux models, a classical
moment method model, such as the EBU model, can be rewritten into a version
suitable for LES
ρ¯S˜ = CEBU ρ¯
1
τr
c˜(1− c˜) (1.75)
where τr represents a residual turbulent time scale and is estimated as
τr ≈ ∆√
kr
. (1.76)
The lack of chemical kinetics information prevails in the LES-EBU model. A more
important and general issue for the closure of the filtered reaction rate is the tur-
bulent flame thickness in respect to the filter (mesh) width. Consider a premixed
turbulent flame in the flamelet regime (see Section 1.1.1 for details) with a flame
thickness smaller than the Kolmogorov scale. In order to resolve the flame front,
the filter width has to be smaller than the Kolmogorov scale and then the LES ap-
proaches DNS in computational expense. A way to avoid the unresolved flame front
is to artificially thicken [135] the flame to suit the filter width while maintaining the
burning velocity characteristics. This changes the flame dynamics in a potentially
inaccurate way and the approach is more of a practical nature rather than based on
physical arguments.
Several LES studies featuring premixed reactants has been carried out. Kim
et al. [87] performed swirling flow simulations of a gas turbine combustion cham-
ber using a dynamic residual stress model and the G-equation (level-set) flamelet
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approach. A coarse grid was used, but the general trends agreed well with experi-
mental data. Nottin et al. [132] solved an acoustically excited premixed turbulent
flame using the artificial thickened flame approach and the Smagorinsky residual
stress model. The large coherent structures seen in the experimental data were well
reproduced by the LES. The peak values of the reaction rate, on the other hand,
were not predicted in the right locations. Selle et al. [156] used a compressible
LES formulation to compute both non-reacting and reacting flows in a gas turbine
combustion chamber. The methane-air combustion was represented by a reduced
two-step mechanism coupled with the artificially thickened flame model. In general,
predictions in the non-reacting case were better than in the reacting case. Sommerer
et al. [159] simulated atmospheric lean premixed swirl stabilised propane flames in
an experimental gas turbine combustion chamber using the artificially thickened
flame model. Qualitative comparisons with OH-radical measurements were done for
different equivalence ratios and flow rates resulting in different flame locations in-
cluding flashback. Freitag & Janicka [50] computed the isothermal and reacting flow
of an unconfined swirl burner using a dynamic Smagorinsky model. In the reacting
case, the premixed flame was modelled using the level-set approach. A good agree-
ment with experimental data was obtained for both cases. Nogenmyr et al. [131]
simulated unconfined low-swirl lean premixed methane flames in a low-speed air
co-flow using the Smagorinsky residual stress model and the G-equation flamelet
approach. Velocity and temperature predictions agreed reasonably well with exper-
imental data, while the lift-off height of the flame was, in general, underpredicted
by the LES. Sengissen et al. [157] studied the influence of additional pilot flames on
the flame stability. The case features a lean premixed swirling main flame with a
central fuel pilot. At low levels of pilot fuel, a processing vortex core is observed,
while an increase in pilot fuel had a stabilising effect. A similar study was performed
by Milosavljevic et al. [129] in the context of second moment closures where an in-
crease in pilot fuel changed the entire flow structure and had a stabilising effect.
Wang & Bai [174] computed a bluff-body stabilised premixed propane flame using
the level-set flamelet approach to study the effect of filtered and residual eddies on
62 Chapter 1
the flame wrinkling. A simple test case is used to evaluate the effect of the residual
stress model and it is shown that it has a major impact on flame wrinkling and
thereby the burning velocity.
1.2.4 Transported PDF methods
In transported probability density function (PDF) methods, a transport equation
is derived for the PDF itself and, as a consequence, no a priori assumption has to
be made of the shape of the PDF. The approach offers significant advantages over
the more traditional presumed PDF approach since finite rate chemistry effects are
naturally included. The inclusion of finite rate chemistry effects offers the possi-
bility to predict emission levels [96, 109, 113] and to study for example extinction
and re-light phenomena [111] that are well separated from the high Da number
limit. Furthermore, transported PDF methods offer, in principle, a general real-
isable [155] multiple scalar description of turbulent reacting flows in a combustion
regime and flame type independent manner [140]. The transported PDF equation
may for example be closed at the joint velocity-scalar level or at the joint scalar
level. In the case of a closure at the joint velocity-scalar level, the PDF provides a
complete one-point statistical description of a turbulent reactive flow field. The one-
point description contains, however, no length or time scale information and such
information must therefore be supplied. In the joint velocity-scalar PDF transport
equation conditional expectations appear that needs to be modelled. The condi-
tional expectations represent transport in velocity space by the viscous stresses, the
fluctuating pressure gradient and transport in scalar space by the molecular fluxes,
commonly known as mixing. The transport of the PDF in physical space appears
in closed form. This is equivalent to a second moment closure [142] where the triple
moments appear in closed form. In the joint scalar PDF transport equation the
unknown terms comprise the molecular mixing term and transport of the PDF in
physical space. Transport in physical space is usually closed by a gradient diffusion
type model. It is, however, remarkable to note that in both of the aforementioned
approaches the highly non-linear term representing chemical reaction appears in
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closed form and can be treated without approximation [140]. The potentially large
dimensionality of the PDF requires some special treatment. Numerical integration
of the transported PDF equation using traditional finite volume techniques would be
impractical since the computer requirements rises exponentially with the dimension-
ality of the PDF. Instead a Monte Carlo1 technique is used where the requirements
only rise linearly [140] with the number of variables.
The joint PDF closure as implemented in the context of LES/filtered density
function (FDF) methods is also starting to be explored. Yilmaz et al. [180] applied a
closure at the joint scalar level to compute a turbulent premixed flame stabilised on a
Bunsen burner with encouraging results. Furthermore, McDermott and Pope [126]
analysed the role of molecular transport in physical space alongside transport in
composition space and showed that it is possible to produce FDF models that reduce
to the DNS limit with vanishing filter width.
1.3 The present contribution
1.3.1 Objectives
In the present thesis, advanced modelling techniques of turbulent combustion with
reactive scalars and heat release rates of practical relevance are examined. The clo-
sure level adopted features second moment closures coupled with both presumed and
transported PDF methods for the scalar statistics. Attention is primarily focused
on the predictive capabilities of such models in practical flow situations featuring
premixed or partially premixed reactants.
The basis of the modelling techniques examined is that the variables of interest
may be considered to be random. Random variables are completely defined by their
statistical distribution through a probability density function (PDF). The PDF rep-
resents the probability per unit distance in sample space [143]. In the current work,
the models can be divided in two categories and may be separated by the level of
1Monte Carlo algorithms are computational algorithms that rely on repeated random sampling
to compute their results.
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closure of the scalar field. In the first category, the presumed PDF approach, the
shape of the scalar variable PDF is assumed and determined a priori. Transport
equations are solved for the first moment, the expected (mean) value and the second
central moment (variance). The chemical kinetics is assumed to be fast compared to
the relevant turbulent time scale and may be computed and tabulated beforehand as
a pre-processing step. The fast chemistry assumption limits the method to regimes
approaching the high Da number limit indicated as the flamelet regime in Fig. 1.1.
A priori tabulation of the chemistry implies that the chemistry is decoupled from
the flow solver. Consequently extinction and re-light phenomena are not possible
to capture using this approach. In a second category, a transport equation is de-
rived and solved for the PDF of the scalar statistics. Since the approach does not
assume the shape of the PDF the method offers a general multiple scalar descrip-
tion of turbulent reacting flows in a combustion regime and flame type independent
manner. In transported PDF methods, the turbulence-chemistry interaction is rig-
orously treated and the approach represents one of the most complete descriptions
of turbulent reacting flows currently available [25]. It is remarkable that highly
non-linear chemical reactions can be treated without approximation — the chemical
source term appear in closed form. One of the key modelling aspects of the joint
scalar transported PDF equation is to obtain closure of the molecular mixing term,
the mixing model. In the current work, one of the most commonly adopted mixing
models is evaluated in the context of turbulent premixed flames featuring multiple
scalars and a number of key issues are identified. Transport in physical space is
closed by a standard gradient diffusion type closure. In both cases, transport equa-
tions are derived and closed using first and second moment methods for the velocity
field.
1.3.2 Outline
In Chapter 2, general modelling strategies for second moment closures are outlined.
The starting point is the decomposition of the turbulent pressure strain terms in
the Reynolds stress and scalar flux equations. Attention is primarily focused on the
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redistributive part of the pressure strain correlation in the Reynolds stress equation
and the corresponding scrambling term in the scalar flux equation. In turbulent re-
acting flows, the constant density models are usually recasted into a density weighted
form. As shown by Lindstedt & Va´os [108], this is not sufficient and variable den-
sity extensions of these terms are described. Furthermore, standard closures of the
triple moments and pressure transport terms and the turbulence kinetic energy dis-
sipation equation are outlined. Finally, closures applicable in the flamelet regime of
combustion derived on the basis of the presumed PDF approach are described.
In Chapter 3 the transported PDF approach closed at the joint scalar level is
outlined. The starting point is the transport equation supplemented with general
definitions and the discrete representation of the PDF. Modelling strategies for the
unclosed terms are outlined together with the solution algorithm originally proposed
by Pope [140]. The solution algorithm includes the method of fractional steps al-
lowing each process affecting the evolution of the transport equation to be treated
separately. The unclosed terms represents transport in physical space and diffusion
in scalar space. Closure for transport in physical space is achived using a standard
gradient diffusion type model while the mixing model is represented by The Modi-
fied Curl’s model [41, 77]. The Modified Curl’s model belongs to the class of particle
interaction models. The Euclidean Minimum Spanning Tree (EMST) model [166]
as well as deterministic and diffusion process type models are briefly described.
In Chapter 4 the models described in Chapters 2 and 3 are applied to compute
isothermal and reacting opposed flows. Numerical studies have been performed of
the experimental rig set-up of Geipel [52] and Geipel et al. [53]. In this geometry,
the turbulent contribution is significantly increased compared to previous studies
through fractal generated turbulence in addition to the traditional perforated plates.
The mixture fraction variable is defined and the transport equations for the mean,
scalar flux and variance are outlined. A joint β-bimodal presumed PDF approch
involving two scalars, the mixture fraction and the reaction progress variable, are
described. The two scalars are used to describe the effects of entrainment of air from
the coflow and the progress of reaction. The node-based Eulerian joint scalar trans-
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ported PDF is described and especially transport in physical space which differs to
the Lagrangian approach. The chemistry is approximated by the global mechanism
of Jones & Lindstedt [81, 82] and is described in detail. The scheme features four
reactions and seven solved species (CH4, O2, H2O, CO2, H2, CO and N2). The
models applied are ranging from the k− /gradient diffusion to full second moment
closures coupled with a joint β-bimodal presumed PDF approach to the node-based
Eulerian joint scalar transported PDF approach coupled with a second moment
closure for the velocity field. The computational grid and spatial discretisation of
convective terms are briefly described. The boundary conditions for this particu-
lar case is described in more detail as in-nozzle measurements are available in the
isothermal case.
In Chapter 5 the joint scalar transported PDF approch is applied to compute
freely propagating turbulent premixed flames with turbulent burning velocities de-
termined for a range of turbulence intensities and fuel mixtures. The computed cases
include lean and stoichiometric methane, stoichiometric ethane and rich hydrogen
flames. The aim of the study is to investigate the sensitivity of predictions to dif-
ferent closure elements and to explore the predictive capabilities of the method for
propagating turbulent premixed flames. The work features extended chemistry clo-
sures with the systematically reduced chemical mechanism applied to the methane
and ethane flames featuring 142 reactions, 15 solved and 14 steady state species. A
detailed sub-mechanism featuring 21 reactions and 9 solved species was used for the
hydrogen flames.
In Chapter 6, the joint scalar transported PDF approach coupled with a second
moment closure for the velocity field, is applied to compute the combustion process
in a 3-dimensional industrial gas turbine burner geometry at realistic gas turbine
conditions. The partially premixed flame is swirl-stabilised through the formation
of a central recirculation zone. A joint β-bimodal presumed PDF approach is used
to initialise the field for the PDF solver. The presumed PDF solution also act as
a comparative solution due to the lack of experimental data at these conditions.
The joint scalar transported PDF is closed at the node-based Eulerian level. The
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chemistry is approximated by the global mechanism of Jones & Lindstedt [81, 82]
featuring four reactions and seven solved species (CH4, O2, H2O, CO2, H2, CO and
N2).
In Chapter 7 the general conclusions of the present work and suggestions for
future work are summarised.
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Chapter 2
Second moment closures
2.1 Introduction
In Section 1.2.2.1, the simplest complete turbulence model for turbulent reacting
flows was presented — the Favre averaged standard k −  and gradient diffusion
models. The turbulence model is complete in the sense that modelled transport
equations are solved to obtain the turbulence intensity and the turbulent integral
length scale as compared to simpler one-equation turbulence models, where the lat-
ter is obtained from some typical flow dimension [176]. On the other hand, several
authors [13, 85] have concluded that second moment closures represent the lowest
level of closure for turbulent reacting flows, which are able to describe some im-
portant features of turbulence and combustion interaction. The model formulations
are, however, not general with models for unclosed terms usually dictated by the
assumed thermochemistry.
Applications featuring second moment closures for both velocity and scalar statis-
tics in practical premixed reacting flow situations are somewhat limited. Bray [19]
points out that it is difficult to obtain solutions to the BML (Bray-Moss-Libby) equa-
tions and suggests that the triple correlation may be replaced by gradient transport
models. Lindstedt & Va´os [107, 108] successfully applied the latter type of model
including variable density correction terms to reacting opposed flows.
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2.2 The governing equations
The transport equations for the Reynolds stresses and turbulent scalar fluxes can
be written [80]
∂ < ρ > u˜′′i u
′′
j
∂t
+
∂ < ρ > u˜ku˜′′i u
′′
j
∂xk
=−∂ < ρ >
˜u′′i u′′ju′′k
∂xk︸ ︷︷ ︸
∂Tijk/∂xk
− < ρ >
(
u˜′′i u
′′
k
∂u˜j
∂xk
+ u˜′′ju
′′
k
∂u˜i
∂xk
)
︸ ︷︷ ︸
Pij
−
[
< u′′i >
∂ < p >
∂xj
+ < u′′j >
∂ < p >
∂xi
]
︸ ︷︷ ︸
Φij
−
[
< u′′i
∂p′
∂xj
> + < u′′j
∂p′
∂xi
>
]
︸ ︷︷ ︸
φij
−
[
< τik
∂u′′j
∂xk
> + < τjk
∂u′′i
∂xk
>
]
︸ ︷︷ ︸
<ρ>ij
(2.1)
∂ < ρ > u˜′′i c′′
∂t
+
∂ < ρ > u˜ku˜′′i c′′
∂xk
=−∂ < ρ >
˜u′′i u′′kc′′
∂xk︸ ︷︷ ︸
∂Tikc/∂xk
− < ρ >
(
u˜′′kc′′
∂u˜i
∂xk
+ u˜′′i u
′′
k
∂c˜
∂xk
)
︸ ︷︷ ︸
Pic
− < c′′ > ∂ < p >
∂xi︸ ︷︷ ︸
Φic
− < c′′ ∂p
′
∂xi
>︸ ︷︷ ︸
φic
+ < ρ > u˜′′i Sc︸ ︷︷ ︸
Sic
−
[
< τik
∂c′′
∂xk
> − < Jck ∂u
′′
i
∂xk
>
]
︸ ︷︷ ︸
<ρ>ic
(2.2)
and may be derived from the instantaneous conservation laws. Following Va´os [170],
the terms on the RHS of Eq. (2.1) represent, turbulent transport of the Reynolds
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stresses (the triple moment term ∂Tijk/∂xk), effects of mean strain (the production
term Pij), effects of mean pressure gradients (Φij), the turbulent pressure strain term
(φij) and viscous dissipation (< ρ > ij). Similarly, the terms on the RHS of Eq. (2.2)
represent, turbulent transport of the scalar fluxes (∂Tikc/∂xk), the production term
(Pic), the effect of mean pressure gradient (Φic), the pressure strain term (φic), the
turbulence-reaction rate correlation (Sic) and viscous dissipation (< ρ > ic). For
modelling purposes, Lumley [122] decomposes the pressure strain correlation into a
redistributive (φRij) and an isotropic part. The isotropic part is further decomposed
into a pressure transport term (φTij) and a pressure dilatation term (φ
D
ij )
φij =−
[
< u′′i
∂p′
∂xj
> + < u′′j
∂p′
∂xi
> −2
3
δij <
∂p′u′′k
∂xk
> +
2
3
δij <
∂p′u′′k
∂xk
>
]
=−
[
< u′′i
∂p′
∂xj
> + < u′′j
∂p′
∂xi
> −2
3
δij < u
′′
k
∂p′
∂xk
>
]
︸ ︷︷ ︸
φRij
−2
3
δij <
∂p′u′′k
∂xk
>︸ ︷︷ ︸
φTij
+
2
3
δij < p
′∂u
′′
k
∂xk
>︸ ︷︷ ︸
φDij
.
(2.3)
Similarly the pressure strain term in the scalar flux equation can be decomposed
into a pressure transport (φTic) and a pressure scrambling term (φ
S
ic)
φic = − < c′′ ∂p
′
∂xi
> + <
∂p′c′′
∂xi
> − < ∂p
′c′′
∂xi
> = − < ∂p
′c′′
∂xi
>︸ ︷︷ ︸
φTic
+ < p′
∂c′′
∂xi
>︸ ︷︷ ︸
φSic
.
(2.4)
In the exact Reynolds stress and scalar flux equations presented above unknown
terms appear. In both equations, the turbulent transport term, the pressure strain
term and the viscous dissipation term require modelling, while terms involving the
turbulence-reaction rate correlation < ρ > u˜′′i Sc and the average density weighted
fluctuations of velocity < u′′i > and scalars < c
′′ > depend in general on the type of
flow considered.
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2.3 Redistributive pressure strain
The focal point in second moment closures is the modelling of the redistributive part
of the pressure strain correlation. This correlation is traceless and serves only to
redistribute energy among the Reynolds stress components while the total turbulent
kinetic energy is unaltered. The redistribution process essentially amounts to min-
imising the anisotropy created by the production mechanism. In constant density
flows, production by strain is the primary cause of anisotropy and the redistribution
process is therefore scaled exclusively on mean strain. The extension to variable
density flows is usually obtained through a re-derivation of constant density models
in a density weighted form. This approach will result in models invariably taking
the following form [164]
φCDij =< ρ >
(
˜
k˜
Cij[b] +Bijkl[b]
∂u˜k
∂xl
)
k˜ (2.5)
φCDic =< ρ >
(
˜
k˜
Cij[b] +Bijkl[b]
∂u˜k
∂xl
)
u˜′′j c′′ (2.6)
where Cij and Bijkl are scaling tensor functions of the (normalised) anisotropy tensor
bij for the “slow” and “rapid” redistribution and scrambling, respectively. The
normalised anisotropy tensor is given by [143]
bij =
u˜′′i u
′′
j
u˜′′ku
′′
k
− 1
3
δij. (2.7)
On the other hand, Jones [85] derives a Poisson type equation (ignoring viscous
terms) for variable density flows of the fluctuating pressure component
∇2p′ = − ∂
2
∂xi∂xj
(2ρu′′i u˜j+ < ρu
′′
i u
′′
j > −ρu′′i u′′j ) +
∂2ρ′
∂t2
− ∂
2ρ′u˜iu˜j
∂xi∂xj
(2.8)
revealing that the first three terms on the RHS are identical to the Poisson equation
derived for constant density flows while the last two are due to variable density ef-
fects. Recasting of the constant density formulation into eqs. (2.5) and (2.6) would
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be justified if the last two terms can be neglected. The complexity of the equation
allows however limited information to be extracted [80, 85]. An order of magni-
tude analysis shows that the latter terms will make a significant contribution to
the overall budget of the fluctuating pressure component and Jones [85] argues that
modifications or additional terms may be required to accurately account for vari-
able density effects in turbulent reacting flows. Further insight might be gained
through an examination of the role of variable density effects in the production of
turbulence. Bray et al. [13] have shown that, in combusting flows with substantial
heat release, turbulence is produced through a buoyancy production mechanism as-
sociated with self-induced mean pressure gradients. This mechanism is related to
preferential acceleration effects where mean pressure gradients act in different ways
on pockets of heavy fresh gas and pockets of light burnt gas. The preferential accel-
eration mechanism is also responsible for counter-gradient transport. On the other
hand, the importance of mean pressure gradient terms is not surprising since the
average density weighted fluctuations of velocity and reaction progress variable may
alternatively be interpreted as density correlation effects [80]
< u′′i >= −
< ρ′u′i >
< ρ >
and < c′′i >= −
< ρ′c′ >
< ρ >
. (2.9)
With a substantial amount of heat release, turbulence production through prefer-
ential acceleration may dominate [13] over dilatation effects associated with mean
velocity gradients in strain related terms, i.e. the production terms (Pij, Pic). Lind-
stedt & Va´os [108] argue that due to preferential acceleration effects coupled to
mean pressure gradients, the rate at which energy is redistributed is substantially
lower than the rate at which anisotropy is produced and that an additional element
should be included in the model, thus
φRij = φ
CD
ij + φ
A
ij (2.10)
φSic = φ
CD
ic + φ
A
ic (2.11)
74 Chapter 2
where the acceleration redistribution/scrambling tensors (φAij, φ
A
ic) take the following
general form
φAij = −(Aijk[b, < u′′ >] + Ajik[b, < u′′ >]) < ρ > ak (2.12)
φAic = −Aik[b, < u′′ >,< c′′ >] < ρ > ak (2.13)
and the acceleration vector (ak) is given by
ak = − 1
< ρ >
∂ < p >
∂xk
. (2.14)
Domingo & Bray [39] also argue the importance of the instantaneous and mean
pressure gradient terms but adopt an alternative approach. The pressure gradient
terms are decomposed into mean and fluctuating parts as in Eqs. (2.1) and (2.2). The
fluctuating part (pressure strain) is then directly modelled in the laminar flamelet
regime of combustion with an alternative decomposition as compared to Eqs. (2.3)
and (2.4). The pressure strain terms are decomposed into reactant, product and
flamelet parts and models for each contribution are derived. The resulting model is
in good agreement with DNS data for low heat release flames in the flamelet regime
of combustion. One of the major drawbacks of the latter approach is the loss of
generality and the model of Lindstedt & Va´os [108] is adopted in the present work.
2.3.1 Dissipation model considerations
The turbulent kinetic energy dissipation tensor may be decomposed into an isotropic
and a deviatoric part [123]
ij =
(
ij − 2
3
δij ˜
)
+
2
3
δij ˜. (2.15)
The latter decomposition does not apply to ic since there are no isotropic first order
tensors. In high Re number constant density flows it is usually assumed that the
deviatoric part is negligible [143]. Jones [80] gives support to the latter assumption
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in variable density flows as well and argues that density fluctuations are unlikely to
change the fine scale dissipative motions. Therefore, it may be assumed that
ij =
2
3
δij ˜ (2.16)
and
ic = 0 (2.17)
since ic is not an invariant. Lumley [124] on the other hand argues that the devia-
toric part of Eq. (2.15) does not represent an energy decay process, but a transfer of
energy between the Reynolds stress components due to small scale anisotropy. The
deviatoric part thus resembles a redistribution process that will occur in addition to
the effect of pressure strain terms. The consequence of this, from a modelling point
of view, is that redistribution from small scale anisotropy is modelled direct in terms
of large scale quantities such as the normalised anisotropy tensor. The deviatoric
part is absorbed in the redistribution model and the resulting form
φRij− < ρ > ij = redistribution model−
2
3
δij < ρ > ˜ (2.18)
should be a valid approximation. The same arguments apply to the corresponding
scrambling model in the scalar flux equation and
φSic− < ρ > ic = scrambling model (2.19)
should also be valid.
2.3.2 Specific models
2.3.2.1 The generalised Langevin model of Haworth & Pope
The constant density part of the redistributive pressure strain term adopted in
Chapter 4 is the generalised Langevin model of Haworth & Pope [66, 67]. An
attractive feature of the model is that it satisfies realisability [155] and a consistent
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closure for the corresponding scrambling term [142] may be derived. The model for
the Reynolds stress equation is given by
φCDij =< ρ > Giku˜
′′
ku
′′
j+ < ρ > Gjku˜
′′
ku
′′
i+ < ρ >
(
C0 +
2
3
)
δij ˜ (2.20)
where C0 is a constant assigned the value of 2.1 [66]. The corresponding model for
the scalar flux equation is given below [142]
φCDic =< ρ > Giku˜
′′
kc
′′− < ρ > ˜c
c˜′′2
u˜′′i c′′ (2.21)
where ˜c is the scalar dissipation rate. The functional form of Gij proposed by
Haworth & Pope [66], is linear in the normalised anisotropy tensor and in the mean
velocity gradients, and is given by
Gij =
˜
k˜
(α1δij + α2bij) +Hijkl
∂u˜k
∂xl
(2.22)
where
Hijkl = β1δijδkl + β2δikδjl + β3δilδjk
+γ1δijbkl + γ2δikbjl + γ3δilbjk
+γ4bijδkl + γ5bikδjl + γ6bilδjk.
(2.23)
The model contains 11 unknown coefficients that are determined through mathe-
matical constraints and matching experimental data. The model constants are given
by [66]
α1 = −
[
1
2
+
3
4
C0 + α2b
2
ii +
(
β2 + β3 +
1
3
γ∗
)
I1 + γ
∗I2
]
(2.24)
where
γ∗ ≡ γ2 + γ3 + γ5 + γ6
I1 ≡ bijS∗ij S∗ij ≡
1
2
k˜
˜
[
∂u˜i
∂xj
+
∂u˜j
∂xi
]
I2 ≡ b2ijS∗ij b2ij ≡ bilblj
(2.25)
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and [142]
α2 = 3.78 β1 = −0.2 β2 = 0.8 β3 = −0.2
γ1 = 0.0 γ2 = 1.04 γ3 = −0.34
γ4 = 0.0 γ5 = 1.99 γ6 = −0.76.
(2.26)
2.3.2.2 The model of Jones & Musonge
The constant density part of the redistributive pressure strain term derived by Jones
& Musonge [83] is applied both in Chapters 4 and 6. In Chapter 4, the model is
used to compute isothermal opposed flow and in Chapter 6 a swirl-stabilised par-
tially premixed flame at realistic gas turbine conditions coupled with a presumed or
joint scalar transported PDF approach. In the case of a presumed PDF approach,
the Reynolds stress closure is coupled with a gradient diffusion model. Closures
are presented here both for the Reynolds stress and scalar flux equations for com-
pleteness. Following Jones & Musonge [83], the redistribution term in the Reynolds
stress equation is approximated by
φCDij = −C1
˜
k˜
(
u˜′′i u
′′
j −
2
3
δij k˜
)
+Hijkl
∂u˜k
∂xl
(2.27)
where Hijkl may be expressed by the fourth-rank linear tensor function
Hijkl = C2δiju˜′′ku
′′
l + C3(δkiu˜
′′
l u
′′
j + δkju˜
′′
l u
′′
i ) + C4(δliδkj + δljδki)k˜
+C5δklu˜′′i u
′′
j + C6(δliu˜
′′
ku
′′
j + δlju˜
′′
ku
′′
i ) + C7δijδklk˜
(2.28)
where C1−C7 represent model constants that needs to be determined. The constants
C5 and C7 make no contribution in isothermal flows but are likely to be important in
flows with variable density [83]. Since φCDij is traceless, Hiikl = 0 and the constants
C6 and C7 may be expressed as
C6 = −3
2
C2 − C3 and C7 = −2
3
(
C4 + C5
)
(2.29)
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and the model involves 5 independent constants for variable density flows. The
revised model constants are given by [85]
C1 = 3.0 C2 = −0.44 C3 = 0.46 C4 = −0.23 C5 = −2
3
C4. (2.30)
Jones & Musonge [83] adopts an alternative approach to close the scalar flux equa-
tion. The turbulent pressure strain term is not decomposed into pressure transport
and scrambling terms according to Eq. (2.4), instead the pressure strain term is
modelled directly. In principle, the net effect of this decomposition in variable den-
sity flows is zero since pressure transport terms may be absorbed in the closure of
the triple moments [124]. Here, the model is presented with the latter decomposition
to maintain a consistent notation. The proposed model is given by
φCDic = Cφ1
˜
k˜(1 + C ′φ1
√
bijbij)
u˜′′i c′′ + 2Cφ2bij k˜
∂c˜
∂xj
+Dijk
∂u˜j
∂xk
(2.31)
where
Dijk = Cφ3δiju˜
′′
kc
′′ + Cφ4δiku˜
′′
j c
′′ + Cφ5δjku˜
′′
i c
′′ (2.32)
where Cφ1 − Cφ5 and C ′φ1 are model constants. As in the case of the velocity field
model, the constant Cφ5 plays a role in variable density flows only. The model
constants are given by [83]
Cφ1 = C
′
φ1
= 3.0 Cφ2 = 0.12 Cφ3 = 1.09 Cφ4 = 0.51 Cφ5 = 1.0. (2.33)
It should be noted that neither the proposed Reynolds stress closure nor the scalar
flux closure satifies realisability [155]. Jones & Musonge [83] argue that this concept
requires, in essence, the model equations to remain “well behaved” as turbulence
becomes two-dimensional and that these extreme states are beyond the scope of all
second moment closures.
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2.3.2.3 Acceleration redistribution and scrambling models
Va´os [170] derived a general second order model form of the scaling tensors of the
acceleration redistribution and scrambling models, but argues that the formulation
probably is too complicated for practical flame calculations. Furthermore, the im-
provements in the predictions are not proportionate to the increased computational
cost. Lindstedt & Va´os [108] applied a simplified form obtained from the general
formulation involving only Kronecker deltas to demonstrate the effect. Significant
improvements could be seen with respect to scalar and turbulence predictions. The
latter model formulation is given by
Ajik = f1δik < u
′′
j > +f2δij < u
′′
k > +f3δjk < u
′′
i > (2.34)
Aik = h1δik < c
′′ > (2.35)
where f1 − f3 and h1 are model constants which need to be determined. Since the
acceleration redistribution model represents a variable density correction term in the
redistribution/scrambling models given by Eqs. (2.10) and (2.11), it should have the
same mathematical properties. Therefore, it is generally required that [170]
Ajik = A
j
ki A
i
ik = 0 A
j
kk =< u
′′
j > (2.36)
and
Aik = Aki Akk =< c
′′ >. (2.37)
The latter constraints determine all the unknown coefficients
f1 =
2
5
f2 = − 1
10
f3 = f2 h1 =
1
3
. (2.38)
Substitution of Eqs. (2.14), (2.34), (2.35) and (2.38) into Eqs. (2.12) and (2.13) gives
φAij = −
3
10
[
− < u′′i >
∂ < p >
∂xj
− < u′′j >
∂ < p >
∂xi
+
2
3
δij < u
′′
k >
∂ < p >
∂xk
]
(2.39)
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φAic = −
1
3
[
− < c′′ > ∂ < p >
∂xi
]
(2.40)
or in terms of Φij and Φic
φAij = CAR
(
Φij − 1
3
δijΦkk
)
(2.41)
φAic = CASΦic (2.42)
where CAR = −3/10 and CAS = −1/3. The above form does not guarantee realis-
ability and a slightly modified form is therefore used as proposed by Va´os [170]
φAij = CAR
(
Φij − 1
3
δijΦkk − bijΦkk
)
(2.43)
φAic = CASΦic + CAR
1
4
u˜′′i c′′
k˜
Φkk. (2.44)
2.4 Triple moments & pressure transport
In the second moment equations, terms of third order appear and represent turbulent
transport of the Reynolds stress and turbulent scalar flux through the divergence of
the fluctuating velocity. In addition, Lumley [124] derived a closure for the pressure
transport correlation and expressed them in terms of the triple moments
< p′u′′i >= −CT < ρ > ˜u′′i u′′ju′′j and < p′c′′ >= −CT < ρ > ˜c′′u′′ju′′j (2.45)
where CT was assigned a value of 0.2. It then seems reasonable to model the triple
moment and pressure transport terms jointly. Several models have been derived of
various complexity, see for example Hanjalic´ [64]. The use of complex formulations
seem a bit excessive since, in most flows, the diffusion terms do not provide a major
contribution to the overall budget [85] in the transport equations. Furthermore,
the more complex formulations have not been extensively tested. Therefore, in the
current work, the most commonly adopted closure assumption, the gradient diffusion
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formulation of Daly & Harlow [35]
∂Tijl
∂xl
+ φTij =
∂
∂xk
[
Cs < ρ >
k˜
˜
u˜′′ku
′′
l
∂u˜′′i u
′′
j
∂xl
]
(2.46)
∂Tilc
∂xl
+ φTic =
∂
∂xk
[
Cs < ρ >
k˜
˜
u˜′′ku
′′
l
∂u˜′′i c′′
∂xl
]
(2.47)
is used, here generalised to include the scalar field. The constant Cs is assigned the
value 0.22 [64].
2.5 Turbulent kinetic energy dissipation
The turbulent kinetic energy dissipation equation is arguably the least understood
equation in moment methods. Inspection of the exact transport equation reveals a
dependence of unknown double and triple correlations of fluctuating velocity and
velocity gradients that are difficult to measure [176] accurately. The exact equation
is therefore of little help for modelling puroses. Following Pope [143], the modelled
turbulent kinetic energy dissipation equation is embedded with a lot of empiricism
and is therefore best viewed as being entirely empirical. The most frequently used
model equation is the high Re number version used in the framework of the standard
k−  model given by Eq. (1.48). Application of the model equation has shown that
the model constants represent a compromise for a wide range of flows. Additional
terms or adjustment of the constants for particular flows improves the result. Mo-
hamed & LaRue [130] found that for grid generated decaying turbulence, a decay
exponent of 1.3 was matching a wide range of decay data. A decay exponent of
1.3 is equivalent to adjusting the C2 constant to 1.77. Other modifications of the
-equation have been proposed, see for example Pope [137], Hanjalic´ & Launder [63],
Launder [100] and Hanjalic´ et al. [65]. In second moment methods, the turbulent
kinetic energy dissipation equation has the same general form as Eq. (1.48) but the
production and diffusion terms are evaluated from the solved Reynolds stresses. For
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variable density flows Jones [80] suggests that additional terms could be added,
˜
k˜
< u′′i >
∂< p >
∂xi
and < ρ > ˜
∂u˜i
∂xi
(2.48)
but points out that the constants of proportionality might be difficult to obtain. In
the present work the model equation applied to a range of flows by Lindstedt &
Va´os [108]
∂ < ρ > ˜
∂t
+
∂ < ρ > u˜l˜
∂xl
=
∂
∂xk
[
Cs < ρ >
k˜
˜
u˜′′ku
′′
l
∂˜
∂xl
]
− C1 < ρ >
˜
k˜
u˜′′ku
′′
l
∂u˜k
∂xl
− C2
˜
k˜
˜− C3
˜
k˜
< u′′l >
∂ < p >
∂xl
(2.49)
is maintained and the model constants are
C1 = 1.44 C2 = 1.92 C3 = 1.44 Cs = 0.18. (2.50)
2.6 Closures in the flamelet regime of combustion
If the discussion is limited to the flamelet regime and the aerothermochemistry
of premixed turbulent combustion is assumed to be given by the well known Bray-
Moss-Libby (BML) model [14], analytic expressions may be derived for the remaining
unclosed terms. In the BML model, the probability density function (PDF) of the
reaction progress variable is presumed to have a bimodal shape
f(c;x) = α(x)δ(c) + β(x)δ(1− c) + γ(x)fr(c;x, t) (2.51)
where α(x), β(x) and γ(x) are functions that relate to the three possible states in
the gas mixture, reactants, products and reacting gas. fr is a reaction mode PDF
normalised such that
α(x) + β(x) + γ(x) = 1. (2.52)
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In the laminar flamelet regime of combustion the reaction zone is thin (γ  1)
giving α + β + O(γ) = 1. The latter result allows the remaining functions to be
computed [14]
α(x) =
1− c˜
1 + τ c˜
+O(γ) (2.53)
β(x) =
(1− τ)c˜
1 + τ c˜
+O(γ). (2.54)
The presumed PDF given by Eq. (2.51) may be extended to include joint velocity-
scalar statistics.
f(u, c;x) = α(x)δ(c)f(u, 0;x) + β(x)δ(1− c)f(u, 1;x) +O(γ) (2.55)
The latter extension allows simple algebraic expressions to be derived for the average
density weighted fluctuations of velocity and reaction progress variable
< u′′i >= T
< ρ >
ρu
u˜′′i c′′ ∼=
T u˜′′i c′′
1 + T c˜ (2.56)
< c′′ >= T < ρ >
ρu
c˜′′2 ∼= T c˜
′′2
1 + T c˜ (2.57)
and as a consequence, the mean pressure gradient terms in Eqs. (2.1) and (2.2)
appear in closed form and where T is given by Eq. (1.31). Furthermore, an algebraic
expression may also be derived for the reaction progress variable variance c˜′′2 and
thereby avoiding the necessity of solving another transport equation. The variance
is given by [14]
c˜′′2 = c˜(1− c˜). (2.58)
An expression for the turbulence-reaction rate correlation is also be obtained from
the BML model [14]
u˜′′i S =
S˜
c˜′′2
(Cm − c˜)u˜′′i c′′. (2.59)
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Furthermore, Bray [12] have shown that the scalar dissipation rate may be expressed
as
˜c
c˜′′2
=
S˜
c˜′′2
(
Cm − 1
2
)
. (2.60)
Combining the two last expressions allows the dependence of the parameter Cm to
be removed
− < ρ > ˜c
c˜′′2
u˜′′i c′′+ < ρ > u˜
′′
i S =
< ρ > S˜
c˜′′2
(
1
2
− c˜
)
u˜′′i c′′ (2.61)
and a closure for the scalar dissipation rate and the turbulence-reaction rate corre-
lation is obtained.
2.6.1 Pressure dilatation models
Few models have been developed for the pressure dilatation term, Sarkar et al. [151]
and Sarkar [152] derived a general expression for compressible turbulence where the
final expression depends on the Ma number. It is shown that the term becomes
important at Ma > 0.5.
Zhang & Rutland [181] and Hu˚lek & Lindstedt [69] derived pressure dilatation
term models in the flamelet regime of combustion. The model of Zhang & Rutland
φDij =
1
3
δijρuu
3
LT 2Σc˜ =
1
3
δij < ρ > S˜(T uL)2c˜ (2.62)
showed reasonable agreement with their DNS data involving quite low values (0.67 <
T < 1.5) of the heat release parameter. Lindstedt & Va´os [108] applied the model
and overpredicted the turbulence quantities in the flame (T = 5.5) of Gulati and
Driscoll [61]. A different pressure dilatation expression was obtained by Hu˚lek &
Lindstedt [69] following assumptions consistent with the flamelet approach
φDij =
1
3
δij < ρ > S˜(T uL)2
(
< c > −1
2
)
(2.63)
and the magnitude of both models was compared with the overall turbulent kinetic
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energy budget. It was concluded that these terms are of secondary importance in
high expansion ratio flames. For this reason, no pressure dilatation term model is
included in the present work.
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Chapter 3
Transported PDF methods
3.1 Introduction
In transported PDF methods, a transport equation is modelled and solved for the
joint scalar or the joint velocity-scalar PDF. The chemical source term appears
in closed form [140] and requires no modelling — finite rate chemistry effects are
naturally included. One of the major closure challenges in both joint velocity-scalar
and joint scalar PDF approaches concerns the modelling of the molecular diffusion
term and a range of models have been proposed [40, 41, 128, 138, 141, 166, 168,
169, 173] and compared [27, 32, 70, 127, 146, 170].
Typical combustion applications feature non-premixed flames. Saxena & Pope [154]
solved a piloted jet diffusion flame to test the speed-up using In-Situ Adaptive Tab-
ulation (ISAT) of the chemistry for different levels of the error tolerance. Lindstedt
et al. [109] computed piloted jet diffusion flames using comprehensive chemistry in-
cluding a NOx submechanism. Modified Curl’s mixing model [41] was used to close
the molecular mixing term. The flames ranged from weakly turbulent to conditions
close to extinction. Xu & Pope [179] solved a series of methane diffusion flames using
a closure at the joint velocity-turbulence-frequency-scalar level. The EMST mixing
model of Subramaniam & Pope [166] was used and the impact of the time scale ratio
(Cφ) parameter investigated. Lindstedt & Louloudi [111] applied a closure at the
joint scalar level to compute a set of methanol flames. Again a parametric study was
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performed to check the sensitivity to the velocity scalar time scale ratio as extinc-
tion was approached. Kuan & Lindstedt [96] solved a bluff body stabilised diffusion
flame using comprehensive thermo-chemistry featuring 300 reactions, 20 solved and
28 steady state species. A closure at the joint scalar level for scalar statistics was
coupled with a second moment closure for the velocity field. Molecular mixing was
represented by the modified Curl’s model. A similar approach was used by Lindstedt
& Ozarovsky [113] to compute two non-piloted CH4/H2/N2 diffusion flames includ-
ing radiative heat losses. An extensive comparison with available experimental data
was made that illustrates the ability of the approach to reproduce the flame struc-
ture. Cao et al. [26] applied a joint velocity-turbulence-frequency-scalar approach
to model turbulent lifted flames in a coflow of combustion products. Three different
mixing models and two different chemical mechanisms were used in the study. This
particular flame showed a greater sensitivity to the different mechanisms than to
the different mixing models. The same burner was simulated by Gkagkas & Lindst-
edt [58] using a closure a the joint scalar level and a detailed chemical mechanism
including low temperature chemistry.
3.2 Transport equation for the joint scalar PDF
Let (V,Ψ) be the sample space, defining all the permissible values of the random vec-
tor (u,φ). The joint distribution function Fuφ(V ,Ψ;x, t) of the (3+σ)-dimensional
random vector (u,φ) is defined by
Fuφ(V ,Ψ;x, t) ≡ P(ui < Vi, φα < Ψα;x, t) (3.1)
where P(A) simply denotes the probability of the event A≡ (u1 < V1, u2 < V2, u3 <
V3, φ1 < Ψ1, φ2 < Ψ2, . . . , φσ < Ψσ). At every point in the velocity-scalar space this
distribution function has a value between zero and one. The joint velocity scalar
PDF fuφ(V ,Ψ;x, t) is the derivative of the distribution function:
fuφ(V ,Ψ;x, t) =
∂3+σFuφ(V ,Ψ;x, t)
∂V1∂V2∂V3∂Ψ1∂Ψ2 . . . ∂Ψσ
. (3.2)
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The following fundamental properties hold for fuφ(V ,Ψ;x, t)
fuφ(V ,Ψ;x, t) ≥ 0 (3.3)∫∫
fuφ(V ,Ψ;x, t)dV dΨ = 1. (3.4)
The joint scalar PDF can be obtained through integration over the entire velocity
space ∫
fuφ(V ,Ψ;x, t)dV = fφ(Ψ;x, t) (3.5)
where fφ(Ψ;x, t) is called the marginal PDF. In inhomogeneous variable density
flows, the natural dependent variable is the mass density function (MDF) defined
as
Fuφ(V ,Ψ;x, t) ≡ ρ(Ψ)fuφ(V ,Ψ;x, t) =< ρ > f˜uφ(V ,Ψ;x, t). (3.6)
The transport equation for the joint velocity scalar MDF may be obtained, following
Pope [140], by consideration of the transport equations for mass, momentum and
scalars. The resulting transport equation for the joint velocity scalar MDF reads
∂Fuφ
∂t
+
∂VjFuφ
∂xj
+
∂
∂Vj
[< Aj|V ,Ψ > Fuφ] + ∂
∂Ψα
[< Θα|V ,Ψ > Fuφ] = 0 (3.7)
where functional dependencies have been omitted for clarity. Aj and Θα are given
by
ρAj(x, t) ≡ ∂τij
∂xi
− ∂p
∂xj
+ ρgj ρΘα(x, t) ≡ −∂J
α
i
∂xi
+ ρSα. (3.8)
The conditional expectations appearing in Eq. (3.7) represent turbulent transport
in velocity and scalar space respectively. These terms are not closed and require
modelling. Integration over the entire velocity space (i.e. Eqs. (3.5) and (3.8))
yields the transport equation for the joint scalar MDF in its well known form
∂Fφ
∂t
+
∂u˜iFφ
∂xi
+
∂Sα(Ψ)Fφ
∂Ψα
=
∂
∂Ψα
[〈
1
ρ
∂Jαi
∂xi
∣∣∣∣Ψ〉Fφ]− ∂ < u′′i |Ψ > Fφ∂xi (3.9)
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where the instantaneous conditional velocity has been decomposed into an uncon-
ditional mean and a conditional fluctuation
< ui|Ψ >= u˜i+ < u′′i |Ψ > . (3.10)
Inspection of the transport equation for the joint scalar MDF, Eq. (3.9), reveals
that all terms on the LHS appear in closed form and are accounted for exactly. The
first two terms represent the rate of change following a particle moving with the
mean velocity u˜i and the third term represents convection in scalar space due to
reaction. The terms containing conditional expectations on the RHS are unclosed
and require modelling. These terms represent diffusion in scalar space due to mixing
and transport in physical space due to velocity fluctuations.
The usefulness of the transport equation of the joint scalar MDF is clearly in-
dicated by the fact that highly non-linear reactions can be accounted for exactly.
Pope [140] devised a modelling strategy and a solution algorithm which will be
discussed below.
3.3 Modelling and solution algorithm
The joint scalar transported MDF equation is a deterministic equation even though
it is a MDF of random variables. The dynamics of this equation enters through the
conditional expectations. Many stochastically equivalent systems can evolve by the
same equation.
The general idea is to create a set of easily solved equations that evolve with
the same MDF as that of fluid particles. A given fluid particle is defined by its
position xL, its velocity uL and composition φL which can be represented by the
state vector {xL, uL, φL; t} at the time t. The evolution of the particle is described
by the Lagrangian equations
∂xL
∂t
= uL
∂φL
∂t
= Θ (3.11)
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where Θ is given by Eq. (3.8). Now, consider the transition density function
fL(Ψ, x; t|Ψ0, x0) which is the Lagranian joint PDF at time t conditioned upon
the particle properties at time t0. The transition density function basically allows
particle properties to be calculated at time t based on the knowledge of the particle
properties at time t0
Fφ(Ψ, x; t) =
∫∫∫
fL(Ψ, x; t|Ψ0, x0)Fφ(Ψ0, x0; t0)dΨ0dx0. (3.12)
The transition density function is clearly a function of fundamental importance in
transported PDF methods since as shown by Pope [140] the transport equation
for the joint scalar MDF derived from a Lagrangian framework is the same as the
one derived from the instantaneous conservation laws. The problem to determine
Fφ(Ψ, x; t) has thus reduced to determining the state of a finite number of particles.
The state of the particles are described by the solution of (3+σ) ordinary differential
equations for each particle for the joint scalar MDF. The discrete fine grained PDF
is represented by a large number of stochastic particles N
fNφ (Ψ, x; t) =
1
N
N∑
n=1
δ(Ψ− φ(n))δ(x− x(n)) (3.13)
where (φ(n), x(n)) can be thought of as simultaneously measured values of composi-
tion and position. The expectation of the discrete ensemble averaged PDF is the
PDF fφ itself
< fNφ (Ψ, x; t) >= fφ(Ψ, x; t). (3.14)
This shows, however, the major disadvantage with the discrete Monte Carlo sam-
pling since
fφ(Ψ, x; t) = lim
N→∞
fNφ (Ψ, x; t). (3.15)
Consider any function Q(φ, x), the ensemble average (expectation) may be obtained
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through
< Q(φ, x) >N=
∫∫
Q(Ψ, x)fNφ (Ψ, x; t)dΨdx =
1
N
N∑
n=1
Q(φ(n), x(n)) (3.16)
where the fundamental shifting property of the δ-function has been used. The use
of a finite number of particles, N , results in a statistical error N
< Q(φ, x) >N=< Q(φ, x) > +N (3.17)
which approximates the expected value. The mean value of the statistical error is
zero and the standard deviation, ′N , is given by:
′N =
√
Q′2
N
⇒ ′N ∝ N−1/2. (3.18)
The above equation clearly indicates the slow convergence characteristics of the
Monte Carlo approach — the number of particles needs to be increased by a factor
of four in order to obtain half the statistical error.
3.3.1 The method of fractional steps
The joint scalar MDF transport equation, Eq. (3.9), may be written as
∂Fφ
∂t
= (P1 + P2 + P3)Fφ (3.19)
where P1, P2 and P3 are operators corresponding to the different processes. The
process P1
P1 = − < ui|Ψ > ∂
∂xi
− ∂ < ui|Ψ >
∂xi
(3.20)
corresponds to the turbulent transport of Fφ in physical space while the processes
P2 and P3
P2 =
[〈
1
ρ
∂Jαi
∂xi
∣∣∣∣Ψ〉] ∂∂Ψα + ∂∂Ψα
[〈
1
ρ
∂Jαi
∂xi
∣∣∣∣Ψ〉] (3.21)
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P3 = −Sα(Ψ) ∂
∂Ψα
− ∂Sα(Ψ)
∂Ψα
(3.22)
correspond to diffusion (mixing) and convection (reaction) of Fφ in scalar space.
The method of fractional step can be used to calculate each process affecting the
evolution of Fφ separately [140] with first order accuracy during a sufficiently small
time increment ∆t
F
(1)
φ (t) ≡ (I +∆tP1)Fφ(t)
F
(2)
φ (t) ≡ (I +∆tP2)F (1)φ (t)
Fφ(t+∆t) ≡ (I +∆tP3)F (2)φ (t)
(3.23)
where I is the identity operator. Elimination of F
(1)
φ and F
(2)
φ gives
Fφ(t+∆t) = Fφ(t) + ∆t(P1 + P2 + P3)Fφ(t) +O(∆t2) (3.24)
and a Taylor series expansion of Fφ around t gives a second expression for Fφ(t+∆t)
Fφ(t+∆t) = Fφ(t) +
∂Fφ
∂t
∆t+O(∆t2). (3.25)
Equating Eqs. (3.24) and (3.25) shows that the resulting expression is identical to
Eq. (3.19)
∂Fφ
∂t
= (P1 + P2 + P3)Fφ +O(∆t) (3.26)
except for the first order truncation error.
3.3.2 Transport in physical space
In the joint scalar transported MDF equation, the conditional expectation containing
the velocity fluctuation < u′′i |Ψ > is unclosed and needs to be modelled. The most
commonly adopted approach is to close this term using a gradient diffusion type
model
< u′′i |Ψ > Fφ = −
µT
σf
∂
∂xi
[Fφ/ < ρ >] (3.27)
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where σf is the turbulent Prandtl/Schmidt number and µT originates from the
isotropic eddy viscosity hypothesis. The turbulent viscosity may be obtained from
the k˜− ˜ model [79] theory, where modelled transport equations are solved for k˜ and
˜ and the eddy viscosity is expressed as
µT =< ρ > Cµ
k˜2
˜
(3.28)
where Cµ is a model constant or, alternatively, k˜ may be obtained as the trace of
the Reynolds stress tensor, k˜ = 1
2
u˜′′i u
′′
i , if a second moment closure is used.
Insertion of Eq. (3.27) into Eq. (3.9) and setting reaction and mixing to zero
(corresponding to the first fractional step) gives
∂Fφ
∂t
+
∂u˜iFφ
∂xi
− ∂
∂xi
[
µT
σf
∂
∂xi
[Fφ/ < ρ >]
]
= 0. (3.29)
The first fractional step is modelled by considering the diffusion process given by
the Langevin equation
dx = D(x, t)dt+ [B(x, t)]1/2dW (t) (3.30)
where dW (t) represents the Wiener process. The transport equation for the joint
scalar MDF corresponding to the Langevin equation, Eq. (3.30), is given by the
Fokker-Planck equation
∂Fφ
∂t
+
∂
∂xi
[DiFφ]− 1
2
∂2
∂xi∂xi
[BFφ] = 0 (3.31)
where Di and B are the coefficients of drift and diffusion, respectively. In order
to model Eq. (3.29) with the Fokker-Planck equation and the diffusion process,
Eq. (3.30), the coefficients of drift and diffusion
Di = u˜i +
1
< ρ >
∂(µT/σf )
∂xi
B =
2(µT/σf )
< ρ >
(3.32)
are already determined. During a time interval ∆t, transport in physical space is
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achieved by moving each stochastic particle independently by
xi(t+∆t) = xi(t) + ∆t
[
u˜i +
1
< ρ >
∂(µT/σf )
∂xi
]
xi(t)
+
[
2(µT/σf )∆t
< ρ >
]1/2
xi(t)
ξi (3.33)
where ξi is a standardised joint normal random vector with zero mean and unit
variance.
It should be noted that modelling of the conditional expectation containing the
velocity fluctuation is avoided in joint velocity scalar PDF approaches as this term
appears in closed [140] form. Lindstedt & Va´os [110] performed turbulent burning
velocity calculations using a single scalar joint scalar PDF approach. The approach
featured both a gradient diffusion type closure and a closure at the second moment
level for transport in physical space. The calculations showed that the gradient
diffusion type closure produces lower values for the turbulent burning velocity. This
is in agreement with the presumed PDF study of Lindstedt & Va´os [108], where
the mean reaction rate constant had to be adjusted in combination with gradient
diffusion type models.
3.3.3 Diffusion in scalar space (mixing)
Consider the joint scalar transport equation during the second fractional step, molec-
ular mixing, in the absence of convection and reaction
∂Fφ
∂t
=
∂
∂Ψα
[〈
1
ρ
∂Jαi
∂xi
∣∣∣∣Ψ〉Fφ]. (3.34)
As shown by O’Brien [145], Eq. (3.34) may be rewritten as
∂Fφ
∂t
= − ∂
2
∂Ψ2
[< φ|Ψ > Fφ] (3.35)
showing that the closure for the molecular mixing term essentially amounts to a
model for the conditional scalar dissipation rate, < φ|Ψ >. The scalar dissipation
rate is a quantity of fundamental importance in turbulent reactive flows.
The molecular mixing term has received much attention since it is unclosed in
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both joint scalar and joint velocity scalar PDF approaches. Hu˚lek [70] performed
an extensive review of the existing mixing models and only important conclusions
will be repeated here.
3.3.3.1 Mixing models
During the mixing process of a passive scalar, from any given initial condition, it
is expected that the PDF will relax towards a Gaussian distribution. Eswaran &
Pope [46] studied the mixing of an inert passive scalar in homogenous turbulence
using DNS. Starting from a bimodal-like initial field, it was found that the PDF of
the scalar evolve continuously and tends to a Gaussian distribution. The variance
decay will continuously increase the value of the PDF at the mean and at the limit
t → ∞, converge to a δ function. A satisfactory mixing model should allow the
Gaussian distribution as a solution for the case considered above. On the other
hand many scalars are bounded quantities and so are their PDF’s. A bounded PDF
can not be exactly Gaussian.
The deterministic, Linear Mean Square Estimate (LMSE) model of Dopazo [40]
uses the intuitive idea that the rate of change of particle properties are proportional
to the distance from the mean in scalar space. The constant Cφ is chosen to give the
correct decay rate of the variance. The model is attractive due to its simplicity, but
for the case considered above, the PDF does not relax to a Gaussian distribution [70,
140] from an arbitrary initial field since the shape of the PDF is left unchanged
during the decay.
Stochastic particle interaction models simulate scalar dissipation through a Pois-
son type process [140]. During a small time increment ∆t, Npq pairs of particles out
of a total of N particles are randomly selected without replacement. The indepen-
dent particles, denoted p and q, will mix and their values will change according
to
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-With probability ∆t/τφ:
φ(p)[t+∆t] = φ(p)[t] + h
φ(q)[t]− φ(p)[t]
2
φ(q)[t+∆t] = φ(q)[t]− hφ
(q)[t]− φ(p)[t]
2
for p, q ∈ {1, 2, . . . , N}, p 6= q (3.36)
φ(i)[t+∆t] = φ(i)[t] for i = 1, 2, . . . N, i 6= p, i 6= q
-With probability 1−∆t/τφ:
φ(i)[t+∆t] = φ(i)[t] for i = 1, 2, . . . N,
where h is a uniform random variable between 0 and 1. Npq is given by
Npq =
βφN∆t
τφ
(3.37)
and the remaining (N − 2Npq) particles do not change during the time step. βφ is
a constant assigned the value 3.0 in order to obtain the correct decay rate of the
scalar variance. τφ represents a decay time scale for scalar fluctuations and models
are usually constructed in simple flows — the evolution of the mean and variance
of a passive scalar, φ, in constant density homogenous turbulence. The mean of the
passive scalar considered remains constant, i.e.
d < φ >
dt
= 0 (3.38)
while the evolution equation for the scalar variance is given by
d < φ′2 >
dt
= −2φ (3.39)
where
φ =
D
ρ
〈
∂φ′
∂xi
∂φ′
∂xi
〉
. (3.40)
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A turbulent time scale τ is usually defined in terms of the the ratio of the turbulent
kinetic energy, k˜, and its dissipation, ˜. Similarly, a decay time scale for the scalar
fluctuations can be defined. The turbulent time scale and the decay time scale for
scalar fluctuations are usually assumed to be proportionally related
τ−1φ =
˜φ
φ˜′′2
=
Cφ
2
˜
k˜
=
Cφ
2
τ−1 (3.41)
where Cφ is constant with the “standard” value 2.0. Eq. (3.40) shows that φ is
a positive quantity which implies that the scalar variance decays. The particle
interaction model described above is known as the modified Curl’s mixing model
and was independently proposed by Dopazo [41] and Janicka et al. [77]. Hu˚lek [70]
performed simulations of an initially dichotomic scalar field using the modified Curl’s
mixing model. The PDF relaxed towards a bell shaped distribution which is related
to the inability of the model to reproduce moments of higher order.
The binomial sampling model of Valin˜o & Dopazo [168] is based on a two step
algorithm. In the first step, all particles undergo a deterministic LMSE step which
leaves the PDF unchanged but the variance of the scalar decays. During the second
step, randomly selected particles undergo a stochastic jump process which causes
the PDF to relax to a binomial distribution which approximates the Gaussian dis-
tribution. The mean and the variance are left unchanged during the second step.
A disadvantage with the model is that the PDF does not evolve in a continuous
manner; the binomial distribution is discrete.
The latter authors also presented the binomial Langevin model [169] which is
based on the Langevin equation, Eq. (3.30), wherein mixing is simulated through a
stochastic diffusion process. In the binomial Langevin model, the Wiener process
(Gaussian random variable) from the Langevin model is replaced by a binomial
deviate to make the model applicable to bounded scalars. The original Langevin
model is strictly applicable to unbounded scalars. Application of the model [70, 169]
gives excellent results compared to the DNS data of Eswaran & Pope [46]. The
computational expense of the model is, however, significantly higher than to the
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models mentioned above and the extension to multiple scalars is not straightforward.
A particle interaction model which takes the distance between particles in compo-
sition space (localness) into account has been derived by Subramaniam & Pope [166].
The edges of Euclidean Minimum Spanning Trees (EMST) are constructed in com-
position space and particles interact along these edges — mixing occurs locally in
scalar space. The EMST model appear to be a more accurate mixing model but
the computational burden is, of course, higher compared to other, simpler particle
interaction models.
Recently, Wandel & Lindstedt [173] derived a hybrid binomial Langevin-Multiple
Mapping Conditioning (MMC) model for inhomogenous flows. The approach offers
the advantage that difficulties encountered with the binomial Langevin model in
modelling scalars with non-elementary bounds is removed and the closure leads to
locality in scalar space. The model was evaluated through application to a chemically
reacting mixing layer.
McDermott & Pope [126] derived a model for the conditional molecular diffusion
term in the context of filtered density function (FDF) methods. FDF methods are
the LES analog of PDF methods. The proposed model takes differential diffusion
effects into account and converges to a DNS at zero filter width.
3.3.4 Convection in scalar space (reaction)
One of the major motivations of using transported PDF methods is that highly
non-linear chemical reactions can be treated without approximation. The closed
chemical source term, as it appears in Eq. (3.9), allows the complex interaction of
turbulence and chemistry, pollutant formation and extinction/re-light phenomena
to be accurately modelled. In practical simulations, a reduced reaction mechanism
is generally used, since the chemical source term is by far the most expensive to
compute. In a reduced reaction mechanism, certain species are assumed to be in
steady state where changes in concentrations are calculated via algebraic expression
related to the solved species. The Monte Carlo simulation technique is, however,
relatively cheap and the computational cost rises only linearly with the number of
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solved scalars.
Cannon et al. [24] simulated a bluff-body stabilised lean methane/air flame in a
combustor and applied a reduced 5-step mechanism to describe fuel oxidation, CO
and NO chemistry. The major species (CH4, O2, CO2 and H2O) were reasonably
well predicted while CO and NO differed by the order of 100% compared to exper-
imental data. James et al. [74] solved a piloted jet diffusion flame using the joint
scalar PDF method. A 16-species 41-step C1 and a reduced 16-species 12-step C2
mechanism were applied and it was concluded that a C2 mechanism is a minimum
requirement for accurate CO predictions. Lindstedt et al. [109] solved three dif-
fusion flames using a mechanism featuring 20 solved and 28 steady state species.
The mechanism takes full account of the C2 chemistry and, in addition, the forma-
tion of oxides of nitrogen is treated by another 5 species sub-mechanism. Both CO
and OH levels are well reproduced as compared to the experimental data while a
slight over-prediction can be seen in the NO predictions, especially far down-stream.
The same mechanism was applied by Kuan & Lindstedt [96] to model a bluff-body
stabilised flame and it was concluded that a good representation of the thermochem-
istry is a necessity for accurate NO and CO preditions. Gkagkas & Lindstedt [58]
applied a detailed mechanism featuring 44 solved species and 256 reactions to model
a lifted CH4/air flame. The thermochemical structure was well reproduced and the
case illustrates the ability of the approach and the potential to predict auto-ignition
phenomena.
In the third fractional step, changes of the scalar properties of the particles
during a small time interval, ∆t, are calculated according to
φα[t+∆t] = φα[t] +Rα∆t α = 1 . . . nsp (3.42)
where α is the species under consideration and nsp the number of solved species. Rα
is given by Eq. (1.16).
Chapter 4
Isothermal and reacting opposed
flows
4.1 Introduction
Isothermal opposed or impinging flows and flames stabilised in stagnating tur-
bulence have been studied both experimentally and numerically by several au-
thors [20, 34, 78, 92, 93, 94, 150]. Stagnating turbulence is usually created by
either letting the stream from a turbulent jet impinge onto a surface or from two
counterflowing jets. The former case adds the complexity of the viscous sublayer
including surface reactions and surface heat transfer close to the wall. A typical
opposed jet configuration is schematically shown in Fig. 4.1.
Kostiuk et al. [90] used Laser Doppler Velocimetry (LDV) to measure the veloc-
ity field in non-reacting turbulent opposed flows. It is shown that the axial mean
flow is self-similar for a range of turbulence and flow conditions in both opposing
jet flow configurations and jets impinging onto a surface. The same authors also
investigated premixed turbulent combustion of two opposing jets [91] and the self-
similarity of the isothermal flow was recovered at conditions close to global extinc-
tion. Mastorakos [125] also applied LDV to measure the turbulent flow of reacting
opposed jets. The experimental work covered diffusion, premixed and partially pre-
mixed flames. Lindstedt et al. [112, 116] on the other hand, used Particle Image
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Figure 4.1: Two counterflowing jets with streamlines shown. Location of the flame
is indicated by temperature contours.
Velocimetry (PIV) to characterise the velocity field of isothermal and reacting tur-
bulent opposed flows. The experimental data was also compared with the predictive
capabilities of second moment closures and eddy-viscosity based models. The im-
pact of alternative -equation formulations was also explored. A common feature
of the experimental configurations, is that all applied perforated plates upstream
of the nozzle exits to ensure turbulent conditions. More recent investigations have
been performed. Geipel [52] used the experimental set-up of Geyer et al. [56] and
measured isothermal and reacting flows using the traditional perforated plates and
additional fractal grids for turbulence level enhancement. The work of Geipel also
covered liquid fuels like JP-10, cyclopentene and cyclopentane.
Bray et al. [16] applied the k˜ − ˜ theory to analyse a premixed turbulent flame
stabilised in stagnant turbulence. The stagnating turbulence was produced by the
oncoming reactant stream impinging on an adiabatic surface. Craft et al. [33] com-
pared the performance of four different turbulence models, one low Re number k− 
model and three second moment closures. Their test cases comprised turbulent jets
impinging onto a wall and the inclusion of near wall effects in the pressure strain
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correlation was emphasised. Dianat et al. [38] made a similar effort and applied
a modified form of the Reynolds stress closure of Jones & Musonge [83] with the
inclusion of a wall reflection term and a k− model to a range of impinging jet data.
Wu & Bray [177, 178] closed the turbulent reaction rate through the solution of the
transport equation for the mean flame surface density. The reaction rate closure
was applied to model premixed combustion impinging on a wall [177] and a pre-
mixed flame stabilised in a counterflow geometry [178]. Lindstedt & Va´os [107, 108]
simulated premixed flames stabilised in stagnating turbulence using second moment
closures for both velocity and scalar statistics. The generalised Langevin model
of Haworth & Pope [66, 67] was used to close the redistributive part of the pres-
sure strain correlation and the corresponding scrambling term [142]. The closure
was, however, suitably extended and included variable density correction terms for
the pressure redistribution and the scrambling terms and the turbulence kinetic en-
ergy dissipation equation. Bray et al. [21] derived an alternative formulation for
the Reynolds stress and scalar flux equations in the flamelet regime of combustion.
The contributions of reactants, products and flamelets are modelled for the pres-
sure gradient terms using an extended BML decomposition including the fluctuating
pressure. The predictions are in good agreement with the experimental data. Most
of the aforementioned numerical work indicates that second moment closures are
outperforming eddy-viscosity based closures. Improvements are possible for two-
equation models, but with the loss of generality. Geyer et al. [55] solved the joint
scalar transported PDF equation supplemented with a second moment closure for
the velocity field and compared with their LDV and Raman/Rayleigh data. The
transported PDF predictions agreed well for all mixing models tested, but the EMST
model of Subramaniam & Pope [166] improved the extinction limits compared to
modified Curl’s model [41] and the LMSE model [40]. Kempf et al. [86] simulated
non-reacting and reacting opposed flows using LES. The burner geometry was that
of Mastorakos [125] where one nozzle was supplied with air and the other methane.
In general, predictions are in good agreement with experimental data. Geyer et
al. [54, 56] applied LDV and Raman/Rayleigh spectroscopy to measure the velocity
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and scalar fields of counterflow diffusion flames. The measurements were compared
with reacting data using an LES solver. Predictions were in good agreement with
measurements but significant deviations could be seen for the scalar dissipation rate
at the rich side of the flame. Recently, Stein [165] performed an LES study of
isothermal and premixed combustion in the opposed jet configuration of Lindstedt
et al. [112, 116]. In general, predictions are in a reasonably good agreement with
the experimental data, especially for isothermal flow conditions.
4.1.1 The present contribution
Opposing jet geometries present attractive configurations in which to explore the
impact of strain effects on burning properties of laminar and turbulent flames. Pre-
vious studies featured comparatively low turbulence levels causing bulk strain to
exceed the turbulent contribution. In the current work, numerical studies have been
performed of the experimental rig set-up of Geipel et al. [53]. In the current geom-
etry, the turbulent contribution is significantly increased through fractal generated
turbulence in addition to the traditional perforated plates. Furthermore, the co-flow
of air surrounding each nozzle and the ambient air require a minimum of two scalars,
the mixture fraction and the reaction progress variable, to describe the flow in ques-
tion. The objectives of the present study is to compare the predictive capabilities
of different classes of models to this set of new boundary conditions and show the
applicability of advanced turbulence closures to 3-dimensional geometries featuring
unstructured meshes. The models applied are ranging from the k− /gradient diffu-
sion to full second moment closures coupled with a joint β-bimodal presumed PDF
approach to the node-based Eulerian joint scalar transported PDF approach coupled
with a second moment closure for the velocity field.
4.2 Flow configuration
The current opposed jet configuration, schematically shown in Fig. 4.2, is based on
the geometry described in detail by Geyer et al. [56], suitably modified to include
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Figure 4.2: The current opposed jet configuration
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fractal grids for turbulence level enhancement. The flow enters a short settling
chamber through a half inch pipe followed by impingement plates. Downstream of
the settling chamber are meshes placed to produce pure axial flow. The mesh was
used in the isothermal case only. To reduce the thickness of the boundary layer,
a contraction featuring an area contraction ratio of 9:1 is located downstream of
the honeycomb flow straightener. In general, contraction contours usually follows a
fifth order polynomial derived in the manner of Bell & Mehta [8] to avoid separation.
The contraction connects to the nozzle of diameter (D) 30 mm and 60 mm upstream
of the nozzle exit is a turbulence generating perforated plate featuring hexagonally
arranged holes with a blockage ratio of 45% located. In addition, fractal grids are in-
cluded 10 mm downstream of the turbulence generating perforated plate to increase
turbulence levels. The fractal grid has a blockage ratio of 65%, a fractal dimension
of 2.0 and a fractal bar width ratio of 4.0 [53]. The largest fractal bar width is
2 mm. The two identical, vertically positioned opposed nozzles are separated (H)
by one nozzle diameter (H = D). Around each nozzle, a coflow of air of 30% of the
nozzle bulk velocity is used to reduce bulk movement of the two opposed streams.
The diameter of the annular coflow channel is 60 mm.
4.3 Closure considerations
4.3.1 A conserved passive scalar — the mixture fraction
From a modelling point of view, the presence of ambient air and a coflow of air adds
complexity to the mathematical description. An additional scalar is required to
describe the mixing pattern between the premixed fuel-air stream from the nozzles
and the air stream from the surrounding coflow. From a numerical point of view,
additional transport equations needs to be considered that increases the computa-
tional burden and the complexity. On the other hand, the entrainment of air will
automatically limit the reaction zone compared to a fully premixed computational
domain. The mixture fraction variable is commonly used to describe the combustion
of non-premixed reactants where a fast chemistry assumption can be invoked [85].
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To define the mixture fraction variable, a conserved quantity like the element mass
fraction may be used. Let aαβ denote the number of atoms of element β in a molecule
of species α and Mβ the molecular weight of that atom. The mass of all atoms in
the system may then be written as
mβ =
nsp∑
α=1
aαβMβ
Mα
mα (4.1)
and the mass fraction of element β is then
Zβ =
mβ
m
=
nsp∑
α=1
aαβMβ
Mα
Yα. (4.2)
Since element mass fractions are conserved, neither created nor consumed by chem-
ical reactions, the following holds
nsp∑
α=1
aαβMβ
Mα
Sα = 0 (4.3)
and the transport equation for element mass fraction may thus be written
∂ρZβ
∂t
+
∂ρuiZβ
∂xi
=
∂
∂xi
[
ρD
∂Zβ
∂xi
]
(4.4)
assuming equal diffusivities. If the system consists of two feeds, each of uniform
composition, the mixture fraction may be defined as [10]
ξ ≡ Zβ − Zβ2
Zβ1 − Zβ2
=
β − β2
β1 − β2 (4.5)
where 1 and 2 refers to the two feeds respectively. The coupling function
β =
ZC
xMC
+
ZH
yMH
− 2 ZO
νO2MO2
(4.6)
is zero at stoichiometric conditions. In Eq. (4.6) the notation of the global reaction
step given by Eq. (1.1) has been used. The normalised coupling function of Eq. (4.5)
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gives Bilger’s [11] definition of the mixture fraction
ξ =
ZC/(xMC) + ZH/(yMH) + 2(YO2,2 − ZO)/(νO2MO2)
ZC,1/(xMC) + ZH,1/(yMH) + 2YO2,2/(νO2MO2)
(4.7)
which is often used to determine the mixture fraction from numerical or experimental
data of mass fractions [134]. In Eq. (4.7), YO2,2 refers to the mass fraction of oxygen
in the oxidiser stream (YO2,2 = 0.232 for air). Peters [134] give an alternative
definition where the mixture fraction is related to the mass flux, m˙, of the two
streams
ξ =
m˙1
m˙1 + m˙2
(4.8)
where stream 1 refers to fuel and 2 to oxidiser, respectively. If equal diffusivities are
assumed for fuel, oxygen and inert, the fuel and air may be related to the mixture
fraction
YF,u = YF,1ξ YO2,u = YO2,2(1− ξ) (4.9)
showing that for pure fuel (YF,1 = 1) and oxidiser streams, ξ and YF,u have the same
value. Eq. (4.9) may be used to link ξ to the equivalence ratio through Eq. (1.4) [134]
φ =
ξ
1− ξ
(1− ξst)
ξst
(4.10)
where ξst is the stoichiometric mixture fraction value. Similarly to Eq. (4.4) the
conservation equation for the mixture fraction is given by
∂ρξ
∂t
+
∂ρuiξ
∂xi
=
∂
∂xi
[
ρD
∂ξ
∂xi
]
. (4.11)
At this point it may be noted that Eq. (1.27) will reduce to Eq. (4.11) if ∂p/∂t can
be neglected and if the Lewis number is unity. The latter simplifications allow the
enthalpy to be linearly related to the mixture fraction
h = h1ξ + h2(1− ξ). (4.12)
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The introduction of Reynolds decomposition and Favre averaging followed by aver-
aging of Eq. (4.11) results in
∂ < ρ > ξ˜
∂t
+
∂ < ρ > u˜iξ˜
∂xi
= −∂ < ρ > u˜
′′
i ξ
′′
∂xi
(4.13)
where a high Re number assumption is invoked. Again, an unknown term appears,
the turbulent scalar flux which requires closure. The latter may be closed by a
gradient diffusion type closure given by Eq. (1.45) or through a second moment
closure as discussed in Chapter 2. The transport equation for the turbulent scalar
flux involving the passive scalar is identical to Eq. (2.2) except for the the turbulence-
reaction rate correlation which is zero. For clarity, the equation is repeated here
∂ < ρ > u˜′′i ξ′′
∂t
+
∂ < ρ > u˜ku˜′′i ξ′′
∂xk
=− ∂ < ρ >
˜u′′i u′′kξ′′
∂xk
− < ρ >
(
u˜′′kξ′′
∂u˜i
∂xk
+ u˜′′i u
′′
k
∂ξ˜
∂xk
)
− < ξ′′ > ∂ < p >
∂xi
− < ξ′′ ∂p
′
∂xi
>
−
[
< τik
∂ξ′′
∂xk
> − < Jξk ∂u
′′
i
∂xk
>
]
(4.14)
where the terms on the RHS represent turbulent transport of the scalar fluxes (Tikξ),
the production term (Piξ), the effect of mean pressure gradient (Φiξ), the pressure
strain term (φiξ) and viscous dissipation (< ρ > iξ). The transport equation for
the mixture fraction variance is given by [85]
∂ < ρ > ξ˜′′2
∂t
+
∂ < ρ > u˜kξ˜′′2
∂xk
=− ∂ < ρ > u˜
′′
kξ
′′2
∂xk
− 2 < ρ > u˜′′kξ′′
∂ξ˜
∂xk
− < ρ > ˜ξ
(4.15)
where the terms on the RHS represent turbulent transport of the scalar variance
(Tiξξ), the production term (Pξξ) and the scalar dissipation rate (˜ξ). As described
in Chapter 2, φiξ is decomposed into a pressure transport (φ
T
iξ) and a pressure
scrambling (φSiξ = φ
CD
iξ + φ
A
iξ) term. Tikξ and φ
T
iξ in the scalar flux equation and Tiξξ
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in the scalar variance equation are closed by the gradient diffusion formulation of
Daly & Harlow [35] (see Section 2.4)
∂Tilξ
∂xl
+ φTiξ =
∂
∂xk
[
Cs < ρ >
k˜
˜
u˜′′ku
′′
l
∂u˜′′i ξ′′
∂xl
]
(4.16)
∂Tlξξ
∂xl
=
∂
∂xk
[
Cs < ρ >
k˜
˜
u˜′′ku
′′
l
∂ξ˜′′2
∂xl
]
(4.17)
here generalised to include the scalar field. The constant density part of the pressure
scrambling term (φCDiξ ) is closed by the generalised Langevin model formulation of
Haworth & Pope [66, 67]
φCDiξ =< ρ > Giku˜
′′
kξ
′′− < ρ > ˜ξ
ξ˜′′2
u˜′′i ξ′′ (4.18)
where the scalar dissipation rate is obtained by assuming a constant scalar to me-
chanical turbulence time scale ratio [85, 142]
˜ξ =
1
2
Cφ
˜
k˜
ξ˜′′2 (4.19)
where (Cφ/2)
−1 is the time scale ratio with Cφ = 2.0. Gik is given in Section 2.3.2.1.
The remaing unclosed term is the mean pressure gradient term in the scalar flux
equation. A closure for < ξ′′ > may be obtained if the PDF of the mixture fraction
is known [85]
< ξ′′ >=< ρ >
∫ 1
0
(ξ − ξ˜)
ρ(ξ)
fξ(ξ)dξ (4.20)
where fξ is the mixture fraction PDF. Jones [85] argues that the contribution of the
mean pressure gradient terms are small in many flows and Kuan [95] neglected the
terms when applied to a bluff body stabilised non-premixed flame on the basis of
this argument. In the current computations, the mean pressure gradient terms are
included for two reasons. First the terms do not represent a closure problem if the
PDF is known and secondly, Lindstedt & Va´os [107, 108] argue the importance of the
mean pressure gradient in turbulent premixed flames due to preferential acceleration
Isothermal and reacting opposed flows 111
effects as discussed in Section 2.3.
4.3.1.1 A joint β-bimodal presumed PDF approach
If the joint PDF of the reaction progress variable and the mixture fraction f˜(ξ, c) is
known, the favre averaged mean can be obtained from
φ˜ =
∫ 1
0
∫ 1
0
φ(ξ, c)f˜(ξ, c)dξdc. (4.21)
For the premixed case, the PDF is usually presumed to have a bimodal shape given
by Eq. (2.51). In the non-premixed case, on the other hand, the mixture fraction is
the primary variable and a β function PDF is widely used [85, 134]. The β function
PDF is defined completely by the mixture fraction mean and variance and is given
by [85]
f˜(ξ) =
ξr−1(1− ξ)s−1∫ 1
0
ξr−1(1− ξ)s−1dξ 0 ≤ ξ ≤ 1 (4.22)
where r and s are given by
r = ξ˜
[
ξ˜(1− ξ˜)
ξ˜′′2
− 1
]
and s =
1− ξ˜
ξ˜
r (4.23)
and the mean and variance are both obtained from their modelled transport equa-
tions.
To close the problem certain assumptions have to be made regarding the statisti-
cal dependence between the mixture fraction and the reaction progress variable. In
many cases it is assumed that the mixture fraction and the reaction progress vari-
able are statistically independent — an assumption that is unlikely to be true [49]
in general. On the other hand, a priori determination of the shape of the PDFs is
a rather strong assumption.
In the current case, two opposing streams of premixed reactants are surrounded
by a coflow of air. The flow is premixed along the centreline and at the vicinity of
the stagnation point where the flame is stabilised. The shear layer formed between
the coflow of air and the counterflowing jets successively leans the premixed streams
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Figure 4.3: The laminar burning velocity as a function of equivalence ratio for CH4
at 1 Atm and 298 K (—) [102].
and the entrainment of air results in a gradual decrease of the reaction rate and the
burning velocity and limits the extent of the reaction zone. Furthermore, if reaction
can be considered fast compared to mixing it may be assumed that the random
variables ξ and c are independent and the joint PDF may be written as the product
of the marginal PDFs [140]
f˜(ξ, c) = f˜(ξ)f˜(c). (4.24)
Eq. (4.21) may thus be written
φ˜ =
∫ 1
0
∫ 1
0
φ(ξ, c)f˜(ξ)f˜(c)dcdξ (4.25)
where f˜(ξ) is given by Eq. (4.22) and f˜(c) is given by Eq. (2.51). The dependence
of composition and temperature on the mixture fraction may thus be obtained from
laminar flame calculations. Consequently, the chemistry is decoupled from the tur-
bulence. The presumed PDF approach can then be used to obtain mean values that
relate to the reaction progress variable and the mixture fraction. In the current
context, propagating laminar premixed flames ranging roughly from the lean to the
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Figure 4.4: The adiabatic flame temperature as a function of equivalence ratio for
CH4 at 1 Atm and 298 K (—) [102].
rich limit (0.40 ≤ φ ≤ 2.55), are computed to obtain primarily the laminar burning
velocity (uL), the temperature (Tb) and the viscosity (µb) of the burnt gases as a
function of the mixture fraction. For these calculations the C1 − C3 mechanism
of Leung & Lindstedt [102] was applied. In Figs. 4.3 and 4.4 the laminar burning
velocity and adiabatic flame temperature can be seen as a function of equivalence
ratio. The equivalence ratio is obtained from Eq. (4.10) with ξst = 0.055. The
laminar flame properties are then tabulated and compiled as a pre-processing step.
4.3.2 Eulerian joint scalar PDF
In Chapter 3, a solution algorithm based on discrete particles in a Lagrangian frame-
work is described. In all Lagrangian methods, convection is treated without refer-
ence to a grid [140] and the problem of numerical diffusion is avoided. The latter
approach is the method of choice in simple geometries that can be discretised by
structured meshes. In more complex configurations where unstructured meshes are
required for the proper discretisation of the geometry, particle descriptions usually
feature correction algorithms [182]. The correction algorithms are included to main-
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tain consistency between the Lagrangian PDF solver and the Eulerian FV (finite
volume) solver. Such algorithms increase the complexity and the already high com-
putational demands. Therefore, an alternative approach is considered here — an
Eulerian particle description. In the Eulerian description, all particles have equal
weight and are associated with the cell center [49]. The fractional processes corre-
sponding to convection and diffusion in scalar space are treated in the same way
as in the Lagrangian approach, while transport in physical space differs due to the
discrete representation of particle locations using cell centres.
4.3.2.1 Transport in physical space
In the Eulerian approach, transport in physical space is simulated by random jumps
of particles between grid cells. Considering a general transport equation solved by
the FV code
∂φ
∂t
+ ui
∂φ
∂xi
=
∂
∂xi
[
Γ
∂φ
∂xi
]
(4.26)
where only the spatial transport terms have been kept for simplicity. Integration over
the grid cell volume (V) followed by a first order FV discretisation allow Eq. (4.26)
to be expressed as [49]
Vldφ
dt
= (Qφ)N + (Qφ)S + (Qφ)E + (Qφ)W − (QNl +QSl +QEl +QWl )φl (4.27)
where Qk and Qkl (k = N,S,E,W ) represent the effective volumetric flow rates
in and out from adjacent cells to the lth cell, respectively. These flow rates are
functions of the mean velocity, diffusivities and grid-cell geometry supplied by the
FV code. The number of particles that jumps into the lth from neighboring cells
are then given by [49]
Nkl =
Qk∆tNl
Vl (4.28)
where Nkl represent an integer value. The particles are randomly selected with
replacement so that the same particle can be selected more than once. The numerical
treatment of the latter fractional step and the restriction to first order accuracy [49] is
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the major disadvantage of Eulerian PDF codes since it will always lead to numerical
diffusion. The only way of reducing numerical diffusion is to refine the grid if a
sufficient number of particles is used.
4.3.2.2 Diffusion in scalar space
The molecular mixing term in the transport equation of the joint scalar PDF is
closed by Modified Curl’s model described in Section 3.3.3.1. During a small time
increment ∆t, Npq pairs of particles out of N are selected without replacement and
Npq is given by Eq. (3.37) where βφ = 3.0 to ensure the correct decay rate of the
scalar variance. The scalar dissipation rate (τ−1φ ) is given by Eq. (3.41) and the
standard value of 2.0 is maintained for Cφ.
4.3.2.3 Convection in scalar space
In the current computations, the global reaction scheme of Jones & Lindstedt [81, 82]
is applied to compute the chemical source term (Rα) given by Eq. (3.42). This partic-
ular global scheme may be applied to model hydrocarbon combustion up to butane
and include two competing fuel breakdown reactions. All radical species are elim-
inated and the rates are described by simple algebraic expressions. In the analysis
of Jones & Lindstedt [81, 82] it is assumed that the flame structure comprises two
reaction zones — the primary and the secondary reaction zones. In the primary
zone, the fuel is converted to CO and H2 and in the secondary zone, the combustion
products are formed. The global four-step reaction mechanism is given in Table 4.1.
In the general case, the concentration dependence is not equal to the stoichio-
metric coefficient and the modified form of the forward kinetic rate expressions are
given [81, 82]
rf∗i = k
f
i (T )[CxH2x+2]
1
2 [O2]
5
4 (4.29)
rf∗ii = k
f
ii(T )[CxH2x+2][H2O] (4.30)
rf∗iii = k
f
iii(T )[H2]
1
2 [O2]
9
4 [H2O]
−1 (4.31)
rfiv = k
f
iv(T )[CO][H2O] (4.32)
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where the ∗ indicates that the concentration dependences are not the same as those
obtained from the stoichiometric coefficients. In the rate expressions above the
equality kf∗(T ) ≡ kf (T ) has been used. The latter expression holds by definition
in the case of global schemes. For the reversible reactions the reverse rates needs
to be obtained. A change in the forward rate forces a change in the reverse rate
constant which will now also be a function of species concentration. At equilibrium
the forward and reverse rates are equal
rf = rr and rf∗ = rr∗ ⇒ r
f∗
rr∗
=
rf
rr
(4.33)
which allows the modified reverse rate constant for reaction (iii) to be determined
kfiii[H2]
1
2 [O2]
9
4 [H2O]
−1
kr∗iii[H2O]
=
kfiii[H2][O2]
1
2
kriii[H2O]
⇒ kr∗iii =
[O2]
7
4
[H2O][H2]
1
2
kriii (4.34)
where
kriii
kfiii
=
[H2][O2]
1
2
[H2O]
= K−1iii (4.35)
where Kiii is the equilibrium constant.
Table 4.1: Global hydrocarbon mechanism
No Reaction x A b E
m3kmol−1s−1 Jmol−1
(i) CxH2x+2 + x2O2 ⇀ xCO + (x+ 1)H2 1 0.440E+12 0 0.1255E+06
2 0.420E+12 0 0.1255E+06
3 0.400E+12 0 0.1255E+06
4 0.380E+12 0 0.1255E+06
(ii) CxH2x+2 + xH2O ⇀ xCO + (2x+ 1)H2 1-4 0.300E+09 0 0.1255E+06
(iii) H2 + 12O2 ⇀↽ H2O 1 0.250E+17 -1 0.1674E+06
2 0.350E+17 -1 0.1674E+06
3 0.300E+17 -1 0.1674E+06
4 0.280E+17 -1 0.1674E+06
(iv) CO +H2O ⇀↽ CO2 +H2 1-4 0.275E+10 0 0.8368E+05
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The modified reverse rate expression is then given by
rr∗iii = k
r∗
iii[H2O] =
[O2]
7
4
[H2]
1
2
kriii. (4.36)
The forward and reverse rate expressions of reaction (iii) contain a negative con-
centration dependence of H2O and H2, respectively. Small concentration levels may
lead to numerical difficulties and eventually division by zero. A possible way forward
is to derive modified rate expressions valid below some threshold value [105]. The
current technique amounts to switching to a linear rate expression. Switching to a
linear rate expression will necessarily lead to a change in the computation of the
forward and reverse rates. To minimise such changes it is appropriate to introduce
constraints. The first constraint is
rf∗(T, φk)|φk=clim = rf∗∗(T, φk)|φk=clim (4.37)
where clim is the threshold value. The latter change must also be reflected in the
reverse rates which is handled through the second constraint given by
rf∗
rr∗
=
rf∗∗
rr∗∗
. (4.38)
In the current situation, there are three possible scenarios: [H2] → 0, [H2O] → 0
and [H2], [H2O]→ 0. The rates are given by Eqs. (4.31), (4.36) and
rf∗∗iii = k
f∗∗
iii [H2][O2]
1
2 (4.39)
and
rr∗∗iii = k
r∗∗
iii [H2O]. (4.40)
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Modified forward and reverse rates when [H2]→ 0 ⇒ [H2] = clim
rf∗iii = r
f∗∗
iii ⇒ kf∗∗iii =
[O2]
7
4
[H2O]
kfiii√
clim
⇒ rf∗∗iii =
[O2]
9
4 [H2]
[H2O]
kfiii√
clim
rf∗iii
rr∗iii
=
rf∗∗iii
rr∗∗iii
⇒ kr∗∗iii =
[O2]
7
4
[H2O]
kriii√
clim
⇒ rr∗∗iii = [O2]
7
4
kriii√
clim
.
(4.41)
Modified forward and reverse rates when [H2O]→ 0 ⇒ [H2O] = clim
rf∗iii = r
f∗∗
iii ⇒ kf∗∗iii =
[O2]
7
4
[H2]
1
2
kfiii
clim
⇒ rf∗∗iii = [O2]
9
4 [H2]
1
2
kfiii
clim
rf∗iii
rr∗iii
=
rf∗∗iii
rr∗∗iii
⇒ kr∗∗iii =
[O2]
7
4
[H2]
1
2
kriii
clim
⇒ rr∗∗iii =
[O2]
7
4 [H2O]
[H2]
1
2
kriii
clim
.
(4.42)
Modified forward and reverse rates when [H2], [H2O]→ 0 ⇒ [H2], [H2O] = clim
rf∗iii = r
f∗∗
iii ⇒ kf∗∗iii = [O2]
7
4
kfiii
(
√
clim)3
⇒ rf∗∗iii = [O2]
9
4 [H2]
kfiii
(
√
clim)3
rf∗iii
rr∗iii
=
rf∗∗iii
rr∗∗iii
⇒ kr∗∗iii = [O2]
7
4
kriii
(
√
clim)3
⇒ rr∗∗iii = [O2]
7
4 [H2O]
kriii
(
√
clim)3
(4.43)
where clim = 10
−3. For reaction (iv) the reverse rate simply follows from the equi-
librium condition
rriv = k
r
iv[CO2][H2] = k
f
iv[CO][H2O] = r
f
iv. (4.44)
4.4 Numerical procedure
The physical domain is represented by a 90◦ sector of one of the nozzles. The
physical domain is discretised in control volumes by means of an unstructured mesh
featuring 3.5×105 non-uniform hexahedral cells with a maximum cell skewness of 0.5
and local refinement towards the stagnation point. The cell sizes approaching the
stagnation point are below 0.25 mm in the axial direction, which is of the order of
the Kolmogorov scale (lK) as estimated by Geipel [52]. The grid was prepared using
ANSYS Gambit and may be viewed in Fig. 4.5. The inlet boundary is prescribed
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Figure 4.5: The unstructured mesh featuring 3.5×105 non-uniform hexahedral cells.
10 mm upstream of the nozzle exit while the outlet boundary is located three nozzle
diameters from the stagnation point, see Fig. 4.1. Symmetry boundaries have been
used where appropriate and standard wall functions are applied on the nozzle and
coflow-nozzle walls.
4.4.1 The presumed PDF approach
The velocity-pressure coupling is handled via a PISO [73] algorithm allowing a free
number of correctors. Spatial numerical diffusion is minimised through a blending
scheme with the blending factor set to 0.5 for momentum and scalars and 0.2 for
the turbulence equations. The scheme blends a first order upwind with central
differencing, see Section 4.4.1.1. Temporal discretisation is approximated by Euler
expressions and the time step is limited to a local Courant number of 0.2 and at
least ten time steps per minimum turbulent time scale. The solution procedure is
block structured featuring a momentum/scalar block and a turbulence block and the
solver was forced to do a minimum of three to five iterations within each equation
120 Chapter 4
block depending on the turbulence model. Furthermore, the numerical procedure
features convergence adaptive time step control including step splitting on error.
Convergence check is handled through four monitors, one for pressure, one for each
block and one overall. All convergence monitors allow a maximum error of 10−3
except pressure (10−6) within each time step. In the case of reacting opposed flows,
the mean reaction rate is closed by the expression given by Eq. (1.57) and a reaction
rate constant (CR) of 2.6 [108] has been used unless otherwise stated.
4.4.1.1 Spatial discretisation of convective terms
All the governing transport equations are represented by a convection-diffusion type
equation. Interpolation of nodal values to cell faces of the diffusion terms are tra-
ditionally done using second order accurate schemes like central differencing. The
diffusion process affects the distribution of the transported quantity gradient in all
directions, while the convective terms are dominated by the direction of the flow.
The relative strength between convection and diffusion sets an upper limit of the cell
size for non-oscillating convection-diffusion calculations. With central differencing,
cells larger than the upper limit may produce oscillating solutions. The oscillations
depend on the local Peclet (Pe) number defined as
Pe =
ρu∆x
Γ
(4.45)
where ∆x represent a 1-dimensional cell size and Γ is the diffusion coefficient. It can
be shown that no oscillations occur if Pe ≤ 2 [48]. This constraint may, in practice,
require cell sizes that gives very large grids (number of computational cells). One
alternative, that is unconditionally stable, is to use a first order accurate scheme
like an upwind scheme. The latter type of schemes are, however, known to produce
numerical diffusion and a reduction in accuracy is inevitable.
In the present work a blending scheme is used for the convective cell face fluxes
(MCf ). The current scheme blends upwind differencing (UDS) with central differ-
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encing (CDS)
MCf =M
C,CDS
f − (1−Υ)
[
MC,CDSf −MC,UDSf
]
(4.46)
and the blending factor (Υ) takes on values between zero and unity where zero
represents a pure upwind scheme and unity pure central differencing. In the present
work, the blending factor is set to 0.5 for the momentum and scalar equations while
a value of 0.2 is used for all turbulence equations.
4.4.2 The transported PDF approach
To ensure a good starting point for the PDF solver, the flow field is initialised using
the presumed PDF approach. Each computational cell is allocated with 100 particles
and particle values are initialised assuming a bimodal distribution followed by ten
virtual PDF solver steps to smooth the first initial guess. After the ten virtual PDF
solver steps, the PDF solver stops, and the field is initialised. The solution procedure
is here structured so that the finite volume (FV) and the PDF solvers are decoupled
with the ambition to obtain a solution close to steady state. This is achieved by
letting the FV solver perform 250 iterations and then let the PDF solver to do
25 iterations. As a result, the FV and PDF solvers are not synchronised in time.
The settings for the FV solver are maintained from the presumed PDF approach
while the time step for the PDF solver is limited by requiring a turbulent time scale
resolution of 0.03. The particle values are ensemble averaged during eight PDF
solver time steps and the moments are under-relaxed to ensure numerical stability.
The under-relaxation factor was set to 0.3.
4.4.3 Boundary conditions
For the isothermal flow, Geipel [52] replaced one of the steel nozzles with a glass
nozzle of equal dimensions in order to enable measurements of the in-nozzle flow
field. Measurements of this type are of significant importance for computational
studies as boundary conditions are easily extracted. The in-nozzle data covers mean
axial velocity, axial and radial Reynolds stress components at different locations from
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the fractal grid. Unfortunately, turbulence is not fully characterised as information
about the turbulent integral length scale is missing inside the nozzle. It is, however,
possible to get some guidance through the measured turbulent integral length scale
at the nozzle exit [53] which is of the order of 3.1 ± 0.1 mm. In studies featuring
perforated plates for turbulence generation, a value of the order of 70% of the hole
diameter of the perforated plates is often used [149]. The latter estimate agrees
reasonably well with the values obtained by Cho et al. [30] (2 mm for 3.2 mm hole
diameter) and Geipel [52] (2.6 mm for 4.0 mm hole diameter).
Along the centreline, the effect (blockage) on the mean axial velocity of the
largest fractal cross prevails all the way to the nozzle outlet. The effect of this is
discussed further in Section 4.5.1. At a location of 10 mm from the nozzle outlet the
axial and radial Reynolds stress components are of the same order — turbulence is
close to isotropic. This location was therefore considered as an appropriate choice
for the inlet boundary condition.
The inlet boundary condition for the nozzle is located 10 mm upstream of the
nozzle exit. The current case correspond to a nozzle separation of one diameter
and bulk velocity (ub) of 4 m/s. The in-nozzle measurement [52] is used as a basis
for the mean axial velocity, axial and radial turbulence intensities in the isothermal
case. The mean axial velocity profile is extracted from the in-nozzle measurement
due to the influence of the largest fractal cross while top-hat profiles were set for
the turbulence intensities. In the case of a k −  model isotropic turbulence is
assumed. For the Reynolds stress computations an anistropy of the order of 15% in
turbulence intensities is introduced. This level correspond to the uncertainty in the
measurements [52] and was found to be beneficial in terms of predictions close to
the first measuring point. The turbulent integral length scale was adjusted until a
value of 3.1 ± 0.1 mm was obtained at the nozzle exit. The latter value was found
to correspond to a value of 2.6 mm 10 mm upstream of the nozzle exit. In the
annular coflow channel surrounding each nozzle, top-hat profiles of mean velocity
and turbulence parameters are prescribed. The velocity of the coflow corresponds
to 30% of the nozzle bulk velocity. Furthermore, a turbulence intensity of 5% and
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turbulent integral length scale of 2.6 mm was assumed for the coflow. The outlet
boundary condition is located three nozzle diameters from the nominal stagnation
point and a (far-field) pressure of 101325 Pa is assumed.
For the reacting case, a perfectly premixed mixture of methane and air at an
equivalence ratio of 0.9 and temperature 298 K was prescribed at the nozzle inlet. A
comparison between the experimentally derived turbulence levels in the isothermal
and the reacting cases reveals a difference of the order of 25% at the first measuring
point. In the PIV-measurements of Geipel [52], different seedings were used in the
isothermal and reactive cases. In the former case, the velocity field was obtained
using silicon oil droplets with an average diameter of 1 micrometer while in the latter
case aluminium-oxide particles with sizes of 3 microns were applied. The change
in seeding particles required a change of the section upstream of the turbulence
generation plates. This led to an increase in the turbulence intensities and needed to
be taken into account [51]. The turbulence levels were therefore adjusted accordingly
at the nozzle inlet boundary condition. The turbulent integral length scale was
maintained at 2.6 mm.
4.5 Results
In the next two Sections the computed isothermal and reacting opposed flows are
presented. The predictions are compared with the measurements performed by
Geipel [52] and Geipel et al. [53]. Experimental data in opposed flows typically
include [52, 90, 91, 121, 125] data points along the burner centreline between the
nozzles and along the stagnation plane. The stagnation plane [18] is the plane that
is perpendicular to the approaching flow, located midway between the nozzles. The
point where the centreline crosses the stagnation plane is defined as the stagnation
point. The flow is usually axi-symmetrical [18] and data points on the stagnation
plane may be represented by a single line. For both the isothermal and reacting
cases, the mean velocities and turbulence levels are measured and, in addition, the
reaction progress variable and its variance were measured for the reacting case.
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From the two-dimensional data, values were extracted along the burner centreline,
the stagnation plane and additional velocity and turbulence profiles were extracted
1.5 mm downstream of the nozzle exit in the isothermal case. In cases where the k−
model is applied, the measured axial and radial velocity fluctuations are compared
with an isotropic velocity fluctuation (u′ = v′ = w′ = q′) defined as
k =
3
2
q′2 ⇒ q′ =
√
2k
3
(4.47)
as no anisotropic information can be extracted from k alone.
For flows with significant variable density effects, such as the current reacting
case, Favre averages are usually applied to the governing equations. The experimen-
tally determined values are arguably conventionally averaged and differences might
be expected in the reaction zone. As a consequence, either the computed or the
experimentally determined values need to be transformed. It is, however, rather
difficult to obtain accurate measurements of the turbulence scalar flux terms used
in the transformation formula. The current computational results have therefore
been transformed into conventional averages in the manner of Lindstedt et al. [116]
using relations from the BML [14] theory valid in the flamelet regime of combustion.
Geipel [52] estimated the Da and the Ka numbers to 10.3 and 0.46, respectively,
for the current opposed jet configuration. In view of the Borghi diagram given in
Fig. 1.1, the flamelet regime is in the region where Da > 1 and Ka < 1. The
conventionally averaged mean velocity is given by (cf. Eq. (2.56))
< ui >= u˜i+ < u
′′
i >
∼= u˜i + T u˜
′′
i c
′′
1 + T c˜ (4.48)
and the Reynolds stresses [14, 116]
< u′iu
′
j >
∼= u˜′′i u′′j −
u˜′′i c′′u˜
′′
j c
′′
c˜(1− c˜) . (4.49)
At the reaction progress variable scalar bounds (c = [0, 1]), Eq. (4.49) breaks down
and a cut-off (ε) is therefore introduced. The equation is defined for c = [ε, 1 − ε]
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where ε = 10−3 and outside this range it assumed that < u′iu
′
j >
∼= u˜′′i u′′j . On the
other hand, as c approaches the scalar bounds u˜′′i c′′ → 0 and < u′iu′j >= u˜′′i u′′j . The
conventionally averaged reaction progress variable is given by (cf. Eqs. (2.57)-(2.58))
< c >= c˜+ < c′′ >∼= c˜+ T c˜(1− c˜)
1 + T c˜ =
(1 + T )c˜
1 + T c˜ (4.50)
and the variance [89]
< c′2 >∼=< c > (1− < c >). (4.51)
It should be noted that only the last two equations are used in the case of a gradient
diffusion closure. Calculated vales are presented for two nozzles while the solution
domain only covers a 90◦ sector of one of the nozzles. All calculated values are
therefore reflected and in some cases, depending on the flow direction, the values
are multiplied by −1. All results are time averaged.
4.5.1 Isothermal opposed flow
The standard k −  model agrees well with the experimental data, both along the
centreline and stagnation plane. In Fig. 4.6 the predictions along the centreline are
shown. The mean axial velocity component (u) agrees comparatively well with ex-
perimental data. A small asymmetry can be seen in the experimental data whereas
the computations suggest a more narrow turbulence peak than the experimental
data. This may be a result of low frequency instabilities observed in previous
studies (e.g. [91]). The peak value, at the stagnation point, of the turbulent ki-
netic energy (k) is reasonably well predicted in contrast to previous studies (cf.
[112, 121]) where the turbulence peak was significantly over-predicted. Inspection
of the individual velocity fluctuation components reveal, however, that the axial (u′)
is under-predicted and the radial (v′) component is over-predicted.
In Fig. 4.7, a comparison between fractal-generated turbulence and turbulence
generated by traditional perforated plates is made. The cases correspond to a bulk
velocity of 4 m/s with fractal-generated turbulence and 3.4 m/s with the perforated
plates. The predictions and the experimental data have been normalised with the
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Figure 4.6: Predictions using the k −  model along the centreline. Top left (TL):
Mean axial velocity component, top right (TR): Turbulent kinetic energy, bottom
left (BL): Axial velocity fluctuation and bottom right (BR): Radial velocity fluctu-
ation. Predictions (—) and experimental data (◦).
corresponding bulk velocity to make the comparison possible. First, the fractal
plates lead to a reduction in mean axial velocity along the burner centreline due to
the largest fractal cross [52]. As a consequence, turbulence production by axial strain
along the centreline in the numerical simulation is significantly reduced leading to
a lower relative increase at the stagnation point compared to the case with the
perforated plates. The absolute peak value at the stagnation point is, of course,
higher with the fractal-generated turbulence as ReT is higher at the nozzle exit.
Secondly, the turbulence models applied in this work are applicable for high ReT
number flows and as shown by Lindstedt et al. [112], Reynolds stress predictions
are improved with increasing Reynolds number. Predictions along the stagnation
plane using the k −  model are shown in Fig. 4.8. Again, the predictions agree
well with the experimental data for the mean radial velocity (v) component and
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Figure 4.7: Predictions using the k−  model along the centreline. Left: Mean axial
velocity component normalised by ub. Right: Turbulent kinetic energy normalised by
u2b . Fractal generated turbulence, ub = 4.0 m/s, predictions (—) and experimental
data (◦). Perforated plates, ub = 3.4 m/s, predictions (- - -) and experimental data
(2).
-4
-2
0
2
4
6
<
 v
 >
 [m
/s]
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
<
 k
 >
 [m
2 /s
2 ]
-3 -2 -1 0 1 2 3
2R/D [-]
0
0.2
0.4
0.6
0.8
1
1.2
1.4
u
’ 
[m
/s]
-3 -2 -1 0 1 2 3
2R/D [-]
0
0.2
0.4
0.6
0.8
1
1.2
1.4
v
’ 
[m
/s]
Figure 4.8: Predictions using the k −  model along the stagnation plane. TL:
Mean radial velocity component, TR: Turbulent kinetic energy, BL: Axial velocity
fluctuation and BR: Radial velocity fluctuation. Predictions (—) and experimental
data (◦).
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Figure 4.9: Predictions using the k −  model 1.5 mm downstream of the nozzle
exit. TL: Mean axial velocity component, TR: Mean radial velocity component,
BL: Axial velocity fluctuation and BR: Radial velocity fluctuation. Predictions (—)
and experimental data (◦).
the turbulence kinetic energy while deviations can be seen for the axial and radial
velocity fluctuations. The measured axial velocity fluctuation suggests an increase in
turbulence levels beyond a radial distance of one half burner diameter. The increase
is a result of the shear layer formed between the flow and the surrounding air [52, 112]
and is captured to some degree by the k− model. The same increase can be seen in
the computed radial velocity fluctuation while the measured values remain constant.
In Fig. 4.9, predictions 1.5 mm dowstream of the nozzle exit are shown. The mean
axial and radial velocities are well reproduced while some deviations can be seen for
the turbulence intensity profiles where the experimental data suggests a degree of
anistropy. The radial turbulence intensity profile is reasonably well captured.
Fig. 4.10 shows predictions along the centreline using two different Reynolds
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Figure 4.10: Predictions using Reynolds stress models along the centreline. TL:
Mean axial velocity component, TR: Turbulent kinetic energy, BL: Axial velocity
fluctuation and BR: Radial velocity fluctuation. Predictions using the model of
Haworth & Pope (—), Jones & Musonge (- - -) and experimental data (◦).
stress turbulence models, the models of Jones & Musonge [83] (JM) and Haworth
& Pope [66, 67] (HP). The models are described in detail in Section 2.3.2. The
mean axial velocity is well predicted with very small differences between the two
transport equation based Reynolds stress closures. Both model predictions suggest
a more narrow peak than the experimentally derived values. Geipel et al. [53]
showed that the stagnation point moves in both the axial and radial directions
and this movement results in a wider turbulence peak. The JM model predicts
both a higher and a wider turbulent kinetic energy peak as the stagnation point is
approached compared to the HP model. Both models over-predict the peak value
at the nominal stagnation point. The HP model over-predicts the axial turbulence
intensity component while the radial component is slightly low. The JM model,
on the other hand, predicts the radial component reasonably well while the axial
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Figure 4.11: Predictions using Reynolds stress models along the stagnation plane.
TL: Mean radial velocity component, TR: Turbulent kinetic energy, BL: Axial ve-
locity fluctuation and BR: Radial velocity fluctuation. Predictions using the model
of Haworth & Pope (—), Jones & Musonge (- - -) and experimental data (◦).
peak is even higher than the predictions of the HP model — consistent with the
turbulence kinetic energy predictions. The difference between the JM and the HP
models is a result of the different formulations of the redistributive part of the
pressure strain tensors. At the stagnation plane, shown in Fig. 4.11, the mean
radial velocity component is well predicted by both models. Some difference may
be noted beyond a radial distance of two nozzle diameters. The turbulent kinetic
energy along the stagnation plane is significantly higher than the experimental data
suggests with the JM model while the HP model shows a reasonable agreement with
a slight over-prediction. The axial turbulence intensity component is responsible
for the over-predictions while both models agree comparatively well for the radial
component. The predicted nozzle exit profiles using the Reynolds stress models,
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Figure 4.12: Predictions using Reynolds stress models 1.5 mm downstream of the
nozzle exit. TL: Mean axial velocity component, TR: Mean radial velocity compo-
nent, BL: Axial velocity fluctuation and BR: Radial velocity fluctuation. Predictions
using the model of Haworth & Pope (—), Jones & Musonge (- - -) and experimental
data (◦).
shown in Fig. 4.12, show an improved behaviour compared to the k −  model.
Mean axial and radial components agree well with the experimental data as well as
the radial turbulence intensity profile while the axial turbulence intensity is slightly
low for both Reynolds stress models.
For the current opposed flow configuration, the standard k −  model performs
well in contrast to earlier studies where second moment closures typically outper-
formed eddy viscosity based closures. The predictions of the Reynolds stress models
agree reasonably well with the experimental data. In general, predictions using the
HP model are closer to the measured values and the JM model will therefore not be
considered for the reacting opposed case.
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4.5.2 Reacting opposed flow
4.5.2.1 The presumed PDF approach
The standard k− model, combined with a gradient diffusion model for scalar fluxes,
fails to predict the peak of the axial velocity fluctuation, and the level at the first
measuring point is too low as shown in Fig. 4.13. Furthermore, the width of the
turbulence peak is too narrow compared to the experimental data. The model fails
to predict the radial velocity fluctuation and therefore also the turbulent kinetic
energy as the radial peak is taken into account twice in k˜. On the other hand, it is
a bit surprising to see that the experimental data suggests that the axial velocity
fluctuation is lower than the radial peak as the flow is purely axial along the burner
centreline and turbulence is produced due to strain in this direction and redistributed
to the radial component. One possible explanation is stagnation point movement [53]
in the radial direction in the experiments and this movement is not captured in the
simulations as the position of the stagnation point is dictated by the symmetry
boundary conditions. The experimental data of the mean axial velocity suggests a
local reduction in strain due to the presence of the flame. The k−  model correctly
predicts this local reduction, but at the wrong position as the model fails to predict
the turbulent flame thickness as shown in Fig. 4.14. The Favre average reaction
progress variable variance is also shown in the figure. In Fig. 4.15, predictions along
the stagnation plane are shown. The mean radial velocity is in excellent agreement
while the axial and radial velocity fluctuation levels, and therefore, also the turbulent
kinetic energy are too low.
The HP model combined with a gradient diffusion model does not improve the
situation significantly as shown in Fig. 4.16. The radial turbulence peak and the
turbulent kinetic energy is even lower than the predictions using the k −  model.
Again, the peak of the axial turbulence intensity at the stagnation point is reasonably
well reproduced. The anistopy introduced in the boundary condition allow the
correct level to be set of the axial turbulence intensity at the first measured point.
The HP model correctly predicts a local increase in the axial turbulence intensity
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Figure 4.13: Predictions using k − /gradient diffusion models along the centre-
line. TL: Mean axial velocity component, TR: Turbulent kinetic energy, BL: Axial
velocity fluctuation and BR: Radial velocity fluctuation. Predictions (—) and ex-
perimental data (◦).
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Figure 4.14: Predictions using k − /gradient diffusion models along the centreline.
Left: Mean reaction progress variable profile. Right: Mean reaction progress variable
variance. Conventional averages (—), Favre averages (- - -) and experimental data
(◦).
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Figure 4.15: Predictions using k− /gradient diffusion models along the stagnation
plane. TL: Mean radial velocity component, TR: Turbulent kinetic energy, BL:
Axial velocity fluctuation and BR: Radial velocity fluctuation. Predictions (—) and
experimental data (◦).
as the flame is approached but at the wrong position. The latter is also reflected
in the mean axial velocity prediction and is a consequence of the gradient diffusion
model that fails to predict the turbulent flame thickness and the reaction progress
variable variance, as shown in Fig. 4.17. This finding is consistent with the study
by Lindstedt & Va´os [108]. The mean radial and the axial turbulence intensity
along the stagnation plane agrees well with the experimental data as shown in
Fig. 4.18. The radial turbulence intensity and the turbulence kinetic energy are
under-predicted as a consequence of the predicted peak level along the centreline.
The application of transport equation based closures for the turbulent scalar fluxes
results in a significant improvement in general. The radial turbulence intensity and
the turbulent kinetic energy are still low but improved as shown in Fig. 4.19. The
predicted axial turbulence intensity and the mean axial velocity are much closer to
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Figure 4.16: Predictions using HP/gradient diffusion models along the centreline.
TL: Mean axial velocity component, TR: Turbulent kinetic energy, BL: Axial ve-
locity fluctuation and BR: Radial velocity fluctuation. Predictions (—) and experi-
mental data (◦).
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Figure 4.17: Predictions using HP/gradient diffusion models along the centreline.
Left: Mean reaction progress variable profile. Right: Mean reaction progress variable
variance. Conventional averages (—), Favre averages (- - -) and experimental data
(◦).
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Figure 4.18: Predictions using HP/gradient diffusion models along the stagnation
plane. TL: Mean radial velocity component, TR: Turbulent kinetic energy, BL:
Axial velocity fluctuation and BR: Radial velocity fluctuation. Predictions (—) and
experimental data (◦).
the experimentally derived values compared to results obtained using the gradient
diffusion model. The axial turbulence intensity peak at the stagnation point is
slightly too high. The computed reaction progress variable and its variance agrees
very well with the experimental data as shown in Fig. 4.20. The dominating term
responsible for this improvement is the turbulence-reaction rate correlation in the
transport equation for the reaction progress variable turbulent scalar fluxes. The
predictions along the stagnation plane are comparable to the predictions using the
gradient diffusion model. In Fig. 4.21, the mean radial velocity component and the
axial turbulence intensity agrees well with the experiments while similar deviations
as before can be seen for the radial turbulence intensity and the turbulent kinetic
energy. The same closure is also extended to include the variable density correction
terms of Lindstedt & Va´os [108]. In Fig. 4.22, predictions along the burner centreline
Isothermal and reacting opposed flows 137
-4
-2
0
2
4
<
 u
 >
 [m
/s]
0.5
1
1.5
2
2.5
3
<
 k
 >
 [m
2 /s
2 ]
-0.75 -0.5 -0.25 0 0.25 0.5 0.75
x/H [-]
0
0.25
0.5
0.75
1
1.25
u
’ 
[m
/s]
-0.75 -0.5 -0.25 0 0.25 0.5 0.75
x/H [-]
0
0.25
0.5
0.75
1
1.25
v
’ 
[m
/s]
Figure 4.19: Predictions using HP/scalar flux models along the centreline. TL:
Mean axial velocity component, TR: Turbulent kinetic energy, BL: Axial velocity
fluctuation and BR: Radial velocity fluctuation. Conventional averages (—), Favre
averages (- - -) and experimental data (◦).
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Figure 4.20: Predictions using HP/scalar flux models along the centreline. Left:
Mean reaction progress variable profile. Right: Mean reaction progress variable
variance. Conventional averages (—), Favre averages (- - -) and experimental data
(◦).
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Figure 4.21: Predictions using HP/scalar flux models along the stagnation plane.
TL: Mean radial velocity component, TR: Turbulent kinetic energy, BL: Axial ve-
locity fluctuation and BR: Radial velocity fluctuation. Conventional averages (—),
Favre averages (- - -) and experimental data (◦).
are shown and the mean axial velocity is very well reproduced. This model is the only
one that is approaching the measured turbulent kinetic energy, but inspection of the
individual Reynolds stress components reveals that the axial velocity fluctuation is
over-predicted and the radial, consistent with all other models, is under-predicted.
The scalar field shown in Fig. 4.23 is again well reproduced. Small differences
in the computed turbulent flame thickness can be observed between the extended
and the standard closures (cf. Fig. 4.20). The extended model predicts a slightly
thicker reaction zone than the experimentally derived values while the turbulent
flame thickness obtained with the standard closure is slightly too thin. On the
other hand, these observations are just details as both transport equation based
scalar flux models are out-performing the eddy viscosity closure. Predictions along
the stagnation plane are shown in Fig. 4.24 and the mean radial velocity is in
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Figure 4.22: Predictions using HP/extended scalar flux models along the centreline.
TL: Mean axial velocity component, TR: Turbulent kinetic energy, BL: Axial ve-
locity fluctuation and BR: Radial velocity fluctuation. Conventional averages (—),
Favre averages (- - -) and experimental data (◦).
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Figure 4.23: Predictions using HP/extended scalar flux models along the centreline.
Left: Mean reaction progress variable profile. Right: Mean reaction progress variable
variance. Conventional averages (—), Favre averages (- - -) and experimental data
(◦).
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Figure 4.24: Predictions using HP/extended scalar flux models along the stagnation
plane. TL: Mean radial velocity component, TR: Turbulent kinetic energy, BL: Axial
velocity fluctuation and BR: Radial velocity fluctuation. Conventional averages (—),
Favre averages (- - -) and experimental data (◦).
excellent agreement with the experimental data. The turbulent kinetic energy is
also well reproduced while some deviations can be observed for the axial and radial
velocity fluctuations. Furthermore, the difference between the computed Favre and
the transformed conventional averages in comparison to the standard closure (cf.
Fig. 4.21) is indicating a significant change in the scalar flux distribution as a result
of the extended closure.
4.5.2.2 The transported PDF approach
The node-based joint scalar transported PDF approach coupled with the HP model
for the velocity field is here applied to simulate the reacting opposed flow. The
current closure level corresponds to a gradient diffusion assumption and the re-
sults obtained should therefore primarily be compared to the predictions given in
Isothermal and reacting opposed flows 141
-4
-2
0
2
4
u
 [m
/s]
0.5
1
1.5
2
2.5
3
k 
[m
2 /s
2 ]
-0.75 -0.5 -0.25 0 0.25 0.5 0.75
x/H [-]
0
0.25
0.5
0.75
1
1.25
u
’ 
[m
/s]
-0.75 -0.5 -0.25 0 0.25 0.5 0.75
x/H [-]
0
0.25
0.5
0.75
1
1.25
v
’ 
[m
/s]
~
~
Figure 4.25: Predictions using HP/transported PDF along the centreline. TL: Mean
axial velocity component, TR: Turbulent kinetic energy, BL: Axial velocity fluctu-
ation and BR: Radial velocity fluctuation. Predictions (—) and experimental data
(◦).
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Figure 4.26: Predictions using HP/transported PDF along the centreline. Left:
Mean reaction progress variable profile. Right: Mean reaction progress variable
variance. Conventional averages (—), Favre averages (- - -) and experimental data
(◦).
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Figure 4.27: Predictions using HP/transported PDF along the stagnation plane. TL:
Mean radial velocity component, TR: Turbulent kinetic energy, BL: Axial velocity
fluctuation and BR: Radial velocity fluctuation. Predictions (—) and experimental
data (◦).
Figs. 4.16-4.18. The current computation is intersting in the sense that it will give
an indication of how the transported PDF approach performs for premixed flames
in the flamelet regime of combustion using multiple scalars. The scalar field is still
presented in terms of the reaction progress variable, which is not a solved scalar.
The reaction progress variable is, however, easily obtained as a post-processing step
from the definition using fuel mass fractions given by Eq. (1.29).
In Figs. 4.25 and 4.26 the predicted velocity and scalar fields along the burner
centreline are shown. The computed velocity field is similar to the HP/gradient
diffusion closure with a low turbulent kinetic energy peak at the stagnation point
as a result of the low radial turbulence intensity. The axial turbulence intensity is
reasonably well predicted at the stagnation point. The model fails to predict the
mean axial velocity and the axial turbulence intensity distributions as a result of
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an under-predicted flame thickness. This finding is not surprising as the current
closure level corresponds to a gradient diffusion assumption. The predicted peak
value of the reaction progress variable is slightly lower than both the experimental
data and the predictions using the fractal flame surface density closure. In the latter
case, a reaction rate constant of 2.6 is used throughout. This is a rather low value
in combination with gradient diffusion closures (cf. [108]) but still approaching the
correct reaction progress variable value towards the stagnation point. The predicted
c−profile is therefore an indication that the turbulent burning velocity is under-
predicted with the current transported PDF closure level. Support for the latter
is given in Fig. 4.27 where the mean radial velocity is too low as a result of the
low heat release. Turbulent burning velocity predictions using the transported PDF
approach are therefore investigated in detail in Chapter 5. The radial turbulence
intensity and the turbulent kinetic energy levels are too low along the stagnation
plane while the axial turbulence intensity is well reproduced. However, it appears
that a closure at the current level remains insufficient.
4.6 Summary
Computations of isothermal and reacting opposed flows featuring fractal-generated
turbulence have been performed. The computational domain is represented by a
90◦ sector of one of the nozzles and the geometry is discretised using an unstruc-
tured hexahedral mesh featuring 3.5× 105 computational cells. Different classes of
models, ranging from eddy viscosity based closures to full second moment closures,
have been applied in both the isothermal and reacting cases. The reacting case
is in the flamelet regime of combustion and a two-scalar joint β-bimodal presumed
PDF approach or the node-based joint scalar transported PDF approach are applied
for scalar statistics. The predictions are compared with the experimental data of
Geipel [52] and Geipel et al. [53]. In the isothermal case the standard k −  model
performs very well in contrast to previous studies. One major difference compared
to previous studies is the significant increase in ReT . Two Reynolds stress models,
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the models of Haworth & Pope (HP) and Jones & Musonge (JM), are evaluated
in the isothermal case. The HP model performs better in general, compared to
the JM model, and is the only Reynolds stress model considered for the reacting
case. In the case of a presumed PDF approach, closure for the mean reaction rate
is obtained using the fractal model of Lindstedt & Va´os [108] and a reaction rate
constant of 2.6 is used throughout. In the case of a transported PDF approach,
closure for the molecular mixing term is obtained using Modified Curl’s model and
the chemistry is represented by a four-step global reaction scheme featuring seven
solved species. The experimental data in the reacting case is arguably conventionally
averaged while the solved quantities are represented by Favre averages. The latter
are therefore transformed into conventional averages using relations from the BML
theory. Consistent with previous studies is that the closure for the turbulence scalar
flux term is crucial in stagnating flows and the transport equation based closures
are outperforming gradient diffusion models, especially in the scalar field predic-
tions. The addition of the acceleration/redistribution model to the redistribution
and scrambling terms results in an over-prediction of the axial velocity fluctuation
at the stagnation point while it is the only model approaching the measured tur-
bulent kinetic energy. None of the models are able to predict the experimentally
determined radial velocity fluctuation. It is, however, possible that the height of the
radial peak is due to stagnation point movement which this simple approach can
not capture. Predictions using the transported PDF approach indicates that the
turbulent burning velocity is under-predicted resulting in a low burning rate around
the stagnation point. Turbulent burning velocity predictions using the joint scalar
transported PDF approach are therefore explored in detail in Chapter 5.
Chapter 5
Burning velocity predictions using
transported PDF methods
5.1 Introduction
The ability of the transported PDF approach to predict turbulent burning velocities
across a wide range of Re numbers is of great importance in the development of
practical devices as the propagation speed will dictate the flame stabilisation point.
In PDF methods, the chemical source term appears in closed form [140] and the
inclusion of finite chemistry allows emissions and extinction/re-ignition phenomena
to be predicted. Further details are provided in the review by Haworth [68]. One
of the major closure challenges concerns transport in composition space. Further-
more, the application of the approach typically features non-premixed flames and the
number of studies with premixed reactants is much more limited. Previous efforts
predominantly feature single scalar formulations coupled with simplified chemical
source terms. Anand & Pope [4, 139] used a joint velocity-reaction progress vari-
able transported PDF approach to calculate steady premixed flames in the flamelet
regime of combustion. Hu˚lek & Lindstedt [69] used a closure at the joint velocity-
scalar level and computed transient premixed flames. Roekaerts [147, 148] used a
joint scalar transported PDF approach to simulate an axi-symmetric premixed jet
stirred reactor. Lindstedt & Va´os [115] studied the influence of alternative closures
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for the mixing time scale expression on turbulent burning velocities using a reac-
tion progress variable transported PDF approach. Two piloted turbulent premixed
flames at different Damko¨hler numbers were also computed using comprehensive
finite rate chemistry. The extended multi-scale mixing time scale closure [115] was
also applied by Lindstedt et al. [117] in the context of partially premixed flames.
The standard time scale expression had a tendency to produce an excessive amount
of extinction while the extended closure improved the temperature predictions. Cor-
rea [32] simulated a partially stirred reactor with a CO/H2 premixed mixture and
made a qualitative comparison between different mixing models and that the differ-
ences are smaller at higher frequencies.
The joint PDF closure as implemented in the context of LES/filtered density
function (FDF) methods is also starting to be explored in the context of turbulent
premixed flames. Yilmaz et al. [180] applied a closure at the joint scalar level to
compute a turbulent premixed flame stabilised on a Bunsen burner with encouraging
results. Furthermore, McDermott and Pope [126] analysed the role of molecular
transport in physical space alongside transport in composition space and showed that
it is possible to produce FDF models that reduce to the DNS limit with vanishing
filter width. The approach has the interesting feature of effectively combining the
solution of a reactive diffusive formulation in physical space with a mixing model for
transport in composition space. By contrast, the traditional PDF approach tends to
treat the impact exclusively through the model for transport in composition space
(e.g. [26, 115, 146]) or implicitly through the application of flamelet type source
terms [4, 69, 115]. The interactions between the mixing model and the reaction
source term is mainly confined to a region close to the “cold” boundary and the width
is inversely proportional to the Da number [70]. The role of the mixing model is to
induce transport of the discrete PDF in compostion space so that chemical reactions
become effective. Predictions of the turbulent burning velocity will depend on the
structure of the model for turbulent transport in composition space, the magnitude
of the mixing time scale and molecular transport in physical space. The impact of
the latter can be expected to be reduced at high turbulence levels.
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5.1.1 The present contribution
The current work explores the ability of the transported PDF approach to predict
turbulent burning velocities with results compared against the experimental data of
Abdel-Gayed et al. [1] for lean (φ = 0.88) and stoichiometric CH4, stoichiometric
C2H6 as well as the fuel rich (φ = 1.6) H2 flames. The matter is of great importance
in the development of practical devices as the propagation speed will dictate where
the turbulent premixed flame will stabilise in space. The present effort extends past
work in several aspects. Turbulent burning velocities are computed for (i) a wide
range of Damko¨hler numbers as indicated in Fig. 1.1 and for (ii) different fuels using
detailed or systematically reduced chemistry. (iii) The impact of molecular transport
on the turbulent burning velocity is explored and analysed in terms of the Zeldovich
(β) number through the inclusion of an explicit analytical formulation. (iv) The
multi-scale scalar dissipation rate closure proposed by Lindstedt & Va´os [115] that
accounts for the influence of the Da number is extended in a simple manner to
include Le number effects in order to explore the sensitivity of predictions.
5.2 Analytical work on burning velocities
Nearly all combustion related calculations today are performed using numerical
methods since the complexity of combustion physics does, in general, not allow any
analytical solutions. Valuable information can however be extracted by considering
simplified forms of the conservation equations. Zeldovich & Frank-Kamenetskii [175]
investigated analytically laminar premixed flame propagation. The starting point
of the analysis is the transport equation for species mass fractions, Eq. (1.14). The
time derivative is eliminated through the assumption of a steady state solution. The
chemical kinetics are described by a one-step global reaction where fuel and oxidiser
reacts into products of combustion through a first order Arrhenius reaction rate
expression. The thermal conductivity, the specfic heat capacity and the product of
density and the diffusion coefficient are all assumed to be constant. Furthermore,
the Le number is assumed to be unity. The latter assumption implies that the
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transport equations for mass fraction and temperature have the same general form
v
dc
dx
= D
d2c
dx2
− cAT bexp
(
− Ea
RT
)
. (5.1)
Solving Eq. (5.1) analytically is complicated and only possible for a limited region
of the flame. It can, however, be shown [175] that a solution only exists if v has the
eigenvalue
v =
[
DAT bexp
(
− Ea
RT
)]1/2
(5.2)
showing that laminar premixed flame propagation essentially amounts to diffusive
transport and chemical reaction.
Another example is the Kolmogorov-Petrovski-Piskunov (KPP) analysis [136,
170] to investigate basic model trends of some turbulent reaction rate models. The
analysis is based on a steady one-dimensional flame propagating in a uniform mixture
and a frozen turbulence field. The latter can be described by the following balance
equation for the reaction progress variable
ρuuT
dc˜
dx
= −d < ρ > u˜
′′c′′
dx
+ < ρ > S˜c (5.3)
where ρu denotes density of the unburnt gases and uT the turbulent burning velocity.
The reaction progress variable takes on values between 0 and 1. Catlin & Lindst-
edt [28] have shown that the numerical integration of Eq. (5.3) presents difficulties
in general. For cases with significant density variations, the flame may exhibit un-
limited increase in thickness and burning velocity. The latter issues may however be
avoided through the introduction of a mean reaction rate cut-off in reaction progress
variable space [28]. In Eq. (5.3) the terms on the RHS are unclosed and need to be
modelled. The terms represent turbulent scalar fluxes and the mean rate of reac-
tion. The turbulent scalar flux term is closed by, for illustrative purposes, a gradient
diffusion type model
u˜′′c′′ = −νT
σT
dc˜
dx
(5.4)
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and the mean reaction rate might be closed by for example an EBU model
< ρ > S˜c = CEBU < ρ >
˜
k˜
c˜(1− c˜) (5.5)
where CEBU is a reaction rate parameter to be tuned. The KPP theorem basically
states that the propagation speed of a turbulent premixed flame is dictated by the
turbulence characteristics at the leading edge of the flame. Since turbulence is
frozen, ˜/k˜ and < ρ > νT are constant. The transport equation at the leading edge
(c˜→ 0) becomes
ρuuT
dc˜
dx
= ρu
νT
σT
d2c˜
dx2
+ CEBUρu
˜
k˜
c˜. (5.6)
It can be shown [136], based on the KPP analysis (Eq. (5.6)), that the lowest
turbulent burning velocity is given by
uT = 2
√
νT
CEBU
σT
˜
k˜
. (5.7)
Note the similarity between Eqs. (5.2) and (5.7). The latter result is of help in terms
of tuning the reaction rate constant CEBU . Catlin & Lindstedt [28] points out that
the KPP analysis predicts only a minimum and not necessarily a unique burning
velocity.
5.3 Closure considerations
In the joint scalar transported PDF approach, conditional expectations appear that
require modelling. The unclosed terms represent molecular mixing and transport of
the PDF in physical space. Transport in physical space is closed by the commonly
used gradient diffusion type closure given by Eq. (3.27) while the molecular mixing
term is closed by modified Curl’s [41] model. During a small time increment ∆t,
Npq pairs of particles out of N are selected without replacement to interact (mix).
Npq is given by Eq. (3.37) in Section 3.3.3.1. Models for the characteristic mixing
time scale τ−1φ are extensively discussed below.
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The applied thermochemistry features a systematically reduced mechanism with
142 reactions, 15 solved (H2, O2, H2O, H, O, OH, HO2, CO, CO2, CH4, CH3,
C2H2, C2H4, C2H6, N2) and 14 steady state (C, C2, CH,
1CH2, CH2, C2H, C2H3,
C2H5, CHO, CH2O, CH3O, CH2OH, C2HO, C2H2O) species for the CH4 and
C2H6 flames [115]. A detailed H/O subset featuring 21 reactions and 9 solved (H2,
O2, H2O, H, O, OH, HO2, H2O2, N2) species was used for the H2 flames. Details
about the mechanisms can be found in Appendix A.
5.3.1 The scalar dissipation rate
In the context of premixed turbulent flames in the laminar flamelet regime of com-
bustion, Bray [12] established that the closure for the mean reaction rate essentially
corresponds to a closure for the scalar dissipation rate. Hence, assuming a bimodal
PDF, the decay time scale of scalar fluctuations of Eq. (3.41) is equivalent to an
EBU model, Eq. (1.59), in the laminar flamelet regime of combustion where Cφ
represents the reaction rate parameter
< ρ > S˜ ∝< ρ > ˜c =< ρ > τ−1φ c˜′′2 =< ρ >
1
2
Cφτ
−1c˜′′2
= CEBU < ρ >
˜
k˜
c˜(1− c˜).
(5.8)
Va´os [170] performed turbulent burning velocity calculations using a single scalar
(reaction progress variable) joint scalar transported PDF approach. Application of
the standard time scale closure presented above reproduced the ’standard’ scaling
behaviour (uT/u
′ = constant) of turbulent burning velocities, in contrast to the
experimental data of Abdel-Gayed et al. [1]. Lindstedt & Va´os [108] assumed the
flamelet geometry to be fractal and derived an alternative closure for the mean
reaction rate given by Eq. (1.57). Recently, Aluri et al. [2] investigated the effect
of the Le number of mean reaction rate closures. A large number of turbulent
methane, ethylene and propane bunsen flames at atmospheric pressure were used
for comparison. Based on their calculations, a modified form of the fractal model,
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including a linear scaling of the Le number, was proposed
< ρ > S˜ =
CR
Le
ρu
u0L
VK
˜
k˜
c˜(1− c˜). (5.9)
Aluri et al. [3] extended their study to cover a wide range of stoichiometries, fuels
(Le number effects) and elevated pressure effects. During this study, the fractal
model was the only mean reaction rate closure considered and the outcome was an
alternative Le number scaling and a high pressure scaling
< ρ > S˜ = CRCP,Leρu
u0L
VK
˜
k˜
c˜(1− c˜) (5.10)
where
CP,Le =
√
p
p0
(
1
eLe−1
)
. (5.11)
Furthermore, the scalar dissipation rate analysis by Va´os [170] and Lindstedt &
Va´os [115] shows that the standard time scale expression of Eq. (3.41) is based on
non-reacting flows with passive scalars. For flows with reactive scalars such as the
reaction progress variable, the scalar dissipation rate transport equation features
additional reaction specific correlations. Accordingly, Lindstedt & Va´os [115] pro-
posed an alternative scaling to include the desired scaling behaviour of the fractal
model of the mixing time scale
τ−1φ =
˜c
c˜′′2
∝ ρu
< ρ >
uL
VK
˜
k˜
. (5.12)
A major disadvantage of the proposed mixing time scale expression is that it is
limited to reactive scalars only, since for passive scalars uL = 0 m/s and τ
−1
φ = 0 s
−1.
To keep the generality of the model Lindstedt & Va´os [115] suggested a combination
of the standard mixing time scale expression and the fractal time scale expression
τ−1φ =
˜c
c˜′′2
=
1
2
[
Cφ + C
∗
φ
ρu
< ρ >
uL
VK
]
˜
k˜
(5.13)
152 Chapter 5
where Cφ and C
∗
φ have the standard values 2.0 and 2.4 [170]
1, respectively. In the
current effort a broad range of fuels have been studied, consequently the Le number
scaling suggested by Aluri et al. [2, 3] have been included in the fractal part of the
mixing time scale expression
τ−1φ =
˜c
c˜′′2
=
1
2
[
Cφ + C
∗
φ
1
Leα
ρu
< ρ >
uL
VK
]
˜
k˜
(5.14)
or alternatively
τ−1φ =
˜c
c˜′′2
=
1
2
[
Cφ + C
∗
φ
1
eLeα−1
ρu
< ρ >
uL
VK
]
˜
k˜
. (5.15)
Alternative closures for the scalar dissipation rate have been discussed by Swami-
nathan & Bray [167] and Kolla et al. [88] among others.
The Le numbers for the deficient reactant (Leα) and the laminar burning veloc-
ities are precomputed using detailed chemistry. The Leα number is defined as
Leα =
λ
cpρDα
(5.16)
and represents the ratio of the diffusion speeds of heat and species α. A summary
of the precomputed Leα numbers and laminar burning velocities can be found in
Table 5.1.
Table 5.1: Summary of precomputed parameters at atmospheric
conditions and 328 K
Fuel φ Species α Leα u0L [m/s]
CH4 1.00 CH4 0.960 0.451
CH4 0.88 CH4 0.961 0.386
C2H6 1.00 C2H6 1.40 0.541
H2 1.60 O2 2.15 3.90
1Va´os [170] excluded the 12 in front of the expression and used the standard values Cφ = 1.0
and C∗φ = 1.2.
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5.3.2 The impact of closures for molecular transport and
chemical reaction
One of the major motivations of the current work is the inclusion of finite chemistry
effects in premixed flame propagation problems. The ability to predict turbulent
burning velocities is of great importance in the development of practical devices. The
propagation speed will dictate where the premixed turbulent flame will stabilise in
space. Furthermore, finite rate chemistry allows emissions and extinction/re-ignition
phenomena to be predicted [68].
The recent study by Lindstedt & Va´os [115] showed that application of the
extended mixing time scale closure together with a chemical source term extracted
from laminar detailed chemistry calculations gives excellent results in terms of the
scaling of the turbulent burning velocity. Early calculations in the initial phase
of the present work reveals, however, that the turbulent reaction rate reduces too
rapidly towards the leading edge of the flame resulting in too low values of the
turbulent burning velocity. There might be several possible explanations for this.
First, transport in physical space is closed by a gradient diffusion type closure.
Lindstedt & Va´os [110] have shown that this level of closure tends to lead to reduced
turbulent burning velocities (e.g. uT/u
′ ' 1.32 as obtained with the modified Curl’s
model) as compared to higher order approximations (uT/u
′ ' 1.65). On the other
hand, a gradient diffusion closure was used in the aforementioned study by Lindstedt
& Va´os [115]. However, multi-scalar extensions remain to be evaluated and the
gradient closure has been retained for reasons of simplicity. Secondly, differences
between the reduced and the detailed chemical mechanism is a possibility. A pseudo-
laminar flame was simulated to calculate the laminar burning velocity and to test
the reduced chemical mechanism (e.g. overall numerical accuracy). The laminar
flame was solved using stoichiometric CH4 at 328 K and assuming the following
conditions
τ−1φ = 1.5× 105 s−1 u′ = 10−3 m/s lT = 10−5 m. (5.17)
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Figure 5.1: Evolution of the laminar burning velocity for a stoichiometric CH4 flame.
The value of τφ was determined by setting some (lower) value and then increase it
until c˜′′2 → 0 and no change in the predicted laminar burning velocity could be seen.
The obtained laminar burning velocity shown in Fig. 5.1, was 0.42 m/s, slightly lower
than the value obtained using the detailed mechanism but well within experimental
uncertainties. A third possibility is an inadequate account of molecular diffusion at
the leading edge of the flame. The terms responsible for reaction and diffusion may
be expressed in the customary form [118],
∂
∂Ψα
[〈
− ρ(Ψ)Sα(Ψ) + ∂J
α
i
∂xi
∣∣∣∣Ψ〉fφ] = ∂∂Ψα
[
ωα(Ψ)fφ
]
(5.18)
where the quantity ωα(Ψ) appears in closed form for laminar flamelets. Fox [49]
argues that, in premixed turbulent flames one would expect a strong dependence
between the joint scalar dissipation rate < φ|Ψ > and the chemical source term and
that the majority of all mixing models are missing this important feature. In gen-
eral, two different aspects needs to be considered in the modelling of the conditional
expectation of the molecular scalar flux term given in Eq. (5.18). The first is trans-
port in physical space and the second is transport in composition space [68, 126].
McDermott and Pope [126], in the context of the FDF approach, closed the trans-
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port in composition space through the IEM model [40], while the modified Curl’s
model [41, 77] is applied here. In the context of PDF methods, the former clo-
sure has been shown to result in significantly (≤ 300%) lower turbulent burning
velocities as compared to the modified Curl’s or binomial Langevin models [110].
It can further be argued that mixing models that enforce locality in composition
space [166, 173] are better suited to handling combustion in the high Da number
regime [68]. However, the modified Curl’s model has been retained here for rea-
sons of simplicity and computational cost. At high Re numbers and for Sc and σ
numbers of order unity, the term describing transport in physical space is typically
small. The implicit coupling present in the laminar flamelet assumption will weaken
at lower Da numbers and can be expected to breakdown in the well stirred reactor
regime. However, for premixed combustion at high Da numbers the term can be
important and the effect may be included via the addition of a random walk term in
the equation for the particle position in physical space [68]. The approach provides
a correction for the mean scalar composition at the expense of a spurious production
term in the scalar variance equation [172]. An alternative approach, which does not
lead to such difficulties [68, 126], is to add an explicit deterministic approximation of
the molecular transport term at the leading edge of the flame in the manner implied
by Eq. (5.18). The approach has been analysed by McDermott and Pope [126] in
the context of FDF mehods and the impact is explored below in the context of PDF
methods.
5.3.2.1 Laminar reaction rates
As a first logical step, and as a continuation of the work of Lindstedt & Va´os [115],
a reaction rate modification is proposed. The extracted chemical source term used
in the study of Lindstedt & Va´os [115] does implicitly contain effects of molecular
diffusion [81, 82]. The molecular diffusion term is not explicitly included in the
manner of Anand & Pope [4, 139], but the chemical source carries traces since all
the different processes are interconnected. In the present work the effect is initially
explored using a modification of the reaction rate via the introduction of a simple
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Figure 5.2: Flamelet reaction rates at 328 K in reaction progress variable space for
the hydrocarbon fuels. Stoichiometric C2H6 (—), stoichiometric CH4 (- - -) and
φ = 0.88 CH4 (− · −).
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Figure 5.3: Flamelet reaction rate at 328 K in reaction progress variable space for
hydrogen. φ = 1.6 H2 (—).
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coupling function
ρSα = RαMα = (1− c)Rflameletα Mα + cRchemicalα Mα (5.19)
that accounts approximately for the impact of molecular diffusion effects at the cold
front of the flame. A coupling function of this kind have been used by Darbyshire
et al. [37] in the context of scalar dissipation rate closures for stratified combustion.
The flamelet reaction rates for the various fuels and stoichiometries can be viewed
in Figs. 5.2 and 5.3 and c represents the reaction progress variable
c = 1− Yα
Yα,u
(5.20)
defined in terms of fuel mass fractions for lean and stoichiometric mixtures and in
terms of the oxygen mass fractions for rich conditions. For the flamelet source term
in Eq. (5.19), it is assumed that the formation and consumption of species follows a
global reaction step. The reaction rate for all the species within the global reaction
step are identical to that of the fuel and adjusted to ensure mass conservation
according to a global step. The global reaction step valid for hydrocarbon fuels is
given by Eq. (1.1) and the corresponding reaction rates are
d[CxHy]
dt
= −RflameletCxHy
d[O2]
dt
= −
(
x+
y
4
)
RflameletCxHy
d[CO2]
dt
= xRflameletCxHy
d[H2O]
dt
=
y
2
RflameletCxHy .
(5.21)
Furthermore, it is assumed that the global reaction step is valid for all stoichiome-
tries.
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5.3.2.2 Mixture reactivity
Inspection of Figs. 5.2 and 5.3 indicates that hydrogen is more active at the flame
front compared to the hydrocarbon fuels. In Fig. 5.4, the normalised laminar reac-
tion rates, assuming equal diffusivities, of the rich H2 and the stoichiometric CH4
and C2H6 mixtures are shown. Again, hydrogen indicates significantly higher flame
front activity as compared to the hydrocarbon fuels. To further investigate and
characterise the fuels, the Zeldovich number [36]
β =
Ea(Tb − Tu)
RT 2b
(5.22)
that represent a normalised global activation energy is introduced. Global acti-
vation energies are given by Abdel-Gayed et al. [1] for all their measured flames.
Shepherd [158] give a lower value for hydrogen, while Dryer & Glassman [43] give a
slightly higher value for methane. Egolfopoulos & Law [44] estimates global activa-
tion energies using
Ea = −2R
{
∂[ln(m0)]
∂[1/Tb]
}
p
(5.23)
where m0 = ρuu
0
L and p = constant. Thus with a given set of experimental or
numerical data, the global activation energy may be computed. It should, however,
be noted that the use of Eq. (5.23) is limited because of the simultaneous influence
of equivalence ratio (φ) and adiabatic flame temperature Tb on m
0. Egolfopoulos &
Law [44] overcame the latter issue by fixing the equivalence ratio at stoichiometry
and altering the flame temperature through variation of the nitrogen concentration.
The value obtained, based on their experimental data, for stoichiometric methane
is slightly higher than the value of Dryer & Glassman [43]. A similar estimate may
be performed for hydrogen close to stoichiometry. Egolfopoulos & Law [45] fixed
the stoichiometry at φ = 1.058 and diluted the mixture with nitrogen to vary the
flame temperature. At a flame temperature of Tb = 2100 K a laminar burning
velocity u0L = 1.44 m/s is obtained and at Tb = 1700 K u
0
L = 0.62 m/s giving a
global activation energy of Ea = 125 kJ/mol assuming ρu = constant, slightly lower
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Figure 5.4: Flamelet reaction rates at 328 K in reaction progress variable space for
the rich (φ = 1.6) H2 (—), stoichiometric CH4 (- - -) and C2H6 (− · −) assuming
equal diffusivities.
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Figure 5.5: Arrhenius plot of the computed laminar burning rate of the diluted lean
(φ = 0.88) methane-oxygen-nitrogen flames (—), stoichiometric methane-oxygen-
nitrogen flames (- - -), stoichiometric ethane-oxygen-nitrogen flames (−·−) and rich
(φ = 1.6) hydrogen-oxygen-nitrogen flames (· · · ).
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than the value of Shepherd [158]. A summary of the range of global activation
energies and Zeldovich numbers may be found in Table 5.2 where temperatures are
from the data of Abdel-Gayed et al. [1]. A comparison between the fuels reveal
that the Zeldovich number is lower for hydrogen compared to methane. Ethane,
on the other hand, has the lowest value. The latter finding is somewhat surprising
— one would expect hydrogen to have the lowest β-value. To further investigate
the fuel-air mixtures, the global activation energies and the Zeldovich numbers were
also computed using detailed chemistry. The approach follows the methodology of
Egolfopoulos & Law [44], described above, the stoichiometries are fixed and the flame
temperatures varied through different levels of nitrogen dilution. The conditions and
fuel-oxygen-nitrogen mixtures are given in Appendix B and the result in Fig. 5.5
and in Table 5.3. As suspected, the β-value of hydrogen is significantly lower than
the value of ethane.
Table 5.2: Global activation energies and Zeldovich numbers from
literature
Fuel Tu [K] Tb [K] Ea [kJ/mol] β ref
CH4 328 2223 188 8.67 [1]
328 2223 200 9.22 [43]
328 2223 215 9.92 [44]
C2H6 328 2257 117 5.33 [1]
H2 328 2211 160 7.41 [1]
328 2211 134 6.21 [158]
328 2211 125 5.79 [45]
Table 5.3: Computed global activation energies and Zeldovich num-
bers as predicted in the current work.
Fuel φ Tu [K] Tb [K] Ea [kJ/mol] β
CH4 0.88 328 2091 197 9.55
CH4 1.00 328 2194 196 9.14
C2H6 1.00 328 2253 168 7.66
H2 1.60 328 2130 77 3.68
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5.3.2.3 Molecular transport terms
As discussed above, at high Re numbers the molecular transport terms tend to be
small and the equal diffusivity approximation is invoked here in order to explore the
magnitude of their overall contribution. Laminar diffusion terms may be included
as an explicit correction at the leading edge of the flame. Consider the transport
equation of species mass fractions
ρ
∂Yα
∂t
+ ρu
∂Yα
∂x
=
∂
∂x
(
µ
Sc
∂Yα
∂x
)
+RαMα. (5.24)
Solving this equation for a flat laminar propagating premixed flame allows the dif-
fusion term ΓYα to be extracted as a function of x
ΓYα(x) =
∂
∂x
(
µ
Sc
∂Yα
∂x
)
. (5.25)
Since Yα(x) is a monotonic function of x, the diffusion term can be expressed as a
function of x, as shown in Eq. (5.25), or transformed into c through Eq. (5.20)
ΓYα(x) ⇒ ΓYα(c). (5.26)
The extracted diffusion terms in reaction progress variable space, assuming equal
diffusivities, for all the solved species can be viewed in Figs. 5.6 - 5.9. A way to
reduce the complexity of explicitly including effects of molecular transport for all the
solved species is to include the diffusion terms for the global step only. A convenient
feature of this simplified approach is that conservation of mass is ensured for the
additional terms. The diffusion terms for the global step may be viewed in Fig. 5.10.
The laminar diffusion terms are included as source terms
ωα = [H(c)−H(c− ξc)]ΓYα(c) +RαMα (5.27)
where H(c) is the Heaviside step function and ξc is a cut-off in reaction progress
variable space. The value of ξc is chosen to be the point where the flux changes
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Figure 5.6: Laminar diffusion terms at 328 K in reaction progress variable space for
a stoichiometric CH4 flame. CH4 (—), O2 (- - -), CO2 (− · −) and H2O (· · · ).
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Figure 5.7: Laminar diffusion terms at 328 K in reaction progress variable space for
a stoichiometric CH4 flame. H2 (—) and CO (- - -).
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Figure 5.8: Laminar diffusion terms at 328 K in reaction progress variable space for
a stoichiometric CH4 flame. H (—), O (- - -), OH (− · −), HO2 (· − −·) and CH3
(. . . ).
sign. Beyond this point it is assumed that the inner reaction layer of the flame
has been reached and that chemical reaction dominates. Before this point, the
function ωα is used in place of the actual chemical source term RαMα. The extracted
diffusion terms for the global step are evaluated in the same manner as the flamelet
reaction rates given by Eq. (5.21) and hence following the global reaction step of
Eq. (1.1) to ensure conservation of mass. Consider Eq. (5.24) rewritten in terms of
the reaction progress variable, c, and the introduction of a normalised coordinate
η = x/δL ⇒ δLdη = dx
ρ
Dc
Dt
=
1
δL
∂
∂η
(
µ
Sc
1
δL
∂c
∂η
)
+ ρSc (5.28)
where δL is the laminar flame thickness. The definition of the laminar flame thickness
is to some extent arbitrary, here it is evaluated for the full reaction progress variable
profile (i.e. for 0 ≤ c ≤ 1). The dynamic viscosity, µ, is independent of pressure
and is proportional to T 1/2 [175]. An approximation for the diffusion coefficient of
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Figure 5.9: Laminar diffusion terms at 328 K in reaction progress variable space for
a stoichiometric CH4 flame. C2H2 (—), C2H4 (- - -) and C2H6 (− · −).
Eq. (5.28) may thus be introduced
µ
Sc
∼ Aµµu(1 +
√
T c) (5.29)
where Aµ is a constant of the order of unity, µu is the viscosity of the fresh gases
and τ is given by Eq. (1.31). Eqs. (5.28) and (5.29) give
ρ
Dc
Dt
=
Aµµu
δ2L
∂
∂η
(
(1 +
√
T c)∂c
∂η
)
+ ρSc. (5.30)
Furthermore, if it assumed that the solution to Eq. (5.30) is self-similar for a range
of fuels and conditions c may be represented in a functional form, c = f(η). Several
authors have approximated the turbulent reaction progress variable profile using
an error function [20, 119]. An alternative function (Eq. 5.31), closely related to
the error function [20], is chosen here because the inverse function may easily be
expressed analytically.
c = f(η) =
1
1 + e−Acη
⇔ η = f−1(c) = 1
Ac
ln
(
c
1− c
)
(5.31)
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Figure 5.10: Laminar diffusion terms at 328 K in reaction progress variable space
for a stoichiometric CH4 flame assuming a global reaction step. CH4 (—), O2 (- -
-), CO2 (− · −) and H2O (· · · ).
In the above expression, it may be noted that η is not defined at the scalar bounds,
c = [0, 1]. In the computational procedure a cut-off value is introduced
η =
1
Ac
ln
(
c∗
1− c∗
)
(5.32)
where ε ≤ c∗ ≤ 1 − ε and ε = 1 × 10−6. A plot of Eq. (5.31) may be viewed in
Fig. 5.11 together with the normalised computed laminar profile of a stoichiometric
CH4 flame. Eq. (5.31) allows an analytical expression to be derived for the diffusion
term of Eq. (5.30)
Γc(η) =
Aµµu
δ2L
A2ce
−Acη
(1 + e−Acη)4
[
− 1 + e−2Acη +
√T (−1 + 3e−2Acη + 2e−3Acη)
(1 + e−Acη)2
]
(5.33)
where
Γc(η) =
Aµµu
δ2L
∂
∂η
(
(1 +
√
T c)∂c
∂η
)
. (5.34)
The behaviour of Eq. (5.33), which contains approximate spatial information through
the flame thickness parameter (δL), can be seen in Fig. 5.12. The parameters Ac,
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Figure 5.11: Reaction progress variable profiles in η-space at 328 K. Computed
profile using detailed chemistry and equal diffusivities, spatial coordinate normalised
by δL = 1 mm (—), functional form of Eq. (5.31) with A = 12 (- - -).
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Figure 5.12: Laminar diffusion terms in reaction progress variable space at 328 K.
Computed profile using detailed chemistry and equal diffusivities (—), diffusion term
model of equations (5.30) - (5.33) (- - -) with A = 12, Aµ = 1.0, τ = 6.0, δL = 1 mm
and µu = 1.9× 10−5 kgm−1s−1.
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Aµ and δL were obtained from laminar flame solutions and not used as fitting pa-
rameters. A comparison with the numerical solution reveals a close match at the
cold edge of the flame and acceptable agreement up to c ≈ 0.4. The latter value
corresponds to a temperature of ≥ 1000 K and hence to the region of the onset
of high temperature chemistry. The tipping point is slightly shifted towards lower
values in c-space for the curve represented by the above functional form due to the
discrepancies shown in Fig. 5.11. In order to transform Eq. (5.30) back to mass
fractions use is made of the definition of the reaction progress variable, (Eq. (5.20)).
ρ
DYF
Dt
= ρ
D
Dt
(
YF,u(1− c)
)
= −YF,uρDc
Dt
= −YF,uΓc(η)− YF,uρSc. (5.35)
The impact of the modelled diffusion term was evaluated by assuming an interchange
of major reactants and products in order to ensure conservation of mass. More
complete specifications of the composition vector are, of course, possible. However,
the simple functional form given in Eq. (5.36) was viewed as sufficient for evaluation
purposes. For each particle, the reaction progress variable is computed according to
Eq. (5.20) during the third fractional step. The computed c-value is then tranformed
into an η-value through Eq. (5.32) that determines the magnitude of the diffusion
term in c-space via Eq. (5.33). The diffusion term is then transformed back into fuel
mass fractions according to Eq. (5.35) and then added to the reaction rate. Consider
the global reaction step given by Eq. (1.1) then the source terms take the following
form
ωCxHy =
[
− [H(c)−H(c− ξc)]
YCxHy ,u
MCxHy
Γc(η) +RCxHy
]
MCxHy
ωO2 =
[
−
(
x+
y
4
)
[H(c)−H(c− ξc)]
YCxHy ,u
MCxHy
Γc(η) +RO2
]
MO2
ωCO2 =
[
x[H(c)−H(c− ξc)]
YCxHy ,u
MCxHy
Γc(η) +RCO2
]
MCO2
ωH2O =
[
y
2
[H(c)−H(c− ξc)]
YCxHy ,u
MCxHy
Γc(η) +RH2O
]
MH2O
(5.36)
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to ensure mass conservation. In all cases the rates of reaction (Rα) were evalu-
ated from the full chemistry solution. The current methodology thus includes the
effect of molecular transport and the scaling provided by the mixing model. The
former accounts for the laminar contribution while the mixing model provides the
turbulent counterpart. The approach is similar to the single scalar reaction progress
variable joint PDF calculations performed by Anand & Pope [4, 139]. In the latter
approach, however, the entire function ωα was prescribed while the above procedure
only amounts to an explicit correction to account for molecular transport towards
the cold edge of the flame.
5.4 Numerical procedure
In the current effort, turbulent burning velocities are calculated for a wide range
of fuels, stoichiometries and turbulence levels using a joint scalar transported PDF
method including finite rate chemistry effects. The approach is similar to that of
Hu˚lek and Lindstedt [69] and is based on the KPP theorem [136] — a steady one-
dimensional flat flame propagating in a uniform premixed mixture and a frozen
turbulence field. The turbulence field is characterised by a fluctuating velocity
component (u′) and the turbulent integral length scale (lT ), see Fig. 5.13. The
current approach is regarded to be sufficient for the present purposes. It should,
however, be noted that the detailed structure (flame thickness, turbulence levels
etc.) of the turbulent flames will be different compared to more sophisticated joint
velocity scalar approaches where turbulence production effects across the reaction
zone are included. On the other hand, solving for turbulence across the flame
without letting it decay requires special treatment; an additional source term is
usually added in the manner of Anand & Pope [4]. This additional source term
balances exactly the turbulence energy loss due to viscous dissipation.
The numerical procedure is based on a time dependent version of the parabolic
GENMIX [163] code extended to include a Monte Carlo part for the solution of the
joint scalar PDF. The governing equations have been transformed into one dimension
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Figure 5.13: 1D simulations schematically shown in the solved ω-space as given in
Appendix C.
in space and time, see Appendix C for details.
The equations are then discretised and solved numerically using the finite vol-
ume technique [171]. The starting point is the integration of the governing equations
over a control volume that surrounds the nodal point. An attractive feature of the
finite volume method is that the discretised equation has a clear physical meaning
— it constitutes a balance equation for the solved variable over the control volume.
Scalar values are stored at the nodal point while velocities are stored midway be-
tween the nodes. Storing at the same location may lead to convergence issues and
oscillations [48] in the velocity and pressure fields. To evaluate fluxes and gradients
at the cell (control volume) faces, the nodal values (scalar and velocity nodes) are
then linearly interpolated (central differencing scheme) to the cell faces. The re-
sulting system of linear algebraic equations are then solved using the tri-diagonal
matrix algorithm (TDMA) [171] to obtain the distribution of the solved variable at
the nodal points. The TDMA features forward elimination and back substitution.
The domain is discretised by means of 80 initially equi-distant cells with an ex-
pected average of 200, 800 or 1600 particles per cell (ppc). The time step was varied
between 1.0 × 10−7 ≤ ∆t ≤ 2.5 × 10−6 s as burning velocities increase exponen-
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tially for ∆t > 1.0× 10−5 s [115]. The turbulence integral length scale was fixed to
40 mm [1] for all flames considered unless otherwise stated. In past work featuring
hydrocarbon flames [69], the length scale was varied between 10 and 40 mm and
only a weak dependence was observed in accordance with the theoretical analysis
that suggests uT ∝ l1/8T [170]. Nevertheless, a length scale of 20 mm was also used
for H2 flames to further investigate the sensitivity.
5.5 Experimental data
The computed turbulent burning velocities are compared with the measured values
of Abdel-Gayed et al. [1]. The experimentally determined turbulent burning veloc-
ities are obtained from a cylindrical cast steel explosion bomb of 305 mm diameter
and 305 mm length. In each end plate, a 150 mm diameter concentric window of 25.4
mm thickness was fitted allowing the whole of the flame to be photographed. The
uniform and isotropic turbulence field was obtained using four identical eight-bladed
fans equispaced around the central circumference. Turbulent velocity fluctuations
were varied through changes in the fan speed between 50 and 167 Hz. The turbulent
burning velocities were determined through the double kernel method. That is, the
closing velocity of two propagating flame fronts of separate kernels was measured.
Flame propagation was recorded with a high speed camera at a maximum rate of
10000 frames/s. A 10 mW helium-neon laser was used to define the flame front
using the schlieren technique. The helium-neon laser light was focused firstly by a
microscope lens and secondly by a larger lens. The larger lens created a 100 mm
diameter beam of light that was reflected from a mirror and dichroic filter, through
the concentric windows of the explosion bomb. The turbulent velocity fluctuations
were determined under isothermal conditions by a forward scattering laser doppler
counting system. For this, a 2 W argon ion laser rated at 100 mW, was used.
In the sections below the computed turbulent burning velocities are compared
with the measured values of Abdel-Gayed et al. [1] marked as (◦). The experimental
data points correspond to a least square fit. The measured value from the explosion
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bomb differs from the turbulent burning velocity of a flame stabilised in a burner
due to an initial reduction of the eddy diffusivity and thereby a reduction of the
turbulent transport processes. The measured value is therefore lower than the fully
developed turbulent burning velocity. With the passage of time the developing
turbulent burning velocity will reach the value as if obtained from a burner. The
measured turbulent burning velocity is therefore corrected using a simple formula [1]
uT = u
∗
T [1− exp(−t¯)]1/2 (5.37)
where u∗T represents the fully developed turbulent burning velocity and t¯ is the
elapsed time divided by the Lagrangian eddy life time, given as 0.44lT/u
′. The cor-
rected values are marked with (2). Error bars are also included to give an estimate
of the scatter in the experiments. In order to be consistent, the data was non-
normalised using the values given by Abdel-Gayed et al. [1] and then normalised us-
ing the values given in Table 5.1. It should be pointed out that significant uncertain-
ties in experimentally determined turbulent burning velocities remain (cf. [119, 120])
and, accordingly, caution is required when making quantitative comparisons. More
recent investigations have been performed (e.g. [47, 101, 153]). However, data sets
are typically limited to very low turbulence levels [101, 153] or feature not fully
developed flames [47]. The mean turbulent reaction rate data are given by Cheng
& Shepherd [29] and Lawn & Schefer [101].
5.6 Results
Calculation methods for turbulent premixed flames based on an integral scale mixing
frequency (/k), such as the Eddy-Break-Up closure, can be expected to result in
a linear relationship uT ∝ u′ [62]. It is hence natural to present result on this
basis [4, 115] and the uT/u
′ normalisation has the further benefit of emphasising
deviations at high Da numbers. A KPP type analysis (see Section 5.2 for details)
of a variant of the BML closure suggests a constant of proportionality ' 1.5 for
lean and stoichiometric methane flames [62]. The result is in good agreement with
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computations using transported PDF methods with the source term extracted from
laminar flame solutions [110] using the conventional closure for the scalar dissipation
rate (C∗φ = 0.0) as discussed in Section 5.3.2.
5.6.1 Standard closure for the scalar dissipation rate
Application of the standard closure for the scalar dissipation rate given by Eq. (3.41)
with Cφ = 2.0 for the rich hydrogen fuel mixture without the diffusion correction
term reveals a linear scaling in terms of turbulence intensity variations and con-
trasts qualitatively with the experimental data of Abdel-Gayed et al. [1] as shown in
Fig. 5.14. The linear scaling is qualitatively incorrect and consistent with the earlier
findings of Lindstedt & Va´os [115]. The solution at high Re numbers approaches
the correct value as may be anticipated due to the reduced importance of molecular
transport terms.
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Figure 5.14: Predicted turbulent burning velocities for the rich (φ = 1.6) hydrogen
flames (lT = 40 mm) using 1600 ppc. Experimental data, measured (◦), corrected
for fully developed flames (2) and error bars by Abdel-Gayed et al. [1]. Mixing time
scale expression given by Eq. (3.41) with Cφ = 2.0 (—).
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5.6.2 Extended closure for the scalar dissipation rate
As shown by Lindstedt & Va´os [115], the scaling of turbulent burning velocities can
be improved with respect to turbulence intensity variations (Da number) through the
application of the extended closure for the scalar dissipation rate given by Eq. (5.13).
The latter closures introduces a scaling through the density and the Kolmogorov
velocity variations across the flame. Furthermore, a Le number scaling of the un-
strained laminar burning velocity is introduced to cover a range of fuel mixtures.
The computed turbulent burning velocities for the rich hydrogen flames using
the aforementioned scalar dissipation rate closures, still without diffusion term cor-
rection, shows a significant qualitative improvement in terms of the scaling with
respect to turbulence intensity variations as shown in Fig. 5.15. Two limiting cases
are shown: (i) The use of Eq. (5.14) with Cφ = 2.0 and C
∗
φ = 2.4 and (ii) Eq. (5.15)
with Cφ = 0.0 and C
∗
φ = 2.4. Predictions obtained using the extended scalar dis-
sipation rate closure without Le number compensation are also shown. Arguably,
the best overall quantative and qualitative agreement is achieved using the expo-
nential Le number scaling without the impact of the standard mixing time scale
expression (Cφ = 0.0). The impact of a reduction in lT to 20 mm is very modest as
also shown. For the stoichiometric methane flames the picture changes considerably,
qualitatively the predictions are very good for 0 < u′ < 16 m/s but quantitatively,
the computed turbulent burning velocities are grossly underpredicted as shown in
Fig. 5.16. The predicted turbulent burning velocities of stoichiometric ethane are
slightly low compared to the experimental data as shown in Fig. 5.17. Inspection
of the normalised turbulent reaction rates for methane and ethane for one selected
flame (u′ = 4 m/s) in reaction progress variable space reveals a qualitatively incor-
rect behaviour. The actual reaction rate for methane, shown in Fig. 5.18, is very low
at the cold edge of the flame, which explains the low turbulent burning velocities.
Ethane on the other hand show slightly higher flame front activity. For illustrative
purposes, the reaction rates are also compared with the normalised reaction progress
variable variance, assuming a bimodal PDF (c˜′′2 = c˜(1− c˜)). There are apparently
differences in the behaviour of the methane, ethane and hydrogen flames at the cold
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Figure 5.15: Predicted turbulent burning velocities for the rich (φ = 1.6) hydrogen
flames. Measured (◦), corrected for fully developed flames (2) [1]. lT = 40 mm;
τ−1φ via Eq. (5.13) with Cφ = 2.0 and C
∗
φ = 2.4, 1600 ppc (· · · ); τ−1φ via Eq. (5.14)
with Cφ = 2.0 and C
∗
φ = 2.4, 800 ppc (− · · ·−); τ−1φ via Eq. (5.15); Cφ = 0.0 and
C∗φ = 2.4, 800 ppc (—); lT = 20 mm; Cφ = 0.0 and C
∗
φ = 2.4, 800 ppc (- - -).
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Figure 5.16: Predicted turbulent burning velocities for stoichiometric (φ = 1.0)
methane flames (lT = 40 mm) using 1600 ppc. Experimental data, measured (◦),
corrected for fully developed flames (2) and error bars by Abdel-Gayed et al. [1].
τ−1φ given by Eq. (5.14) with Cφ = 2.0 and C
∗
φ = 2.4 (—)
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Figure 5.17: Predicted turbulent burning velocities for the stoichiometric ethane
flames (lT = 40 mm) using 1600 ppc. Experimental data, measured (◦), corrected
for fully developed flames (2) and error bars by Abdel-Gayed et al. [1]. τ−1φ given
by Eq. (5.14) with Cφ = 2.0 and C
∗
φ = 2.4 (—).
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Figure 5.18: Predicted average normalised turbulent reaction rate for stoichiometric
methane (- - -) and stoichiometric ethane (− · −) using 1600 ppc, u′ = 4 m/s,
lT = 40 mm, τ
−1
φ given by Eq. (5.14) with Cφ = 2.0 and C
∗
φ = 2.4 . Normalised
progress variable variance, c˜(1− c˜) (—).
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edge of the flame. This observation is consistent with the earlier discussion regarding
flame front activity and Zeldovich numbers of the different fuels in Section 5.3.2.1.
As shown in Fig. 5.4, hydrogen is comparatively active at the flame front as indicated
by the low Zeldovich number. Ethane has a higher flame front activity as indicated
by the Zeldovich number as compared with methane. An interesting observation
is that the recent study by Lindstedt & Va´os [115], where stoichiometric methane
flames were computed under similar conditions using an extracted flamelet source
term, indicate excellent agreement with measurements.
5.6.3 Implicit impact of molecular transport
Application of the combined flamelet and chemical source terms (see Fig. 5.2) given
by Eq. (5.19) together with the extended mixing time scale closure including the Le
number scaling yields a satisfactory agreement between predictions and experimental
data for all hydrocarbon flames considered.
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Figure 5.19: Predicted turbulent burning velocities for lean (φ = 0.88) methane
flames (lT = 40 mm) using 200 ppc. Experimental data, measured (◦), corrected for
fully developed flames (2) and error bars by Abdel-Gayed et al. [1]. τ−1φ given by
Eq. (5.14) with Cφ = 2.0 and C
∗
φ = 2.4 (—).
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Figure 5.20: Predicted turbulent burning velocities for stoichiometric (φ = 1.0)
methane flames (lT = 40 mm) using 200 ppc. Experimental data, measured (◦),
corrected for fully developed flames (2) and error bars by Abdel-Gayed et al. [1].
τ−1φ given by Eq. (5.14) with Cφ = 2.0 and C
∗
φ = 2.4 (—)
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Figure 5.21: Predicted turbulent burning velocities for stoichiometric (φ = 1.0)
ethane flames (lT = 40 mm) using 200 ppc. Experimental data, measured (◦),
corrected for fully developed flames (2) and error bars by Abdel-Gayed et al. [1].
τ−1φ given by: Eq. (5.14) with Cφ = 2.0 and C
∗
φ = 2.4 (—), Eq. (5.15) with Cφ = 0.0
and C∗φ = 2.4 (- - -).
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The overall agreement for the slightly lean (φ = 0.88) methane flames shown
in Fig. 5.19 is general good and well within experimental uncertainties. For low
u′, the predictions are in excellent agreement with the experimental data while for
higher u′, the predicted value is slightly low. The same trend can be seen for the
stoichiometric methane flames in Fig. 5.20. The latter finding may seem inconsistent
with the recent calculations of Lindstedt & Va´os [115], but in their work the Cφ and
C∗φ constants were set to 4.0 and 4.8, respectively. As indicated by Eq. (5.7), an
increase of the reaction rate constant by a factor of two theoretically increases the
turbulent burning velocity by a factor of
√
2.
For the ethane flames shown in Fig. 5.21, the linear Le number scaling result
in a slight over-prediction, especially for higher u′ as compared to the experimental
data. At low u′ a reasonable agreement is achieved. The predictions using the
exponential Le scaling with the fractal mixing time scale expression only (Cφ = 0.0)
improves the predictions overall. The latter finding is consistent with the hydrogen
predictions presented above.
Although being attractive due to its simplicity, the major disadvantage with the
current approach is the inability to predict extinction/re-light phenomena.
5.6.4 Explicit impact of molecular transport
The inclusion of the explicit laminar diffusion correction was initially explored using
the extracted diffusion terms shown in Fig. 5.10. That is, the laminar diffusion
terms are included according to Eq. (5.36) assuming equal diffusivities for the species
involved in the global reaction step. Turbulent stoichiometric methane flames using
200 ppc were initially evaluated to see the effect. The characteristic mixing frequency
is closed by Eq. (5.14) with Cφ = 2.0 and C
∗
φ = 2.4. In Fig. 5.22, the predictions
are shown and compared with the experimental data of Abdel-Gayed et al. [1]. The
scaling in terms of u′ variations is preserved but the actual level is slightly too high
but within the experimental uncertainty. The result is encouraging and motivates
the inclusion of the modelled correction term.
The inclusion of the explicit laminar diffusion correction derived above, was
Burning velocity predictions using transported PDF methods 179
0 10 20 30 40
u’/uL
0
1
2
3
4
u
T/
u’
Figure 5.22: Predicted turbulent burning velocities for the stoichiometric methane
flames (lT = 40 mm) using extracted diffusion terms and 200 ppc. Experimental
data, measured (◦), corrected for fully developed flames (2) and error bars by Abdel-
Gayed et al. [1]. τ−1φ given by Eq. (5.14) with Cφ = 2.0 and C
∗
φ = 2.4 (—).
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Figure 5.23: Predicted turbulent burning velocities for the stoichiometric methane
flames (lT = 40 mm) using 200 ppc. Experimental data, measured (◦), corrected
for fully developed flames (2) and error bars by Abdel-Gayed et al. [1]. Reaction
rate expression given by Eq. (5.36) with Ac = 12 and δL = 1 mm. τ
−1
φ given by
Eq. (5.14) with Cφ = 2.0 and C
∗
φ = 2.4, Aµ = 1.0 (· · · ), Aµ = 0.5 (- - -). τ−1φ given
by Eq. (5.15) with Cφ = 0.0 and C
∗
φ = 2.4, Aµ = 1.0 (—).
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Figure 5.24: Predicted turbulent burning velocities for the slightly lean (φ = 0.88)
methane flames (lT = 40 mm) using 200 ppc. Experimental data, measured (◦),
corrected for fully developed flames (2) and error bars by Abdel-Gayed et al. [1].
Reaction rate expression given by Eq. (5.36) with A = 12 Aµ = 1.0 and δL = 1 mm.
τ−1φ given by Eq. (5.15) with Cφ = 0.0 and C
∗
φ = 2.4 (—).
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Figure 5.25: Predicted turbulent burning velocities for stoichiometric ethane flames
(lT = 40 mm) using 200 ppc. Symbols as in Fig. 5.24 except δL = 0.7 mm.
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Figure 5.26: Computed reaction progress variable profiles, u′ = 1 m/s and lT =
40 mm. Predicted profile with diffusion term correction of Eq. (5.36) with Ac = 12,
Aµ = 1.0, δL = 1 mm and 200 ppc, τ
−1
φ given by Eq. (5.15) with Cφ = 0.0 and
C∗φ = 2.4 (—) and without diffusion term correction using 1600 ppc, τ
−1
φ given by
Eq. (5.14) with Cφ = 2.0 and C
∗
φ = 2.4 (- - -).
explored by computing stoichiometric CH4 flames using 200 ppc. The computed
results using the mixing time scale expression given by Eq. (5.14) with Cφ = 2.0,
C∗φ = 2.4 and Aµ = 1.0 are shown in Fig. 5.23. Consistent with the extracted
diffusion terms, a slight over-prediction can be observed. However, the improved
agreement compared with results obtained without laminar diffusion correction are
encouraging. The sensitivity to theAµ parameter was also investigated and a value of
Aµ = 0.5 improved predictions. The best overall agreement is obtained without the
standard mixing time scale expression (Cφ = 0.0) and the exponential Le number
scaling given by Eq. (5.15). The latter is encouraging since it is consistent with
the earlier findings obtained for the hydrogen flames. The same closure was also
applied to compute the slightly lean (φ = 0.88) methane flames. The predicted
turbulent burning velocities are slightly low compared to the measurements for high
Re numbers as shown in Fig. 5.24. In the high Da number limit, on the other
hand, the predictions are in excellent agreement with experimental data. Overall
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Figure 5.27: Computed reaction progress variable variance profiles, u′ = 1 m/s and
lT = 40 mm. Predicted variance with diffusion term correction of Eq. (5.36) with
Ac = 12, Aµ = 1.0, δL = 1 mm and 200 ppc, τ
−1
φ given by Eq. (5.15) with Cφ = 0.0
and C∗φ = 2.4 (—) and without diffusion term correction using 1600 ppc, τ
−1
φ given
by Eq. (5.14) with Cφ = 2.0 and C
∗
φ = 2.4 (- - -) and theoretical maximum variance
c˜′′2 = c˜(1− c˜) (· · · ).
the computed results are well within experimental uncertainties.
The computed stoichiometric ethane flames shown in Fig. 5.25 agress reasonably
well with experimental data, especially at high Da numbers. As expected, the
impact of the laminar diffusion correction term is significantly smaller compared to
the methane flames. Overall, it appears that the standard closure for the scalar
flux term in Eq. (5.18) is sufficient when combined with the extended closure for the
mixing frequency shown in Eq. (5.15), apart from at high Zeldovich numbers when a
comparatively simple analytical correction for the contribution of molecular diffusion
towards the leading edge can be applied. In Figs. 5.26 and 5.27, the predicted
profiles of the reaction progress variable and the reaction progress variable variance
are compared with the computed profiles without the modelled diffusion correction
term for one selected flame in the flamelet regime of combustion. The turbulence,
for the selected flame, is characterised by a turbulence intensity of u′ = 1 m/s and
a turbulent integral length scale of lT = 40 mm. The predicted reaction progress
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Figure 5.28: Predicted normalised turbulent reaction rates for stoichiometric CH4
flames, u′ = 1 m/s and lT = 40 mm. No diffusion model, 1600 ppc, τ−1φ via
Eq. (5.14), Cφ = 2.0 and C
∗
φ = 2.4 (- - -). Diffusion model of Eq. (5.36), 200 ppc,
τ−1φ via Eq. (5.15), Cφ = 0.0, C
∗
φ = 2.4, Ac = 12, Aµ = 1.0 and δL = 1 mm (—).
Experimental data: Cheng & Shepherd [29] (◦) and Lawn & Schefer [101] (•).
profile for the case with laminar diffusion correction is close to the shape of an
error function, a function commonly used to represent turbulent c˜-profiles [20, 119],
while the predictions without the correction term has an extended leading edge of
the flame due to the low reaction rate in this region. The predicted peak value of
the variance is significantly lower than the theoretical c˜′′2 = c˜(1 − c˜) for the case
without laminar diffusion correction while a significant improvement can be seen
both in terms of the shape and the peak value for the case with the correction
term. A slight shift towards fresh gases can also be observed. Similar to the work of
Lindstedt & Va´os [115], the mean reaction rate predictions are shown in Fig. 5.28.
In the latter figure, the normalised turbulent reaction rates are shown for the cases
with and without diffusion correction together with the experimental data of Cheng
& Shepherd [29] and Lawn & Schefer [101]. The measured reaction rates of Cheng
& Shepherd are obtained for a range of burner geometries including rod-stabilised v-
flames, tube stabilised conical flames and flames stabilised in stagnation point flow.
The measured turbulent rates are consistent and independent of burner geometry
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or flame type. All flames are in the wrinkled laminar flamelet regime of combustion.
Lawn & Schefer determined the position of the flame front through planar laser-
induced fluorescence. The ensemble average of a collection of 200 images allowed
the statistics for the 2-D flamelet surface density to be measured. The fuel was a
mixture of 75% CH4 and 25% H2 at equivalence ratio 0.9. The prediction using
the diffusion correction term with Cφ = 0.0 and C
∗
φ = 2.4 agrees comparatively well
with experimental data while significant deviations can be seen for the predictions
without the correction term.
5.7 Summary
The ability of a transported PDF method closed at the joint scalar level to predict
the turbulent burning velocity data of Abdel-Gayed et al. [1] has been evaluated. It
is shown that the standard closure for the scalar dissipation rate results in a quali-
tatively incorrect behaviour in terms of the turbulent burning velocity scaling with
respect to turbulence intensity variations. An extended scalar dissipation rate clo-
sure, featuring a scaling on the Kolmogorov velocity, provides a qualitatively correct
behaviour at all Damko¨hler numbers for all tested fuels. Reasonable quantitative
agreement was also obtained for the C2H6 and H2 flames. In the case of fuel-air mix-
tures with Lewis numbers departing from unity, the introduction of a Lewis number
scaling in the model for the mixing frequency is found to be beneficial. The results
suggest that fuels with Zeldovich numbers not greater than ethane can be computed
directly with the current methodology and that a derived additional analytic term
that explicitly takes into account the impact of molecular transport at the leading
edge of the flame can alleviate difficulties encountered for less reactive fuels. The
approach can readily be extended to incorporate differential transport of energy. It
may be noted that the current results were obtained with a comparatively simple
mixing model and that further improvements can be expected by the application of
models that enforce locality in composition space.
Chapter 6
Simulation of a partially premixed
flame in an industrial burner
6.1 Introduction
The introduction and development of lean (partially) premixed prevaporised (LPP)
combustion systems in industrial gas turbines has led to a significant reduction of
nitric oxides (NOx) compared to conventional non-premixed diffusion-type flame
techniques. On the other hand, lean mixtures make the system very sensitive to
shear layer instabilities and equivalence ratio fluctuations producing vortex shed-
ding, steep velocity gradients, non-uniform heat release and local extinction/re-
ignition phenomena. The occurrence of combustion instabilities and the coupling
to acoustic waves might cause severe damage to the combustion chamber [42], even
though the amplitudes of the pressure fluctuations are of the order of a few per-
cent [175] of the operating pressure. Other key aspects of a practical combustion
system are suppressed part load emissions and stable operation over a wide range
of load conditions, fuels and equivalence ratios. These features might be possible
to achieve to some extent by considering Rich-Quench-Lean (RQL) pilot [60] sta-
bilisation of the swirling main flame or the flameless oxidation principle [114] or
a combination of both. The RQL piloting system features a small pre-combustion
chamber generating a pool of radicals fed to the forward stagnation point of the
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swirling main flame. The flameless oxidation principle consists of mixing between a
jet of fuel and preheated air and dilution by products of combustion. The dilution
process generates lower overall temperatures and less air is needed for cooling of
the combustion chamber. A practical combustion system features complex aerody-
namics interacting with chemical reaction at a range of time scales. Numerical tools
that can deal with the relatively fast heat release and the slow pollutant formation
in the post flame region and at the same time predict global extinction/re-ignition
is a prerequisite.
In the review paper of Brewster et al. [23], it was concluded that transported
PDF methods are the most suitable approach for land-based gas turbines. The ap-
proach is general and applicable in non-premixed, partially premixed and premixed
modes and allow arbitrarily complex chemistry to be incorporated. Furthermore,
it is argued that joint velocity-scalar PDF are preferred over joint scalar approches
in order to include a higher order closure for transport in physical space. Anand
et al. [5, 6] computed two axi-symmetric laboratory non-premixed swirl combustor
configurations using the joint velocity-scalar-frequency transported PDF approach.
The thermochemistry for the swirling hydrogen diffusion flame was represented by a
single scalar, the mixture fraction, while a two-step chemical mechanism was applied
for the methane step-swirl combustor. Cannon et al. [24] simulated lean premixed
combustion in a axi-symmetric can combustor with a bluff body stabilised flame
using a reduced 5-step mechanism combined with the ISAT methodology. James et
al. [74] solved a piloted jet diffusion flame and a low-emissions premixed gas turbine
combustor using the joint scalar PDF method with in situ adaptive tabulation of the
chemistry and the k −  turbulence model. A 16-species 41-step C1 and a reduced
16-species 12-step C2 mechanism were applied and it was concluded that a C2 mech-
anism is a minimum requirement for accurate CO predictions. Furthermore, it was
also shown that the k−  model fails to predict the tangential (swirl) component of
velocity while the axial component were in reasonable agreement with experimental
data. The physical domains were represented by two-dimensional axi-symmetric ge-
ometries. James et al. [75, 76] applied the Eulerian and the Lagrangian joint scalar
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transported PDF method to three three-dimensional geometries and concluded that
both approaches can be used in practical combustor design. It was also shown that
it was possible to obtain reasonable results with as little as 10 ppc [76] in the case of
a Lagrangian approach. The k−  model was applied in both cases. More examples
can be found in the recent review paper by Haworth [68].
6.1.1 The present contribution
In the current Chapter simulations of a small gas turbine burner is performed at
realistic gas turbine operating conditions. The partially premixed flame is swirl
stabilised through the formation of a central recirculation zone. Adopted closures
range from Reynolds stress/gradient diffusion/presumed PDF (PPDF) to Reynolds
stress/transported PDF (TPDF) approaches. The purpose of the current work is
to (i) apply transported PDF methods in a fully unstructured three-dimensional
geometry, to further investigate (ii) the potentially low turbulent burning velocity
predictions in a practical flow situation due to the uncertainties of experimentally
derived values and modelling approaches (planar and spherical flames). No experi-
mental data are available at this time, instead two sets of simulations are performed
and compared. The PPDF simulation has dual purposes, to initialise the flow field
for the PDF solver and to get a reference solution. The reference solution represent a
“standard” solution in industry while the TPDF solution represents a more advanced
modelling technique which has the potential to accurately model extinction/re-light
and emissions — phenomena relevant to industry. In the present work, the node-
based Eulerian joint scalar transported PDF is applied and the chemistry is repre-
sented by the global mechanism of Jones & Lindstedt [81] featuring four reactions
and seven solved species (CH4, O2, H2O, CO2, H2, CO and N2).
6.2 Flow configuration
The current industrial gas turbine burner geometry represents a small pre-combustion
chamber, the RPL (Rich-Pilot-Lean) burner, that is operated predominantly in the
188 Chapter 6
fuel rich regime at a flame temperature higher than the main flame. This small
device has two major purposes: (i) it acts as an ignition burner, a small torch,
that ignites the pilot and the main burners. (ii) to support the main flame and to
widen the operating window of the main burner. The RPL burner constantly feeds,
over the entire load range, the forward stagnation point of the main burner with
energy. The energy transfer materialise in two ways, first through heat, since the
RPL burner is operated at a higher flame temperature as compared to the main
flame. Secondly, through radicals from the products of combustion of the fuel rich
flame.
The fuel and the oxidiser are introduced separately, but mixed before the en-
trance of the small combustion chamber. The air is introduced at the back end of
the plenum and is swirled as it enters the mixing channel where the fuel is intro-
duced. The fuel/air mixture enters the combustion chamber and forms the central
recirculation zone and thereby creating the shear layer that is used to stabilise the
(partially) premixed flame. The central recirculation zone recirculates the hot prod-
ucts of combustion to ensure a continuous combustion process.
6.3 Closure considerations
The node-based Eulerian joint scalar transported PDF approach described in Sec-
tion 4.3.2 is here applied to an industrial gas turbine burner geometry at realistic
conditions. The chemistry is represented by the global reaction scheme of Jones &
Lindstedt [81, 82], described in detail in Section 4.3.2.3.
In Chapter 4 it was indicated that the turbulent burning velocity is under-
predicted using the transported PDF approach and in Chapter 5 it was shown
that extended mixing frequency expressions and additional laminar diffusion terms
are needed in combination with Modified Curl’s model for flows approaching the
high Da number limit. The current flow is expected to approach the distributed
reaction zones or the well stirred reactor regime where the impact of the extended
mixing frequency and the laminar diffusion terms will weaken. Furthermore, sim-
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plicity and computational cost are increasingly important in three-dimensional cases
featuring unstructured grids. Therefore, the molecular mixing term in the transport
equation of the joint scalar PDF is closed by Modified Curl’s model described in
Section 3.3.3.1. During a small time increment ∆t, Npq pairs of particles out of N
are selected without replacement and Npq is given by Eq. (3.37) where βφ = 3.0
to ensure the correct decay rate of the scalar variance. The scalar dissipation rate
(τ−1φ ) is given by Eq. (3.41) and the standard value of 2.0 is maintained for Cφ.
6.4 Numerical procedure
The physical domain is represented by a 45◦ sector of the burner geometry. The
physical domain is discretised in control volumes by means of an unstructured mesh
featuring 5.0× 104 tetrahedral and hexahedral cells with a maximum cell skewness
of 0.85 and local refinement around the position of the flame front. The grid was
prepared using ANSYS Gambit and may be viewed in Fig. 6.1. The presence of
Figure 6.1: The unstructured grid featuring 5.0 × 104 tetrahedral and hexahedral
cells.
swirl does not allow the use of symmetry boundary conditions as mass is transfered
through these boundaries. Instead cyclic/periodic boundary conditions are applied
where appropriate and standard wall functions are applied on all walls. The air is
introduced at the back end of the plenum and is swirled as it enters the mixing
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channel where the fuel is introduced. The outlet boundary condition is located
downstream of the contraction. The velocity-pressure coupling is handled via a
PISO [73] algorithm allowing a free number of correctors.
6.4.1 Initialisation
Before the PDF solver is introduced, the flow field is initialised using the two-scalar
approach described in Section 4.3 — the joint β-bimodal presumed PDF approach.
Similar to the work in Chapter 4, propagating laminar premixed flames ranging
roughly from the lean to the rich limit (0.30 ≤ φ ≤ 4.00), are computed to obtain
primarily the laminar burning velocity (uL), the temperature (Tb) and the viscosity
(µb) of the burnt gases as a function of the mixture fraction. For these calculations
the C1 − C3 mechanism of Leung & Lindstedt [102] was applied. In this case,
however, the temperatures of the two streams are different which means that the
reactant temperature (Tu) is also a function of equivalence ratio as shown in Fig. 6.2.
This effect is taken into account in the laminar flame calculations and the result is
shown in Figs 6.3-6.4.
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Figure 6.2: Fuel/air mixture temperature as a function of equivalence ratio at 23.8
bar, TO = 757 K and TF = 300 K (—).
Simulation of a partially premixed flame in an industrial burner 191
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
φ [-]
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
u
L 
[m
/s]
Figure 6.3: Laminar burning velocity as a function of equivalence ratio for CH4 at
23.8 bar and temperatures according to Fig. 6.2 (—) [102].
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Figure 6.4: Adiabatic flame temperature as a function of equivalence ratio for CH4
at 23.8 bar and temperatures according to Fig. 6.2 (—) [102].
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For initialisation purposes, the governing equations are closed at the second
moment level for the velocity field while a gradient diffusion closure is used for
the scalar equations. The latter was considered appropriate as this closure level is
consistent with the level of closure of the PDF solver. The Reynolds stress model of
Jones & Musonge [83] was selected for this particular case as it has been validated
for swirling flows [84]. The mean reaction rate is closed by the fractal model given
by Eq. (1.57). A reaction rate constant of 4.0 was used to compensate for errors
introduced by the gradient diffusion assumption [108] for scalar transport.
Spatial numerical diffusion is minimised through a blending scheme with the
blending factor set to 0.5 for momentum and scalars and 0.0 for the turbulence
equations. Temporal discretisation is approximated by implicit Euler expressions
and the time step is limited to a local Courant number of 10 as a steady-state
solution is expected. The rather large time step require the use of under-relaxation
factors that limits the change of the variables during each time step. The under-
relaxation factors were set to 0.50 for mixture fraction, reaction progress variable and
turbulent kinetic energy dissipation, 0.25 for the remaining turbulence equations,
0.70 for momentum and 0.99 for pressure. The solution procedure is block structured
featuring a momentum/scalar block and a turbulence block and the solver was forced
to do a minimum of three iterations within each equation block. Furthermore, the
numerical procedure features convergence adaptive time step control including step
splitting on error. Convergence check is handled through four monitors, one for
pressure, one for each block and one overall. The block convergence monitors allowed
an error of 10−2, the overall 10−3 and the pressure 10−6.
6.4.2 The PDF solver
The steady state solution obtained with the PPDF closure is used as an initial
field for the PDF solver. Each computational cell is allocated with 100 particles
and particle values are initialised assuming a bimodal distribution followed by ten
virtual PDF solver steps to smooth the first initial guess. After the ten virtual
PDF solver steps, the PDF solver stops, and the field is initialised. The solution
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procedure is structured so that the FV and the PDF solvers are completely decoupled
but synchronised in time and the equations are solved in a fully transient manner.
After particle initialisation, the density and viscosity fields are fed back to the block
structured FV solver to update the velocity field during two FV steps. Within each
FV step the momentum and turbulence blocks are forced to do a minimum of three
iterations. The FV solver stops as the velocity field converges and particle values
are updated during a free number of steps to ensure synchronisation in time.
The settings for the FV solver are maintained from the presumed PDF approach
while the time step for the PDF solver is limited by requiring a turbulent time
scale resolution of 0.03. A larger value resulted in an upstream propagation of the
flame (i.e. an increase of the turbulent burning velocity). At time steps larger than
a critical value the turbulent burning velocities increase exponentially as shown by
Lindstedt & Va´os [115]. The particle values are ensemble averaged during eight PDF
solver time steps and the moments are under-relaxed to ensure numerical stability.
The under-relaxtion factor was set to 0.3.
6.4.3 Boundary conditions
Prescribed values of mass flow of air and fuel are specified at separate inlet bound-
aries. The amount of fuel and air into the system corresponds to a global equivalence
ratio of 1.4. The air and fuel temperatures are at 757 K and 300 K, respectively, and
the operating pressure is set to 23.8 bar. Cyclic boundary conditions and standard
wall functions are applied where appropriate. A small pressure drop is assumed over
the domain and the pressure at the outlet is specified to 23.5 bar.
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6.5 Results
In the current Section results of the PPDF and TPDF simulations are presented
and compared. The same closure level applies for the velocity field while the repre-
sentation of the scalar fields are different. In the presumed PDF approach only two
scalars are solved, the mixture fraction and the reaction progress variable. The tem-
perature is obtained from the look-up table. In the transported PDF approach, on
the other hand, the mass fractions of species CH4, O2, H2O, CO2, H2, CO, N2 and
temperature are solved scalars. In order to compare the scalar fields, temperature
and mixture fraction are selected as representative scalars. The mixture fraction
is not known directly from the transported PDF solution. From the species mass
fractions it is, however, possible to compute the mixture fraction via Eq. (4.7). All
results are time averaged.
Figure 6.5: Locations of the various cross sections
Results are presented at six different axial locations as shown in Fig. 6.5. The
first represents inlet conditions for the small combustor, while the follwing three
cross-sections are representative for the location of the flame. The last two axial
locations are representative for the combustion chamber where the first is roughly
at the backward stagnation point and the last position is at the throat. The radial
profiles are normalised by a characteristic radius (R0). Contour plots of the TPDF
simulation of the near field aerodynamics are shown in Figs. 6.6-6.9 and of the
predicted species mass fractions in Figs. 6.10-6.15.
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Figure 6.6: Computed axial velocity using the TPDF approach, 23.8 bar, TO = 757 K
and TF = 300 K.
Figure 6.7: Computed turbulence intensity using the TPDF approach, 23.8 bar,
TO = 757 K and TF = 300 K.
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Figure 6.8: Computed mixture fraction using the TPDF approach, 23.8 bar, TO =
757 K and TF = 300 K.
Figure 6.9: Computed temperature using the TPDF approach, 23.8 bar, TO = 757 K
and TF = 300 K.
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Figure 6.10: Computed mass fractions of CH4 using the TPDF approach, 23.8 bar,
TO = 757 K and TF = 300 K.
Figure 6.11: Computed mass fractions of O2 using the TPDF approach, 23.8 bar,
TO = 757 K and TF = 300 K.
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Figure 6.12: Computed mass fractions of H2O using the TPDF approach, 23.8 bar,
TO = 757 K and TF = 300 K.
Figure 6.13: Computed mass fractions of CO2 using the TPDF approach, 23.8 bar,
TO = 757 K and TF = 300 K.
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Figure 6.14: Computed mass fractions of H2 using the TPDF approach, 23.8 bar,
TO = 757 K and TF = 300 K.
Figure 6.15: Computed mass fractions of CO using the TPDF approach, 23.8 bar,
TO = 757 K and TF = 300 K.
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Figure 6.16: Predictions at the first cross-section, 23.8 bar, TO = 757 K and TF =
300 K. Top left(TL): Mean axial velocity, top right (TR): Turbulence intensity,
middle left (ML): Mixture fraction, middle right (MR): Temperature, bottom left
(BL): Mass fraction of CH4, bottom right (BR): Mass fraction of O2. Presumed (-
- -) and transported (—) PDF.
In Fig. 6.16, profiles of mean velocity, turbulence intensity, mixture fraction,
temperature and mass fractions of CH4 and O2 entering the small combustion
chamber are shown. The mean velocity and turbulence intensity profiles indicate a
rather poor grid resolution in this region. All scalar profiles, on the other hand, are
smooth. Small differences in the mixing patterns are noticeable between the PPDF
and TPDF closures. The mixture fraction profile of the PPDF closure has sharper
gradients than the TPDF profile. This finding is not surprising as the current TPDF
approach is first order accurate only. Figs. 6.17 and 6.18 show predictions at the
second cross-section that represents the first location across the flame front. Small
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Figure 6.17: Predictions at the second cross-section, 23.8 bar, TO = 757 K and TF =
300 K. TL: Mean axial velocity, TR: Turbulence intensity, BL: Mixture fraction, BR:
Temperature. Presumed (- - -) and transported (—) PDF.
differences may be noticed in the velocity fields at R/R0 larger than 0.35. At this
location the axial velocity becomes negative due to the central recirculation zone
formed by the swirling flow and the TPDF solution indicates a slightly stronger
recirculation zone. The mixture fraction profiles are almost identical with slightly
sharper gradients close to the location of the flame front for the PPDF solution while
the temperature rise occurs at the same position in both cases. At the back end of
the flame, the maximum temperature is reached immediately for the PPDF solution
while the kinetically controlled TPDF solution has a longer tail. From the predicted
species mass fraction profiles in Fig. 6.18 it is clear that reaction (i) dominates over
the competing fuel breakdown reaction (ii). Both reactions (i) and (ii) produces
CO and H2 which peaks at around R/R0 = 0.5 where the majority of the fuel is
consumed. A small increase can be seen in CO and H2 towards the centreline while
CO2 and H2O decreases. This is an indication that reactions (iii) and (iv) are re-
versed in this region. The velocity and scalar fields shown in Fig. 6.19 have the same
tendency as the previous cross-section. There are, however, differences in the flame
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Figure 6.18: Predictions at the second cross-section, 23.8 bar, TO = 757 K and
TF = 300 K. Mass fractions of TL: CH4, TR: O2, ML: H2O, MR: CO2, BL: H2,
BR: CO. Transported PDF (—).
structure towards the wall between the PPDF and TPDF solutions. The former has
a local temperature peak close to the wall while the reaction rates goes smoothly
to zero for the latter. The radial profiles of species mass fractions in Fig. 6.20 show
an identical behaviour compared to the ones shown in Fig 6.18 but the CO and H2
profiles are a bit smoother. At the fourth cross-section, at R/R0 > 0.6, differences
in the predicted mixture fraction profiles can be noticed as shown in Fig. 6.21. This
difference affects the computed temperature and shifts the peak of the expansion
to a larger radius for the PPDF as shown in the predictions of the velocity field.
The species predictions, shown in Fig. 6.22, indicates that the back end of the flame
(in axial direction) is approached as the majority of the reactants are consumed.
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Figure 6.19: Predictions at the third cross-section, 23.8 bar, TO = 757 K and TF =
300 K. TL: Mean axial velocity, TR: Turbulence intensity, BL: Mixture fraction,
BR: Temperature. Presumed (- - -) and transported (—) PDF.
At R/R0 > 0.8, a distinct CO2 peak appears due to the high temperature in this
region.
None of the cross-sections across the flame gives a clear indication of a signficant
difference in the turbulent burning velocities from the PPDF and TPDF solutions.
The fractal based mean reaction rate closure given by Eq. (1.57) has been applied
successfully in previous studies [129] at comparable conditions. In Chapter 5 it was
shown that the turbulent burning velocity is under-predicted for fuels with high
Zeldovich numbers, such as methane. The methane flames presented in Chapter 5
range from the flamelet regime to the distributed reaction zones regime as shown in
the Borghi diagram in Fig. 1.1. From the computational results in the current study
it is possible to estimate the Da and the Ka numbers and thereby the combustion
regime. From Fig. 6.3 the unstrained laminar burning velocity is known. The
current burner is operated at equivalence ratio of 1.4 and at the present conditions,
u0L = 0.31 m/s and δL = 0.1 mm. From the TPDF solution, the turbulence intensity
and the turbulent integral length scale may be obtained. At c˜ = 0.5, lT = 0.45 mm
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Figure 6.20: Predictions at the third cross-section, 23.8 bar, TO = 757 K and
TF = 300 K. Mass fractions of TL: CH4, TR: O2, ML: H2O, MR: CO2, BL: H2,
BR: CO. Transported PDF (—).
and q′ = 3.4 m/s givingDa = 0.41 andKa = 17.1 from Eqs. (1.6)-(1.7). The current
Da and Ka numbers indicates that at the present conditions the combustion regime
is the well stirred reactor regime and the reaction rate is solely controlled by chemical
kinetics. It is thus likely that the impact of molecular transport terms are small in
this regime.
The predicted axial velocity at cross-section five, roughly indicates the position
of the backward stagnation point, as shown in Fig. 6.23. The predicted mixture
fraction and temperature profiles, as well as species mass fractions shown in Fig. 6.24,
are almost flat at this cross-section indicating that combustion is completed. The
mean velocity profiles shown in Fig. 6.25 require further comments, the profiles
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Figure 6.21: Predictions at the fourth cross-section, 23.8 bar, TO = 757 K and TF =
300 K. TL: Mean axial velocity, TR: Turbulence intensity, BL: Mixture fraction,
BR: Temperature. Presumed (- - -) and transported (—) PDF.
are almost identical except the actual level which differs by the order of 7%. In
order for continuity to be satisfied the density fields between the presumed and the
transported PDF solutions must be different. The predicted density fields reveals a
difference of the same order as the velocity fields. The temperature predictions does
not explain the differences in the density fields as temperatures are within 10 K. In
the presumed PDF approach only two scalars are solved and the thermochemistry
is in principle represented by a global reaction step given by Eq. (1.1). In both
cases, the density is obtained from Eq. (1.28) which is a function of the molecular
weight (M). In the presumed PDF approach the molecular weight is obtained using
five species whereas in the transported PDF approach seven species are taken into
account and as a consequence, small differences in the density fields are inevitable.
All computed scalar profiles are flat at this location.
In Fig. 6.27 traces of the axial velocity close to the flame front at one location
along the first cross section are shown for the presumed and the transported PDF
approach. The presumed PDF approach has clearly converged to steady state while
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Figure 6.22: Predictions at the fourth cross-section, 23.8 bar, TO = 757 K and
TF = 300 K. Mass fractions of TL: CH4, TR: O2, ML: H2O, MR: CO2, BL: H2,
BR: CO. Transported PDF (—).
the transported PDF solution indicates a potential transient nature of this flow.
The time has been normalised by the residence time (tres) of the device. The total
simulation time for the presumed PDF approach is of the order of four residence
times while the transported PDF approach is limited to close to two residence times.
A fast fourier transform (fft) is performed to find the dominant frequencies from the
trace of the axial velocity in the transported PDF solution. A number of frequencies
are obtained ranging roughly from 800 - 1100 Hz. An extended simulation time is
required to capture lower frequencies. A dominant peak at around 70 kHz can also
be seen in the figure. The latter frequency is not physical, rather a consequence
of the switch (numerically induced) between the FV and PDF solvers, and is well
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Figure 6.23: Predictions at the fifth cross-section, 23.8 bar, TO = 757 K and TF =
300 K. TL: Mean axial velocity, TR: Turbulence intensity, BL: Mixture fraction,
BR: Temperature. Presumed (- - -) and transported (—) PDF.
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Figure 6.24: Predictions at the fifth cross-section, 23.8 bar, TO = 757 K and TF =
300 K. Mass fractions of TL: H2O, TR: CO2, BL: H2, BR: CO. Transported PDF
(—).
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Figure 6.25: Predictions at the sixth cross-section, 23.8 bar, TO = 757 K and TF =
300 K. TL: Mean axial velocity, TR: Turbulence intensity, BL: Mixture fraction,
BR: Temperature. Presumed (- - -) and transported (—) PDF.
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Figure 6.26: Predictions at the sixth cross-section, 23.8 bar, TO = 757 K and TF =
300 K. Mass fractions of TL: H2O, TR: CO2, BL: H2, BR: CO. Transported PDF
(—).
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Figure 6.27: Time trace of the axial velocity at the swirler channel exit, left: PPDF,
right: TPDF.
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Figure 6.28: Dominant frequencies using the TPDF approach based on the axial
velocity trace at the swirler channel exit. Left: Frequency peaks ranging roughly
from 800 - 1100 Hz. Right: Unphysical frequency at around 70 kHz obtained as a
result of the solution strategy.
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separated from any physical scales.
6.6 Summary
A small industrial gas turbine burner was computed at realistic conditions using
the joint β-bimodal presumed PDF approach and the node-based joint scalar trans-
ported PDF approach described in previous chapters. In both cases, the JM second
moment closure is applied for the velocity field. The computational domain is rep-
resented by a 45◦ sector and the geometry is discretised using an unstructured mesh
featuring 5.0 × 104 computational cells. The flame in this case is swirl-stabilised
and may be characterised as partially premixed. In the case of a presumed PDF
approach, a gradient diffusion type model, consistent with the level of closure for the
transported PDF approach, is applied to obtain closure for the unknown turbulent
scalar flux term. Again, the algebraic fractal-based flame surface density model is
used to close the mean reaction rate. In the case of a transported PDF approach,
closure for the molecular mixing term is obtained using Modified Curl’s model and
the chemistry is represented by a four-step global reaction scheme featuring seven
solved species. The presumed PDF solution has dual purposes, to initialise the flow
field for the PDF solver and to serve as a reference solution to compare the trans-
ported PDF predictions with due to lack of experimental data at these conditions.
Overall, the predictions are very similar using both methodologies. Of special inter-
est is the point of flame stabilisation in the two cases as the calculations in previous
chapters indicate that the computed turbulent burning velocity is rather low when
the transported PDF approach is applied, especially for cases approaching the high
Da number limit. In this particular case there are, however, no such indications
as the computed point of stabilisation are very similar in the two cases. A possible
explanation is that the current case is in the well stirred reactor regime in the Borghi
diagram — a regime that is well separated from high Da numbers. The presumed
PDF approach converges to steady state while the transported PDF approach indi-
cates a potential transient nature of this flow as a range of frequencies are obtained.
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The simulation time is, however, limited and comparison with experimental data is
required to confirm such findings.
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Summary and concluding remarks
The present thesis constitutes a modelling study of turbulent premixed or partially
premixed flames over a wide range of conditions using state of the art combustion
and turbulence closures. The cases studied are ranging from simple one-dimensional
propagating premixed flames to three-dimensional flames stabilised by swirl or stag-
nating turbulence. Each case is characterised in terms of the Borghi diagram and
the flames are ranging from the flamelet to the well strirred reactor regime. Some
important conclusions are drawn regarding the applicability of closures in different
combustion regimes. The models applied range from eddy viscosity based closures
to full second moment closures coupled with a presumed PDF approach for scalar
statistics to the joint scalar transported PDF approach coupled with a second mo-
ment closure for the velocity field.
7.1 The present contributions and conclusions
The isothermal and reacting opposed flows featuring fractal-generated turbulence
of Geipel [52] and Geipel et al. [53] have been studied numerically using different
classes of models. The case is characterised by a nozzle separation of one nozzle
diameter and in the reacting case, a methane-air mixture of equivalence ratio 0.9.
The computational domain is represented by a 90◦ sector of one of the nozzles and
the geometry is discretised using an unstructured hexahedral mesh featuring 3.5×105
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computational cells. In the isothermal case, the standard k− model along with the
transport equation based Reynolds stress models of Haworth & Pope [66, 67] (HP)
and Jones & Musonge [83] (JM) are applied and compared. In contrast to previous
studies (cf. [112, 121]), where the turbulence peak at the stagnation point were
significantly over-predicted, the standard k −  model performs comparatively well
in this case. Possible explanations are the significant increase in turbulent Reynolds
number as a result of the fractal-generated turbulence and the reduction in strain
along the centreline due to the largest fractal cross in the fractal plates. Predictions
along the stagnation plane and at the nozzle exit are also in a close agreement with
the experimental data. Both Reynolds stress models have a slight tendency to over-
predict the axial velocity fluctuation at the stagnation point. All turbulence models
tested are predicting a more narrow turbulence peak along the burner centreline
compared to the experimental data. The width in the experiments is a result of
stagnation point movement [53] which is not captured in the numerical approach
due to the use of symmetry boundary conditions. The predictions at the nozzle
exit are similar for all models tested. Overall the predictions are in a reasonable
agreement with the experimental data for both the HP and the JM models but the
HP model is in general closer to the experimentally derived values. The HP model
is therefore the only Reynolds stress model considered for the reacting opposed case.
In the reacting opposed case, the standard k−  and the HP models are applied
to close the unknown Reynolds stresses. Both models are applied together with a
gradient diffusion model for the unknown turbulent scalar flux term coupled with a
joint β-bimodal presumed PDF approach. The HP model is also combined with a
consistent [142] transport equation based closure for the turbulent scalar flux term,
with or without additional acceleration redistribution/scrambling models [108]. In
all these cases, the mean reaction rate is closed by the algebraic fractal-based flame
surface density model of Lindstedt & Va´os [108]. Furthermore, the HP model is
combined with the node-based Eulerian joint scalar transported PDF approach. In
this case, the molecular mixing term is closed by Modified Curl’s Model [41, 77]
and the chemistry is represented by the global reaction scheme for hydrocarbon
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combustion of Jones & Lindstedt [81, 82] featuring four reactions and seven solved
species. The experimental data in the reacting case is arguably conventionally av-
eraged while the solved quantities are represented by Favre averages. The latter
are therefore transformed into conventional averages using relations from the BML
theory. Both the standard k −  model and the HP model fails to predict the re-
acting opposed case when combined with a gradient diffusion model. In essence,
the predicted turbulent flame is too thin resulting in deviations in the mean axial
velocity profile along the burner centreline and, as a consequence, deviations are
observed in the turbulence profiles. The predictions along the stagnation plane are
in a reasonble agreement for both models. A significant improvement is achived
using the full second moment closure without additional acceleration redistribu-
tion/scrambling models. The computed flame thickness and the reaction progress
variable variance are in a very close agreement with the experimental data. As a
result, the computed mean axial velocity profile and the axial velocity fluctuation
along the burner centreline are reasonably well predicted with properties along the
stagnation plane. The addition of acceleration redistribution/scrambling models re-
sults in a slight over-prediction of the turbulent flame thickness. The axial velocity
fluctuation at the stagnation point is also over-predicted while the predicted tur-
bulent kinetic energy is approaching the measured value in contrast to the other
models. None of the models are able to predict the radial velocity fluctuation along
the burner centreline. Surprisingly, the experimental data suggests a higher radial
than axial velocity fluctuation at the stagnation point. In general, along the burner
centreline, the flow leaving the nozzle is purely axial and turbulence is produced in
the axial direction due to strain. The turbulent kinetic energy is unaltered but part
of the energy is redistributed to the radial component. One possible explanation is
stagnation point movement [53] in the radial direction in the experiments and this
movement is not captured in the simulations as the position of the stagnation point
is dictated by the symmetry boundary conditions. The application of the node-based
Eulerian joint scalar transported PDF approach combined with the HP model in-
dicates an under-prediction of the turbulent burning velocity as the peak value of
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the reaction progress variable is lower than the experimentally derived values and
values obtained with the algebraic fractal-based flame surface density model.
The ability of the transported PDF approach to predict turbulent burning veloc-
ities is explored in detail for a wide range of conditions and fuel/air mixtures as this
matter is of great importance in the development of practical devices as the prop-
agation speed will dictate the flame stabilisation point. The computed values are
compared against the experimental data of Abdel-Gayed et al. [1] for lean (φ = 0.88)
and stoichiometric CH4, stoichiometric C2H6 as well as the fuel rich (φ = 1.6) H2
flames. Turbulent burning velocities are computed for a wide range of Damko¨hler
numbers using detailed or systematically reduced chemistry. It is shown that the
standard expression for the scalar dissipation rate results in a qualitatively incor-
rect behaviour in terms of the turbulent burning velocity scaling with respect to
turbulence intensity variations. The turbulent burning velocity scales linearly with
turbulence intensities in contrast to the experimental data. The solution at high
Re numbers approaches the correct value for the hydrogen flames. The multi-scale
scalar dissipation rate closure proposed by Lindstedt & Va´os [115] that accounts for
the influence of the Da number is extended in a simple manner to include Le num-
ber effects in order to explore the sensitivity of predictions. The extended closure
results in a significant improvement in terms of the scaling of turbulent burning ve-
locities while the computed value is lower than the experimentally derived value for
the hydrocarbon fuels, especially for methane. Extracted turbulent reaction rates
indicates a rather low flame front activity compared to the reaction progress variable
variance expression from the BML theory. The low flame front activity is traced to
the mixing model and the impact of molecular transport on the turbulent burning
velocity is explored and analysed in terms of the Zeldovich (β) number through the
inclusion of an explicit analytical formulation. The results suggest that fuels with
Zeldovich numbers not greater than ethane can be computed directly with the cur-
rent methodology and that a derived additional analytic term that explicitly takes
into account the impact of molecular transport at the leading edge of the flame can
alleviate difficulties encountered for less reactive fuels. Also, computed turbulent
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reaction rates of methane are compared with the experimental data of Cheng &
Shepherd [29] and Lawn & Schefer [101] and a significant improvement is achieved
with the explicit correction term.
The node-based Eulerian joint scalar transported PDF approach is applied to
model a swirl-stabilised fuel-rich partially premixed methane flame in an industrial
gas turbine burner at realistic operating conditions. The chemistry is represented by
the global reaction scheme for hydrocarbon combustion of Jones & Lindstedt [81, 82]
featuring four reactions and seven solved species and the unknown molecular mixing
term is closed by Modified Curl’s Model in its standard form. The JM [83] model
is used to obtain closure for the unknown Reynolds stresses as this model have
been applied to swirling flows in previous studies [84]. The computational domain
is represented by a 45◦ sector with cyclic boundary conditions and the geometry
is discretised using an unstructured mesh featuring 5.0 × 104 computational cells.
The current case is expected to be in the distributed reaction zones or the well
stirred reactor regime. In the latter regime, all scales of turbulence can enter the
inner structure of the flame and all chemical time scales are longer than the relevant
turbulent time scale and the overall reaction rate is solely controlled by the chemical
kinetics. It is thus expected that the influence of additional explicit correction term
is small in this regime. To initialise the flow field, the JM model is combined
with a gradient diffusion model coupled with the joint β-bimodal presumed PDF
approach for scalar statistics. The initial solution also serves as a reference to
compare the transported PDF predictions with, due to the lack of experimental
data at these conditions. In this case, no major differences in the point of flame
stabilisation can be observed and it is shown that the case is in the well stirred
reactor regime. Furthermore, the solutions obtained with the two approaches are
very similar in general but the presumed PDF approach converges to steady state
while the transported PDF approach indicates a potential transient nature of this
flow as a range of frequencies are obtained.
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7.2 Suggestions for future work
• The experimental data for the isothermal and reacting opposed flows used in
the current study indicate a potential stagnation point movement. The stag-
nation point movement is a possible explanation for the high radial turbulence
intensity peak which is not captured with the use of symmetry boundary con-
ditions. It would therefore be useful to do a full three-dimensional transient
simulation as the next step.
• In the present work, the modified Curl’s model is used to close the molecular
mixing term in the evolution equation for the scalar PDF. For freely propagat-
ing turbulent premixed flames it appears that the use of the current mixing
model results in a low flame front activity for fuel-air mixtures with a rel-
atively high Zeldovich number. One possible way forward is to explore the
predictive capabilities of more recent mixing models such as the EMST model
of Subramaniam & Pope [166] applied to similar flames. A key feature of the
model is that it ensures localness in composition space.
• The strong impact of the mixing time scale expression prevails with multiple
scalars. It would be beneficial to formulate a more general expression that is
valid in both combustion mode extremes — for both diffusion and premixed
flames. Also, to alleviate the need to pre-compute input parameters. This is,
however, not a major concern for practical purposes since it is advantageous
to initialise the field using a simpler (flamelet) combustion closure.
• In the work of Lindstedt & Va´os [110] it is shown that more sophisticated clo-
sures for transport in physical space increases the predicted turbulent burning
velocity. A closure at the second moment level can be achieved on the basis of
the joint velocity-scalar transported PDF approach. On the other hand, a clo-
sure at this level significantly increases the complexity and the computational
burden. Instead, explore a possible intermediate step — to formulate algebraic
turbulence scalar flux models to increase the closure level of the transport in
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physical space term in the joint scalar PDF equation.
• Investigate the possibility of formulating a particle reactivity biased particle
interaction model to overcome the low flame front activity issue. In this case
the particles are not selected at random but selected based on their value of,
for example, the Jacobian. The idea is to mix a high reactivity particle with
a low reactivity particle. One issue is of course the violation of the locality
criterion. On the other hand, the modified Curl’s model does not satisfy this
criterion either.
• Investigate the potential of LES in combination with filtered density functions.
McDermott & Pope [126] have formulated models that converge to a DNS
at zero filter width and allow the inclusion of differential diffusion effects.
The major disadvantage is of course the extremly high computational burden.
Nevertheless, it appears to be a very promising approach that resolves many
of the known issues of RANS/PDF and traditional combustion modelling in
LES.
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Reduced and detailed mechanisms
Table A.1: Reduced hydrocarbon mechanism
No Reaction A n E
m3kmol−1s−1 Jmol−1
1 H +O2 ⇀↽ OH +O 0.2000E+12 0.00 0.7030E+05
2 O +H2 ⇀↽ OH +H 0.5120E+02 2.67 0.2630E+05
3 OH +H2 ⇀↽ H2O +H 0.1000E+06 1.60 0.1380E+05
4 OH +OH ⇀↽ H2O +O 0.3570E+02 2.40 -0.8840E+04
5 O2 +H +M ⇀↽ HO2 +Ma 0.2300E+13 -0.80 0.0000E+00
6 HO2 +H ⇀↽ OH +OH 0.1680E+12 0.00 0.3660E+04
7 HO2 +H ⇀↽ H2 +O2 0.4270E+11 0.00 0.5900E+04
8 HO2 +OH ⇀↽ H2O +O2 0.2890E+11 0.00 -0.2080E+04
9 HO2 +H ⇀↽ H2O +O 0.3000E+11 0.00 0.7200E+04
10 HO2 +O ⇀↽ OH +O2 0.3190E+11 0.00 0.0000E+00
11 H +H +M ⇀↽ H2 +M b 0.6530E+12 -1.00 0.0000E+00
12 H +H +M ⇀↽ H2 +M c 0.9200E+11 -0.60 0.0000E+00
13 H +H +M ⇀↽ H2 +Md 0.6000E+14 -1.25 0.0000E+00
14 H +H +M ⇀↽ H2 +Me 0.5490E+15 -2.00 0.0000E+00
15 H +OH +M ⇀↽ H2O +Mf 0.2200E+17 -2.00 0.0000E+00
16 O +O +M ⇀↽ O2 +Mf 0.1000E+12 -1.00 0.0000E+00
17 CO +OH ⇀↽ CO2 +H 0.4400E+04 1.50 -0.3100E+04
18 CO +HO2 ⇀↽ CO2 +OH 0.1500E+12 1.50 0.9893E+05
19 CO +O +M ⇀↽ CO2 +Mf 0.5300E+08 1.50 -0.1900E+05
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Table A.1: continued
No Reaction A n E
m3kmol−1s−1 Jmol−1
20 CO +O2 ⇀↽ CO2 +O 0.2500E+10 1.50 0.2000E+06
21 CH +O2 ⇀↽ CHO +O 0.7500E+11 0.00 0.0000E+00
22 CH + CO2 ⇀↽ CHO + CO 0.3400E+10 0.00 0.2900E+04
23 CH +O ⇀↽ CO +H 0.4000E+11 0.00 0.0000E+00
24 CH +OH ⇀↽ CHO +H 0.3000E+11 0.00 0.0000E+00
25 CH +H2O ⇀↽ CH2OH 0.5730E+10 0.00 -0.3150E+04
26 CH + CH2O ⇀↽ C2H2O +H 0.9460E+11 0.00 -0.2160E+04
27 CH + CH2 ⇀↽ C2H2 +H 0.4000E+11 0.00 0.0000E+00
28 CH + CH3 ⇀↽ C2H3 +H 0.3000E+11 0.00 0.0000E+00
29 CH + CH4 ⇀↽ C2H4 +H 0.6000E+11 0.00 0.0000E+00
30 CHO +H ⇀↽ CO +H2 0.9000E+11 0.00 0.0000E+00
31 CHO +O ⇀↽ CO +OH 0.3000E+11 0.00 0.0000E+00
32 CHO +O ⇀↽ CO2 +H 0.3000E+11 0.00 0.0000E+00
33 CHO +OH ⇀↽ CO +H2O 0.1000E+12 0.00 0.0000E+00
34 CHO +O2 ⇀↽ CO +HO2 0.4520E+15 -1.85 0.1468E+04
35 CHO +M ⇀↽ CO +H +Mg 0.1860E+15 -1.00 0.7110E+05
36 1CH2 +H2 ⇀↽ CH3 +H 0.7230E+11 0.00 0.0000E+00
37 1CH2 +H ⇀↽ CH +H2 0.7000E+11 0.00 0.0000E+00
38 1CH2 +O ⇀↽ CO +H +H 0.1500E+11 0.00 0.0000E+00
39 1CH2 +O ⇀↽ CO +H2 0.1500E+11 0.00 0.0000E+00
40 1CH2 +OH ⇀↽ CH2O +H 0.3000E+11 0.00 0.0000E+00
41 1CH2 +O2 ⇀↽ CO +OH +H 0.3000E+11 0.00 0.0000E+00
42 1CH2 + CO2 ⇀↽ CH2O + CO 0.3000E+10 0.00 0.0000E+00
43 1CH2 + CH3 ⇀↽ C2H4 + C 0.1800E+11 0.00 0.0000E+00
44 1CH2 + CH4 ⇀↽ CH3 + CH3 0.4270E+11 0.00 0.0000E+00
45 1CH2 +M ⇀↽ CH2 +Mh 0.1000E+11 0.00 0.0000E+00
46 CH2 +H2 ⇀↽ CH3 +H 0.3000E+07 0.00 0.0000E+00
47 CH2 +H ⇀↽ CH +H2 0.1100E+12 0.00 0.0000E+00
48 CH2 +O ⇀↽ CO +H +H 0.4880E+11 0.00 0.0000E+00
49 CH2 +O ⇀↽ CO +H2 0.3250E+11 0.00 0.0000E+00
50 CH2 +OH ⇀↽ CH +H2O 0.1130E+05 2.00 0.1256E+05
Reduced and detailed mechanisms 225
Table A.1: continued
No Reaction A n E
m3kmol−1s−1 Jmol−1
51 CH2 +OH ⇀↽ CH2O +H 0.2500E+11 0.00 0.0000E+00
52 CH2 +O2 ⇀↽ CO +H +OH 0.1642E+19 -3.30 0.1200E+05
53 CH2 +O2 ⇀↽ CO2 +H +H 0.3285E+19 -3.30 0.1200E+05
54 CH2 +O2 ⇀↽ CH2O +O 0.3285E+19 -3.30 0.1200E+05
55 CH2 +O2 ⇀↽ CO2 +H2 0.2630E+19 -3.30 0.1200E+05
56 CH2 +O2 ⇀↽ CO +H2O 0.2240E+20 -3.30 0.1200E+05
57 CH2 + CO2 ⇀↽ CH2O + CO 0.1100E+09 0.00 0.4187E+04
58 CH2 + CH2 ⇀↽ C2H2 +H +H 0.1200E+12 0.00 0.3320E+04
59 CH2 + CH3 ⇀↽ C2H4 +H 0.4000E+11 0.00 0.0000E+00
60 CH2O +H ⇀↽ CHO +H2 0.2180E+06 1.77 0.1255E+05
61 CH2O +O ⇀↽ CHO +OH 0.4150E+09 0.57 0.1156E+05
62 CH2O +OH ⇀↽ CHO +H2O 0.1130E+07 1.18 -0.1870E+04
63 CH2O +O2 ⇀↽ CHO +HO2 0.6000E+11 0.00 0.1700E+06
64 CH2O + CH3 ⇀↽ CHO + CH4 0.4090E+10 0.00 0.3700E+05
65 CH3 + CH3 ⇀↽ C2H5 +H 0.5000E+10 0.10 0.4436E+05
66 CH3 + CH3 ⇀↽ C2H
i,1
6 0.3600E+11 0.00 0.0000E+00
0.1270E+36 -7.00 0.1155E+05
67 CH3 +O ⇀↽ CH2O +H 0.8430E+11 0.00 0.0000E+00
68 CH3 +OH ⇀↽ CH2OH +H 0.1500E+12 0.00 0.3446E+05
69 CH3 +OH ⇀↽ 1CH2 +H2O 0.4000E+11 0.00 0.1047E+05
70 CH3 +OH ⇀↽ CH2O +H2 0.1024E+10 0.00 0.0000E+00
71 CH3 +OH ⇀↽ CH3O +H 0.5740E+10 -0.23 0.5828E+05
72 CH3 +O2 ⇀↽ CH3O +O 0.1320E+12 -0.23 0.1314E+06
73 CH3 +O2 ⇀↽ CH2O +OH 0.3300E+09 0.00 0.3740E+05
74 CH3 +HO2 ⇀↽ CH3O +OH 0.1800E+11 0.00 0.0000E+00
75 CH3 + CHO ⇀↽ CH4 + CO 0.1200E+12 0.00 0.0000E+00
76 CH3O +M ⇀↽ CH2OH +M 0.3010E+09 0.00 0.1704E+05
77 CH3O +H ⇀↽ CH2O +H2 0.2000E+11 0.00 0.0000E+00
78 CH3O +O ⇀↽ CH2O +OH 0.6000E+10 0.00 0.0000E+00
79 CH3O +OH ⇀↽ CH2O +H2O 0.1800E+11 0.00 0.0000E+00
80 CH3O +O2 ⇀↽ CH2O +HO2 0.6600E+08 0.00 0.1088E+05
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Table A.1: continued
No Reaction A n E
m3kmol−1s−1 Jmol−1
81 CH3O +M ⇀↽ CH2O +H +M 0.5450E+11 0.00 0.5650E+05
82 CH2OH +H ⇀↽ CH2O +H2 0.3000E+11 0.00 0.0000E+00
83 CH2OH +O ⇀↽ CH2O +OH 0.4220E+11 0.00 0.0000E+00
84 CH2OH +OH ⇀↽ CH2O +H2O 0.2400E+11 0.00 0.0000E+00
85 CH2OH +O2 ⇀↽ CH2O +HO2 0.6000E+10 0.00 0.0000E+00
86 CH2OH +M ⇀↽ CH2O +H +M 0.2300E+41 -8.00 0.1800E+06
87 CH3 +H ⇀↽ CH
j,2
4 0.2100E+12 0.00 0.0000E+00
0.6300E+18 -1.80 0.0000E+00
88 CH4 +H ⇀↽ CH3 +H2 0.3860E+04 2.11 0.3242E+05
89 CH4 +O ⇀↽ CH3 +OH 0.9033E+06 1.56 0.3550E+05
90 CH4 +OH ⇀↽ CH3 +H2O 0.1560E+05 1.83 0.1160E+05
91 C2H +H2 ⇀↽ C2H2 +H 0.5670E+08 0.90 0.8340E+04
92 C2H +O ⇀↽ CO + CH 0.1000E+11 0.00 0.0000E+00
93 C2H +OH ⇀↽ C2HO +H 0.2000E+11 0.00 0.0000E+00
94 C2H +O2 ⇀↽ CO + CO +H 0.9040E+10 0.00 -0.1910E+04
95 C2H +H2O ⇀↽ C2H2O +H 0.1140E+11 0.00 0.1660E+04
96 C2HO +H ⇀↽ 1CH2 +H 0.1000E+12 0.00 0.0000E+00
97 C2HO +O ⇀↽ CO + CO +H 0.9635E+11 0.00 0.0000E+00
98 C2HO +O2 ⇀↽ CO + CO +OH 0.1000E+11 0.00 0.0000E+00
99 C2HO +O2 ⇀↽ CO2 + CO +H 0.1000E+11 0.00 0.0000E+00
100 C2H2 +O ⇀↽ CH2 + CO 0.2893E+04 2.09 0.6535E+04
101 C2H2 +O ⇀↽ C2HO +H 0.4340E+04 2.09 0.6535E+04
102 C2H2 +OH ⇀↽ C2H +H2O 0.3370E+05 2.00 0.5858E+05
103 C2H2 +OH ⇀↽ C2H2O +H 0.3750E+04 1.70 0.4184E+04
104 C2H2 +O2 ⇀↽ C2HO +OH 0.2000E+06 1.50 0.1260E+06
105 CH2 + CO ⇀↽ C2H2O 0.6020E+06 0.00 0.0000E+00
106 C2H2O +H ⇀↽ CH3 + CO 0.1110E+05 2.00 0.8368E+04
107 C2H2O +H ⇀↽ C2HO +H2 0.1800E+12 0.00 0.3598E+05
108 C2H2O +O ⇀↽ CO2 + CH2 0.2000E+11 0.00 0.9603E+04
109 C2H2O +O ⇀↽ C2HO +OH 0.1000E+11 0.00 0.3350E+05
110 C2H2O +OH ⇀↽ CH2OH + CO 0.1020E+11 0.00 0.0000E+00
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Table A.1: continued
No Reaction A n E
m3kmol−1s−1 Jmol−1
111 C2H2O +OH ⇀↽ C2HO +H2O 0.7500E+10 0.00 0.8370E+04
112 C2H3 ⇀↽ C2H2 +Hk,3 0.2000E+15 0.00 0.1663E+06
0.4160E+39 -7.50 0.1904E+06
113 C2H3 +H ⇀↽ C2H2 +H2 0.3000E+11 0.00 0.0000E+00
114 C2H3 +O ⇀↽ C2H2O +H 0.3000E+11 0.00 0.0000E+00
115 C2H3 +OH ⇀↽ C2H2 +H2O 0.2000E+11 0.00 0.0000E+00
116 C2H3 +O2 ⇀↽ CHO + CH2O 0.3660E+10 0.00 -0.9900E+03
117 C2H3 +O2 ⇀↽ C2H2 +HO2 0.1500E+09 0.00 -0.9980E+03
118 C2H4 +H ⇀↽ C2H3 +H2 0.1325E+04 2.53 0.5121E+05
119 C2H4 +O ⇀↽ CH3 + CHO 0.1320E+06 1.55 0.1788E+04
120 C2H4 +OH ⇀↽ C2H3 +H2O 0.1570E+02 2.75 0.1746E+05
121 C2H5 +O2 ⇀↽ C2H4 +HO2 0.1020E+09 0.00 -0.9140E+04
122 C2H5 +O ⇀↽ CH3 + CH2O 0.6600E+11 0.00 0.0000E+00
123 C2H4 +H ⇀↽ C2H
j,4
5 0.3975E+07 1.28 0.5404E+04
0.4714E+13 0.00 0.3159E+04
124 C2H6 ⇀↽ C2H5 +Hj,5 0.8850E+21 -1.23 0.4277E+06
0.4900E+40 -6.43 0.4484E+06
125 C2H6 +H ⇀↽ C2H5 +H2 0.1445E+07 1.50 0.3100E+05
126 C2H6 +O ⇀↽ C2H5 +OH 0.1000E+07 1.50 0.2430E+05
127 C2H6 +OH ⇀↽ C2H5 +H2O 0.7226E+04 2.00 0.3616E+04
128 CH2 +M ⇀↽ C +H2 +H +M 0.1148E+12 0.00 0.2337E+06
129 CH +M ⇀↽ C +H +M 0.1000E+12 0.00 0.2680E+06
130 CH +H ⇀↽ C +H2 0.3000E+11 0.00 0.0000E+00
131 CH +OH ⇀↽ C +H2O 0.4000E+05 2.00 0.1250E+05
132 C +OH ⇀↽ CO +H 0.5000E+11 0.00 0.0000E+00
133 C +O2 ⇀↽ CO +O 0.1200E+12 0.00 0.1671E+05
134 C + CO2 ⇀↽ CO + CO 0.6000E+06 0.00 0.0000E+00
135 C + CH3 ⇀↽ C2H2 +H 0.5000E+11 0.00 0.0000E+00
136 C + CH2 ⇀↽ C2H +H 0.5000E+11 0.00 0.0000E+00
137 C2H + C2H ⇀↽ C2H2 + C2 0.1810E+10 0.00 0.0000E+00
138 C2H +H ⇀↽ C2 +H2 0.3610E+11 0.00 0.1183E+06
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Table A.1: continued
No Reaction A n E
m3kmol−1s−1 Jmol−1
139 C + C +M ⇀↽ C2 +M 0.1800E+16 -1.60 0.0000E+00
140 C2 +O ⇀↽ CO + C 0.3610E+12 0.00 0.0000E+00
141 C2 +O2 ⇀↽ CO + CO 0.8970E+10 0.00 0.4100E+04
142 C2H2 +O2 ⇀↽ C2H +HO2 0.1200E+11 0.00 0.3117E+06
Collision Efficiencies:
Ma: N2 = 0.4, O2 = 0.35, CO = 0.7, CO2 = 1.5, H2O = 6.5
M b: H2 = 0.0, CO2 = 0.0, H2O = 0.0
M c: All species= 0.0 except H2 = 1.0
Md: All species= 0.0 except H2O = 1.0
M e: All species= 0.0 except CO2 = 1.0
M f : H2 = 2.5, CO = 1.9, CO2 = 3.8, H2O = 12.0
M g: CH4 = 7.5, H2 = 2.5, CO = 1.9, CO2 = 3.8, H2O = 16.25
Mh: H = 20.0, H2O = 3.0, C2H2 = 4.0, C2H4 = 1.4, C2H6 = 2.2
M i: H2 = 1.1, N2 = 1.6, O2 = 1.9, CO = 1.9, CO2 = 3.3, H2O = 5.7
M j: H2 = 2.0, O2 = 1.5, CO = 1.5, CO2 = 3.0, H2O = 6.0
Mk: H2 = 2.0, O2 = 1.5, CO = 2.0, CO2 = 3.0, H2O = 5.0
Fall-off parameters for pressure dependent reactions:
1Fc = 0.38exp(−T/73.0) + 0.62exp(−T/1180.0) (Troe)
2Fc = 0.63exp(−T/3315.0) + 0.37exp(−T/61.0) (Troe)
3Fc = 0.35 (Linear)
4Fc = 0.24exp(−T/40.0) + 0.76exp(−T/1025.0) (Troe)
5Fc = exp(−T/3371.0) + 47.6exp(−16182.0/T ) (Troe)
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Table A.2: Detailed hydrogen mechanism
No Reaction A n E
m3kmol−1s−1 Jmol−1
1 H +O2 ⇀↽ OH +O 0.2000E+12 0.00 0.7030E+05
2 O +H2 ⇀↽ OH +H 0.5120E+02 2.67 0.2630E+05
3 OH +H2 ⇀↽ H2O +H 0.1000E+06 1.60 0.1380E+05
4 OH +OH ⇀↽ H2O +O 0.3570E+02 2.40 -0.8840E+04
5 O2 +H +M ⇀↽ HO2 +Ma 0.2300E+13 -0.80 0.0000E+00
6 HO2 +H ⇀↽ OH +OH 0.1680E+12 0.00 0.3660E+04
7 HO2 +H ⇀↽ H2 +O2 0.4270E+11 0.00 0.5900E+04
8 HO2 +OH ⇀↽ H2O +O2 0.2890E+11 0.00 -0.2080E+04
9 HO2 +H ⇀↽ H2O +O 0.3000E+11 0.00 0.7200E+04
10 HO2 +O ⇀↽ OH +O2 0.3190E+11 0.00 0.0000E+00
11 HO2 +HO2 ⇀↽ H2O2 +O2 0.1860E+10 0.00 0.6440E+04
12 H2O2 +H ⇀↽ H2O +OH 0.1000E+11 0.00 0.1500E+05
13 H2O2 +H ⇀↽ HO2 +H2 0.1700E+10 0.00 0.1570E+05
14 H2O2 +O ⇀↽ HO2 +OH 0.6600E+09 0.00 0.1660E+05
15 H2O2 +OH ⇀↽ H2O +HO2 0.7830E+10 0.00 0.5570E+04
16 H2O2 +M ⇀↽ OH +OH +M b 0.1200E+15 0.00 0.1900E+06
17 H +H +M ⇀↽ H2 +M c 0.6530E+12 -1.00 0.0000E+00
18 H +H +M ⇀↽ H2 +Md 0.9200E+11 -0.60 0.0000E+00
19 H +H +M ⇀↽ H2 +Me 0.6000E+14 -1.25 0.0000E+00
20 H +OH +M ⇀↽ H2O +M b 0.2200E+17 -2.00 0.0000E+00
21 O +O +M ⇀↽ O2 +M b 0.1000E+12 -1.00 0.0000E+00
Collision Efficiencies:
Ma: N2 = 0.4, O2 = 0.35, H2O = 6.5
M b: H2 = 2.5, H2O = 12.0
M c: H2 = 0.0, H2O = 0.0
Md: All species= 0.0 except H2 = 1.0
M e: All species= 0.0 except H2O = 1.0
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Global activation energies
Table B.1: Computed global activation energies based on stoichio-
metric CH4 mixtures with N2 dilution.
XCH4 XO2 XN2 u
0
L [m/s] ρu [kg/m
3] Tb [K] Ea [kJ/mol]
0.08678 0.1736 0.73962 0.331 1.027 2082
0.07985 0.1597 0.76045 0.251 1.028 1980
0.07394 0.1479 0.77816 0.193 1.028 1891
0.06885 0.1377 0.79345 0.146 1.029 1813
0.06441 0.1288 0.80679 0.110 1.029 1743
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Table B.2: Computed global activation energies based on slightly
lean (φ = 0.88) CH4 mixtures with N2 dilution.
XCH4 XO2 XN2 u
0
L [m/s] ρu [kg/m
3] Tb [K] Ea [kJ/mol]
0.07717 0.1754 0.74743 0.280 1.031 1978
0.07095 0.1612 0.76785 0.210 1.032 1879
0.06565 0.1492 0.78515 0.156 1.032 1791
0.06110 0.1389 0.80000 0.116 1.032 1712
0.05713 0.1298 0.81307 0.0856 1.033 1641
0.05365 0.1219 0.82445 0.0627 1.033 1576
0.05056 0.1149 0.83454 0.0455 1.033 1517
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Table B.3: Computed global activation energies based on stoichio-
metric C2H6 mixtures with N2 dilution.
XC2H6 XO2 XN2 u
0
L [m/s] ρu [kg/m
3] Tb [K] Ea [kJ/mol]
0.05357 0.1875 0.75893 0.440 1.072 2191
0.04839 0.1694 0.78221 0.337 1.068 2060
0.04412 0.1544 0.80148 0.250 1.064 1937
0.04054 0.1419 0.81756 0.189 1.059 1837
0.03750 0.1313 0.83120 0.141 1.056 1753
168
Table B.4: Computed global activation energies based on fuel rich
(φ = 1.6) H2 mixtures with N2 dilution.
XH2 XO2 XN2 u
0
L [m/s] ρu [kg/m
3] Tb [K] Ea [kJ/mol]
0.3827 0.1196 0.4977 3.543 0.689 2053
0.3652 0.1141 0.5207 3.224 0.705 1981
0.3493 0.1091 0.5416 2.935 0.720 1915
0.3347 0.1046 0.5607 2.671 0.733 1855
0.3212 0.1004 0.5784 2.432 0.746 1798
0.3088 0.0965 0.5947 2.218 0.757 1744
0.2973 0.0929 0.6098 2.020 0.767 1695
0.2867 0.0896 0.6237 1.842 0.777 1648
0.2768 0.0865 0.6367 1.678 0.786 1604
0.2675 0.0836 0.6489 1.528 0.795 1562
0.2589 0.0809 0.6602 1.389 0.803 1522
0.2507 0.0784 0.6709 1.263 0.810 1483
0.2431 0.0760 0.6809 1.146 0.817 1446
0.2360 0.0737 0.6903 1.040 0.824 1408
0.2292 0.0716 0.6992 0.946 0.830 1370
0.2228 0.0696 0.7076 0.868 0.836 1332
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Appendix C
Transformation to the t− ω
coordinate system
Parabolic flows are assumed to be steady, predominantly in one direction (the ve-
locity vector in that direction is nowhere negative) and without recirculation and
diffusion effects in that direction. Integration of the boundary layer type equations
proceeds until a steady state is reached in flame space. The stationary, statisti-
cally two-dimensional boundary layer governing equations have the general form in
cylindrical coordinates
∂ < ρ > u˜φ˜
∂x
+
1
r
∂ < ρ > rv˜φ˜
∂r
=
1
r
∂
∂r
[
rΓφ
∂φ˜
∂r
]
+ < ρ > S˜φ. (C.1)
Now, since the x-direction is the only predominant direction of the flow, convection
terms in any other direction are negligible, Eq. (C.1) reduces to
∂ < ρ > u˜φ˜
∂x
=
1
r
∂
∂r
[
rΓφ
∂φ˜
∂r
]
+ < ρ > S˜φ (C.2)
where the term on the left hand side may be rewritten due to continuity
< ρ > u˜
∂φ˜
∂x
+ φ˜
∂ < ρ > u˜
∂x︸ ︷︷ ︸
0
=
1
r
∂
∂r
[
rΓφ
∂φ˜
∂r
]
+ < ρ > S˜φ. (C.3)
233
234 Appendix C
Following Spalding [163], defining a stream function based cross-stream variable
allows Eq. (C.3) to be written in a compact form. The stream function Ψ is constant
along a streamline and is defined by (for fixed x)
∂Ψ = r < ρ > u˜∂r ⇔ 1
∂r
= r < ρ > u˜
1
∂Ψ
. (C.4)
Substitution of Eq. (C.4) in Eq. (C.3) gives
< ρ > u˜
∂φ˜
∂x
=< ρ > u˜
∂
∂Ψ
[
r2 < ρ > u˜Γφ
∂φ˜
∂Ψ
]
+ < ρ > S˜φ. (C.5)
Eq. (C.5) is the conservation differential equation in terms of Von Mises coordinates
x and Ψ. Now considering planar (r = 1) unsteady flows, divide by < ρ > and
assume that u˜ = 1 everywhere to transform [163] Eq. (C.5) into a one-dimensional
transient equation
∂φ˜
∂t
=
∂
∂Ψ
[
< ρ > Γφ
∂φ˜
∂Ψ
]
+ S˜φ. (C.6)
Spalding [163] proposed to use a normalized, dimensionless cross-stream variable ω
due to various problems with the rectangular x− y coordinates and the Von Mises
coordinates x−Ψ. ω is defined as
ω =
Ψ−ΨI
ΨE −ΨI (C.7)
where ΨI and ΨI are the values of Ψ at the I and E boundary, respectively. It
follows from the above definition that
(
∂
∂Ψ
)
x
=
1
ΨE −ΨI
(
∂
∂ω
)
x
. (C.8)
The transformation formulae from the x−Ψ to the x− ω coordinate system reads
(
∂
∂x
)
Ψ
=
(
∂
∂x
)
ω
+
(
∂
∂ω
)
x
(
∂ω
∂x
)
Ψ
(C.9)
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where the subscript is indicating what is held constant during the differentiation.
Substitution of Eq. (C.8) into Eq. (C.6) (e.g. Eq. (C.5)) and application of Eq. (C.9)
results in a general equation that describes conservation and transport of mass and
momentum [160]
∂φ
∂t
+ (a+ bω)
∂φ
∂ω
=
∂
∂ω
[
c
∂φ
∂ω
]
+ d (C.10)
where
a =
m˙′′I
ΨE −ΨI b =
m˙′′E − m˙′′I
ΨE −ΨI c =
< ρ > Γφ
(ΨE −ΨI)2 d = S˜φ. (C.11)
m˙′′I and m˙
′′
E represent the rate of mass transfer across the I and E boundary, re-
spectively, and are related to Ψ through the corresponding entrainment laws
∂ΨI
∂t
= −m˙′′I
∂ΨE
∂t
= −m˙′′E. (C.12)
For a steady propagating turbulent flame, the rate of mass transfer across the bound-
aries are given by the simple expression
m˙′′I = m˙
′′
E = −ρuuu = −ρbub = −ρuuT (C.13)
where subscripts u and b refers to unburned and burned gases, respectively. The
turbulent burning velocity, uT , is obtained from the reaction rate integral. Consider
Eq. (1.43)
ρuuT
dφ˜
dx
= −d < ρ > u˜
′′φ′′
dx
+ < ρ > S˜φ. (C.14)
Integration over entire physical space yields
ρuuT
(
φ˜
∣∣
∞ − φ˜
∣∣
0
)
= −
(
< ρ > u˜′′φ′′
∣∣
∞︸ ︷︷ ︸
=0
−< ρ > u˜′′φ′′∣∣
0︸ ︷︷ ︸
=0
)
+
∫ ∞
0
< ρ > S˜φdx (C.15)
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and the turbulent burning velocity is given by
uT =
∫∞
0
< ρ > S˜φdx
ρu
(
φ˜
∣∣
∞ − φ˜
∣∣
0
) . (C.16)
The methodology described above was applied by Spalding & Stephenson [160] in
the context of propagating laminar premixed flames.
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