If A is a dense subset of the integers, then A + A + A contains long arithmetic progressions. This problem has been studied by many people, but results of sparse sets are hard to obtain. In this paper, we prove that if A is a subset of the primes less than n with cardinality αn/ log n, then A + A + A contains a long arithmetic progression of length at least
Introduction
Arithmetic progressions in several kinds of sets are widely studied in recent years. A remarkable result was established by Bourgain [1] , showing that if A and B are subsets of {1, . . . , N } of size αN and βN , then A + B contains an arithmetic progression of length about exp(c(αβ log N ) 1/3 ). (In this section we always use c to denote an absolute positive constant, which can vary from time to time.) Green [8] improved this result to exp(c(αβ log N ) 1/2 − log log N ).
Fourier analysis played a large part in their proofs. Recently, Croot and Sisask [6] established a probabilistic technique, which is a powerful tool to deal with some problems in additive number theory. For example, long arithmetic progressions exist in A + B, where A and B are subsets of integers with small doubling constants. They, together with Laba, proved in [5] that if A and B are subsets of {1, . . . , N } of size αN and βN , then A + B contains an arithmetic progression of length at least exp(c(α log N/(log 2β −1 ) 3 ) 1/2 − log(β −1 log N )).
Though the exponent is still 1/2, same as in Green's theorem, to get a non-trivial result one of the sum sets is allowed to be dramatically sparse.
There is also a lower bound. Ruzsa [17] gave an ingenious construction of a set A ⊆ Z N with |A| = (1/2 − ε)N , but with A + A containing no arithmetic progressions of length exp(c ε (log N ) 2/3+ε ).
When one adds three or more sets together, longer arithmetic progressions can be obtained. Freiman, Halberstam and Ruzsa [7] showed that if A ⊆ Z N has cardinality αN , then A + A + A contains an arithmetic progression of length at least cαN cα 3 . Later Green [8] improved the result to
And another strategy was employed by Sanders [18] , giving the length at least
Note that all the above results concerning A + A + A only give non-trivial bounds on A with density α log log N/ log N . In this paper, we give results on subsets of the primes. Let P be the set of all the primes. Theorem 1. Suppose n is a large integer. There exist absolute positive constants c 0 , c 1 such that if A ⊆ P ∩ [1, n] has cardinality αn/ log n with α ≥ (1/ log log log n) c 0 , then A + A + A contains an arithmetic progression of length at least
Our approach is to modify Green's proof, showing that long arithmetic progressions exist in "upper level sets" of convolutions. Then we can convert additive structures from the integers to the primes by "W-trick".
To introduce "W-trick", we first mention Roth's theorem [16] , showing that any subset of positive integers of positive density contains non-trivial three-term arithmetic progressions. For current best known result, we refer the reader to Sanders [19] . Excitingly, Green [9] showed that any subset of primes of relative positive density also has this property. And later Roth's theorem was extended to Chen primes in [10] . Moreover, a celebrated theorem was proved by Green and Tao [11] , showing that the primes contain arbitrarily long arithmetic progressions.
"W-trick" is the strategy developed by Green and Green-Tao. The primes are embedded to a set behaving more 'pseudorandom', meanwhile slight density-increment is gained. For various applications, one can also see [3] , [13] , [14] , [15] ...
Circle method was used in [9] . And the modulus W cannot be large, subject to the prime number theorem of Siegel and Walfisz. So actually Green gave the following result: If A ⊆ P ∩ [1, N ] contains no non-trivial three-term arithmetic progressions, then
log log log log log N / log log log log N .
In [10] , an envelope sieve function was constructed. Using this function, together with the BrunTitchmarsh mean value theorem and Selberg's sieve, Helfgott and Roton [12] took advantage of large modulus and improved the result of Roth's theorem in the primes to
Borrowing the approach of Helfgott and Roton [12] , we can turn to sparser subsets of the primes.
Theorem 2. Suppose n is a large integer. There exist absolute positive constants c 0 , c 2 , c 3 such that if A ⊆ P ∩ [1, n] has cardinality αn/ log n with α ≥ (1/ log n) c 0 , then A + A + A contains an arithmetic progression of length at least
The present paper is organized as follows. In Section 2, we fix notation and introduce the basic theory of Fourier analysis on Z N . In Section 3, we show a modification of Green's theorem on long arithmetic progression in 3-fold sums. Then in Section 4 and Section 5, we prove Theorem 1 and Theorem 2, respectively.
Notations and Fourier Analysis
For a parameter k, we write f k g or f = O k (g) to denote the estimate f ≤ C k g for some positive constant C k depending only on k. For a set S, |S| denotes the cardinality of S and the characteristic function 1 S (x) takes value 1 for x ∈ S and 0 otherwise. S c is the complement of S. The sum set S + S := {s + s : s ∈ S, s ∈ S }. c, c 0 , c 1 , c 2 , . . . are positive absolute constants. We write Z N for the cyclic group Z/N Z and Z * N for the multiplicative subgroup of integers modulo N. And
Next we introduce Fourier analysis on Z N . If f : Z N → C is a function and S ⊆ Z N , we define
Let e N (x) := e 2πix/N . The Fourier transform and the Fourier inversion are the following
The L q , L ∞ , l q , l ∞ -norms are defined to be
Plancherel's equality tells that f L 2 = f l 2 . We also write
for convolution. One basic identity for convolution is f * g = f · g. For non-negative valued function f and g, it obeys that
Arithmetic Progressions in Sumsets
In this section, we will get an "upper level set" version of Green's theorem.
Proposition 3. Let A be a subset of [1, N ] with cardinality αN (α < 1/4). Then A + A + A contains an arithmetic progression P of length at least
and all elements x ∈ P lie in
Let Span(F ) be the set of all {−1, 0, 1}-linear combinations of elements of F , i.e.
Before we prove Proposition 3, we introduce the definition of restricted hereditarily non-uniform set. And to get information on the size of F , we need the next lemma from Chang [2] .
Lemma 6. Let B be a subset of Z N with cardinality βN and let R be the set of all ξ ∈ Z N for which | 1 B (ξ)| ≥ ρ|B|/N . Then there is a set Λ, |Λ| ≤ 250ρ −2 log β −1 , such that R ⊆ Span(Λ). Now it is enough for us to show the "lower level set" of convolution is restricted hereditarily nonuniform.
Proof of Proposition 3 : Let
For Γ ⊆ S c , we have
On the other hand,
So we have
It follows that
There exists some ξ 0 = 0 such that
With the trivial bounds | 1 A (ξ)| ≤ α and | 1 Γ (ξ)| ≤ |Γ|/N , we conclude that
Hence |G| ≤ 4α 
The function ν has 'pseudorandom' property. We have the following lemma, in which the first formula is a result of Siegel-Walfisz and the second one comes from [9] , Lemma 6.2.
Lemma 7.
For sufficiently large N and W , there is some D > 0 such that
and sup ξ =0
| ν(ξ)| ≤ 2 log log t/t.
We require Lemma 6.6 from [9] .
Lemma 8. For any λ > 0, we have f l 2+λ λ 1. Let δ and ε be two parameters to be determined later. Put
Denote β(x) = 1 B (x)N/|B| and f 1 := f * β * β. Since we have
Although the L 1 -norm of f 1 is large, the L ∞ -norm of it is not. Actually f 1 is a set-like function. (See [9] , Lemma 6.3) Lemma 9. There is an absolute positive constant c 4 such that if (ε/2π) c 4 δ −5/2 ≥ 3 log log t/t, then
(We mention that Lemma 6.3 in [9] is actually f 1 L ∞ ≤ 2/N . However, there is an additional 1/N factor in the definition of f in [9] . We give the proof of this lemma here to avoid confusion.)
Proof:
By Plancherel's equality,
Combining the upper bound of ν in Lemma 7 yields
Suppose N is large enough so that the O((log N ) −D ) term is less than 1/3. By the Pigeonhole Principle (or see [4] , Lemma 3), |B| ≥ (ε/2π) |R| N . And take λ = 1/2, Lemma 8 shows there is an absolute positive constant c 4 such that
which implies |R| ≤ c 4 δ −5/2 . Now we have
and Lemma 9 follows.
The meaning of the next lemma is that the behavior of f * f * f can be approximated by f 1 * f 1 * f 1 , where the former links with subsets in P, while the latter has large support in Z N .
Proof: By the Fourier inversion formula, we have
For ξ ∈ R, we have
By the triangle inequality, it follows that |1 − β 6 (ξ)| ≤ 6ε. Combining Lemma 8 (take λ = 1), we get
On the other hand, by Lemma 8 (take λ = 1/2) we have
Then the lemma follows.
Now let
which implies |A 1 | ≥ αN/96, provided that (ε/2π)
Applying Proposition 3 with A 1 , we conclude that A 1 + A 1 + A 1 contains an arithmetic progression P of length at least c 5 α
and all elements x ∈ P have the property
For these x ∈ P , the definition of A 1 shows that
Then from Lemma 10, we can conclude that
Calculation reveals that (2) and (3) can be satisfied provided 1 α log log log N log log log log N 
Since α is not too small, we can absorb the α and log α −1 terms. And the bound becomes N c 9 α 2 / log α −1 .
Then A + A + A contains an arithmetic progression of length at least n c 1 α 2 / log α −1 .
Proof of Theorem 2
Since |A| ≥ αn/ log n, there exists b with
Similarly as in Section 4 we can choose a prime N ∈ (
]. In the rest of this section, Fourier analysis is based on Z N . Let
The choice of N ensures that additive structures of A 0 + A 0 + A 0 in Z N can be identified with those in Z. Define g = log n log t 1 A 0 .
Define the spectrum R = {ξ ∈ Z N : | g(ξ)| ≥ δ} and the Bohr set B = {x ∈ Z N : sup
Using the envelope sieve function constructed in [10] and a restriction theorem for an upper bound sieve, one can conclude (see [12] , Lemma 2.2)
Using Lemma 11, we can get the next lemma, whose proof is similar to Lemma 10.
For such a large modulo W , we are not able to get an L ∞ control on g 1 . Luckily we still have an L 2 control on g 1 (see [12] , p. 778).
Lemma 13. If log ε −1 · δ −5/2 ≤ (1/2) log N , then
1.
(We mention that if one turns to [12] , the lemma is actually g 1 L 2 1/ N . However, the Fourier analysis in that paper is different from here. We have an additional 1/ N factor in the definition of L 2 -norm. And an N in the denominator is eliminated when we define g.)
Now let A 1 = {x ∈ Z N : g 1 ≥ α N /48}. By the previous lemma,
By the Cauchy-Schwarz inequality, it follows α/48 ≤ 1
Using Lemma 13 one can find that
The rest part of the proof is just like the proof of Theorem 1. Applying Proposition 3 with A 1 , one gets an arithmetic progression P in A 1 + A 1 + A 1 of length at least c 10 α 10 (log α −1 ) −2 N c 11 α 4 / log α −1 , with the property 1 A 1 * 1 A 1 * 1 A 1 (x) α 6 . For these x ∈ P , g 1 * g 1 * g 1 (x) α 9 and so does g * g * g(x)
if ε, δ 1/2 α 9 . Meanwhile, one can check that if α log log N log N
1/45
, then ε and δ can be chosen to satisfy log ε −1 · δ −5/2 ≤ (1/2) log N . (The exponent 1/45 is rather rough here.) Finally we can conclude that a genuine arithmetic progression of length at least c 2 α 5 (log α −1 ) −1 n c 3 α 4 / log α −1 lies in A + A + A.
