In this paper we propose three metaheuristic approaches, namely a Tabu Search, an Evolutionary Computation and an Ant Colony Optimization approach, for the edge-weighted k-cardinality tree (KCT) problem. This problem is an NP-hard combinatorial optimization problem that generalizes the well-known minimum weight spanning tree problem. Given an edge-weighted graph G = (V; E), it consists of ÿnding a tree in G with exactly k 6 |V | − 1 edges, such that the sum of the weights is minimal. First, we show that our new metaheuristic approaches are competitive by applying them to a set of existing benchmark instances and comparing the results to two di erent Tabu Search methods from the literature. The results show that these benchmark instances are not challenging enough for our metaheuristics. Therefore, we propose a diverse set of benchmark instances that are characterized by di erent features such as density and variance in vertex degree. We show that the performance of our metaheuristics depends on the characteristics of the tackled instance, as well as on the cardinality. For example, for low cardinalities the Ant Colony Optimization approach is best, whereas for high cardinalities the Tabu Search approach has advantages. ?
Introduction
The edge-weighted k-cardinality tree (KCT) problem 1 is a combinatorial optimization problem which generalizes the well-known minimum weight spanning tree problem. It consists of ÿnding in an edge-weighted graph G = (V; E) a subtree with exactly k edges, such that the sum of the weights ARTICLE IN PRESS is minimal. The problem was ÿrst described in [1] and it has gained considerable interest in recent years due to various applications, e.g. in oil-ÿeld leasing [2] , facility layout [3, 4] , open pit mining [5] , matrix decomposition [6, 7] , quorum-cast routing [8] and telecommunications [9] .
More formally, the KCT problem can be deÿned as follows. Let G = (V; E) be a graph with a weight function w : E → N + on the edges. We denote by T k the set of all k-cardinality trees in G. Then, the edge-weighted problem (G; w; k) consists of ÿnding a k-cardinality tree T k ∈ T k that minimizes
where E(T k ) denotes the edges of T k . Several authors have proved independently that the edgeweighted KCT problem is NP-hard [10, 11] . In [11] it has been shown that it is still NP-hard if ∀e ∈ E it holds that w(e) ∈ {1; 2; 3}, or if G =K n (the fully connected graph on n vertices). However, the problem is polynomially solvable if there are only two distinct weights. Several authors have considered special types of graphs. One of the results is that the problem is polynomially solvable if G is a tree [12] . The problem is also NP-hard for planar graphs and for points in the plane [11, 13] . Polynomial algorithms exist for the cases when all points lie on the boundary of a convex region and for graphs with bounded tree-width [11] .
Existing approaches
In the area of exact methods, a Branch and Cut algorithm based on detailed studies of the associated polyhedron has been developed and implemented in [14] . A Branch and Bound method is also described in [8] . In [15] , the number of connected components with k vertices is investigated. Under the assumption that the kth power of the maximum vertex degree of the graph is bounded from above by a polynomial, all the connected components with k vertices can be enumerated in polynomial time. Then, by enumerating the search space, the minimum-cost spanning tree of cardinality k can be found in polynomial time. This approach, however, has never been implemented.
A good range of heuristics has been proposed in [16] . The heuristics mentioned there are based on greedy and dual greedy strategies and also make use of dynamic programming. The implementations of most of the heuristics in [16] are documented in [17] . Other constructive heuristics have been presented in [8] .
Lately, authors have begun to apply metaheuristics [18] to the edge-weighted KCT problem. Metaheuristics include, but are not restricted to, Simulated Annealing (SA), Evolutionary Computation (EC), Tabu Search (TS), Ant Colony Optimization (ACO), and Iterated Local Search (ILS), in order of invention. Among the metaheuristic applications to tackle the edge-weighted KCT problem there is an EC approach that uses local search methods to improve solutions [19] , two TS methods [20] [21] [22] , a Variable Neighborhood Search (VNS) approach [23] and an ACO approach [24] .
Our contribution
First, we deÿne a simple neighborhood structure that can be very e ciently computed. This neighborhood structure deÿnes for every solution a neighborhood that is a subset of the neighborhood deÿned by the neighborhood structure proposed in [21] and used in [20] . Then, we propose three di erent metaheuristic approaches that make use of this neighborhood structure in di erent ways. The Tabu Search approach that we propose uses the neighborhood structure for performing moves, whereas the Evolutionary Computation and the Ant Colony Optimization approach incorporate black-box local search procedures that are also based on this neighborhood structure. Furthermore, our Tabu Search approach is characterized by a scheme for dynamically changing the length of the tabu lists. Our EC approach makes use of two heuristically guided crossover operators that were proposed in [25] to solve the node-weighted version of the KCT problem. Finally, our ACO approach is an improved version of the ACO approach that was proposed in [24] .
Research on metaheuristics for the edge-weighted KCT problem started in 1995, when the ÿrst metaheuristic approach was proposed. Until now, there is no set of commonly accepted and challenging benchmark instances. Furthermore, the approaches that were proposed so far were only tested on d-regular graphs (i.e., in a d-regular graph each vertex is connected to d other vertices), even though it was discovered before that the KCT problem appears to be especially hard to solve for grid graphs. However, in order to be able to compare our algorithms with already existing approaches, we ÿrst applied them to a set of 4-regular benchmark instances provided by Blesa and Xhafa in [20, 26] , who generated these instances using a software tool by J ornsten and LHkketangen [21] . Then, we developed a diverse set of problem instances with the following distinguishing features: (i) size of the graph (number of nodes, respectively edges), (ii) sparsity, respectively density, of the graph, and (iii) the variance of the vertex degrees (i.e., a high variance of the vertex degrees may be an indicator for the clusteredness of the graph). We conducted a considerable amount of experiments on a homogeneous cluster of computers in order to compare the results obtained by our three metaheuristic approaches.
The remainder of the paper is organized as follows. In Section 2 we describe the neighborhood structure which is used by all metaheuristic approaches in di erent ways. Sections 3-5 contain the detailed descriptions of our metaheuristic approaches to tackle the KCT problem. In Section 6 we propose a new set of diverse benchmark instances and we perform an experimental evaluation of our methods. Finally, Section 7 o ers conclusions and an outlook to the future.
Common neighborhood structure
Let S denote the search space. Then, a neighborhood structure N : S → 2 S is a function that provides a set of neighbors for every solution s ∈ S. The neighborhood structure we chose for the KCT problem is very simple and intuitive. The neighborhood N leaf (T k ) of a k-cardinality tree T k consists of all k-cardinality trees which can be generated by removing a leaf edge e, which results in a (k − 1)-cardinality tree T k−1 , and adding an edge from the set E NH (T k−1 ) \ {e}, where E NH (T k−1 ) is deÿned as follows:
where E(G) denotes the edges of graph G. Intuitively, set E NH (T k−1 ) consists of all edges that do not belong to T k−1 and that have exactly one end-point in T k−1 . We are going to use this neighborhood structure in the TS approach for performing moves and in the population-based methods in black-box ( ) -
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local search procedures for improving solutions. This simple neighborhood can be very e ciently generated since both, the set of leaves of a k-cardinality tree as well as set E NH (T k−1 ), can be updated incrementally during the search process without the necessity to recompute them from scratch. Note that the neighborhood structure that was proposed in [21] and also used in [20] for Tabu Search approaches additionally considers so-called cyclic moves. A cyclic move is generated by adding to the current k-cardinality tree an edge that produces a cycle and by removing a di erent edge from this cycle such that the result is again a tree. However, the computational expenses of this neighborhood are much higher.
Tabu Search approach
Tabu Search (TS) is among the most cited and used metaheuristics for the application to combinatorial optimization problems [27, 28] . TS is based on local search. Basic local search is usually called iterative improvement, since each move 2 within a given neighborhood structure N(·) is only performed if the solution it produces is better than the current solution. The iterative improvement procedure stops as soon as it ÿnds a local minimum. The improvement performed can either be a ÿrst improvement, or a best improvement. The former scans the neighborhood N(s) of a solution s and chooses the ÿrst solution with a lower objective function value than s, the latter exhaustively explores the neighborhood and returns one of the solutions with the lowest objective function value.
TS explicitly uses the history of the search, both to escape from local minima and to implement diversiÿcation and intensiÿcation strategies. The basic algorithm applies a best improvement local search as basic ingredient and uses a short-term memory to escape from local minima and to avoid cycling. The short-term memory is implemented as a set of tabu lists that store solution attributes. Attributes refer usually to components of solutions, moves, or di erences between two solutions. The contents of the tabu lists deÿnes the tabu conditions which are used to ÿlter the neighborhood of a solution and generate the allowed set, which is a subset of the set of neighbors. The use of tabu lists prevents the algorithm from returning to recently visited solutions. Therefore, it may enforce to accept even non-improving moves. The length of the tabu lists (i.e., the tabu list tenure) determines the behavior of the algorithm. With small tabu tenures the search will concentrate on limited areas of the search space. On the opposite, a larger tabu tenure forces the search process to explore larger regions, because it forbids revisiting a higher number of solutions. The tabu tenure can be varied during the search process.
Our TS approach to tackle the edge-weighted KCT problem uses two tabu lists, henceforth denoted by InList and OutList. The attributes they store are the edges that were recently added, respectively removed, in the search process. Every move involves removing one edge e ∈ T cur k from the current k-cardinality tree T cur k , and adding a di erent edge to T cur k − e. InList is the list to keep memory of the removed edges, respectively OutList is the list to store added edges.
Another characterizing feature of our approach is the use of a dynamic tabu list tenure tl ten . Depending on the problem instance to be tackled, a minimum tabu list tenure tt min , a maximum tabu list tenure tt max and an increment value tt inc are computed. At the beginning of every restart phase (i.e., the current solution is deleted and a new initial solution is generated), tl ten is set to tt min . If the restart-best solution T rb k was not improved for a maximum number of nic max iterations, the tabu list tenure tl ten is increased by tt inc in order to diversify the search process. Whenever the restart-best solution T rb k is improved, the tabu list tenure tl ten is set back to tt min in order to intensify the search process around T rb k . In case the increase of the tabu list tenure would result in a tabu list tenure greater than tt max , a restart is performed. This can be regarded as an escaping mechanism for situations when the search process seems to be stuck.
The framework of our TS approach to tackle the edge-weighted KCT problem is shown in Algorithm 1. We will refer to this algorithm as TS KCT. In the following, the components of this algorithm are explained in more detail.
Algorithm 1 TS for the KCT problem (TS KCT) input: a problem instance (G; w; k) InitializeParameters(tt min ; tt max ; tt inc ; tl ten ; nic; nic max ) InitializeTabuLists(InList; OutList; tl ten ) InitializeParameters(tt min ; tt max ; tt inc ; tl ten ; nic; nic max ): After preliminary tests, we decided to set the algorithm parameters depending on the problem instance (G = (V; E); w; k) under consideration in the following way:
The setting of tt min considers the fact that for small and big cardinalities the tabu list tenure can be rather small, whereas in the middle of the cardinality range a greater tabu list tenure might be required since the complexity of the problem is higher. The setting of tt max and tt inc is such that the tabu list tenure can be successively increased for four times before a restart is performed. The minimum value of nic max , the maximum number of iterations without improvement, is set to 200, and nic the counter for the number of iterations without improvement is initialized to 0. InitializeTabuLists(InList; OutList; tl ten ): In this procedure, the two tabu lists are initialized to empty lists, and they are given a maximum size of tl ten .
GenerateInitialSolution(): To construct a k-cardinality tree T k , ÿrst, an edge e = {v; v } ∈ E is chosen uniformly at random. With this edge, a 1-cardinality tree T 1 with edge e and two nodes v and v is created. Then, a k-cardinality tree T k is constructed in a greedy manner by adding at each of k − 1 construction steps an edge e ← argmin{w(e ) | e ∈ E NH (T t )} to the current t-cardinality tree T t under construction, where t ∈ {1; : : : ; k − 1}.
FirstImprovingNeighbor(N leaf (T cur k ); InList; OutList): In this function, a neighbor of the current k-cardinality tree T cur k is chosen. Only neighbors from the allowed set are eligible to be chosen. The allowed set of neighbors is deÿned as follows. A k-cardinality tree T k ∈ N leaf (T cur k ), where The second condition is called an aspiration criterion. Aspiration criteria are necessary because storing only attributes in the tabu lists introduces a loss of information, since forbidding a move means assigning the tabu-status to probably more than one solution. Thus, it is possible that unvisited solutions of good quality are excluded from the allowed set.
Since our TS approach is a ÿrst improvement approach, the neighborhood exploration (i.e., the exploration of the allowed set) stops when the ÿrst eligible neighbor that has a lower objective function value than the current solution is encountered. Otherwise the whole neighborhood is scanned and the best neighbor solution, which has in this case a higher objective function value than the current solution, is chosen. If no eligible neighbor can be found, then this function returns NULL. The order in which neighbors are examined is the following one: The leaves of the current tree T cur k are examined in order of decreasing weight. In contrast, the candidates to join the current tree T cur k are examined in order of increasing weight. This way of exploring the neighborhood has the advantage that neighbors with a lower objective function value are likely to be found earlier in the exploration process. For example, if it is possible to remove the highest weighted leaf and to add the lowest weighted candidate to join the current tree, one can be sure that there is no better neighbor available.
− e out + e in has been chosen, the tabu lists InList and OutList are updated, i.e., e in is added to OutList and e out is added to InList. Both tabu lists work as ÿrst-in-ÿrst-out lists with a given length tl ten . The tabu lists have the e ect that an edge that just recently was removed from (respectively, has entered) the current tree, cannot enter (respectively, be removed from) it in the near future.
then nic is increased by one, where nic is the counter of the number of successive iterations in which the restart-best solution was not improved.
PerformRestart(): If there is no eligible neighbor, or if the tabu list tenure tl len has exceeded its maximum tt max , a restart is performed as shown in Algorithm 2.
Evolutionary Computation approach
Evolutionary Computation (EC) algorithms [29] [30] [31] are widely used to tackle NP-hard combinatorial optimization problems. They are inspired by nature's capability to evolve living beings which are well adapted to their environment. EC algorithms can shortly be characterized as computational models of evolutionary processes working on populations of individuals. Individuals are in most cases solutions to the problem under consideration. Usually EC algorithms apply operators, which are called recombination or crossover operators, to recombine two or more individuals to produce new individuals. In addition to that, operators that cause a self-adaptation of individuals are applied. These operators are called mutation or modiÿcation operators (depending on their structure). The driving force in evolutionary algorithms is the selection of individuals based on their ÿtness. Individuals with a higher ÿtness have a higher probability to be chosen as members of the next iterations' population (or as parents for producing new individuals). This principle is called survival of the ÿttest in natural evolution. It is the capability of nature to adapt itself to a changing environment which gave the inspiration for EC algorithms.
Our EC approach to tackle the edge-weighted KCT problem is characterized by (i) the use of two heuristically guided crossover operators, by (ii) an ageing mechanism for individuals and by (iii) the use of black-box local search procedures based on the neighborhood N leaf as described in Section 2 to improve individuals. The framework of our algorithm is shown in Algorithm 3, where P denotes a population of n individuals, T gb k denotes the best k-cardinality tree found so far in the course of the search, and T ib k denotes the iteration-best solution. We will refer to this algorithm as EC KCT. Its components are outlined in the following. 
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The population size n is set to |E|=k and is therefore a function of |E| and k. In general, for smaller cardinalities bigger populations are needed, because the probability that trees overlap (i.e., have edges in common) is smaller. This is important, as only k-cardinality trees that overlap can be crossover partners (see below). We set the minimum population size to 50 and the maximum population size to 200.
GenerateInitialPopulation(n):
The algorithm is initialized with a population of randomly generated k-cardinality trees. This is in contrast to the initial solution in TS KCT, which was created in a greedy manner. The reason is that we experimentally found a random initial population to give better results than an initial population that was created in a greedy manner. Furthermore, all individuals have an age that is initialized to 0 at the time of creation, and the age of an individual is incremented in case it enters the next generation (later we are going to outline events that reset the age of individuals to 0). The age of individuals is used to determine if an individual is still useful or not, i.e., when the age limit is reached we assume the individual not to be useful anymore.
ApplyCrossover(P): For every k-cardinality tree T k in the current population, a partner T p k for crossover is chosen among those individuals in P which have at least one edge in common with T k . The choice is done in a roulette-wheel-selection manner with respect to the inverse of the objective function value f(·) of a tree. This means that trees of lower weight have a better chance to be chosen as a crossover partner. If there is no individual with at least one edge in common with T k then no crossover can be performed and T k does not enter the population of the next generation. Two di erent heuristically guided crossover operators are applied to the two crossover partners T k and T p k . The U-crossover (for "Union"-crossover) aims at picking the good properties that distinguish one parent from the other and combining them in the o spring, while the I-crossover (for "Intersection"-crossover) aims at preserving the good properties both parents have in common in the o spring and to take the best from the rest. Both operators are, in some sense, complementary to each other.
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Algorithm 4 Framework for U-crossover and I-crossover input: Two k-cardinality trees T k and T
Choose set S according to equation (3) for U -crossover, resp. (4) for I -crossover
The algorithmic framework for both operators is given in Algorithm 4, in which T child t denotes the partial k-cardinality tree at construction step t, which is constructed as the child of the input k-cardinality trees T k and T p k . It remains to be speciÿed how set S (see Algorithm 4) is generated in each case of crossover. In the case of U-crossover, S in construction step t is deÿned as follows:
where E NH (T child t ) consists of all edges in G with exactly one end-point in T child t (see Eq. (2)), and E ∪ and E ∩ are the union and intersection of edges as deÿned in Algorithm 4. In U-crossover, edges with a low weight that appear only in one of the two parents are preferred. On the contrary, in I-crossover low-weighted edges are preferred that are common to both parents by deÿning S in construction step t as follows:
where E NH (T child t ) is as described above. After producing two o spring with parents T k and T p k , the best tree among the ÿrst parent T k and the two o spring is chosen to enter the next population. This means that the ÿrst parent tree is only replaced if at least one of the two o spring is better. Furthermore, only those individuals which are pairwise di erent to all the other individuals already in the population are introduced.
ApplyLocalSearch(P): To every individual produced by the crossover procedure we apply the best improvement local search based on the neighborhood structure N leaf as outlined in Section 2. If the application of this local search improves an individual, we regard it as new by setting its age back to 0. ( ) -
ApplyEliteAction(P): As an elite action we apply a short run of our TS approach introduced in Section 3 to the best individual of the current population. The duration of this TS run was chosen to be 2 · k iterations.
In this function we update T gb k , which is the best solution found since the start of the algorithm, with the iteration-best solution
In this procedure the age of each individual of the new population P is incremented.
RemoveOverAgedIndividuals(P):
This procedure is applied to remove individuals that exceed the age limit. For all the experiments we chose 10 as the age limit.
GenerateRandomIndividuals(n − |P|): There are several events that cause a population to shrink. The ÿrst one is that no crossover partner can be found for an individual. In this case this individual does not enter the population of the next generation. Furthermore, we take care that the individuals of a population are pairwise di erent, which means in practise that an individual produced by crossover or the application of local search does not enter the next population if an equivalent individual already exists in the population under construction. In order to keep the population size ÿxed, we apply procedure GenerateRandomIndividuals(n−|P|) to generate n−|P| random individuals as described in the generation of the initial population. These random individuals are then inserted into the population.
In summary, our EC approach can be regarded as a population of interacting hill-climbers that are replaced by new randomly generated hill-climbers once they reach their age limit.
Ant Colony Optimization approach
Ant Colony Optimization (ACO) [32] [33] [34] is a metaheuristic approach for solving hard combinatorial optimization problems. The inspiring source of ACO is the foraging behavior of real ants. While walking from food sources to the nest and vice versa, ants deposit a substance called pheromone on the ground. Paths marked by strong pheromone concentrations are more probable to be chosen when deciding about a direction to go. This basic behavior is the basis for a cooperative interaction which leads to the emergence of shortest paths, thus minimizing the length of the path between nest and food source.
In ACO algorithms, an artiÿcial ant incrementally constructs a solution by adding opportunely deÿned solution components to a partial solution under construction. 3 The solution components to be added are chosen probabilistically with respect to a parametrized probabilistic model, the so-called pheromone model. A parametrized probabilistic model is speciÿed by a set T of model parameters. In ACO algorithms, these model parameters are called pheromone trail parameters. The values of the pheromone trail parameters are called pheromone values. The ÿrst ACO algorithm proposed was Ant System (AS) [34] . In recent years some changes and extensions of AS have been proposed, e.g., Ant Colony System (ACS) [35] and MAX-MIN Ant System (MMAS) [36] .
Our approach is a MAX-MIN Ant System implemented in the Hyper-Cube Framework [37] . Implementing ACO algorithms in the Hyper-Cube Framework comes with several beneÿts.
An important one is the automatic scaling of the objective function. The basic framework of our algorithm is shown in Algorithm 5, in which T is a set of pheromone trail parameters, n a is the number of ants used in every iteration, T j k are solutions to the problem, and cf is a numerical value that is called the convergence factor. Furthermore, T ib k denotes the iteration-best solution, T rb k is the restart-best solution, and T gb k is the best solution found from the start of the algorithm. We will refer to this algorithm as ACO KCT. Its components are outlined in the following.
Algorithm 5 ACO for the KCT problem (ACO KCT) input: a problem instance (G; w; k) T
The number of ants n a is (as the population size in the EC approach) set to |E|=k and is therefore a function of |E| and k. We set the minimum number of ants to 15 and the maximum number of ants to 50. These limits are lower than the limits for the population size in the EC approach because the philosophy of our ACO approach is to focus quickly on a certain area in the search space and to get the global perspective by performing restarts.
InitializePheromoneValues(T):
We initialize the pheromone values to 0.5 because in the HyperCube Framework the pheromone values are limited to [0; 1], and therefore this setting gives equal chance to both directions.
ConstructSolution(T):
To build a solution, an ant starts from a randomly chosen edge and does k − 1 construction steps as shown in Algorithm 6. At each step of the construction phase an edge e ∈ E NH (T t−1 ) (see Eq. (2)) is added to the (t − 1)-cardinality tree T t−1 , where t ∈ {2; : : : ; k}. The choice of the next edge to be added depends on the underlying pheromone model. The model that we ( ) -
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Algorithm 6 Ant construction phase Choose an edge e * = {v; v } ∈ E with probability p(e * ) =
chose consists of a pheromone trail parameter T e with pheromone value e for every edge e ∈ E(G). Therefore, if |E(G)| = m we have m pheromone trail parameters. Given the set E NH (T t−1 ), the next edge is chosen in function ChooseNextEdge(E NH (T t−1 )) as follows: we draw a random number p between 0 and 1 and, if p 6 0:8, the next edge e * is chosen deterministically:
e ∈ E NH (T t−1 ) :
Otherwise the next edge e * is chosen probabilistically with the following transition probabilities:
e ∈ENH(Tt−1) e =w(e ) if e ∈ E NH (T t−1 ); 0 otherwise:
Eq. (6) shows that the transition probabilities are biased by the weights of the edges: the lower the weight of an edge is, the higher its probability to be chosen. With this pheromone model the algorithm tries to learn for every edge the desirability of having it in a solution. The fact of making in 80% of the construction steps a deterministic decision leads the algorithm already at the beginning of the search to relatively good areas in the search space. However, there is the danger that the algorithm gets stuck more easily in local optima. On the other side, the advantage is a more e cient utilization of computation time, which is needed in order for the algorithm to be competitive with the EC and the TS approach on big problem instances. LocalSearch(T j k ): A best improvement local search based on the neighborhood structure N leaf as outlined in Section 2 is applied to every k-cardinality tree T j k produced by the ants. ApplyEliteAction(T ib k ): A short run of the TS approach as outlined in Section 3 is applied to T ib k (the best k-cardinality tree of each iteration) in order to further improve this solution. The duration of the run was chosen to be 2 · k iterations, as for the elite action in the EC approach. ApplyPheromoneUpdate(cf; global conv; T; T ib k ; T rb k ; T gb k ): Three di erent solutions are used for updating the pheromone values: (i) the best solution found in the current iteration T ib k , (ii) the restart-best solution T rb k and, (iii) the best solution found since the start of the algorithm T gb k . A particularity is that the in uence of each one of these three solutions is made dependent on the state of convergence of the algorithm (given by the convergence factor cf) rather than on its objective function value. To perform the update, ÿrst an update value e for every edge e ∈ E(G) is computed: 
where Ä ib is the weight of T ib k ; Ä rb the weight of T rb k , and Ä gb the weight of T gb k such that Ä ib + Ä rb + Ä gb = 1:0. The -function is deÿned as follows:
Depending on the convergence factor cf, the weight of each of the three solutions is determined. The convergence factor cf is a value providing an estimate about the state of convergence of the system. At each iteration, the convergence factor is computed in the following way:
where max is an upper limit for the pheromone values (see below). The convergence factor cf can therefore only assume values between 0 and 1. It is clear that if cf is close to 1 then the system is in a state where the probability to produce solution T ib k is close to 1 and therefore the probability to produce a solution di erent to T ib k is close to 0. This is what we informally call the state of convergence for our system. After preliminary experiments, we chose the schedule of settings for values , Ä ib , Ä rb and Ä gb as shown in Table 1 . To all pheromone values e we then apply the following update rule:
where ∈ (0; 1] is a constant called learning rate, and
min 6 x 6 max ; max ; x¿ max :
Remember that by using the Hyper-Cube Framework (see [37] ) the pheromone values are limited to [0; 1]. Additionally, we introduce a lower bound min for the pheromone values and set it to 0.001, and an upper bound max , which is set to 0.999. These lower and upper bounds are used to prevent the algorithm from converging to a solution. Therefore, after applying the pheromone update we set those pheromone values that exceed the upper bound back to the upper bound and those that fall below the lower bound back to the lower bound.
At the beginning of the search process the learning rate is set to the value 0.15 (see Table 1 ), because we want our algorithm to focus quite quickly on an area in the search space. Once the convergence factor cf is bigger than 0.7 the learning rate is decreased in order to perform a more careful search, and also the in uence of the restart-best solution is increased. Once the algorithm is near the state of convergence, only the restart-best solution is used to update the pheromone values and we decrease the learning rate even more in the hope to ÿnd a better solution near the restart-best solution. When the limit for the convergence factor is reached (i.e., cf ¿ 0:99), the best solution found since the start of the algorithm is used to update the pheromone values. The reason behind that is the hope to ÿnd a better solution in-between two good solutions which are the restart-best and the overall best solution in this case. Once the limit for the convergence factor is reached again, a restart is performed.
In this procedure we replace
The convergence factor cf is re-computed in every iteration according to Eq. (9) .
ResetPheromoneValues(T):
In this procedure all pheromone values e are set back to the starting value 0.5.
Experimental comparison
We decided for C++ as the programming language and we compiled all our software with the GNU C++ compiler gcc, version 2.95.3. Furthermore, we implemented the three metaheuristic approaches on the same data structures. Finally, all the metaheuristic approaches were tested on a beowulf cluster consisting of 8 identical PCs with AMD Athlon 1100 MHz CPU under RedHat Linux 7.0. As mentioned already in the respective sections, our ACO approach is denoted by ACO KCT, our EC approach by EC KCT, and our TS approach by TS KCT.
First, we show the competitiveness of our algorithms by applying them to existing benchmark instances for which results already exist. In 2001, Blesa and Xhafa used a software tool developed by J ornsten and LHkketangen [21] for producing 35 edge-weighted 4-regular graphs of di erent sizes (i.e., the smallest ones on 25 nodes, and the biggest ones on 1000 nodes). Then, for cardinality k =20, they applied the Tabu Search algorithm by J ornsten and LHkketangen [21] and their own Tabu Search algorithm [20] to all these benchmark instances and published the results at [26] . In order to compare with them, we also applied our three algorithms for cardinality k = 20 to each of these benchmark instances. The results are shown in Table 2 . They show that for 12 out of 35 benchmark instances we improve the best known solution. In the remaining 23 cases our algorithms ÿnd the same solution quality as was found either by the Tabu Search by J ornsten and LHkketangen, or by the Tabu Search by Blesa and Xhafa. But more importantly, the results show that our algorithms ÿnd for each problem instance the same best solution in a very short amount of computation time. This means that most of these benchmark instances are too small for showing di erences between our algorithms. Furthermore, all the 35 graphs are 4-regular and therefore very special types of graphs. Therefore, we decided to test our algorithms on graphs with di erent characteristics, and also on a whole range of di erent cardinalities rather than just on one particular cardinality (i.e., k = 20). Column 1 contains the instance name. The second column contains the best known solution value (if it was improved by our algorithms then the old best known solution is given in brackets). Then, there are 4 columns for each of our three algorithms. The ÿrst column gives the best found solutions in 20 runs (an asterisk denotes that it is equal to the (new) best known solution, and bold font indicates that the result is better or equal to the result of the other two approaches), whereas the second column gives the average of the best solutions in 20 runs. The standard deviation of this average is given in column 3, and the average computation time that was needed to ÿnd the best solution in a run is given in column 4. ( ) -
ARTICLE IN PRESS

A new set of benchmark instances
Regarding the lack of suitable problem instances, we decided to initiate a diverse and challenging set of benchmark instances. First of all we randomly generated 10 grid graph instances of varying size, because, as discovered in earlier papers (see for example [25] ), the KCT problem seems to be especially di cult to solve in grid graph instances. Furthermore, we intended to incorporate problem instances of di erent edge-density and di erent variance of vertex degree. Considering the existence of many graph-based combinatorial optimization problems, we decided to borrow graphs from benchmark instance sets for other problems. We chose one of the Leighton graphs from the graph coloring benchmark set available from the OR-Library [38] . This graph is characterized by a high variance in vertex degrees, which is one of the indicators for the graph being clustered. We also chose 5 di erent graphs from the Steiner tree benchmark set that are also available from the OR-Library. This is justiÿed by the fact that the Steiner tree problem is also a problem where trees are sought in a graph. Additionally, as mentioned above, we chose 4 of the biggest problem instances that were generated by Blesa and Xhafa using the software tool by J ornsten and LHkketangen [21] . For all the graphs (except the 4 last mentioned, which already had assigned edge weights) we generated edge weights uniformly at random from the interval [1; : : : ; 100]. An overview on the new set of benchmark instances is given in Table 3 . The column with the heading contains the average vertex degrees of the graphs and the column with the heading 2 ( ) contains the variance of the vertex degrees. Our benchmark set can be obtained from [39] . 
. Cardinalities
We applied our algorithms to each problem instance for several cardinalities from the range of possible cardinalities. As minimal and maximal cardinality we chose 2, respectively |V | − 2. Note, that for cardinality 1 the problem is trivial, and for cardinality |V | − 1 the problem is equivalent to the minimum spanning tree problem which is polynomially solvable for example by Prims' algorithm [40] . From the range between the minimum and maximum cardinality we chose for each instance about 10 equidistantly distributed cardinalities. This was done in order to be able to study the possibly changing performance of the algorithms over the whole range of cardinalities.
Time limits
For the KCT problem it is a non-trivial task to ÿnd reasonable time limits for the algorithms, because they do not only depend on the number of edges and the number of nodes of the graph, but also on the cardinality k. In order to avoid artiÿcial time limits we generated them for our algorithms as follows. We applied an enhanced version of the heuristic method K-CardPrim that was proposed in [16] to each combination of benchmark instance and cardinality. This heuristic works as follows: Starting from each node of the graph, a k-cardinality tree is constructed by applying a truncated version of Prims' algorithm [40] . To each of these k-cardinality trees we applied our steepest descent local search method (based on the neighborhood N leaf as outlined in Section 2). As time limits for our metaheuristics we then chose for each combination of instance and cardinality 5 times the time that was needed by K-CardPrim. However, especially for bigger graphs, this time limit would have been impractically high. This was also due to the fact that we wanted to run our algorithms 20 times for every combination of instance and cardinality in order to increase the statistical signiÿcance of our results. Therefore, we have set the time limit for instances bb50x50 1.gg, bb50x50 2.gg, steine5.g, steind15.g and le450 15a.g for all cardinalities to the time that was needed by K-CardPrim (instead of 5 times that time). The results and the computation times of the heuristic K-CardPrim can be found at [39] , as well as in an extended version of this paper [41] .
Results and comparison
The amount of computation time that was needed to conduct all our experiments was more than 9 months of CPU time. Due to space limitations we present the numerical results that we obtained in a summarized way. 4 Figs. 1 and 2 show the relative behavior of our algorithms in comparison over the range of cardinalities.
First, we explain how to read the graphs that are shown in Fig. 2 , which shows the average behavior of our algorithms over 20 runs (henceforth denoted by average-performance), and in Fig. 1 , which shows the behavior of our algorithms in terms of the best solution they found in 20 runs (henceforth denoted by best-performance). In the 5 plots of Fig. 1 , as well as in the 5 plots of Fig. 2 , the x-axis shows the relative cardinalities, which are obtained by mapping the absolute cardinalities to the interval (0; 1). For example, cardinality 10 for an instance with |V | = 100 is mapped to 10 100 = 0:1. This is done in order to be able to merge the results that our algorithms obtained on several instances of di erent size. The y-axis shows the performance of an algorithm in relation to the performance of the other two algorithms for a relative cardinality on a set of instances. Consider for example the case in which for the relative cardinality 0:1 ACO KCT has a y-value of 0:4, EC KCT has a y-value of 1:2 and TS KCT has a y-value of 1.8. This means that for the set of considered problem instances, for relative cardinality 0.1 the performance of ACO KCT was on average 0.4 percent above the best algorithm performance, whereas the performance of EC KCT was on average 1.2 percent above the best algorithm performance, and so on. In short, the lower a curve, the better. Figs. 1(a) and 2(a) show the relative performance of our algorithms when merged over all considered problem instances. We can observe, that in general all our algorithms are quite close together. They are in general within 2% in terms of best-performance as well as in terms of average-performance, except for ACO KCT that decreases in performance for the high end of the cardinality range. However, for about the ÿrst 60% of the cardinality range ACO KCT is in terms of both, best-performance as well as average-performance, the best algorithm. Both, EC KCT and ( ) -
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TS KCT, are inferior to ACO KCT in the ÿrst 60% of the cardinality range. However, they show clear advantages in the last 40% of the cardinality range, namely for bigger cardinalities. It is interesting to note that EC KCT seems to have a slight advantage over TS KCT in terms of best-performance (as can be seen in Fig. 1(a) ), whereas TS KCT seems to have slight advantages over EC KCT in terms of average-performance (as can be seen in Fig. 2(a) ). This indicates the robustness of TS KCT.
In order to study in more detail the relative performance of our algorithms on subclasses of our set of benchmark instances, we applied the same kind of analysis for subsets of our set of benchmark instances. We identiÿed the following 4 subsets of instances with di erent characteristics: Results on subsets 1 and 2. On the grid graphs and the 4-regular graphs ACO KCT has even stronger advantages over the other two approaches for the ÿrst 60%-70% of the cardinality range. And even though ACO KCT is inferior to the other two approaches for the rest of the cardinalities, the performance is just slightly worse (on average not more than 1%). On the 4-regular graphs all three approaches are over the whole cardinality range in terms of best-performance as well as in terms of average-performance quite close together (within about 1%).
Results on subset 3. The results for sparse graphs give a di erent impression of the relative performance of our three approaches. TS KCT is in both performance measures (best-performance as well as average-performance) the best algorithm for the second half of the cardinality range. In the ÿrst half of the cardinality range, TS KCT has slight disadvantages compared to the other two approaches in terms of best-performance. Even more, the average-performance of TS KCT in the ÿrst half of the cardinality range indicates that it is not very robust for smaller cardinalities in sparse graphs. This can be explained as follows. As the neighborhood N leaf only allows the removal of leaf edges from a k-cardinality tree, a "bad" edge that has a relatively high distance to leaf edges can only be removed from the tree by basically leaving the current area of the search space. So, even if TS KCT manages to get rid of such a bad edge, it is di cult to ÿnd the way back to this area of the search space, as many of the edges from this area will be in the tabu list. This problem is not as apparent in dense graphs, because there are many more edges available. When comparing ACO KCT with EC KCT on sparse graphs, we note that the ACO approach is consistently better than the EC approach in both performance measures, except for the average-performance at about 20% into the cardinality range, where the ACO approach seems to have some di culties.
Results on subset 4. When comparing the three approaches on dense graphs it immediately becomes clear that ACO KCT has di culties there and is clearly outperformed by EC KCT and TS KCT over the whole cardinality range. The reason for that might be, that because of the high number of edges in relation to the number of nodes the convergence speed is much lower and more computation time might be required in order to reach good solutions. In terms of best-performance EC KCT and TS KCT are very close together. However, in terms of average-performance TS KCT outperforms EC KCT. Also, the computation times needed by TS KCT in order to ÿnd its best solutions are much lower than the computation times needed by EC KCT (see [41, 39] ). The fact that TS KCT appears to be the best approach for dense graphs conÿrms our explanation for the weakness of TS KCT on sparse graphs. Summary. Our results show that the characteristics of a problem instance as well as the size of the cardinality have a high in uence on the behavior of our three approaches. This leads to the fact that none of our metaheuristic approaches can be identiÿed as being overall the best one. It is rather the case that di erent metaheuristic approaches have advantages for certain classes of problem instances (e.g., TS KCT is the best approach for dense graphs), or certain ranges of cardinalities (e.g., ACO KCT is generally the best approach for small to medium size cardinalities). This outcome is very much as expected, as for most combinatorial optimization problems where di erent classes of problem instances are available it does not exist "one" best metaheuristic approach. As an example we mention the Quadratic Assignment Problem (QAP), which was extensively studied and tackled by many researchers. For random instances TS approaches are generally best, whereas for structured instances metaheuristics such as ACO, EC, or Iterated Local Search (ILS) reach best performance.
Conclusions and outlook
We proposed three di erent metaheuristic approaches to tackle the edge-weighted k-cardinality tree (KCT) problem. These are a Tabu Search approach that is characterized by a dynamic tabu list length for balancing intensiÿcation and diversiÿcation, a new Evolutionary Computation approach based on two heuristically guided crossover operators, and an Ant Colony Optimization approach. All our approaches use a simple neighborhood structure that is e cient to compute. The Tabu Search uses this neighborhood structure for performing moves, whereas the Evolutionary Computation and the Ant Colony Optimization approach use this neighborhood structure in terms of black-box local search procedures for improving solutions. First, we showed the competitiveness of our algorithms by applying them to existing benchmark instances and comparing the results to existing approaches. Then, we developed a diverse set of benchmark instances containing graphs from several di erent classes of graphs, such as grid graphs, regular graphs, dense graphs and sparse graphs. Finally, we conducted a large amount of experiments and presented the results in graphical as well as in numerical form. The results showed that the performance of our metaheuristic approaches is largely determined by the graph class and the cardinality. This result is not surprising as this is the case for many other hard combinatorial optimization problems such as for example the Quadratic Assignment Problem. In the future it might be interesting to explore the use of more expensive neighborhood structures for the local search procedures. Finally, we invite other researchers to implement their algorithms on the same basic data structures in order to improve comparability with our results. We also welcome the proposal of additional benchmark instances such as random graphs, geometric graphs or small-world graphs.
