We report recent advancements of the agglomerated multigrid methodology for complex flow simulations on fully unstructured grids. An agglomerated multigrid solver is applied to a wide range of test problems from simple two-dimensional geometries to realistic threedimensional configurations. The solver is evaluated against a single-grid solver and, in some cases, against a structured-grid multigrid solver. Grid and solver issues are identified and overcome, leading to significant improvements over single-grid solvers. 
II. Introduction

Multigrid techniques
1, 2 are used to accelerate convergence of current Reynolds-Averaged Navier-Stokes (RANS) solvers for both steady and unsteady flow solutions, particularly for structured-grid applications. Lallemand et al. 3 and Smith 4 introduced Agglomerated Multigrid (AgMG) methods for unstructured-grid applications, and Mavriplis et al. [5] [6] [7] [8] developed AgMG methods for large-scale unstructured-grid applications. The AgMG methods have been implemented in several practical unstructured grid codes and applied to configurations used for the Drag and High Lift Prediction Workshops. 9, 10 The AgMG methods accelerated convergence in many instances but problems were encountered, such as grid-dependent convergence to smaller residual levels, discrepancies between single-grid and multigrid solutions, and convergence problems for cases at the edges of the flight envelope. In fact, analysis and systematic computations with these techniques showed convergence degradation on highly-refined grids even for simple model problems. To overcome the difficulty, we critically studied AgMG techniques 11, 12 for isotropic and highly-stretched grids, and developed quantitative analysis methods and computational techniques to achieve fast grid-independent convergence for a model equation representing laminar diffusion in the incompressible limit. It was found that consistent coarse-grid discretizations are essential for 1. Automated agglomeration. The agglomeration procedure automatically constructs coarse grids for a primal grid.
2. Discrete Solvability. Multigrid cycles/relaxations converge to 'machine zero' residuals for all equations (including the turbulence model equations) on all grids used in the multigrid solver.
3. Efficiency. The multigrid solver provides a lower operation count to convergence and comparable scalability of parallel computations in comparison with state-of-the-art SG solvers. On structured primal grids, the efficiency of an AgMG solver is comparable with the efficiency of structured multigrid (StMG) solvers.
Our goal is to develop an AgMG method possessing such properties that can be employed with high confidence for practical simulations to accelerate convergence of the current state-of-the-art SG solvers. This paper focuses on attaining these properties and evaluates the performance of an AgMG solver for a set of test problems: inviscid/laminar/RANS flows over a hemisphere cylinder in two dimensions (2D) and in three dimensions (3D) and RANS flows around a flat plate, a bump in a channel, RAE and NACA airfoils, and a wing-body-tail configuration.
The multigrid methods considered in this paper are implemented in a general purpose unstructured computational fluid dynamics code, FUN3D, 15, 16 developed and supported at NASA Langley. The methods are based on the full-approximation scheme (FAS)
1, 2 where a full solution (not just correction) is approximated on the coarse grid. A correction, computed as the difference between the restricted fine-grid solution and an (approximate) coarse-grid solution, is prolonged to the finer grid to update the fine-grid solution. The twogrid FAS is applied recursively through increasingly coarser grids to define a V-cycle. A V-cycle, denoted as V (ν 1 , ν 2 ), uses ν 1 relaxations performed on each grid before proceeding to the coarser grid and ν 2 relaxations after coarse-grid correction. On the coarsest grid within a V-cycle, 10 relaxations are performed. For turbulent flows, the mean-flow and turbulence equations are solved on each grid. The full-multigrid (FMG) method 1, 2 is employed to start the multigrid computations on each grid.
The relaxation scheme used in the AgMG and StMG methods is new. It is based on a Jacobian-free NewtonKrylov (JFNK) approach (e.g., see Ref. [17] for a review). Typically, JFNK methods employ a preconditioner, and efficiency of such methods strongly depends on the choice of the preconditioner. The preconditioner systems used with JFNK methods usually employ approximate Jacobian matrices, e.g., an incomplete lower-upper (ILU) decomposition with various fill approximations. For example, Osusky and Zingg 18 use central differencing with second-and fourth-difference artificial dissipation for the inviscid terms of the residual operator. For the inviscid terms in the Jacobian operator, central differences with scaled second-difference artificial dissipation are used. Lucas et al. 17 use divided-difference Jacobians and apply some techniques to reduce bandwidth, including lumping and approximations to the viscous terms. We use a preconditioner based on a defect-correction Jacobian approximation 19, 20 with an adaptive time step control. The preconditioner uses the linearization of a first-order approximation for inviscid fluxes; the linearization of viscous fluxes is exact on primal grids and approximated on the agglomerated grids. The preconditioner system is not fully solved but relaxed in multicolor point-implicit and/or line-implicit manner. This preconditioner has scalable parallel performance and used previously as a smoother for multigrid. 13, 14 The properties of this defect-correction method as a solver and a smoother for multigrid have been studied extensively 19, 20 . As a further development, we envision that linear multigrid would be beneficial within the preconditioner stage of the current approach. MacLean and White 21 use a Krylovbased approach to solve an update equation based on defect correction with an ILU preconditioner to improve reliability over iterative point-and line-relaxation schemes.
The relaxation methodology draws heavily upon the approach taken by Allmaras et al. 22 that uses a direct linear solver and recovers quadratic convergence of a Newton's method. Our algorithm is formulated such that quadratic convergence can be recovered if the pseudo-time step is large enough and the linear system is solved sufficiently. However, because we do not solve the linear system to completion, superlinear convergence is achieved at best. Although not the focus of this paper, as a SG solver, the new scheme provides substantial improvements over the baseline solver in FUN3D. The approach taken here is complementary to the hierarchical multigrid methods developed previously.
20, 23
The paper is organized as follows. The AgMG and StMG methods are described, including the finitevolume discretizations, the agglomeration scheme, the restriction, the prolongation, and the relaxation scheme involving generalized conjugate residual (GCR) method and an automated pseudo-time-step schedule. The numerical results are presented for the test cases. The final section contains conclusions. Appendix VI illustrates dependence of StMG convergence rates on the pseudo-time step.
III. Multigrid Solvers
III.A. Primal Grids and Discretizations
The discretization method used here on structured and unstructured grids is a finite-volume discretization centered at nodes. It is based on the integral form of governing equations of interest. The governing equations are the Euler equations, the Navier-Stokes equations, and the RANS equations with the Spalart-Allmaras oneequation turbulence model. 24 The primal-grid discretization of the viscous terms of the Navier-Stokes and RANS equations is obtained by the Green-Gauss (GG) scheme. 15, 25 For mixed-element cells, an edge-based augmentation is used to increase the h-ellipticity of the viscous operator. 15, 25 This augmentation is done by the face-tangent construction 12 with the efficient implementation that is independent of the face-tangent vectors (see Appendices of Ref. [26] ); thus the resulting scheme is called here the face-tangent Green-Gauss scheme. The inviscid terms are discretized by a standard edge-based method with unweighted least-squares (LSQ) gradient reconstruction and Roe's approximate Riemann solver.
27, 28
The turbulence model is the Spalart-Allmaras model as described at the Turbulence Modeling Resource website, 29 including the provisions to accommodate negative turbulence. 30 The convective term of the turbulence equation is discretized with first-order accuracy while the diffusion terms are usually discretized with second-order accuracy by the face-tangent Green-Gauss scheme. The node-centered mean-flow gradients used in turbulent source evaluation are computed by the edge-based Green-Gauss scheme on dual elements. The Jacobians for the turbulence model are formed in stages. The Jacobians for convection and nonlinear diffusion terms are formed first. If any negative terms appear on the diagonal, molecular viscosity is added to the residual to ensure a non-negative term on the diagonal. This correction typically occurs only on coarse grids or during the initial convergence. The Jacobians for the source term and the pseudo-time term are added at the next stage. If the resulting diagonal terms are negative, an additional pseudo-time term is added to the Jacobians.
III.B. Structured Grid Multigrid Solver
The StMG solver exploits the grid structure and recursively derives a nested coarser grid from a finer grid by full coarsening, i.e., eliminating every other grid line in each direction. The primal-grid discretizations are used on coarse grids. The prolongation operator is a linear interpolation (bi-linear and tri-linear in 2D and 3D, respectively). The residual restriction operator is fully weighted, globally conservative and constructed as a (scaled) transposition to the prolongation operator. The finer grid solution is restricted to the coarser grid by injection. A special treatment is required at singular points of the mapping associated with the structured grids.
III.C. Agglomerated Grids and Discretizations
Hierarchical Agglomeration Scheme
As described in the previous papers, 11-13 the grids are agglomerated within a topology-preserving framework, in which hierarchies are assigned based on connections to the computational boundaries: corners, ridges, valleys, and interiors. The agglomerations proceed hierarchically from seeds within the topologies -first corners, then ridges, then valleys, and finally interiors. See figure 1 for illustration. Hierarchies on each agglomerated grid are inherited from the finer grid. A typical boundary agglomeration generated by the agglomeration scheme is shown in figure 1(a) . 
Full-Coarsening Line-Agglomeration for Viscous Grids
For viscous grids, we perform the agglomeration in the following sequence:
1. Agglomerate viscous boundaries (bottom of implicit lines, in general).
2. Agglomerate prismatic layers through the implicit lines (implicit-line agglomeration).
3. Agglomerate the rest of the boundaries.
Agglomerate the interior.
The second step is a line-agglomeration step where volumes are agglomerated along implicit lines starting from the volume directly above the boundary volume, thus preserving the boundary agglomerates. Figure 1 (b) illustrates typical implicit line-agglomeration near a curved solid body.
Coarse-Grid Discretization
On coarse grids, the governing equations are directly discretized. For inviscid coarse-grid discretization, a first-order edge-based scheme is employed. The gradients at the agglomerated cells are computed using either unweighted least-squares scheme (LSQ) or inverse-distance weighted least-squares scheme (WLSQ). For the mean-flow diffusion term, the Average-Weighted-Least-Squares scheme (Avg-WLSQ) with the face-tangent argumentation is employed. For the turbulence diffusion term, the Average-Least-Squares scheme (Avg-LSQ) with the face-tangent argumentation is employed. 12, 26, 31 Table 1 shows a summary of discretizations. The specific choice of gradient evaluations used in this study for computing turbulence sources is not optimal. Our previous experience indicates that accuracy of gradients used in the turbulence source is critical for accuracy of the turbulent-flow solutions. The LSQ gradients are not accurate on curved high-aspect-ratio grids. Improvements in solution accuracy and in iterative convergence are expected if accurate gradients (e.g., the WLSQ scheme on agglomerated grids) are used.
Parallel Implementation
For parallel implementation, the hierarchical agglomeration algorithm is applied independently in each partition. Consequently, no agglomeration is performed across partition boundaries. No special modification is necessary for the line agglomeration as our partitioning guarantees that all nodes in each implicit-line belong to the same partition (i.e., lines are partitioned in the form of condensed-nodes each of which contains all nodes in a line).
III.D. Prolongation and Restriction Operators in Agglomerated Multigrid Solver
The residuals are restricted to the coarser grid by summing the finer-grid residuals over the control volumes agglomerated into a coarser control volume. The solution is restricted to the coarser grid by taking the volumeweighted average. The correction to the finer grid is prolonged by the linear interpolation from a tetrahedron defined on the coarse grid.
13, 14 For volumes having negative coefficients in the linear interpolation, as typically happens near curved viscous boundaries, piecewise constant prolongation is performed.
III.E. Relaxation Scheme
The relaxation scheme used in the AgMG and StMG methods uses a GCR method to approximately solve a linear update equation. The update equation for each control volume V is composed of a linearization of the nonlinear residual with a pseudo-time addition,
Here R is the vector of nonlinear residuals, ∂R ∂Q is the linearization matrix corresponding to R, δQ is the solution update, ω is a local under-relaxation parameter, and ∆τ is a pseudo-time step, which is set separately for the mean-flow and the turbulence equations. The pseudo time step ∆τ is set through a CFL specification by analogy with time marching schemes for inviscid equations. The pseudo-time step is set according to a specified initial variation and then adapted within specified maximum and minimum bounds. At each node, the under-relaxation parameter ω enforces constraints on allowable changes of solution components. A maximum change on the order of ±20% is allowed for the density, total energy, and pressure. The pressure update is estimated by a small-perturbation linearization, ∂p ∂Q δQ, but then checked through a full nonlinear update of the conserved variables. This proved beneficial in eliminating seemingly random updates of pressure to negative values. A similar approach is taken for updating turbulence; a maximum of 100% is allowed for increases and 20% for decreases. Larger increases are allowed because turbulence can grow significantly in computations, and at the same time, we would like to avoid negative turbulence. If the update to turbulence is below a specified threshold (0.001), the full update is taken.
The residual of the update equation (1) is approximated with a matrix-free approach, using a first-order Frechet derivative to account for changes in the solution Q,
where ϵ is a small parameter subject to a realizability constraint. The value of ϵ in the Frechet derivative computation is set such that
where ϵ mz is a tolerance, here O(10 −15 ), and ω min is the minimum of ω over the field. Typically, ω min is less than unity only in early stages of convergence and ω min < 0.01 occurs rarely. The Frechet derivative can also be constructed using complex arithmetic. This procedure is known to be very accurate and insensitive to the selection of the size of the perturbation. Several cases have been run with both approaches and the differences are quite small, giving confidence the roundoff associated with real-valued Frechet is not an important concern.
For turbulent flows, the relaxation of the update equation (1) can be performed in either a loosely-coupled or tightly-coupled manner.
14 In loosely-coupled relaxations, the updates of the mean-flow solution are completed first, and then the updates of the turbulence solution are performed. The mean-flow Jacobian is composed of 5x5 block entries and the turbulence Jacobian is composed of scalar entries. In tightly-coupled relaxations, solution updates are performed simultaneously for the mean-flow and turbulence solutions. The Jacobian is composed of 6x6 block entries.
The preconditioner for GCR is an implicit formulation based on a linearization of the residual with firstorder inviscid terms and a pseudo-time term. The viscous terms are linearized exactly on the primal grids; for agglomerated grids, the linearization of viscous terms includes only contributions from the edge derivatives. Table 2 summarizes the Jacobians used in the preconditioner for inviscid and viscous terms. The pseudo-time step is nominally the same as the one specified in Equation (2), but lags behind this value when Jacobians are frozen. An approximate solution to the preconditioner linear system is computed by a certain number of subiterations. Each subiteration consists of a set of two multicolor Gauss-Seidel iterations: a point-implicit iteration over the entire grid and a subsequent line-implicit iteration over the region where lines are available (generally in stretched grid regions). The strategy used in SG and AgMG is to use 10 subiterations for both mean-flow and turbulence equations. In general, 10 subiterations may not be sufficiently general (e.g., Ref. [21] ). An alternative strategy pursued in the StMG solver is to specify targets for reduction in the L 2 -norm of the residual of the linear system. The targeted reduction is 0.5. Subiterations are discontinued if the target is met after a specified minimal number of subiterations. If a minimal reduction of 0.98 is not attained within a specified maximum number of subiterations, the pseudo-time step is scheduled for reduction. For the loosely-coupled approach, typical minimum subiterations are 10 and 5 and typical maximum subiterations are 100 and 50 for the mean-flow and turbulence equations, respectively. For the tightly-coupled approach, minimum and maximum numbers are 10 and 100, respectively. The target of 0.5 for the preconditioner residual reduction is usually reached within the minimum number of subiterations. However, in the later stages of convergence at higher CFL numbers, it is not uncommon to require 2-3 times more subiterations. It is quite rare for the maximum number of subiterations to be used. As mentioned above, a linear multigrid scheme (as in Ref. [20] ) would be beneficial in reducing this variability and efficiently providing convergence well beyond this threshold.
The GCR tolerance for reductions of the L 2 -norm of the linear update residuals (1) is the same as the preconditioner tolerance; for loosely coupled relaxations, the targets are 0.9 for the mean-flow and 0.5 for the turbulence equations, respectively. A restarting procedure 17 is implemented, but generally, no restarts and a maximum of 4 projections are allowed. The GCR procedure is terminated when the GCR targets are reached. If the GCR targets have not been reached with 4 projections and are above a threshold (0.9), the pseudo-time step is scheduled for reduction; if the GCR residual reduction is below the threshold, the pseudo-time step is retained.
Generally, the role of GCR in the present approach is more to control instabilities of the preconditioner solution procedure rather than accelerate convergence. This stabilizing effect was noted to be particularly important on the coarsest grids in a multigrid cycle. Usually only one or two GCR projections are used. When the maximum number of projections are used for many cycles, generally the solver is not efficient.
The Jacobians used in the preconditioner are updated infrequently. On each new (currently finest) grid within the FMG algorithm, the finest-grid Jacobians are updated after each finest-grid relaxation within the first V-cycle. For the first 10 V-cycles, the Jacobians on all grids are updated at the beginning of each V-cycle. Thereafter, the Jacobian updates are performed at the beginning of a V-cycle; the update schedule is a function of the finest-grid residual reduction. The schedule is tuned to update Jacobians every 10 cycles whenever the finest-grid residual is reduced by more than 4 orders of magnitude from the initial level.
A user-specified variation of CFL versus FMG cycles is prescribed, after which the exponential progression with under-relaxation CFL update strategy 22, 32 is followed. The V-cycle is truncated if the CFL parameter is scheduled for reduction. In other words, if a CFL reduction is called on any level within a V-cycle, further actions at and below this level are terminated, i.e., the V-cycle continues on finer levels without coarse-grid correction from the current level. All CFL updates happen at the beginning (top) of the next V-cycle. In general, multigrid exhibits better asymptotic convergence with higher maximum CFL specifications (see Appendix VI for examples). In this paper, a relatively small maximum CFL= 200 is chosen as the value that provided convergence for all applications tested here.
IV. Discovery and Resolution of Grid and Solver Issues
IV.A. Polar Singularity
Convergence degradation was encountered in laminar computations for a 3D hemisphere cylinder. The cause of the problem was found to be the umbrella-like stencils on the polar grid line having hundreds of neighbors in a spindle arrangement and only two neighbors along the polar grid line (see figure 2(a) ). In such a stencil, the unweighted LSQ gradient construction over-emphasizes those hundreds of spindle neighbors, resulting in a very inaccurate gradient along the polar grid line. Multigrid converges satisfactorily for relatively coarse grids with fewer neighbors, but fails on fine grids. We found that the inverse-distance weighted LSQ gradient construction applied locally at the polar grid line recovers convergence. However, we do not recommend this as a remedy for three reasons: 1) with the fixed inverse-distance weights, the same problem may occur on a sufficiently fine grid where the effective-weight due to the number of neighbors exceeds the inverse-distance weight; 2) on high-aspect-ratio grids, the accuracy of the weighted LSQ method is compromised due to a minor perturbation (wiggling) of the polar grid line; 3) the preconditioner subiterations may become unstable when unlimited weighted LSQ gradients are applied, even locally.
A general solution for the polar-singularity issue would be the use of the approximate mapping technique.
33
Yet another remedy is to generate grids without such stencils. An example is shown in figure 2(b) , where the umbrella-like stencils always have six neighbors in the spindle arrangement on grids of any size. In this paper, we show results for a 3D hemisphere cylinder geometry obtained on grids with no polar singularity.
IV.B. Disjoint Grids
A partitioner does not guarantee that each partition consists of a contiguous block of nodes, where a block is defined as a collection of connected nodes. In fact, we often encounter cases where a partition has more than one block (i.e., disjoint grids). This occurs as generalized partitioners (e.g., ParMetis, PT-scotch) focus more on load balancing and communication constraints than on keeping partitions contiguous. A partitioned triangular grid for the 2D hemisphere cylinder (2135 nodes) is shown in figure 3 . Since the agglomeration is performed in the advancing-front manner, it will not cover all grid blocks unless the initial seed is chosen from all disjoint grid blocks. In order to guarantee that all grid blocks are agglomerated, we first count the number of disjoint grids in each partition (by a neighbor-to-neighbor search), and then make sure we pick an initial seed from each grid block. A problem is encountered when a partition has grid blocks of unbalanced sizes, especially in the boundary nodes. An extreme case is that a partition has a grid with only one boundary node. The boundary node has no boundary-neighbors to be agglomerated within the partition, and can be easily contained by a single volume arising from the agglomeration in the neighboring partition. It causes various problems: vanishing face normal vector, invalid LSQ stencil, etc. Far and near field views of disjoint partitions (non-extreme cases) can be seen in figures 3(a) and 3(b), respectively. To avoid unbalanced and disjoint grids, a post-partitioning fix is implemented where small grid blocks are merged with a neighboring partition. In 3D, we also set a lower bound for the size of partitions, e.g., each partition is required to have at least 60,000 nodes, and typically opt for a three-level AgMG algorithm.
IV.C. Flat Least-Squares Stencil at a Viscous Surface
In early attempts to solve viscous problems with an AgMG solver, we observed negative pressures on coarse agglomerated grids. The problem was encountered only for the full Navier-Stokes equations, not for the inviscid/diffusion equations. The problem was traced to boundary volumes on a viscous surface having only two neighbors on the surface. See figure 4(a) for illustration. On advancing-layer prismatic grids, such a boundary volume may lead to a four-point stencil for the LSQ gradient reconstruction with an obtuse-angle triangle at the surface. Such a stencil results in a very inaccurate LSQ gradient in the direction tangential to the surface and perpendicular to the edge across the surface-neighbors. This inaccurate gradient component does not greatly affect the inviscid scheme because only the edge gradient component is used in the reconstruction step. Also, it does not affect the diffusion scheme because only the face-normal component (which is nearly the same as the edge component) is used in the diffusive flux. However, for the full Navier-Stokes equations, the face-tangent gradient component is used for the shear stresses, and that is where the problem occurred. To avoid this problem, we perform a search for surface volumes having only two neighbors and merge them with one of their neighbors before the line agglomeration. See figure 4(b) for illustration. The process successfully removed the problematic stencils.
IV.D. Highly Curved Stencil on Agglomerated Grids
In the hierarchical agglomeration, the boundary control volumes are agglomerated with boundary neighbors only and never agglomerated with the interior neighbors. Such an agglomeration scheme can create very thin control volumes especially near the boundary. For curved boundaries, it results in highly-curved stencils as shown in figure 5 . Such stencils cause difficulties in gradient computations and solution reconstructions for inviscid fluxes. We expect that the approximate mapping technique 33 will solve this problem. In this paper, we use the first-order inviscid scheme on all agglomerated grids. The scheme is very robust, but it can slow down the AgMG convergence.
IV.E. Implicit Lines in Wakes
Line-agglomeration can be used to agglomerate the entire domain in structured grids. In such cases, nodes of different hierarchies can be contained in a line. This problem was not encountered in previous tests. An example is the line that originates from a part of the outer boundary, passes through a corner (e.g., the trailing edge of an airfoil), and then extends to another part of the outer boundary. Figure 6 illustrates the line passing through the trailing edge where the trailing edge node is indicated by the blue circle. To deal with such a situation, we first assign the highest nodal-hierarchy to each line, and perform the bottom-of-line surface agglomeration within the same hierarchy. Then, the line-agglomeration progresses from the surface, but the agglomeration is performed only for nodes in the same hierarchy. In this way, the line passing through the trailing edge will not be agglomerated with neighbor lines and the trailing-edge node will not be agglomerated with any neighbor. The obtained agglomerated grids may lose some symmetry property characteristic of the primal grid and also introduce large skewing and high-aspect ratio not present on the primal grid. However, as will be shown later in the RAE airfoil test case, numerical tests indicate that the performance of the AgMG is not strongly affected by the quality of the agglomerated grids.
V. Numerical Results
Unless otherwise stated, numerical results are presented for the three-level AgMG V(3,3) cycle with the loosely-coupled GCR relaxation. Mean-flow and turbulence equations are relaxed on primal and agglomerated grids. The CFL number is ramped from 10 to 200 over the first 50 relaxations on each grid level. The FMG scheme is employed with residual convergence to a specified low tolerance on every level. This low tolerance is case dependent, but chosen to be comparable with 'machine zero' residuals. The above parameters are selected to provide convergence for all cases tested in this paper. The AgMG convergence is compared with the SG convergence to demonstrate the benefit of the multigrid coarse-grid correction. For consistency in comparisons, the SG iteration is performed by the 2-level AgMG V(3,3) cycle with no coarse-grid corrections. In this way, we can ensure that the set of parameters, e.g., the CFL ramping strategy, Jacobian updates, etc., are the same. This increases the elapsed time by less than 10 percent over that of computation with only 1 grid. Tables 3  and 5 summarize the total number of cycles required to converge on the primal grids for 2D and 3D cases, respectively.
V.A. 2D Hemisphere Cylinder
We consider 2D inviscid, laminar, and RANS flows over a hemisphere cylinder with the radius 0.5 and the length 20 in the grid units. The geometry is taken as a 2D section of the experimental model studied in Ref. [34] . In all cases, the Mach number is 0.4, and the angle of attack is 1.0 degree. The outer boundary is located approximately at the average distance of 60 radii from the body. The primal computational grids are triangular for the inviscid case and mixed element for the laminar cases with approximately 0.24 million nodes. For the RANS case, three grids are prepared with approximately 0.24, 0.48, and 0.96 million nodes. The number of processors used is 4, 8, 16 for the 0.24, 0.48, and 0.96 million-node grids, respectively, so that each partition has approximately 60,000 nodes. The tolerance is set to be 10 −14 in the residual L 2 norm. In all cases, both the AgMG and SG solvers converged to the specified tolerance with no issues. Convergence histories are given in figure 7 .
For the inviscid flow, a triangular grid was used. Although the grid has a regular structure (i.e., generated from a structured quadrilateral grid by diagonal insertion), it is treated as an unstructured grid and agglomerated without the line-agglomeration technique. We see from table 3 that AgMG accelerates the convergence over SG by a factor of 5. See figure 7(a) for convergence histories.
For the laminar flow, we set Re = 4.0 × 10 2 /(unit grid length). The grid is a mixed grid with quadrilaterals in the boundary layer region and triangles everywhere else. Line agglomeration and line-implicit subiterations are performed in the quadrilateral part. For this case, AgMG achieves a factor of 8 speed-up over SG as can be seen in table 3. See figure 7(b) for convergence histories.
Finally, we consider a turbulent flow with Re = 3.5 × 10 5 /(unit grid length). The grid is strongly stretched near the body to keep y + < 1. The grid is a mixed grid with quadrilaterals in the boundary layer region and triangles everywhere else. Again, the line agglomeration and line-implicit subiterations are performed in the quadrilateral region. See figures 7(c) and 7(d) for convergence histories.
Qualitatively, the convergence results are similar for flows of all types. As can be seen in figure 7 , on the coarsest grids, the AgMG and SG solvers are identical. On all other grids, the AgMG solver converges significantly faster than the SG solver. 
V.B. 2D Flat Plate
We consider a turbulent flow with Mach number 0.5 and Re = 5.0 × 10 6 /(unit grid length). The grid is a 545×385 quadrilateral grid (209,825 nodes) taken from the Turbulence Modeling Resource website.
29 Implicitlines are formed from the bottom to the top, covering the entire domain. The line-agglomeration is performed over the entire domain. The case was run with four processors, leading to approximately 50,000 nodes per partition. Both the AgMG and SG solvers converged to the specified tolerance, 10 −14 , with no major issues. See figure 8 for convergence histories. From table 3, we see that the AgMG solver converges nearly 10 times faster than the SG solver.
V.C. 2D Bump
We consider a turbulent flow with Mach number 0.75 and Re = 3.0 × 10 6 /(unit grid length). The grid is a 89×41 quadrilateral grid (3,649 nodes) taken from the Turbulence Modeling Resource website.
29 This case was run with one processor. The tolerance is set to 10 −13 in the residual L 2 norm. The coarse grids are generated by the line-agglomeration with implicit-lines defined similarly to the flat plate case. Both the AgMG and SG solvers converged to the specified tolerance with no major issues. AgMG achieves a speed-up of factor 3 over SG as seen in table 3. See figure 9 for convergence histories.
V.D. 2D RAE Airfoil
We consider a turbulent flow over the RAE airfoil with Mach number 0.676, Re = 5.7 × 10 6 /(unit grid length), and α = 1.93 degrees. There are four primal grids: Grid 1 with 98,944 nodes, Grid 2 with 24,896 nodes, Grid 3 with 6,304 nodes, and Grid 4 with 1,616 nodes. The primal grids are all structured quadrilateral grids. We apply the 3-level AgMG to each grid independently. The tolerance is set to be 10 −13 in the residual norm. This test case involves a line with mixed hierarchies: the line passing through the trailing edge has a corner (the trailing edge node) in the middle. This line is treated exactly as described in Section IV.E. Two line agglomeration strategies are defined. The strategies are identical for the lines that start at the airfoil surface: the agglomeration starts at the surface and proceeds toward the outer boundary according to the algorithm described in Section III.C. The strategies are different in the wake. The line 1 strategy starts from the bottom outer boundary and proceeds to the top outer boundary. The line 2 strategy splits into two procedures: one procedure starts from the wake center-line and proceeds to the top boundary and another procedure starts from the same wake center-line and proceeds to the bottom boundary. Each agglomeration strategy covers the entire domain, and thus the line-agglomeration alone generates an entire coarse grid. Examples of agglomerated grids generated by these two line-agglomeration strategies are shown in figures 10 and 11. As can be seen in the figures, the agglomerated grid generated by the line 1 strategy has a gap in the grid line as indicated by the arrows while the agglomerated grid generated by the line 2 strategy has no such gaps. In table 3 , the AgMG convergence is also compared with convergence of an StMG solver with the same multigrid parameters: three-level V(3,3) cycle with 10 relaxations on the coarsest grid and maximum CFL = 200 ramped over 50 cycles. The initial solutions on the target grids are obtained by the FMG method and, thus, differ between AgMG and StMG solvers. Nevertheless, the number of target-grid cycles to converge to the prescribed residual tolerance is similar. To illustrate convergence starting from the same initial solution, residual and lift convergence of a solution at α = 2.5
• starting from the converged solution at α = 1.93
• is compared in figures 16 and 17.
V.E. NACA 0012 airfoil
We consider a turbulent flow over the NACA 0012 airfoil. The finest mesh is the structured C-type mesh from the Turbulence Modeling Resource website 29 of dimensions 1793×513 around and normal to the body; the free-stream Mach number and Reynolds number are taken from the website (the Mach number is 0.15 and Re = 6.0 × 10 6 /(unit grid length)). There are three levels of primal grids: Grid 1 with 919,424 nodes, Grid 2 with 230,336 nodes, and Grid 3 with 57,824 nodes. They are all structured quadrilateral grids. We apply the three-level AgMG to each grid independently with 48 processors for Grid 1, 8 processors for Grid 2, and 2 processors for Grid 3. Tolerance is set to be 10 −10 in the residual norm. Agglomeration was performed by the line-1 agglomeration strategy over the entire domain. The line passing through the trailing edge was treated as described in Section IV.E.
Three angles of attack, α = 0 • starting from the converged solution at α = 10
• is compared in figures 27 and 28.
V.F. 3D Hemisphere Cylinder
We consider 3D inviscid, laminar, and turbulent flows over a hemisphere cylinder with the radius 0.5 and the length 20.0 in the grid units. The geometry is taken from the experimental model studied in Ref. [34] . In all cases, Mach number is 0.6, and the angle of attack is 5.0 degrees. The outer boundary is located approximately at the average distance of 60 radii from the body. The computational grid is tetrahedral for the inviscid case and mixed element for the viscous cases. The tolerance is set to be 10 −14 in the residual L 2 norm. Primal grids with no polar singularity as shown in figure 2(b) were employed.
For the inviscid flow, a tetrahedral grid with 4,088,874 nodes was used. The number of processors is 64 so that each partition has about 60,000 nodes. The coarse grids are generated to the third level: two agglomerated grids and the target grid, see figure 29. Implicit-lines are not formed for this grid, and thus the agglomeration was performed without the line-agglomeration. As can be seen in table 5, the AgMG solver is about 5 times faster than the SG solver. See figure 30(a) for convergence histories.
For the laminar flow, we set Re = 4.0 × 10 2 /(unit grid length). The grid has a prismatic layer off the body and tetrahedra elsewhere with the total number of nodes 4,262,115; 64 processors are used. Implicit-lines are formed in the prismatic layer, and the line-agglomeration is performed within the layer. In this case, the AgMG solver is about 8 times faster than the SG solver as can be seen in table 5. Figure 30(b) shows convergence histories.
For a turbulent flow with Re = 3.5 × 10 5 /(unit grid length), five grids are generated to study the grid dependence: 1 million-node grid to 15 million-node grid. Each grid is a mixed element grid similar to the one employed for the laminar case, but the prismatic layer has a stronger stretching to keep y + < 1. Implicit-lines are formed in the prismatic layer, and the line-agglomeration is performed within the layer. As indicated in table 5, the number of processors are chosen to keep approximately 60,000 nodes per partition. The results in the table indicate that the AgMG solver significantly accelerates convergence over the SG solver, and the speed-up factor increases on finer grids. The speed-up factor grows because AgMG convergence is almost gridindependent whereas SG convergence deteriorates on finer grids. Moreover, since each partition has the same number of nodes for all grids, the grid-independent convergence is achieved not only in the number of cycles but also in the CPU time as can be seen in figure 31 . Typical convergence histories are also shown in figures 30(c) and 30(d) for Grid 2.
For inviscid, laminar, and turbulent flows, the AgMG solver is significantly faster than the SG solver. The acceleration is demonstrated also in convergence of the drag coefficient for turbulent-flow computations on the target grid as shown in figure 32 for Grid 2. Numerical solution obtained by the AgMG solver for Grid 5 is compared with the experimental data in figure 33 . Good agreement demonstrates that the AgMG method produces a correct solution with a significant speed-up.
V.G. Wing-Body-Tail Configuration
We consider a turbulent flow over a wing-body-tail configuration with Mach number 0.85, α = 2.5 degrees, and Re = 5.0 × 10 6 /(unit grid length), taken from Drag Prediction Workshop 4 (DPW4). 35 . Results are obtained for two mixed element grids: a coarse grid of approximately 3.5 million nodes and a medium grid of approximately 10 million nodes. The tolerance is set to be 10 −8 in the residual L 2 norm. Again, the AgMG has 3 levels; coarser grids are shown in figure 34 . For this case, 50 cycles are performed at each coarsest-grid level within the FMG. Also, the turbulence diffusion is discretized by the edge-terms-only scheme on all grids. Results are given in table 5. On both grids, AgMG accelerates the convergence over SG by a factor of 7 on the primal grid level. See figure 35 for complete convergence histories. Table 4 shows the improvement in cycles to convergence with the AgMG and StMG solvers relative to the single-grid solver for the finest grid 2D RANS results reported above. Table 6 shows the corresponding improvement with the AgMG solver for the finest grid 3D results. In 2S, the improvement ranges from 2 to 16 for the AgMG solver and is less than but comparable with the StMG solver for the two airfoil cases. The improvement in 3D is between 7 and 20. 
VI. Conclusions
The research presented in this paper is work in progress. An agglomeration multigrid (AgMG) solver developed and reported in previous papers has been systematically applied to a series of test cases ranging from simple 2D flows to some realistic 3D configurations. The goal of this systematic study is to advance the AgMG solver toward automated agglomeration, discrete solvability, and superior efficiency for a wide range of practical turbulent flows. The approach we follow is to identify, isolate, and fix issues encountered as we progress from simpler to more complicated tests. Convergence of the developed AgMG solver has been compared with convergence of an advanced single-grid (SG) solver and, in some cases, with convergence of a structured multigrid (StMG) solver. The SG solver used in this study as a convergence benchmark and as a relaxation scheme for both AgMG and StMG solvers is itself a new scheme based on a Jacobian-free Newton-Krylov approach with a preconditioner using defect correction and an adaptive pseudo-time step. Although not shown here, this SG solver represents a significant improvement over the baseline scheme used in the state-of-the-art flow solver, FUN3D. The convergence of the StMG solver on structured primal grids provided the performance targets for the AgMG solver on the same grids.
For all reported cases, the AgMG solver has significantly accelerated convergence compared to the SG solver convergence and showed performance comparable with the StMG solver performance with similar multigrid cycle parameters. Further improvements are expected if better gradient reconstruction schemes are used for turbulence source computations on agglomerated grids. Although most comparisons are done in terms of cycles, similar gains are expected in terms of computer times. Note the SG method uses grid sequencing that relies on agglomeration and without this, the SG method would require more iterations to converge.
In spite of demonstrations of significant speed-up over the SG method, the current state of AgMG development is far from completion. The systematic advancement from simpler to more complicated cases required algorithmic adjustments at every step in the process. For example, a relatively low limit on CFL number in the pseudo time has been imposed to provide convergence for a wide range of test cases, even if a higher CFL would improve convergence rates in many cases. A limitation on the minimum number of nodes per partition has been enforced to ensure scalability in parallel computations. In 3D wing-body-tail computations, the viscous terms of the turbulent equations have been discretized with an inconsistent, but positive edge-terms-only scheme; otherwise convergence problems have been encountered. With a high degree of confidence based on our experiences to date, we expect our AgMG solver with the current set of parameters to work well for general inviscid and laminar flows and for 2D turbulent flows. While the current AgMG solver shows encouraging performance for some 3D turbulent flows, the search for a robust set of parameters and for algorithmic improvements in applications to general 3D RANS equations is still ongoing. Specifically, the current AgMG solver does not provide reliable performance for turbulent flows on structured grids around the DPW5 configuration. The SG solver converges for all test cases and the StMG solver has shown improvements over the SG solver in many of those. 
Appendix A: Effect of Increasing Maximum CFL with StMG Solver
Improved convergence of the StMG solver can be obtained by increasing the maximum CFL beyond the nominal maximum of 200 used for the results in the main body of the paper. The effectiveness of higher CFL specification is case dependent. Generally, on coarse grids and during the initial transient stages of convergence in three dimensions, effective CFL specifications are O(100) for the mean-flow and O(1000) for the turbulence equation. Loosely-coupled or tightly-coupled relaxation of the mean-flow and turbulence equations has not been a discriminating factor in enabling faster convergence through higher CFL specification.
Using a maximum CFL of 10,000, the cycles to converge within an FMG StMG solver are collected in tables A.1 and A.2 for the RAE and NACA 0012 airfoils, respectively. As per the convention used in this paper, the SG cycles that are shown correspond to the same FMG method except that during the FAS cycle, only two levels are used and no coarse grid correction is taken. For the RAE airfoil, convergence is reached within 30 cycles of V(2,2) StMG solver for the 3 finer meshes for either loosely-coupled or tightly-coupled relaxations. For the NACA 0012 airfoil, convergence is also reached within 30 cycles of V(2,2) StMG solver for each of the 3 meshes for the nonzero angles of attack. At zero angle of attack, more than four times more cycles are required. For all of the tests in these two tables, the convergence is uniformly better than the convergence corresponding to a maximum CFL of 200 shown in table 3 in the main body of the paper.
In the tightly-coupled approach, the GCR is also tightly coupled. The GCR minimization is over all residuals and because the turbulence residuals are several orders of magnitude higher than the mean-flow residuals, the minimization focuses on the turbulence residuals. A scaling factor for the turbulence residuals within the GCR approach similar to that used by Lucas et al. 17 was introduced but generally had little influence on the results. The effect of scaling within the GCR when using tightly-coupled relaxation is shown in table A.2 and indicates no positive benefit.
Table A.2 also shows convergence using the second-order order scheme only on Grid 1. The discretization of inviscid terms on Grids 2 through 5 is first-order accurate, and the corresponding FAS convergence on those grids is improved, as expected. FAS convergence on Grid 1 is reduced somewhat. For lower CFL, the convergence of the StMG solver with first-order coarse grid discretization is expected to be more comparable with the convergence of the AgMG solver shown in table 3 in the main body of the paper. Table A .3 shows the improvement in cycles to convergence with the FAS solver relative to the single-grid solver for the finest grid results reported above with tightly-coupled relaxation. Cycles to convergence were measured within an FMG method as above. The improvement in convergence is slight for the RAE airfoil, perhaps because that grid is coarser by a factor of ten than the finest NACA 0012 grid. The improvement is more pronounced for the NACA 0012, varying from 2 at α = 10
• to 9 at α = 0
• . The results of multigrid computations over an angle of attack sweep for the NACA 0012 are shown in figures A.1 and A.2 for an increment between angles of attack of 1
• The angle of attack sweep begins at α = 10
• , increases to the first angle of attack beyond maximum lift (α = 19
• ), decreases to α = −5
• and then increases back to α = −3
• . The stopping tolerance is taken as 10 −5 which is sufficient to converge forces to well below plotting accuracy. Overall, the computed lift is slightly higher at any positive angle of attck than the experimental data of Ladson taken from the Turbulence Modeling Resource website. 29 The maximum lift of 2.2, and 5.2 million grid points. A solution at α = 1 • was obtained from freesteam initial conditions and then subsequent solutions were obtained by increasing α with an increment of 0.5
• . The lift and StMG cycles to converge are shown in figure B.1. The stopping tolerance is taken as 10 −5 which is sufficient to converge forces to well below plotting accuracy. The lift increases with grid refinement but the number of cycles to converge remains fairly constant. The number of V(2,2) cycles to converge at an intermediate angle of attack is shown in Table B .1 for both the SGMG and StMG solvers. The improvement with the StMG solver over the SG solver increases as the grid is refined.
Beyond α = 3 • , the lift reaches a maximum before α = 4
• as the grid is refined. The reduction in lift before α = 4
• is not in agreement with the experimental results and is associated with a massive inboard separation pattern, as noted by others. 37 As an example, the computed lift is shown in figure B .2 for the L1 and L2 grids over an angle of attack sweep beginning at α = 3
• , continuing to α = 4
• , and then decreasing. The L1 computation shows no sign of either a lift decrease or a hysteresis in angle of atttack. The L2 computation exhibits a maximum lift at α = 2.75
• mesh and a large hysteresis as the angle of attack is reduced from the maximum lift condition. 
