The correct forecasting of unrecorded data could be enormously helpful in designing water projects and preventing related damages. The conventional methods available for rainfall estimation usually take a long time to estimate the missing data, and their estimations may have many errors in the long-term simulations. In this study, the capabilities of different Artificial Neural Networks (ANNs) were analyzed in estimating missing data from the Ardabel plain rain gauge stations located in northwestern Iran. Accordingly, six different structures of ANNs were used, and their efficiencies in terms of the mean squared error, training, and validation determination coefficients to select better-estimated missing data were examined. The results revealed that the best model is composed of the feed-forward networks, trained by the Levenberg-Marquardt algorithm and considering only one hidden layer. For each of the stations with a complete data set, an ANN was trained. Data gaps from other stations were obtained by the proposed ANN models. Furthermore, an integrated ANN was developed to investigate the hidden spatial relationships among the rainfall data of the stations as well as temporal auto-correlations. The results indicated the superiority of the proposed integrated model.
Introduction
Among atmospheric precipitations, rainfall is one of the most important processes of the hydrological cycle. The deficiency of climatological and hydrological information in an area could be because of damage to measurement instruments or negligence in measurements. Because it is impossible to postpone the implementation of a project because of gaps in long-term hydrological data, the estimation of missing data in hydrological studies is inevitable, and the role of reliable data in hydraulic and hydrological designs cannot be ignored. Correct predictions of the missing data decrease uncertainties and could help to establish suitable plans for water projects. Principally, conventional methods of data gap estimation, such as interpolation and extrapolation, differentials, proportional, mean, and sampling methods, are time-consuming, and they are usually associated with many errors [8] . Nonlinearity and natural uncertainty of a stochastic process such as precipitation, the need for long-term historical information, and the complexity of physical-based methods are the reasons that researchers have attempted to develop black box models such as Artificial Neural Network (ANN). When data is insufficient and accurate prediction is more important than conceiving the physics of a problem, black box models could be a good option [11] . ANN models are black box models with particular properties for modeling nonlinear systems. ANNs are capable of recognizing systematic noise, such as a measurement instrument's noise pattern, in the input data. In addition, ANNs have the ability to recognize and isolate systematic noise from the inherent noise of the data, and the ability to identify a relationship from given patterns makes it possible for ANNs to solve complex hydrologic problems [12] . At the end of the 1990s, ANNs were used in hydrological and meteorological problems, including precipitation and river flow prediction, ground water modeling, water quality, water management, and river sediment [1, 2] . Furthermore, there are studies that report the suitability and superiority of the ANN models over conventional statistical rainfall prediction procedures e.g., [3] . The studies regarding the application of conventional methods to fill in missing rainfall data are as below. Singh and Chowdhury compared thirteen rainfall estimation methods and found that the isohyetal method yielded higher estimates of the mean daily and monthly rainfall than other methods in the area of their study [14] . [10] . The estimation of unrecorded data in countries with deficiencies in hydrological information is an inevitable task. Therefore, our aim is to apply the ANN approach to predict the missing rainfall data that are important for the purposes of evaluation and prediction. This study compares different structures of the ANNs that are trained to estimate missing monthly precipitation data from Ardabel plain rain gauge stations in Iran. To achieve this goal, an attempt is also made to improve the ANN model efficiency by presenting a new categorized integrated ANN model using pre-processed data via a spatial clustering method.
Artificial Neural Networks (ANNs)
An ANN may be described as a network of interconnected neurons (sometimes called nodes). The common structures of the ANNs consist of three layers; the input, hidden and output layers. The learning process consists of known input and output values, which train the network. The way that nodes in input and output layers are arranged and the direction that the data are processed in a network create networks with various characteristics. Feedforward neural networks (FNNs) and recurrent neural networks (RNNs) are the classifications for these networks. There are different mathematical learning algorithms available to train a network. In the current paper, three algorithms with two structures of ANNs have been applied. A comparison of these algorithms is available in part 5 of this paper. The three algorithms are as follows: the backpropagation (BP) algorithm, the conjugate gradient (CG) algorithm and the Levenberg-Marquardt (LM) algorithm. The BP algorithm is a common method of training ANN, see; [13, and 16] . The CG is the most prominent iterative method for solving sparse systems of linear equations, and it is an effective method for symmetric positive definite systems. The LM algorithm is the most widely used optimization algorithm. The mathematical notation for training FNNs with the LM algorithm is fully described by [6] .
Study Region
In this study, the Ardabel plain was selected as the study region to estimate missing rainfall data of the relevant rain gauge stations. This plain, with an area of approximately 5113 is one of northwest plains of Iran, and it is considered to be one of the most fertile areas with the highest precipitation. This study area is located at high latitudes with unique topographic conditions, it is surrounded by mountains, and it is close to the Caspian Sea, which is source of moisture. The annual average temperature of the area is 9.5°C, and the monthly average temperature varies from -6.9°C in January to 25.4°C in August. In the plain, eleven rain-gauge stations are operated to measure precipitation rainfall. The data sampling has been reported daily at all of the stations. 
Model Precision Evaluation
Input and output variables for modeling purpose are usually normalized by scaling between zero and one to eliminate their dimensions. The following simple linear mapping of the variables is the most common method for this purpose [5] .
where, I is the actual value and is the respective normalized value. I and I are the minimum and maximum of the values, respectively. The normalized data were divided into training and verification sets. Typically, about 3.5 years data are used for the model training, and the remaining 1.5 years data are used for validation purposes. In this study, two different criteria are used to measure the efficiency of the proposed methodology; the Root Mean Square Error (RMSE), and the determination coefficient ( DC ) [12] . The RMSE and DC demonstrate discrepancies between predictions and observations. They are defined as:
In Equations (6) and (7), is the data number, and are the observed data and the calculated values, respectively, and ̅ is the averaged value of the observed data. In a best model, and go to one and zero, respectively.
Proposed models and Results

Separate modeling of rain-gauge stations
Following previous research, an ANN model was developed for each rain gauge station. Accordingly, normalized data at each station were divided into training and verification sets. Typically, about 75 percent of the data are used for the model training, and the remaining 25 percent are used for validation purposes. For seven stations, which have nine years of observed monthly rainfall data, the data from the first seven years were used to train the models, and the remaining two years of data were used for verification of the models. For the other four stations, which have only five years of data, the data from the first four years were employed for training, and one year of rainfall data was used for validation purposes. By considering different input neurons with different time delays (t, t-1, t-2 …) in the input layer, the ANN structure for each station was obtained ( Table 1 ). The ANN model of each station was trained by different structures. In the current study, two structures of ANNs (i.e., FFN and RNN) were utilized. Three training algorithms were applied to these structures: the BP, CG and LM algorithms. According to the results, the best structure for all of the networks is a three-layer feedforward network with different input and hidden neurons. The best convergence between the model's output and target was obtained using LM training algorithm.
The results show that in the ANN model for the Khoshkeh station, the monthly rainfall is autocorrelated for the four previous months. However, for the Bilevareg, Nir, Loron, and Kareg stations, this auto-regression degree is two months; for the other stations, it is only one month. These results are related with the high spatiotemporal variability in the rainfall. In the obtained structures, the maximum number of hidden layer neurons belongs to the Nir and Bilevareg stations with nine and five neurons, respectively. The output layer neurons in all networks are equal to the next month rainfall (I t+1 ).
One of the most important criteria in any ANN modeling is the training epoch number. Determining the correct number of this repetition in the network training is a crucial task. A low epoch number could cause a defect in the training, and a higher epoch number may lead to network over training. Therefore, an optimal value for the training epoch numbers has been determined so that the model performance in both the training and verification steps is suitable Table 1 . In the next step, an integrated ANN will be introduced to improve the modeling efficiency.
Integrated ANN model
In spite of temporal auto-correlation of the rainfall data for each station, which has been detected in the developed ANN models (section 5-1), it is expected that there is also a spatial correlation among the rainfall data for the stations in a desired time step. To detect this spatial relationship, an integrated ANN model was developed so that the data for all seven stations that have complete nine year datasets were entered into a single ANN model to predict the rainfall one month ahead at these seven stations (Foladloo, Khoshkeh, Bilevareg, Namin, Vilkidge, Nir, and Koloor). The first seven years of data were used for the model training, and the last two years of data were used for verification purposes. Fig.3 shows a schematic diagram of the proposed integrated ANN model. The results of the integrated ANN for different structures and training epochs are presented in Table 2 .
According to Table 2 , considerable increases in the training and verification determination coefficients demonstrates the neural network's ability when one month is lagged, and the current monthly rainfall values of all seven stations were entered to the model as input neurons. According to the results, by increasing the number of hidden neurons, the training and verification determination coefficients have not been improved considerably. The best structure obtained is (7-8-7) (which denotes a network with seven, eight and seven neurons in the input, hidden and output layers, respectively) and is trained with 50 epochs. Comparing the results in Tables 1 and 2 , the superiority of the proposed integrated model over separate ANNs in monthly rainfall forecasting of the stations is demonstrated. The main reason for this superiority may be related to the existence of spatial correlation between the different stations' data, which could be detected when all of stations' data are imposed in a single integrated ANN model. Therefore, the monthly rainfall at all seven stations has been forecasted using only one integrated ANN model instead of using seven separate ANNs (one ANN for each station). Fig.4 shows the scatter diagram for the Khoshkeh station with observed and calculated data for both calibration and verification steps; the diagram was obtained from the proposed integrated ANN model. Similarly, because of the attention paid to the results of previous stage, another integrated ANN model was developed to estimate the four years (1997-2000) of missing monthly data for four stations (Hir, Loron, Kareg, and Konsol). Accordingly, the ANN was trained using the five years of available data from all of the stations (data from 2001 to 2005), the data from seven stations (Foladloo, Khoshkeh, Bilevareg, Namin, Vilkidge, Nir, and Kolor) as the input and the data from the remaining four stations, which have only five years [1997] [1998] [1999] [2000] from the seven stations were imposed to the trained model to simulate the monthly time series for the remaining four stations, which have no observed monthly rainfall data for the years from 1997 to 2000. Therefore, the four years of missing data in the observed monthly rainfall data of the four stations have been filled by the proposed single integrated model. In this study, as mentioned in the second section, the recurrent and the feed-forward networks with different training algorithms, i.e., CG, LM and BP [7] , were used to compare the network convergence and to provide results. Six different structures of the FNN and RNN (FNN-CG, FNN-LM, FNN-BP, RNN-CG, RNN-LM, and RNN-BP) were used; their efficiencies in the terms of the RMSE, and DC in the training and verification steps were tested, and the best structure was selected. In Table 3 , the best models of the six different ANN structures have been compared. The best model is a feed-forward network trained by the LM algorithm. Subsequently, the selected structure was used to estimate the nonobserved monthly rainfall. All structures were trained using different epoch numbers. The simulated time series of the normalized monthly rainfall for the non-observed monthly rainfall data at four rain stations (Hir, Loroon, Kareg, and Konsol) from 1997 to 2000 are presented in Fig.5 . 
Concluding Remarks
An ANN is utilized as an empirical model because it does not employ complicated differential formulas; it simply establishes a relation between the input and output data. Moreover, the model is less sensitive to error in the input data and processes data in parallel. In this study, the black box ANN approach was used to predict monthly rainfall time series for the Ardabel rain gauges. The modeling was performed over two stages. First, the conventional ANN model was employed so that one network was trained for each station, separately. At the second stage, an integrated ANN with all stations data as inputs was presented that was able to detect the spatial relationship among the stations rainfall data; thus, the result of this single network was more accurate than the eleven separate ANNs. In spite of the acceptable results of different structures, which have been discussed in this study, the most effective network is the FNN trained by the LM algorithm. The results of the forecasting reveal improvement while the numbers of hidden and input neurons in model are increased up to an optimal threshold. The methodology presented herein not only is applicable in other regions with different climatic regimes, but also it could be utilized in other hydrological processes such as sediment, runoff etc.
