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For several decades, quasi-periodic pulsations (QPP) in °ares have been a signa-
ture feature of solar dynamics. In the last ¯fteen years, the advent of new observational
instruments has led to a much-improved scope for studying and understanding such
phenomena. These events are particularly relevant to the ¯eld of coronal seismology,
where impulsive events are used as diagnostic tools to estimate the physical parameters
of the solar atmosphere remotely.
In this thesis we investigate quasi-periodic pulsations in °ares from both a nu-
merical and observational perpective, mostly in terms of magnetohydrodynamic (MHD)
waves. It has long been suggested that MHD modes may be the cause of QPP in °ares
as they are capable of modulating a wide range of observable quantities. We study one
such mode in detail: the sausage mode. For a model including signi¯cant gas pres-
sure, the characteristic period, the ratio of the mode harmonics and the behaviour of
the wavenumber cuto® are all considered. Although the period and wavenumber are
only marginally a®ected by this gas pressure, the density contrast ratio and length are
important factors.
An observational study of a °aring QPP event was undertaken, where new tech-
niques were developed in an attempt to successfully diagnose the QPP mechanism.
Cross-correlation mapping was applied to spatially resolved radio data, showing how the
strength and phase relationship of a °aring oscillation can be mapped in space. Using
this information, we were able to exclude many mechanisms as possible drivers for this
event, and suggest that an MHD sausage mode is the likely candidate.
A second °aring QPP event was considered, based on the possibility of multiple
harmonic oscillations. A sequential spectral peak ¯ltering method was used to demon-
strate the presence of multiple signi¯cant periods in the °are. Analysis of the harmonic
ratios indicated that an MHD wave such as a kink mode was the probable cause.
Finally we explore the potential of a new technique in the context of the so-
lar corona, the combination of empirical mode decomposition (EMD) and the Hilbert
spectrum. It was established that, under certain circumstances, this method compared
favourably with existing analysis techniques such as the Morlet wavelet, and may lead




1.1 Structure of the Sun
The Sun is a huge ball of highly ionised gas, or plasma, with a radius over 100 times that
of Earth. It consists mostly of hydrogen which is undergoing a continuous thermonuclear
reaction at its centre. Hydrogen isotopes in the core, heated to millions of degrees,
combine via nuclear fusion to form helium, releasing energy in the process.
The Sun's internal structure can be divided into several distinct layers. The
innermost and hottest region, where nuclear fusion occurs, is the core, where the tem-
perature is believed to be around 16 MK. Here the temperature and density are so high
that the kinetic energy of the hydrogen nuclei, with the assistance of quantum tunnelling
e®ects, is su±cient to overcome the repulsive electrical force pushing them apart, lead-
ing to su±cient collisions for a stable fusion process. The core is surrounded by a thick
radiative zone, which transports the energy generated in the core to the outer regions
of the sun and the solar system beyond via photons. The travel time of photons from
the beginning of the radiative zone to the convection zone is around 1 million years, as
they are scattered so many times. The temperature of the radiative zone also decreases
steadily with increasing radius, down to around 2 MK at the boundary with the convec-
tion zone. The convection zone occupies the outer portion of the solar interior, from
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Figure 1.1: Schematic of the solar interior. Courtesy of SOHO (ESA and NASA).
around 0.7 solar radii to the base of the photosphere, which is the beginning of the solar
atmosphere. In the convection zone the bulk motions of the Sun's plasma become the
dominant method of transporting the energy from the core outwards.
Above the convection zone are the Sun's atmospheric layers; the photosphere,
chromosphere, and the corona. These are the regions which can be directly observed by
satellites and Earth-based instruments. The lowest of these regions, the photosphere, is
the visible surface of the Sun that can be directly viewed from Earth. It is actually a layer
of gas around 100 km thick, and its mean temperature is around 5700 K, i.e. very cool
compared to the solar interior. The photosphere is also where features such as sunspots
and granules are observed. The chromosphere (literally \colour sphere") is a layer above
the photosphere where the temperature rises from 5700 K to approximately 20,000 K.
The reasons for this temperature change are not well understood. Without optical aids it
is di±cult to detect the emission from the chromosphere, as it is dominated by radiation
from the lower photosphere. Special narrow band ¯lters are used to observe emission e.g.
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from the H-alpha line, and thus observe the chromosphere. Between the chromosphere
and the corona lies a thin transition region, so-called because the temperature rises
rapidly from 20,000 K to over 1 MK. The cause of this large temperature change is
unknown, and is referred to as the coronal heating problem [see De Moortel et al., 2008,
for a recent review on this subject]. The corona is the outermost region of the solar
atmosphere and is much hotter than the other atmospheric layers, reaching up to 10 -
20 million K. Radiation from the corona is strong in the EUV and X-ray bands because
of this high temperature. Many phenomena such as solar °ares, solar prominences and
coronal mass ejections (CMEs) are observed in the solar corona. At a height of several
solar radii the corona gradually gives way to the solar wind. This solar wind streams out
from the Sun in all directions as charged particles escape from the Sun's gravity due to
the high temperature of the corona. The solar wind can be e®ectively described as a
plasma, like much of the rest of the Sun.
1.2 The solar activity cycle
The surface and coronal activity of the Sun follows a well-known (but not well under-
stood) 22-year activity cycle. This activity is thought to be linked to the magnetic ¯eld
structure of the Sun. As the Sun experiences di®erential rotation and the magnetic
¯eld is generally \frozen" into the plasma (see Section 2.1), the magnetic ¯eld becomes
more complicated over time. Eventually the magnetic ¯eld becomes so twisted that
it reaches a new con¯guration with its polarity reversed. This occurs every 11 years
and the process repeats, thus after 22 years the Sun returns to an identical activity
state. This phenomenon is believed to be caused by a solar dynamo [e.g. Tobias, 2002;
Ossendrijver, 2003]. This cycle is manifest in the number of sunspots observed in the
photosphere, as well as the number of solar °ares and larger CMEs which are observed
at the Sun's surface, as illustrated by Figure 1.2. In the early part of an activity cycle,
sunspots are generally concentrated in mid-latitude regions of the solar surface. As
the cycle progresses, the locations of newly-formed sunspots tend towards the equator.
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Figure 1.2: Butter°y diagram showing the sunspot number and location as a function
of time. Courtesy of NASA.
Plotted as a function of time (see Figure 1.2) this sunspot distribution has a distinct
shape and is consequently often referred to as a butter°y diagram.
The Sun is not the only star to experience an activity cycle. Stellar observations
have identi¯ed many other stars that experience the same behaviour, with a wide range
of characteristic periods. Perhaps more interestingly, many stars have also been shown
to exhibit no cyclical activity at all. This poses questions about the very fundamentals
of stars, and theories explaining why some stars experience activity cycles and others
do not deserve further development. Current models of the solar dynamo indicate that
the role of the tachocline - the transition layer between the convective and radiative
zones - is critical. Hence, the lack of a tachocline is one explanation for observations
of non-cyclical stars. This could happen if the star in question is fully convective, i.e.
there is no radiative zone.
The Sun also occasionally experiences a prolonged period of very little activity.
The last such period is referred to as theMaunder minimum [Eddy, 1976, for example].
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It occurred around the 17th century, where very few sunspots were observed between
1650 and 1700. The reasons for such behaviour are unclear, although it is not believed
to be the result of a lack of observational capability.
1.3 Solar °ares and coronal mass ejections
Solar °ares are powerful, unpredictable releases of energy frequently observed at the
surface of the Sun. Flares can release up to 1032 ergs in just a few minutes, and are often
associated with even more powerful coronal mass ejections (CMEs), the most powerful
phenomena in the solar system. The causes of °ares are believed to involve release of
energy stored in the magnetic ¯elds present in the solar corona. Consequently, °ares are
closely associated with sunspots, which occur where the magnetic ¯eld protrudes from
the Sun's surface.
The frequency of °ares is directly correlated with the 22-year solar activity cycle.
At the maximum of the cycle the Sun is very active, resulting in frequent X-class °ares
(the largest classi¯cation, see for example Aschwanden [2005]), regular CMEs and a large
number of sunspots. By contrast, at solar minimum the Sun is relatively placid, with
few °ares and sunspots observed. The locations of °ares and CMEs are also dependent
on the solar dynamo. Early in a new cycle, sunspots - and by extension °ares and CMEs
- appear mostly in mid-latitude regions. As the cycle progresses, sunspots not only
become more frequent, but also become more concentrated near the equator. This can
be illustrated using the butter°y diagram shown in the top panel of Figure 1.2.
1.3.1 The standard °are model
Solar °ares are thought to be formed when bundles of magnetic °ux, distinct from the
background magnetic ¯eld, are pushed up through the Sun's photosphere into the outer
atmospheric layers. These ¯eld structures are a consequence of both the Sun's internal
dynamo process and the di®erential rotation and convective motion of the atmosphere.
Sunspots - regions with lower temperatures than the surrounding photosphere - form in
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the regions where the magnetic ¯eld is strong. Since the corona, like many plasmas,
can be considered as an ideal plasma (i.e. the resistivity is negligible), the magnetic °ux
is 'frozen' into the plasma and forms persistent loop structures. Plasma can become
trapped by the magnetic ¯eld and ¯ll such structures, the result being ¯eld-aligned
enhancements in density. This is then observed in the EUV and soft X-ray bands via a
combination of thermal brehmsstrahlung and ion emission. These structures are what
we refer to as coronal loops.
The exact process that causes the energy release we associate with °ares is
unknown, but is believed to involve magnetic reconnection, which can be triggered
when the magnetic ¯eld structure develops an instability. The widely-accepted model of
°ares and CMEs in such terms is known as the CSHKP model after the ¯ve scientists
behind its basic development: Carmichael, Sturrock, Hiroyama, Kopp and Pneuman
[Carmichael, 1964; Sturrock, 1966; Hirayama, 1974; Kopp and Pneuman, 1976]. The
model has seen numerous modi¯cations over the years, some of which are summarised in
Figure 1.3, but the fundamentals remain intact. In this model, the reconnection site is
located at a magnetic null point above the loop apex. When reconnection occurs, some
of the energy stored in the ¯eld is released and particles are accelerated to relativistic,
nonthermal energies. Many of these particles are ejected from the atmosphere altogether
and propagate into space, a particularly large e®ect in the case of CMEs. However,
some of these particles travel downwards along magnetic ¯eld lines towards the °are
footpoints - the regions where the loop structure encounters the chromosphere. When
these accelerated particles encounter the much denser chromosphere they interact with
the plasma, causing non-thermal bremsstrahlung emission. This is observed as hard X-
ray sources at or near the visible footpoints. White light emission is also often observed
at these footpoints, although it is not thought to be a direct result of non-thermal
brehmsstrahlung.
X-ray emission spectra from solar °ares (see Figure 1.4) can be quanti¯ed there-
fore in terms of three main components [Aschwanden, 2005]. The ¯rst is thermal emis-
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Figure 1.3: Illustration of the standard °are model and some of the many supporting
observations [McKenzie, 2002].
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Figure 1.4: Example of a typical °are spectrum at X-ray energies, showing the three main
components of emission: thermal brehmstrahlung, non-thermal electrons, and ion-ion
interactions. Courtesy of Aschwanden [2005].
sion, which is a result of bremsstrahlung radiation from the hot plasma particles. This
emission takes the form of a Gaussian distribution in energy, and dominates typically
in EUV and X-rays up to around 30 keV. The second component is the non-thermal
bremsstrahlung associated with the accelerated particles from the °are footpoints. This
regime follows a power law distribution and tends to dominate at X-ray energies above
30 keV. Only the largest °ares release much detectable energy above the 100 keV range.
For these °ares, a third spectral regime becomes important; ion-ion interactions (as op-
posed to electron-proton interactions) sometimes result in energy release in the gamma
ray range. This is usually manifest as a plethora of narrow emission lines which corre-
spond to speci¯c nuclear interactions.
Flares also output energy in the radio and microwave wavelengths. One of the
main regimes that causes this is the gyrosynchotron mechanism [Ramaty, 1969; Dulk and
Marsh, 1982], whereby mildly-relativistic electrons accelerated by a °are interact with
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the background magnetic ¯eld, for example when travelling downwards along loop legs.
Gyrosynchotron emission is frequency dependent, and is also a function of the plasma
concentration, the line-of-sight (LOS) observation angle and the power law index and
concentration of non-thermal electrons. This mechanism is discussed further in Section
2.4.3.
1.4 Observational instruments
The Sun is under constant observation from a variety of di®erent scienti¯c instruments,
both space-borne and ground-based. The majority of these probe the solar atmosphere
in an attempt to gain insight into the physical mechanisms behind solar activity, e.g.
°ares, prominences and CMEs.
1.4.1 Nobeyama Radioheliograph
The Nobeyama Radioheliograph1 [Nakajima et al., 1994] is a ground-based radio inter-
ferometer located in Japan. Construction was completed in 1992 and it has been taking
daily observations of the Sun since then. The Radioheliograph consists of 84 parabolic
detectors with individual diameters of 80cm arrayed in north-south and east-west lines.
This arrangement allows observations to be spatially resolved on the solar surface. The
instrument observes at two frequencies: 17 GHz and 34 GHz. The maximum spatial res-
olution is 5 arcseconds at 34 GHz and 10 arcseconds at 17 GHz. More precisely, the given
resolutions are the full-width half-maximum (FWHM) values of the instrument beam
size. This beam size is determined by the lengths of the lines of parabolic antennae (see
Figure 1.5). Perhaps the most straightforward description of the beam size is that a
radio point source on the sun would be detected by the Nobeyama Radioheliograph as
a circular source with a diameter of 10 arcseconds at 17 GHz.
As the instrument is a radio interferometer, it does not produce images directly.
Instead, spatial images are obtained using a Fourier reconstruction process. The best
1http://solar.nro.nao.ac.jp/norh/
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Figure 1.5: The Nobeyama Radioheliograph in Japan. Courtesy of NoRH.
feature of the Radioheliograph is its excellent temporal resolution; it is capable of mak-
ing observations with a frame rate as low as 0.1s. This is o®set by a relatively modest
maximum spatial resolution, which compares rather poorly to space-based observatories
such as TRACE and Hinode XRT, which are capable of approximately 1 arcsecond reso-
lution. The most obvious disadvantage of course is that the Nobeyama Radioheliograph
can only make observations during daylight hours, which can be as little as 8 hours per
day in winter months.
1.4.2 The Reuven Ramaty High Energy Solar Spectroscopic Imager
(RHESSI)
The RHESSI satellite2 [Lin et al., 2002] was named after the late Reuven Ramaty and
was launched in 2002. It is located in low-Earth orbit and makes regular observations of
the Sun. RHESSI was designed to perform detailed spectroscopy, but is coincidentally
an excellent imager. Its nine photometric detectors operate in the X-ray and gamma-
ray regimes and can provide a spatial resolution as high as around 2.5 arcseconds.
2http://hesperia.gsfc.nasa.gov/hessi/
10
Figure 1.6: The RHESSI satellite. Courtesy of Spectrum Astro Inc.
It is also theoretically capable of recording the time and energy information of every
photon incident on its detectors. The maximum energy resolution of RHESSI is as low
as approximately 0.3 keV, meaning that any photon impacting the detectors can be
pinpointed in both time and energy.
RHESSI orbits the Earth several times per day. While it is obscured from the Sun
it transmits the data stored in memory down to the operations centre on Earth, thus
ensuring the satellite's memory is free in case of a particularly large event. RHESSI's
detectors are also mounted with attenuators which are programmed to slide in front
of the detectors in the event of particularly high count rates, e.g. during a powerful
solar °are. This prevents detector dead-time from becoming a problem, avoids ¯lling
the on-board memory too quickly, as well as accounting for pulse pile-up.
The disadvantage of RHESSI is a consequence of its low-earth orbit. Although
this makes it far easier to download large quantities of data from the satellite, it also
means that the satellite experiences frequent night-times. In fact, a 'daytime' obser-
vation for RHESSI lasts for only 75 minutes and is followed by 35 minutes of night,
making continuous long-term observations of the Sun impossible. This problem is com-
pounded by a phenomenon known as the South Atlantic Anomaly (SAA), a region of
11
the Earth's atmosphere containing particularly energetic particles. This region inter-
feres with RHESSI observations and may even damage its on-board equipment. Thus
whenever RHESSI passes through this region its instruments are deactivated to prevent
damage.
1.4.3 The Solar and Heliospheric Observatory (SOHO)
The Solar and Heliospheric Observatory3 [Domingo et al., 1995] was an ESA and NASA
collaboration and was launched in 1995, making it one of the older satellites currently in
operation. However it is also among the most successful and celebrated. SOHO orbits
the Sun in the Sun-Earth line, where it sits at the Lagrangian (L1) point, approximately
1.5 million kilometers away from Earth. This allows for uninterrupted observations of
the Sun. SOHO houses 12 di®erent instruments, including an Extreme Ultraviolet Imag-
ing Telescope (EIT), a Coronal Diagnostic Spectrometer (CDS), a Michelson Doppler
Imager (MDI), and multiple coronographs (C1, C2, C3) for tracking CMEs. Despite the
satellite's age, almost all of the original instruments remain fully operational. The EIT
and MDI instruments in particular are among the most widely used in the solar physics
community, an indication of the impressive contribution of SOHO.
1.4.4 Other instruments and future missions
Amongst the newest instruments to join the solar observational network are Hinode and
STEREO, both launched in 2006, and Coronas-Photon, a Russian satellite launched in
2009. Hinode houses a Solar Optical Telescope (SOT), an X-ray Telescope (XRT), and
an Extreme Ultraviolet Imaging Spectrometer (EIS) similar to the EIT on board SOHO.
The SOT is capable of an unprecedented spatial resolution of 0.2 arcesconds, while the
XRT and EIS are both class-leading instruments in their own right, designed for imaging
and spectroscopy of high temperature thermal emission respectively. STEREO consists
of two nearly identical satellites, one orbiting the Sun in front of the Earth, the other
3http://sohowww.nascom.nasa.gov/
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behind. Thus for the ¯rst time 3-dimensional images of solar events are possible. One of
its main instruments is a Heliospheric Imager (HI), a wide angle imaging device designed
for tracking CMEs. Other instruments currently in use include the Transition Region
and Coronal Explorer (TRACE), the solar wind observing ACE and WIND satellites, as
well as numerous ground-based observatories.
Several future missions and projects exist in various stages of development. Prin-
cipal among these is the Solar Dynamics Observatory (SDO). SDO is at an advanced
stage and is currently scheduled for launch in the autumn of 2009. The Observatory will
house three instruments. Firstly, a Helioseismic and Magnetic Imager (HMI) will act to
compliment and ultimately replace the MDI on board SOHO. The Extreme Ultraviolet
Variability Experiment (EVE) will image the Sun in the ultraviolet range with excellent
spectral and temporal resolution. However, perhaps the most anticipated of the new
instruments is the Atmospheric Imaging Assembly (AIA) , which will take regular images
of the Sun at multiple wavelengths.
A di®erent approach will be undertaken by ESA's Solar Orbiter, a mission planned
for launch between 2015 - 2017. Unlike most instruments, the Orbiter's mission pro¯le
is for close-in observations of the Sun. It will approach as close as 48 solar radii, and




and waves in the corona
2.1 Magnetohydrodynamics
Plasma behaviour can be described in a number of ways. Large scale, slow evolution
of plasma can be described by the well-established theory of Magnetohydrodynamics
(MHD), a combination of Maxwell's equations and the Navier-Stokes equations of °uid
dynamics. In MHD, the description of the plasma is subject to a number of simpli¯ca-
tions and assumptions, modi¯cations which are often necessary to allow the possibility
of numerical simulations. Here we examine the basic properties of MHD.
Firstly, in MHD the plasma is treated as a single electrically conducting °uid,
rather than considering ion and electron species separately. It is also assumed by ex-
tension that the plasma is neutral, i.e. that there are equal numbers of electrons and
ions in the plasma. This allows the expression for continuity to be written for the entire
MHD plasma as a single °uid, as shown in Equation 2.1. Also, MHD is a theory de-
signed to describe large scale, relatively slow dynamics of plasma. Thus MHD is usually
only valid when the plasma is su±ciently collisional, i.e. the characteristic time of the
studied process is much greater than the mean free path time in the plasma. Similarly,
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the characteristic size of the system must be much greater than the Larmor radius and
the mean free path length in the plasma. MHD additionally assumes that velocities are
non-relativistic. Another underlying assumption is that the plasma has a Maxwellian
distribution, a necessary condition for the concept of temperature to be introduced.
Despite all these assumptions, MHD has proven to be a robust theory with a
wide range of applications in both laboratory and astrophysical plasmas. The governing
equations of MHD can be summarised as:
@½
@t
+r:(½V) = 0; (2.1)
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These equations are the Continuity, Induction, Euler, and Energy equations re-
spectively. The quantity ½ is the total plasma density, B is the magnetic ¯eld, V is the
bulk velocity of the plasma, ´ measures the resistivity of the plasma, p is pressure and
L is a function combining non-adiabatic e®ects, radiation, thermal conduction, Ohmic
heating, and sometimes a 'coronal heating' term. The energy equation shown is not
unique; its form depends on the assumptions made about the physical system. These
equations form a closed set connecting the magnetic ¯eld B, the bulk velocity of the
plasma V, the mass density ½ and the gas pressure p. Thus they are extremely useful in
furthering our understanding of the key parameters in astrophysical plasmas.
The equations of MHD can be further simpli¯ed by assuming that the convec-
tive term in the induction equation dominates with respect to the di®usive term, i.e. by
assuming that the plasma is perfectly conducting. This is called the ideal plasma approx-
imation, and means that magnetic ¯eld lines behave as if they move with the plasma.
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This is also referred to as ideal MHD. A further simpli¯cation is the cold plasma ap-
proximation, where ¯, which is the ratio of the gas pressure to the magnetic pressure,
is assumed to be very small. The cold plasma approximation is used to characterise
certain parts of the solar atmosphere, such as the corona.
2.2 MHD waves
An important property of MHD is the existence of wave solutions which can be derived
in both bounded and unbounded cases. In fact, recent observations have led to the
realisation that MHD waves are ubiquitous in solar plasmas as well as laboratory plasmas.
Thus understanding of the wave mode mechanisms is crucial.
In an unbounded uniform plasma there are three types of MHD waves, whose
properties are markedly di®erent. These are Alfv¶en waves, fast magnetoacoustic waves
and slow magnetoacoustic waves. Alfv¶en waves are incompressible and locally sup-
ported. This means that they do not cause density variations, and propagate along
magnetic surfaces without interacting with neighbouring surfaces. Alfv¶en waves are also
dispersionless. As a consequence they can propagate over very large distances in the
solar corona, depositing energy far from wave sources.
Fast and slow magnetoacoustic waves on the other hand are both compress-
ible, i.e. they perturb the density of the plasma. Fast waves are not constrained by
the magnetic ¯eld direction and may propagate in almost any direction, unlike Alfv¶en
waves. Slow wave propagation direction constitutes a narrow cone in the direction of the
magnetic ¯eld. Under coronal conditions slow waves propagate at the sound speed, in
contrast with their fast and Alfv¶en counterparts, which propagate at or above the Alfv¶en
speed. The di®erent speeds of slow mode propagation and their di®ering observational
properties allows them to be observationally distinguished from their fast and Alfv¶en
counterparts with relative ease.
The presence of these waves in the solar corona provides a powerful opportunity
for remote diagnostics of the Sun. This technique is known as MHD coronal seismology
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Figure 2.1: The straight cylinder model of a plasma structure [Nakariakov and Verwichte,
2005].
and has become a popular tool in recent years, although it is not a new idea; it was
proposed as early as 1970 [Uchida, 1970]. However, only in recent years have the
requisite observational instruments become available.
2.2.1 MHD modes of a magnetic cylinder
One of the most useful generalised plasma structures is the straight cylinder model.
This model is frequently applied to coronal loop studies and °are studies and has proven
a robust theoretical tool. We consider a cylinder of radius a ¯lled with a plasma with
uniform density ½0. The gas pressure inside the cylinder is p0 and the magnetic ¯eld
strength is B0, and acts only in the z-direction. The external medium is also considered
to be uniform, with density ½e, gas pressure pe and magnetic ¯eld strength Be, also
acting in the z-direction. Curvature of the structure, although a factor that should be
accounted for in the application of this model to loops and °ares, is considered a second
order e®ect, thus the cylinder is assumed to be straight for simplicity. Gravity is also
neglected.
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Using this condition, it is possible to derive a wave equation for the plasma by
considering linearised perturbations of the MHD equations, and additionally assuming
that the normal component of velocity and the total pressure are continuous across the
boundary. A perturbation with frequency !, longitudinal wavenumber kz and azimuthal
wavenumber m which are localised near the cylinder are described by the dispersion























derivatives of those functions with respect to x. The parameters me and mo are the


















T i ¡ !2
¢ : (2.7)
Here CAe and CAo are the Alfv¶en speeds in the external and internal media
respectively. Csi is the sound speed in the media, where the index i = o; e. For







Thus, equation 2.6 allows us to ¯nd the frequency of an MHD oscillation given
knowledge of the mode numbers m, kz, and the radial number l. Further, the mode
numbers determine the structure of the MHD oscillation. The case where m = 0
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is known as the sausage mode, which is symmetric about the cylinder axis. If instead
m = 1 we have the kink mode, which is asymmetric, and form ¸ 2 we have ballooning
modes. For each value of m, there are an in¯nite number of wave harmonics available,
corresponding to di®erent values of the radial number l and the longitudinal wavenumber
kz. The parameter l is connected with the number of oscillation maxima located inside
the cylinder in the radial direction.The modes with the longest period, i.e. where the
wavelength is twice the plasma cylinder length, are known as global modes.
Hence, for given integer mode numbers, the dispersion relation can be used to
determine the frequency ! of the mode. This is illustrated in Figure 2.2. The fast modes
occupy the region between the internal Alfv¶en speed CA0 and the external Alfv¶en speed
CAe, while the slow modes are grouped together close to the internal sound speed Cs0.
In the dispersion diagram, the sausage modes (m=0) are indicated by the solid
lines. The kink modes (m=1) are the dotted lines. Higher mode numbers (m=2,3,...)
are indicated by the dot-dashed and dashed lines. The diagram illustrates that in the
cylindrical model all the fundamental modes exist for all ka with the notable exception















where jo ¼ 2:40 is the ¯rst zero of the Bessel function Jo(x). The periods of
the global sausage and kink modes can also be found. For a loop of length L the period












Figure 2.2: Dispersion diagram for a magnetic cylinder under coronal conditions [Nakari-
akov and Verwichte, 2005]. The solid lines correspond to m=0, the dotted lines to m=1,
the dashed lines to m=2 and the dot-dashed lines to m=3. The di®erent groups of these
lines correspond to di®erent values of the radial wavenumber l.
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The phase speeds of all the other global modes except the sausage mode tend
to this kink speed in the long wavelength (ka! 0) limit.
This model of MHD waves should be considered with a proviso. The extra
condition me > 0 has been assumed. This corresponds to only allowing solutions for
which the modes are oscillatory inside the tube structure, and evanescent outside. Only
these modes, known as body modes, are shown in Figure 2.2. This condition is also
known as mode localisation. The dispersion diagram also shows the existence of an
Alfv¶en wave mode, denoted by a single solid line at CAo. This mode is non-dispersive
unlike the fast magnetoacoustic modes and propagates at the Alfv¶en speed of the internal
medium. The implication is that Alfv¶en modes can propagate extremely long distances,
transporting energy and momentum, making them an important tool for understanding
coronal heating mechanisms and °are structures.
2.3 Quasi-Periodic Pulsations in Flares
Quasi-periodic pulsations (QPP) have been seen in emission from solar °ares for several
decades [see Nakariakov, 2007, for a review]. In a typical event, the emission intensity
from a solar °are is observed to oscillate with a characteristic period, sometimes stably
for several minutes, other times in short bursts. One of the most prominent examples of
°aring QPP is the famous 'Seven Sisters °are' [Kane et al., 1983], which occurred on 7th
June 1980 (see Figure 2.3). The oscillation periods in °aring QPP have been observed
to vary from a few seconds up to several minutes. In some cases oscillations with more
than one characteristic period occur simultaneously [Melnikov et al., 2005]. QPP can
also take the form of periodic Doppler shift or Doppler broadening observations. A
number of such events were observed using the Bragg Crystal Spectrometer (BCS) on
21
Figure 2.3: The well-known 'Seven Sisters' QPP event from 7th June 1980, observed in
multiple energy channels [Kane et al., 1983].
board Yohkoh and are described in Mariska [2006].
Presently, the interest in °aring QPP is connected mainly with the development
of coronal seismological techniques for determining physical conditions and processes
operating in °aring active regions. Also, the understanding of °aring QPP in the solar
corona will open up very interesting perspectives for the diagnostics of stellar coronae
(e.g. Mathioudakis et al. [2003]; Mitra-Kraev et al. [2005]). In the stellar context,
coronal seismological methods are able to give additional constraints on the physical
parameters, compensating for the lack of spatial resolution [Nakariakov, 2007].
Recent articles in the literature suggest that the correct identi¯cation of the
mechanism responsible for QPP should be based upon spatially resolved analysis [Grech-
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nev et al., 2003] and [Nakariakov et al., 2003], although only in the last decade has the
necessary technological capability existed. Spatially resolved analysis includes examina-
tion of amplitudes and phase relationships of oscillations in di®erent parts of the °aring
loop. In particular, the presence of several di®erent MHD modes with di®erent spatial
structure and periods was established in Melnikov et al. [2005]. The leading instru-
ment used in these studies is the Nobeyama Radioheliograph (NoRH), which allows one
to detect the spatial distribution of the microwave emission of non-thermal electrons,
caused by the gyrosynchrotron mechanism, along the °aring loop. In addition, hard
X-ray instruments which have comparable spatial and temporal resolution allow one to
observe the footpoints of the °aring loop or arcade and sometimes the region above the
loop apex.
2.4 Mechanisms for emission modulation
Various suggestions have been made regarding possible causes of QPP in solar °ares.
Since QPP is manifest at many di®erent wavelengths and energy ranges, it is a di±cult
question to categorially resolve. Not only must the modulation of the plasma parame-
ters such as density and temperature be considered (observed in thermal emission), but
also variations in the rate of electron acceleration (leading to white light, hard X-ray
and gyrosynchotron emission) as well as rates of magnetic reconnection itself. However,
one popular and enduring mechanism is the modulation of physical parameters of the
emitting plasma by magnetohydrodynamic (MHD) modes of the °aring plasma struc-
ture. All four kinds of MHD modes can produce modulation: torsional [Tapping, 1983],
longitudinal [Nakariakov and Melnikov, 2006], kink [Grechnev et al., 2003] and sausage
[Nakariakov et al., 2003]. In addition, sausage modes can modulate the precipitation
rate of the non-thermal electrons accelerated by the °are via periodic change of the
magnetic mirror ratio [Zaitsev and Stepanov, 1982]. Also, in Foullon et al. [2005] and
later Nakariakov et al. [2006], it has been suggested that QPP in a solar °are might be
caused by MHD oscillations in another loop situated near the °are site but magnetically
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disconnected from the °aring region. The fast waves leaking from the oscillating loop
can reach the °aring site and periodically trigger the process of magnetic reconnection.
This mechanism can explain the observed periodic variation of the °aring emission in
terms of the periodic acceleration of non-thermal electrons. The mechanisms connected
with the modulation of the precipitation rate and the periodic triggering of reconnection
can explain the observed correlation in time of hard X-ray and microwave QPP.
2.4.1 Modulation of thermal emission by compressible waves
Thermal emission, captured in soft X-ray and EUV bands, can in theory be modulated
by density perturbations in a su±ciently hot plasma. This intensity variation can be
approximated by:
I » (½0 + ~½)2 ¼ ½20 + 2½0~½; (2.13)
where the density perturbation ~½ is small. Thus a weak density perturbation
causes an intensity perturbation which is twice as large.
Density perturbations are characteristic of some MHD modes, most notably the
sausage mode, which is essentially compressible and displaces the plasma symmetrically
about the loop axis. Similarly, longitudinal (also known as slow magnetoacoustic) modes
also naturally produce density variations. However, observed thermal emission intensity
is also proportional to the column depth of the emitting plasma along the line-of-sight
(LOS). Thus an incompressible perturbation is also capable of modulating the emission
intensity by periodically changing the angle between the LOS and the loop axis. Studies
by Cooper et al. [2003] showed that the kink mode can cause this e®ect.
2.4.2 Modulation of the electron precipitation rate
Pulsations in solar °ares are often observed not just in soft X-ray or EUV bands, but
in hard X-ray bands and white light. Such oscillations can be produced by periodic
modulation of the electron precipitation rate. Essentially the hot loops in °aring plasma
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act as traps for accelerated electrons, due to the associated magnetic ¯elds. Those
electrons with a large pitch angle bounce between the magnetic mirrors created by the
magnetic °ux tube at the loop legs. The pitch angles of the electrons are determined by
the magnetic ¯elds at the loop apex and the footpoints. The critical pitch angle below





Magnetoacoustic oscillations, such as the MHD sausage mode, can periodically
vary the strength of the loop top magnetic ¯eld. Hence the pitch angle at which electrons
can escape from the plasma will also modulate and particles will escape towards the
loop footpoints. These electrons interact with the denser plasma encountered in the
photosphere and result in the observed white light and hard X-ray oscillations at the
loop footpoints via bremsstrahlung [Zaitsev and Stepanov, 1982]. The rate of electron
precipitation can also be modulated by time variations of the acceleration process itself.
2.4.3 Modulation of gyrosynchotron emission via MHD oscillations
Oscillations in °ares are also frequently observed in the microwave range, for example
with the Nobeyama Radioheliograph in Japan. In general, microwave emission dur-
ing °ares is generated by the gyrosynchotron mechanism, where accelerated electrons
interact with the background magnetic ¯eld. The gyrosynchotron spectrum is well un-
derstood and features a single turnover frequency. Above this frequency the emission
is optically thin and obeys a power law. As shown by Dulk and Marsh [1982], the in-
tensity of optically thin gyrosynchotron radiation at frequency f can be approximately
determined by the value of the magnetic ¯eld B in the plasma and the angle µ between
the line-of-sight and the magnetic ¯eld, as follows:
If ¼ BN2¼ £ 3:3£ 10







where ± is the power law spectral index of the electrons, N is the concentration of
nonthermal electrons with energies higher than 10 keV, B is the magnetic ¯eld strength
(measured in Gauss), fB is the gyrofrequency and µ is the angle between the magnetic
¯eld and the line of sight. This empirical approximation is only considered valid when
2 · ± · 7, µ ¸ 20 ± and f=fB ¸ 10. Variations in the magnetic ¯eld strength B can
be easily associated with both the sausage and kink MHD modes.
2.4.4 Periodic triggering of °ares by nearby MHD oscillations
Recently, Foullon et al. [2005] and Nakariakov et al. [2006] developed a model which
can explain quasi-periodic pulsations of °ares in some cases. In this model it was
suggested that pulsations observed in a °aring loop are caused by MHD oscillations in
a nearby, non-°aring loop. This nearby loop is not magnetically linked to the °aring
loop. An important point is that these MHD oscillations do not cause the °aring energy
release itself, but are instead responsible for a periodic triggering e®ect. The external
oscillations a®ect the °aring loop via their evanescent or leaky component. The arrival
of the wave modes - which appear like fast magnetoacoustic waves from the point of
view of the reconnection site - is supposed to lead to current instabilities, high resistivity
and hence trigger magnetic reconnection. The result is charged particle acceleration,
hence quasi-periodic pulsations in X-ray, white light and radio bands are observed at the
°are site.
The ¯rst observational example of this type of event was analysed by Foullon
et al. [2005] using the RHESSI satellite. In this study long period oscillations were
observed in thermal X-rays from the °aring activity of 5th - 6th February 2003. The
detected periods were of the order 8 - 12 minutes. Based on the fact that the °aring loop
itself was extremely long, this loop was not considered able to support the relevant MHD
modes with the required period. It was subsequently shown that a nearby transequatorial
loop was present which was of the size capable of causing the observed oscillations.
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Figure 2.4: Illustration of the interaction of a nearby oscillating loop with a °aring
region, including periodic microwave and hard X-ray emission [Nakariakov et al., 2006].
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2.4.5 Emission modulation via periodic magnetic reconnection
Magnetic reconnection has long been a central tenet of solar theory. First of all it is
widely accepted as the mechanism by which solar °ares emit energy; complex magnetic
¯eld systems in the pre-°are reconnect into a simpler system, thus releasing some of
the energy stored in the ¯eld. By extension therefore, magnetic reconnection can be
considered as a possible cause for oscillations in °aring emission. Recently, numerical
studies have demonstrated that magnetic reconnection can occur in an oscillatory fashion
[McLaughlin et al., 2009], especially in the context of plasma jets [Murray et al., 2009].
However, a quantitative theory describing modulation via reconnection is yet to be
formulated. This makes it di±cult to exclude this mechanism or prove its presence in






The sausage mode (also known as peristaltic or m = 0 mode) is a symmetric perturba-
tion of the loop minor radius, in the form of periodic broadening and narrowing of the
plasma tube (see Figure 3.1). This mode, with typical periods in the range 5-30 s, is
believed to be detected in the microwave and hard X-ray emission associated with °aring
solar loops [e.g. Nakariakov et al., 2003; Melnikov et al., 2005; Inglis et al., 2008], and
also possibly in H® emission from cool, post-°are loops [Srivastava et al., 2008]. The
sausage mode is essentially compressible, with the density perturbations being in phase
with the perturbations of the magnetic ¯eld and in anti-phase with the perturbations
of the loop minor radius. This mode is also a robust collective disturbance of a plasma
structure, which is practically insensitive to small scale irregularities of the plasma [Pas-
coe et al., 2007b]. The sausage mode can be manifest in both standing and travelling
form. It is highly dispersive, with a pronounced dependence of the phase and group
speeds upon the wave number. In the standing regime, this makes the spectrum of the
resonant frequencies of di®erent spatial harmonics non-equidistant. Long wavelength
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(in comparison with the minor radius of the oscillating loop) sausage modes are subject
to a cut-o®, in contrast with all other magnetoacoustic modes (see Chapter 2). Modes
with wavelengths longer than the cut-o® are leaky, resulting in damped oscillations in-
side the loop structure while energy escapes into the surroundings. In this scenario, the
phase speed of the mode is slightly higher than the external Alfv¶en speed [Pascoe et al.,
2007a]. For shorter wavelengths, sausage modes are trapped in the guiding structure,
and have phase speeds in the range between the internal and external Alfv¶en speeds
(see Figure 2.2). This cut-o® wavelength is dependent on the density contrast between
the loop and its surroundings. As °aring loops (that is, loops that are present at a °are
site during the release of energy) are sometimes dense and compact, both trapped and
leaky regimes can occur. One mechanism allowing such loops to become dense is chro-
mospheric evaporation. This will only occur once the °aring energy release has begun,
however for a su±ciently compact loop the loop may become ¯lled rather quickly, since
the characteristic time of the process depends on the sound speed. The main properties
of the sausage mode are derived from the straight cylinder or slab model introduced in
Section 2.2.1. Clearly, the slab and the cylindrical cases are not identical, as has been
discussed in Kopylova et al. [2007]. In particular, Terradas et al. [2006] demonstrated
the important di®erence in the wave leaking between these geometries. However, the
di®erence in geometry should not be the principal di®erence in the resonant periods of
sausage modes, as the behaviour of this particular mode is known to be almost identical
in the slab and cylinder geometries in the trapped regime.
As a result of its compressibility, the sausage mode can be readily seen in mi-
crowave, EUV and soft X-ray bands, provided su±cient time resolution is available.
Also, this mode is capable of modulating the population of non-thermal electrons via
changes in the magnetic mirror ratio in the °aring loop, leading to periodic precipitation
of electrons to the loop footpoint (see Section 2.4.2).
The seismological potential of the sausage mode is connected with estimating the
magnetic ¯eld outside the oscillating plasma structure [Pascoe et al., 2007a], and with
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determining the transverse pro¯le of the plasma density in the °aring loop [Nakariakov
et al., 2004]. Also, in the case when the microwave spectrum is generated by the
gyrosynchrotron mechanism and is spatially resolved, this mode provides a promising
basis for combined MHD-microwave diagnostics of °aring plasmas. As the oscillations
in lightcurves generated by the sausage mode are often very pronounced, it also opens
up possibilities for the diagnostics of stellar coronae [Nakariakov, 2008].
One popular topic of MHD coronal seismology is the use of the ratios of global (or
fundamental) modes and their second harmonics (variously referred to as the P1=2P2
ratio or P2=P1 ratio) for the determination of the longitudinal pro¯le of the plasma
parameters in the oscillating loop. Andries et al. [2005] noticed that for the kink mode
the discrepancy between the observed P1=2P2 ratio and that theoretically calculated with
the use of the straight cylinder model could be attributed to the variation of the plasma
density along the loop, e.g. because of gravitational strati¯cation. There have been
several attempts to account for this strati¯cation in the theoretical model [see Dymova
and Ruderman, 2006; Donnelly et al., 2006; McEwan et al., 2008; Verth and Erd¶elyi,
2008], and also to extend this study to longitudinal modes [e.g. D¶³az and Roberts, 2006].
One of the di±culties with the full scale implementation of the P1=2P2-based technique
in MHD coronal seismology is due to the rare detection of the higher harmonics of the
kink mode. This is primarily a result of insu±cient temporal resolution of solar EUV
imagers.
As the sausage mode is usually observed with the instruments which have very
high time resolution (e.g. 0.1 or 1 s in the case of the Nobeyama Radioheliograph), it
is possible to detect several harmonics of this mode [Nakariakov et al., 2003; Melnikov
et al., 2005]. However, as in contrast with the kink mode the sausage mode is highly
dispersive, the identi¯cation of the sausage mode harmonic number is a non-trivial task.
This is partly due to a signi¯cant departure of the P1=2P2-ratio from unity because
of the dispersive modi¯cation of the phase speed even in the absence of longitudinal
strati¯cation. It becomes especially di±cult when spatial resolution is not available.
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(a) The global sausage mode (b) The second (longitudinal) harmonic
Figure 3.1: Illustrations of a) The global sausage mode and b) The second (longitudinal)
harmonic of the sausage mode, shown as ¯lled density contours. In both cases the
perturbation is symmetric about the loop axis, which remains unperturbed.
Hence there is need for detailed theoretical modelling of various regimes of the sausage
mode dynamics.
In °aring loops the density scale height is usually large because of the associated
high temperature, hence it is unlikely that the sausage mode is a®ected by gravitational
strati¯cation in such loops. The e®ect of the variable cross-section of the °aring loop on
the resonant periods of the standing sausage mode was recently considered by Pascoe
et al. [2009]. It was established that the sausage mode continued to be supported
despite variations in the loop cross-section. It was also shown that the characteristic
periods of the global mode and higher harmonics were a®ected, but weakly so. A
similarly small variation in parameters was found when investigating the e®ects of twist
in loops [Erd¶elyi and Fedun, 2006]. However, the high temperatures and densities of
°aring loops also lead to the increase of the plasma-¯ inside loops [Shibasaki, 2001].
This could potentially cause a signi¯cant deviation of the resonant periods and cut-o®s
from the results obtained in the zero-¯ approximation studied in Cooper et al. [2003]
and Pascoe et al. [2007a].
The purpose of this chapter is to establish the e®ect of ¯nite plasma-¯ on
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the resonant periods of the sausage mode by full numerical MHD modelling. This
includes the behaviour of the fundamental period, the period ratio of the fundamental
and higher harmonics, and the cut-o® wavenumber. In Section 3.2 we describe the
standard theoretical approach to modelling wave modes in a magnetic slab geometry.
Section 3.3 details the numerical methods used for the modelling. In Section 3.4 we
present our results, which are then discussed in more detail in Section 3.5. The results
of this analysis were published in Inglis et al. [2009].
3.2 Sausage modes in a magnetic slab
Following the standard approach [Edwin and Roberts, 1982], we model magnetoacoustic
oscillations in a coronal loop as perturbations of a ¯eld aligned enhancement in plasma
density. The magnetic ¯eld is taken to be in the y-direction. The density pro¯le is
uniform in the y-direction. In the transverse direction the density is given by the pro¯le
[Nakariakov and Roberts, 1995b]:





where ½e is the external density far from the loop, ½0 is the density at the loop apex
and a is a characteristic length governing the width of the loop. Here, n = 1 cor-
responds to the symmetric Epstein pro¯le (see Figure 3.2) which allows for analytical
treatment [Nakariakov and Roberts, 1995b]. Increasing values of n lead to a steeper
pro¯le, meaning that with a large enough exponent (n ! 1) Equation (3.1) can be
considered as an approximate step function, also with a known analytical solution for
fast magnetoacoustic modes [Edwin and Roberts, 1982]. Most importantly, the use of
the pro¯le in Equation (3.1) avoids steep gradients that may lead to strong arti¯cial
shocks in numerical simulations.
The equilibrium condition is the total pressure balance between the internal and
external plasmas. This may be written as [Edwin and Roberts, 1982]:
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where ° = 53 is the adiabatic index, CA0 and CAe are the internal and external
Alfv¶en speeds, and Cs0 and Cse are the internal and external sound speeds.
For a symmetric Epstein pro¯le, the solutions describing the perturbation of the













and the phase speed Cp = !=k is in the range CA0 < Cp < CAe [Cooper et al., 2003].
Since Cp is typically a large fraction of CAe (for trapped modes) ¸ is usually













C2Ae ¡ C2p: (3.5)
This equation allows for the exact analytical solution for the phase speed Cp. Unfortu-
nately, this solution is only valid for zero-¯ plasmas.
For a realistic °aring loop the situation is likely to be more complex. A perfect
pressure balance, for example, may not hold. Nor are the background plasma parameters
likely to be uniform, or the amplitudes of oscillation su±ciently small to be considered
linear. However, the global sausage mode is a very robust perturbation, and it remains
desirable to examine its properties in a more idealised case before considering higher
order e®ects. It is also likely that the choice of geometry is relatively unimportant for
the MHD sausage mode. Part of the reason for this is its simplicity; a symmetric density
perturbation about the loop axis independent of the azimuthal angle. This is in contrast
to other MHD modes. In the following analysis, we simulate sausage modes using both
a step-function density pro¯le and a classical Epstein pro¯le, noting the rationale in each
case.
3.3 Numerical model
The numerical simulations of MHD sausage modes presented here were performed in
slab geometry using Lare2d [Arber et al., 2001]. This code solves the MHD equations
in normalised form. Thus in order to reconstruct physical values from the simulation
results it is necessary to de¯ne several normalisation constants. In Lare2d, the three





where L^, B^ and ½^ are the quantities actually used in the code. The exact values
of the normalisation parameters are a matter of convenience. For the results presented
here we have consistently used the following values:
L0 = 1 Mm;
B0 = 1£ 10¡3 T(10 G);
½0 = 7:95£ 10¡13 kgm¡3:
These primary de¯nitions lead to the normalisations for several other parameters.
For our chosen values, we subsequently ¯nd normalisation constants for time, velocity
and temperature:
t0 = 1 s;
v0 = 1£ 106 ms¡1;
T0 = 6£ 107 K:
Dropping the accents for the normalised quantities, the MHD equations may
then be written as:
D½
Dt



















= ¡Pr ¢ ~À; (3.9)
where ~À is the plasma velocity, P is the gas pressure, ~B is the magnetic ¯eld, ½
is the mass density and ² = P=½(° ¡ 1) is the internal energy density.
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An initial structure in equilibrium was set up as described in Section 3.2. The
plasma nonuniformity is in the x-direction and is symmetric with respect to x = 0. In
order to control the value of ¯, the magnetic ¯eld was reduced inside the loop as shown
in Figure 3.3. All of the values in Figure 3.3 are normalised. The internal density of
the loop, ½0, is also ¯xed. The internal gas pressure is left as a free parameter in order
to maintain total pressure balance. As a result the plasma temperature varies with the
internal gas pressure. Consequently, the simulated plasma structures are both hotter and
denser than the surroundings, consistent with the known properties of physical coronal
loops.
A convenient way to ful¯ll the equilibrium condition is to adjust the pro¯le of
the magnetic ¯eld, keeping all other parameters the same. This is the approach that
will be used throughout this work, allowing us to consider the important case of °aring
loops ¯lled in with a hot and dense, relatively high-¯ plasma.
Throughout the remainder of this chapter, the values of plasma-¯ in the centre
of the loop and at in¯nity are referred to as ¯0 and ¯e, respectively.
To simulate a sausage mode we set up an initial transverse velocity perturbation
of the form:
vx = AU(x) sin(ky); (3.10)
where A is an amplitude and x and y are the coordinates across and along
the slab respectively. U(x) is an odd function, normalised to unity and evanescent at
in¯nity. This velocity distribution disturbs the loop at its centre and ensures that a
global standing mode is developed. Alternatively, higher harmonics may be generated
by choosing a di®erent value of k. To avoid non-linear e®ects the amplitude of the
perturbation must be small compared to the equilibrium parameters. We choose A
= 0.002 in all cases, resulting in perturbations which are very small fractions of the
equilibrium magnetic ¯eld and density (typically ¼ 0.1% of the internal density for
example). As described in Section 3.2, the magnetic ¯eld is aligned in the y-direction,
as is the loop itself. Re°ective boundaries were applied in the y-direction, while open
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Figure 3.3: Top panel: plot of the normalised initial parameters as a function of the
transverse coordinate. The solid line is the density, the dashed line is the magnetic ¯eld
By, and the dot-dashed line is the temperature. The temperature has been multiplied
by a factor of 5 for clarity. Bottom panel: the ¯ pro¯le resulting from the parameters
shown in the top panel.
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boundaries were applied in the transverse direction.
Theoretically, any excitation of a mode in this way would lead to the excitation
of higher harmonics [Terradas et al., 2005]. However, the excitation we choose is always
su±ciently close to the eigenmode that the amplitude of these harmonics is very small
with respect to the fundamental oscillation, and they are quickly damped. Thus, by
running the simulation for su±cient time, the dominance of the desired mode is ensured
[Pascoe et al., 2007a].
In addition to generating the sausage mode, it is also possible that a longitudinal
slow mode may be generated in the loop. Although this is not a signi¯cant factor when
¯0 is low, the e®ects of this mode may become more important as ¯0 is increased.
However, in almost all cases it would be straightforward to distinguish between this slow
mode and the desired sausage mode. The exception to this occurs when the sound speed
and the Alfv'en speed in the plasma become equal, when ¯0 ¼ 1:2. In this scenario
both the sausage mode and the slow mode would be excited, and both modes would
have essentially the same properties.
To measure the periods of oscillation, the perturbation of the plasma param-
eters at the relevant anti-node are studied. For the global sausage mode this is the
perturbation of the plasma density at the loop centre. The period is determined by ap-
plying a Fourier transform to the time series data from this point, thus the uncertainty
in the measurement is connected with the half-width of the peak in the Fourier power
spectrum.
3.4 Results
3.4.1 The period of the sausage mode
According to Nakariakov et al. [2003], the period of the global sausage mode in the





where L is the loop length and Cp is the phase speed, which ranges between the Alfv¶en
speed at the loop centre and at in¯nity. More recently, this relation was shown to be
a valid approximation in the leaky regime [Pascoe et al., 2007a] where Cp ¼ CAe, and
in a loop with variable cross-section Pascoe et al. [2009]. However, in both cases this
relation was tested for very low values of ¯0. It is unclear whether or not a signi¯cant
value of ¯0 would have a strong e®ect on the period of the mode. As a ¯rst step
therefore, we reproduce the result of Pascoe et al. [2007a] showing the dependence of
the period on the loop length L, but this time for a variety of ¯0 values. This is achieved
by simulating sausage oscillations in a loop with an Epstein density pro¯le and a density
contrast ratio of ½0=½e = 10.
The results shown in Figure 3.4 are in excellent agreement with those presented
in Pascoe et al. [2007a]. Above approximately 20 Mm the mode becomes leaky and
the phase speed is slightly higher than the external Alfv¶en speed. Furthermore, the
near-independence of the oscillation period on ¯0 is clear. As a further illustration, we
investigate the period dependence on ¯0 at a ¯xed length L. The length of the loop was
set at L=15 Mm - corresponding to trapped modes - and the value of ¯0 was varied
as described in Section 3.3. ¯e was kept constant and small throughout. The result is
displayed in Figure 3.5.
The period of the sausage mode should also depend on the loop width a. This
is due to dispersion, since a change in a essentially corresponds to movement along
the dispersion curve derived from Equation 3.5 (see Figure 2.2) and hence a change in
phase speed Cp. To illustrate this, we performed numerical simulations of a sausage
mode in a loop of ¯xed length L=15 Mm while varying the width of the Epstein pro¯le.
The results are illustrated in Figure 3.6. As expected, the period increases as a function
of a within the trapped regime, whereas for leaky modes - corresponding to a < 2:2
Mm - the period tends to a constant value. This is a consequence of the phase speed
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Figure 3.4: Period of the global sausage mode as a function of loop length L, for a
number of ¯0 values. The stars correspond to ¯0=0.005, the diamonds to ¯0=0.08 and
the triangles to ¯0=0.82. Other values of ¯0 were omitted for clarity. The solid line
corresponds to 2L=CAe, while the dashed line is the analytical solution to the dispersion
relation for an Epstein density pro¯le. The density contrast ratio is 10. The error bars
here are too small to be visible.
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Figure 3.5: The sausage mode period dependence on ¯0 for a trapped mode in a loop
of length L=15 Mm. The density contrast ratio is 10.
remaining close to the external Alfv¶en speed in this regime.
It is clear from these results that, although there is a slight increase in the period
with respect to ¯0, the variation is very small (less than 5%) compared to the e®ect of
other parameters such as loop length. Thus we may say that the period of the sausage
mode is very stable with respect to the value of ¯0.
3.4.2 The second longitudinal harmonic
An often-neglected aspect of sausage mode behaviour is the relationship between the
periods of separate harmonics. For dispersionless standing modes in a resonator, the
frequency of the N -th harmonic is simply N times that of the fundamental. Being
strongly dispersive, the sausage mode harmonics deviate signi¯cantly from this pattern.
The true behaviour of the harmonic ratio is explored for the fundamental and
second harmonic modes. For a given value of k1 (the wavenumber corresponding to the
fundamental mode), the period ratio P1=2P2 is measured from numerical simulations.
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Figure 3.6: The sausage mode period dependence on width a for a loop of ¯xed length
L=15 Mm, where the density contrast ratio is 10. The solid line corresponds to the
solution of the dispersion relation for an Epstein pro¯le.
By varying the loop length L, we control the wavenumber k1 and subsequently measure
the period ratio as a function of k1. Figure 3.7 displays the results.
For non-dispersive waves, the expected ratio of P1=2P2 is 1. It is clear that the
sausage mode harmonics do not follow this pattern. For large values of k1 corresponding
to the uniform plasma (and hence dispersionless) limit, the ratio does indeed tend
towards the ideal value. However, for smaller k1, the period of the second harmonic
becomes a much greater fraction of the fundamental period, as illustrated in both panels
of Figure 3.7. The top panel shows the quantitative di®erence between simulations of an
Epstein pro¯le (diamonds) and a step-function pro¯le (stars). Although this deviation
is noticeable at low k1 values, the overall behaviour remains the same, as expected.
The solid line shows the theoretical curve for a zero-¯ Epstein pro¯le derived from
the dispersion relation in Equation 3.5. The agreement between the theoretical and
numerical results is impressive. The bottom panel of Figure 3.7 shows how the density
contrast ratio between the loop and the surroundings e®ects the behaviour of the period
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Figure 3.7: Top panel: The ratio P1=2P2 observed via full numerical simulation for
the sausage mode as a function of the longitudinal wave number k1 for both the step-
function (stars) and Epstein pro¯le (diamonds) geometries. The density contrast ratio
is 20 and ¯0=0.08. The solid line is the theoretical curve derived from the dispersion
relation for the Epstein pro¯le, also using a density contrast ratio of 20. Bottom panel:
Illustration of the dependence of the analytical solution on the density contrast ratio.
The solution is shown for contrast ratios of 5 (lower solid line), 10 (dashed line), 20
(solid line), 50 (dot-dashed line), 100 (dotted line) and 1000 (triple-dot-dashed line).
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ratio; the denser the loop, the greater the deviation from the ideal, non-dispersive case.
However, the range for the period ratio in all cases lies between 0.5 and 1, even for a
density contrast ratio as high as 1000. The turnover of the period ratio curve seen at
low k1 is a product of being very close to the cut-o® wavenumber kc. More precisely,
this e®ect is caused by the fact that, close to the wavenumber cut-o®, the gradient
of the dispersion curve for the Epstein pro¯le actually becomes shallower, unlike in the
cylindrical case shown in Figure 2.2. With reduced dispersion, the deviation of the period
ratio P1=2P2 is actually less pronounced when P1 is very close to the cut-o® period.
In coronal seismology, the ratios of observed oscillatory periods - say, in a coronal
loop or solar °are - may be used to make judgements about the underlying MHD modes.
Figure 3.7 provides a powerful illustration of the dispersive nature of sausage mode
harmonics, and that for entirely realistic values of k it is not expected that the harmonic
ratio be close to 1 regardless of any non-uniformity in the longitudinal direction.
3.4.3 The cut-o® wavenumber
According to Nakariakov and Roberts [1995a], the cuto® wavenumber for a sausage



























An analytical expression for the wavenumber cut-o® does not exist in the ¯nite-
¯ case for the symmetric Epstein pro¯le. The expression (Pascoe et al. 2007) can
only be strictly derived when ¯=0. Therefore for consistency all analysis of the cut-o®
wavenumber is carried out in step-function geometry.
In order to investigate the dependence of this cut-o® wavelength on the plasma-
¯, we write the sound speed as C2s =C
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Using the equation for magnetostatic pressure balance (Eq. 3.2), we can elimi-
nate CAe=CA0 and write the expression for the cut-o® wavelength in terms of the density
contrast ³ = ½0=½e and the plasma-¯. We ¯nd
C2Ae
C2A0
= ³ (1 + ¯0)¡ ¯e:





¡1 + (³¯0 ¡ ¯e + ³)
2
(³¯0 ¡ ¯e + ³ ¡ 1)
¡
(³ ¡ °2 )¯0 ¡ ¯e + ³
¢ (3.15)
This dependence is shown in Figure 3.8. For any value of ¯e, kca is seen to
decrease as a function of increasing ¯0. Realistically, in a coronal plasma the external
¯e is likely to be small. Thus we will concentrate on this region of the surface.
By comparison, we numerically evaluate Equation 3.12 for increasing values of
¯0, while maintaining a ¯xed and low ¯e. We maintain ¯xed external values of ½ and
B. Inside the loop, the value of B is decreased, increasing the value of ¯0. For the
structure to remain stable, the internal gas pressure must be left a free parameter to
maintain total pressure balance. As before, the temperature is allowed to vary with the
gas pressure, ensuring that the simulated loops are hot and dense. The results are shown
in Figure 3.9.
In both cases, the value of the cut-o® wavenumber clearly decreases while ¯0
is increased from 0 to 1. The bottom panel of Figure 3.9 shows the same result for
a number of di®erent density contrast ratios, illustrating that the density has a strong
impact on the con¯nement of the sausage mode. Again though for any starting - and
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Figure 3.8: Surface showing the dependence of the cut-o® wavenumber on ¯0 and ¯e.
The density contrast ratio is 10.
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Figure 3.9: Plot showing the dependence of kca on ¯0 for a ¯xed value of ¯e, where ¯e
is small. Top panel: for density contrast ratio of 10. Bottom panel: Density contrast
ratios of 10 (solid line), 15 (dotted line), 25 (dashed line) and 50 (dot-dashed line).
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Figure 3.10: Full MHD simulations of the global sausage mode in slab geometry, showing
the cut-o® wavenumber as a function of ¯0, where the density contrast ratio is 10.
¯xed - value of the density contrast, the cut-o® wavenumber will decrease as a function
of ¯0.
To further corroborate these results, we perform full numerical simulations of
the global sausage mode for varying values of ¯0. This is achieved by controlling the
internal magnetic ¯eld as explained in Section 3.3.
To measure the cut-o® wavenumber itself, we simulate the global mode for
varying L (and hence k) and examine the time series of the loop anti-node as described
in Section 3.3. Here the criterion for a mode to be leaky is that the amplitude of the
oscillation inside the loop is damped. When far into the leaky regime, the damping
e®ect is strong and evident [see for example Pascoe et al., 2007a]. However, closer to
the trapped regime it can be di±cult to ascertain whether signi¯cant damping is taking
place. This e®ect is mitigated by running the simulations for a su±ciently long time.
However an exact determination of the cut-o® wavenumber kc remains di±cult.
The results of these MHD simulations are presented in Figure 3.10. The simula-
49
tions show the same general trend as the analytical and numerical solutions of equation
3.12, although the agreement is not exact. The curve of the simulated result is notice-
ably shallower than the theoretical predictions. In part this is likely due to the di±culty
in determining exactly the transition between the trapped and leaky regimes, a problem
that is re°ected in the size of the error bars in Figure 3.10. In fact, despite the conven-
tion of referring to kca as an absolute value, it may be better to consider the region near
the cut-o® wavenumber as a transitory area of ¯nite width, where the mode is neither
clearly trapped nor noticeably leaky.
3.5 Conclusions
Using numerical simulation and analytical study, we have carried out detailed analysis
encompassing various aspects of MHD sausage mode behaviour. The key ¯ndings may
be summarised as follows:
1. The period of the global sausage mode was found to be determined by the length
of the loop L, which con¯rmed previous ¯ndings of Nakariakov et al. [2003] and
Pascoe et al. [2007a].
2. In the trapped regime the period is also dependent on the loop width a due to
dispersion, but becomes weakly dependent in the leaky regime.
3. The period of the global sausage mode is not signi¯cantly a®ected by ¯nite values
of ¯0, with the variation remaining less than 5% for 0 < ¯0 < 1.
4. The ratio between the second longitudinal harmonic and the fundamental, P1=2P2,
varies between approximately 0.5 and 1 for `reasonable' values of k1 and ½, and is
strongly dependent on both k1 and ½.
5. The cut-o® wavenumber for the global mode is a function of ¯0, ¯e and the density
contrast ratio ³. For a given density and ¯e, the kca is a decreasing function with
respect to ¯0.
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Analysis of the cut-o® wavenumber kc reveals the limiting factors dictating
whether an MHD mode remains trapped or becomes leaky. The unambiguous result
is that the density contrast between the loop itself and the surroundings is the most
important factor. For extremely dense loops, a sausage mode may remain trapped even
for very long loop lengths. Conversely, for loops of modest density, it is clear that
trapped modes may only be supported for comparatively short lengths. The values of
¯e and ¯0, although also factors, are secondary ones. It was shown in Section 3.4.3
that kc decreases as a function of ¯0 when ¯e and ³ are treated as constants. In more
physical terms, this means that the maximum length supporting trapped modes, Lc, is
increased. However, this variation is clearly small when compared to the e®ect of the
density contrast ratio ³ (see Figure 3.9).
These results also have practical applications in the context of MHD coronal
seismology. For multi-periodic oscillations, an understanding of the relationship between
sausage mode harmonics enables informed judgements about the nature of the observed
mode.
For example, in Srivastava et al. [2008] during observations of a post-°are loop
in the H® range, a period ratio of P1=2P2 ¼ 0:83 was reported, with the favoured
interpretation being the fundamental and second harmonic of the sausage mode. From
their estimates of the loop length (L ¼ 100 Mm) and our independent estimate of the
loop width (a ¼ 8 Mm), it is possible to examine this conclusion. Given the values of
L and a, we estimate that k1a ¼ 0.25. It is clear from Figure 3.7 that, for the period
ratio reported this is very much in the leaky regime for the sausage mode. However, the
data presented in Srivastava et al. [2008] does not show signi¯cant evidence of damping.
Therefore, although it must be pointed out that the uncertainty in k1a is considerable, it
seems that the observed P1/2P2 is an indication that another mode may be responsible.
We apply the same analysis to the event studied in Nakariakov et al. [2003], where
a fundamental and possible second harmonic was reported while observing a °aring loop
in the microwave range with the Nobeyama Radioheliograph. In this case the observed
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period ratio is P1=2P2 = 0:82§ 0:15. Given the published estimates of the loop length
(L ¼ 25 Mm) and width (a ¼ 6 Mm) we ¯nd that in this case k1a ¼ 0.75. Again, we
can compare this with the results shown in Figure 3.7. In this case, the observed period
ratio and wavenumber are broadly consistent with a trapped fundamental and second
harmonic of the sausage mode, provided the density contrast ratio is not too large, say
5 or perhaps even 10. These two examples show how the results obtained here can be
readily applied to observational examples of multi-period QPP.
Nevertheless, signi¯cant scope for improvement remains, both in observational
and theoretical terms. In general, the uncertainties in both P2=P1 and k1a are sub-
stantial in observational studies of QPP. Additionally, as has been shown in Figure 3.7,
the geometry of the theoretical model has a bearing on the quantitative values of the
period ratio. Potentially important e®ects such as loop curvature and gravity have also
been neglected in this study. Understanding the impact of these e®ects may prove an
important next step in quantifying the characteristics of sausage modes.
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Chapter 4
Spatially resolved observations of
QPP in °ares
4.1 Introduction
In Chapter 2 the concept of quasi-periodic pulsations (QPP) in °ares was introduced,
along with the various theories behind the phenomenon and possible interpretations.
One of the main theoretical MHD modes that causes QPP, the sausage mode, was then
examined in detail via numerical and analytical methods in Chapter 3. In this chapter we
turn our focus to the observational aspects of QPP. It has already been emphasised in
Section 2.3 that, where possible, spatially resolved analysis should be utilised to correctly
interpret pulsations in °ares, or at least to exclude some mechanisms. Here we justify
this statement via analysis of a QPP event observed simultaneously in microwaves and
hard X-rays. The ultimate intention is to gain insight into the mechanism responsible
for the periodic modulation of the emission. The °are discussed here is a GOES M-class
event which occurred on the 8th May 1998 on the solar limb. It was observed by the
Nobeyama Radioheliograph and the Nobeyama Radiopolarimeters, and by the Yohkoh,
SOHO and GOES satellites. This event was ¯rst analysed by Stepanov et al. [2004], who
found a 16 s periodicity and suggested that it was caused by an MHD ballooning mode.
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Here, detailed analysis and an alternative interpretation of this event are presented. The
results of this analysis were published in Inglis et al. [2008].
4.2 Analysis of integrated light curves
4.2.1 The periodogram technique
Here it is convenient to introduce one of the robust and widely-used time series analysis
techniques: the periodogram. Although not a recent innovation, the periodogram has
been subject to detailed scrutiny, in particular by Lomb [1976] and Scargle [1982], and
is consequently a well-understood and reliable method. The basic assumption of the
periodogram is that a time series can be considered as the sum of a signal, X(t) and
random noise R(t) as follows:
Y (t) = X(t) +R(t) (4.1)
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The advantage of this periodogram de¯nition is that the power, Px is exponen-
tially distributed. It is important to remember however that, since the time series Y is a
random variable, Px is also a random variable. Therefore it follows statistical behaviour.
This realisation leads to the concept of the false alarm probability, i.e. the likelihood
that the peak in a periodogram spectrum is the result of random chance rather than a
54
real signal. Because the power in a periodogram is exponentially distributed, the power
level corresponding to a particular false alarm probability fraction p0 can be de¯ned as
z0 = ¡ ln[1¡ (1¡ p0)1=N ]; (4.4)
where N is the number of frequencies in the spectrum. As pointed out by
Horne and Baliunas [1986], this is applicable to correctly normalised signals only, i.e.
signals normalised by the total variance. This de¯nition has become a powerful tool
for the analysis of noisy or limited-resolution data. Both such conditions are typical of
observational °are data. Since the periodogram is noisy, cautious con¯dence levels are
usually adopted when using this technique, typically 95% or 99%, corresponding to p0
= 0.05 and p0=0.01 respectively.
A further advantage of the periodogram is that it can be utilised on unevenly
sampled data, unlike a Fast Fourier Transform (FFT). This is particularly convenient in
an astronomical context, where observations are frequently interrupted or curtailed.
4.2.2 Microwave time pro¯les
The time pro¯le of the microwave °ux integrated over the whole °aring region (the light
curve), recorded by NoRH at 17 GHz, is shown in Figure 4.1. The signal is averaged over
1 s. The time pro¯le shows that this was a single burst event beginning at 01:57 UT.
Quasi-harmonic oscillations of large modulation depth are evident immediately after the
beginning of the °are. These oscillations do not appear in Nobeyama's complementary
34 GHz frequency band, most likely due to the low signal-to-noise ratio.
The presence of the pronounced periodicity is also seen in the lower frequency
channels observed by the Nobeyama Radiopolarimeter (see Figure 4.1, bottom panel).
The oscillations in di®erent channels are seen to be coincident.
The high quality of the observed oscillation is con¯rmed by the spectrum of the
analysed signal. Subtracting the running mean smoothed by 20 s from the signal recorded
at 17 GHz by NoRH, and applying the periodogram technique described in Section 4.2.1,
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Figure 4.1: a): Integrated °ux time pro¯le of microwave emission at 17 GHz for the
solar °are of 8th May 1998, as observed by NoRH. Overlayed with the dashed line is the
background emission pro¯le obtained via 20 s smoothing of the integrated °ux signal.
b): The signal after subtraction of the background pro¯le from the integrated °ux. c):
Solar °ux time pro¯les of microwave emission at 9.4 GHz (dot-dashed line), 17 GHz
(solid line) and 3.75 GHz (dotted line), obtained by the Nobeyama Radiopolarimeters.
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Figure 4.2: Hard X-ray light curves from the Yohkoh satellite, observing the solar °are
of 8th May 1998. a): X-ray counts in the L (13 - 23 keV) range, b): X-ray counts in
the M1 (23 - 33 keV) range, c): X-ray counts in the M2 (33 - 53 keV) range, d): X-ray
counts in the H (53 - 93 keV) range.
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we obtain the power spectrum with a pronounced peak of 16 s (Figure 4.3). The removal
of the smoothed signal is equivalent to the removal of the low frequency component of
the signal in the spectral domain, which is connected with the long period trend. The
level of smoothing to be subtracted always represents a compromise between adequately
removing the background signal and preserving the oscillatory pattern. Removal of this
background trend is essential as it prevents the spectrum of the periodogram from being
dominated by the lowest frequencies. One of many alternative approaches is to use a
bandbass ¯lter to suppress frequencies below a certain value in the frequency domain.
This is the approach that we adopt later in Chapter 5.
The observed period concurs with the ¯ndings of Stepanov et al. [2004]. The
peak is found to be well above the 99% con¯dence level calculated according to Horne
and Baliunas [1986]. The main spectral peak is surrounded by secondary peaks. To
check whether the secondary peaks appeared because of the ¯nite duration of the sample,
we calculated the spectra of the smoothed signals multiplied by the Hann and Blackman-
Harris [Blackman and Tukey, 1959] window functions (see Figure 4.3). This increases
the amplitude resolution of the spectrum on the expense of the frequency resolution.
According to the Figure, the use of a window function clearly suppresses the spectral
sidelobes of the peak, indicating that they may be arti¯cial rather than real in nature.
4.2.3 Hard X-ray time pro¯les
The impulsive burst of emission from this °are was also detected by the Hard X-ray
Telescope (HXT) on board Yohkoh. Microwave and hard X-ray time pro¯les often show
strong correlation during °ares [Asai et al., 2001]. Four light curves corresponding to
the available Yohkoh energy bands are shown in Figure 4.2.
There is clear evidence of oscillations in the L (13-23 keV), M1 (23-33 keV)
and M2 (33-53 keV) channels. A periodogram analysis on the modulation depth in
hard X-rays reveals a period matching that of the microwave emission above the 90%
con¯dence level in both the L and M1 energy channels. The Scargle periodogram of
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Figure 4.3: Top panel: Lomb-Scargle periodogram [Scargle, 1982] of the 17 GHz mod-
ulation depth from the Nobeyama Radioheliograph. Dashed line: periodogram without
a window function; dotted line: periodogram using a Hann window function; solid line:
periodogram using a Blackman-Harris window function. The periodogram reveals a os-
cillation period of 16 s, above the 99% con¯dence level. Bottom panel: Lomb-Scargle
periodogram of the M1 (23-33 keV) X-ray modulation observed by the Yohkoh satellite.
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the oscillation in the M1 channel is shown in ¯gure 4.3. The count rate in the M2
band is too low for a reliable detection, while the H channel observes little above the
background level, consistent with an M-class °aring event.
4.3 Locations of emission sources
Both the NoRH and HXT allow for spatial resolution of the microwave and hard X-ray
emission sources, respectively. The location of the various types of emission from a
°are have implications for the theoretical model. According to the standard °are model
described in Section 1.3.1, magnetic reconnection is supposed to take place above the
loop top. Hard X-ray emission is expected at the two footpoints of the °aring loop as
a result of the interaction of non-thermal electrons accelerated in the °are with dense
plasmas. A third source may also be present at or above the loop top [Masuda et al.,
1994]. The source of the microwave emission generated by non-thermal electrons by the
gyrosynchrotron mechanism is usually situated at a segment of the loop and is strongly
dependent on the line-of-sight (LOS) angle with the local magnetic ¯eld. Soft X-rays
from solar °ares are due to thermal emission from the hot plasma which ¯lls the °aring
loop. Consequently, soft X-ray images can provide information about the geometry of
the °aring region.
A soft X-ray image of the °are provided by the Yohkoh satellite using the Al12
¯lter is shown in Figure 4.4 with the 17 GHz microwave emission source from the same
time overlayed. We perform the overlay in SolarSoftWare (SSW) using the plot map
procedure. The soft X-ray images from Yohkoh are prepared using the sxt prep routine,
while the Nobeyama Radioheliograph images are prepared using fits2map.
The microwave emission is seen to take the form of a single source. This source
coincides with the maximum emission of the soft X-ray loop, near the southern footpoint.
Figure 4.5 shows the soft X-ray images with the hard X-ray emission sources from the L
(13 - 23 keV), M1 (23-33 kev), and M2 (33 - 53 kev) channels overlayed. The images
indicate that the °are is located on the solar limb. This concurs with the observations
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Figure 4.4: Image: Soft X-ray image from the Yohkoh satellite of the °are of 8th
May 1998. Contour: microwave emission source for the same °are, observed by the
Nobeyama Radioheliograph at 17GHz.
made by the Extreme Ultraviolet Imaging Telescope (EIT) on board SOHO, shown in
Figure 4.6. For this image, the EIT data was prepared using the eit prep routine, while
the di®ering observation angle of SOHO was compensated for using map2earth.
The sources of di®erent hard X-ray channels have di®erent structures. The low
energy channel emission is similar to the soft X-ray structure and is centred around a
single maximum near and a little above the centre of the soft X-ray loop, indicating
that this emission is thermal in nature. The higher energy channels however reveal the
presence of multiple emission sources. The M1 and M2 channels both show a southern
footpoint located at (920,-270) arcseconds. The presence of the second (northern)
footpoint is also expected from the standard °are model. Although emission from the
northern loop footpoint is tentatively seen in the M2 - and sometimes in the M1 -
channel, centred at (920, -220) arcseconds, this emission is weak and not con¯dently
observed. The reason for the weakness of the source may be explained by the main
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Figure 4.5: Contour maps of hard X-ray emission overlayed on a soft X-ray image of
the °aring loop at 01:57:50 UT, during the oscillatory phase. Top: the L (13 { 23 keV)
channel, centre: the M1 (23 { 33 keV) channel, bottom: the M2 (33 { 53 keV) channel.
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Figure 4.6: Image: SOHO/EIT image of the °are of 8th May 1998. Contour: Soft X-ray
loop emission, obtained from the Yohkoh SXT using the Al12 ¯lter.
northern emission site being hidden behind the solar limb. Both high energy channels
are also indicative of an emission source coming from above the loop top. This source
may be associated with the Masuda-type source [Masuda et al., 1994].
4.4 Spatial Correlation of Time Signals
Determinating of the cause of a QPP event - whether it be an MHD mode, a reconnec-
tion event, or any other mechanism - ideally requires the analysis of the spatial structure
of the oscillation. An important aspect of this is the phase relationship between the
oscillation at di®erent parts of the °aring loop. Since di®erent MHD modes will perturb
a loop in di®erent ways, valuable insight can be gained in this way. One of the ¯rst
successful examples of this was presented in Melnikov et al. [2005], who were able to
con¯rm the presence of an MHD sausage mode during a QPP event.
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4.4.1 Periodmaps
The application of the periodmapping technique [Nakariakov and King, 2007] allows us
to determine the distribution of the dominating periods in the time series of individual
image pixels. Although this technique was originally applied to TRACE data, here we
utilise it on 0.1 s time cadence images from the Nobeyama Radioheliograph at 17 GHz.
As in this study we are interested in the mode with a period of about 16 s found in
Section 2.1, we smooth the time signal of each pixel by 50 frames, which corresponds
to 5 s, suppressing the high frequency noise, and then subtract the signal smoothed by
500 frames, which corresponds to 50 s. The latter operation removes the low frequency
trend from the data. The periodmap of the data cube obtained in 17 GHz is shown in
Figure 4.7. In the map, the colour of a pixel corresponds to the period of the highest
peak in the frequency spectrum extracted from the time series of the pixel, provided
the spectral power of the peak is 5 times greater than the power averaged over the
spectrum. Otherwise, the pixel colour is white. In addition, pixels with integrated signal
strengths lower than 7:5£ 10¡3 that of the integrated signal from the \strongest" pixel
are deemed to be not of interest and are left blank. This operation allows us to subtract
the spatial interference pattern which is an artifact of the image synthesis.
The periodmap shows that the period of about 16 s dominates in almost all
pixels with time integrated signals stronger than the set threshold. Some pixels near the
edge of the region of 16 s oscillations show the presence of higher periodicity. Thus,
almost all segments of the °aring loop oscillate with the same period of about 16 s.
However, we emphasize that we have not applied a signi¯cance level test here - we are
only mapping the most signi¯cant period for each pixel. Whether these values are truly
signi¯cant is uncovered using a second test, described in the following section.
4.4.2 Correlation maps
To further investigate the spatial structure and phase of the oscillations, a cross-
correlation analysis technique was developed and used. The ¯rst step in this process is
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Figure 4.7: Periodmap of the microwave emission at 17 GHz, obtained by the Nobeyama
Radioheliograph during the pulsating regime of the limb °are of 8th May 1998. The bar
shows the colour coding of the frequencies in Hz.
to generate a relevant datacube. This takes the form of a series of 2D images, hence the
result is a data sequence in x, y and t. Next, a pixel with the master (reference) signal
is selected, which we shall refer to consistently as the \master" pixel. There is however
more than one possible selection criterion for the master pixel. For example, the master
pixel can be the pixel with the highest time variance of the signal. Alternatively it may
be the pixel with the highest time-integrated intensity, or even the pixel most central to
the region of interest. The choice of this pixel is a matter of judgement.
Once the master pixel is selected, for each pixel of the image we calculate the
correlation coe±cient between the time signal of the pixel and the time signal of the


















for L ¸ 0;
(4.5)
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where x and y are the two datasets, and L is the time lag. This de¯nition is
such that two completely uncorrelated signals would return Pxy=0, while anti-correlated
signals would return negative values of Pxy. The total range for Pxy is between 1 and
-1. Visualising the results obtained with this technique, one can take two approaches;
plotting either a map showing the spatial distribution of the correlation coe±cient value
calculated at a speci¯ed time lag, or a map showing the time lags corresponding to the
highest values of the correlation coe±cient for each pixel.
The top panel of Figure 4.8 is a correlation power map of microwave emission,
calculated with zero time lag - Pxy(0). As the master pixel we choose the pixel with
the maximum value of the time integrated intensity, found near the centre of the loop
emission. Here, for clarity and to remove the background interference pattern, we have
restricted our attention to areas showing a correlation coe±cient power of 0.5 or greater.
Pixels with Pxy less than 0.5 are blank. The strong correlation throughout the emitting
region is evident. The map also reveals some evidence of a loop-like structure.
This power map already provides us with powerful information. It con¯rms that
an oscillation is present throughout the body of microwave emission, which covers a
signi¯cant spatial area. Since we have constrained the lag L to be zero, it also shows
that the oscillation is strongly in phase throughout this area. A certain amount of
correlation is to be expected, since the true width of the instrumental beam is much
larger than a single pixel here. It automatically follows that nearby pixels will be strongly
correlated as they are actually within the same beam diameter, which is approximately
10 arcseconds at 17 GHz. Hence it cannot be said that any structure is clearly resolved
in the x-direction. In the y-direction though the spatial exent of the structure is much
larger than the beam size of the instrument, so we can say that the loop was easily
resolved in this direction.
However, we have not yet guaranteed that the strongest correlation values truly
correspond to L=0. This can be tested using a second type of map. The bottom panel
of Figure 4.8 shows the spatial distribution of time lags between the time signal from
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Figure 4.8: Top: Cross-correlation coe±cient map for background subtracted microwave
emission at 17 GHz, obtained by the Nobeyama Radioheliograph during the pulsating
regime of the limb °are of 8th May 1998. The correlation coe±cient is calculated with
zero time lag. The master pixel is the pixel with the highest time-integrated intensity
of the signal. The bar shows the colour coding of the correlation coe±cient. Bottom:
Correlation time-lag map for microwave emission. The bar shows the colour coding
of the time lag in seconds. In both panels the central white point corresponds to the
master pixel.
67
the master pixel and other pixels, which correspond to maximum correlation coe±cients.
We refer to this as a time lag map. The conclusion is clear; the emitting region appears
to be strongly correlated in time, with a maximum shift in time of about 2 s occurring
towards the very edge of the region. The vast majority of the emitting area corresponds
to L=0.
These two types of map provide a powerful tool when used in tandem. In this
example the presence of an oscillation throughout the loop, strongly correlated with zero
time lag, has been demonstrated. This information can be used to discriminate between
di®erent theoretical QPP mechanisms.
A cross-correlation analysis of the hard X-ray sources was also attempted, but did
not succeed in either the M1 or M2 bands. The northern footpoint source is too weak
to be meaningfully analysed. The image reconstruction algorithm used by the Yohkoh
satellite is also a possible cause of problems, as the satellite relied on collimating optics
to pinpoint emission sources. However, in principle the application of this technique to
hard X-ray data could yield further interesting information.
4.5 Flare evolution
In order to examine the consistency of this event with standard theoretical models, it
is useful to investigate the evolution of the °are emission. Both hard and soft X-ray
images can be used for this purpose.
The presence of a stable hard X-ray footpoint throughout the impulsive phase
of the °aring emission is clearly illustrated by Figure 4.9. The emission from the loop
top is observed to shift in location and become more complex in structure over the
same period. After the end of the impulsive phase - at 01:59 - the southern footpoint
disappears, leaving only the loop top emission. This emission decays slowly over time,
much like the thermal emission in the L (13 - 23 keV) energy channel.
The disappearance of the southern footpoint can be explained by established
theory. If hard X-ray footpoints are indeed caused by particles accelerated by energy
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Figure 4.9: Hard X-ray contours from the M1 (23-33 keV) channel overlayed on an SXT
image, at 01:57:11, 01:57:49 and 01:58:28 respectively.
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release above the loop top and interacting with the photosphere, then it is not surprising
that this emission source peters out once the main °are event is concluded. In fact,
this observation is entirely consistent with the standard theoretical model described in
Chapter 1.
Magnetograms of the active region prior to this event indicate the presence of
a single sunspot, without any other obviously connected region, making it di±cult to
establish whether this was an emergent phenomenon. Yohkoh SXT images do show
a slight but steady outward expansion of the °aring loop over time, which would be
consistent with such an event.
4.6 Discussion
Quasi-periodic pulsations were clearly observed in both microwaves and hard X-rays for
this event. It was also possible to spatially resolve at least two di®erent hard X-ray
sources in the higher energy bands of the HXT, located at the southern loop footpoint
and the loop top respectively. There is also some evidence of a hard X-ray source at
the primary °are's northern footpoint. This is weak and only present at the onset of
the impulsive phase. According to the standard °are model two footpoint sources are
expected, although these are not necessarily of the same strength. Signi¯cant disparities
in strength may result from having one footpoint with a strong magnetic ¯eld presence
while it's counterpart is weak, for example. In this case we opt for the most straightfor-
ward explanation and postulate that the main emission site for the northern footpoint
is hidden behind the limb of the sun.
In Stepanov et al. [2004] this event was considered as an MHD ballooning mode.
The original analysis was based on observed plasma 'tongues' in the microwave images,
which were interpreted as ballooning mode perturbations. However, more detailed anal-
ysis presented here does not support this interpretation. Periodmapping and the cross-
correlation analysis of the microwave emission show that well-correlated oscillations with
a period of about 16 s are distributed over the bulk of the loop. Also, evidence of the
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characteristic ballooning mode \tongues" was not found in either X-ray or microwave
emission, and we believe that the tongues reported in Stepanov et al. [2004] were in
fact data analysis artifacts. Thus, we conclude that the observed oscillation is caused
by another reason.
We also exclude the interpretation of the observed quasi-periodic pulsations in
terms of °are-induced slow magnetoacoustic waves (see, e.g. McAteer et al. [2005]).
The observed emission is clearly connected with the non-thermal electrons. It is not clear
how a slow wave which is mainly acoustic in nature could a®ect the dynamics of the
non-thermal electrons and hence their precipitation rate. Slow waves can produce the
variations of the microwave emission by modulation of the ratio of the plasma frequency
to the electron gyro-frequency (see Nakariakov and Melnikov [2006]). However there are
no known mechanisms which would link the modulation of the hard X-ray emission with
slow waves. A similar problem takes place with interpretation of the observed oscillations
of the hard X-ray emission in terms of a kink or torsional mode; they are not thought to
signi¯cantly a®ect the non-thermal electron dynamics, although the discussion on this
point has recently been re-opened by Fletcher and Hudson [2008].
On the other hand, the sausage mode can produce modulation of the microwave
[Nakariakov et al., 2003] and hard X-ray [Zaitsev and Stepanov, 1982] emission. In
particular, the global or fundamental mode is a simple broadening and compression
of the °are °ux tube, with a maximum amplitude at the loop top and nodes at the
footpoints. Thus the entire structure would oscillate in phase in this case. The results
obtained using the periodmapping technique and the cross-correlation mapping point
strongly to this interpretation.
The period of the sausage mode is determined by the loop length. For this
event, the loop length was estimated to be between 40{80 Mm. Unfortunately, due to
the position of the °are on the limb measurement of the line-of-sight angle is di±cult.
Soft X-ray and EUV images indicate that there may be more than one loop in this
region. In particular, there is some evidence of a second, cool loop above the primary
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loop. The northern footpoint of appears from time to time in the soft X-ray band at
about (930,-200) arcseconds, although it is not generally a source of hard X-ray emission.
Additionally, magnetograms of the active region in the days preceding this event show
only a single sunspot. As a result a sunspot pair cannot be used as an alternative
length estimate. However, the characteristic period of the oscillations, 16 s, together
with this rough length estimate, is consistent with the sausage mode interpretation (see
[Nakariakov et al., 2003]). Since we established in Chapter 3 (see equation 3.11) that
the period of the global sausage mode - with the wavelength equal to double the loop
length - is reasonably estimated by the loop length L and the external Alfv'en speed
CAe, this interpretation yields an estimate of the external Alfv¶en speed in the range
from 5 to 10 Mm/s.
An alternative interpretation of the observed quasi-periodic pulsations could be a
periodic regime of magnetic reconnection. In this case, the acceleration of non-thermal
electrons is periodically modulated, causing the periodic variation of the non-thermal
electron density, and hence the periodic modulation of the microwave and hard X-ray
emission. However, it is not clear what would determine the period of the oscillations
in this case. One possibility is the periodic triggering of magnetic reconnection by an
external oscillating loop ([Nakariakov et al., 2006]). In either case, the theory of this
phenomenon needs to be developed. Hence, we cannot exclude this mechanism from
consideration.
Useful additional information could in principle be provided by spectroscopic
instruments. Unfortunately, the spectral information available for this event is very
limited. As mentioned previously, the Nobeyama Radioheliograph registers little above
background noise at 34 GHz. Similarly, useful data is only available from the Nobeyama
Radiopolarimeters at 3.75, 9, and 17 GHz. The strongest emission is in the 9 GHz band,
indicating that the gyrosynchotron turnover frequency is somewhere in this part of the
spectrum.
Hard X-ray spectral information is equally limited, as the Yohkoh satellite oper-
72
ated using only four energy bands, the highest of which observed little above background
levels. Therefore, no meaningful spectral analysis is possible.
4.7 Conclusions
In this chapter we have studied in detail an M-class solar °are exhibiting QPP. Imag-
ing studies indicate that it may be considered as a Masuda-type event, as evidenced
by a hard X-ray emission source above the loop top. In high energy bands a strong
southern footpoint is also observed. The absence of a noticeable northern footpoint in
hard X-ray emission is attributed to the footpoint being obscured behind the solar limb.
Magnetograms from the SOHO satellite provide evidence that this event was an emer-
gent phenomenon leading to magnetic reconnection. Yohkoh SXT images also show an
expansion of the loop over time. These observations are consistent with the standard
theoretical model for solar °ares.
The analysed °are has perhaps the most pronounced °aring QPP since the fa-
mous 8 s period oscillatory event observed on the 7th of June, 1980 [Kane et al., 1983]
with ISEE-3 in X-rays and with the Nobeyama Radiopolarimeter in microwaves. In the
event analysed here, the high quality 16 s periodicity is seen to be very stable during
the °are, and was found to be present in the data with more than 99% con¯dence. In
contrast with the event on 7th of June, 1980, this time spatial information is available,
allowing us to determine the MHD mode responsible for the oscillation.
Accordingly, we have developed and applied the technique of cross-correlation
mapping. This allowed us to take advantage of the spatial resolution available for this
event, and subsequently show that the oscillation was present and highly correlated in
all parts of the loop emitting microwaves. The combination of correlation power maps
and time lag maps showed that there was little or no phase di®erence between di®erent
loop segments. This helps us to exclude many of the possible interpretations of QPP.
The observed period of 16 s together with an estimate of the loop length is
consistent with the interpretation of the QPP in terms of the MHD sausage mode,
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which periodically changes the loop cross-section and the magnetic ¯eld. In this case
the microwave emission is modulated by the periodic variation of the magnetic ¯eld in
the emitting plasma. As the global sausage mode is a fundamental standing oscillation
in the °ux tube, all parts of the loop would oscillate in phase, consistent with the
observations.
The periodic modulation of the hard X-ray emission can be caused by the periodic
modulation of the mirror ratio (the ratio of the magnetic ¯eld strength at the apex
and the footpoints) because of the variation of the loop cross-section. An alternative
interpretation is the periodic modulation of the °aring energy release (either a periodic
regime of magnetic reconnection, or periodic triggering of reconnection by an external
waves), and hence the particle acceleration by some external oscillation. However, the
lack of theoretical models for such mechanisms does not allow us to include or exclude
its possible role in the observed phenomenon.
The observed period of 16 s is perhaps a typical period for the global sausage
oscillations in °aring regions (e.g. with a similar value obtained in Nakariakov et al.
[2003]). This period is signi¯cantly shorter than the periods of quasi-periodic pulsations
associated with slow magnetoacoustic modes [McAteer et al., 2005; Mitra-Kraev et al.,
2005] and those possibly triggered by an external kink oscillation [Foullon et al., 2005].
Con¯dent discrimination between the °aring oscillations caused by global sausage modes




Observations of QPP in °ares
without spatial resolution
5.1 Introduction
Advances in solar imaging and spectroscopy - in particular the launch of satellites like
RHESSI (2002) and Hinode (2006) - have made concrete analysis of solar oscillations,
such as those described in Chapter 4, a more realistic possibility. However, even in the
solar corona spatial information is not always available, and in the stellar context this
information is absent in all cases. In view of this, we address the question of what
progress can be made in the study of QPP events in the absence of such seemingly
crucial information. As has already been discussed in Chapter 4, a further source of
information includes the multi-wavelength approach, where QPP is observed in di®erent
bands simultaneously [Melnikov et al., 2005; Inglis et al., 2008]. Microwave or X-ray
spectral resolution [Fleishman et al., 2008] is also potentially useful, but is not always
available.
In addition, the detection of several periodicities in the same signal can provide us
with valuable knowledge (see Chapter 3). Di®erent periodicities can either be associated
with di®erent MHD modes of the emitting plasma structure, or with di®erent temporal
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harmonics of the same nonlinear oscillation. In both cases, the ratios of di®erent periods
can be used to reveal the physical mechanism responsible for the pulsations and hence
become a tool for diagnostics [Andries et al., 2005]. There have been several studies
revealing the simultaneous presence of several periodicities in °aring light curves. For
example, Stepanov et al. [2004] found 2.4 s, 7 s, and 14 s oscillations in the °are observed
on 1999 August 28 using the Nobeyama Radioheliograph (NoRH); Melnikov et al. [2005]
detected periodicities of 8-11 s and 14-17 s in the °are on 2000 January 12 observed
with NoRH and Yohkoh/HXT, and the study of M¶esz¶arosov¶a et al. [2006] revealed the
presence of multiple periodicities in the range from one to ¯ve minutes in the °ares
observed on 2000 July 14, 2001 April 12, and 2001 April 15 in radio (0.8-4.5 GHz) and
X-ray bands using the Ondrejov radiospectrograph and Yohkoh/HXT. The traditional
technique for the detection of multiple periodicities is the search for signi¯cant peaks in
the Fourier time spectrum. However, it is non-trivial to estimate the con¯dence level of
the detection when there are multiple peaks in the spectrum, as the techniques for the
estimation of the con¯dence level give the result applicable to the highest spectral peak
only (see the discussion in Horne and Baliunas [1986]). To the best of our knowledge,
there have not been attempts to use multi-periodic information as a tool for determining
the mechanism responsible for °aring QPP.
In this chapter we seek to illustrate that, even in the absence of spatial resolution,
concrete conclusions about °aring QPP may be drawn by taking advantage of the
presence of multiple signi¯cant periods. We analyse a °aring QPP event from 3rd July
2002 which contains several periodicities, estimate the signi¯cance of di®erent peaks in
time spectra, determine the period ratios, and also demonstrate that ratios of di®erent
periods can contribute to the determination of the physical mechanism responsible for
the periodic behaviour. The text is organised as follows: in Section 5.3 the lightcurves
of the °aring event are presented at multiple wavelengths and the fundamental nature
of the °are is described. Section 5.4 details the time series analysis illustrating the
multi-periodic nature of the event. In Section 5.5 we concentrate on the available
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imaging information for this event, using data from RHESSI, SOHO and the Nobeyama
Radioheliograph. Finally, in Section 5.6 we discuss our ¯ndings in terms of the underlying
mechanisms that may be responsible for the observed QPP.
5.2 The wavelet transform
At this juncture we brie°y introduce the wavelet transform. Wavelets are a popular
tool for the analysis of time series data [Weng and Lau, 1994; Lau and Weng, 1995;
Torrence and Compo, 1998]. The main advantage of the technique is that it provides
local information, rather than the global results returned by classical techniques such
as the Fourier transform and the Scargle periodogram. A comprehensive description of
wavelets may be found in Torrence and Compo [1998], thus we will discuss only the key
points here. The basic procedure is to select a 'master' function which must be of zero
mean and localised in both time and frequency, and to mesure the correlation of this
function with the time series of interest as a function of t. For oscillatory process, the
most commonly used master function is known as the Morlet wavelet and is described
by
Ã0(´) = ¼¡1=4 expi!0´ exp¡´
2=2 : (5.1)
Here ´ is a time parameter, and !0 is the nondimensional frequency associated
with it. This function is equivalent to a sine wave multiplied by a gaussian, thus it
represents a localised wavetrain, an ideal function for studying suspected oscillatory











where N is the number of points in the time series x, and s is the wavelet scale.
This expression is the convolution of the time series x with a translated version of the
wavelet function Ã0(´). The reason for the popularity of this technique is that the
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amplitude and frequency of signal components can be measured as a function of time.
Later in this chapter, and in Chapter 6, we will utilise this method to our advantage.
5.3 Analysis of integrated light curves
The °are analysed here was a GOES X1.5 class event. It occurred on 3rd July 2002 at
02:10 UT and was observed by the Reuven Ramaty High Energy Solar Spectroscopic
Imager (RHESSI) and the Solar and Heliospheric Observatory (SOHO) satellites. It was
also observed by the ground-based Nobeyama Radioheliograph and Radiopolarimeter in
Japan, but was missed by the TRACE satellite. According to the lightcurves in X-ray
and radio wavelengths, the °are consisted of two distinct phases; a sharp initial energy
release, followed shortly afterwards by a suspected oscillatory phase between 02:11 and
02:13 UT. The period analysis presented here is concerned entirely with this second
phase. This event is interesting in the context of this study as its time spectrum contains
several pronounced peaks which are possibly connected with multi-periodic oscillations.
Also, it was observed with good time resolution by three di®erent instruments, which
minimises possible instrumental artifacts.
The total °ux time pro¯les of the radio emission from the entire event region,
at the dual frequencies of 17 GHz and 34 GHz used by the Nobeyama Radioheliograph,
are shown in Figure 5.1. The time cadence of the signal is 1 s.
The °ux at 17 GHz is stronger than that at 34 GHz, a typical observation for
solar °ares. The time pro¯les clearly illustrate a strong impulsive emission spike at
approximately 02:10 UT. The emission drops o® rapidly before rising again at 02:11 UT
in what we will consider to be the second phase of the °aring event. The °ux time
pro¯les (light curves) during this second phase are suggestive of the presence of quasi-
periodic pulsations. Similar quasi-periodic features are seen in the lightcurves obtained
with the Nobeyama Radiopolarimeters at 9 GHz, 17 GHz and 35 GHz.
The emission time pro¯les for this event registered by RHESSI in di®erent energy
channels are shown in Figure 5.2. Here the time resolution is 4.2 s, coinciding with the
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Figure 5.1: Time pro¯les of the emission from the solar °are of 3rd July 2002, as
observed by the Nobeyama Radioheliograph at 17 GHz and 34 GHz. The ¯rst emission
spike is seen just after 02:10 UT, followed by an oscillatory phase between 02:11 and
02:13 UT.
Figure 5.2: Time pro¯les of X-ray emission from the solar °are of 2002 July 3, observed
by the photometric detectors on board RHESSI. Yellow (top): 6-12 keV emission, green:
12-20 keV emission, light blue: 20-40 keV emission, dark blue (bottom): 40-60 keV
emission. To avoid overlapping the light curves have been scaled by arbitrary factors.
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spinning period of the RHESSI spacecraft. The °ux levels shown in Figure 5.2 have been
arbitrarily scaled to avoid overlap and preserve the clarity of the temporal behaviour.
The comparison of microwave and X-ray °uxes shows that the same behavioural trend
is exhibited by both the microwave and X-ray time pro¯les, i.e. an initial spike followed
by a second event phase. This is signi¯cant as X-rays and microwaves are generated
by di®erent mechanisms, and implies that some additional common physics is present.
In the X-ray data, there is also an attenuator state change at the °are onset, visible as
a jump in X-ray counts at approximately 02:10:10. This is the result of an automated
process whereby shutters are activated in front of the RHESSI detectors to reduce
count rates. This avoids problems associated with high detector dead-time and limited
spacecraft memory (see the discussion of RHESSI in Chapter 1).
The phase relationship between oscillatory signals observed with di®erent in-
struments is important for understanding the underlying physics behind a QPP event.
Hence, we begin with consideration of the correlation between the light curves observed
in microwave and X-ray bands by calculating the correlation coe±cients between sig-
nals. First, we utilise a high pass ¯lter with a frequency cuto® of 0.03 Hz to remove
the background trend of the °aring lightcurve. Subsequent analysis of the time series
data showed a strongly in-phase relationship between 17 GHz microwave data and the
RHESSI counts at 20-40 keV and 40-60 keV. The highest value of the correlation co-
e±cient was 0.83 between the 17 GHz signal and RHESSI counts at 40-60 keV, and
corresponded to zero lag between the signals. Similarly, at 20-40 keV the correlation
value with the microwave signal was 0.67, again corresponding to zero time lag. The
same analysis showed that the RHESSI counts in the 12-20 keV band and the 17 GHz
microwave data were largely uncorrelated. This is not surprising since the X-ray counts in
this energy range are generally thermal in origin, while the signals in the other analysed
bands are associated with nonthermal emission. Since di®erent physical mechanisms
are responsible for the generation of pulsations in thermal X-rays, non-thermal X-rays
and microwaves, it does not follow that pulsations in microwaves would necessarily be
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reproduced in the thermal X-ray regime.
In order to investigate whether oscillations are occurring in this event, the time
pro¯les must be carefully analysed. One of the most robust and commonly used tech-
niques for this is the Lomb-Scargle periodogram method introduced in Chapter 4 [Scar-
gle, 1982], which also provides estimates for the con¯dence level of spectral peaks as
de¯ned by Horne and Baliunas [1986]. In the context of solar °ares, because of their
short duration and evolutionary nature it is necessary to prepare the signal prior to util-
ising the periodogram. Spectral ¯ltering is used to remove the lowest frequencies in
the Fourier spectrum, corresponding to the long term evolutionary trend of the °aring
emission. The Lomb-Scargle periodogram is then performed on the remaining signal. It
is important however that only the minimum necessary level of ¯ltering is applied, and
as much as possible of the original signal is preserved.
The Lomb-Scargle periodogram method was applied to the data obtained by the
Nobeyama Radioheliograph during the second phase of the °are, between 02:11 and
02:13. The resulting periodogram is shown in Figure 5.3.
A period of approximately 28 s is revealed with greater than 99% con¯dence
in both the 17 GHz and 34 GHz channels. There are also other spectral peaks that
may be signi¯cant, but require careful analysis. According to Horne and Baliunas [1986]
the signi¯cance levels of secondary peaks in a Lomb-Scargle periodogram are not accu-
rately de¯ned, since spectral leakage from the primary peak e®ects the remainder of the
spectrum. In order to examine the signi¯cance of secondary peaks, this e®ect must be
accounted for.
This technique can also be applied to RHESSI time series data. The RHESSI
satellite rotates on its axis with a period of approximately 4 s, an action essential to its
imaging process. This arti¯cial period could have a signi¯cant impact on any frequency
analysis technique. The simplest solution is to utilise the X-ray data with time bins of 4
s, thus eliminating the rotation period from the data. However, for short events such as
this °are the resulting frequency resolution is poor. If a greater number of datapoints
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Figure 5.3: Lomb-Scargle periodogram of the 17 GHz (top) and 34 GHz (bottom) signals
from the Nobeyama Radioheliograph during the second °aring phase. The periodogram
reveals a dominant period of 28 s at 17 GHz, well above the 99% con¯dence level de¯ned
by Horne and Baliunas [1986]. This period is also present in the 34 GHz data above
99%.
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Figure 5.4: Lomb-Scargle periodograms of RHESSI time series data in the 40-60 keV
range using 4.2s time bins. The dominant peaks are broadly consistent with those
observed in Nobeyama Radioheliograph data.
are required it is possible to employ shorter time bins. In this case the arti¯cial period
can be removed by spectrally ¯ltering all periods of 4 s or less from the data.
The periodogram of RHESSI counts between 02:11 and 02:13 in the 6-12keV
and 40-60 keV X-ray ranges is illustrated in Figure 5.4 for this event using time bins of
4.2s.
The Lomb-Scargle periodograms of the RHESSI data shows a peak near the 90%
con¯dence level at roughly the same location as the primary Nobeyama Radioheliograph
peak. In fact, the shape of the hard X-ray fourier spectrum is very similar to that
obtained from the radio data. However, for the 17 GHz and 34 GHz spectra the peaks
are substantially above the 99% con¯dence level. The lower amplitude RHESSI spectral
peaks can be attributed to the reduced number of data points available for sampling
and to the fact that di®erent mechanisms operate in the microwave and X-ray regimes.
Nevertheless, this correlation between independent instruments at di®erent energies is
signi¯cant and should be explored.
83
5.4 Analysis of multiple periods
The presence of multiple signi¯cant peaks in a QPP event can shed light on the physical
mechanism responsible for QPP. In both the Nobeyama and RHESSI periodograms
shown in Figures 5.3 and 5.4 there is a suggestion of more than one signi¯cant peak.
Periodogram analysis is notoriously noisy [Scargle, 1982], and the presence of multiple
peaks must be analysed with care, as they may be arti¯cial in origin. For example,
spurious strong peaks may be generated due to sidelobes and spectral leakage from a
genuine strong peak. Misapplication of spectral ¯ltering may also cause peaks to be
arti¯cially enhanced.
Fortunately, the nature of secondary periodogram peaks may be tested. The
technique is based on selective use of spectral ¯ltering, whereby the principal peak is
¯ltered out down to the background noise level. The periodogram is then recalculated on
the remaining signal. Using this method one would expect genuine periods to increase
or remain steady in spectral power, while arti¯cial peaks would be reduced in power.
This is because a strong primary peak can cause spectral leakage to other frequencies.
An advantage to using the Lomb-Scargle periodogram technique is that there is a
robust and well-understood procedure for the estimation of the statistical signi¯cance of
each spectral peak. As pointed out in Horne and Baliunas [1986], the con¯dence levels
in the Lomb-Scargle periodogram are only strictly valid for the most powerful peak in the
spectrum. When this primary peak is carefully removed from the signal, the recalculated
periodogram con¯dence levels are de¯ned as the probability of a real signal being present
at the secondary frequency, given that a signal already exists at the primary frequency.
We achieve this signal removal by transforming the time signal into frequency space, and
suppressing the frequencies corresponding to the most powerful peak detected by the
Scargle periodogram. These frequency values are replaced by background noise values
and the signal is transformed back into time space. The periodogram is then performed
on this modi¯ed signal. Here the power corresponding to a certain con¯dence level will
remain the same however the heights of the spectral peaks in this iterated periodogram
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will be di®erent.
This process can be iterated if there are multiple signi¯cant secondary peaks. The
peaks are simply ¯ltered in order of signi¯cance until no more peaks remain above the
speci¯ed con¯dence level. The method is purely statistical however, and the onus is on
the researcher to interpret the results and account for systematic e®ects. For example,
in Muglach and Balthasar [2005] it was noted that con¯dent arti¯cial oscillations in
TRACE data were observed as a result of the satellite's image compression algorithms.
With these provisos in mind, this analysis method was applied to 17 GHz Nobeyama
Radioheliograph data and Nobeyama Radiopolarimeter data at 9 GHz, 17 GHz and 35
GHz. The results of the iterative spectral ¯ltering are shown in Figure 5.5. The top
panel of each column shows the original periodogram, while the subsequent panels show
the e®ects of ¯ltering the primary peak and recalculating the periodogram. The itera-
tion process reveals the same three signi¯cant periods at multiple frequencies for two
separate instruments; P1 = 28§ 2 s, P2 = 18§ 1 s and P3 = 12§ 1 s. Here the error
has been estimated using the peak half-widths shown in Figure 5.5. We have averaged
the individual measurements from each frequency band to arrive at the combined values
we have stated. The implication is that these peaks are real, rather than a result of
spectral leakage.
To corroborate this result, the same technique was applied to the RHESSI hard
X-ray light curves. The original periodograms of the RHESSI data did not reveal any
periods signi¯cant to the 99% con¯dence level. However, as a further test we re-bin
the RHESSI time series into 2 s intervals to improve the resolution. To compensate for
potential spacecraft rotation e®ects all periods of 5 s or less are then spectrally ¯ltered
from the data. Figure 5.6 shows the resulting iterations of the hard X-ray periodograms
in the 40-60 keV range. The dashed line in the top panel corresponds to the original
periodogram obtained using 4.2s time bins. From this the presence of both the 28 s and
18 s periodicities are revealed in hard X-rays. The 12 s period seen in the radio data is
not detected at a statistically signi¯cant level in the RHESSI light curve.
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Figure 5.5: Lomb-Scargle periodograms showing the e®ects of iterative peak suppression
at di®erent frequencies. Columns from left to right: Nobeyama Radioheliograph data at
17 GHz and Nobeyama Radiopolarimeter data at 9 GHz, 17 GHz, 35 GHz. In all cases
the same three peaks are found above the 99% con¯dence level.
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The fact that the peaks illustrated here coincide in period with those detected
using the original 4.2s time bins brings con¯dence to the result. That they also coincide
with the periods obtained via two other separate instruments is a further indication that
the RHESSI spectra are not compromised by instrumental artifacts.
Having established the presence of several signi¯cant periods, another point of
interest is whether these multiple harmonics co-exist in the same time range. The
possibility that an oscillation period evolves over time - thus giving the impression of
multiple harmonics - must be considered. To test this, Morlet wavelet analysis was
employed [Torrence and Compo, 1998]. Unlike the Scargle periodogram, the wavelet
technique allows for analysis of dominant periods in a data set as a function of time.
The top panel of Figure 5.7 shows the Morlet wavelet of the 17 GHz Nobeyama
Radioheliograph signal after background subtraction. The short duration of this event
dictates that the overall resolution of the wavelet in both period and time is poor.
Although signi¯cant periods are present (in particular 28 s and 18 s), it is also unclear
from this plot whether the multiple harmonics are indeed co-temporal.
To study the time localisation of the three detected signi¯cant periodicities in
more detail, we ¯ltered out signals in the frequency bands determined by the periodogram
analysis (namely 0.03 - 0,04 Hz, 0.045 - 0.065 Hz and 0.08 - 0.11 Hz). It is worth em-
phasising that we have assumed - based on the periodogram analysis - that these periods
are signi¯cant for the purpose of clarifying their temporal nature. The three narrowband
signals were separately synthesised, normalised to their maximum amplitudes, and then
summed up into a combined new signal. This approach allows us to amplify the signals
of the second and third spectral peaks, making them more pronounced in the wavelet
spectrum. Clearly, this method does not spoil the spectral information only if there is
no frequency shift across the boundaries of applied spectral ¯lters, which is consistent
with the wavelet spectrum shown in the top panel of Figure 5.7. The wavelet spectrum
of the combined time signal is shown in the bottom panel of Figure 5.7. The three
signi¯cant periodicities detected in the periodogram are seen to occur with a signi¯cant
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Figure 5.6: Iterated Lomb-Scargle periodograms of RHESSI time series data between
40-60 keV using 2 s bins. Top panel: original periodogram, showing the dominant 28 s
period at 99% con¯dence. The original 4.2s periodogram is shown as a dashed line for
comparison. Bottom panel: Periodogram after suppression of the 28 s peak. The 18 s
period is now resolved above the 99% con¯dence level.
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overlap in time. Thus we consider the possibility of a single, rapidly evolving oscillation
less likely.
5.5 Imaging
As was shown in Chapter 4, information useful for the interpretation of the observed
QPP could in principle be obtained from imaging observations. The Nobeyama Radiohe-
liograph and the RHESSI satellite are both equipped with imaging capabilities that allow
this solar event to be clearly resolved at various energies. In the case of the RHESSI
satellite, collimating optics is used in order to reconstruct images of high energy emis-
sion, with a maximum resolution of approximately 2.5". The Nobeyama Radioheliograph
is also capable of generating images, with a more modest maximum resolution of 5" at
34 GHz (10" at 17 GHz).
SOHO MDI images prior to the °aring event show the active region from which
this °are originated. The image in Figure 5.8 is taken around two hours before the onset
of the °are. Based on this and Figure 5.9, it appears that the primary emission source
at both radio and X-ray wavelengths is centred between two sunspots.
Figure 5.9 contains a SOHO EIT image of this event with RHESSI overlays
at thermal and non-thermal energies. The implication is that this was a consistently
compact structure, with only a single clear emission source resolved. The 6-12 keV
thermal emission is broadly consistent with the EIT 195 ºA structure, bearing in mind
that di®erent temperatures are observed and that the EIT image is necessarily taken
before the onset of °aring activity because of image saturation during the °are itself.
The 40 - 60 keV emission is non-thermal in origin, but appears to originate from the
same source as the thermal component. In general, hard X-ray sources are expected at
°aring loop footpoints and at the loop apex [Krucker and Lin, 2008], or occasionally
above the loop apex [Masuda et al., 1994], while thermal X-rays (such as the 6-12 keV
range) are sourced from the body of the °aring loop. In this case it appears that any
°are structure is too compact to be reliably resolved.
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Figure 5.7: Top: Morlet wavelet of the 17 GHz Nobeyama Radioheliograph signal after
background subtraction. Bottom: A combined plot showing the result of taking wavelets
in three frequency bands, corresponding to 0.03 - 0.04 Hz, 0.045 - 0.065 Hz, and 0.08
- 0.11 Hz. The start time is 02:10:50.
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Figure 5.8: SOHO MDI image of the active region from which the solar °are originated.
This MDI image was taken at 23:59:00 on 2002 July 2. Overlay: Microwave emission
at 17 GHz during the °are, observed by the Nobeyama Radioheliograph.
Microwave images from the Nobeyama Radioheliograph are also centred on this
region. The main emission source at 34 GHz is located at (680, -360) arcseconds,
cospatial with the X-ray sources. Prior to the °are onset there is a second microwave
source resolved at (670, -330) arcseconds. This quiet region is dominated by the southern
source during the °are itself. At 17 GHz, only a single source is visible, most likely due
to limited spatial resolution.
In Chapter 4 (see also Inglis et al. [2008]) we demonstrated the use of a cross-
correlation mapping technique in an oscillatory solar °are from 8th May 1998. This
method illustrates the cross-correlation values of the oscillatory signal component over
di®erent parts of the loop. It is also capable of revealing the phase relationship between
di®erent loop segments. Unfortunately, for the event of 3rd July 2002 use of this method
was compromised by instrumental e®ects, due to the excessive strength of the signal.
The Nobeyama Radioheliograph data is a®ected by jitter because of the high levels of
°ux from this °are. At peak °ux levels the Radioheliograph is unable to properly resolve
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SOHO EIT 195  3-Jul-2002 01:59:59.400 UT









































































Figure 5.9: SOHO EIT image of the °are region just prior to the onset of the °are. The
overlays are RHESSI pixon reconstructions of x-ray emission during the oscillatory phase
of the °are in the 6 - 12 kev (green contours) and 40 - 60 kev (cyan contours) bands.
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the solar disk, resulting in a loss of pointing accuracy. The spatial artifacts arising from
this cannot be easily overcome. The pointing system of the RHESSI satellite proved
more robust than that of the Nobeyama Radioheliograph in this case. However, for
the hard X-ray sources, no evidence of an extended spatial structure was found using
cross-correlation analysis. As with its predecessor Yohkoh, RHESSI imaging relies on
collimating optics and complex image reconstruction algorithms which may limit the
applicability of the cross-correlation mapping technique. It is also possible that the
emitting region is simply too small to be reliably mapped.
5.6 Discussion
In this chapter we analysed a multi-periodic °aring event and estimated the signi¯cance
of di®erent spectral peaks in the time spectra. Pulsations were observed during the
second phase of the analysed °aring event in microwaves and in a range of hard X-ray
bands. Although initial study indicated only a single period, careful analysis revealed
that three distinct periods were signi¯cant above 99% con¯dence in the microwave data,
obtained with NoRH and NoRP: P1 ¼ 28§ 2 s, P2 ¼ 18§ 1 s and P3 ¼ 12§ 1 s. The
28 s and 18 s oscillations were also detected in the RHESSI lightcurves in the 40-60 keV
energy range. The 12 s period was not detected in the X-ray °ux. We postulate that
this is due primarily to the reduced temporal resolution of the X-ray data, a consequence
of our desire to avoid complications introduced by RHESSI spacecraft rotation.
The presence of multiple signi¯cant periods in solar °are pulsations is a signi¯-
cant ¯nding and poses interesting questions about the theoretical mechanisms that may
be responsible. The fact that microwaves and hard X-rays share the same oscillatory be-
haviour is also important; microwave emission is generated mostly through the gyrosyn-
chrotron mechanism, while hard X-rays usually arise via non-thermal bremsstrahlung and
particle interactions at the photosphere. The presence of multiple periods in light curves
obtained via di®erent instruments also ensures that the periods are not instrumental,
atmospheric or magnetospheric artifacts.
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Spatially resolved analysis of the °aring oscillation was not possible on this occa-
sion, due to instrumental problems. However, event images show that the spatial extent
of this °aring structure is very limited in any case.
Due to the lack of information about the spatial structure of the oscillation, the
interpretation of the observed oscillation should be based upon the analysis of the ratios
between di®erent periods, P2=P1 ¼ 0:64§0:07 and P3=P1 ¼ 0:43§0:06. If the multiple
periodicity is caused by temporal harmonics of a nonlinear oscillation, because of the
nonlinear doubling of frequency the resultant spectrum should be equidistant, i.e. the
frequencies corresponding to di®erent peaks are divisible by integer. This corresponds
to the ratios of periods PN=P1 = 1=N , where N is an integer representing the harmonic
number. The ratios of the lowest harmonics are P2=P1 ¼ 0:5 and P3=P1 ¼ 0:33. Such
a spectrum would be a characteristic feature of an anharmonic oscillation, for example
the periodic generation of plasmoids by magnetic reconnection [Kliem et al., 2000].
However, we can see that the observed P2=P1 ratio is not exactly consistent with the
1=N pattern. A certain discrepancy could be attributed to the error in determinating
the spectral peak position, however the error of about 30% is perhaps a bit too large.
Thus, the interpretation of the observed periodicities in terms of a oscillatory regime
of magnetic reconnection does not seem to be consistent with our ¯ndings. Another
option could be the presence during magnetic reconnection of several simultaneous but
independent oscillatory processes. However, we are not aware of any theoretical or
numerical predictions of such an e®ect. Hence, although we certainly cannot exclude
this interpretation of the observed event, we consider it to be a less likely explanation.
Similar PN=P1 ratios appear if the frequencies are connected with di®erent spa-
tial harmonics of a resonator, e.g. a coronal loop. However, in this case the ratios deviate
from the 1=N pattern because of dispersion, as waves with di®erent wave numbers have
di®erent phase speeds, and the ratio becomes PN=P1 = (V1=VN )=N , where V1 and
VN are the phase speeds of the global mode and the N -th harmonics, respectively. We
exclude the longitudinal and torsional modes of a magnetic °ux tube from considera-
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tion as they are not able to produce the observed modulations of the microwave and
hard X-ray emission simultaneously [Nakariakov, 2007]. Two other modes, sausage and
kink, are able to produce the observed modulation: the sausage mode by the Zaitsev -
Stepanov mechanism [Zaitsev and Stepanov, 1982], and the kink mode by the periodic
triggering of reconnection [Nakariakov et al., 2006]. Both sausage and kink modes of
a plasma cylinder are known to be dispersive [Edwin and Roberts, 1983]. For both
sausage and kink modes, the phase speed monotonically decreases with the decrease in
the wavelength, making the PN=P1 ratio greater than 1=N (for a more detailed analysis
of this ratio for the sausage mode, see Chapter 3, and see also the dispersion diagram
shown in Figure 2.2). Phrased di®erently, this means that NPN=P1 should always be
greater than 1, but also that as N increases, this deviation from unity should become
less pronounced. Taking the values of the period ratios determined in this chapter, we
obtain that 2P2=P1 ¼ 1:13¡ 1:46 and 3P3=P1 ¼ 1:1¡ 1:5 which gives the monotonic
decrease in the phase speed within the error bar, consistent with the theory.
Thus, both sausage and kink modes could produce the observed time spectrum.
On the other hand, the observed lack of correlation between the light curves of thermal
and nonthermal emission indicates that the observed periodic modulations are not likely
to be produced by the sausage mode. Indeed, the sausage mode is an essentially com-
pressible perturbation, and hence it should produce the modulation of thermal emission.
The thermal emission produced by sausage waves is associated with the variation of
plasma density caused by the oscillation of the magnetic ¯eld (through the frozen-in
condition), and is then di®erent from the change in the plasma density caused by ¯eld
aligned °ows of matter, e.g. chromospheric evaporation. Consequently, the variations
of thermal emission induced by the sausage mode should be superimposed with the
variations of the thermal emission, caused by evaporation. In our study this was not
found. It is also not clear how the Zaitsev-Stepanov mechanism would work for multiple
spatial harmonics of the sausage mode. However, based on the available data a viable
possibility is that the observed QPP be interpreted as a multi-modal kink oscillation of
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an external coronal structure, which periodically triggers magnetic reconnection in the
°are. The period ratios we have measured are consistent with previous numerical studies
of the period ratio for the kink mode, for example Andries et al. [2005] and McEwan
et al. [2008]. Thus, the observed period ratios coupled with the lack of thermal QPP
make this, in our view, the most probable explanation.
In this chapter we made an attempt to identify the mechanism responsible for
QPP generation without the bene¯t of spatial resolution. Our analysis was based upon
the assessment of the ratios of di®erent periodicities found in the event light curves.
This approach is necessary in cases where the spatial information is unavailable. As the
same periodicities were detected in the data obtained with di®erent instruments and
in di®erent bands, we claim con¯dently that these periodicities have natural origins in
the solar corona. A similar approach can be applied to the interpretation of QPP in
stellar °ares (see for example Mathioudakis et al. [2003], Zaitsev et al. [2004] for recent
¯ndings), in which imaging information is intrinsically unavailable.
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Chapter 6
Empirical mode decomposition as
a tool for coronal wave studies
6.1 Introduction
Various established techniques already exist for analysing the time series of impulsive
°aring events. Some of the most popular of these are the Scargle periodogram [Lomb,
1976; Scargle, 1982; Horne and Baliunas, 1986], the wavelet [Torrence and Compo,
1998], and the classical Fourier transform. Many of these have been utilised in the
preceeding observational chapters and we have demonstrated that, properly used, these
techniques can produce powerful results. However they are all also subject to certain
limitations. The periodogram and Fourier transform are designed to operate on data
which is assumed both stationary and linear, whereas °aring time series generally produce
lightcurves which are both nonlinear and non-stationary.
In order to be considered stationary, a signal X(t) must satisfy the condition
C(X(t1); X(t2)) = C(X(t1 + ¿); X(t2 + ¿)); (6.1)
for all t, where C is the covariance function and ¿ is a time interval. In other
words, the signal X(t) must be strictly periodic. For realistic data signals this condition
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is never truly satis¯ed. The Fourier transform is also particularly a®ected by nonlinearity
since it is based on trigonometric functions. As a result, extra harmonics are introduced
to the Fourier spectrum in order to attempt to describe signals which include deformed
sine and cosine waves. Another critical issue is the necessity of subtracting a background
function. Since °ares are usually short, impulsive events, any oscillations are inevitably
accompanied by a long-term evolution of the °aring °ux. Untreated, this trend causes
the Fourier spectrum of the °are to be dominated by the lowest available frequencies. As
such, accounting for this trend is a necessity for any period analysis, and consequently a
source of error is introduced at an early stage. A technique that does not require such
human intervention at the pre-processing stage would be highly advantageous.
A main advantage of the wavelet transform over the Fourier transform is that
it is able to deal with nonstationary signals. This makes it a useful tool for analysing
gradual frequency modulation, although the resolution is still limited by the width of the
basic wavelet function (for oscillatory processes this is usually a sine wave multiplied by
a gaussian, known as the Morlet wavelet). Additionally, the short nature of most °aring
events usually ensures that both the Scargle periodogram and the Morlet wavelet su®er
from poor overall frequency resolution. This problem continues to undermine attempts
to gain quantitative results via coronal seismology. For the Morlet wavelet frequency
resolution can sometimes be improved at the expense of the time resolution of the
wavelet, but a method which grants excellent resolution in both time and frequency
remains an elusive but desirable goal.
In this chapter we explore the application of a new technique in the context of
the solar corona, empirical mode decomposition [Huang et al., 1998] and the associated
Hilbert spectrum, which together promise to negate these issues. Although a relatively
new method, it has been successfully employed in geophysics and other ¯elds. Here we
explore the possible applications of EMD to pulsations in solar °ares and compare with
established techniques such as the wavelet.
98
6.2 Empirical mode decomposition and the Hilbert spec-
trum
The technique of empirical mode decomposition (EMD), designed for the analysis of
nonlinear and nonstationary signals, was thoroughly described by Huang et al. [1998].
Thus we will limit ourselves to the key points here. The essence of the technique is to
represent a real input signal - such as a °aring lightcurve - as a series of intrinsic mode
functions (IMFs). These IMFs must possess certain characteristics. Firstly, they must
contain the same number of maximal and minimal extrema, or at most a di®erence of
1 in number. The same rule applies to the number of zero crossings in either direction.
Thirdly, at any point in the function, the mean of the envelopes de¯ned by the local
maxima and the local minima must be zero. This means that, in the IMF, maxima cannot
be negative nor minima positive. In general, a real signal is decomposed into a number of
such functions, accompanied by a ¯nal component which represents a long-term trend.
The ¯rst step in the decomposition process is to estimate the shortest timescale of
interest in the original data. This is done by measuring the time lapse between sucessive
extrema. The upper and lower envelopes are then de¯ned by connecting all maximal
extrema via a cubic spline, and similarly all minimal extrema. From this the local mean
m is de¯ned. To extract the ¯rst component, the local mean is subtracted from the
original data X(t), i.e.
h1 = X(t)¡m: (6.2)
The function h1 is not yet guaranteed to be an IMF. Therefore, this process is
repeated where h1 is treated as the new 'data', a process called sifting. The data is
sifted iteratively until the ¯rst IMF is obtained. This IMF is therefore the local mode
with the shortest characteristic period that exists in the data. To continue the process
the IMF is subtracted from the original time series X(t). The result is known as the
residue. To continue searching for IMFs, this residue is treated as the data, and the
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Figure 6.1: Result of empirical mode decomposition as applied to the solar °are of 3rd
July 2002. The start time is 02:11 UT. The top panel shows the original °are signal in
the microwave regime at 17 GHz, obtained from the Nobeyama Radioheliograph. The
following four panels are IMFs derived from the decomposition process. The ¯nal panel
represents a long-term trend.
process described above is repeated until no more IMFs can be extracted. The ¯nal
result is a number of signal components which are IMFs and a ¯nal component which
is residue. An example of this decomposition process is shown in Figure 6.1.
Huang et al. [1998] proposed that the period analysis of the IMF signal be carried








for a time series X(t), where P is the Cauchy principal value. This spectrum
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is essentially a convolution of X(t) with 1=t, thus it emphasises the local properties of
X(t). An analytic signal can then be written as follows:








where µ is the phase of the complex signal Z(t). Given this, the instantaneous





This de¯nition of frequency is counter-intuitive. According to Equation 6.6, the
instantaneous frequency is calculated as the derivative of the phase di®erence between
the signals X(t) and H(t). Conventional logic dictates that at least one full wave is
required to de¯ne the frequency of a signal, but according to the de¯nition in the Hilbert
spectrum this is not the case. The result is that the frequency can be calculated at every
point in the signal, simply by computing the derivative of the phase. Hence the output
Hilbert spectrum contains extremely high resolution in both frequency and time.
Although a novel approach in the context of solar °ares, this method has been
utilised in geophysics and other ¯elds. For example, the application of this technique
to the diagnostics of automobile gearbox faults was investigated in Liu et al. [2006],
while ozone levels in the Earth's atmosphere were analysed by J¶anosi and MÄuller [2005].
More relevantly, this technique was used in helioseismology by Komm et al. [2001] to
study the solar convection zone, and application of EMD to solar coronal data was ¯rst
attempted by Terradas et al. [2004] during the study of propagating EUV waves. The
properties of the technique should in principle make it an ideal tool for the study of
short, impulsive events such as solar °ares, a hypothesis we explore in the following
observations.
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6.3 Synthetic and observational examples
To investigate the e®ectiveness of EMD, we apply the technique to three prominent
examples of QPP. These are the solar °ares of 3rd July 2002, 14th August 2004 and
22nd August 2005. These events were observed in the microwave band at 17 GHz by the
Nobeyama Radioheliograph. In addition to investigating empirical mode decomposition,
we also compare the Hilbert transform against more conventional wavelet analysis.
However, prior to analysing real data it is useful to examine a simple test problem.
This helps us to understand the properties of the Hilbert spectrum under controlled
conditions. For this purpose, we examine a simple signal composed of two sine waves,
with periods of P1=30 s and P2 = 15 s. This signal is displayed in Figure 6.2 along
with the associated wavelet and Hilbert transforms.
Naturally, the two periods are easily detected using both methods. Perhaps the
most striking aspect of the wavelet is the uncertainty in period of the signals. Even for
such an idealised signal, the short overall duration of 150 s results in a large wavelet
width in the frequency domain. For example, the period of 30 s could be interpreted as
lying anywhere in the range 25-35s based on the centre panel of Figure 6.2. The Hilbert
spectrum appears to perform reasonably well in comparision. Both periods are present
and the uncertainty in frequency is much smaller. However, even for a perfect sine wave
it can be seen that the Hilbert spectrum experiences °uctuations in time. It also su®ers
from signi¯cant end e®ects. Hence, when applying this technique to more practical
examples containing signi¯cant noise, one must be cautious. The best approach is to
look for regions of continuous, relatively stable power in the Hilbert spectrum. It is also
recommended that the edges of the spectrum are neglected, as these must be considered
compromised by end-e®ects.
6.3.1 The °are of 3rd July 2002
The solar °are of 3rd July 2002 was a GOES-class X1.5 event and was observed by the
Nobeyama Radioheliograph and the RHESSI satellite. This event was studied in detail
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Figure 6.2: Top: A simple test signal composed of two sine waves, with periods 30s and
15s respectively. Centre: The Morlet wavelet transform of the timeseries. Bottom: The
Hilbert transform of the timeseries.
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in Chapter 5 (see also Inglis and Nakariakov [2009]), where multiple signi¯cant periods
were reported in both microwave and hard X-ray wavelengths. Thus it makes an ideal
event with which to begin the testing of a new technique, particularly one that should
con¯dently detect multiple periods. The time series for this °are was previously shown
in Figure 5.1 and Figure 6.1.
The quasi-periodic pulsations are associated with the second phase of this event,
between 02:11 and 02:13 UT. It is this region where we apply the empirical mode
decomposition. As Figure 6.1 shows, this results in ¯ve distinct components, the last of
which represents the background trend. To provide a reference via a known technique,
we apply the Morlet wavelet to the signal consisting of the ¯rst four IMFs. Then,
following the recommendations of Huang et al. [1998] we apply the Hilbert spectrum
method to these same components. The results of both methods are shown in Figure
6.3.
The most obvious aspect of the wavelet spectrum is the extremely coarse reso-
lution. In fact, the abundance of power in the spectrum makes it di±cult to draw any
conclusions from the wavelet. Perhaps the only assertion that can be con¯dently made
is that there are signi¯cant frequencies present in the data. Quantifying the relevant
periods based on the wavelet spectrum is a di±cult task. However, in Chapter 5 it was
shown that this wavelet can at least be used in conjunction with the Scargle periodogram
to help determine whether multiple frequencies or a single evolving mode are present
(see Section 5.4).
Let us contrast this with the Hilbert spectrum (Figure 6.3, centre panel). It
is immediately apparent that the spectrum has much ¯ner resolution, and also shows
a great deal of local variation in frequency. This reinforces an important fact about
°aring QPP; such events are not stationary, harmonic waves, but rather anharmonic,
noisy, evolutionary events. However, in a sense the Hilbert spectrum is overly sensitive
to these local variations, a problem which may be compounded by noise in the signal.
In an attempt to improve the results of the Hilbert spectrum, the original signal (shown
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Figure 6.3: Top: Morlet wavelet of the microwave °ux from the °are of 3rd July 2002,
where EMD has been used to de-trend the signal. Centre: Hilbert spectrum of the IMFs
derived from the °are of 3rd July 2002, minus the long-term trend. Bottom: The same
as the centre panel, except the original signal has been ¯ltered to remove high-frequency
noise. The start in all cases is 02:11:00 UT.
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in Figure 6.1) was ¯ltered to remove high-frequency noise. To achieve this, the shortest
signi¯cant periods were determined from the original Hilbert spectrum shown in the
centre panel of Figure 6.3. A bandpass ¯lter was then applied to remove periods that
were signi¯cantly shorter than this. For the event shown periods less than 5 s were
suppressed. Empirical mode decomposition and the Hilbert spectrum is then applied to
the remaining signal. The result is shown in the bottom panel of Figure 6.3. From this
we can conclude that the exclusion of high-frequency noise has signi¯cantly increased
the clarity of the spectrum.
A close examination of the modi¯ed Hilbert spectrum reveals the presence of
two relatively clear tracks, corresponding to di®erent IMFs. Broadly speaking, these
lie in the ranges 18 - 22s, and 25 - 35 s. There is also a third track in the range
7 - 12 s, but its amplitude is much smaller than the dominant two, and is barely
visible. We can compare this spectrum to the results reported in Chapter 5, where
periods of 28 § 2 s, 18 § 1 s and 12 § 1 s were observed. Although the two sets
of results are not inconsistent, the intrinsic local modulations in the Hilbert spectrum
can make it more di±cult interpret than a global technique such as the periodogram,
where any local variations are averaged out. However, what the Hilbert spectrum does
show unambiguously is that at least two periods, consistent with previous observations,
occured simultaneously. This is an important result which supports the conclusion that
multiple harmonics of an MHD mode may be present here, rather than a single, rapidly
evolving oscillation.
6.3.2 The °are of 14th August 2004
The solar °are of 14th August 2004 was observed by the Nobeyama Radioheliograph
in Japan, and by the TRACE satellite. Unfortunately, it was not observed at X-ray
wavelengths by RHESSI, which was in the night-time phase of its orbit. The time pro¯le
of the radio signature at 17 GHz is shown in Figure 6.4. The °ux pro¯le is suggestive
of the presence of QPP. Ideally a complete study would consist of time series analysis
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Figure 6.4: Microwave °ux from the °are of 14th August 2004 as observed by the
Nobeyama Radioheliograph at 17 GHz. The start time is 05:42 UT.
in both radio and X-ray regimes, as well as examining the spatial distribution of any
observed signi¯cant periods.
In this study however we concentrate on time series analysis of the available
radio data. Following the same procedure as for the previous event, both the Morlet
wavelet and the Hilbert spectrum are applied to the IMFs resulting from empirical mode
decomposition. We subsequently apply high-frequency noise ¯ltering and produce the
revised Hilbert spectrum. All three results are shown in Figure 6.5.
From the wavelet spectrum it is clear that some signi¯cant frequencies are present
in the data, however as before it is di±cult to localise them in time or frequency, a
consequence of limited data. It does appear that the dominant periods at the beginning
of the QPP phase and at its end are very di®erent, varying from around 20 s to 40 s.
Again, we compare this with the result of the Hilbert spectrum. Although some
dominant frequencies appear to be present, these are subject to large local variation.
In both the un¯ltered and ¯ltered spectra, there is a clear track at approximately 20 s,
which remains present throughout the QPP phase. Other signi¯cant periods are harder
to quantify. There appears to be a second signi¯cant period of around 30 s present at the
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Figure 6.5: Top: wavelet spectrum of the de-trended signal from the °are of 14th
August 2004, observed at 17 GHz by the Nobeyama Radioheliograph. Centre: Hilbert
spectrum of the signi¯cant IMFs derived from the EMD process for the same event.
Bottom: Hilbert spectrum of the same event, where high-frequency noise ¯ltering has
been applied to the original signal.
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beginning of the QPP phase, which then evolves into a long period oscillation consistent
with the wavelet spectrum, although it is unclear whether this is a residual background
trend that has not been removed via the mode decomposition process. Interestingly,
it does not seem that in this case the high-frequency noise ¯ltering has signi¯cantly
improved the Hilbert spectrum.
Both the wavelet and the Hilbert spectrum suggest that the °are of 14th August
2004 was a multi-periodic QPP event, cerainly including periods of approximately 20 s
and 30 s. Other periods may be present but are di±cult to quantify using either method.
This event merits further study, but we have shown that the Hilbert spectrum is at least
comparable with the established wavelet technique in this case.
6.3.3 The °are of 22nd August 2005
Unlike the previous two events, the °are of 22nd August 2005 was associated with
single-period quasi-periodic pulsations over long timescales. The microwave °ux at 17
GHz is shown in Figure 6.6. This event was studied by Li and Gan [2008], who reported
the presence of a period of approximately 240 s. In this context the empirical mode
decomposition process can be useful in investigating evolutionary trends in an oscillation
period. Such evolutionary information is intrinsically unavailable using methods such as
the Scargle periodogram or Fourier transform, which provide global information only.
The wavelet on the other hand should detect signi¯cant evolution in the signal, as
should the Hilbert spectrum. This provides us with an excellent opportunity to compare
the two methods.
In Li and Gan [2008] a ¯tting technique was used to estimate the period of the
oscillation. However, the drawback of this technique is that the presence of a single
period is implicitly assumed. Here we utilise EMD and apply the Morlet wavelet and
the Hilbert transform by way of comparison. The result is shown in Figure 6.7, where
for brevity we have reproduced only the noise-¯ltered Hilbert spectrum. Note that in
this case, due to the number of IMFs derived from this signal, it is necessary to discard
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Figure 6.6: Total microwave °ux from the solar °are of 22nd August 2005, as observed
by the Nobeyama Radioheliograph. The start time is 23:42 UT.
several in order to view the time range of interest.
In both spectra the initial rise of microwave °ux is mistakenly treated as an
oscillatory signal, with a period in the range 300 - 400s. The Hilbert spectrum is
especially a®ected by this. However, both techniques also correctly detect the signal
reported in Li and Gan [2008] from approximately t = 500 s onwards. The Hilbert
spectrum suggests a slight lengthening of the dominant period as the °are progresses,
until the signal peters out at around t=1300 s. Interestingly, the Hilbert spectrum shows
a clear diminution in spectral amplitude, corresponding well to the damping of the signal
that may be seen in Figure 6.6 and was noted by Li and Gan [2008]. Although the wavelet
and Hilbert spectra are consistent, the wavelet does not indicate the presence of signal
damping, even though it is visible by eye.
Utilising empirical mode decomposition, the Morlet wavelet and the Hilbert spec-
trum, we have con¯rmed the ¯ndings of Li and Gan [2008] for the solar °are of 22nd
August 2005. By simply discarding IMFs corresponding to time ranges longer than that
of interest, we were able to focus on the spectral region of interest and identify the
period of 240 s. The Hilbert spectrum also succesfully detected a slight evolution of the
dominant period, as well as evidence of signal damping, neither of which were evident
from the wavelet. Interestingly, in De Moortel et al. [2002] and De Moortel et al. [2004]
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Figure 6.7: Wavelet and Hilbert spectra of the signi¯cant IMFs derived from the mi-
crowave °ux at 17 GHz from the solar °are of 22nd August 2005.
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is was suggested that wavelet analysis should be able to distinguish between a damped
signal and a continuous one, or an abruptly curtailed signal. Unfortunately we were
unable to achieve this here, although these authors also emphasised the sensitivity of
the wavelet to many parameters. Thus the failure to detect damping in one example
should not be taken as a general indictment of the method. In any case, this event
demonstrates that EMD and the Hilbert spectrum are applicable not only to fast QPP
events, but also to long-period oscillations.
6.4 Discussion
In this chapter we have examined the applicability of empirical mode decomposition and
the Hilbert spectrum to the analysis of coronal wave studies, in particular solar °ares.
Although a relatively new tool in the context of solar physics, this method has been
successfully utilised in other ¯elds, such as mechanical engineering and atmospheric
science. As a ¯rst task, the consistency of EMD was tested by using a °aring event
with known multiple periods. The event in question was the solar °are of 3rd July 2002,
examined in detail in Chapter 5. Encouragingly, we found that the decomposition of
the original signal into multiple components or IMFs revealed the presence of two of the
three periods reported in the previous chapter. To show this, we applied two separate
visualisation methods. The ¯rst of these was the Hilbert spectrum, comprehensively
described in Huang et al. [1998] and covered in Section 6.2. The second was the
more conventional Morlet wavelet. The two techniques were shown to be in good
agreement, both with each other and with the previous results detailed in Chapter 5.
Furthermore, the Hilbert spectrum supported the conclusion that the detected periods
occurred simultaneously and that by extension multiple harmonics of an MHD mode
may be present.
The same analysis was applied to the powerful °are of 14th August 2004. As
before, the empirical mode decomposition technique was used to remove background
trends and the remaining signal was visualised using both the wavelet and the Hilbert
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spectrum. Both methods suggested the presence of multiple potentially signi¯cant pe-
riods. A conservative estimate gave periods of approximately 20 s and 30 s, with a
possible longer period of 40 - 50 s present during the latter stages of the °are. It is
unclear whether this is simply a residual background trend or a genuine oscillation.
Finally, we tested the e®ectiveness of EMD and the Hilbert spectrum on an event
exhibiting long-period QPP. This event was previously analysed by Li and Gan [2008],
who used a wave ¯tting technique to illustrate the presence of a damped oscillation
of P ¼ 240 s. By selecting the relevant IMFs this period was con¯rmed by both the
wavelet and the Hilbert spectrum. However, unlike the wavelet, the Hilbert spectrum
was also able to detect a slight modulation of the dominant period over the course of
the °are. It also clearly showed a diminution in amplitude corresponding to the signal
damping.
The potential of empirical mode decomposition and the Hilbert spectrum can
be clearly seen from these examples. One of the principal advantages is the automatic
processing of background trends, which are simply stored in extra IMF components.
This removes the necessity for the user to judge the trend manually, as is the case with
existing methods such as the Scargle periodogram and the wavelet. Further, the Hilbert
spectrum has been demonstrated to give results consistent with those obtained using
other methods, in particular the wavelet. Multiple periods in the °ares of 3rd July 2002
and 14th August 2005 were detected, consistent with previous studies for the former.
The previously published results of Li and Gan [2008] were con¯rmed for the °are of
22nd August 2005. This highlights the suitability of empirical mode decomposition for
future studies of oscillations in °ares and coronal loops.
However, signi¯cant questions remain and further work needs to be undertaken to
prove the value of this method. In particular, although the process of decomposing a real,
impulsive signal into components is robust and e®ective, aspects of the Hilbert transform
remain counter-intuitive. The de¯nition of instantaneous frequency, for example, is not
obviously physical. An accurate estimation of the signi¯cance of detected frequencies
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also remains problematic. Additionally, the Hilbert spectrum, as demonstrated in this
chapter, is very susceptible to noise, a problem re°ected in the large local variations
in frequency shown in both Figure 6.3 and 6.5. In some cases this problem can be
mitigated by careful suppression of high-frequency noise. Provided that this noise is
su±ciently far from the frequency range of interest, the stability of the Hilbert spectrum
is improved, as was shown in Figure 6.3.
Despite these outstanding questions, EMD and the Hilbert spectrum can be used
in conjunction with existing methods to enhance observational studies. In the future
both methods are potentially powerful tools in their own right, and are particularly
relevant in the context of pulsations in solar °ares, typically short, impulsive events with
large evolutionary trends. Their use in tandem with established methods may lead to




In this work we have engaged in detailed analysis and discussion of many aspects of
quasi-periodic pulsations in solar °ares. In Chapter 1 we introduced the background
physics and most important concepts of the Sun itself. Of particular importance is
the solar activity cycle, which dictates the number of sunspots, °ares, CMEs and other
phenomena occurring in the solar atmosphere. Fortunately, the Sun is under constant
observation by a wide range of scienti¯c instruments. In the context of °ares, the
most important of these are the Nobeyama Radioheliograph in Japan, and the RHESSI
satellite in low earth orbit.
In Chapter 2 we introduced one of the main theoretical mechanisms used to
describe the behaviour of plasma, the theory of magnetohydrodynamics (MHD). A
combination of electromagnetism and °uid dynamics, this framework treats a plasma as a
single electrically conducting °uid. Thus it is ideal for studying large-scale, relatively slow
plasma dynamics without the necessity of describing individual particles. In addition,
MHD predicts the existence of waves. These waves are a plausible explanation for long-
standing problems in solar physics, such as the coronal heating problem. They are also
likely sources of many oscillatory phenomena observed in the corona, including °aring
QPP. This can be shown via the magnetic cylinder model, introduced in Section 2.2.1.
This is a popular tool for modelling real coronal structures, such as loops, °ares, various
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¯laments and plumes. From this model, wave equations and dispersion relations can be
derived, showing the existence of several wave modes, including the sausage, kink, and
Alfv¶en modes. These modes can either be trapped (i.e con¯ned to the interior of the
cylinder), or leaky (where the wave energy disappates into the surrounding plasma over
time). In either case, these waves have the potential to act as drivers for observable
pulsations in °ares. In Section 2.3 we introduce the concept of pulsations in °ares in
detail. This phenomenon has been a feature of solar °are observations for decades, yet
they have remained poorly understood until relatively recently. Advances in technological
capability in the last decade have led to more concrete analysis of such events. From
this it is possible to conclude that °aring QPP is not the result of a single mechanism,
but of several equally viable mechanisms.
Chapter 3 begins the exposition of original work. Here we focus on one of
the main types of MHD waves, the fast magnetoacoustic sausage mode. This mode
is very interesting in the context of °aring QPP because it is capable of generating
variations in both microwave, soft X-ray and hard X-ray emission. Microwave emission
may be generated via the gyrosynchotron mechanism [Ramaty, 1969; Dulk and Marsh,
1982]. Soft X-rays are in general sourced from the body of the loop itself, thus the
compressibility of the sausage mode leads to density and temperature variations and by
extension °uctuations in soft X-rays. The modulation of hard X-rays occurs di®erently,
and is thought to be the result of periodic precipitation of particles towards the °are
footpoints [Zaitsev and Stepanov, 1982]. Previous numerical studies of the sausage
mode have already established many of the mode's fundamentals. However, all of these
studies have been carried out using low ¯ values, and it is unclear whether a large
¯, typical for hot and dense °aring loops, would have a strong impact on the results.
Moreover, although the study of period ratios has already been carried out for the kink
mode [Andries et al., 2005; McEwan et al., 2008], the relationship between sausage
mode harmonics remains unclear. In this chapter, we established that the inclusion of
a ¯nite value of ¯ inside a loop structure does have a noticeable, though small, e®ect
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on both the period of the global sausage mode and its cut-o® value. For the period,
the variation remained less than 5% for ¯ values of order 1. Thus we were able to
con¯rm that, even in the signi¯cant-¯ regime, the period of the sausage mode remains
primarily a function of loop length L. For the cut-o® wavenumber, it was found that
increasing the value of ¯ led to a small increase in the con¯nement of the sausage mode.
However, as with the mode period, this variation was small compared with the e®ects of
other parameters. In particular, the density contrast ratio between the loop centre and
the surroundings was shown to have a very strong e®ect on the cut-o® wavenumber,
meaning that for very dense loops a trapped mode may remain supported for very large
L. For a density contrast ratio of 1000 and a loop width of 3 Mm, a trapped mode
could conceivably be supported for loops as long as 300 Mm. Finally, we performed a
detailed study of the P1=2P2 ratio for the sausage mode. As a result of dispersion, these
harmonics are expected to deviate from the simple 1=N pattern of a simple resonator.
This was con¯rmed both numerically and analytically. We have illustrated that as the
wavenumber decreases, the deviation from the ideal case increases, such that at very low
values of ka the P1=2P2 ratio can approach 0.5 for very dense loops. As ka increases,
the value of the harmonic ratio approaches the ideal value of unity regardless of the
density contrast in the loop. The power of this result was brie°y illustrated using two
observational examples, where we were able to use the reported period ratios to make
judgements on the probable cause.
In Chapter 4 we switch the emphasis to observational study of QPP events.
Recent advances in observational instruments have broadened the possibilities for remote
diagnostics of coronal phenomena. We illustrate this by performing spatially resolved
analysis on a M3.1-class °are from 8th May 1998, using microwave and X-ray data from
the Nobeyama Radioheliograph and Yohkoh satellite respectively. Using the Scargle
periodogram method, a period of P=16 s was discovered in both microwave and X-
ray time pro¯les. To carry out the spatially resolved analysis, the technique of cross-
correlation mapping was developed. This mapping allowed us to visualise the correlation
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in time of all the pixels in the microwave images with respect to a master, or reference
pixel. The result unambiguously showed that for this °are the entire loop was oscillating
in phase with the same dominant period of P = 16s. These results lead naturally to
several conclusions. Firstly, the fact that the oscillation has a signi¯cant spatial extent
indicates that it may be a trapped MHD mode. Secondly, the in-phase relationship
of di®erent parts of the loop suggests the presence of a global sausage mode, which
symmetrically perturbs the loop axis. The observed period is perhaps typical of this
mode, and consistent with previous observations [Melnikov et al., 2005]. Also, the
presence of oscillations in the thermal X-ray range (13-23 keV) is another factor in
favour of the sausage mode interpretation, since by its very nature the °aring °ux
tube is periodically expanded and compressed. Therefore, although the possibility of a
periodic magnetic reconnection event cannot be ruled out, we conclude that the QPP
observed on 8th May 1998 are likely the result of a magnetoacoustic sausage mode.
Although the power of spatially resolved analysis is clear, realistically there remain
many circumstances where it is not possible. In particular, studies of stellar oscillations
clearly lack this capability. Therefore in Chapter 5 we addressed the question of what
progress may be achieved in the study of °aring QPP when spatial resolution is un-
available. In this context we studied an X1.5-class °are from 3rd July 2002 using the
Nobeyama Radioheliograph and the RHESSI satellite. This event was powerful enough
to compromise the pointing accuracy of the Nobeyama Radioheliograph, thus rendering
our cross-correlation mapping technique unreliable. Using detailed time series analysis,
we discovered the presence of three distinct periods in this °are, with P1 = 28 s, P2
= 18 s and P3 = 12 s. As was shown in Chapter 3 from a theoretical perspective,
period ratios can potentially be used to discriminate between QPP mechanisms. Thus
we sought to apply this technique from an observational point of view. The period ratios
of P2=P1 = 0.64 and P3=P1 = 0.43 are consistent with the e®ects of dispersion on fast
magnetoacoustic modes. This information already allows us to conclude that the ob-
served oscillations are spatial harmonics of a resonator, i.e. a coronal loop. Furthermore,
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unlike the °are from 8th May 1998, there is no evidence of QPP in the thermal X-ray
range. In this case, oscillations are only seen in microwaves and in non-thermal X-rays.
This makes the presence of a sausage mode unlikely. This led us to the conclusion that
the observed QPP is the result of a kink mode leading to magnetic reconnection.
The observational results presented in Chapters 4 and 5 can make a signi¯cant
contribution to further coronal oscillation studies. However, the time series analysis
techniques employed here and throughout the community, in particular the Scargle peri-
odogram and wavelet analysis, su®er from certain limitations. Principal among these is
the need for manual background subtraction, whether via a ¯tting function or frequency
¯ltering. Therefore, in Chapter 6 we investigate a promising technique that may remove
the need for this process, and further is designed explicitly for the study of non-linear,
impulsive events. This technique is known as empirical mode decomposition (EMD).
To test the potential of EMD and the associated Hilbert spectrum, it was applied to
the time series of three suspected QPP events, including the previously studied multi-
periodic °are of 3rd July 2002. Without any direction from the user, we were able
to reproduce the periods P1 = 28 s and P2 = 18 s found in Chapter 5, although the
presence of the third period was not con¯rmed. Similarly, we were able to show the
probable presence of multiple periods in the °are from 14th August 2004, and con¯rm
the presence of long period oscillations for the °are of 22nd August 2005 as reported
by Li and Gan [2008]. The potential of empirical mode decomposition and the Hilbert
spectrum is clear, although some important questions remain. The lack of a need to
manually subtract a background function from an input signal is a distinct advantage.
Further, we have proven the consistency of this technique with robust existing methods.
Thus, these methods may play an important role in future studies of coronal waves and
°aring QPP, especially when used in conjunction with existing methods.
The work presented in this thesis demonstrates that signi¯cant progress is being
made in our understanding of °aring QPP. The new techniques that we have developed
and applied have enabled us make informed judgements about the causes of QPP in
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speci¯c events, and will provide new insights in the future. However, the study of °aring
QPP remains a complex and challenging subject in which signi¯cant questions remain.
Perhaps the next stage in the study of °aring QPP is to establish a statistical
picture of the phenomenon. In this thesis, and throughout the literature, QPP events
have been studied in interesting but isolated cases. In part this is due to the di±culty
in identifying and con¯dently analysing such events. However as a consequence of
this, although we are able to estimate coronal parameters and identify MHD mode
mechanisms in isolated cases, as we have done in this thesis, it remains essential to
build up a body of complementary evidence so that we can be truly con¯dent in our
assertions.
For example, in our study of a multi-periodic event in Chapter 5, we observed a
period ratio consistent with the dispersive e®ects of MHD modes. An important study
would be an extension of this idea to many such events, i.e. a statistical survey of as
many multi-periodic events as possible. In this way we would be able to establish whether
such ratios are a general characteristic of QPP events or not. This would greatly help
us to determine whether °aring QPP can always be considered consistent with MHD
wave modes. Similarly, surveys of this kind could provide multiple estimates of coronal
parameters such as the magnetic ¯eld strength and answer such basic questions as how
common QPP events are in solar °ares.
In any case, further development of techniques and advances in instrumentation
are still needed to fully understand and appreciate this phenomenon.
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