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Выпускная квалификационная работа по теме «Название» содержит 52 
страницы текстового документа, 0 приложений, 30 использованных источников. 
ОБЛАЧНЫЕ ВЫЧИСЛЕНИЯ, PAAS, OPENSHIFT, POSTGIS, 
ПРОСТРАНСТВЕННЫЕ ЗАПРОСЫ. 
Цель работы: создать опытный сервер на базе PAAS-платформы OpenShift 
для хранения и обработки пространственных данных. 
Задачи: 
- создать виртуальный облачный сервер на платформе Red Hat OpenShift; 
- настроить прикладное обеспечение на платформе OpenShift; 
- загрузить данные карт в пространственную базу данных PostGIS с 
помощью ГИС Quantum GIS; 
- разработать запросы к пространственной базе данных в Open Shift 
(PostGIS). 
Анализ литературы позволяет сделать вывод, что с помощью баз данных 
можно осуществлять хранение пространственных данных, представленных 
некоторыми абстракциями: точка, линия, полигон. Облачное хранилище 
является более мобильным и позволяет удаленно обращаться к данным с 
локальной машины и редактировать их. 
В результате решения поставленных задач была разработана методика 
использования облачного хранилища пространственных данных, созданного на 
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В последние годы в отрасли информационных технологий, а в частности, 
в организации распределенных вычислительных систем произошли сильные 
изменения, связанные с появлением концепции «облачных вычислений» [1]. На 
данный момент она является одним из ключевых направлений развития 
информационных технологий. Хотя облачные вычисления – это всего лишь 
особый способ предоставления вычислительных ресурсов, а не новая 
технология, и до середины 2000‑ х годов сфера применения этих технологий 
оставалась ограниченной, они вызвали революцию в методах предоставления 
информации и услуг [2].  
Массовому распространению и использованию сетевых сервисов в 
повседневной жизни общества в немалой степени способствовало появление 
публичных картографических веб-сервисов, начало которым положено в 2005 г. 
проектами компании Google, включая Google Earth («Планета Земля») и Google 
Maps («Карты Google»), аналогами которых являются «виртуальные глобусы» 
World Wind (НАСА, США), Bing Maps (Microsoft Corp., США) и др. Особое 
место среди них занимает сервис OpenStreetMap, некоммерческие 
картографические ресурсы которого создаются усилиями сообщества 
пользователей и волонтеров и являются альтернативой аналогичным 
государственным и коммерческим ресурсам [3]. Другим примером 
использования геоинформационных технологий широким кругом пользователей 
в бытовых целях могут служить сервисы передачи координатно-привязанной 
информации через HyperText Transfer Protocol (HTTP) протокол. В настоящее 
время наиболее популярен Web Map Service (WMS) протокол, с его помощью 
можно передать растровую информацию. Кроме того, широко используется Web 
Feature Service (WFS) протокол, который отвечает за передачу векторной 
информации. Для хранения векторов и растров консорциумом Open Geospatial 
Consortium (OGC) предложен формат Geography Markup Language (GML), но он 
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удобен только в роли обменного формата, слабо применим в хранении (из-за 
избыточного объема) и обладает низкой скоростью чтения и записи [4]. 
Использование облачных хранилищ для хранения пространственных 
данных имеет ряд достоинств и недостатков по сравнению с развертыванием 
серверов на обычных локальных машинах. Обработка данных в облачном 
хранилище может быть более медленной, так как вычислительные мощности 
виртуальной машины могут уступать возможностям локальной машины. Но при 
этом облачные хранилища обладают гораздо большей мобильностью, так как 
при наличии Интернета обратиться к данным на сервере можно с любого 
устройства. 
Компании, предоставляющие вычислительные ресурсы, в основном 
являются коммерческими и предлагают почасовую оплату за использование 
виртуальных серверов. Компания Red Hat, выпускающая решения на основе 
открытого исходного кода, запустила проект OpenShift, который предоставляет 
возможность бесплатного использования с некоторыми оганичениями: на одну 
учетную запись можно создать три приложения, под которые выделяются три 
виртуальные машины, каждая из которых имеет один гигабайт дискового 
пространства.  
Хранение географических данных (геометрии объектов) может 
осуществляться в базах данных. Доступ к базам данных осуществляется с 
помощью запросов SQL. Система управления базами данных (СУБД) 
PostgreSQL, как и другие СУБД, работает в качестве сервера в системе клиент-
сервер. Клиент отправляет серверу запрос и получает отклик (откликами обычно 
являются таблицы данных из базы данных). По такому же принципу работает 
сеть Интернет: ваш браузер является клиентом, посылающим запрос, а веб-
сервер возвращает обратно веб-страницу. PostGIS – это расширение объектно-
реляционной СУБД PostgreSQL, предназначенное для хранения в базе 
географических данных. PostGIS добавляет дополнительную функциональность 
к СУБД PostgreSQL, расширяет ее возможности с точки зрения хранения 
пространственных данных, запросов к ним и управления ими [5]. Использование 
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связки PostgreSQL/PostGIS предоставляет довольно широкие возможности по 
работе с пространственными данными. 
Целью данной работы является создание опытного сервера на базе PAAS-
платформы OpenShift для хранения и обработки пространственных данных. Для 
разработки сервера ставятся следующие задачи: 
- создание виртуального облачного сервера на платформе Red Hat Open 
Shift; 
- настройка прикладного обеспечения на платформе OpenShift; 
- загрузка данных карт в пространственную базу данных PostGIS с 
помощью ГИС Quantum GIS; 





1 Обзор технических средств для реализации задач 
 
Облачные вычисления – это технология распределённой обработки 
данных, в которой компьютерные ресурсы и мощности предоставляются 
пользователю как интернет-сервис [6]. Согласно концепции cloud computing, 
вычислительные ресурсы арендуются по требованию через Интернет, а 
вычислительные системы лишь временно используют их для выполнения своих 
функций. На сегодняшний день имеется возможность аренды вычислительных 
ресурсов с поминутной, и даже посекундной оплатой. Это позволяет создавать 
новые типы вычислительных систем с уникальными технико-экономическими 
характеристиками за счет гибкости в оплате и возможности арендовать 
потенциально бесконечное количество ресурсов [1]. 
«Облачные технологии» имеют широкое применение. Новые, 
инновационные усовершенствования и технологии помогают при решении 
многих задач в области связи, финансов, социальных услуг, процессов 
образования, здравоохранения и т.д. Характер работы с информацией, как в 
государственных учреждениях, так и на предприятиях имеет направленность, 
характеризующуюся повышенными требованиями к надежности средств 
автоматизации и оперативности обработки данных [7]. 
Потребителями в сфере облачных технологий обычно выступают бизнес-
проекты «стартапы», интернет-магазины, довольно крупные компании, 
желающие перенести часть информационной инфраструктуры на удаленный 
сервер (почта, различные службы, сайты и т.д.), а также всевозможные 
провайдеры. Таким образом «облака» используются в основном для решения 
ресурсоемких задач, связанных с работой и поддержкой всевозможных 
интернет-сервисов. С научной точки зрения облачные сервисы интересны в 
качестве удаленной площадки для проведения различных расчетов. Во многих 
случаях при решении сложной задачи, связанной с математическим 
моделированием физических процессов, требуется большое количество 
вычислительных ресурсов [8].  
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Кроме того, облачные вычисления также можно применить в картографии 
и геоинформационных системах. Одна из основных тенденций развития 
геоинформационных технологий, наметившаяся еще в начале 90-х гг. прошлого 
века и определяющая пути их эволюции в долгосрочной перспективе ― переход 
к новым формам организации, управления и использования пространственных 
данных, создание национальных и иных инфраструктур пространственных 
данных. Возникла тенденция миграции пространственных данных, сервисов и 
приложений в сетевую среду, в том числе и в первую очередь в среду Интернета. 
Стала обычной публикация в сети данных и карт, уже давно в ней размещены 
веб-версии комплексных региональных и национальных атласов [3]. 
Преимущества облачных технологий заключаются в следующем. 
Многопользовательская работа с ГИС. 
Организация эффективного информационного взаимодействия 
сотрудников является одной из актуальных проблем развития современного 
производства. Решения данной проблемы находятся, в частности, в сфере 
применения облачных технологий. В настоящее время в России потенциальными 
потребителями подобных технологий, являются организации, работающие в 
таких сферах как: системы организации групповой работы производственных и 
научных коллективов; веб-хостинг; Human Resourses (HR)-системы (например, 
используются множеством представительств для подбора персонала); 
финансовые системы (биржевые сводки, торговые терминалы); платежные 
системы (за интернет-рекламу и другие социальные/интернет-сервисы), веб-
банкинг и оплату услуг через терминалы общего доступа и т.п; транспортные 
системы (бронирование, перевозки, билеты);платные услуги в социальных сетях, 
блог-сервисах; образовательные учреждения; организации государственного 
сектора [9]. Наряду с облачными технологиями, существуют и другие 
инструменты, которые также обладают возможностью групповой работы, 
например, File Transfer Protocol (FTP)-сервер. Однако он не позволяет 
контролировать изменения в процессе работы, что является препятствием для 




Переносимость системы позволяет миграцию полностью остановленного 
экземпляра виртуальной машины (образа машины) от одного провайдера к 
другому провайдеру или перенос приложения и услуги и их содержимое от 
одного поставщика услуг к другому [10]. Пользователи не привязаны к 
конкретным компьютерам и могут иметь доступ к данным откуда угодно [11].  
Быстродействие.  
При использовании облачных сервисов для пользователя практически не 
имеет значения, какой вычислительной мощностью обладает его собственная 
вычислительная машина [12]. В системе облачных вычислений снижаются 
нагрузки на персональные компьютеры, так как сеть компьютеров, которые 
составляют «облака» обрабатывают приложения самостоятельно [6]. Не нужно 
приобретать самый быстрый компьютер с большой памятью и разбивать файлы 
на части из-за больших размеров. Это значительно облегчает и ускоряет работу 
с данными. 
Масштабируемость. 
Ресурсы могут неограниченно выделяться и высвобождаться с большой 
скоростью в зависимости от потребностей пользователей [2]. Это уменьшает 
финансовые затраты, так как пользователь оплачивает только используемые 
ресурсы. 
Конфиденциальность.  
Часто картографическая информация, в силу своей специфики, должна 
быть конфиденциальной, и размещение такой информации пользователям 
должно быть максимально защищено. Самая большая озабоченность по поводу 
облачных технологий являются безопасность и конфиденциальность. Идея 
передачи важных данных в другую организацию беспокоит пользователей. 
Контраргументом на это является то, что компании, предлагающие услуги 
«облачных вычислений» дорожат своей репутацией, т.к. она приносит пользу 
этим компаниям. В противном случае они, предоставляя эту услугу, потеряют 
своих клиентов. Это в их интересах использовать самые передовые технологии 
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для защиты данных своих клиентов. Компаниям «облачных вычислений» нужно 
использовать способы для защиты конфиденциальности клиента: один из 
способов заключается в использовании методов аутентификации, такие как 
имена пользователей и пароли; другой способ заключается в использовании 
разрешений - каждый пользователь имеет доступ только к данным и 
приложениям, имеющих отношение к своей работе [6]. 
 
1.1 Подходы к применению облачных вычислений 
 
С ростом интереса к переносу части задач предприятия на внешние 
вычислительные мощности, перед компаниями-провайдерами встала задача, в 
каком виде можно предоставлять решения, базирующиеся на использовании 
облачных технологий [13]. Существует три возможных подхода к тому, чтобы 
применять облачные вычисления: 
- «Инфраструктура как сервис» (Infrastructure as a Service или IaaS); 
- «Платформа как сервис» (Plaatform as a Service, PaaS); 
- «Программное обеспечение как сервис» (Software as a Service или SaaS) 
[14]. 
Модель IaaS – это модель, в которой компьютерная инфраструктура 
предоставляется как услуга на основе концепции облачных вычислений. Под 
инфраструктурой понимается набор физических устройств – место на жестком 
диске, сетевые устройства или серверы [15]. Модель состоит из трех основных 
компонентов:  
- аппаратные средства (серверы, системы хранения данных, клиентские 
системы, сетевое оборудование);  
- операционные системы и системное ПО (средства виртуализации,  
автоматизации, основные средства управления ресурсами); 
- связующее ПО (например, для управления системами). 
 Модель IaaS основана на технологии виртуализации, позволяющей 
пользователю оборудования делить его на части, которые соответствуют 
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текущим потребностям, тем самым увеличивая эффективность использования 
имеющихся вычислительных мощностей. Пользователь (компания или 
разработчик ПО) должен будет оплачивать всего лишь реально необходимые ему 
для работы серверное время, дисковое пространство, сетевую пропускную 
способность и другие ресурсы. Кроме того, IaaS предоставляет в распоряжение 
клиента весь набор функций управления в одной интегрированной платформе 
[2]. Потребителю предоставляются средства обработки данных, хранения, сетей 
и других базовых вычислительных ресурсов, на которых потребитель может 
развертывать и выполнять произвольное программное обеспечение, включая 
операционные системы и приложения [16]. 
В рамках данной модели заказчик не управляет и не контролирует 
лежащую в основе физическую инфраструктуру, но имеет контроль над 
операционными системами и развернутыми приложениями [17]. Отсутствие в 
потребности поддержки сложных инфраструктур центров обработки данных, 
клиентских и сетевых инфраструктур позволяет уменьшить связанные с этим 
капитальные затраты и текущие расходы. Кроме того, можно получить 
дополнительную экономию, при предоставлении услуги в рамках 
инфраструктуры совместного использования [2]. 
Второй подход – это «PaaS»: в этом случае используется предоставленная 
платформа как набор услуг [14]. PaaS – это модель предоставления облачной 
среды для пользовательских приложений (созданных или приобретенных), 
которые реализованы с помощью языков программирования, библиотек, служб 
и средств, поддерживаемых провайдером услуг. PaaS предоставляет 
потребителю возможность использовать компоненты информационно-
технологической платформы (операционные системы, СУБД, связующее ПО, 
средства разработки и тестирования), создавать их виртуальные экземпляры, 
устанавливать, разрабатывать, тестировать, эксплуатировать на них прикладное 
ПО, при этом динамически изменяя количество потребляемых вычислительных 
ресурсов. В модели PaaS провайдер управляет всей информационно-
технологической инфраструктурой и определяет набор доступных для 
14 
 
потребителей видов и управляемых параметров платформ. Потребитель 
может контролировать развернутые в облаке приложения и некоторые 
параметры среды хостинга [18]. 
PaaS решает проблемы скорости и производительности разработок. 
Традиционные медленные циклы разработок уже не могут отвечать 
потребностям современного динамичного мира. PaaS позволяет быстро 
разрабатывать, тестировать и развертывать единообразные облачные 
приложения. Используя только IaaS, ИТ-специалисты могут легко развертывать 
рабочие нагрузки, ориентированные на виртуальные машины, в то время как 
PaaS может упростить и ускорить тестирование и разработку при помощи 
стандартизированного доступа к интерфейсам API и стандартным языкам 
программирования, чтобы оперативно выводить на рынок новые услуги [19]. 
Третий подход именуется «SaaS» – он предусматривает использование 
программного обеспечения как сервиса [14]. SaaS – модель развертывания 
приложения, которая подразумевает предоставление приложения конечному 
пользователю как услуги по требованию [2]. Приложения могут быть доступны 
с различных клиентских устройств посредством тонкого клиента, терминального 
клиента или браузера. Заказчик не контролирует параметры работы и настройки 
приложений. Весь сервис предоставляется под ключ [17]. 
В данном случае, основное преимущество модели SaaS для клиента 
состоит в отсутствии затрат, связанных с установкой, обновлением и 
поддержкой работоспособности оборудования и программного обеспечения, 
работающего на нем. Целевая аудитория - конечные потребители.  
В модели SaaS: 
- приложение приспособлено для удаленного использования; 
- одним приложением могут пользоваться несколько клиентов; 
- оплата за услугу взимается либо как ежемесячная абонентская плата, либо 
на основе суммарного объема транзакций; 
- поддержка приложения входит уже в состав оплаты; 
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- модернизация приложения может производиться обслуживающим 
персоналом плавно и прозрачно для клиентов. 
С точки зрения разработчиков программного обеспечения, модель SaaS 
позволит эффективно бороться с нелицензионным использованием 
программного обеспечения, благодаря тому, что клиент не может хранить, 
копировать и устанавливать программное обеспечение. По сути, программное 
обеспечение в рамках SaaS можно рассматривать в 
качестве более удобной и выгодной альтернативы внутренним информационным 
системам. 
По недавно опубликованным данным SoftCloud спросом пользуются 
следующие SaaS приложения (в порядке убывания популярности): почта, анти-
спам и антивирус, Helpdesk, управление проектами, дистанционное обучение, 
CRM, хранение и резервирование данных [2]. 
Суть всех перечисленных сервисов заключается в том, что пользователь, 
арендуя сервис, не нуждается в дополнительном, часто дорогостоящем, 
оборудовании. Все процессы, какими бы сложными они не были, происходят 
исключительно на облаке. Пользователь отправляет туда свои данные и получает 
ответные данные не на конкретный компьютер, а в свое личное защищенное 
пространство внутри облака, доступ к которому можно получить с любого 
современного устройства [20]. Какая модель будет оптимальной для конкретных 
пользователей, зависит от поставленных задач и IT-компетенции клиента или 
организации. 
 
1.2 Модели развертывания облачных вычислений 
 
Для реализации облачных вычислений существуют различные модели их 
развертывания - облака частные, коммунальные, гибридные или публичные. 
Частное облако – инфраструктура, предназначенная для использования 
одной организацией, включающей несколько потребителей (например, 
подразделений одной организации). Частное облако может находится в 
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собственности, управлении и эксплуатации как самой организации, так и третьей 
стороны (или какой-либо ю: комбинации), и она может физически существовать 
как внутри, так и вне юрисдикции владельца. 
Публичное облако – инфраструктура, предназначенная для свободного 
использования широкой публикой. Публичное облако может находиться в 
собственности, управлении и эксплуатации коммерческих, научных и 
правительственных организаций (или какой-либо их комбинации). Публичное 
облако физически существует в юрисдикции владельца-поставщика услуг. 
Гибридное облако – это комбинация из двух или более различных 
облачных инфраструктур (частных, публичных), остающихся уникальными 
объектами, но связанных между собой стандартизованными или частными 
технологиями передачи данных и приложений (например, кратковременное 
использование ресурсов публичных облаков для балансировки нагрузки между 
облаками). 
Общественное облако – вид инфраструктуры, предназначенный для 
использования конкретным сообществом потребителей из организаций, 
имеющих общие задачи. Общественное облако может находиться в 
кооперативной (совместной) собственности, управлении и эксплуатации одной 
или более из организаций сообщества или третьей стороны (или какой-либо их 
комбинации), и она может физически существовать как внутри, так и вне 
юрисдикции владельца [21]. 
Отличие частного облака от общедоступного в том, что сервисы и 
инфраструктурные ресурсы взаимосвязаны на базе частной сети. Данная модель 
позволяет обеспечить более высокий уровень безопасности и контроля. Однако 
придется выделять достаточно много средств на программное и аппаратное 
обеспечение [22]. Публичные отличаются одновременным обслуживанием 
множества пользователей – от компаний до индивидуальных клиентов. 
Получить к нему доступ можно с любого устройства, а некоторые онлайн-
сервисы являются бесплатными.  Гибридные облака сочетают в себе лучшие 
стороны вышеназванных моделей. Обязанности по их обслуживанию в 
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необходимых долях распределяются между поставщиком услуг и 
использующим их предприятием. К использованию публичной части облака 
можно прибегать, например, когда внутренняя инфраструктура не справляется с 
большими объемами обрабатываемых данных, или через публичное облако 
можно настроить доступ пользователей к ресурсам частного облака. Однако, 
гибриды тоже не идеальны, ведь повышается сложность их эффективного 
создания и использования, так как необходимо чётко организовывать услуги из 
разных источников [23]. 
Для групповой работы в ГИС-проекте наиболее оптимальной является 
публичная модель развертывания. Далее будет более подробно рассматриваться 
подход PaaS и способы его реализации. 
 
1.3 Возможности для реализации подхода PaaS  
 
Число поставщиков PaaS быстро растет, и сейчас PaaS могут быть 
предложены как часть услуг частного облака или через поставщика публичного 
облака. Предложения могут включать в себя поддержку нескольких языков, 
прикладных сервисов и технологий обработки данных, а также услуги 
интеграции и управления бизнес-процессами [19].  
PaaS-уровень предлагают следующие предприятия: 
- Amazon Elastic Beanstalk; 
- платформа Salesforce1; 
- Google App Engine; 
- IBM Bluemix; 
- облачная платформа Oracle; 
- веб-сайты Windows Azure; 
- Red Hat OpenShift. 
Рассмотрим более подробно предложения этих компаний. 
Сервис Amazon Elastic Beanstalk – это простой в использовании сервис для 
развертывания и масштабирования веб-приложений и сервисов, разработанных 
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с помощью Java, PHP, Node.js, Python, Ruby, Go и Docker, на серверах Apache, 
Nginx, Passenger и IIS.  
Разработчики могут просто загрузить код приложения, а сервис 
автоматически выполнит развертывание, в том числе выделит ресурсы, займется 
балансировкой нагрузки, автоматическим масштабированием и мониторингом. 
Elastic Beanstalk использует Auto Scaling и Elastic Load Balancing для удобной 
обработки сильно меняющихся объемов трафика. Можно начать с малого и 
масштабировать ресурсы по мере необходимости. 
Ресурсы Amazon Web Services, необходимые для хранения и работы 
приложений, являются платными. Дополнительная плата за Elastic Beanstalk не 
взимается [24]. 
Платформа Salesforce1 – программная платформа компании Salesforce, 
позволяющая создавать масштабируемые и защищенные корпоративные 
приложения, доступные через браузер настольных ПК и мобильные устройства. 
Salesforce 1 предоставляет лучшую в классе комбинацию производительности, 
безопасности и удобства для разработчика. Salesforce1 является 
продолжением платформы Force.com, включает в себя, помимо 
функциональности Force.com, Heroku (универсальная PaaS платформа, 
поддерживающая языки Java, PHP, Ruby и др,) и ExactTarget (программная 
платформа и набор готовых компонент для реализации решений в области 
интернет-маркетинга) [25].  Основное предназначение – это запуск приложений 
на мобильных платформах iOS и Andriod. Но также есть возможность 
использовать Salesforce1 как веб-приложение в браузере [26]. 
Средства Google App Engine – это надстройка над Google App Engine (GAE) 
для создания Application Programming Interface (API) для веб и мобильных 
приложений, делающая разработку проще и включающую в себя «из коробки» 
защиту от DoS-атак, OAuth 2.0 авторизацию, веб-интерфейс для тестирования 
API, SSL, автоматическую масштабируемость, а также возможность 
использования сервисов доступных в Google App Engine (отсылка и прием 
электронной почты и Extensible Messaging and Presence Protocol (XMPP)-
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сообщений, загрузка данных из Интернет (URL Fetch service), задачи по 
расписанию (Task Queues and Scheduled Tasks) и др.) GAE бесплатен в рамках 
начальных квот, которые позволяют попробовать и протестировать сервис, и 
также обеспечить бесплатное функционирование веб-сайта не имеющего 
больших нагрузок. При исчерпании квот сервис становиться платным. 
Идея сервиса в том, что он делает всю или большую часть работы 
системного администратора, плюс некоторую часть работы программиста. Этот 
сервис может быть интересен стартапам, так как позволяет малыми силами и в 
короткие сроки запустить рабочий проект. Фреймворк Objectify предоставляет 
удобные средства для работы со базой данных встроенной в GAE, а 
модуль angular-google-gapi для подключения веб-приложения на AngularJS c 
авторизацией пользователей [27].  
Сервис IBM Bluemix базируется на платформе с открытым кодом 
CloudFoundry и предоставляет пользователям доступ к промежуточному 
программному обеспечению IBM и ПО от бизнес-партнеров. Это позволяет 
разработчикам объединять в одной гибридной облачной среде две категории 
систем: традиционные корпоративные системы (system of records), к примеру, 
ключевые банковские и финансовые системы, и интерактивные (system of 
engagement), то есть мобильные, ситуационные и социальные сервисы. Bluemix 
предлагает облачные сервисы DevOps, позволяющие разработчикам совместно 
быстро и эффективно работать над проектами [28]. IBM Bluemix имеет 30-
дневный пробный период, затем взимается небольшая плата. 
Oracle Cloud Application Foundation — это интегрированная, гибкая и 
проверенная платформа промежуточного ПО, разработанная на основе 
технологий по обеспечению мобильности, эффективности и низкой совокупной 
стоимости владения. Она объединяет в себе передовые технологии: Oracle 
WebLogic Server для Java EE, Oracle Coherence In-Memory Data Grid, Oracle 
Tuxedo для C/C++/COBOL, Oracle Virtual Assembly Builder и Oracle Traffic 
Director для балансировки нагрузки. Oracle Cloud Application Foundation дает Вам 
свободу выбора при использовании обычных и облачных сред. Эта платформа 
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оптимизирована для работы в Oracle Exalogic Elastic Cloud для локальных 
облачных развертываний и предоставляется в сторонних облаках для 
обеспечения гибкости и масштабируемости [28]. 
Microsoft Azure Web Sites – готовая инфраструктура, позволяющая 
разработчикам быстро создавать, развертывать мощные веб-сайты и веб-
приложения и управлять ими. Стандартизированные веб-приложения и 
интерфейсы API можно создавать на языках .NET, Node.js, PHP, Python и Java. 
Использование облачной платформы Windows Azure для разработки 
приложений не требует специальных знаний и навыков. Большинство 
инструментальных средств, использующихся в процессе разработки, знакомы 
разработчику, который еще не использовал облачные платформы. Для 
развертывания приложений на платформу существует два базовых сервиса, 
предоставляющих разный уровень доступной функциональности – Windows 
Azure Web Sites и Windows Azure Cloud Services [30]. 
OpenShift Online Red Hat – открытое PaaS-решение, реализованное на базе 
Red Hat Linux. Платформа поддерживает программные службы серверов 
приложений Jboss Enterprise Application Platform и Tomcat, веб-сервер Apache, 
СУБД MySQL и PostgreSQL, позволяет управлять выделением ресурсов 
максимально детально. OpenShift Online оптимизирована для локального 
развертывания в частном облаке корпоративного пользователя или в стороннем 
дата-центре, а также в рамках публичных или гибридных облаков. 
Предоставляемая в качестве сервиса платформа OpenShift включает в себя 
два пакета с открытым кодом, предназначенных для управления процессом 
разработки и развертывания приложений — Maven и Jenkins. Интеграция с JBoss 
Tools позволяет писать программы на компьютере разработчика, а 
компилировать и запускать — на платформе OpenShift. Сервер непрерывной 
интеграции Jenkins автоматически включает изменения кода, сделанные 
разными участниками проекта разработки, в главную копию, размещенную в 
OpenShift, а Maven автоматизирует сборку проекта, следит за различными 
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библиотеками, используемыми в проекте, и при необходимости загружает их на 
OpenShift [18]. 
Red Hat предоставляет три плана для работы с платформой OpenShift. 
Первый, «free», является бесплатным: на одну учетную запись можно создать три 
приложения с одним гигабайтом дискового пространства. Планы «bronze» и 
«silver» дают возможность увеличения количества виртуальных машин, 
пространства для хранения и предполагают уже почасовую оплату. 
Выводы. Все решения, представленные на рынке облачных вычислений, 
имеют коммерческую направленность. Оплата за пользование вычислительными 
ресурсами производится по часам, и в итоге обслуживание виртуального сервера 
обходится довольно дорого для его владельца. Решение от компании Red Hat 
OpenShift Online дает возможность бесплатно создавать приложения для 
обработки небольших объемов данных. Это решение является оптимальным для 
решения поставленных задач, в результате чего данный инструмент был выбран 
для дальнейшей работы. 
 
2 Создание и настройка виртуального облачного сервера на 
платформе Red Hat OpenShift  
 
Платформа OpenShift Online на базе Red Hat Linux – открытая PaaS- 
система, которая позволяет разработчику создавать и развертывать приложения 
в облаке. Создание виртуального облачного сервера начинается с прохождения 
регистрации на сайте www.openshift.com, после чего выбирается тип приложения 
и настраивается прикладное обеспечение. Для того, чтобы обращаться к серверу 
не только через веб-интерфейс, но и с помощью локальной машины, необходима 
настройка удаленного соединения с серверами OpenShift, которая включает в 





2.1 Регистрация, создание приложения и добавление картриджей на 
платформе OpenShift 
 
На начальном этапе создания облачного сервера выполняется ряд 
операций в веб-интерфейсе платформы OpenShift. Общая последовательность 
действий разработчика при развертывании приложения на платформе OpenShift 





Рисунок 1 – Диаграмма вариантов использования, описывающая алгоритм для 
создания облачного сервера на платформе OpenShift 
 
Первое, с чего необходимо начать для создания виртуального облачного 
сервера на платформе OpenShift, это регистрация на www.openshift.com. После 
нажатия на красную кнопку «Sign up for free» выполняется переход на страницу 
регистрации, где нужно указать почтовый адрес, шестизначный пароль и пройти 
проверку на спам.  
После подтверждения регистрации через почтовый ящик OpenShift 
предлагает начать с выбора фреймворка или исходного кода - Try JBoss, PHP, 
Python, Ruby, Node.js или моментально создать новый сайт на Drupal или 
Wordpress. Затем – добавить картриджи для приложения (управляемая среда 
выполнения приложения), такие как MySQL или MongoDB, и загрузить код для 
OpenShift с помощью Git. Нажатие на кнопку «Create new application» 




На этапе выбора типа приложения представляется список различных 
картриджей веб-программирования и «быстрых стартов» (быстрый способ 
попробовать новую технологию с кодом и библиотеками, заранее 
сконфигурированными): Instant app (мгновенные приложения) – Jenkins Server, 
Drupal 7, Ghost 0.6.4, OpenShift Backup Server, Wordpress 4; Java; Ruby; xPaaS; 




Рисунок 2 – Выбор типа приложения 
 
Далее происходит конфигурация выбранного приложения. Домен можно 
регистрировать как в web-интерфейсе OpenShift, так и в консольном клиенте. 
Через web-интерфейс вводится строка с новым доменным именем Public URL – 
http://php-gisproject1.rhcloud.com. OpenShift автоматически регистрирует 
доменное имя для приложения. В строке Source Code (исходный код) по 
умолчанию записан адрес: https://github.com/openshift/wordpress-example.git. 
Приложение запустится с точной копией кода и конфигурацией, 
представленными в хранилище Git. В строке Cartridges (картриджи) по 
умолчанию установлены PHP 5.4 and MySQL 5.5. Приложения состоят из 
картриджей, каждый из которых представляет собой сервис или возможность 
для конфигурации исходного кода. В строке Scaling (масштабирование) 
необходимо выбрать масштабирование по веб-трафику или его отсутствие. 
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Масштабирование позволяет распределять нагрузку, чтобы обрабатывать 
трафик, как только это потребуется. После нажатия на кнопку Create Application 
создается приложение на основании выбранной конфигурации. 
После создания приложения можно добавить картриджи для включения 
дополнительных возможностей, таких как базы данных. Нажав на созданное 
приложение во вкладке Applications, можно просмотреть уже установленные 




Рисунок 3 – Список установленных картриджей 
 
Для добавления новых картриджей необходимо нажать «see the list of 
catridges you can add». В качестве базы данных для проекта был выбран картридж 
PostgreSQL 9.2 – это расширенная объектно-реляционная система управления 






2.2 Настройка удаленного соединения с серверами OpenShift 
 
2.2.1 Установка PgAdmin III, Ruby и GIT 
 
Для администрирования сервера PostgreSQL 9.2, запуска команд SQL и 
просмотра содержимого таблиц и баз данных необходимо скачать и установить 
программу для администрирования баз данных PostgreSQL – PgAdmin III (рис.3).  
PgAdmin является наиболее популярной платформой с открытым кодом 
для развития и управления базами данных PostgreSQL. Приложение PgAdmin 
поддерживается различными операционными системами – Linux, FreeBSD, 
Solaris, Mac OSX, Windows, предназначено для управления PostgreSQL 7.3 и 
выше, а также коммерческими версиями PostgreSQL, такими как Postgres Plus 
Advanced Server и базами данных Greenplum. PgAdmin отвечает разным 
потребностям пользователей: от написания простых запросов SQL для 
разработки сложных баз данных. Графический интерфейс поддерживает все 
функции PostgreSQL и облегчает управление ими. 
Как уже было упомянуто выше, OpenShift поддерживает не только 
графический интерфейс, но и клиентские инструменты (RHC) для создания и 
управления приложениями. При работе с операционной системой Windows для 
этого требуется установить порты Ruby и Git. 
Ruby – интерпретируемый язык программирования высокого уровня, на 
котором основаны клиентские инструменты. После завершения установки Ruby 
с помощью RubyInstaller, чтобы убедиться, что установка произведена успешно, 
необходимо открыть командную строку и выполнить следующую команду: 
 
C:\> ruby –v 
 
Должен быть получен ответ с установленной версией Ruby: 
 




Следующим шагом является установка Git для Windows, что дает 
возможность синхронизировать локальный код приложения и приложение 
OpenShift. Использование Git для Windows значительно упрощает установку и 
управление ключами SSH с использованием базовых команд RHC. Это также 
позволит удаленно управлять приложениями без необходимости использования 
дополнительных инструментов. 
После завершения установки, чтобы убедиться, что произведена 
корректная конфигурация GIT, необходимо выполнить команду: 
 
C:\> git –version 
 
Если GIT установлен правильно, должен быть получен ответ с 
установленной версией GIT: 
 
git version 1.9.4.msysgit.2 
 
2.2.2 Установка клиентских инструментов OpenShift 
 
После корректной установки Ruby и Git, необходимо воспользоваться 
менеджером пакетов RubyGems (входит в Ruby), чтобы установить клиентские 
инструменты OpenShift: 
 
C:\> gem install rhc 
 
После завершения установки, необходимо открыть командную строку и 
выполнить команду: 
 




Интерактивный мастер установки в OpenShift предложит выполнить 
остальную часть процесса. Далее будет предложено имя пользователя и пароль 
в OpenShift: 
 
Login to openshift.redhat.com: user@example.com  
Password: password 
 
Затем будет предложено сгенерировать ключ для авторизации. При 
положительном ответе ключ сохраняется домашнем каталоге для использования 
при последующих запросах. Когда он истечет, будет предложено ввести пароль 
еще раз. 
 
OpenShift can create and store a token on disk which allows to 
you to access the server without using your password. The key 
is stored in your home directory and should be kept secret. 
You can delete the key at any time by running 'rhc logout'.  
Generate a token now? (yes|no) yes  
Generating an authorization token for this client ... lasts 
about 1 day 
 
После создания файла конфигурации будут сконфигурированы ключи 
SSH, так что система сможет удаленно подключиться к приложениям, включая 
развертывание приложений с помощью Git: 
 




После того, как новые ключи SSH будут сгенерированы, открытый ключ 
id_rsa.pub должен быть загружен на сервер OpenShift для проверки подлинности 
системы на удаленном сервере. Далее необходимо ввести имя, чтобы 
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использовать ключ, или оставить это поле пустым, чтобы использовать имя по 
умолчанию. 
 
Your public ssh key must be uploaded to the OpenShift server 
to access code. Upload now? (yes|no) yes  
Since you do not have any keys associated with your OpenShift 
account, your new key will be uploaded as the 'default' key  
Uploading key 'default' from C:\Users\User1\.ssh\id_rsa.pub 
... done 
 
После подтверждения того, что Git установлен, предлагается настроить 
свой домен, если его еще нет: 
 
Checking for a domain ... none  
Your domain is unique to your account and is the suffix of the 
public URLs we assign to your applications.  
You may configure your domain here or leave it blank and use 
'rhc domain create' to create a domain later.  
You will not be able to create applications without first 
creating a domain. Please enter a domain (letters and numbers 
only) |<none>|: MyDomain  
Your domain name 'MyDomain' has been successfully created 
 
Наконец, мастер установки проверяет, существуют ли какие-либо 
приложения на вашем домене. Любые приложения, созданные с помощью 
консоли управления отображаются здесь. В приведенном ниже примере, не были 
созданы никакие приложения. В этом случае мастер установки показывает типы 





2.2.3 Установка SSH-клиента Putty 
 
Далее необходимо установить удаленное соединение через Putty. Putty – 
это популярный бесплатный SSH-клиент для Windows. Необходимо установить 
и настроить Putty для того, чтобы установить соединение с приложением с SSH 
на машине Windows. 
После установки Putty с помощью Putty Installer нужно импортировать 
ключ SSH. 
Сначала необходимо запустить Puttygen, менеджер ключей Putty. Затем 




Рисунок 4 – Генератор ключей Putty 
  
Закрытый ключ нужно сохранить как .PPK файл. 
После этого производится настройка подключения к приложению. Для 
этого нужно запустить Putty и получить SSH-адрес приложения. Самый простой 
способ найти адрес SSH – это найти его на странице списка приложений в веб-
консоли и нажать на приложение, чтобы попасть на страницу с подробной 






Рисунок 5 – Адрес SSH 
 




Рисунок 6 – Конфигурация Putty 
 
 Затем нужно связать ключ SSH с сессией. В категории дерева необходимо 
развернуть подключение и выбрать в категориях SSH Auth (рисунок 7). Нажав 
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Рисунок 7 – Опции контроля аутентификации SSH 
 
После этого необходимо вернуться к категории Session и сохранить сеанс. 
Чтобы подключиться к приложению, нужно нажать кнопку «Open». 
Перед каждым подключением достаточно выбрать сеанс, нажать на кнопку 
Load и затем на кнопку Оpen. 
 
3 Разработка методики использования облачного хранилища 
пространственных данных с ГИС Quantum GIS 
 
Хранение пространственных данных может осуществляться в базах 
данных. В качестве сервера выступают реляционные СУБД, такие как 
PostGreSQL и MySQL. В связке с СУБД PostgreSQL часто используется 
пространственное расширение PostGIS, позволяющее использовать её в качестве 
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серверной базы данных для геоинформационных систем и картографических 
веб-приложений. Расширение PostGIS содержит множество пространственных 
функций, с помощью которых можно выполнять запросы к базе данных. 
Для того, чтобы загрузить реальные данные – векторные слои в 
пространственную базу данных PostGIS, необходимо выполнить ряд операций. 
Сначала выполнить переадресацию портов (port-forwarding), используя 
консольное приложение, затем зарегистрировать новый сервер с помощью 
установленного программного обеспечения для администрирования СУБД 
PostgreSQL и создать в нем новую базу данных с расширением PostGIS. После 
создания успешного соединения с базой данных на сервере в программном 
обеспечении Quantum GIS, можно начать загрузку векторных слоев в QGIS, и 




Рисунок 8 – Диаграмма вариантов использования, описывающая алгоритм 
действий для загрузки данных в пространственную базу данных PostGIS 
 
Выполнение данного алгоритма дает возможность на локальной машине 
удаленно обращаться к пространственной базе данных и редактировать ее. Далее 
будут более подробно описаны операции по загрузке данных в базу данных 





3.1 Настройка переадресации портов (Port-Forwarding) 
 
Связь с приложением происходит через SSH-протокол, и одной из его 
особенностей является переадресация портов. Основная идея заключается в том, 
что SSH перенаправляет порты на локальной машине через защищенное 
соединение на порты на удаленной машине. Для настройки переадресации 
портов необходимо в командной строке Ruby выполнить команду (рисунок 9): 
 




Рисунок 9 – Результат выполнения команды «rhc port-forward -a php» в 
командной строке Ruby 
 
В результате выполнения команды был произведен переброс локального 
порта 8080 на удаленный адрес базы данных PostGIS (порт 5432). После этого 





3.2 Загрузка данных в пространственную базу данных PostGIS 
 
Чтобы начать загрузку данных в PostGIS, необходимо запустить PgAdmin 
и зарегистрировать новый сервер (рис. 10). Имя сервера выбирается 
произвольно. В полях «Хост» и «Порт» вводятся значения 127.0.0.1 и 5432 
соответственно – это удаленный адрес базы данных PostGIS. В поле 
«Обслуживание DB» выбирается значение «postgres». Имя пользователя и 
пароль – это данные, которые создавались автоматически при создании 
картриджа PostGreSQL, их можно найти на сайте OpenShift на странице списка 




Рисунок 10 – Новая регистрация сервера в PgAdmin 
 
 Когда новый сервер зарегистрирован, в нем необходимо создать новую 
базу данных, нажав правой кнопкой мыши на раздел Базы данных в дереве 






Рисунок 11 – Создание на сервере новой базы данных 
 
 Затем нужно создать расширение Postgis, нажав правой кнопкой мыши на 





Рисунок 12 – Создание на сервере расширения PostGIS 
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 И, наконец, необходимо создать схему, нажав правой кнопкой мыши на 
раздел Схемы и выбрав Новая схема (рисунок 13). По умолчанию в этом разделе 




Рисунок 13 – Создание на сервере новой схемы 
 
 После этого можно начать работу в Quantum GIS. Сначала необходимо 
создать соединение с базой данных на сервере. Для этого в QGIS слева в панели 
инструментов нужно выбрать «Добавить векторный слой». В открывшемся окне 
выбрать Тип источника – База данных, База данных – PostgreSQL, Соединения – 






Рисунок 14 – Добавление векторного слоя из базы данных в QGIS 
 
После этого устанавливаются параметры нового OGR-соединения с базой 
данных (рисунок 15). В поле «Тип» выбирается значение «PostGreSQL», затем 
произвольно вводится название соединения, указывается сервер 127.0.0.1, 
название базы данных, которую создали раннее при создании сервера в PgAdmin, 
номер порта для базы данных PostGIS – 5432, имя пользователя и пароль c сайта 
OpenShift для администрирования PostGreSQL. Далее можно нажать на кнопку 







Рисунок 15 – Создание нового OGR-соединения с базой данных 
  
 Чтобы проверить, как работает сервер, нужно загрузить на него тестовые 
данные – векторные слои. Для этого используется утилита «Менеджер БД» в 
QGIS. 
 Сначала векторные слои необходимо открыть в QGIS. Затем открыть Базы 
данных – Менеджер БД. В дереве слева появится раздел PostGIS, а при его 
раскрытии будут показаны все существующие соединения. Нужно открыть 
последнее соединение и сверху на панели инструментов нажать «Импорт». В 
открывшемся окне нужно указать исходный векторный слой, название схемы на 






Рисунок 16 – Импорт векторного слоя из QGIS в базу данных на сервере 
 
Аналогичная операция проводится с каждым слоем. В результате в 
PgAdmin в дереве сервера в разделе Схемы появятся новые таблицы с 
импортированными слоями. 
Чтобы проверить работу облачного хранилища и удаленно обратиться к 
слоям, хранящимся на сервере, нужно запустить новый проект в QGIS и нажать 
«Открыть векторный слой». В открывшемся окне выбрать Тип источника – База 
данных, База данных – PostgreSQL и создать новое соединение с базой данных. 









3.3 Запросы к пространственной базе данных в Open Shift (PostGIS) 
 
Для создания таблиц и манипулирования данными в СУБД разработан 
язык SQL (Structured Query Language – структурированный язык запросов). Он 
включает подмножества операторов, предназначенных для решения важнейших 
задач управления данными: язык определения структуры базы данных 
предназначен для формирования таблиц; язык манипулирования данными 
предназначен для выполнения запросов. SQL содержит много разнообразных 
операторов и существует в нескольких видах (стандартах). 
Для работы с запросами в pgAdmin предусмотрен инструмент запросов 
(Tools - Query tool). В окне инструмента можно выполнять SQL-запросы к 
данным в пространственной базе данных OpenShift, представленных 
некоторыми абстракциями: точка, линия, полигон и др. 
Предварительно в пространственную базу данных Open Shift были 
загружены шейп-файлы всех стран и рек мира, содержащих атрибутивные 
таблицы с пространственной информацией. Далее были реализованы несколько 
запросов.  
 
3.3.1 Запрос, определяющий всех «родителей реки» 
 
Первый запрос заключается в том, чтобы определить всех «родителей» 
реки. Под «родителями» реки будут пониматься все реки, которые впадают в 
реку, заданную по условию запроса. В качестве примера была взята река 
Амазонка и определены ее «родители». В основе запроса лежит 
пространственная функция касания ST_Touches, кторая возвращает значение t 
(TRUE), если никакие из общих точек геометрий не пересекают их внутренних 
частей. В противном случае возвращается значение f (FALSE). По крайней мере, 
одна из геометрий должна иметь тип ST_LineString, ST_Polygon, 





"c1".name as parent, /*выбор столбцов и присвоение имени 
столбцам*/ 
"c2".name    
FROM   
gis."RIVERS" c1,  /*исходные таблицы*/ 
gis."RIVERS" c2 
WHERE  
/*"c1".name='Amazon'*/        /*указать условие название 
реки, для того чтобы определить её родителей*/ 
/*and*/                      
ST_Touches("c1".geom, "c2".geom); /*условие функции 
соприкосновения двух пространственных объектов*/ 
 
В результате выполнения первого запроса был получен следующий 










3.3.2 Запрос, определяющий всех соседей страны 
 





Рисунок 18 – Соседи России 
 
Выполняется сравнение атрибутивной и пространственной информации 
слоя стран. В его основе также лежит пространственная функция касания 
ST_Touches. В данном примере запрос определяет всех соседей России. 
 
SELECT  
"c1".cntry_name,    /*выбор столбцов для сравнения*/ 
"c2".cntry_name    
FROM   
gis."country" c1,  /*исходные таблицы*/ 
gis."country" c2 
WHERE  




ST_Touches("c1".geom, "c2".geom); /*условие функция 
соприкосновения двух пространственных объектов*/ 
 
В результате выполнения второго запроса был получен следующий 




Рисунок 19 – Результат выполнения второго запроса 
 
В результате запроса появляется список стран – соседей. 
 
3.3.3 Запрос, определяющий, у какой страны больше соседей 
 
Третий запрос заключается в том, чтобы определить у какой страны 
больше соседей. Этот составной запрос включает в себя вложенные запросы. 
Сначала были определены все соседи для каждой страны, аналогично тому, как 
это выполнялось в предыдущем запросе с использованием пространственной 




select /*выбор всех записей из вложенного запроса*/ 
 *          
from 
(SELECT  
"c1".cntry_name,  /*выбор столбцов*/ 
count("c2".cntry_name) as count  /*второй столбец это 
сумма с именем count*/ 
FROM 
gis."country" c1,  /*выбор исходных таблиц*/ 
gis."country" c2                
 WHERE 
ST_Touches("c1".geom, "c2".geom)   /*условие функции 
соприкосновения двух пространственных объектов*/             
GROUP BY "c1".cntry_name) t  /*группировка(свертывание) 
объектов по указанному столбцу и присвоение вложенноме 
запросу имени t*/ 
where                    
 "t".count  /*условие вхождения столбца count из запроса t 
во вложенный запрос с возвратом максимального значения*/ 
in           
  
 (SELECT 
MAX("t".count)  /*запрос возвращающий максимальное 
значение столбца count из запроса t*/ 
   FROM 
(SELECT  
"c1".cntry_name, 
count("c2".cntry_name) as count   




  ST_Touches("c1".geom, "c2".geom) 




В результате выполнения третьего запроса был получен следующий 




Рисунок 19 – Результат выполнения третьего запроса 
 
3.3.4 Запрос, определяющий, какая река пересекает наибольшее число 
стран 
 
Четвертый запрос заключается в том, чтобы определить какая река 
пересекает наибольшее число стран. В его основе лежит пространственная 
функция пересечения ST_Crosses, которая возвращает значение t (TRUE), если 
геометрия, полученная в результате пересечения, имеет размерность на один 
меньше, чем максимальная размерность обеих исходных геометрий, и 
множество пересечения является внутренней частью для обеих этих геометрий. 
ST_Crosses возвращает t (TRUE) только при сравнении геометрий следующих 
типов: ST_MultiPoint/ST_Polygon, ST_MultiPoint/ST_LineString, 
ST_Linestring/ST_LineString, ST_LineString/ST_Polygon и 
ST_LineString/ST_MultiPolygon. Этот запрос состоит из вложенных запросов. 
Сначала были определены все пересечения стран и рек, затем подсчитано 
количество стран для каждой из рек и возвращено максимальное значение. 
 




























GROUP BY "RIVERS".name) t) 
; 
В результате выполнения четвертого запроса был получен следующий 













Рисунок 21 – Страны, пересекаемые рекой Замбези 
 
Таким образом были выполнены запросы к базе данных OpenShift с 
использованием пространственных функций касания и пересечения. Такие 
запросы широко применимы для повышения точности и скорости обработки 







В последнее время наметилась тенденция переноса ресурсоемких 
приложений, связанных с оперативной обработкой пространственных данных 
или с их экстремально большими объемами, в среду облачных вычислений. 
Облачные хранилища предоставляет широкие возможности по хранению и 
обработке пространственных данных – загрузке карт в базы данных, 
выполнению пространственных запросов. Анализ литературы показал, что 
облачное хранилище является более мобильным и позволяет удаленно 
обращаться к данным с локальной машины и редактировать их. 
В результате решения поставленных задач был создан виртуальный 
облачный сервер на платформе Red Hat OpenShift, и разработана методика его 
использования для хранения и обработки пространственных данных. Методика 
включает в себя алгоритм загрузки данных карт в пространственную базу 
данных PostGIS и разработку пространственных запросов на языке SQL с 
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