Given an m × n matrix A and a positive integer k, we introduce a randomized procedure for the approximation of A with a matrix Z of rank k. The procedure relies on applying an l×m random matrix with special structure to each column of A, where l is an integer near to, but greater than k. The spectral norm A−Z of the discrepancy between A and Z is of the same order as √ lm times the (k + 1) st greatest singular value σ k+1 of A, with small probability of large deviations. The special structure of the l × m random matrix allows us to apply it to an arbitrary m × 1 vector at a cost proportional to m log(l). Utilizing this special structure, the algorithm constructs the rank-k approximation Z from the entries of A at a cost proportional to mn log(k) + l 2 (m + n). In contrast, the classical pivoted "Q R" decomposition algorithms such as Gram-Schmidt cost at least kmn. If l is significantly less than m and n, then the randomized algorithm tends to cost less than the classical algorithms; moreover, the constant of proportionality in the cost of the randomized algorithm appears to be small enough so that the randomized algorithm is at least as efficient as the classical algorithms even when k is quite small. Thus, given a matrix A of limited numerical rank, the scheme provides an efficient means of computing an accurate approximation to the singular value decomposition of A. Furthermore, the algorithm presented here operates reliably independently of the structure of the matrix A. The results are illustrated via several numerical examples.
Introduction
In many practical applications it is important to be able to construct a low-rank approximation to a matrix A. Such an approximation of A often facilitates the analysis of A. Furthermore, such a low-rank approximation facilitates rapid calculations involving A.
There exist at least two classical forms of such matrix approximations. One is an approximation to a singular value decomposition (SVD), which is known in the statistical literature as a principal component analysis (PCA). The other is an approximation obtained via subset selection; we will refer to the matrix representation obtained via subset selection as an interpolative decomposition. These two types of matrix approximations are defined as follows.
An approximation to an SVD of a real m × n matrix A consists of nonnegative real numbers σ 1 , σ 2 , . . . , σ k−1 , σ k known as singular values, orthonormal real m × 1 column vectors u 1 , u 2 , . . . , u k−1 , u k known as left singular vectors, and orthonormal real n × 1 column vectors v 1 , v 2 , . . . , v k−1 , v k known as right singular vectors, such that
where k, m, and n are positive integers with k < m and k < n, δ is a positive real number specifying the precision of the approximation, and, for any matrix B, B denotes the spectral (l 2 -operator) norm of B, that is, B is the greatest singular value of B. An approximation to an SVD of A is often written in the equivalent form
where U is a real m × k matrix whose columns are orthonormal, V is a real n × k matrix whose columns are orthonormal, and Σ is a real diagonal k × k matrix whose entries are all nonnegative. See, for example, [11] for a discussion of SVDs. An interpolative decomposition of a real m × n matrix A consists of a real m × k matrix B whose columns constitute a subset of the columns of A, and a real k × n matrix P , such that 1. some subset of the columns of P makes up the k × k identity matrix, 2. no entry of P has an absolute value greater than 2, and 3. A = B P .
See, for example, [9] , [3] , [10] , [6] , [14] , or Sections 4 and 5 of [2] for a discussion of interpolative decompositions.
The present article introduces an algorithm for the computation of a low-rank approximation of either type to an arbitrary dense matrix that is generally at least as efficient as pivoted Gram-Schmidt and the other classical pivoted "Q R" algorithms, and often substantially more efficient. In order to construct a nearly optimal rank-k approximation to a dense real n × n matrix, pivoted Gram-Schmidt with reorthogonalization, pivoted "Q R" based on plane (Householder) reflections, pivoted "Q R" based on plane (Givens) rotations, and the algorithm of [7] all require at least O(kn 2 )
floating-point operations and words of memory (see, for example, Chapter 5 in [5] ). In contrast, the algorithm of Subsection 5.2 of the present paper requires O(n 2 log(k) + l 2 n)
floating-point operations and words of memory in order to construct a similarly nearly optimal rank-k approximation to a dense real n × n matrix, where l is an integer near to, but greater than k. When k is significantly less than n, (4) is less than (3) . Moreover, the constant multiplying n 2 log(k) in (4) that is hidden by the big-O is about as small as the constant multiplying n log(n) in the cost of an application of a fast Fourier transform to a real n × 1 vector (see, for example, [11] for information concerning the fast Fourier transform). The scheme of the present paper also appears to parallelize naturally.
Unlike the classical algorithms, the algorithm of the present paper is a randomized one, and fails with a small probability. However, we can determine rapidly whether the algorithm has succeeded, and run the algorithm again with an independent realization of the random variables involved, in effect boosting the probability of success at a reasonable additional expected cost.
The algorithm described below would seem to be preferable to the classical algorithms for the computation of low-rank approximations to a dense matrix, and (more or less equivalently) for the computation of a few of the greatest singular values of a matrix and their corresponding singular vectors.
The algorithm of [10] is very similar to the algorithm of the present paper. The core steps of both algorithms involve the rapid computation of the product of a random matrix and the matrix to be approximated. The algorithm of [10] assumes that the matrix to be approximated (and its transpose) may be applied rapidly to arbitrary vectors, thus enabling the rapid computation of the product of the matrix to be approximated (or its transpose) and any matrix. In contrast, the algorithm of the present paper utilizes a random matrix which may be applied rapidly to arbitrary vectors, thus enabling the rapid computation of the product of the random matrix and any matrix.
The random matrix employed in the present paper consists of several uniformly randomly selected rows of the product of the discrete Fourier transform matrix (or its close relative, the discrete Walsh-Hadamard transform matrix) and a random diagonal matrix. The fast Fourier transform and similar algorithms allow the rapid application of this random matrix to arbitrary vectors (see, for example, [11] for a discussion of the fast Fourier transform algorithm and its applications). The idea of using a random matrix with such special structure has been introduced in [1] . The idea of using such a random matrix in numerical linear algebra (specifically, for the purpose of computing a solution in the least squares sense to an overdetermined system of linear algebraic equations) has been introduced in [12] , utilizing both [1] and [4] .
For simplicity, we discuss only real matrices; the analysis below extends easily to the complex case. The present paper has the following structure: Section 2 collects together various known facts which later sections utilize. Section 3 introduces the trimmed Walsh-Hadamard transform, a somewhat more efficient variant of the classical fast Fourier transform. Section 4 provides the principal lemma which Section 5 uses to construct algorithms. Section 5 describes the algorithm of the present paper, providing details about its accuracy and computational costs. Section 6 illustrates the algorithm via several numerical examples.
Preliminaries
In this section, we summarize various facts from linear algebra.
In the present section and throughout the rest of the paper, we employ the following notation. We will denote an identity matrix by 1, and a matrix whose entries are all zero by 0. For any matrix A, we define the norm A of A to be the spectral (l 2 -operator) norm of A, that is, A is the greatest singular value of A. We define δ to be the Kronecker symbol, that is, the matrix with the entry δ nn = 1
for any positive integer n, and δ mn = 0 (6) for any positive integers m and n with m = n.
The following lemma states that, for any m × n matrix A whose rank is k, where k, m, and n are positive integers, there exist an m × k matrix B whose columns constitute a subset of the columns of A, and a k × n matrix P , such that 1. some subset of the columns of P makes up the k × k identity matrix, 2. P is not too large, and
Moreover, the lemma provides an analogous approximation B P to A when the exact rank of A is not k, but the (k + 1) st singular value of A is nevertheless small. The lemma is a reformulation of Theorem 3.2 in [9] and Theorem 3 in [3] .
Lemma 2.1 Suppose that m and n are positive integers, and A is a real m × n matrix.
Then, for any positive integer k with k ≤ m and k ≤ n, there exist a real k × n matrix P , and a real m × k matrix B whose columns constitute a subset of the columns of A, such that 1. some subset of the columns of P makes up the k × k identity matrix, 2. no entry of P has an absolute value greater than 1,
4. the least (that is, the k th greatest) singular value of P is at least 1,
5.
B P = A when k = m or k = n, and 6. B P − A ≤ k (n − k) + 1 σ k+1 when k < m and k < n, where σ k+1 is the (k + 1) st greatest singular value of A.
Remark 2.2 Properties 1, 2, 3, and 4 in Lemma 2.1 ensure that the interpolative decomposition B P of A is numerically stable. Also, Property 3 follows directly from Properties 1 and 2, and Property 4 follows directly from Property 1.
Observation 2.3
There exists an algorithm which computes B and P in Lemma 2.1 from A, provided that we require only that 1. some subset of the columns of P makes up the k × k identity matrix, 2. no entry of P has an absolute value greater than 2,
5.
B P = A when k = m or k = n, and 6. B P − A ≤ 4k (n − k) + 1 σ k+1 when k < m and k < n, where σ k+1 is the (k + 1) st greatest singular value of A.
For any positive real number ε, the algorithm can identify the least k such that B P −A ≈ ε. Furthermore, there exists a real number C such that the algorithm computes both B and P using at most Ckmn log(n) floating-point operations and Ckmn floating-point words of memory. The algorithm is based upon the Cramer rule and the ability to obtain the minimalnorm (or at least roughly minimal-norm) solutions to linear algebraic systems of equations (see [9] , [3] , and [7] ).
The following lemma provides an approximation Q S to an n × l matrix T via an n × k matrix Q whose columns are orthonormal, and a k × l matrix S.
Lemma 2.4 Suppose that k, l, and n are positive integers with k < l and l ≤ n, and T is a real n × l matrix.
Then, there exist a real n × k matrix Q whose columns are orthonormal, and a real k × l matrix S, such that
where τ k+1 is the (k + 1) st greatest singular value of T .
Proof. We start by forming an SVD of T ,
where U is a real n × l matrix whose columns are orthonormal, V is a real l × l matrix whose columns are orthonormal, and Σ is a real l × l matrix whose entries are nonnegative everywhere and zero off of the main diagonal, such that
for all j = 1, 2, . . . , l − 1, l, where Σ j,j is the entry in row j and column j of Σ, and τ j is the j th greatest singular value of T . We define Q to be the leftmost n × k block of U , and P to be the rightmost n × (l − k) block of U , so that
We define S to be the uppermost k × l block of Σ V T , and R to be the lowermost
Combining (8), (9), (10), (11) , and the fact that the columns of U are orthonormal, as are the columns of V , yields (7). 2
Observation 2.5 In order to compute the matrices Q and S in (7) from the matrix T , we can construct (8) , and then form Q and S according to (10) and (11) . (See, for example, Chapter 8 in [5] for details concerning the computation of the SVD.)
The following lemma provides an efficient means of computing an SVD of a real m × n matrix A from a real m × k matrix B and a real k × n matrix P such that A = B P and k is much less than both m and n. If, in addition, B ≤ A and P is not too large, then the scheme described by the lemma is numerically stable. Please note that if B and P arise from an interpolative decomposition, then indeed B ≤ A and P is not too large, and so the scheme described by the lemma is numerically stable.
Lemma 2.6 Suppose that k, m, and n are positive integers with k ≤ n. Suppose further that A is a real m × n matrix, B is a real m × k matrix, and P is a real k × n matrix, such that A = B P.
Suppose in addition that L is a real k × k matrix, and Q is a real n × k matrix whose columns are orthonormal, such that
Suppose finally that C is a real m × k matrix, U is a real m × k matrix whose columns are orthonormal, Σ is a real k × k matrix, and W is a real k × k matrix whose columns are orthonormal, such that
and
Then,
where V is the real n × k matrix given by the formula
Moreover, the columns of V are orthonormal (as are the columns of U ), and
Proof. Combining (12), (13) , (14) , (15), and (17) yields (16). Combining (17) and the facts that W is unitary and the columns of Q are orthonormal yields that the columns of V are orthonormal. Combining (13) and the fact that the columns of Q are orthonormal yields (18). 2
Remark 2.7
The matrices L and Q in (13) can be computed from P as follows. Using the algorithms described, for example, in Chapter 5 of [5] , we construct an upper triangular real k × k matrix R, and a real n × k matrix Q whose columns are orthonormal, such that
We thus obtain Q. We then define L to be the transpose of R, that is,
Fast transform algorithms
In this section, we describe two simple variants of the fast Fourier transform algorithm (see, for example, [11] for a discussion of the fast Fourier transform algorithm and its applications, or the subsection on Walsh wavelet packets in [8] for a description of the fast WalshHadamard transform). In Subsection 3.1, we discuss the classical fast Walsh-Hadamard transform. In Subsection 3.2, we describe how to compute rapidly randomly selected entries of the output of the Walsh-Hadamard transform.
Fast Walsh-Hadamard transform
Given any integer n that is a positive integer power of 2, and a real n × 1 vector x, we define the Walsh-Hadamard transform H (n) x of x inductively, as follows. We define y to be the real n × 1 vector whose first n 2 entries are the sums of the successive pairs of the entries of x, and whose last n 2 entries are the differences of the successive pairs of the entries of x, that is,
, and
. We then define z to be the real n × 1 vector given by the formula
Then, the Walsh-Hadamard transform w = H (n) x of x is the real n × 1 vector whose first entries of z, that is, . Thus, we must perform at most proportional to n log 2 (n) floating-point operations in order to compute the Walsh-Hadamard transform H (n) x of a real n × 1 vector x. Figure 1 provides a graphical depiction of the fast Walsh-Hadamard transform.
Trimmed fast Walsh-Hadamard transform
Suppose that we wish to compute only k randomly chosen entries of H (n) x. Each of these k entries is formed as
times a sum of a pair of entries from the previous level in the transform, as well as
times a difference of a pair of entries (see Figure 2 ). Hence, at most 2k entries from the previous level in the transform contribute to the k entries of H (n) x that interest us. Similarly, at most 2 2 k entries from the third-to-last level contribute to these 2k entries from the second-to-last level, and at most 2 3 k entries contribute from the fourth-to-last level. This potential doubling of the number of contributing entries continues until all of the entries of a level must be filled, namely when at most n = 2 log 2 (n/k) k entries contribute, which happens by the log 2 2n k th -to-last level. Thus, the number of entries within the Walsh-Hadamard transform tree from the last level to the log 2 2n k th -to-last level which we need to compute is at most
The Walsh-Hadamard transform tree includes at most log 2 (2n) levels in total, however. Although the number of entries within the tree from the last level to the log 2 2n k th -to-last level which we need to compute is at most 2n, there could be log 2 (2n) − log 2 2n k = log 2 (k) levels at the beginning of the tree in which we would need to compute all of the n entries per level. Therefore, in order to compute the k entries of H (n) x which interest us, we might need to compute n log 2 (k) entries in the beginning levels of the tree, in addition to the at most 2n entries in the last levels of the tree. Overall, then, we can compute k randomly chosen entries of H (n) x using at most proportional to n log 2 (k) + 2n floating-point operations.
Mathematical apparatus
In this section, we describe the principal mathematical tool used in Section 5.
With the choice α = 8 and β = 2, the following lemma shows that, with probability at least 1 2 , the least singular value of the real k×l matrix U D H is at least l 8n
, and the greatest singular value is at most
, where D is a real diagonal n × n matrix, whose diagonal entries
, taking values in {−1, 1} uniformly at random, H is a real n × l matrix whose j th column is the s times the sum of the values in the boxes above it which connect to it via solid lines, and is
times the difference of the values in the boxes above it which connect to it via dotted lines. There are log 2 (2n) levels in the whole tree (here n = 8). times the sum of the values in the boxes above it which connect to it via solid lines, and is
times the difference of the values in the boxes above it which connect to it via dotted lines. Only the k = 4 values in the darkened boxes at the last level in the diagram are desired, requiring the computation of the values in all of the darkened boxes in all levels in the diagram, but not in any of the empty boxes. There are log 2 (2n) levels in the whole tree (here n = 32), with log 2 (k) levels at the beginning of the tree consisting entirely of darkened boxes.
{1, 2, . . . , n−1, n} uniformly at random, U is a real k×n matrix whose rows are orthonormal, and n > l ≥ 3(k 2 + k). This lemma is similar to the subspace Johnson-Lindenstrauss lemma (Corollary 11) of [13] .
Lemma 4.1 Suppose that α and β are real numbers greater than 1, and k, l, and n are positive integers, such that n is a positive integer power of 2, and
Suppose further that D is a real diagonal n × n matrix, whose diagonal entries
, taking values in {−1, 1} uniformly at random. Suppose in addition that H is a real n × l matrix whose j th column is the s th j column of the Walsh-Hadamard transform H (n) defined in Subsection 3.1, with s 1 , s 2 , . . . , s l−1 , s l being i.i.d., and taking values in {1, 2, . . . , n − 1, n} uniformly at random. Suppose finally that U is a real k × n matrix whose rows are orthonormal, and that C is the real k × k matrix defined via the formula
Then, the least (that is, the k th greatest) singular value σ k of U D H satisfies
and (simultaneously) the greatest singular value σ 1 of U D H satisfies
with probability at least 1 − 1 β .
Proof. For any integers a and p with 1 ≤ a ≤ k and 1 ≤ p ≤ k,
Defining
we obtain from (30) that
Combining (31) and the fact that the rows of H (n) are orthonormal yields that
when q = b. Combining (31) and the fact that the absolute value of any entry of
Combining (32) and (36) yields that
Combining (31), (35), the fact that the absolute value of any entry of
, and the fact that s 1 , s 2 , . . . , s l−1 , s l are i.i.d., taking values uniformly at random in {1, 2, . . . , n−1, n},
, when q = b. Combining this last fact and (32) yields that
for q, b = 1, 2, . . . , n − 1, n such that q = b. Combining (33), (37), the fact that (d q ) 2 = 1, and the fact that the rows of U are orthonormal, yields that
when p = a.
We define ∆ to be the real diagonal k × k matrix with the diagonal entry
and E to be the real k × k matrix with the entry
for p, a = 1, 2, . . . , k − 1, k. Combining (40), (41), (42), and (43) yields that
We now show that E ∆ −1 ≤ 1 − 1 α with probability at least 1 −
(45) Performing the summation over q and r separately for the cases when q = r and when q = r, and using the fact that (d q ) 2 = 1, we obtain
To bound the first term in the right-hand side of (46), we observe that
But,
Moreover, E b =q
Performing the summation over b and c separately for the cases when b = c and when b = c, and using the fact that (
It follows from (39) that
It follows from the fact that the rows of U are normalized that
It follows from the independence of the random variables involved that b,c =q and b =c
Combining (54) and the fact that
Combining (47), (48), (49), (50), (53), and (55) yields that
Combining (56) and the fact that the rows of U are normalized yields that
To bound the second term in the right-hand side of (46), we observe that
Expanding the product, we obtain
Combining (60) and the fact that (d q ) 2 = 1 and (d r ) 2 = 1 yields that
Furthermore, n q,r=1
It follows from the definition of matrix multiplication that
It follows from the fact that the rows of U are orthonormal that
where δ is the Kronecker symbol. Combining (61), (62), (63), (64), (65), and (66) yields that
It follows from the independence of the random variables involved that
Combining (68) and the fact that E d q = 0 (or E d r = 0) yields that
It follows from the fact that (d r ) 2 = 1 that
It follows from the fact that E d q = 0 that
Combining (70), (71), and (72) yields that
Similarly, E q =r
Combining (58), (59), (67), (69), (73), and (74) yields that
Combining (45), (46), (57), and (75) yields that
Combining (43) and (76) yields that
(1 + δ pa ) .
It follows from (77) that
However,
Combining (79) and (78) yields that
Combining (80) and the Markov inequality yields that
with probability at least 1 − 1 β
. It follows from (42) that
Combining (81), (82), and (26) yields that
with probability at least 1 − 1 β . It follows from (44) that
Combining (85) and (83) yields that
with probability at least 1 − 
Description of the algorithm
In this section, we describe the algorithm of the present paper. In Section 5.1, we discuss approximations to interpolative decompositions. In Section 5.2, we discuss approximations to SVDs. In Section 5.3, we discuss an alternative method for constructing approximations to SVDs. In Section 5.4, we tabulate the computational costs of various parts of the algorithm.
Interpolative decomposition
Suppose that k, m, and n are positive integers with k < m and k < n, and A is a real m × n matrix. In this subsection, we will collect together k appropriately chosen columns of A into a real m × k matrix B, and construct a real k × n matrix P , such that
where σ k+1 is the (k + 1) st greatest singular value of A, and l is a user-specified integer near to, but greater than k, such that l < m and l < n (for example, l = 4k). To do so, we make the following three steps:
1. Using the algorithm of Subsection 3.2, compute the l × n product matrix
where R is the real l × m matrix defined via the formula
with the rows of H consisting of l rows of the Walsh-Hadamard transform H (m) defined in Section 3 chosen uniformly at random, and D being a diagonal real m × m matrix whose diagonal entries are i.i.d. random variables distributed uniformly on {−1, 1}.
2. Using Observation 2.3, form a real l × k matrix S whose columns constitute a subset of the columns of T , and a real k × n matrix P satisfying (87), such that
3. Using the fact that the columns of S constitute a subset of the columns of T , for any j = 1, 2, . . . , k − 1, k, let i j denote an integer such that the j th column of S is the i j th column of T . Form the real m × k matrix B whose j th column is the i j th column of A for all j = 1, 2, . . . , k − 1, k.
An analysis similar to that in Section 4.1 of [10] (using Lemma 4.1 of the present paper in place of Lemma 14 of [10] ) yields that the matrices B and P obtained via the preceding three steps satisfy (87) and (88) with high probability. Strictly speaking, our present analysis requires that l be proportional to k 2 ; however, our numerical experiments (described in Section 6) indicate that in fact l need be only proportional to k.
Singular value decomposition
Suppose that k, m, and n are positive integers with k < m and k < n, and A is a real m × n matrix. In this subsection, we will construct an approximation to an SVD of A such that
where U is a real m×k matrix whose columns are orthonormal, V is a real n×k matrix whose columns are orthonormal, Σ is a diagonal real k × k matrix whose entries are all nonnegative, σ k+1 is the (k + 1) st greatest singular value of A, and l is a user-specified integer near to, but greater than k, such that l < m and l < n (for example, l = 4k). To do so, we make the following ten steps:
Using the algorithm of Subsection 3.2, compute the l × m product matrix
where F is the real l × n matrix defined via the formula
with the rows of G consisting of l rows of the Walsh-Hadamard transform H (n) defined in Section 3 chosen uniformly at random, and C being a diagonal real n × n matrix whose diagonal entries are i.i.d. random variables distributed uniformly on {−1, 1}.
3. Using an SVD, form a real n × k matrix Q whose columns are orthonormal, such that there exists a real k × l matrix S for which
where τ k+1 is the (k + 1) st greatest singular value of T . (See Observation 2.5 for details concerning the construction of such a matrix Q.)
4. Using an SVD, form a real m × k matrix P whose columns are orthonormal, such that there exists a real k × l matrix Y for which
where ζ k+1 is the (k + 1) st greatest singular value of Z. (See Observation 2.5 for details concerning the construction of such a matrix P .) 5. Using the algorithm of Subsection 3.2, compute the l × k product matrix
where F is defined in (96), and Q is from (97).
6. Compute the l × k product matrix
where Z is defined in (95), and P is from (98).
7. Compute the real k × k matrix X which minimizes the quantity
where W is defined in (99), and B is defined in (100). (See, for example, Section 5.3 in [5] for details concerning the construction of such a minimizing X.)
8. Construct an SVD of X, that is,
where U X is a real k × k matrix whose columns are orthonormal, V X is a real k × k matrix whose columns are orthonormal, and Σ is a real k × k matrix whose entries are all nonnegative and zero off of the main diagonal. (See, for example, Chapter 8 in [5] for details concerning the construction of such an SVD.) 9. Compute the m × k product matrix
where P is from (98), and V X is from (102).
10. Compute the n × k product matrix
where Q is from (97), and U X is from (102).
An analysis similar to that in Section 4.2 of [10] (using Lemma 4.1 of the present paper in place of Lemma 14 of [10] ) yields that the matrices U , Σ, and V obtained via the preceding ten steps satisfy (92) with high probability. Strictly speaking, our present analysis requires that l be proportional to k 2 ; however, our numerical experiments (described in Section 6) indicate that in fact l need be only proportional to k.
Remark 5.1
Step 7 is motivated by an idea from [12] , [1] , [4] of using the random matrix defined in (96) for the purpose of computing a solution in the least squares sense to an overdetermined system of linear algebraic equations.
Singular value decomposition by means of the interpolative decomposition
In this subsection, we provide an alternative to the algorithm of Subsection 5.2 for computing an approximation to a singular value decomposition. This alternative is usually somewhat more efficient. Suppose that k, m, and n are positive integers with k < m and k < n, and A is a real m × n matrix. We will compute an approximation to an SVD of A such that
where U is a real m×k matrix whose columns are orthonormal, V is a real n×k matrix whose columns are orthonormal, Σ is a diagonal real k × k matrix whose entries are all nonnegative, σ k+1 is the (k + 1) st greatest singular value of A, and l is a user-specified integer near to, but greater than k, such that l < m and l < n (for example, l = 4k). To do so, we first use the algorithm of Subsection 5.1 to construct the matrices B and P in (87) and (88). Then, we make the following four steps:
1. Construct a lower triangular real k × k matrix L, and a real n × k matrix Q whose columns are orthonormal, such that
(See Remark 2.7 for details concerning the construction of such matrices L and Q.)
3. Construct an SVD of C, that is,
where U is a real m × k matrix whose columns are orthonormal, Σ is a diagonal k × k matrix whose entries are all nonnegative, and W is a real k × k matrix whose columns are orthonormal. (See, for example, Chapter 8 in [5] for details concerning the construction of such an SVD.)
4. Compute the n × k product matrix
An analysis similar to that in Section 4.1 of [10] (using Lemma 4.1 of the present paper in place of Lemma 14 of [10] ) yields that the matrices U , Σ, and V obtained via the preceding four steps (after first using the algorithm of Subsection 5.1 to construct the matrices B and P ) satisfy (105) with high probability. Strictly speaking, our present analysis requires that l be proportional to k 2 ; however, our numerical experiments (described in Section 6) indicate that in fact l need be only proportional to k.
Remark 5.2
Steps 2 and 4 in the procedure of the present subsection are somewhat subtle numerically. Both Steps 2 and 4 involve constructing products of matrices, and in general constructing the product S T of matrices S and T can be numerically unstable. Indeed, in general some entries of S or T can have unmanageably large absolute values, while in exact arithmetic no entry of the product S T has an unmanageably large absolute value; in such circumstances, constructing the product S T can be unstable in finite-precision arithmetic. However, this problem does not arise in Steps 2 and 4 above, due to (87), (18), the fact that the columns of B constitute a subset of the columns of A (so that B ≤ A ), and the fact that the columns of Q are orthonormal, as are the columns of W .
Costs
In this subsection, we tabulate the numbers of floating-point operations and words of memory required by the algorithms described in Subsections 5.1, 5.2, and 5.3, as applied once to a real m × n matrix A.
Interpolative decomposition
The algorithm of Subsection 5.1 incurs the following costs in order to compute an approximation to an interpolative decomposition of A:
2. Computing S and P in (91) costs O(lkn log(n)).
Forming B in
Step 3 requires retrieving k columns of the m × n matrix A, which costs O(km).
Summing up the costs in Steps 1-3 above, we conclude that the algorithm of Subsection 5.1 costs
Remark 5.3 When "Q R" decompositions are used as in [3] to compute the matrices S and P in (91), the cost of the algorithm of Subsection 5.1 is usually less than the cost of the algorithm of Subsection 5.2, typically
Singular value decomposition
The algorithm of Subsection 5.2 incurs the following costs in order to compute an approximation to a singular value decomposition of A:
1. Computing T in (93) costs O(mn log(l)).
Computing Z in (95) costs O(mn log(l)).
3. Computing Q in (97) costs O(l 2 n).
Computing P in (98) costs O(l 2 m).
5. Computing W in (99) costs O(kn log(l)).
Computing B in (100) costs O(klm).
7. Computing X minimizing (101) costs O(k 2 l).
Computing the SVD (102) of
Summing up the costs in Steps 1-10 above, we conclude that the algorithm of Subsection 5.2 costs
Singular value decomposition by means of the interpolative decomposition
The algorithm of Subsection 5.2 incurs the following costs in order to compute an approximation to a singular value decomposition of A, in addition to (110):
1. Constructing L and Q in (106) costs O(k 2 n).
Computing C in (107) costs O(k 2 m).
3. Computing the SVD of C in (108) costs O(k 2 m).
Computing V in (109) costs O(k 2 n).
Summing up the costs in Steps 1-4 above, plus (110), we conclude that the algorithm of Subsection 5.3 costs
Remark 5.4 As in Remark 5.3, when "Q R" decompositions are used as in [3] to compute the matrices S and P in (91), the cost of the algorithm of Subsection 5.3 is usually less than the cost of the algorithm of Subsection 5.2, typically
Numerical examples
In this section, we describe the results of several numerical tests of the algorithm of the present paper. Tables 1-7 summarize the numerical output of applying the algorithm to the matrix A defined below for each of the examples. Please note that we did not seriously optimize our implementation of the randomized algorithm.
In the first and second subtables of each of Tables 1-5 , we set l = 4k for the user-specified parameter l. In the third and fourth subtables of each of Tables 1-5 , we set l = 10k. In both subtables of Table 6 , we set l = k + 10. In Table 7 , we set l = 4k in the algorithm of the present paper.
The first and third subtables of each of Tables 1-4 Table 5 display the results of applying the singular value decomposition algorithm of Subsection 5.2. The first subtable of Table 6 displays the results of applying the interpolative decomposition algorithm of Subsection 5.1, using a fast discrete cosine transform in place of the trimmed fast Walsh-Hadamard transform. The second subtable of Table 6 displays the results of applying the singular value decomposition algorithm of Subsection 5.3, using a fast discrete cosine transform in place of the trimmed fast Walsh-Hadamard transform. Table 7 displays the results of applying the interpolative decomposition algorithm of Subsection 5.1.
In all of the tables, σ k+1 is the (k+1) st greatest singular value of A; σ k+1 is also the spectral norm of the difference between the original matrix A and its best rank-k approximation.
In the first and third subtables of each of Tables 1-4 , as well as in the first subtable of Table 6 , δ direct is the spectral norm of the difference between the original matrix A and the approximation B P to an interpolative decomposition obtained via the pivoted "Q R" decomposition algorithm of [3] that is based upon plane (Householder) reflections. In the second and fourth subtables of each of Tables 1-4 , as well as in both subtables of Table 5  and the second subtable of Table 6 , δ direct is the spectral norm of the difference between the original matrix A and the approximation U Σ V T to an SVD obtained via following up a pivoted "Q R" decomposition algorithm based upon plane (Householder) reflections with a call to the LAPACK 3.1.1 divide-and-conquer SVD routine dgesdd.
In Table 7 , δ prev is the spectral norm of the difference between the original matrix A and the approximation B P to an interpolative decomposition obtained via the algorithm of [10] , using k + 20 random test vectors.
In the first and third subtables of each of Tables 1-4 , as well as in the first subtable of Table 6 and in Table 7 , δ fast is the spectral norm of the difference between the original matrix A and the approximation B P to an interpolative decomposition obtained via the randomized algorithm. In the second and fourth subtables of each of Tables 1-4 , as well as in both subtables of Table 5 and the second subtable of Table 6 , δ fast is the spectral norm of the difference between the original matrix A and the approximation U Σ V T to an SVD obtained via the randomized algorithm.
In the first and third subtables of each of Tables 1-4 , as well as in the first subtable of Table 6 , t direct is the number of seconds of CPU time taken by the pivoted "Q R" decomposition algorithm of [3] that is based upon plane (Householder) reflections. In the second and fourth subtables of each of Tables 1-4 , as well as in both subtables of Table 5 and the second  subtable of Table 6 , t direct is the number of seconds of CPU time taken by the combination of a pivoted "Q R" decomposition algorithm based upon plane (Householder) reflections and the LAPACK 3.1.1 divide-and-conquer SVD routine dgesdd.
In Table 7 , t prev is the number of seconds of CPU time taken by the interpolative decomposition algorithm of [10] , using k + 20 random test vectors.
t fast is the number of seconds of CPU time taken by the randomized algorithm. The values of δ direct , δ prev , and δ fast are those obtained via the power method for estimating the norm of a matrix. We terminated the power method after its estimates stabilized to four significant figures when the estimates stabilized in less than 100 iterations, and after 100 iterations when the estimates were near the machine precision and did not stabilize due to roundoff. Table 1 reports the results of applying the algorithms of Subsections 5.1 and 5.3 to the 512 × 512 matrix A defined via the formula
where T is the 512 × 512 matrix with the entry
for j, k = 1, 2, . . . , 511, 512. In Table 1 , δ fast is the maximum error encountered in 100 randomized trials, while t fast is the average time over 50 randomized trials. Table 2 reports the results of applying the algorithms of Subsections 5.1 and 5.3 to the 2,048 × 2,048 matrix defined via the formula
where
the v k for k = 1, 2, . . . , 64, 65 are the first 65 columns of the Walsh-Hadamard transform H (2048) defined in Section 3, and
and so on. More precisely, for k = 4, 5, . . . , 64, 65, the (4k − 15) th and (4k − 13) th entries of u k are
, and all other entries of u k are zero. In Table 2 , δ fast is the maximum error encountered in 10 randomized trials, while t fast is the average time over 2 randomized trials. Table 3 reports the results of applying the algorithms of Subsections 5.1 and 5.3 to the 512 × 512 matrix A defined via the formula
where σ 1 = 1, σ 2 = 10 −9 , σ 3 = 10 −10 , σ 4 = 10 −11 , σ 5 = 10 −12 , and u 1 , u 2 , u 3 , u 4 , u 5 and v 1 , v 2 , v 3 , v 4 , v 5 are the left and right singular vectors corresponding to the 5 greatest singular values of a 512 × 512 matrix whose entries are drawn i.i.d. with a Gaussian distribution of zero mean and unit variance. In Table 3 , δ fast is the maximum error encountered in 100 randomized trials, while t fast is the average time over 1,000 randomized trials. To be consistent, we used the same pivoted "Q R" decomposition algorithm based on plane (Householder) reflections as the direct algorithm for k = 1 as for k > 1, even though it is wasteful to maintain the data necessary for pivoting when k = 1. Table 4 reports the results of applying the algorithms of Subsections 5.1 and 5.3 to the 1,024 × 1,024 matrix defined via the formula
where S is a sparse 1,024 × 1,024 matrix having k + 1 non-zero entries. The positions of the nonzero entries were chosen at random with a uniform distribution over all 1,024 × 1,024 possible locations. The values of k of the nonzero entries of S were chosen at random i.i.d. with a uniform distribution on [0, 1], and the value of the remaining nonzero entry of S was chosen at random independently from the others with a uniform distribution on [0, 10 −10 ]. In Table 4 , δ fast is the maximum error encountered in 10 randomized trials, while t fast is the average time over 10 randomized trials. Please note that our implementations for sparse matrices were the same as for dense matrices. Clearly, neither the direct nor the fast algorithm takes full advantage of the sparsity of these matrices; the algorithm of [10] would seem to be more appropriate for such sparse matrices. Table 5 reports the results of applying the algorithm of Subsection 5.2 to the 2,048 × 2,048 matrix defined in (117). In Table 5 , δ fast is the maximum error encountered in 10 randomized trials, while t fast is the average time over 10 randomized trials. Table 6 reports the results of applying the algorithms of Subsections 5.1 and 5.3 to the 2,048 × 2,048 matrix defined in (117), using the full fast discrete cosine transform as implemented in a double-precision version of P. N. Swarztrauber's FFTPACK routine cost (available at http://www.netlib.org/fftpack/) in place of the trimmed fast WalshHadamard transform. In Table 6 , δ fast is the maximum error encountered in 10 randomized trials, while t fast is the average time over 80 randomized trials. Table 7 reports the results of applying the algorithm of Subsection 5.1 to the 32,768 × 32,768 matrix A defined via the formula
where R is the 32,768 × 32,768 matrix with the entry
for j = 1, 3, . . . , 32,765, 32,767 and k = 1, 2, . . . , 32,767, 32,768, and
for j = 2, 4, . . . , 32,766, 32,768 and k = 1, 2, . . . , 32,767, 32,768. Since storing all of the individual entries of A would have required far more than our 2 GB of RAM, we computed the entries of A on the fly, as needed, via (134), (135), and (136) (after first computing that R ≈ .903E+03). We performed all computations using IEEE standard double-precision variables, whose mantissas have approximately one bit of precision less than 16 digits (so that the relative precision of the variables is approximately .2E-15). We ran all computations on a 2.8 GHz Pentium Xeon microprocessor with 1 MB of L2 cache and 2 GB of RAM. We compiled the Fortran 77 code using the fort77 script (which couples f2c to gcc) with the optimization flag -O3 enabled.
Remark 6.1 Tables 1-4 indicate that the algorithms of Subsections 5.1 and 5.3 are generally more efficient than the classical pivoted "Q R" decomposition algorithm based on plane (Householder) reflections, followed by either the algorithm of [3] or the LAPACK 3.1.1 divideand-conquer SVD routine. A comparison of Tables 1-4 and Table 5 indicates that the algorithm of Subsection 5.2 is not competitive with the algorithm of Subsection 5.3 in terms of either accuracy or efficiency, at least on the examples considered in the present paper. Table 6 ) indicate that the user-specified parameter l may be chosen to be smaller when a discrete cosine transform is used in place of the Walsh-Hadamard transform in the algorithm of the present paper. It may prove advantageous to replace the trimmed Walsh-Hadamard transform with the composition of a trimmed Walsh-Hadamard transform, followed by multiplication with a random diagonal matrix, followed by a trimmed discrete cosine or Fourier transform. 
Remark 6.2 Numerical experiments (including those reported in
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