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Σ上の言語 L,Kについて，補集合 L = Σ∗ \ L = {w ∈ Σ∗ | w /∈ L}，和集合K ∪ L =
{w ∈ Σ∗ | w ∈ K or w ∈ L}，積集合K ∩ L = {w ∈ Σ∗ | w ∈ K and w ∈ L}，連結
KL = {w ∈ Σ∗ | w = uv, u ∈ K, v ∈ L}をそれぞれ用いる．また，2Sを，集合 Sの冪集
合とする．
非決定性有限オートマトン（Nondeterministic Finite Automaton, NFA）は，5項組
M = (Q,Σ, δ, I, F )であり，Qは状態の有限で非空な集合，Σは有限で非空なアルファ
ベット，δ : Q × Σ → 2Qは遷移関数，I ⊆ Qは初期状態の集合，及び F ⊆ Qは最終状
態の集合である．
ここで，遷移関数 δは，δ′ : Q×Σ∗ → 2Q及び δ′′ : 2Q×Σ∗ → 2Qへ拡張して用いる場合
もある．ただし，δ′ : Q×Σ∗ → 2Qは，δ : Q×Σ → 2Qに対して，状態 q ∈ Q，文字 a ∈ Σ，
文字列w ∈ Σ∗を用いて，δ′(q, ϵ) = {q}かつ δ′(q, aw) = δ′(δ(q, a), w)と拡張したものであ
る．また，δ′′ : 2Q ×Σ∗ → 2Qは，δ′ : Q×Σ∗ → 2Qに対して，状態 q ∈ Q，状態の部分集




図 2.1: NFA M の一例．
δを用いる．
NFA Mによって受理される言語は，L(M) = {w ∈ Σ∗ | δ(I, w)∩F ̸= ∅}である．2つ
のNFAが同じ言語を受理するとき，それらは等価であるという．NFA M の状態 qの左
言語は，LI,q(M) = {w ∈ Σ∗ | q ∈ δ(I, w)}である．状態 qの右言語は，Lq,F (M) = {w ∈
Σ∗ | δ(q, w)∩ F ̸= ∅}である．状態 qの左言語が空である時，その状態 qは到達不可能と
呼ぶ．到達不可能な状態を持たないとき，そのNFAは到達可能であるという．
例 1. 図2.1に示すNFAM = (Q,Σ, δ, I, F )について，各状態の左言語は，LI,0(M) = {ϵ}，
LI,1(M) = {a}，LI,2(M) = {b}，及び LI,3(M) = {ab, ba} である．
また，Mの各状態の右言語は，L0,F (M) = {a, ab, b, ba}，L1,F (M) = {ϵ, b}，L2,F (M) =
{ϵ, a}，及び L3,F (M) = {ϵ} である．
決定性有限オートマトン（Deterministic Finite Auotmaton, DFA）は，5項組M =




NFA M = (Q,Σ, δ, I, F )について，M の初期状態と最終状態を交換し，全ての状態遷
移を逆にする操作を反転と呼ぶ．M を反転したものRev(M)は，q ∈ δR(p, a) ⇐⇒ p ∈







例 2. 図 2.2に反転の例を示す．図 2.2では，NFA M で初期状態である状態 0が，NFA
Rev(M)では最終状態となっている．また，Mで最終状態である状態 0, 2が，Rev(M)で
は初期状態となっている．状態遷移については，例えば，M で状態 1から 0に文字 aに
よる遷移があるが，Rev(M)では状態 0から 1の向きとなっている．
NFA M = (Q,Σ, δ, I, F ) について，F ′ = {P ∈ 2Q | P ∩ F ̸= ∅}，δ′(P, a) =∪
p∈P δ(p, a) = δ(P, a)であるM
′ = (2Q,Σ, δ′, {I}, F ′)を考える．このM ′ は，M と等
価なDFAであり，M ′を到達可能にしたものをDet(M)と表す．具体的には，Q′′ = {R ∈
2Q | L{I},R(M ′) ̸= ∅}，R ∈ Q′′であるRについて δ′′(R, a) = δ′(R, a)，及びF ′′ = F ′ ∩Q′′
に対して，Det(M) = (Q′′,Σ, δ′′, {I}, F ′′)である．Det(M)を求めることを，決定性化と
呼ぶ．決定性化には，状態 I を出力の初期状態として，状態からの遷移先を繰り返し求
めていく，部分集合法を用いる．
例 3. 図 2.3に決定性化の例を示す．まず，NFA Mの初期状態 0, 2をまとめた状態 {0, 2}
を，求めるDet(M)の初期状態とする．続いて，状態 {0, 2}からの遷移先を調べる．文
字 aについて，M における状態 0からの遷移先は 0, 1，状態 2からの遷移先は 2である
から，Det(M)において，状態 {0, 2}からの遷移先として {0, 1, 2}を追加する．また，文
字 bについて，M における状態 0, 2からの遷移先は 1, 2であるから，Det(M)において，
状態 {0, 2}からの遷移先として {1, 2}を追加する．同様にして，新たに追加された状態
の遷移先を調べていくと，図 2.3に示すDet(M)が求まる．
文字列 wによる言語 Lの左商（または商)とは，言語 w−1L = {x ∈ Σ∗ | wx ∈ L}で
ある．NFA M が受理する言語 L(M)の左商集合は有限である．空でない言語 L′が，L
の左商集合 {L1, L2, ..., Ln}に対して，L̃i ∈ {Li, Li}を用いて L′ = L̃1 ∩ L̃2 ∩ ... ∩ L̃nと














例 4. アルファベット Σ = {a, b}上の言語 L = {a, ab, b, ba}について，L0 = ϵ−1L =
{a, ab, b, ba}，L1 = a−1L = {ϵ, b}，L2 = b−1L = {ϵ, a}，及び L3 = (ab)−1L = (ba)−1L =
{ϵ} はそれぞれ，Lの左商である．
また，L0∩L1∩L2∩L3 = {a}，L0∩L1∩L2∩L3 = {b}，L0∩L1∩L2∩L3 = {ab, ba}，
及び L0 ∩ L1 ∩ L2 ∩ L3 = {ϵ} はそれぞれ，Lのアトムである．
例 5. 図2.1に示すNFAM = (Q,Σ, δ, I, F )について，Mの各状態の右言語は，L0,F (M) =
{a, ab, b, ba}，L1,F (M) = {ϵ, b}，L2,F (M) = {ϵ, a}，及び L3,F (M) = {ϵ} である．ここ
で，L(M) = {a, ab, b, ba}のアトムは，例 4より，{a}，{b}，{ab, ba}，及び {ϵ}である
が，N の各状態の右言語は，L0,F (M) = {a} ∪ {b} ∪ {ab, ba}，L1,F (M) = {b} ∪ {ϵ}，




定義 1 (Vázquez, Garćıa, and López [8]). NFA M = (Q,Σ, δ, I, F )に対して，以下の条
件を満たす到達可能なNFA M ′ = (Q′,Σ, δ′, I ′, F ′)を，M のレプリカと呼ぶ．













• F ′ = {P ∈ Q′ | P ∩ F ̸= ∅}．











{P1, P2, ..., Pk}を，集合Qの分割と呼ぶ．S | P = {P ∩S, P \S}\{∅}を，PのSによる分








NFA M にAlgorithm 1を適用したものをAtom(M)と表記する．また，Algorithm 1を
Vázquezらのアルゴリズムと呼ぶ．
Algorithm 1 Vázquezらのアルゴリズム [8]
Require: A NFA M = (Q,Σ, δ, I, F )
Ensure: A replica of M
1: I = {I}
2: Q = I
3: δ′ = ∅
4: F =
 I if I ∩ F ̸= ∅∅ otherwise
5: L = I
6: while L ̸= ∅ do
7: Choose and delete P from L
8: for a ∈ Σ do
9: P =
∧
S∈Q S | δ(P, a)
10: L = L ∪ (P \Q)
11: Q = Q ∪ P
12: Add to δ′ the transitions (P, a, S ′), where S ′ ∈ P
13: F = F ∪ {S ∈ P | S ∩ F ̸= ∅}
14: end for
15: end while















はじめに，I = {{0, 1}}となり，L = {{0, 1}}となる．1回目のwhileループで，状態
P = {0, 1}と文字 bを選択することにする．δ({0, 1}, b) = {0, 2}を，既出の状態{0, 1}で分
割すると，{0, 1} | {0, 2} = {{0}, {2}}となる．既出の状態は {0, 1}しかないため，粗分割
の結果は，この分割の結果 {{0}, {2}}と等しく，状態P = {0, 1}からの文字 bによる遷移
先として，状態{0}, {2}が求まる．続いて，文字aを選択すると，δ({0, 1}, a) = {0, 1, 2, 3}
であり，これを既出の状態で分割するとそれぞれ {0, 1} | {0, 1, 2, 3} = {{0, 1}, {2, 3}}，
{0} | {0, 1, 2, 3} = {{0}, {1, 2, 3}}，及び {2} | {0, 1, 2, 3} = {{2}, {0, 1, 3}}となる．よっ
て，粗分割は以下のように求まる．
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{0}, {1}, {2}, {3}
}
よって，状態 P = {0, 1}からの文字 aによる遷移先として，状態 {0}, {1}, {2}, {3}が求
まる．
同様にして，状態 {0}及び文字 aにより状態 {1}, {2}が，状態 {0}及び文字 bにより状
態 {2}がそれぞれ遷移先として求まる．










































が，状態 {2}及び文字 bにより状態 {1}, {3}が，それぞれ遷移先として求まる．また，状





例 8. 図 2.6は，同じNFA Mを入力とする，例 7とは異なるAtom(M)の導出過程である．
図 2.6では，1回目の whileループで，状態 P = {0, 1}と文字 aを選択している．そ











































図 2.6: 図 2.5とは異なるVázquezらのアルゴリズムの処理過程の例．
2k− 1となるのは，状態の 2要素への分割が連続的に生じる場合である [8]．この場合に
ついては，第 3章で説明する．
定理 1 (Vázquez, Garćıa, and López [8]). Vázquezらのアルゴリズムの出力のNFAの状
態数は，入力のNFAの状態数を kとすると，高々2k − 1である．
2.3 DFAのBrzozowski系状態数最小化アルゴリズム
DFA M を入力として，M と等価で最小のDFAを出力する，DFAの状態数最小化ア
ルゴリズムの一つを，Algorithm 2に示す [5]．すなわち，DFA Mを入力として，その出




ても，最小化アルゴリズムとして機能する [7]．これを Algorithm 3に示す．本論文で




















































































































Algorithm 2 Brzozowskiアルゴリズム [5]
Require: A DFA M
Ensure: Minimal DFA of M
1: Obtain M1 = Rev(M)
2: Obtain M2 = Det(M1)
3: Obtain M3 = Rev(M2)
4: Return M ′ = Det(M3)
Algorithm 3 拡張Brzozowskiアルゴリズムの一般形 [7]
Require: A DFA M
Ensure: Minimal DFA of M
1: Obtain M1 = Rev(M)
2: Obtain M2, an atomic NFA equivalent to M1
3: Obtain M3 = Rev(M2)
4: Return M ′ = Det(M3)








決定性のものを求める場合，入力のNFA M の状態数を kとすると，出力Det(M)の
状態数は高々2kである．2kとなるのは，出力Det(M)の状態が，入力M の各状態の組
み合わせを網羅する，図 2.8に示すような場合である．対して，Vázquezらのアルゴリズ
ムを用いてアトミックなものを求める場合，入力のNFA M の状態数を kとすると，出
力Atom(M)の状態数は高々2k − 2である．ここで，Vázquezらのアルゴリズムの出力


















































NFAをM = (Q,Σ, δ, I, F )とし，出力の NFAをM ′ = (Q′,Σ, δ′, I ′, F ′)とする．また，
|Q| = kとする．
3.1 任意のNFAを入力とする場合の出力の最大状態数
Vázquezらのアルゴリズムの出力の状態数 |Q′|が 2k− 1となる場合について，[8]の指
摘を言い換えると観察 1のようになる．
観察 1. Vázquezらのアルゴリズムの出力の状態数 |Q′|が 2k − 1となるのは，入力の状















































図 3.1: Vázquezらのアルゴリズムの出力の状態数が 2k − 1となる具体例．
例 10. Vázquezらのアルゴリズムの出力の状態数が 2k− 1となる具体例を図 3.1に示す．
この例は，k = 5であるが，確かに出力Atom(M)の状態数は 2k − 1 = 9である．観察 1
で述べたように，出力の状態集合Q′は，{0, 1, 2, 3, 4}，{0, 1, 2, 3, 4}を 2分割した {0}及
び {1, 2, 3, 4}，{1, 2, 3, 4}を 2分割した {1, 2, 3}及び {4}，{1, 2, 3}を 2分割した {1}及び
{2, 3}，{2, 3}を 2分割した {2}及び {3}を元とする，
Q′ =
{




態への遷移がある必要はないこともわかる．例えば，図 3.1では状態 {1, 2, 3, 4}から状態
{1, 2, 3}に向かう遷移は存在しない．
Vázquezらのアルゴリズムの出力の状態数 |Q′|が 2k − 1となる入力に関して，補題 1
が成り立つ．





状態の集合をR = Q \ I ̸= ∅とする. NFA M にVázquezらのアルゴリズムを適用する
と，出力の初期状態は状態 I となる．本アルゴリズムの処理過程で Algorithm 1の 9行
目が δ(P, a) = Qとなった場合，Qは，既出の状態 I によって状態 I と状態Rに分割さ
れるため，状態Qが出力の状態として追加されることはない．観察 1より，出力の状態
数 |Q′|が 2k − 1となるためには，Q ∈ Q′の必要があるが，状態Qが出力の状態として
追加されることはないから，出力の状態数 |Q′|は高々2k − 2となり，2k − 1となること
はない．
3.1.1 |Σ| = 1のとき
|Σ| = 1のとき，Vázquezらのアルゴリズムの出力の状態数について，定理 2が成り
立つ．
定理 2. |Σ| = 1, k ≥ 2のとき，Vázquezらのアルゴリズムの出力の状態数 |Q′|について，
|Q′| ≤ 2k − 2が成り立つ．またこの上界は厳密である．
証明. はじめに，出力の状態数 |Q′|について，|Q′| ≤ 2k − 2が成り立つことを示す．定
理 1により，Vázquezらのアルゴリズムの出力の状態数 |Q′|は高々2k − 1であるから，
|Σ| = 1, k ≥ 2のとき，本アルゴリズムの出力の状態数 |Q′|が 2k − 1となる入力M が存
在すると仮定し，Σ = {a}とする．補題 1により，M はその状態全てが初期状態，すな
わちQ = Iである．よって，Mに本アルゴリズムを適用すると，状態Qが出力の初期状
態として求まる．
Qからの遷移先 δ(Q, a)がQと等しい，すなわち δ(Q, a) = Qのとき，新たな状態は追加
されず，アルゴリズムは停止する．この場合の出力の状態数 |Q′|は 1であり，|Q′| = 2k−1
という仮定に矛盾する．
Qからの遷移先 δ(Q, a)が Qと異なる，すなわち δ(Q, a) ̸= Qのとき，新たな状態
B = δ(Q, a)が追加される．ここで，状態BにはM の全ての状態からの遷移先状態が含
まれており，ゆえに以後の処理過程のある状態 Cからの遷移先 δ(C, a)が，状態Bに含
まれない状態D = Q \Bを含むことはない（∀C ⊆ Q,D ⊈ δ(C, a)）．よって，状態Dが
19




したがって，|Σ| = 1, k ≥ 2のとき，Vázquezらのアルゴリズムの出力の状態数 |Q′|が
2k − 1となる入力は存在せず，|Q′|は高々2k − 2となる．
次に，上界が厳密であることを示す．Vázquezらのアルゴリズムの出力の状態数が2k−2
となる入力例を，図 3.2に示し，このNFAをMとする．ただし，状態の選択順は，含ま
れるMの状態が多い順とする．Mに本アルゴリズムを適用すると，状態 {0, 1, ..., k− 2}
が出力の初期状態として求まる．続いて，状態 {0, 1, 2, ..., k − 2}から文字 aによる遷移
先として状態 {1, 2, .., k − 2}, {k}が追加される．状態 {1, 2, .., k − 2}と {k}を比較して，
含まれるM の状態が多い方として状態 {1, 2, .., k − 2}を選択すると，文字 aによる遷移
先として状態 {2, .., k − 2}が追加される．同様にして，状態の選択と新たな状態の追加
を繰り返すと，状態 {k− 1}が未選択の状態として残る．状態 {k− 1}を選択すると，状
態 {0}が新たな状態として追加される．同様にして，状態 {1}, {2}, ..., {k − 3}が追加さ
れる．以上のようにして，観察 1で述べた状態集合から入力Mの状態集合Qを除いたも
のを状態集合として持つ出力が得られる．
例 11. |Σ| = 1のとき，Vázquezらのアルゴリズムの出力の状態数が 2k − 2となる具体
例を図 3.3に示す．




































































































図 3.3: |Σ| = 1のとき，Vázquezらのアルゴリズムの出力の状態数が 2k − 2となる具
体例．
3.1.2 |Σ| ≥ 2のとき
|Σ| ≥ 2のとき，Vázquezらのアルゴリズムの出力の状態数について，定理 3が成り
立つ．
定理 3. |Σ| ≥ 2のとき，Vázquezらのアルゴリズムの出力の状態数 |Q′|について，|Q′| ≤
2k − 1が成り立つ．またこの上界は厳密である．
証明. はじめに，出力の状態数 |Q′|について，|Q′| ≤ 2k − 1が成り立つことは，定理 1
にある．ここでは，この上界が厳密であることを示す．Vázquezらのアルゴリズムの出
力の状態数が 2k− 1となる入力例を，図 3.4に示し，このNFAをMとする．ただし，状
態の選択順は，含まれるMの状態が多い順とし，文字の選択は a, bの順とする．Mに本
アルゴリズムを適用すると，状態 {0, 1, 2, ..., k − 1}が出力の初期状態として求まる．続
いて，状態 {0, 1, 2, ..., k − 1}から文字 aによる遷移先として状態 {1, 2, .., k − 1}が追加
される．また，状態 {0, 1, 2, ..., k − 1}から文字 bによる遷移先として状態 {0}が追加さ
れる．状態 {1, 2, .., k − 1}及び {0}を比較して，含まれるM の状態が多い方として状態
{1, 2, .., k − 1}を選択すると，文字 aによる遷移先として状態 {2, .., k − 1}が，文字 bに
よる遷移先として状態 {1}がそれぞれ追加される．同様にして，選択した状態 q0の，部
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図 3.4: |Σ| = 2のとき，Vázquezらのアルゴリズムの出力の状態数が 2k − 1となる入
力例．
分集合である単集合 q1とそれ以外 q2 = q0 \ q1への 2分割と，それら状態の追加が繰り返
される．以上のようにして，観察 1で述べた状態集合を持つ出力が得られる．
|Σ| ≥ 3のときは，文字 aによる遷移は図 3.4の aによる遷移と同じとし，a以外の文
字による遷移は図 3.4の bによる遷移と同じとして，同様に証明できる．






定理 4. 到達可能なDFAを反転したものを入力とする場合，入力の状態数 k ≥ 2のとき，
Vázquezらのアルゴリズムの出力の状態数 |Q′|は，高々2k − 2である．
証明. 定理 1により，Vázquezらのアルゴリズムの出力の状態数 |Q′|は，どんなNFAを入
力としても，高 2々k−1である．そこで，到達可能なDFAを反転したものを入力とし，k ≥ 2
のときに，本アルゴリズムの出力の状態数 |Q′|が 2k − 1となる入力M = (Q,Σ, δ, I, F )






































































































2,3,4 , 𝑎1,2,3,4 , 𝑏
3,4 , 𝑏3,4 , 𝑎 …2,3,4 , 𝑏
1,2,3,4 , 𝑎0,1,2,3,4 , 𝑏0,1,2,3,4 , 𝑎
出力
図 3.5: |Σ| = 2のとき，Vázquezらのアルゴリズムの出力の状態数が 2k − 1となる具
体例．
ここで，Rev(M) = (Q,Σ, δR, F, I)は到達可能なDFAであるから，Rev(M)の状態全
てが，各文字による状態遷移元である（∀q ∈ Q,∀a ∈ Σ,∃p ∈ Q, δR(q, a) = p）．ゆえに，
Mの状態全てが，各文字による状態遷移先である（∀q ∈ Q,∀a ∈ Σ,∃p ∈ Q, δ(p, a) = q）．
よって，出力の初期状態Qからの遷移先は，どの文字によっても状態Qとなり（∀a ∈
Σ, δ(Q, a) = Q），新たな状態は追加されずアルゴリズムは停止する．この場合の出力の
状態数 |Q′|は 1であり，|Q′| = 2k − 1という仮定に矛盾する．
したがって，到達可能なDFAを反転したものを入力とし，k ≥ 2のとき，Vázquezら
のアルゴリズムの出力の状態数 |Q′|が 2k − 1となる入力は存在せず，|Q′|は高々2k − 2
となる．
到達可能なDFAを反転したものを入力とし，Vázquezらのアルゴリズムの出力の状態
数 |Q′|が 2k − 2となる場合について，観察 2が言える．
観察 2. 到達可能なDFAを反転したものを入力とし，Vázquezらのアルゴリズムの出力
の状態数 |Q′|が 2k− 2となる入力Mが存在するならばそれは，入力の状態集合Qを，Q
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状態数 |Q′|が 2k− 2となる出力の状態集合Q′として考えられるのは，観察 2で述べたも
のか，観察 1で述べたものから状態Q以外を除いたものの 2通りである．
後者について，定理 4の証明にあるように，本アルゴリズムで状態Qが出力の初期状




の状態数が 2k − 2となる具体例を図 3.6に示す．この例は，k = 4であるが，確かに出
力Atom(M)の状態数は 2k − 2 = 6である．観察 2で述べたように，出力の状態集合Q′
は，状態 {0, 1, 2, 3}を 2分割した {0, 1}, {2, 3}，状態 {0, 1}を 2分割した {0}, {1}，状態
{2, 3}を 2分割した {2}, {3}を元とする，
Q′ =
{




態への遷移がある必要はないこともわかる．例えば，図 3.6では状態 {0, 1}から {1}に向
かう遷移，状態 {2, 3}から {2}に向かう遷移は，それぞれ存在しない．






























の状態数が 2k − 2となる具体例．
図 3.7: 到達可能なDFAを反転したもので，|Σ| = 1のとき，Vázquezらのアルゴリズム
の出力の状態数が 2k − 2となる入力例．
定理 5. 到達可能なDFAを反転したものを入力とし，|Σ| = 1, k ≥ 2のとき，Vázquezら
のアルゴリズムの出力の状態数 |Q′|について，|Q′| ≤ 2k − 2が成り立つ．またこの上界
は厳密である．
証明. はじめに，出力の状態数 |Q′|について，|Q′| ≤ 2k − 2が成り立つことは，定理 4
にある．ここでは，この上界が厳密であることを示す．到達可能なDFAを反転したもの
で，Vázquezらのアルゴリズムの出力の状態数が 2k − 2となる入力例を，図 3.7に示し，
このNFAをM とする．M を反転したものRev(M)は，到達可能なDFAであり，入力
条件を満たしている．ただし，状態の選択順は，含まれるM の状態が多い順とする．こ
のM は，図 3.2に示すものと同じであり，定理 2の証明に示したように，M にVázquez
らのアルゴリズムを適用した出力の状態数は，2k − 2になる．
例 14. 到達可能なDFAを反転したものを入力とし，|Σ| = 1のとき，Vázquezらのアル
ゴリズムの出力の状態数が 2k − 2となる具体例は図 3.3と同様である．
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図 3.8: 到達可能なDFAを反転したもので，|Σ| = 1, k = 5のとき，状態の選択順によら
ずVázquezらのアルゴリズムの出力の状態数が 2k − 2 = 8となる入力例．
図 3.7で示した入力例は，k ≤ 4のときは，状態の選択順によらず，その出力の状態数
は 2k − 2となる．
図 3.7に対して，k = 5で状態の選択順によらず，出力の状態数が 2k− 2 = 8となる入
力例を，図 3.8に示す．また，図 3.8のNFAにVázquezらのアルゴリズムを適用した場
合に起こりうる，全ての処理過程を図 3.9に示す．
3.2.2 |Σ| ≥ 2のとき
到達可能なDFAを反転したものを入力とし，|Σ| ≥ 2のとき，Vázquezらのアルゴリ
ズムの出力の状態数について，定理 6が成り立つ．
定理 6. 到達可能なDFAを反転したものを入力とし，|Σ| ≥ 2, k ≥ 2のとき，Vázquezら
のアルゴリズムの出力の状態数 |Q′|について，|Q′| ≤ 2k − 2が成り立つ．またこの上界
は厳密である．





順は任意とする．Mに本アルゴリズムを適用すると，状態 {0, 1, 2, ..., k−2}が出力の初期
状態として求まる．文字の選択は a, bの順とすると，状態 {0, 1, 2, ..., k− 2}から文字 aに
よる遷移先として状態 {1, 2, .., k−2}, {k−1}が追加される．また，状態 {0, 1, 2, ..., k−2}
から文字 bによる遷移先として状態 {0}が追加される．状態 {1, 2, .., k− 2}，{k− 1}，及
び {0}を比較して，含まれるM の状態が多い状態 {1, 2, .., k − 2}を選択すると，文字 a
による遷移先として状態 {2, .., k − 2}が，文字 bによる遷移先として状態 {1}がそれぞ
26
図 3.9: 図 3.8のNFAにVázquezらのアルゴリズムを適用した場合に起こりうる，全て
の処理過程．
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図 3.10: 到達可能なDFAを反転したもので，|Σ| = 2のとき，Vázquezらのアルゴリズ
ムの出力の状態数が 2k − 2となる入力例．
れ追加される．同様にして，選択した状態 q0の，部分集合である単集合 q1とそれ以外の
q2 = q0 \ q1への 2分割と，それら状態の追加が繰り返される．以上のようにして，観察
2で述べた状態集合を持つ出力が得られる．
|Σ| ≥ 3のときは，文字 aによる遷移は図 3.10の aによる遷移と同じとし，a以外の文
字による遷移は図 3.10の bによる遷移と同じとして，同様に証明できる．
例 15. 到達可能なDFAを反転したものを入力とし，|Σ| = 2のとき，Vázquezらのアル
ゴリズムの出力の状態数が 2k − 2となる具体例を図 3.11に示す．
図 3.2で示した入力例は，k ≤ 4のときは，状態の選択順によらず，その出力の状態数







定理 7. 入力が任意の NFAであっても，到達可能な DFAを反転したものであっても，
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2,3 , 𝑏2,3 , 𝑎1,2,3 , 𝑏
0,1,2,3 , 𝑏0,1,2,3 , 𝑎
出力
図 3.11: 到達可能なDFAを反転したものを入力とし，|Σ| = 2のとき，Vázquezらのア
ルゴリズムの出力の状態数が 2k − 2となる具体例．
表 3.1: Vázquezらのアルゴリズムの出力の最大状態数
入力M の 任意の入力M 到達可能なDFAを反転した入力M
状態数 k |Σ| = 1 |Σ| ≥ 2 |Σ| ≥ 1
1 1 1 1
2 ≤ k ≤ 5 2k − 2 2k − 1 2k − 2
（選択順指定無）（選択順指定有） （選択順指定無）
k ≥ 6 2k − 2 2k − 1 2k − 2
（選択順指定有）（選択順指定有） （選択順指定有）
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図 3.12: |Σ| = 1のとき，Vázquezらのアルゴリズムの出力の状態数が 1となる入力例．





アルゴリズムは終了し，出力のNFAはその状態集合Q′ = {Q}，すなわち |Q′| = 1であ
るものとなる．







ルゴリズムは終了し，出力のNFAはその状態集合Q′ = {Q}，すなわち |Q′| = 1である
ものとなる．
|Σ| ≥ 3のときは，文字 aによる遷移は図 3.13の aによる遷移と同じとし，a以外の文
字による遷移は図 3.13の bによる遷移と同じとして，同様に証明できる
例 16. |Σ| = 1のとき，Vázquezらのアルゴリズムの出力の状態数が 1となる具体例を図
3.14に示す．同様に，|Σ| = 2のとき，Vázquezらのアルゴリズムの出力の状態数が 1と
なる具体例を図 3.15に示す．
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Vázquezらが提案したAlgorithm 1では，7行目の状態 P の選択順及び 8行目の文字 a
の選択順は任意であった．そこで，それらの選択順を工夫することで，出力の平均状態
数を削減できないかと考えた．
図 4.1は，図 2.5及び 2.6と同じ例であるが，文字の選択順で出力の状態数が異なる
Vázquezらのアルゴリズムの適用例である．図 4.1の上部に示した例は，下部に示した例
に対して，状態 {2, 3}の分だけ状態が多くなっており，下部の例では，上部の例の状態
{2, 3}の役割を，状態 {2}, {3}で担っているといえる．そこで，状態 {2, 3}, {2},及び {3}
が出現した様子を観察すると，上部の例では，状態 {2, 3}の後に状態 {2}, {3}が出現し



















































𝛿 0,1 , 𝑎
= {0,1,2,3}





𝛿 0,1 , 𝑏























て，状態P や文字 aの選択順を変えることで制御できるのは δ(P, a)であるが，δ(P, a)の
サイズが小さいほど，Pに追加される状態が小さくなる可能性が高いと考えた．これは，
次の分割の対比から予想できる．




{0, 1} | {0, 1, 2, 3, 4, 5} =
{
{0, 1}, {2, 3, 4, 5}
}
最後に，δ(P, a)のサイズを小さくするための方策は，状態 P の選択順については，遷
移元である状態P のサイズが小さければ，遷移先である δ(P, a)のサイズも小さくなる可
能性が高いと考え，サイズの小さい状態 P を優先的に選択する戦略を考えた．また，文
字 aの選択順については，a ∈ Σである全ての文字 aについて δ(P, a)をあらかじめ求め










ゴリズムの実装では，Algorithm 1の選択待ちの状態を保持する変数L を set型とし，新
たな状態の集合を update関数でL に追加し，L から pop関数で取り出されたものを，
そのまま選択された状態 P として用いた．また，アルファベットΣも set型とし，Σか
ら for文で取り出されたものを，そのまま選択された文字 aとして用いた．すなわち，状
態P や文字 aの選択順は，Python本体の上記要素の実装によった．ただし，文字につい










結果を図 4.2，4.3，4.4に示す．ただし，図 4.2，4.3は，入力のNFA M = (Q,Σ, δ, I, F )の
アルファベットサイズ |Σ|を固定して，状態数 |Q|を変化させて，出力Atom(Rev(M)) =
(Q′,Σ, δ′, I ′, F ′)の状態数 |Q′|を調べたものであり，図 4.4は，入力の NFA M の状態数
34
表 4.1: DFA M を入力とするDet(Rev(M))とAtom(Rev(M))の状態数の比較結果
入力M の Det(Rev(M))の状態数 Atom(Rev(M))の状態数
状態数 平均 標準偏差 最大値 最小値 平均 標準偏差 最大値 最小値
2 1.60 0.73 3 1 1.46 0.50 2 1
3 3.31 2.03 7 1 2.56 1.20 4 1
4 6.39 3.63 15 1 4.21 1.65 6 1
5 12.34 6.91 31 1 5.71 1.97 8 1
6 21.33 12.83 63 1 7.67 1.95 10 1
8 54.18 32.75 171 1 11.06 1.78 14 1
10 132.66 100.44 839 11 14.15 1.51 17 8
15 735.90 1170.36 15631 64 21.85 1.96 27 17
20 3093.78 3115.27 21740 315 29.11 2.25 37 24
22 5374.23 7668.27 81970 380 31.58 2.13 38 25
を |Q| = 20に固定して，アルファベットサイズ |Σ|を変化させて，出力Atom(Rev(M))
の状態数 |Q′|を調べたものである．この出力の状態数は，FAdoを用いて各入力条件に

























図 4.2: 状態の選択順による，Vázquezらのアルゴリズムの出力の状態数の違い（|Σ| = 4）．














図 4.3: 状態の選択順による，Vázquezらのアルゴリズムの出力の状態数の違い（|Σ| = 16）．




















結果を図 4.5，4.6，4.7に示す．ただし，図 4.5，4.6は，入力のNFA M = (Q,Σ, δ, I, F )の
アルファベットサイズ |Σ|を固定して，状態数 |Q|を変化させて，出力Atom(Rev(M)) =
(Q′,Σ, δ′, I ′, F ′)の状態数 |Q′|を調べたものであり，図 4.7は，入力のNFA Mの状態数を














M = (Q,Σ, δ, I, F )のアルファベットサイズ |Σ|を固定して，状態数 |Q|を変化させて，出
力Atom(Rev(M)) = (Q′,Σ, δ′, I ′, F ′)の状態数 |Q′|を調べたものであり，図 4.10は，入力
のNFAMの状態数を |Q| = 20に固定して，アルファベットサイズ |Σ|を変化させて，出力
Atom(Rev(M))の状態数 |Q′|を調べたものである．この出力の状態数は，FAdoを用いて，
各入力条件について，ランダムに生成した 200個のDFA M に対する，Atom(Rev(M))
の状態数の平均である．また，各図において，Mimimum-delta()-firstは，遷移先のサイ
37














図 4.5: 文字の選択順による，Vázquezらのアルゴリズムの出力の状態数の違い（|Σ| = 4）．














図 4.6: 文字の選択順による，Vázquezらのアルゴリズムの出力の状態数の違い（|Σ| = 16）．





























図 4.11では，NFA M を共通の入力とするVázquezらのアルゴリズムの，サイズの小
さい（遷移元）状態を優先する場合と，サイズの大きい（遷移元）状態を優先する場合
のそれぞれの処理過程を示しているが，文字は b, aの選択順とした．図中の分岐部分に
着目すると，サイズの大きい遷移元状態 {1, 2}を優先した方が，サイズの小さい状態 {0}
を優先した方より，分割に関与しない空集合 ∅を除けば，遷移先状態が小さくなってい




























































𝛿 1,2,3,4 , 𝑏 = 0,1,2,3,4 ,


































𝛿 0 , 𝑏 = ∅,
𝛿 0 , 𝑎 = 0,3,4
𝛿 1,2 , 𝑏 = 0,4 ,












図 4.12では，図 4.11と同じNFA Mを共通の入力とするVázquezらのアルゴリズムの，
遷移先の小さい文字を優先する場合と，大きい文字を優先する場合のそれぞれの処理過程
を示しているが，状態は {1, 2, 3, 4}, {1, 2}の選択順とした．遷移先の小さい文字を優先す
る場合は，先に既出の状態 {1, 2, 3, 4}の真部分集合である {1, 2}の方を選択し出現させ，
後で既出の状態 {1, 2, 3, 4}を部分集合にもつ {0, 1, 2, 3, 4}の方を選択し，状態 {3, 4}, {0}
を出現させている．対して，遷移先の大きい文字を優先する場合は，先に {0, 1, 2, 3, 4}の
方を選択することで，状態 {3, 4}は出現していない．そして，状態 {4} ⊂ {3, 4}が先に
出現することで，状態 {3, 4}の出現を防げているといえる．
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包含関係を調べて，他のどの状態も部分集合として持たない状態P1（∀P0 ∈ Q\{P1}, P0 ⊈
P1 ∈ Q）を把握しておき，P1を部分集合にもつ遷移先状態 δ(P, a)がある場合には，その
遷移先をもつ遷移元状態 P や文字 aを優先するといったものが考えられる．さらに，P1
を部分集合にもつ遷移先 δ(P, a)が複数ある場合には，P1とサイズの近い，小さい状態か
ら選択するのがよいと考えられる．これは，図 4.13に示した例から予想できる．
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入力𝑀 = 𝑄, Σ, 𝛿, 𝐼, 𝐹 ：
：選択済みの状態
：選択待ちの状態𝐼 = 0 ,
𝛿 0 , 𝑎 = 0,1 ,
𝛿 0 , 𝑏 = 0,1,2 ,






















Algorithm 1の 9行目は，分割と粗分割の定義をもとに素朴に実装すると，Algorithm 4
のようになる．対して，Vázquezらのアルゴリズムでは，よりサイズの小さい既出の状態
に分割して状態遷移されるといった観察から考案したのが，Algorithm 5である．また，
Algorithm 5は，3行目から 10行目の forループで，R ∩ S ̸= ∅である S ∈ Qのみが P
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の更新に関与することから，その派生版としてAlgorithm 6のようなものも考えられる．
加えて，些細なことではあるが，Algorithm 1の 11行目と 13行目の状態集合と最終状態
集合の更新処理は，新たに求まった状態についてのみ行えばよいから，各行の Pを，10
行目で求めた P \ Qに置き換えてもよい．以降，提案手法にはこの指摘も含めることに
する．
Algorithm 5, 6は，S ∈ Qに対する各分割 S | δ(P, a)を計算しないなど，Algorithm 4
と相違点があるが，Algorithm 4と同様な結果 Pを出力することを次に示す．
まず，次の補題 2, 3が成り立つ．
補題 2 (Vázquez, Garćıa, and López [8]). L1, L2をアトムの和集合とすると，L1 ∩ L2及
び L1 ∩ L2 = L1 \ L2はそれぞれ，アトムの和集合である．
補題 3 (Vázquez, Garćıa, and López [8]). NFA M = (Q,Σ, δ, I, F )を，Rev(M)が到
達可能な DFAであるものとする．このとき，状態 P ∈ Qの右言語 LP,F (M)が，言語
L(M)のアトムの和集合であるならば，任意の文字 a ∈ Σについて，状態 δ(P, a)の右言
語 Lδ(P,a),F (M)は，言語 L(M)のアトムの和集合である．
補題 2, 3より，定理 8が成り立つ．
定理 8. NFA M = (Q,Σ, δ, I, F )を，Rev(M)が到達可能なDFAであるものとする．こ
のとき，9行目のPの導出にAlgorithm 5を用いたAlgorithm 1は，Mのアトミックレプ
リカを出力する．
証明. Algorithm 5が，δ(P, a)を分割したものを求めていることは明らかで，ゆえにAl-
gorithm 5を用いた Algorithm 1は入力のレプリカを出力する．ここでは，到達可能な
DFAを反転したものを入力とする場合，出力がアトミックになるように δ(P, a)が分割さ
れていることを示す．
Algorithm 1を実行すると，集合Qは最初，状態 I のみを含むが，状態 I の右言語は
LI,F (M) = L(M)であり，L(M)のアトムの和集合で表せる．
whileループにおいて，集合Qの全ての元の右言語が，アトムの和集合となっていると
仮定する．Lから取り出された状態P はQの元であり，ゆえに補題 3より δ(P, a)の右言
語は，アトムの和集合である．また，集合Pに追加されるのは，δ(P, a)とS ∈ Qに関する
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Algorithm 4 分割と粗分割の素朴な実装手法
Require: Q, δ, P, a ∈ Σ
Ensure:
∧
S∈Q S | δ(P, a)
1: P = ∅
2: R = δ(P, a)
3: for S ∈ Q do
4: P1 = R ∩ S
5: P2 = R \ S
6: if |P| > 0 then
7: temp = ∅
8: for P ′ ∈ P do
9: temp = temp ∪ {P ′ ∩ P1, P ′ ∩ P2} \ {∅}
10: end for
11: P = temp
12: else





Algorithm 5 分割と粗分割の提案実装手法 1
Require: Q, δ, P, a ∈ Σ
Ensure:
∧
S∈Q S | δ(P, a)
1: P = ∅
2: R = δ(P, a)
3: for S ∈ Q in ascending size order do
4: P1 = R ∩ S
5: P = P ∪ {P1}
6: R = R \ P1




11: P = P ∪ {R}
12: P = P \ {∅}
13: Return P
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Algorithm 6 分割と粗分割の提案実装手法 1′
Require: Q, δ, P, a ∈ Σ
Ensure:
∧
S∈Q S | δ(P, a)
1: P = ∅
2: R = δ(P, a)
3: Q′ = ∅
4: for S ∈ Q do
5: if R ∩ S ̸= ∅ then
6: Q′ = Q′ ∪ {S}
7: end if
8: end for
9: for S ∈ Q′ in ascending size order do
10: P1 = R ∩ S
11: P = P ∪ {P1}
12: R = R \ P1




17: P = P ∪ {R}
18: P = P \ {∅}
19: Return P
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違いの実験結果を図 5.1，5.2に示す．ただし，図 5.1は，入力のNFA M = (Q,Σ, δ, I, F )
のアルファベットサイズを |Σ| = 2に固定して，状態数 |Q|を変化させた場合の，出力
Atom(M) = (Q′,Σ, δ′, I ′, F ′)を求める実行時間を示している．この出力の実行時間は，
FAdo [9]を用いて，各入力条件について，ランダムに生成した 200個のDFA M0を反転
したM = Rev(M0)に対する，Atom(M)を求める時間の平均である．図 5.2は，その時
の出力の状態数である．また，各図において，Atom0(M)とあるのは，分割と粗分割に
素朴な実装手法（Algorithm 4）を用いた場合の結果であり，Atom1(M)は，提案実装手

























図 5.1: 実装手法の違いによるVázquezらのアルゴリズムの実行時間の違い（|Σ| = 2）．














図 5.2: 実装手法の違いによるVázquezらのアルゴリズムの出力の状態数の違い（|Σ| = 2）．
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時間の違いの実験結果を図 5.3に示す．ただし，図 5.3は，入力のDFA M = (Q,Σ, δ, I, F )
のアルファベットサイズを |Σ| = 2に固定して，状態数 |Q|を変化させた場合の，出力






















図 5.4に，Hopcroftによるアルゴリズムを用いたDFA最小化の例を示す．DFA M を
入力として，本アルゴリズムで状態数最小のDFA M ′の状態集合を求めると，Q′となる．
続いて，遷移関数を求める．状態 {0, 1}の文字 aによる遷移先は，Mによれば状態 {2}で
ある．しかし，Q′に状態 {2}は含まれないため，2がQ′のどの状態に含まれるかを調べ
る必要がある．素朴に実装すると，これには，|Q′|に比例する時間がかかる．同様に，状

















































































図 5.5: 提案実装手法 1′を用いた拡張BrzozowskiアルゴリズムとHopcroftによるアルゴ
リズムを用いたDFA最小化の実行時間の比較（|Σ| = 2）．
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