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Abstract
Model checking of stochastic processes has been introduced to verify functional as well as performa-
bility properties of formally speciﬁed systems. In this paper, model checking for a wide class of
stochastic ﬂuid models (SFMs) is considered. We present a branching time temporal logic, which is
similar to the continuous stochastic logic (CSL), for expressing real-time probabilistic properties of
SFMs. The model checking problem for this logic can be tackled through repetitive application of
transient and steady state analysis of a modiﬁed version of the SFM under study. The complexity
of the analysis techniques developed for SFMs depends on the size of the state space. We present
techniques that allow to reduce the state space in the solution of model checking problems. A case
study illustrates the logic and the model checking procedure.
Keywords: Model checking, probabilistic veriﬁcation, stochastic ﬂuid models.
1 Introduction
Model checking has been introduced in the 1980ies for the automatic valida-
tion of computer and communication systems. In the ﬁrst works the system
is modeled by a transition system and the property to check is expressed in
a temporal logic. Such logics, one of the ﬁrst examples is CTL [9], allow for
expressing both state-based and path-based properties of un-timed transition
systems. Model checking of un-timed transition systems has been extended in
two major directions. The ﬁrst direction is toward continuous time models.
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This direction lead to model checking of timed automata with correspond-
ing logics for expressing properties of this model class [3]. The other direc-
tion is toward stochastic models. The ﬁrst such result is for discrete time
Markov chains (DTMCs) with a corresponding logic to express characteristics
of DTMCs [14]. Model checking of continuous time Markov chains (CTMCs)
can be seen as the combination of these two directions [4,5].
In order to model continuous quantities (like temperature) with the men-
tioned model classes, the continuous quantity must be discretized. Both in
the area of model checking and in the area of performance analysis there are
model classes that allow for modeling continuous quantities directly.
In the area of model checking, hybrid automata (HA) [2] have been intro-
duced for the veriﬁcation of real-time systems in non-deterministic environ-
ments. A state of a HA is described by a discrete component (the location)
and a continuous component (values of the real variables of the HA). Locations
can change through transitions whose enabledness depends on the values of
the real variables. The real variables change according to instantaneous rates
and can be set to a given value when a transition is taken.
In the area of stochastic processes, from the 1980ies onwards SFMs have
been increasingly used for the performance analysis of such communication
and manufacturing systems in which modeling with continuous quantities is
either important or more convenient. The state space consists of a discrete
component and a continuous one described by a vector of real values (these
real values will be referred to as ﬂuid levels as well). The discrete component
changes due to transitions, the continuous component according to instanta-
neous rates. Both the transition rates and the instantaneous rates can depend
both on the discrete and on the continuous component of the state space.
With SFMs one can model a wide range of non-Markovian behaviours like
deterministic or ﬁnite-support durations which are important in the area of
real-time systems and cannot be modeled by continuous-time Markov chains.
In this paper we take a ﬁrst step toward model checking of SFMs which, to
the best of our knowledge, has not been addressed before.
Model checking of SFMs requires a temporal logic for the description of the
properties. The logic we propose is very similar to CSL of [5]. Decidability for
CSL over CTMCs is known from [4]. Decidability of the presented logic over
the considered class of SFMs can be proved following [4]. The model checking
problem for the logic can be resolved by repetitive application of transient and
steady state analysis of a modiﬁed version of the SFM under study.
The paper is organized as follows. Section 2 describes the considered class
of SFMs. In Section 3 we discuss the possible paths of a SFM and describe
the probability measure over sets of paths. The logic for expressing properties
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of SFMs is discussed in Section 4. Algorithms for model checking are given in
Section 5. A short description of a possible numerical procedure is presented in
Section 6. Section 7 presents an application example. The paper is concluded
in Section 8.
2 The Considered Class of SFM
In this section we describe the considered class of SFMs and the corresponding
transient and steady state measures.
The ﬁnite number of discrete states is denoted by N , the number of real
values that describe the continuous component of the state by F . The ith
real value is bounded by 0 and Bi. The state of the process is determined
by the pair (m,x) where 1 ≤ m ≤ N is the discrete component and x is
the real valued vector describing the continuous component. The state of the
process at time t will be denoted by M(t) = (m(t),x(t)). In the following we
introduce the matrices that describe the dynamic behaviour of the process in
time.
The discrete component m(t) changes as a result of discrete state transi-
tions. We introduce the matrix Q(x) that describes the transitions between
discrete states. Entry qij(x) of Q(x) describes the ﬂuid level dependent, in-
stantaneous transition rate from discrete state i to discrete state j when the
continuous component of the state is x. If the process is in discrete state i
and the ﬂuid level is x, then the probability that a discrete state transition
to state j occurs in an inﬁnitesimal interval of time dt is qij(x) dt. In fact,
the process m(t) can be seen as an inhomogeneous CTMC where inhomo-
geneity is due to the dependence on the continuous component of the state
space. The total exit rate when the process is in state (i,x) is denoted by
qi(x) =
∑N
j=1,j =i qij(x).
The continuous component of the state changes according to instantaneous
rates which can depend both on the discrete and on the continuous part of the
state. For every 1 ≤ k ≤ F , let us denote by Rk(x) the diagonal matrix whose
entry in position (i, i), 1 ≤ i ≤ N , denoted by rk,i(x) gives the instantaneous
change of ﬂuid level k when the process is in state (i,x). The boundaries on
the ﬂuid levels are taken into account by imposing that
rk,i(x) = 0, ∀xk ∈ [0, Bk], 1 ≤ k ≤ F, 1 ≤ i ≤ N.(1)
The matrices Q(x) and Rk(x), 1 ≤ k ≤ F , together with the distribution of
the initial state completely deﬁne the stochastic behaviour of the SFM.
For each discrete state i, 1 ≤ i ≤ N , we denote by πi(t,x) the density of
ﬁnding the SFM at time t in discrete state i with continuous component x.
Transient analysis is aimed at computing this quantity whose stochastic be-
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haviour is governed by a set of integral-diﬀerential equations. These equations
are derived in [16]. In particular, written in matrix-vector notation:
π(t,x)Q(x) =
∑
1≤j≤F
∂(π(t,x)Rj(x))
∂xj
+
∂π(t,x)
∂t
(2)
π(0,x)=α(x)(3)
where α(x) denotes the initial distribution. Boundary conditions are not nec-
essary [10] thanks to the deﬁnition of Rk(x), 1 ≤ k ≤ F , in (1). Techniques for
transient analysis are presented in [16,10,11,7,13]. The transient probabilities
when the system is started with initial state distribution α(x) will be denoted
by παi (t,x), 1 ≤ i ≤ N . The initial distribution with which the system starts
in state (m,x) with probability 1 is denoted by δ(m,x).
We assume that steady state exists for any initial state. Steady state
probabilities when the system is started with initial distribution α(x) will be
denoted as πα(x) = limt→∞ π
α(t,x). Techniques for steady state analysis,
when the system has no absorbing state and π(x) = παi (x) for any initial
distribution α(x), are described in [10,17]. In particular, the steady state
solution can be obtained by solving the system of partial diﬀerential equations
∑
1≤k≤F
∂(π(x)Rk(x))
∂xk
=π(x)Q(x)(4)
B1∫
0
· · ·
BF∫
0
π(x)dx1 · · · dx2 1=1,(5)
where 1 is a vector of size N with all the components equal to 1.
3 Paths
In this section we discuss which paths in a SFP are possible and describe the
probability measure over the paths. The diﬃculty compared to the case of
MRMs [5] is caused by the dependence of transition rates on the continuous
component of the marking.
3.1 Possible Paths of a SFM
We start by discussing inﬁnite paths. In a SFM, an inﬁnite path σ is given
by an inﬁnite sequence (m0,x)
t0−→ (m1)
t1−→ (m2)
t2−→ . . . with 0 ≤ xi ≤
Bi for all 1 ≤ i ≤ F , 1 ≤ mi ≤ N and ti > 0 for all i ≥ 0. The path
represented by σ starts in initial state (m0,x). Then, in order to describe the
trajectory, the sequence contains the time elapsed between every two discrete
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state transitions (ti, i ≥ 0) and the discrete state reached after the ith state
transition (mi, i ≥ 1).
In order to express certain properties of a path σ, we introduce the follow-
ing notation. The ith discrete state of the sequence is denoted by σdi = mi.
We denote by σti the instant of the ith state change, i.e. σ
t
i =
∑i−1
j=0 ti, i ≥ 1.
Further, let σd(t) and σc(t) stand for the discrete and continuous part of the
state occupied at time t, respectively. For t ≥ 0, let i(t) denote the smallest
index i with t ≤
∑i
k=0 tk, i.e. the index of the instant of the last discrete
state transition before t. Then we have σd(t) = σdi(t). Regarding continuous
component, σck(t), 1 ≤ k ≤ F , is deﬁned by the implicit equation
σck(t) = xk +
t∫
0
rk,σd(u)(σ
c(u)) du .(6)
Note that the above implicit equation, subject to the dependence of the ﬂow
rate on the ﬂuid levels, can often simplify to an explicit one.
Next we have to distinguish between valid and invalid paths. We call
a path valid if it can appear in the SFM with positive probability. Two
conditions must hold for an inﬁnite path to be valid. First, at the instant of a
discrete state change the transition rate between the two discrete states must
be positive. Formally, a valid sequence σ composed as (m0,x)
t0−→ (m1)
t1−→
(m2)
t2−→ . . . must satisfy for all i ≥ 0
qmimi+1(σ
c(σti+1)) > 0 .(7)
Second, it must be possible that the process stays ti amount of time in state
mi, i.e., it must hold for all i ≥ 0 that
exp
⎛
⎜⎝−
σti+1∫
σti
qmi(σ
c(u))du
⎞
⎟⎠ > 0 .(8)
The above condition does not hold if there is such a ﬂuid level dependent tran-
sition rate that forces a discrete state change before ti time units elapse. For
example, if reaching a given ﬂuid level causes an immediate state transition,
the instantaneous transition rate contains a Dirac impulse and the left side of
(8) can become 0.
Now we turn our attention to ﬁnite paths. A ﬁnite path is a ﬁnite sequence
(m0,x)
t0−→ (m1)
t1−→ . . .
tn−1
−→ (mn) where 0 ≤ xi ≤ Bi for all 1 ≤ i ≤ F ,
1 ≤ mi ≤ N and ti > 0 for all 0 ≤ i ≤ n. In this case, σ
d
i = mi is deﬁned only
for i ≤ n. By setting tn = ∞ we have σ
d(t) and σc(t) as deﬁned above.
For a ﬁnite path to be valid (7) and (8) must hold for all 0 ≤ i ≤ n.
Moreover, it is necessary that the process can be “absorbed” in the last discrete
M. Gribaudo, A. Horváth / Electronic Notes in Theoretical Computer Science 128 (2005) 295–310 299
state of the sequence. For this the following condition must hold
exp
⎛
⎜⎝−
∞∫
σtn
qmn(σ
c(u)) du
⎞
⎟⎠ > 0 .(9)
3.2 Probability of a Set of Paths of SFMs
In order to perform model checking of CSL formulae, it is necessary to be able
to compute, given a set of paths, the probability that the path followed by the
model is in the set. This requires a probability measure over the paths which
we describe in this section. This issue was discussed for DTMCs ﬁrst [18,14].
For CTMCs and MRMs it is presented in [5] and [6], respectively.
For what concerns SFMs, the diﬃculty lies in the fact that the transition
rates between discrete states can depend on the ﬂuid level. The density of a
valid inﬁnite path σ = (m0,x)
t0−→ (m1)
t1−→ (m2)
t2−→ . . . is
f(σ) =
∞∏
i=0
qmimi+1(σ
c(σti+1))
exp
(
−
∫ σti+1
σti
qmi(σ
c(u)) du
)(10)
Factor i of the multiplication gives the density of the time to the next state
change. In order to get the probability of a set of paths, (10) has to be
integrated accordingly. For ﬁnite paths σ = (m0,x)
t0−→ (m1)
t1−→ . . .
tn−1
−→
(mn) the density becomes
f(σ) =
⎛
⎝n−1∏
i=0
qmimi+1(σ
c(σti+1))
exp
(
−
∫ σti+1
σti
qmi(σ
c(u)) du
)
⎞
⎠ exp
⎛
⎜⎝−
∞∫
σtn
qmn(σ
c(u)) du
⎞
⎟⎠ ,(11)
i.e. at the end of the sequence we multiply by the probability that the process
is “absorbed” in discrete state mn.
We have to make a remark on inﬁnite paths for which
∫
i=0
ti converges
(Zeno paths, [3]). In the case of CTMCs every such path has probability 0 by
the nature of CTMCs. On the contrary, for what concerns SFMs, it is possible
to construct models in which Zeno paths occur with positive probability. Such
models can be built through ﬂuid level dependent transition rates that contain
Dirac impulses. These transition rates can force the model to perform discrete
state changes when a certain ﬂuid level is reached, and so they can give rise to
Zeno paths. We assume that in the SFM being studied every Zeno path has
probability 0. This assumption is made for two reasons. First, the presence
of Zeno paths with positive probability would require a special treatment of
the probability measure over the paths. Second, in the theory of real-time
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systems, it is traditionally assumed that time “progresses” which is not the
case for a Zeno path [3].
4 Temporal Logic for SFMs
This section provides the syntax and the semantics of the temporal logic we
use to express properties of FPSNs. Since this logic is similar to CSL, we give
only a brief presentation based on previous works [4,5].
CSL is inspired by the non-stochastic, discrete branching time logic CTL
and its extensions. CTL was introduced in [9] for reasoning about qualitative
program correctness. Later on, CTL was extended in two major directions.
On the one hand, toward expressing properties of stochastic processes. The
ﬁrst such extension is PCTL which allows for expressing properties of paths in
DTMCs [14]. On the other hand, toward expressing properties of continuous
time systems [1]. CSL, presented in [4], can be seen as the combination of
these two directions. In recent works [5] CSL was extended with an operator
for expressing steady state characteristics of the system being studied.
In order to express properties of a SFM, the model is complemented with
a labeling function L which assigns to each discrete state i a set Li of atomic
propositions that are valid in discrete state i. The syntax of the state and
path formulae for SFMs is deﬁned by the following grammar
state formulae: Φ ::= tt | a | xi  r | Φ ∧ Φ | ¬Φ | Sr(Φ) | Pr(ψ)
path formulae: ψ ::= XI Φ | Φ UI Φ
(12)
where a is an atomic proposition, xi denotes the real value describing ﬂuid
level i with 1 ≤ i ≤ F , r ∈ IR,  ∈ {<,≤,=,≥, >} and I is an interval on
the real line.
Semantics of the logic will be straightforward to the reader familiar with
CSL. Simple state formulae and state formulae are interpreted over the state
space of a SFM. As usual, the meaning of a given formula is given through the
satisfaction relation between a state (m,x) of the SFM and a state formula.
The satisfaction relation, denoted by |=, is deﬁned as
(i) (m,x) |= tt for every state,
(ii) (m,x) |= a if and only if a ∈ Lm, i.e. atomic proposition a is true in
discrete state m,
(iii) (m,x) |= xi  n if and only if entry i of the continuous component of
state (m,x) is  n, i.e., xi  r,
(iv) (m,x) |= Φ1 ∧ Φ2 if and only if (m,x) |= Φ1 and (m,x) ∧ Φ2,
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(v) (m,x) |= ¬Φ if and only if (m,x) |= Φ,
(vi) (m,x) |= Sr(Φ) if and only if
N∑
i=1
∫
{y:(i,y)|=Φ}
π
δ(m,x)
i (y) dy  r,(13)
i.e., starting the system from state (m,x) the steady state probability
that the process is in a state satisfying Φ meets the condition  r,
(vii) (m,x) |= Pr(ψ) if and only if∫
{σ:σd(0)=m,σc(0)=x,σ|=ψ}
f(σ) dσ  r,(14)
i.e., the probability that the process started from (m,x) moves along a
path satisfying ψ meets the condition  r.
The path formulae as well will be deﬁned through the corresponding sat-
isfaction relation, denoted again by |=. The relation, which is between a path
of the SFM and a formula, is deﬁned as
(i) σ |= XI Φ if and only if the sequence contains at least one discrete state
change, (σd(σt1),σ
c(σt1)) |= Φ and σ
t
1 ∈ I, i.e., a path satisﬁes XI Φ if its
ﬁrst discrete state change takes place in the time interval I and leads to
a state which satisﬁes Φ,
(ii) σ |= Φ1 UI Φ2 if and only if ∃t ∈ I such that (σ
d(t),σc(t)) |= Φ2 and
for all t′ < t, (σd(t′),σc(t′)) |= Φ1, i.e., the formulae Φ1 UI Φ2 is true
for a path for which exists a time instant inside the interval I in which
the state occupied by the process satisﬁes Φ2 and in all preceding time
instants the state of the process satisﬁes Φ1.
For a discussion on the types of performance and dependability properties
that one can express with the above logic we refer to [5].
5 The Model Checking Problem
This section starts with considering veriﬁcation of simple state formulae that
contain only a single temporal operator. Section 5.1 gives an algorithm for the
veriﬁcation of these formulae through appropriate transient and steady state
analysis adopting the idea presented for CTMCs in [5]. Section 5.2 presents
an algorithm for the full class of formulae.
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5.1 Veriﬁcation of State Formulae without Nesting
Veriﬁcation of a state formula without the operators S and P is straightfor-
ward. The procedure for verifying a formulae containing only the steady state
operator S follows directly from the semantics of the logic. Veriﬁcation of
such formulae requires the computation of the quantity given in (13).
Our algorithm for the veriﬁcation of state formulae like Pr(Φ1 UI Φ2)
follows the approach proposed in [5]. Instead of computing (11), we modify the
generator matrices of the SFM and perform transient analysis on the modiﬁed
process. Let QΦ(x) and Rk
Φ(x), 1 ≤ k ≤ F , where Φ is a state formulae
denote the matrices that describe the stochastic behavior of F modiﬁed in
such way that the process is “stopped” in those states that do not satisfy Φ.
The SFM modiﬁed in this way will be denoted as FΦ. Formally, entries of the
matrices QΦ(x) and Rk
Φ(x), 1 ≤ k ≤ F , are given as
qΦij(x) =
⎧⎨
⎩
qij(x) if (i,x) |= Φ,
0 if (i,x) |= Φ,
and rΦk,i(x) =
⎧⎨
⎩
rk,i(x) if (i,x) |= Φ,
0 if (i,x) |= Φ,
where 1 ≤ i, j ≤ N and 1 ≤ k ≤ F . Then we remove from FΦ all the
absorbing states, that is all the states such that qΦi (x) = 0.
In order to compute the probability measure of the set of paths satisfy-
ing Φ1 U Φ2 starting in (m,x) we need to start by performing computations
on the SFM FΦ1. This is because we have to consider only those trajec-
tories for which at time inf(I) Φ1 is true. This can be done by computing
the transient probabilities in FΦ1 up to time instant inf(I) with initial state
(m,x) according to (2) and (3). We will denote these transient probabilities
as π
δ(m,x)
i [Φ1](inf(I),y), 1 ≤ i ≤ N . Naturally, if inf(I) = 0, this step does not
require any computation. Note that the state space of FΦ1 can be signiﬁcantly
smaller than the state space of F .
We then compute the quantity bΦ1UIΦ2 as
bΦ1UIΦ2 =
N∑
i=1
∫
{y:(i,y)|=Φ1∧Φ2}
π
δ(m,x)
i [Φ1](inf(I),y) dy(15)
which is the probability that up to inf(I) the process moved along states which
satisfy Φ1 and the state at time instant inf(I) satisﬁed Φ1.
Next we take into consideration FΦ1∧¬Φ2 , i.e. we consider only those states
that satisfy Φ1 but not Φ2. We compute the initial probability density function
α for SFM FΦ1∧¬Φ2 as
αi(y) =
⎧⎨
⎩
π
δ(m,x)
i [Φ1](inf(I),y) if (i,y) |= Φ1 ∧ ¬Φ2,
0 if (i,y) |= Φ1 ∧ ¬Φ2,
(16)
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i.e., we set to 0 the density for the states that do not satisfy Φ1 ∧¬Φ2. Natu-
rally, it is possible that α is a defective distribution.
Then we perform transient analysis of FΦ1∧¬Φ2 up to time instant sup(I)−
inf(I) starting with initial probability density α complemented the compu-
tations with the calculation of the quantity cU(t) which we describe soon.
Equations (2) and (3) become
π(t,x)Q(x) =
∑
1≤j≤F
∂(π(t,x)Rj(x))
∂xj
+
∂π(t,x)
∂t
(17)
dcU(t)
dt
=
N∑
i=1
N∑
j=1,j =i
∫
{y: (i,y)|=Φ1∧¬Φ2 ∧ (j,y)|=Φ2}
πi(t,y)qij(y) dy +(18)
+
F∑
j=1
N∑
i=1
⎛
⎜⎜⎝
∮
y∈B+j,i
rj,i(y)πi(y) dy−
∮
y∈B−j,i
rj,i(y)πi(y) dy
⎞
⎟⎟⎠
π(0,x)=α(x), cU(0) = 0.(19)
where B+j,i ( B
−
j,i) denotes the boundary of proposition Φ1 and proposition Φ2
in discrete state i for ﬂuid level j with positive (negative) rate, that is
B+j,i = {y : ((i,y
−j) |= Φ1 ∧ ¬Φ2) ∧ ((i,y
+j) |= Φ2)) ∧ rj,i(y) > 0},(20)
B−j,i = {y : ((i,y
+j) |= Φ1 ∧ ¬Φ2) ∧ ((i,y
−j) |= Φ2)) ∧ rj,i(y) < 0}(21)
where
y+j = [y1, . . . , yj−1, lim
y→y+j
y, yj+1, . . . , yF ],(22)
y−j = [y1, . . . , yj−1, lim
y→y−j
y, yj+1, . . . , yF ].(23)
Intuitively, quantity cU(t) accumulates the probability of reaching a state
in which the formula Φ1UIΦ2 becomes true at time t. This is done by taking
into account the three terms on the right hand side of (18). The ﬁrst term
accounts for the case when Φ2 becomes true as a result of a discrete state
change. In particular, it accounts for all the state jumps from a state (i,y)
where Φ2 is false to a state (j,y) where Φ2 is true. The second and third terms
take into account all the inﬁnitesimal ﬂuid changes in a state i that make Φ2
true. In particular, B+j,i (B
−
j,i) deﬁnes the boundary that increasing (decreasing)
ﬂuid level j has to cross to make Φ2 true. The second term integrates over all
the changes that makes Φ2 true in a positive direction, while the third takes
into account the negative direction. If sup(I) = ∞, steady state probabilities
are computed.
It is easy to see that a state (m,x) satisﬁes the formula Pr(Φ1 UI Φ2) if
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and only if
bΦ1UIΦ2 + cU(sup(I)− inf(I))  r.(24)
Note that, despite the appearance of the equations that lead to the solution,
veriﬁcation of a formula with temporal operator U can be less expensive than
traditional transient analysis because the state spaces of FΦ1∧¬Φ2 and FΦ1 can
be signiﬁcantly smaller than the state space of F .
Now we turn our attention to formulae like Pr(XIΦ). As above we con-
struct a modiﬁed SFM. Assume that the discrete component of the state to be
veriﬁed is m. Let Qm(x) and Rk
m(x), 1 ≤ k ≤ F , denote the matrices that
describe the stochastic behaviour of F modiﬁed in such a way that the process
is “stopped” in those states whose discrete component is not m. Entries of
these matrices describing the modiﬁed SFM Fm are deﬁned as
qmij (x) =
⎧⎨
⎩
qij(x) if i = m,
0 if i = m,
and rmk,i(x) =
⎧⎨
⎩
rk,i(x) if i = m,
0 if i = m,
where 1 ≤ i, j ≤ N and 1 ≤ k ≤ F . The formula Pr(XIΦ) can be veriﬁed
for a state (m,x) through the following algorithm. In particular, the system
of partial diﬀerential equations in (2) reduces to a single partial diﬀerential
equation coupled with an ordinary diﬀerential equation:
πm(t,x)qmm(x)=
∑
1≤j≤F
∂πm(t,x)
∂t
+
∂(πm(t,x)rj,m(x))
∂xj
(25)
dcX(t)
dt
=1(t > inf(I))
N∑
j=1,j =m
∫
{y:(j,y)|=Φ}
πm(t,y)qmj(y) dy(26)
π(0,x)= δ(m,x), cX(0) = 0,(27)
where 1(t > inf(I)) is the indicator function that returns 1 if t > inf(I), 0
otherwise.
State (m,x) satisﬁes the formula Pr(XIΦ) if and only if
cX(sup(I))  r.(28)
Note that in the case of the computation of Pr(XI Φ) the computational
advantage due to the state space reduction is even more evident since the
model reduces to a single discrete state.
5.2 Veriﬁcation of Nested State Formulae
For what concerns formulae with nested probabilistic operators, the idea of
the model checking procedure for CTL [8] could be followed. In order to verify
if a state (m,x) satisﬁes a nested state formulae, one computes recursively the
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set of all the states that satisfy the formula and then check whether (m,x) is
present in the set. In order to do this, one has to be able to compute the set
of states that satisﬁes non-nested probabilistic state formulae. Since the state
space of the model is hybrid, this is not straightforward. In particular, we
should determine for all (m,x), 1 ≤ m ≤ N, 0 ≤ xi ≤ Bi, 1 ≤ i ≤ F whether
it satisﬁes the formula. This can be very expensive from a computational point
of view. We have already noted that in many cases state formulae allow us to
consider only a part of the state space which results in lighter computation.
But even with these simpliﬁcations, the complexity of the computation can
remain high.
6 Numerical Solution
As described above, the model checking problem can be solved through tran-
sient and steady state analysis of a modiﬁed SFM. The complexity of the
numerical solution depends both on the structure of the SFM and on the
chosen numerical technique. Several analytical and simulation techniques are
known for SFMs [16,10,11,7,13,17], however, none of these perform well in
general and one has to choose among them with care. Because of its com-
plexity, a detailed discussion of the application of these techniques for model
checking is out of the scope of this paper and remains future work. In the
following we brieﬂy discuss one of the possible numerical solutions.
Consider the case when the system has a single ﬂuid variable. The upwind
semi-discretization (see [16]) discretizes the ﬂuid level at a constant step ∆x,
and approximates partial derivatives using ﬁnite diﬀerences in the upwind
direction. The discretized system of equations becomes a system of ordinary
diﬀerential equations that can be solved using uniformization.
In order to compute SAT (Pr(Φ1 UI Φ2)), the solution of (2) on F
Φ1
must be computed for every discretized state such that (i, k∆x) |= Φ1. Then,
the initial distribution α and the probability bΦ1UIΦ2 must be computed using
respectively (16) and (15). Finally the system of partial diﬀerential equations
of (17) must be solved. If inf(I) = 0, only this last step is necessary and
the solution task simpliﬁes. If the number of discretized states that satisfy
Φ1 is n, then the complexity is o(n
2dm) where ndm is the complexity of a
randomization step of a process with n states, d non-zero entries in each row
of its generator matrix and where m is a factor proportional to sup(I).
In order to compute SAT (Pr( XI Φ)), (25) must be solved for every dis-
crete state i on every discretized ﬂuid level j∆x. Since only a single discrete
state is considered in every iteration, the solution is signiﬁcantly faster than
transient analysis of the whole SFM. Note that if inf(I) = 0, two steps of uni-
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formization must be performed. First, the solution up to time inf(I), without
considering (26), is computed. The second step takes into account what hap-
pens between inf(I) and sup(I). If n is the number of discretized states of
the model and k is the number of discretization points (i.e. k = 
B1/∆x),
n = Nk), then the complexity is o(nkdm) where kdm is the complexity of
a randomization step as above. Note that d = 3 since only the terms corre-
sponding to the ﬂuid moving in one direction, and jumping out of the states
are considered.
6.1 Future Work
The proposed solution technique is preliminary and still suﬀers from many
drawbacks. It considers a discretized version of the state space which is only an
approximation of the continuous variables. Moreover, it repeats the transient
analysis on every discretized point of the state state. When analysing the
results, we can observe that formulae remain true on dense intervals with a
ﬁnite (and small) number of boundaries where they change their value. Also,
the accuracy of the intervals deﬁning SAT (Φ) are implicitly deﬁned by the
discretization step ∆x. In our future work we intend to study new techniques
that exploit monotonicity properties to compute the boundaries of SAT (Φ)
with a given accuracy, in a smaller number of steps.
7 Application Example
Fluid models have been used in the literature to model complex safety sys-
tems. In particular, in [12] various techniques have been proposed to analyze
the model of a power plant using ﬂuid Petri nets. In that work, stochastic
formalisms were used for the evaluation of performance related indices, while
other formalisms, such as hybrid automata [15], were used for the veriﬁcation
of safety speciﬁcations. In this section we apply the proposed technique to
the probabilistic description of the power plant.
In particular we consider a simpliﬁed version of the model presented in
[12]. This model is depicted in Figure 1. The model represents a single
reactor power plant. The reactor can be either operating (reactor on) or
idle (reactor oﬀ). The user demand alternates between low and high. The
temperature is modeled by a real valued quantity denoted by x1. When the
reactor is on, the temperature increases at rate ron. High (low) user demand
causes the temperature to decrease at rate rhigh (rlow). The sum of these
eﬀects gives the instantaneous rate of change of the variable x1. If the reactor
reaches the temperature thigh, the fuel injection must be stopped. This is
done by a discrete state transition whose instantaneous rate depends on x1.
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Fig. 1. SFM model of a power plant
This instantaneous rate is 0 when x1 ≤ thigh and λd otherwise. When the
temperature drops below tlow, the fuel injection must be turned on again. This
is modeled through a discrete state change whose rate is 0 when x1 ≥ tlow and
λu otherwise. Both the shut down and the restart of the fuel injection requires
some time, represented by the transition rates of λd and λu, respectively. In
Figure 1 the state transitions whose rate depend on x1 are represented by
dashed lines.
Numerical parameters of the model are as follows. The temperature has
been scaled such that tlow = 1 and thigh = 3. Also minimal and maximal
temperatures are set such that x1 must be in the interval [0, 4]. Temperature 0
represents the situation when users are not served anymore, while 4 represents
an accident. The rates of the various transitions have been set as λd = 10,
λu = 10, λh = 1, λl = 1. The rates of change for the temperature are ron = 2.5,
rhigh = 2 and rlow = 1.
The partial diﬀerential equations describing the model have been solved
using the techniques presented in Section 6. In all the examples, the discretiza-
tion parameter has been chosen to be ∆x1 = 0.01. Note that the precision of
the results is determined by the value of the discretization parameter. More
accurate results can be obtained by using a smaller discretization interval,
or a non uniform discretization technique that reﬁnes the solution near the
expected solutions. First we consider the formula P>p0(x1 > thigh U[0,τ0] x1 <
thigh) which checks if the system having critically high temperature reaches a
safe state (temperature x1 < thigh) in less than τ0 time units with a probabil-
ity greater than p0. Table 1 summarizes those states of the discretized state
space that satisfy the formula for p0 = 0.9, τ0 = 5. As a second example, we
consider the formula P>p1(x1 > thigh U[0,τ1] (x1 = 4)) which identiﬁes those
dangerous states where the temperature is high and the probability of having
Table 1
Safe states
Discrete state Temperature
reactor on, high demand 0 ≤ x1 ≤ 3.85
reactor on, low demand 0 ≤ x1 ≤ 3.66
reactor oﬀ, high demand ∀x1
reactor oﬀ, low demand ∀x1
M. Gribaudo, A. Horváth / Electronic Notes in Theoretical Computer Science 128 (2005) 295–310308
Table 2
Dangerous states
Discrete state Temperature
reactor on, high demand x1 ≥ 3.89
reactor on, low demand x1 ≥ 3.88
an accident shortly thereafter is higher then p1. Table 2 presents the results
for p1 = 0.9, τ1 = 5. In this case the proposition is never satisﬁed in states
where Pd is marked. All the computations were done on a 866 MHz Pentium
III laptop PC and took less than 10 seconds each.
8 Conclusions
In this paper we have presented a ﬁrst step toward model checking of a gen-
eral class of stochastic models. The state space of this class is hybrid, and
allows for posing dependencies between the behavior of the discrete part and
the behavior of the continuous part. This allows complex non-Markovian be-
havior to be modelled. For expressing properties a logic similar to CSL was
deﬁned. The model checking problem for this logic can be solved through
appropriate transient and steady state analysis. The set of equations that
must be solved to perform the analysis has been presented, and a preliminary
numerical technique, based on upwind semi-discretization has been proposed.
Possible future works and research directions regarding the solution techniques
have been pointed out. A simple example illustrated the model checking pro-
cedure.
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