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 .  .Consider the degenerate parabolic boundary value problem u s Dw u q f ut
 . N w ..on V = 0, ` in which V is a bounded domain in R and the C 0, ` functions f
 .  .  .and f are nonnegative and nondecreasing with w s f s ) 0 if s ) 0 and w 0 s 0.
Assume homogeneous Neumann boundary conditions and an initial condition that
is nonnegative, nontrivial, and continuous on V. Because the function w is not
sufficiently nice to allow this problem to have a classical solution, we consider
generalized solutions in a manner similar to that of Benilan, Crandall, and Sacks
w  . xAppl. Math. Optim. 17 1988 , 203]224 . We show that this initial boundary value
`   ..problem has such a nonnegative generalized solution if and only if H dsr 1 q f s0
s `. Q 1998 Academic Press
Key Words: degenerate parabolic equation; global solution; finite time blowup;
Neumann boundary condition; generalized solution.
INTRODUCTION
We consider the initial-boundary value problem,
u s Dw u q f u in Q ' V = 0, ` , 1 .  .  .  .t `
­w u .
s 0 on ­ V = 0, ` , 2.  .
­n
u x , 0 s u x G 0 on V , 3 .  .  .0
where V is a bounded domain in RN with smooth boundary, ­ V, and
­r­n is the derivative in the outward normal direction. The functions w
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w ..and f are nondecreasing, nonnegative C 0, ` functions satisfying
 .  .  .w s f s ) 0 if s ) 0 and w 0 s 0. The function u is nonnegative,0
 .  .nontrivial, and continuous on V. Because classical solutions of 1 ] 3 do
not, in general, exist, we consider generalized solutions in a sense similar
w xto that of Benilan, Crandall, and Sacks 4 . We prove that a necessary and
sufficient condition for the existence of such a nonnegative generalized
 .  .solution of 1 ] 3 is
` ds
s `. 4 .H 1 q f s .0
w xUsing the Levine 15 convention that finite time blowup means there is no
global solution, we can also state our result as follows: Generalized
 .  .  .solutions in our sense of 1 ] 3 will blow up in finite time if and only if
` ds
- `. 5 .H 1 q f s .0
 `  .Note that this condition is equivalent to having H dsrf s - ` for someR
.R ) 0.
 .Blowup or global nonexistence results for nonnegative solutions of
nonlinear parabolic equations have been of interest to numerous authors
 w x .for decades. See 6, 15, 17 , and their references. Our goal here is to show
 .  .that the constitutive function f alone determines whether 1 ] 3 has a
 .global generalized solution, assuming nonnegative, nontrivial initial data.
 .We are particularly interested in the case where f 0 s 0 and w is
nonlinear.
In general, the constitutive functions w and f do not themselves
 .determine the existence of finite time blowup although condition 5 is
usually cited as being necessary. In particular, blowup for neither the
 .homogeneous Dirichlet problem nor for the Cauchy problem for 1 can be
discerned solely on the basis of the constitutive functions. Indeed, Levine
w x15 cites examples in both cases where blowup depends on the size of the
 .  .initial data. For example, the Cauchy problem for 1 with w u s u and
 . pf u s u , p large, has a finite blowup time if the initial data is large but
 w xhas a global solution for sufficiently small initial data. See 8 and
 . w x .Theorem F of 15 . A similar phenomenon occurs for the homogeneous
 w x  . w x .Dirichlet problem. See 9 and Theorem BPM of 15 . For homogeneous
Robin boundary conditions, most investigations revolved around blowup
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for the problem,
u s Du q l f u , Q ' V = 0, T , .  .t T
­ u 6 .
a q b u s 0, ­ V = 0, T , .
­n
 .where a and b are nonnegative functions or constants and the function
 .f is required to satisfy other restrictions e.g., convex and strictly positive
 .  w x .in addition to being nondecreasing and satisfying 5 . See, e.g., 2, 3, 13 .
In these articles, finite time blowup is established provided the positive
parameter l is greater than some critical value determined by the steady
state problem for the same equation. For values of l smaller than the
critical value, existence of a finite time blowup apparently remains an open
question. For homogeneous Neumann boundary conditions, as we study
w x.here, there seem to be only two articles 3, 11 where the results pertain
w x  .directly to the problem at hand. Bellout 3 , as a special case of 6 , obtains
blowup results which are considerably weaker than here because of the
strong conditions needed on f , as previously cited. Imai and Mochizuki
w x11 consider, among other things, the Neumann problem for
a ¨ s D¨ q f ¨ . .  . . t
 .This problem, of course, can be put into the form of 1 by letting
 .u s a ¨ . In addition to the numerous restrictions on a and f , one of
 .which corresponds to 5 , they also require that the nonnegative initial
condition to be sufficiently large in relation to the principal eigenvalue of
the operator yD on the domain V. This leaves open the possibility that
blowup may not occur if the initial data is sufficiently small. Here we show
 .that this cannot occur; that is, no generalized solution in our sense can
exist.
We note that although our results show that neither the diffusion term
nor the initial value plays a role in the existence of a finite time blowup for
our problem, the diffusion term does play a crucial role in determining the
nature of the blowup such as whether it is complete or incomplete. See
w x .10 .
MAIN RESULTS
 .It is well known that Eq. 1 does not, in general, have a classical
 w x .solution. See 1, 11, 16 and their references. It is therefore necessary to
work with a weaker formulation of a solution. Our definition of a general-
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ized solution is in the same spirit as that of Benilan, Crandall, and Sacks
w x4 in which the generalized solution is given as a limit of a sequence of
solutions to approximating problems.
DEFINITION. The sequence of problems,
­ un s Dw u q f u in Q , 7 .  .  .n n n n `­ t
­w u .n n s 0 on ­ V = 0, ` , 8.  .
­n
u x , 0 s u x on V 9 .  .  .n 0, n
 .  .is called a sequence of approximating problems for 1 ] 3 if the sequences
 4  4  4w , f , and u satisfy the following,n n 0, n
X3w g C 0, ` , w 0 s 0, w ) 0,.  . .n n n
10 .5 5lim w y w s 0,` , Sn
nª`
X1f g C 0, ` , f G 0, f ) 0,. .n n n
11 .5 5lim f y f s 0,` , Sn
nª`
`u g C V , u G 0, .0, n 0, n
12 .5 5lim u y u s 0.` , V0, n 0
nª`
 .  . w .The limits in 10 and 11 must hold for every compact subset S of 0, ` .
 4Furthermore, a sequence u of unique classical solutions to the approxi-n
 .  .mating problems 7 ] 9 is called a sequence of approximating solutions to
 .  .the problems 1 ] 3 . Finally, a nonnegative function u defined on Q is a`
 .  .  4generalized solution of the problems 1 ] 3 if there exists a sequence un
of approximating solutions which, for every T ) 0, converges to u weakly
1 . 5 5in L Q and sup u - `.`, QT n n T
We now state our main result.
 .THEOREM. Let u be a nonnegati¨ e, nontri¨ ial function in C V and0
w ..assume that the functions w and f are nondecreasing, nonnegati¨ e C 0, `
 .  .  .  .functions satisfying w s f s ) 0 for s ) 0 and w 0 s 0. Then condition 4
is both necessary and sufficient for the existence of a generalized solution of the
 .  .initial boundary ¨alue problems 1 ] 3 . In other words, generalized solutions
 .  .  .of 1 ] 3 will ha¨e finite time blowup if and only if 5 holds.
 .Remark. The requirement that f s ) 0 for s ) 0 can be relaxed. For
 . w x  .example, if f s s 0 for s g 0, s and f s ) 0 for s ) s , then the0 0
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conclusion to the foregoing theorem remains intact if u satisfies0
  . 4max u x N x g V ) s . The proof of this is virtually identical and there-0 0
fore is omitted. Also it will be apparent in the proof that follows that our
definition of generalized solution can be altered to require weak conver-
 4 p . w . 1 .gence of u in L Q for some p g 1, ` instead of L Q . Such an T T
change would require only a slight modification of the following proof.
 .  .Proof of Theorem. Necessity Suppose 5 holds and u is a generalized
 .  .  4solution of 1 ] 3 . Let u be a sequence of approximating solutionsn
1 .  .which converges to u weakly in L Q for all T ) 0. Divide Eq. 7 byT
 .  .1 q f u q « « ) 0 and integrate by parts to getn
u dx 1 ­w u .  .n n nt s dSH H1 q f u q « 1 q f u q « ­n .  .V ­ Vn n
y1y =w u ? = 1 q f u q « dx .  . .H n n n
V
f u dx .n nqH 1 q f u q « .V n 13 .
X < < 2w u f 9 u q « =u dx .  .n n n nsH 2
V 1 q f u q « . .n
f u dx .n nq .H 1 q f u q « .V n
1 w ..We note, that because f is nondecreasing, f 9 g L 0, ` and hence theloc
 .  . Xcomputation in 13 is valid. Furthermore, because f satisfies 5 , w ) 0,n
 .and f 9 G 0 a.e. on 0, ` , this inequality produces
`d ds f u .n ny dx G dx.HH Hdt 1 q f s q « 1 q f u q « .  .V u V nn
w xIntegrating this over 0, t yields
` `ds ds
dx G dxHH HH1 q f s q « 1 q f s q « .  . .  .V u x V u x , t0, n n
f u .t n nq dx dt ,HH 1 q f u q « .0 V n
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for every « ) 0 and n g N. We now let « ª 0 in this inequality to obtain
` `ds ds f u .t n n
dx G dx q dx dt .HH HH HH1 q f s 1 q f s 1 q f u .  .  . .  .V u x V u x , t 0 V n0, n n
14 .
 . `   ..  . wLet F r s H dsr 1 q f s and notice that because F0 r s 1 qr
 .xy2  .  < <f r f 9 r G 0 a.e., F is convex. Therefore Jensen's inequality V '
.Lebesgue measure of V ,
1
< <F ¨ x dx G V F ¨ x dx .  . .H H /< <VV V
 .applied to the right side of 14 yields
1
< <F u x , t dx G V F u x , t dx for all t G 0 and n g N. .  . .H Hn n /< <VV V
 .  .  < <.  .Thus, combining this with 14 and letting z t s 1r V H u x, t dx, wen V n
get
` `ds ds f u .t n n
< <dx G V q dx dt .HH H HH1 q f s 1 q f s 1 q f u .  .  . .  .V u x z t 0 V n0, n n
w xTherefore, for each t g 0, T , we get
` `ds 1 ds f u .t n nF dx y dx dt .H HH HH< <1 q f s V 1 q f s 1 q f u .  .  . .  .z t V u x 0 V nn 0, n
15 .
If we can prove there exists d ) 0, independent of n and t, such that for
 .every T ) 0, there exists N T g N such that
f u x , t . .n n w xdx G d for all t g 0, T and n G N T , 16 .  .H 1 q f u x , t . .V n
then the proof of necessity will be complete because the substitution of
 .  .  .16 into 15 produces T will be chosen momentarily
` `ds 1 ds
F dx y td for n G N T . .H H H< <1 q f s V 1 q f s .  . .  .z t V u xn 0, n
LAIR AND OXLEY344
w xWe now integrate this over 0, T , divide by T , and again apply Jensen's
inequality to get
` `ds 1 ds Td
F dx y for n G N T , .H H H< <1 q f s V 1 q f s 2 .  . .  .a T V u xn 0, n
 .  . T  .where a T ' 1rT H z t dt. Letting n ª `, we getn 0 n
` `ds 1 ds Td
17 .F dx y ,H HH< <1 q f s V 1 q f s 2 .  . .  .a T V u x0
 .  . T  .  < <.where a T ' 1rT H z t dt s 1rT V H u dx dt. Thus, as T ­T* '0 QT
 . `   ..  .2rd H H dsr 1 q f s , the right side of 17 converges to zero andV u  x .0
hence so does the left side. This means that H u dx dt is infinite, contra-QT *1 .  .  .dicting u g L Q for all T ) 0. Thus u cannot be a solution of 1 ] 3T
and therefore because u was chosen arbitrarily, we conclude that problems
 .  .  .1 ] 3 have no solution in our generalized sense .
To complete the proof of necessity, we must prove the existence of
 .d ) 0 so that 16 holds. To do this, we observe that for any T ) 0, we get
f u x , t f u x , t .  . .  .n n n
dx y dxH H1 q f u x , t 1 q f u x , t .  . .  .V Vn n
5 5 < < w xF f y f V , t g 0, T , 18 .` , w0, M xn T
5 5where M ' sup u . Now we need only demonstrate the existence`, QT n n T
of an « ) 0 such that
< <V t G « where V t ' x g V N u x , t G « , 19 4 .  .  .  .« , n « , n n
for all n g N and t G 0 because then we obtain
f u x , t f « « f « .  .  . .n
< <dx G V t G ) 0, .H « , n1 q f u x , t 1 q f « 1 q f « .  .  . .V n
 . 5 5which, combined with 18 and observing that f y f ª 0 as`, w0, M xn T
 .n ª `, we obtain 16 .
 .To prove 19 , we assume that it is false; that is, we assume that for each
j g N, there exist n g N and t G 0 such thatj j
1 1
x g V u x , t G - . .n jj 5j j
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We may assume with no loss of generality that n - n for all j g N andj jq1
lim n s `, for if this were not true, it would mean that we couldjª` j
choose n s n for all j g N, simplifying the proof that follows. Thus thej jq1
  .4sequence u ?, t converges in measure to zero as j ª `. Therefore,n jj
  .4there exists a subsequence, which we take for simplicity to be u ?, tn jj
 .itself, that converges to zero a.e. on V. However, we know from 13 that
u dx .n j t G 0,H 1 q f u .V n j
which yields
d ds .u x , tnj dx G 0 for all t G 0.HHdt 1 q f s .V 0
w xWe now integrate this inequality over 0, t to getj
ds ds .  .u x , t u xn j 0, nj jdx G dx. 20 .H H H H1 q f s 1 q f s .  .V 0 V 0
We let j ª ` in this expression and we note that the left side converges to
zero because
`ds ds .u x , tn jj0 F F - `,H H1 q f s 1 q f s .  .0 0
 .allowing us to use the Lebesgue convergence theorem. Therefore 20
yields
ds .u x00 G dx.HH 1 q f s .V 0
However, this cannot hold because u is nonnegative and nontrivial. This0
completes the proof of necessity.
 .  .  4  4  4Sufficiency Suppose 4 holds. Let w , f , and u be sequences asn n 0, n
 .  .  .  .described in 10 ] 12 , respectively, for which 7 ] 9 has a unique classical
 w x .solution, u . See Theorem 7.4 p. 491 of 14 .n
Now let g be the unique positive solution ofn
gX t s f g t , t ) 0, .  . .n n n
 4g 0 s M ' max M , 1 , .n 1
  . 4where M ' sup u x N x g V, n g N . Then g is an upper solution for0, n n
 .  .7 ] 9 and hence,
u x , t F g t , x , t g Q , n g N. .  .  .n n `
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 .It is easy to show that, under conditions 11 , that the sequence of
 4functions g converges to the function g which is the unique solution ofn
 .   ..  .g 9 t s f g t for all t ) 0 with g 0 s M . Furthermore, the convergence1
w xis uniform on 0, T for all T ) 0. Thus, for each T ) 0, there is a constant
 .  . w xK such that g t F g t q K for all n g N and t g 0, T . HenceT n T
 .  .u x, t F g t q K on Q .n T T
 .  .To find a generalized solution to 1 ] 3 , we shall prove that the
 4  4sequence u has a subsequence w defined on Q which convergesn n `
1 .weakly in L Q to a function u for all T ) 0. To do this we note that theT
 4 2 .pointwise boundedness of u implies that for each k g N, the L Qn k
 p . .  4norm and every L Q norm for p G 1 of the sequence u is boundedk n
2 .above. In particular, the L Q norm of u is bounded above independent1 n
 4of n so the sequence u must have a weakly convergent subsequence inn
2 .L Q . We denote this subsequence by u and we let ¨ be its weak1 1, n 1
2 . 2 .L Q limit. Likewise the sequence u is bounded in the L Q norm1 1, n 2
 4and hence has a subsequence u which is weakly convergent to a2, n
2 .function ¨ in L Q . Clearly ¨ s ¨ on Q . We continue the process to2 2 2 1 1
 4  4produce for each k g N the sequence u , a subsequence of u ,k , n ky1, n
2 .which is weakly convergent to ¨ in L Q . Furthermore, ¨ s ¨ onk k k ky1
 4 2 .Q . Clearly the sequence ¨ converges weakly in L Q for all T ) 0ky1 k T
 .  .  .to the function u defined on Q by u x, t s ¨ x, t whenever x, t g Q ,` j j
j g N. In addition, it is easy to prove that the diagonal entries of the
 4  4 2 .double indexed sequence u , namely, u , converge weakly in L Q ,k , n n, n T
1 .and hence weakly in L Q , to u for all T ) 0. Thus the desired sequenceT
 4  4w of approximating solutions which converges to u is u , and there-n n, n
 .  .fore u is a generalized solution of 1 ] 3 . This completes the proof.
Remark. We note that our proof of necessity, unlike sufficiency, cannot
be accomplished by comparison to a flat lower solution similar to g which
blows up in finite time. This would certainly be possible if the solution u
became strictly positive in finite time and was a classical solution at those
points where it is positive. For example, this happens with the porous
 w x .medium equation where w is smooth. See 5 . However, in the present
case, the authors know of no results indicating that generalized solutions
 .  .of 1 ] 3 will ever become positive throughout V if, for example, u has0
 w xcompact support. However Kawanago 12 does prove that weak solutions
defined in the usual manner requiring that the solution satisfy a certain
.  .  .  .integral identity of 1 ] 3 with f ' 0 do become positive on V if the
.function w is nicer than required here. However, even if our generalized
solution were to become strictly positive, it is not likely to be a classical
solution because the function w is not smooth.
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Remark. We were unable to establish uniqueness of our global solu-
 .  .tion. We note, however, that for small T , the problems 1 ] 3 have
infinitely many solutions for certain classes of functions w and f. This can
be easily established by using Cauchy problem results developed by de
 w x .Pablo and Vazquez see 7 and its references who show that, if the initial
condition has compact support, then multiple solutions of the Cauchy
 .problem exist, each having compact but expanding support. Indeed, they
show that one can prescribe, within limitations, where the support of a
solution lies. Thus, if our initial function u has support in V, multiple0
solutions of the corresponding Cauchy problem are also solutions of the
Neumann problem on Q for small T.T
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