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We study two operational approaches to quantifying incompatibility that depart significantly
from the well known entropic uncertainty relation (EUR) formalism. Both approaches result in
incompatibility measures that yield non-zero values even when the pair of incompatible observables
commute over a subspace, unlike EURs which give a zero lower bound in such cases. Here, we
explicitly show how these measures go beyond EURs in quantifying incompatibility: For any set
of quantum observables, we show that both incompatibility measures are bounded from below by
the corresponding EURs for the Tsallis (T2) entropy. We explicitly evaluate the incompatibility of
a pair of qubit observables in both operational scenarios. We also obtain an efficiently computable
lower bound for the mutually incompatibility of a general set of observables.
Characterizing the mutual incompatibility of a set of
quantum observables is an important question both from
a quantum cryptographic as well as a foundational point
of view. While the Heisenberg uncertainty principle [1, 2]
provided the first quantitative statement on the incom-
patibility of a pair of canonically conjugate observables,
later formulations in terms of entropic quantities char-
acterize the incompatibility of any set of observables via
entropic uncertainty relations (EURs) (see [3] for a recent
review).
For a given set of observables, an EUR seeks to lower
bound the sum of the entropies associated with the prob-
ability distributions arising from measurements of these
observables, on distinct yet identically prepared copies of
a quantum system. EURs play an important role in the
security of quantum cryptographic tasks [4–6], and are
often thought to quantify the incompatibility of a set of
quantum observables. However, EURs give a trivial lower
bound whenever the observables in question share a sin-
gle common eigenvector, although there are variants of
the standard EUR formalism that circumvent this pitfall
in certain specific cases [7–9]. Uncertainty lower bounds
cannot therefore be considered a measure of incompati-
bility in general.
This has motivated the emergence of alternate ap-
proaches to quantifying incompatibility. The measure
Q defined in [10] is based on the fact that the eigen-
states associated with a set of incompatible observables
are not perfectly distinguishable. On the other hand, the
class of measures {Qα, α = 1, F,∞} defined in [11] quan-
tify the mutual incompatibility of a pair of observables
by estimating the disturbance due to a measurement of
one observable on the statistics of the outcomes of the
other. Both these measures have the desirable property
that they are strictly zero if and only if the observables
in the set all commute. While bounds on these measures
are known, exact expressions have been obtained only for
a set of mutually unbiased observables [10, 11]. Evaluat-
ing these measures exactly for any set of observables is in
general a hard optimization problem to which an efficient
solution is not yet known.
Here, we clarify the exact relation between these in-
compatibility measures and the standard EUR formal-
ism. For a general set of observables we prove that the
measure Q is bounded from below by the lower bound on
the corresponding Tsallis (T2) entropic uncertainty rela-
tion, and, the measure QF is bounded from below by
the the T2 entropic lower bound in a successive measure-
ment scenario. We also evaluate the incompatibility of
a pair of observables that commute on a subspace, thus
providing an explicit example of a class of observables
for which these measures go beyond EURs. Finally, we
obtain efficiently computable lower bounds for both the
incompatibility measures for any set of observables.
The rest of the paper is organized as follows. We
present a brief review of the incompatibility measures
Q and {Qα} in Sec. I. We demonstrate the relations be-
tween these measures and Tsallis EUR lower bounds in
Sec. II. We evaluate the incompatibility of a pair of qubit
observables in Sec. II C, and consider the case of observ-
ables that commute on a subspace in Sec. II D. Finally, in
Sec. III we obtain a lower bound on the incompatibility
of a general set of observables, which can be efficiently
computed via convex optimization.
I. OPERATIONAL MEASURES OF
INCOMPATIBILITY
We begin with a brief review of two operational ap-
proaches to quantifying incompatibility proposed re-
cently [10, 11]. Throughout this paper we work within
the framework of standard quantum theory, and restrict
our attention to observables associated with self-adjoint
operators with discrete spectra, on a d-dimensional
Hilbert space Hd.
2A. Distinguishability-based measure
An important physical manifestation of the mutual in-
compatibility of a set of observables is the fact that the
eigenstates of such a set are not all mutually orthogo-
nal and therefore cannot be distinguished perfectly. This
motivates the incompatibility measure Q defined in [10],
which is based on quantifying the extent to which the
eigenstates corresponding to a given set of observables
are not distinguishable.
Consider a set of N non-degenerate observables
{A(1), A(2), . . . , A(N)} on a d-dimensional Hilbert space
Hd, and let |a(i)j 〉〈 a(i)j | denote the jth eigenstate of the ith
observable A(i). If the observables A(1), A(2), . . . , A(N)
do not all commute, they do not have a complete set
of common eigenstates, and hence at least some of their
eigenstates must be non-orthogonal. Then, the incom-
patibility measure Q(A(1), A(2), . . . , A(N)) defined in [10]
quantifies the extent to which the states {|a(i)j 〉〈a(i)j |},
i ∈ [N ], j ∈ [d] are not distinguishable. The more incom-
patible the observables {A(i)} are, the lesser is the fidelity
with which their eigenstates can be distinguished. The
incompatibility Q of a set of observables is thus defined
as the complement of the best possible fidelity obtained in
a quantum state estimation process [12] for the uniform
ensemble of their eigenstates.
Specifically, let S ≡ {|a(i)j 〉〈a(i)j |}, i ∈ [N ], j ∈ [d] de-
note the ensemble comprising eigenstates of the observ-
ables {A(i)}, wherein the states are all picked with equal
probability 1Nd . The quantum state estimation problem
for the ensemble S seeks to maximize the average fidelity
function
FS(M,R) = 1
Nd
∑
k,i,j
〈a(i)j |Mk|a(i)j 〉〈a(i)j |σk|a(i)j 〉,
over all possible positive operator valued measures
(POVM) M (with elements {Mk}, 0 ≤ Mk ≤ I,∑
kMk = I), and all state reconstruction maps R : k →
σk (in which the state σk is the estimate corresponding
to measurement outcome k). The maximum fidelity that
can obtained for the ensemble S in a state estimation
process is given by,
FmaxS
=
1
Nd
sup
M,R
∑
k,i,j
〈a(i)j |Mk|a(i)j 〉〈a(i)j |σk|a(i)j 〉. (1)
The mutual incompatibility Q of the observables
{A(1), . . . , A(N)} is then defined as [10],
Q(A(1), . . . , A(N)) = 1− FmaxS . (2)
It is easy to see that 0 ≤ Q(A(1), . . . , A(N)) ≤ 1 for
any set of observables {A(1), A(2), . . . , A(N)}, with the
lower bound being attained if and only if the observables
{A(1), . . . , A(N)} all commute.
The measure Q is also of direct relevance in quan-
tum cryptography, specifically, in the context of quan-
tum key distribution (QKD) protocols of the prepare
and measure type [13]. As noted in [10], the measure
Q(A(1), . . . , A(N)) is simply the complement of the ac-
cessible fidelity [14, 15] of the ensemble S, that is, the
best possible fidelity an eavesdropper can obtain by em-
ploying an “intercept-resend strategy”, in a QKD proto-
col where Alice transmits pure states |a(i)j 〉〈a(i)j | drawn
uniformly at random from the ensemble S.
In fact there exists a more direct, quantita-
tive relation between the incompatibility measure
Q(A(1), A(2), . . . , A(N)) and the error rate caused by the
presence of an eavesdropper in a QKD protocol whose
signal ensemble comprises the eigenstates of the observ-
ables {A(1), A(2), . . . , A(N)}. We make this precise in Ap-
pendix A.
B. Distance-based incompatibility measures
Another important consequence of the mutual incom-
patibility of a pair of observables A,B is the change
caused to the measurement statistics of one (say B) due
to an intervening measurement of another (say A) on
the same state. Quantifying this change in measurement
statistics, also leads to a characterization of the incom-
patibility of the pair of observables A and B, as shown
in [11].
For a pair of observables A,B with spectral decompo-
sitions A =
∑d
i=1 aiP
A
i and B =
∑d
j=1 bjP
B
j , consider
the following two probability distributions: one result-
ing from a measurement of A followed by a measurement
of B on a given state, and the other obtained from a
measurement B alone on the same state. Let PrBρ ∼
{pBρ (j), j = 1, . . . , d} denote the probability distribution
over the outcomes of a measurement of observable B in
state ρ ∈ B(Hd). Let PrA→Bρ ∼ {qA→Bρ (j), j = 1, . . . , d}
denote the probability distribution over the outcomes of
a B measurement following a measurement of A on the
same state ρ. These probabilities are simply given by
PrBρ : p
B
ρ (j) = Tr
[
PBj ρ
]
, j = 1, . . . , d. (3)
PrA→Bρ : q
A→B
ρ (j) = Tr
[
PBj
(
d∑
i=1
PAi ρP
A
i
)]
.
If A and B commute, their corresponding eigen-
projectors commute, and the two probability distribu-
tions defined in Eq. (3) above are identical for all states
ρ. For a general pair of observables, the distance be-
tween the probability distributions PrA→Bρ and Pr
B
ρ can
thus be regarded as a measure of how much a measure-
ment of A disturbs the statistics of the outcomes of a
subsequent measurement of B on the same state ρ. It
was shown that maximizing the distance between these
two distributions over all states yields a valid measure of
the incompatibility of observables A and B, which is zero
3if and only if A and B commute and is strictly greater
than zero otherwise [11].
Corresponding to the standard classical distance mea-
sures between probability distributions [16, 17], the fol-
lowing three measures of incompatibility of observable A
with B were defined in [11].
(i) L1-distance based incompatibility measure:
Q1(A→ B) = sup
ρ
D1
(
PrA→Bρ ,Pr
B
ρ
)
,
where, D1(P,Q) ≡ 12
∑
i |pi−qi| is the L1-distance.
(ii) Fidelity-based incompatibility measure:
QF (A→ B) = sup
ρ
[
1− F 2(PrA→Bρ ,PrBρ )
]
,
where F (P,Q) ≡ ∑i√pi√qi is the fidelity, also
known as the Bhattacharyya distance.
(iii) L∞-distance based incompatibility measure:
Q∞(A→ B) = sup
ρ
D∞(PrA→Bρ ,Pr
B
ρ ),
where D∞(P,Q) ≡ maxi |pi − qi| is the Chebyshev
or L∞-distance.
Note that all three incompatibility measures defined
above satisfy,
0 ≤ Qα(A→ B) ≤ 1, α,∈ {1, F,∞} (4)
where the lower bound is attained if and only if the ob-
servables A and B commute [11]. Furthermore, Qα(A→
B) 6= Qα(B → A) in general. The incompatibility
Qα(A,B) of the pair of observables A,B is therefore de-
fined as the average of the incompatibilities Qα(A→ B)
and Qα(B → A), thus ensuring that Qα(A,B) is large
when both Qα(A → B) and Qα(B → A) are large and
vice-versa. Finally, the incompatibility of a set of N ob-
servables {A1, A2, . . . , AN} is defined in terms of the pair-
wise incompatibilities {Qα(Ai → Aj)}, as,
Qα(A1, A2, . . . , AN ) ≡ 1
N2
∑
i,j
Qα(Ai → Aj), (5)
where Qα(Ai → Ai) = 0. In the rest of the paper, we
restrict our attention to the fidelity-based measure QF .
II. INCOMPATIBILITY AND ENTROPIC
UNCERTAINTY
While the operational approaches presented above de-
part significantly from the standard entropic uncertainty
based approach to quantifying incompatibility, it is useful
to understand how these two approaches are related.
We begin with a brief review of the EUR formal-
ism. We restrict our attention to observables associated
with a non-degenerate spectra. For a set of N observ-
ables {A(1), A(2), . . . , A(N)}, let |a(i)j 〉〈a(i)j | denote the jth
eigenstate of the observable A(i). Then, an entropic un-
certainty relation (EUR) seeks to lower bound the aver-
age of the entropies associated with a measurement of
each (on distinct yet identically prepared states), as fol-
lows:
inf
|φ〉
1
N
N∑
i=1
S(A(i); |φ〉) ≥ c(A(1), . . . , A(N)), (6)
where S(A(i); |φ〉) denotes some entropy function of the
probability distribution pA
(i)
|φ〉 (j) = |〈a(i)j |φ〉|2 arising from
a measurement of A(i) on state |φ〉. The commonly
used entropy functions belong to the Re´nyi class of en-
tropies [18] or the Tsallis class of entropies [19]. For any
α ≥ 0, the Re´nyi entropy Hα(.) and the Tsallis entropy
Tα(.) of order α are defined as follows:
Hα({p(i)}) := 1
1− α log
(∑
i
(p(i))α
)
,
Tα({p(i)}) := 1
1− α
(∑
i
(p(i))α − 1
)
,
Throughout this paper we use log to denote the logarithm
taken to the base 2. In the limiting case of α → 1,
H1(.) = T1(.) is the well known Shannon entropy. We
note that the Re´nyi entropies Hα are concave for 0 <
α ≤ α∗ = 1 + 2log(d−1) , and the Tsallis entropies Tα are
concave for α > 0.
For any set of observables {A(1), A(2), . . . , A(N)}, the
entropic lower bound in Eq. (6) corresponding to the
Re´nyi class of entropies satisfies
0 ≤ cα(A(1), . . . , A(N)) ≤
(
L− 1
L
)
log d (∀α ≥ 0),
whereas the Tsallis entropic lower bounds satisfy,
0 ≤ tα(A(1), . . . , A(N)) ≤
(
L− 1
L
)
d1−α − 1
1− α (∀α ≥ 0).
In both cases, the trivial (zero) value is attained for any
common eigenstate of the observables {A(1), . . . , A(N)}.
We refer to [3] for a recent survey of the known entropic
uncertainty relations for different sets of observables.
EURs have also been formulated for the case where a
pair of observables A and B are measured sequentially
on a system in state |ψ〉. Here, the uncertainty in the
outcome of the first measurement, say observable A, is
given as before by S(A; |ψ〉), but the uncertainty in the
outcome of a subsequent measurement of B is to be cal-
culated with respect to the post-measurement state
EA(|ψ〉) =
∑
i
PAi |ψ〉〈ψ|PAi ,
4and is therefore denoted as S(B; EA(|ψ〉)). Entropic un-
certainty relations in the successive measurement sce-
nario are therefore of the form [20, 21],
1
2
inf
|ψ〉
[
S(A; |ψ〉) + S(B; EA(|ψ〉))] = c(A→ B),
1
2
inf
|ψ〉
[
S(B; |ψ〉) + S(A; EB(|ψ〉))] = c(B → A). (7)
We note that the lower bound may change depending
on which of the observables A or B is measured first.
Such EURs have been studied for the Shannon entropy
(H1) for a general pair of observables [22] and the Tsallis
class of entropies for a pair of qubit observables [23]. In
fact, when the entropy function is concave, there exists
an explicit closed form expression for the lower bounds
in Eq. (7), as we note below.
Lemma 1. Consider a pair of observables A,B with non-
degenerate spectra and eigenvectors {|ai〉} and {|bj〉} re-
spectively. In the case of a successive measurement of A
followed by a measurement of B on the same system, the
following optimal entropic uncertainty relations hold.
1
2
inf
ρ
[
Hα(A; ρ) +Hα(B; EA(ρ))
]
= inf
i
1
1− α log

|∑
j=1
|〈ai|bj〉|2|α

 , (0 ≤ α ≤ α∗),
1
2
inf
ρ
[
Tα(A; ρ) + Tα(B; EA(ρ))
]
= inf
i
1−∑j |〈ai|bj〉|2α
α− 1 . (α > 0) (8)
Proof. The concavity of the Re´nyi and Tsallis entropies
for the ranges 0 < α ≤ α∗ and α > 0 respectively implies
that lower bound will be attained for pure states. Fur-
thermore, as noted in [21], Tα(A; ρ) = Tα(A; EA(ρ)) and
Hα(A; ρ) = Hα(A; EA(ρ)), for all states ρ. Hence, the op-
timization on the LHS is to be done over pure states of
the form EA(ρ), for some ρ. In other words, we only need
to minimize over the eigenstates {|ai〉} of A. Therefore,
inf
ρ
1
2
[
Tα(A; ρ) + Tα(B; EA(ρ))
]
= inf
i
Tα(B; |ai〉) = inf
i
1−∑dj=1 |〈ai|bj〉|2α
α− 1 .
Similarly,
inf
ρ
1
2
[
Hα(A; ρ) +Hα(B; EA(ρ))
]
= inf
i
Hα(B; |ai〉) = inf
i
log |∑dj=1 |〈ai|bj〉|2|α
1− α .
In the rest of the paper we restrict our attention to the
Tsallis and Re´nyi entropies of order two, denoted as T2
and H2 respectively. The Tsallis entropy T2 of the distri-
bution {pA|φ〉(i)}, given by T2(A; |φ〉) = 1 −
∑
i(p
A
|φ〉(i))
2,
is also referred to as the linear entropy. It is a measure of
the purity of the density operator ρ =
∑
i p
A
|φ〉(i)|ai〉〈ai|
corresponding to the post-measurement state resulting
from a measurement of A on |φ〉. The Re´nyi entropy
H2 (often called the collision entropy) of the distribution
{pA|φ〉(i)} is given by H2(A; |φ〉) = − log
∑d
j=1 |〈ψj |φ〉|4.
In the following sections, we show that the incompat-
ibility measures discussed above are indeed bounded be-
low by the EUR lower bounds formulated in terms of the
T2 entropy.
A. Entropic lower bounds on Q
Evaluating the measure Q requires a two-step opti-
mization in general – one over POVMs and the other over
all possible state reconstruction maps. This problem is
made tractable by first maximizing the average fidelity
over all possible state reconstruction strategies. Follow-
ing [14, 15] the maximum fidelity function can thus be
simplified as,
FmaxS =
1
d
sup
M≡{Mk}
[∑
k
λmax (A(Mk))
]
, (9)
where, λmax(.) is the maximum eigenvalue function, and,
A(.) ≡ 1
N
∑
i,j
|a(i)j 〉〈a(i)j |(.)|a(i)j 〉〈a(i)j |,
is the completely positive trace-preserving (CPTP) map
whose Kraus operators are simply the states in the en-
semble S. Furthermore, since the maximum is always
attained for a POVM with rank-one elements, we can set
Mk = mk|χk〉〈χk| without loss of generality. The maxi-
mum fidelity for the ensemble S is thus given by,
FmaxS =
1
d
sup
M≡{mk|χk〉}
[∑
k
mkλmax (A(|χk〉〈χk|))
]
=
1
d
sup
{mk,|χk〉}
∑
k
mkF
avg
S (|χk〉〈χk|),
where,
F avgS (|χk〉〈χk|) = λmax (A(|χk〉〈χk|)) (10)
is the average fidelity achieved by the POVM element
|χk〉〈χk|, for the ensemble S.
A related notion which will be useful in stating our
result, is that of a POVM that is constant with respect
to a given ensemble of states S.
Definition 1. A POVM M ≡ {mk, |χk〉〈χk|, k =
1, . . . , N} with rank-one elements |χk〉〈χk| is said to
be constant with respect to a given ensemble S ≡
5{|a(i)j 〉〈a(i)j |}i,j if the individual POVM elements all
yield the same average fidelity F avgS (|χk〉〈χk|) defined in
Eq. (10).
In other words, for a constant POVM, the average fi-
delity function F avgS (|χk〉〈χk|) defined in Eq. (10) is a
constant for a given S, independent of the individual
POVM elements {|χk〉〈χk|}.
We now prove the following relation between Q and
the T2 entropic lower bound.
Theorem 1. For a set of N non-degenerate observ-
ables {A(1), A(2), . . . , A(N)} with the associated ensemble
of eigenstates S ≡ { 1Nd , |ψ
(i)
j 〉〈ψ(i)j |}, the incompatibil-
ity Q(A(1), A(2), . . . , A(N)) is bounded from below by the
minimum average Tsallis T2 entropy, that is,
Q(A(1), A(2), . . . , A(N)) ≥ t2(A(1), A(2), . . . , A(N)), (11)
where,
t2(A
(1), A(2), . . . , A(i)) ≡ min
|φ〉
1
N
∑
i
T2(A
(i); |φ〉).
Equality holds iff the optimal POVM achieving the ac-
cessible fidelity is constant with respect to the ensemble
S.
Proof. As noted in Eq. (10) above, the maximum fidelity
for the ensemble S is given by,
FmaxS
=
1
Nd
sup
{mk,|χk〉}
d2∑
k=1
mkλmax

 N,d∑
i=1,j=1
|〈χk|aij〉|2|aij〉〈aij |


=
1
Nd
sup
{mk,|χk〉}
d2∑
k=1
mk max|γ〉=1
N,d∑
i=1,j=1
|〈χk|aij〉|2|〈γ|aij〉|2,
where the supremum is taken over all rank-one POVMs
{mk, |χk〉}, satisfying
∑
kmk|χk〉〈χk| = I. To evaluate
the maximization over |γ〉, notice that the sum over i, j
is of the form∑
s
q2sr
2
s with
∑
s
q2s =
∑
s
r2s = N.
For fixed q2s = |〈φk|aij〉|2, the quantity is maximized
when r2s is proportional to q
2
s , by Cauchy-Schwarz in-
equality. Now since the sums of q2s and r
2
s are equal, this
means that the maximizing |γ〉 has |〈γ|aij〉|2 = |〈φk|aij〉|2.
Therefore,
FmaxS =
1
Nd
sup
{mk,|χk〉〈χk|}
d2∑
k=1
mk
N,d∑
i=1,j=1
|〈χk|aij〉|4
≤ 1
N
max
|φ〉
N∑
i=1
d∑
j=1
|〈φ|aij〉|4. (12)
Thus we have,
Q(A(1), . . . , A(N)) ≥ 1− 1
N
max
|φ〉
N∑
i=1
d∑
j=1
|〈φ|ψij〉|4
= min
|φ〉
1
N
N∑
i=1

1− d∑
j=1
|〈φ|ψij〉|4


= min
|φ〉
1
N
N∑
i=1
T2(A
(i); |φ〉), (13)
as desired. Clearly, equality holds iff the inequality in
Eq. (12) is saturated. This holds iff the optimal POVM
achieving the maximum fidelity FmaxS is constant, that is,
every element of the optimal POVM achieves the same
average fidelity for the ensemble S.
Furthermore, from the definition of theH2 entropy and
the upper bound in Eq. (12), it follows that,
Q(A(1), A(2), . . . , A(N)) ≥ 1−max
|φ〉
1
N
N∑
i=1
2−H2(A
(i),|φ〉).
Applying the inequality of arithmetic and geometric
means, we have,
1
N
N∑
i=1
2−H2(A
(i),|φ〉) ≥ 2− 1N
∑N
i=1 H2(A
(i),|φ〉),
where equality holds iff the individual entropies corre-
sponding to a given state |φ〉 are all equal. Thus, we have
the following interesting relation between the incompat-
ibility Q(A(1), A(2), . . . , A(N)) and the minimum average
H2 entropy of the set of observables {A(1), . . . , A(N)}.
Corollary 1. Consider N non-degenerate observables
{A(1), A(2), . . . , A(N)} satisfying a tight H2 EUR of the
form
min
|φ〉
1
N
N∑
i=1
H2(A
(i); |φ〉) = c2(A(1), A(2), . . . , A(N)),
such that, the observables A(i) all have equal entropy
on the minimizing state |φ〉. The mutual incompat-
ibility of such a set of N non-degenerate observables
{A(1), A(2), . . . , A(N)} satisfies,
Q(A(1), A(2), . . . , A(N)) ≥ 1− 2−c2(A(1),A(2),...,A(i)). (14)
One important class of observables for which the in-
equalities derived above are saturated, are the mutu-
ally unbiased bases. Recall that two orthonormal bases
{|ai〉}, {|bi〉} in Hd are said to be mutually unbiased iff
|〈ai|bj〉|2 = 1d , for all i, j. In [10], it was shown that
the incompatibility of a set of mutually unbiased bases
(MUBs) {B(1),B(2), . . . ,B(N)} ∈ Hd is given by
Q(B(1),B(2), . . . ,B(N)) =
(
1− 1
N
)(
1− 1
d
)
. (15)
6This coincides with the lower bound on the aver-
age Tsallis(T2) entropy of a set of N MUBs in d-
dimensions [24, 25]
inf
|φ〉
1
N
N∑
i=1
T2(B(i); |φ〉) ≥
(
1− 1
N
)(
1− 1
d
)
,
thus showing that Eq. (11) is indeed tight for the case
of mutually unbiased bases. The optimal POVM that
achieves the accessible fidelity in this case is one of the
bases B(i) in the set, and the mutual unbiasedness prop-
erty naturally ensures that it is symmetric for the corre-
sponding ensemble of eigenstates. Similarly, by compar-
ing with the well-known H2 EUR for a set of N MUBs
in a d-dimensional space [3],
inf
|φ〉
1
N
N∑
i=1
H2(B(i); |φ〉) ≥ − log N + d− 1
Nd
≡ c2(B(1), . . . ,B(N))
= − log
[
1−Q(B(1),B(2), . . . ,B(N))
]
,
we see that Eq. (14) is also saturated in this case.
B. Entropic lower bounds on QF
We now show that a similar relation holds between the
fidelity-based incompatibility measure QF and the Tsal-
lis (T2) EURs formulated for a successive measurement
scenario. Let t2(A → B) and t2(B → A) denote the en-
tropic lower bounds corresponding to observables A and
B, as defined below:
1
2
inf
|ψ〉
[
T2(A; |ψ〉) + T2(B; EA(|ψ〉))
]
= t2(A→ B),
1
2
inf
|ψ〉
[
T2(B; |ψ〉) + T2(A; EB(|ψ〉))
]
= t2(B → A).
Recall from Lemma 1 that,
t2(A→ B) = inf
k

1−
∑
j
|〈ak| bj〉|4

 (16)
t2(B → A) = inf|bj〉
{
1−
∑
k
|〈ak| bj〉|4
}
.
In the following theorem we prove that the average en-
tropic lower bound
tsucc2 (A,B) = 1/2(t2(A→ B) + t2(B → B))
constitutes a lower bound for the incompatibility measure
QF (A,B).
Theorem 2. For a pair of observables A,B, the measure
QF (A,B) satisfies,
QF (A,B) ≥ tsucc2 (A,B). (17)
Proof. The result follows from the observation that the
EUR in the successive measurement scenario for a mea-
surement of A followed by B is related to the fidelity of
the statistics of a measurement of B followed by A and
vice versa. From the definition of QF (A→ B) we have,
QF (A→ B)
= sup
|ψ〉

1−

∑
j
√(
|〈ψ |bj〉|2
)∑
i
|〈ai |bj〉|2 |〈ψ |ai〉|2


2


≥ sup
k
{
1−
∑
i
|〈ai |bk〉|4
}
,
where |bk〉 is an eigenket of B. Then Eq. (17) implies,
QF (A→ B) ≥ inf
k
{
1−
∑
i
|〈ai |bk〉|4
}
= 2t2(B → A).
Similarly, we can show QF (B → A) ≥ 2t2(A → B).
Therefore, in terms of QF (A,B), we have,
QF (A,B) =
1
4
[QF (A→ B) +QF (B → A)]
≥ 1
2
[t2(A→ B) + t2(B → A)]
= tsucc2 (A,B). (18)
Equality is attained iff
sup
|bk〉
∑
i
|〈ai |bk〉|4 = inf|bk〉
∑
i
|〈ai |bk〉|4 .
In other words, equality holds iff the quantity∑
i |〈ai |bk〉|4 is a constant for all eigenkets |bk〉 of ob-
servable B.
It is easy to see that the condition for equality is sat-
isfied for the case of mutually unbiased observables. In-
deed, for a pair of mutually unbiased bases B(1),B(2) in
a d-dimensional space, it was shown that [11],
QF (B(1),B(2)) = 1
2
(
1− 1
d
)
.
The T2 entropic lower bound may be evaluated as follows:
for a measurement of B(1) followed by B(2) on the same
system,
t2(B(1) → B(2)) = inf|ψ〉
1
2
[
T2(B(1); |ψ〉) + T2
(
B(2); EB(1)(|ψ〉〈ψ|)
)]
= inf
|ψ〉
1
2

1− d∑
j=1
|〈ψ| bj〉|4


=
1
2
(
1− 1
d
)
.
7Since the lower bound is independent of the order in
which the MUBs are measured, t2(B(1) → B(2)) =
t2(B(2) → B(1)). Therefore,
t2(B(1),B(2)) = 1
2
(
1− 1
d
)
,
showing that Eq. (17) is indeed tight for a pair of MUBs.
C. Incompatibilty of qubit observables
Here we obtain an exact expression for the incom-
patibility of a pair of qubit observables, and show that
the bounds obtained above are saturated in this case.
While evaluating Q(A,B) and QF (A,B) involves solv-
ing a hard optimization problem in general, the problem
can be simplified for the qubit case by making use of
the Bloch sphere representation. Thus, we parametrize
A and B in terms of unit vectors ~a,~b ∈ R3 as fol-
lows: A ≡ {12 (I± ~a.~σ)} and B ≡ { 12 (I±~b.~σ)}, where,
~σ = (σX , σY , σZ) denote the Pauli matrices and I denotes
the 2× 2 identity matrix.
We merely state the result here and refer to Ap-
pendix B for the proof.
Theorem 3. Given a pair of qubit observables A,B pa-
rameterized by real vectors ~a,~b ∈ R3 respectively, their
mutual incompatibilities are given by
Q(A,B) = 1
4
(
1− |~a.~b|
)
, (19)
QF (A,B) =
1
4
(
1− (~a.~b)2
)
. (20)
We see that the measures Q(A,B) and QF (A,B) coin-
cide for a pair of MUBs (~a.~b = 0) and for the case when
A and B commute (~a.~b = 1). For any other pair of qubit
observables (0 < ~a.~b < 1) we have QF (A,B) > Q(A,B);
the mutual incompatibility measure formulated in the
successive measurement scenario is higher (see Fig. 1).
We further note that Q(A,B) coincides with the re-
cently obtained lower bound on the average T2 entropy
of a pair of qubit observables [25]:
min
|φ〉
1
2
[T2(A; |φ〉) + T2(B; |φ〉)]
=
1
4
(1− |~a.~b|) = Q(A,B).
The corresponding H2 entropies satisfy [26],
min
|φ〉
1
2
[H2(A; |φ〉) +H2(B; |φ〉)]
= − log
(
3
4
+
1
4
|~a ·~b|
)
= − log[1−Q(A,B)],
thus showing that the bounds obtained in Theorem 1 are
tight for the case of qubit observables.
FIG. 1: Comparing Q and QF for qubit observables with
Bloch vectors ~a,~b, as a function of the angle ~a.~b.
In the successive measurement scenario, the T2 EUR
for qubit observables A,B can be evaluated as follows:
inf
|ψ〉
1
2
[
T2
(
A; EA(|ψ〉 〈ψ|))+ T2 (B; EA(|ψ〉 〈ψ|))]
= inf
i
1
2
T2
(
PrA→B|ai〉 (j)
)
=
1
4
(
1−
(
~a ·~b
)2)
=
1
2
QF (A→ B),
thus showing that the bound in Theorem 2 is also tight
for qubit observables.
D. Observables that commute on a subspace
Finally, we discuss a class of observables for which the
measures Q and QF are strictly better than the EUR
formalism in quantifying incompatibility, namely, observ-
ables that commute on a subspace. An example of such
a set of observables comes from the theory of angular
momentum, where the operators Lx and Lz do not com-
mute but still have the l = 0 state as a common eigen-
vector [27]. The commuting subspace is one-dimensional
in this case.
We consider a pair of non-degenerate observables A,B
that commute over a subspace of dimension dc. We
further assume that they are mutually unbiased in the
(d−dc)-dimensional subspace on which they do not com-
mute. The eigenstates {|ai〉}d1=1 and {|bi〉}d1=1 of A and
B therefore satisfy,
|〈ai|bj〉| =
{
δi,j for i or j ∈ {1, . . . , dc}
1√
d−dc for i and j ∈ {dc + 1, . . . , d}
(21)
As observed above, the lower bound c(A,B) (defined in
Eq. (6)) on the average entropies for such a pair of ob-
servables is indeed zero, with the minimizing state being
any of the common eigenstates |ai〉 ≡ |bi〉, i ∈ [dc]. That
is,
inf
|φ〉
1
2
(H(A; |φ〉) +H(B; |φ〉)) = 0,
8FIG. 2: Comparing Q and QF for observables that commute
on a subspace of dimension dc, in a space of dimension d = 20.
for any entropic quantity H . The measures
Q(A,B),QF (A,B), on the other hand, gives a non-trivial
value for the incompatibility of such a pair of observables.
Theorem 4. Consider a pair of observables A,B in Hd
which commute on a subspace of dimension dc < d and
are mutually unbiased in the (d− dc) subspace. The mu-
tual incompatibility of such a pair is given by
Q(A,B) = 1
2
(
1− dc + 1
d
)
, (22)
QF (A,B) = 1
2
(
1− 1
d− dc
)
. (23)
As in the case of qubit observables, here again the in-
compatibility measure QF is larger than the measure Q:
QF (A,B) = 1
2
(
1− 1
d− dc
)
=
1
2
(
d− dc − 1
d− dc
)
≥ 1
2
(
d− dc − 1
d
)
= Q(A,B).
The two measures match for dc = 0, in which case A and
B are mutually unbiased, and for dc = d − 1, in which
case A and B commute (see Fig. 2).
Proof. Eq. (23) for the fidelity-based incompatibility
measure was originally evaluated in [11]. Here, we prove
Eq. (22) for the measure Q(A,B) as follows.
Consider the ensemble of eigenstates of the ob-
servables A,B defined in Eq. (21), namely, S ≡
{|ai〉〈ai|, |bi〉〈bi|}di=1. S can be written as a direct sum
of two ensembles: S ≡ S1 ⊕ S2, where, S1 comprises the
common eigenstates in the commuting subspace, and S2
comprises the unbiased states in the non-commuting sub-
space. We now make use of the following useful property
of the maximum fidelity function, namely, that FmaxS is
additive for ensembles belonging to distinct subspaces.
We merely state the result here and present a proof in
Appendix C.
Lemma 2. Given ensembles S1 ∈ Hd1 and S2 ∈ Hd2 ,
consisting of N1d1 and N2d2 states respectively, the max-
imum fidelity of the ensemble S1⊕S2 ∈ Hd1⊕Hd2 is given
by
FmaxS1⊕S2 =
1
N1d1 +N2d2
(
N1d1F
max
S1 +N2d2F
max
S2
)
.
In this case, since S1 is an ensemble of orthogonal
states, FmaxS1 = 1. For S2, we can simply invoke the
result for MUBs from [10], to get,
FmaxS2 =
d− dc + 1
2(d− dc) .
Invoking the additivity result above, we get,
Q(A,B) = 1− FmaxS
= 1− 1
d
(
dc · 1 + (d− dc) · d− dc + 1
2(d− dc)
)
=
1
2
(
1− dc + 1
d
)
.
III. EVALUATING Q,QF FOR A GENERAL SET
OF OBSERVABLES
Obtaining an exact expression for the mutual incom-
patibilities Q,QF of an arbitrary set of observables in-
volves solving a hard optimization problem in general. It
is known that the mutual incompatibility of a set of N
MUBs in Hd constitutes an upper bound for the incom-
patibility of any set ofN observables inHd [10, 11]. Here,
we obtain non-trivial lower bounds on the mutual incom-
patibility of a general set of observables, and prove that
these lower bounds are in fact efficiently computable.
A. An efficiently computable lower bound for Q
As defined in Sec. IA, the incompatibility
Q(A(1), A(2), . . . , A(N)) of a set of N observables is
related to the maximum fidelity FmaxS attainable for
the ensemble S of their eigenstates. It is known that
computing FmaxS for a quantum state estimation process
for a general ensemble of states S involves a sequence
of semidefinite programs (SDPs) [12]. An SDP is an
efficiently computable convex optimization problem of
the general form [28]:
min〈C,X〉 subject to Φ(X) = A, X  0
where C, A are matrices and Φ is a linear operator. For a
given ensemble of states S, the algorithm in [12] for com-
puting FmaxS only guarantees asymptotic convergence:
while each bound in the sequence may be efficiently com-
putable, the number of steps required for the sequence to
converge can be quite large.
9Here, we show that by recasting the maximum fidelity
function as a matrix norm, we obtain an efficiently com-
putable lower bound for the incompatibility Q of any set
of observables. We first note that the two-fold optimiza-
tion in FmaxS can be recast as a single optimization over
a class of CPTP maps as follows.
FmaxS =
1
Nd
sup
M,R
∑
k,i,j
〈a(i)j |Mk|a(i)j 〉〈a(i)j |σk|a(i)j 〉
=
1
Nd
max
M
∑
i,j
〈aij |M(|aij〉〈aij |)|aij〉,
where the map M is the entanglement-breaking chan-
nel [29] corresponding to the positive operators {Mk}
and the states {σk}:
M(ρ) =
∑
k
Tr(Mkρ)σk.
It was shown that [30] this optimization over the class of
entanglement-breaking channels can be further rewritten
as a minimum norm of an operator. Specifically,
FmaxS =
1
Nd
min
ρ:ρ≻0
Tr(ρ)=1
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
i,j
|aij〉〈aij | ⊗ ρ−1/2|aij〉〈aij |ρ−1/2
∣∣∣∣∣∣
∣∣∣∣∣∣
×
,
where, ‖ (.) ‖× denotes the injective cross norm, defined
as
||M ||× = sup
||α||=||β||=1
〈α|〈β|M |β〉|α〉.
While the injective norm itself is not efficiently com-
putable in general, it is bounded from above by the
standard operator norm ||.||∞ given by ||M ||∞ =
sup‖α‖=1〈α|M |α〉. Therefore,
FmaxS ≤
1
Nd
min
ρ:ρ≻0
Tr(ρ)=1
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
i,j
|aij〉〈aij | ⊗ ρ−1/2|aij〉〈aij |ρ−1/2
∣∣∣∣∣∣
∣∣∣∣∣∣
∞
The optimization on the right hand side can be further
simplified as [30]
min
Λ:Λ≻0
AI⊗Λ
Tr[Λ], A =
1
Nd
|aij〉〈aij | ⊗ |aij〉〈aij |.
This is basically the problem of minimizing a maximum
eigenvalue which is easily seen to be an SDP, and efficient
algorithms for solving this are known [28].
B. Computability of QF
Here we prove a non-trivial lower bound on the fidelity-
based incompatibility measure QF (A,B) of any pair of
observables, which can be recast as a convex program.
Recall from Sec. I B that the measure QF is defined as
a supremum over all states |ψ〉 of the fidelity between
the probability distributions {PrB|ψ〉(j)} and {PrA→B|ψ〉 (j)}
defined in Eq. (3). We first note that the fidelity F 2[P,Q]
for a pair of probability distributions P ∼ {pi} and Q ∼
{qi} can be bounded as follows,
F 2 [P,Q] =
[
d∑
i=1
√
pi
√
qi
]2
= 2
d∑
i=1
piqi,
by using the arithmetic mean to bound the geometric
mean. Thus the measure QF is bounded by,
QF (A→ B) = 1− F 2
[
PrB|ψ〉,Pr
A→B
|ψ〉
]
= 1− inf
|ψ〉

 d∑
j=1
√
|〈ψ|bj〉|2
√√√√ d∑
k=1
|〈ψ|ak〉|2 |〈ak|bj〉|2


2
≥ 1− 2 inf
|ψ〉
d∑
j=1
|〈ψ|bj〉|2
[
d∑
k=1
|〈ψ|ak〉|2 |〈ak|bj〉|2
]
= 1− g(A,B),
where we have defined
g(A,B) := 2 inf
|ψ〉
d∑
j=1
|〈ψ|bj〉|2
[
d∑
k=1
|〈ψ|ak〉|2 |〈ak|bj〉|2
]
.
Let αn = 〈an|ψ〉 and βm = 〈bm|ψ〉 denote the overlap
coefficients of |ψ〉 with the eigenstates of A and B re-
spectively. The function g(A,B) can then be bounded as
follows.
g(A,B) = min
d∑
i,j=1
|αi|2 |βj |2 |〈ai|bj〉|2
≤ min
{αi}
d∑
j
d∑
k
|αk|2 |〈bj |ak〉|2
d∑
i
|αi|2 |〈ai|bj〉|2
= min
{αi}
d∑
i,k
|αi|2

∑
j
|〈bj |ak〉|2 |〈ai|bj〉|2

 |αk|2
= min∑
i vi=1
v0
vTAv, (24)
where v is the matrix with elements vi = |αi|2 and A is
the constant matrix with elements Aij = |〈ai|bj〉|2.
In other words, the solution to the following optimiza-
tion problem
minimize: vTAv
subject to:
∑
i
vi = 1
v  0.
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gives a non-trivial lower bound for the incompatibility
QF (A,B) for an arbitrary pair of observables. This min-
imization problem is indeed in the form of a convex pro-
gram [28], it is therefore efficiently computable with stan-
dard convex optimization routines.
IV. CONCLUDING REMARKS
In summary, our work offers a comparative study of
the different approaches used to quantify the mutual in-
compatibility of quantum observables. We consider two
recently proposed measures of incompatibility, namely,
the measure Q that is related to the maximum fidelity
function in a state-discrimination context (as also the ac-
cessible fidelity in QKD), and the measureQF that arises
naturally in a successive measurement scenario. We show
that these operational measures are lower bounded by
the standard entropic uncertainty bounds formulated in
terms of the Tsallis T2 entropy. We also obtain conditions
under which these incompatibility measures coincide ex-
actly with the T2 entropic lower bounds, and show that
these conditions are satisfied for the case of MUBs and
for a pair of qubit observables.
We also consider the case of observables that commute
on a subspace, which serves to highlight the fact that
the measures Q and QF go beyond EURs in quantify-
ing incompatibility. We obtain an exact expression for
the incompatibilities Q,QF of such a pair of observables,
whereas the entropic uncertainty lower bound is simply
zero. We further note the interesting fact thatQF ≥ Q in
this case, as well as for qubit observables. This highlights
the fact that the mutual incompatibility of quantum ob-
servables manifests itself more strongly in a successive
measurement scenario, a fact that is observed even in
the corresponding entropic uncertainty bounds.
While the incompatibility measures studied here are
hard to compute in general, we do have exact expressions
for the incompatibility of a pair of qubit observables. For
a general set of observables, we obtain non-trivial lower
bounds on their mutual incompatibility, which can be ef-
ficiently computed via convex optimization routines. Our
bounds thus provide a useful tool for estimating the mu-
tual incompatibility of an arbitrary set of observables.
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Appendix A: Role of the measure Q in QKD
In a generic “prepare and measure” QKD protocol Al-
ice transmits a set of pure states drawn from different
incompatible bases to Bob, who measures the received
state in a basis of his choice. At the end of the protocol
Alice and Bob compare their choice of bases, and retain
only those states for which Bob’s measurement basis co-
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incides with the basis that Alice used. The corresponding
outcomes represent the raw key in Bob’s possession.
In the absence of errors, the raw key is already the se-
cret key, and the eavesdropper has no information. How-
ever, in any practical protocol, Alice and Bob must ac-
count for the errors caused by the eavesdropper’s pres-
ence and the secret key is obtained after correcting for
these errors. Estimating the error rate is thus an im-
portant step in arriving at the final length of secret key
extracted.
Lemma 3. For a QKD protocol whose signal states are
drawn uniformly at random from the eigenstate ensemble
S, the measure Q(A(1), . . . , A(N)) is the attainable lower
bound on the error rate caused by an eavesdropper adopt-
ing an intercept-resend strategy.
The measure Q for a set of observables is thus a bench-
mark for a QKD protocol whose signal states are drawn
from the eigenstates of the given set, assuming the eaves-
dropper adopts an intercept-resend strategy.
Proof. Given the eavesdropper’s choice of POVMM and
reconstruction map R, the final ensemble seen by Bob is
S ′ ≡ {pa(i, j), σa(i, j)}, where the probabilities pa are
given by,
pa(i, j) = Tr[Ma|ψ(i)j 〉〈ψ(i)j |].
Assuming that Bob’s choice of basis coincides with that
of Alice, the average success probability for Bob to obtain
the original state sent by Alice is given by,
psucc
=
1
Nd
∑
a
∑
i,j
pa(i, j)Tr[σa|ψ(i)j 〉〈ψ(i)j |]
=
1
Nd
∑
a
∑
i,j
Tr[Ma|ψ(i)j 〉〈ψ(i)j |]Tr[σa|ψ(i)j 〉〈ψ(i)j |].
The error rate ES(M,R) is simply the average probabil-
ity that Bob’s measurement gives the wrong result:
ES(M,R)
= 1− 1
Nd
∑
a
∑
i,j
Tr[Ma|ψ(i)j 〉〈ψ(i)j |]Tr[σa|ψ(i)j 〉〈ψ(i)j |]
= 1− FS(M,R) ≥ 1− FmaxS
≡ Q(A(1), A(2), . . . , A(N)). (A1)
The incompatibility Q(A(1), . . . , A(N)) is thus the small-
est error rate possible.
Appendix B: Incompatibility of qubit observables
In this section, we prove Theorem. 3 by explicitly
evaluating the incompatibility measures Q(A,B) and
QF (A,B) for a pair of qubit observables A = α1I+α2~a.~σ
and B = β1I+ β2~b.~σ.
1. Evaluating Q(A,B)
We first note that the ensemble S comprising the eigen-
states of a pair of qubit observables A,B, can be denoted
in terms of the vectors ~a,~b as follows:
S ≡
{
I± ~a · ~σ
2
,
I±~b · ~σ
2
}
.
To evaluate Q, we use the form of the accessible fi-
delity function in Eq. (9). In order to evaluate the maxi-
mum fidelity of an ensemble of states in a d-dimensional
Hilbert space, it suffices to optimize over POVMs with
d2 rank-one elements [14, 31]. Thus, for the case of
qubit observables, it suffices to restrict our optimiza-
tion to POVMs with four rank-one elements, that is,
M = {mi, |χi〉〈χi|}4i=1, subject to
∑
imi|χi〉〈χi| = I.
We may parameterize the elements ofM in terms of vec-
tors ci ∈ R3, so that the optimization is over
M≡
{
mi,
I+ ~ci · ~σ
2
}4
i=1
, |~ci| = 1, ∀i = 1, . . . , 4,
subject to
∑4
i=1mi = 1 and
∑4
i=1mi~ci =
~0.
The maximum fidelity function FmaxS involves the fol-
lowing optimization problem:
FmaxS = max{mi,~ci}
∑
i
miλmax[Ci],
subject to
∑4
i=1mi = 1 and
∑4
i=1mi~ci =
~0, where the
matrices Ci are given by
Ci =
1
2
[
I+
(~ci · ~a)~a+ (~ci ·~b)~b
2
· ~σ
]
.
Let θi denote the angle ~ci makes with the plane con-
taining ~a and ~b and let its component on this plane make
an angle of αi with ~a. That is,
~ci = cos θi (cosαi~a+ sinαi~a⊥) + sin θieˆ,
where ~a⊥ is the vector perpendicular to ~a in the plane
of ~a and ~b and eˆ is the unit vector perpendicular to the
plane. So the constraint on
∑
imici becomes
4∑
i=1
mi cos θi cosαi =
4∑
i=1
mi cos θi sinαi =
4∑
i=1
mi sin θi = 0.
The maximum eigenvalues of the matrices Ci are given
by,
λmax[Ci] =
1 + |(~ci · ~a)~a+ (~ci ·~b)~b|
2
=
1
2
+
1
2
| cos θi|
2
√
g(αi, δ),
g(αi, δ) = cos
2 αi+cos
2(αi−δ)+2 cosαi cos(αi−δ) cos δ.
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The optimization problem now simplifies to,
F accS =
1
2
+
1
4
max
{mi,θi,αi}
∑
i
mi| cos θi|
√
g(αi, δ).
The optimization over the parameters θi is trivial – we
should simply take each θi = 0, which satisfies the con-
straint on the sin θi. Thus, all the measurement operators
of the optimal POVM lie in the plane spanned by ~a and
~b.
The optimization further simplifies to
fS = max{mi,αi}
∑
i
mi
√
g(αi, δ),
subject to the constraints
∑
imi = 1 and
∑
imi cosαi =∑
imi sinαi = 0. Note that even though our objective
function is a convex sum, we cannot say that the maximal
value will simply be equal to the maximum term, because
the constraints on the sines and cosines cannot then both
be satisfied. In fact, we have,
fS ≤ max
α
√
g(αi, δ) =
√
max
α
g(α, δ),
with equality holding in case there are multiple solutions
α which maximize this function and we can take convex
combination of them such that the additional constraints
hold. To obtain the extremum of the expression under
the square root, we require,
sin 2α+ sin 2(α− δ) + 2 cos δ sin(2α− δ) = 0.
The above equality can hold for a number of α, including
α = δ/2, π/2+ δ/2, π+ δ/2, 3π/2+ δ/2. When cos δ > 0,
maxima are obtained at α = δ/2, π+ δ/2 and minima at
α = π/2 + δ/2, 3π/2 + δ/2; when cos δ ≤ 0, we have the
reverse.
The maximum value in either case is given by (1 +
| cos δ|)2. Now if we take m1 = m2 = 1/2 and α1 = δ/2,
α2 = π + δ/2, we can actually satisfy,
m1 cosα1 +m2 cosα2 = m1 sinα1 +m2 sinα2 = 0.
So we can achieve
fS = 1 + | cos δ|.
⇒ F accS =
3
4
+
1
4
| cos δ|,
with the maximum value attained for a two-outcome von
Neumann measurement:
M =


{
1
2
(
I+
~a+~b
2 cos(δ/2)
· ~σ
)
,
1
2
(
I− ~a+
~b
2 cos(δ/2)
· ~σ
)}
, if ~a ·~b = cos δ ≥ 0{
1
2
(
I+
~a−~b
2 sin(δ/2)
· ~σ
)
,
1
2
(
I− ~a−
~b
2 sin(δ/2)
· ~σ
)}
, if ~a ·~b = cos δ < 0.
2. Evaluating QF (A,B)
Recall that QF (A,B) is defined as,
QF (A→ B) = sup
ρ
{
1− F 2(PrBρ (j), P rA→Bρ (j))
}
= sup
ρ

1−

∑
j
√
PrBρ (j)
√
PrA→Bρ (j)


2

 .
Parametrizing ρ in terms of a real vector ~r ∈ R3, this
simplifies to,
QF (A→ B) = 1
2
− 1
2
min
~r
f~a,~b(~r),
where, the function f~a,~b(~r) is given by
f~a,~b(~r) = (~r · ~a)(~r ·~b)(~a ·~b)
− 1
2
√(
1−
(
(~r · ~a)(~a ·~b)
)2)(
1−
(
~r ·~b
)2)
.
Let θ denote the angle made by ~r with the plane defined
by the vectors ~a,~b, and α be the angle made by the com-
ponent of ~r with ~a in the plane. Then we can rewrite the
expression for QF (A→ B) in terms of these angles as,
QF (A→ B) = 1
2
− 1
2
min
θ,α
fδ(θ, α),
fδ(θ, α) = cos
2 θ cosα cos δ cos (α− δ) +
√
(1− cos2 θ cos2 α cos2 δ) (1− cos2 θ cos2 (α− δ)),
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.
where, cos δ = ~a.~b as before. Taking the partial derivative
with respect to θ, we see that ∂f∂θ = 0, iff θ = 0 or
π
2 .
When θ = π2 , the function fδ(θ, α) attains its maximum
value of 1 for any value of δ, thus indicating that fδ
attains its minimum value for θ = 0. Setting θ = 0 and
plotting fδ(0, α) for a given value of δ, we see that its
minimum value is attained for α = δ. However, since
the derivative dfδ(0,α)dα is discontinuous at α = δ, we can
formally prove that α = δ is indeed the global minimum
as follows: we first consider an ǫ-neighbourhood around
α = δ and see that it is indeed a local minimum for
fδ(0, α). Then we can show that fδ(0, α) is monotonically
decreasing for α < δ and monotonically increasing for
α > δ, thus proving that α = δ is indeed the global
minimum for fδ(0, α).
In other words, the state that minimizes the fidelity
function corresponds to ~r = ~b (an eigenstate of B), so
that
QF (A→ B) = 1
2
−
(
~a ·~b
)2
2
.
A similar argument shows that
QF (B → A) = 1
2
−
(
~a ·~b
)2
2
,
where the state that minimizes the fidelity function is
an eigenstate of A.
Appendix C: Additivity of accessible fidelity
Here we prove Lemma 2 on the additivity of the max-
imum fidelity function for ensembles S1 ∈ Hd1 and
S2 ∈ Hd2 .
Proof. Consider the optimal POVMM1 that achieves the
maximum fidelity FmaxS1 for ensemble S1 and the optimal
POVM M2 that achieves the fidelity F
max
S2 for ensembleS2. By combining the elements of M1 and M2 weighted
appropriately, we have a POVMM that acts on the entire
space Hd ≡ Hd1 ⊕Hd2 . Clearly, the fidelity achieved by
M constitutes a lower bound for the maximum fidelity
FmaxS for the ensemble S = S1 ⊕S2. Therefore, we have,
FmaxS ≥
1
N1d1 +N2d2
(
N1d1F
max
S1 +N2d2F
max
S2
)
.
We now prove additivity by showing that the maxi-
mum fidelity function FmaxS is also upper bounded by
the weighted average of FS1 and F
max
S2 . Note that for any
vector |φa〉 ∈ Hd1 ⊕Hd2 in the optimal rank-one POVM
{χa, |φa〉〈φa|} that attains FmaxS1⊕S2 , can be written as,
|φa〉〈φa| = P1|φa〉〈φa|P1 + P1|φa〉〈φa|P2
+P2|φa〉〈φa|P1 + P2|φa〉〈φa|P2,
where P1 and P2 are the projectors on to the sub-
spaces Hd1 and Hd2 respectively. Now, the condition∑
a χa|φa〉〈φa| = Id1+d2/(d1 + d2) implies,
∑
a
χaP1|φa〉〈φa|P1 = Id1
d1 + d2
,
∑
a
χaP2|φa〉〈φa|P2 = Id2
d1 + d2
.
Therefore, we may bound FmaxS as,
FmaxS =
d1 + d2
N1d1 +N2d2
max
{χa,|φa〉:∑
a χa|φa〉〈φa|=I/(d1+d2)}
∑
a
χaλmax

 ∑
|ψ〉1∈H(d1)
|〈φa|ψ〉1|2|ψ〉〈ψ|1 +
∑
|ψ〉2∈H(d2)
|〈φa|ψ〉2|2|ψ〉〈ψ|2


≤ d1 + d2
N1d1 +N2d2
max
{χa,P1|φa〉}
∑
a
χaλmax

 ∑
|ψ〉1∈H(d1)
|〈φa|P1|ψ〉1|2|ψ〉〈ψ|1


+
d1 + d2
N1d1 +N2d2
max
{χa,P2|φa〉}
∑
a
χaλmax

 ∑
|ψ〉2∈H(d2)
|〈φa|P2|ψ〉2|2|ψ〉〈ψ|2

 .
14
We define the states |φ1,a〉 = P1|φa〉|〈φ1|P1|φa〉|2 , |φ2,a〉 =
P2|φa〉
|〈φa|P2|φa〉|2 , which satisfy |||φ1,a〉|| = |||φ2,a〉|| = 1, and
the scalar coefficients
χi,a =
d1 + d2
di
〈φa|Pi|φa〉|2χa
with i = 1, 2, which are weights in Hd1 and Hd2 re-
spectively. We can then restate the optimization in
terms of the POVMs {χ1,a, |φ1,a〉}, {χ2,a, |φ2,a〉} sub-
ject to the constraints
∑
a χ1,a|φ1,a〉〈φ1,a| = Id1/d1 and∑
a χ2,a|φ2,a〉〈φ2,a| = Id2/d2, as follows.
FmaxS ≤
d1
N1d1 +N2d2
max
{χ1,a,|φ1,a〉}
∑
a
χ1,aλmax

 ∑
|ψ〉1∈H(d1)
|〈φ1,a|ψ〉1|2|ψ〉〈ψ|1


+
d2
N1d1 +N2d2
max
{χ2,a,|φ2,a〉}
∑
a
χ2,aλmax

 ∑
|ψ〉2∈H(d2)
|〈φ2,a|ψ〉2|2|ψ〉〈ψ|2


=
1
N1d1 +N2d2
(
N1d1F
max
S1 +N2d2F
max
S2
)
.
