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それではα=A1/NIこ対してSAT解をもっ問題の都合がどのように変fとするのかをみてみる.Af，N>>1. 
α= 0(1)の状況を考えると次のようになることがわかる.
• K= 1:α によらず， UNSAT解の誤合がA倒的に多い.
• K=2:α<1のとき SAT解が圧倒的に多く， α>1のとき UNSAT解が圧間的に多い.







PSAT ニ ~P(C)ð(ヨx S.t. F(xIC) = 1) (4) 
C 
を求めたいのだが，これが与えられた節数の下でのSAT問題のすべての可能性に関して平均を必要とす














L LP(J)e-β I:~=1 H(SkIJ) (6) 
81，82，…，8n J 










H(aIC) =乞(1ー ら(a))= r非充足節の個数J
μ=1 
((G if 仰)泌isfied1-Cμ(a) = < 
1 if C/.L(a) unsatisfied 
(7) 
このようにエネルギ一関数を書けば K-SAT需題は fエネルギ一関数の最/ト値がゼロかどうかj を判定
する問題と言い換えることができる.数式で表現すれば次のようなことになる.
zがSAT解である条件
F(aIC) = 1 ←→ H(aIC) = 0 
SAT解が存在する条件





SAT禦 x 0 
図 1:SAT問題のエネルギー撞像
つまり， SAT解を持つ関題の割合 PSATは













e-sminx{H(SIJ)} < 乞eβH(SIJ)= Z(βIC) 
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図 3:SAT-UNSAT相転移
である.なぜならば
問 C)]C 二 j母吋-N(sf十枇制
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あとは， β→00の極限をとり，最小エネルギーの典型値が評舗で、きる.
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図 7:CDMAの概念留
同・セノレ内で、K入のユーザが同詩に携帯電話を捷う場合に拡張して考えよう.k番目のユーザのある









yJl. = 完工S~bk 十叩μ
マャ k=1
(16) 




P(S) = ~8(s + 1) + ~8(s -1) (17) 
でランダムに与えられるので，独立変数として扱うことができるため
N I 1 1~ ILIL 11 k=j 
r;:rSk・Sj= r;:r J J si:Sj =ミ
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R(qlp) = pxq十 (1-p)(l -q) 
(2p-l)q+ 1-p (21) 
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となる.よって最適な戦略はR(qlp)をq'こ欝して最大化することにより
(P>l/2 → q = 1 (表)








。 1 q 
図 8:ベイズ決定によるコイン投げ問題に対する最適戦略
b = {bI，. .. ， bK}のあるパターンが得られる確率P(b)は，それぞれのユーザの送る信号が +1か -1の
値をとる確率はそれぞれ 1/2と仮定するのが自然なので，
P(b) =去 (23) 
となる.Ga出 siannoiseの影響を受けて， (16)式より計は平均1/J万2::=1S~bk' 
布に従い，
分散σoのガウス分
r ~ ~ K 1 
1 1 1 1 ~ ". ，1 
PViMh，d)=:扇吋-2~2 (yJL 一方工s~bk)21
V .， L v.... 市 k=1 j 
(24) 
としづ確率になる.ベイズ決定理論に従えば，y=グを受信した後のbの事後護率は
N r 唱 N 唱 K 1 
P(bly， Sk)αP(b) rP(yゆ， (S~=1 ，2 ，...，K))cxexp 1-'):2 :L(yJLープデM:L仇)21 (25) 











bk argmax{P(bkly， {sd)} 

































(28) H(bly， {Sk}) 
(29) 




附 &}=Jbnトイ-諮問山})1日} (30) 
を計算して， 。l~ [ln Z]y，{sk} = どき~;;n ~ln[znJy， {sk} (31) 
を求める.
ここでは，詳しい許算をせず，レプリカ法で評価された結果をいくつか紹分することにする.まず，レ
プりカ対材、 (RS:R怠plicaSymmetric) 自密エネルギーについて考える. レプリカ対称仮定
~ K 
左E二[b2(bk)]y，{Sk}= ma = m (均二以...，n) 
k=l 
~ K 
会2二[(bk)(bt)Jy，{Sk}= qab = q (Vα> b) (32) 
において， RS自由エネルギーは
f 1 L_h _-20" _¥¥ 1-2m+q+β-1σ3 ~[lnZJy，{Sk} 及品) -2sln(1 +σ ;tβ(1 -q))一
q(l-q) ， (dze-












































































といった対応があり，温度の違いとして理解可能である (Rujin(1993)， Nishimori (1993)， Sourlas (1994)). 



















P(E)二 I: • exp I -: T I (36) 
¥/NπI N I 
から独立同分布抽出で定めたシステムを考える(図 11).
m 附~~ E(r)州酬T
図 11:ランダPムエネルギーランドスケープ. (36)式の確率分布から得られた REMのランドスケープの
例 (N= 8) 
このシステムはスピングラス，高分子の研究等で用いられ，情報理論のランダム符号化とも密接に関
係している.状慧 S={+1，-1}Nに対してエネルギ一関数は
ゃ Ir，，..， 1， (S二 r)¥ 
H(SIE) = ) . E(ァ)6(S、ァ) 16(Sラr)= < ，- . I I 




となる.E = {E(r)}である.エネルギーランドスケープへの依存性を明示した表現にするため，E(S) 
と書かず，E(r)としている，絶対温慶T=β-1のときの分配関数は
Z(βIE) =乞e-sH(SIE) (38) 
S 
となり，ここから自由エネルギー〈密度)の平均値







Eε{Ne，N(ε+ d'e)}I'V，λ!(εIE) (40) 
に対して，平均と分散は
2N xP(E = Ne)(Nd'e)I'Vexp[N(ln 2 -e2)] 
2N xP(Ne)(Nd'ε)(1 -P(Ne)(Nd'e)) 
I'V exp[N(ln 2 -e2)J 
となる.これより Nが大きいときを考えると状態密度の形は図 12に示すとおり
[N(eIE)]E 
Var{N(eIE)} ( 41) 
'Iel < JG2 指数的.揺らぎ/平均は無視できる
'Iel > JG2 ゼロとみなしてよい



















f(β) (ド一4十叫2←円一干乎 β< sc…4恥い=斗2一J五E三， β=β~c > 2v1n2 
u(β) (-2U=2a 
-v1n2， β= sc > 2v1n2 
s(β) 
r-竿+ln2.
β(u(β) -f(β)) = i 0唖
G 
υ倍)， f (s) 
図 14:REMの梧転移
2.1.3 レプリ方法による評価







f(β) -J-i111Z(βIE)lR Nβ& 
δl 








8 81 .82 •.….日..8"
によって [z吋8IE)lEを計算することになるが， (37)式を使って指数の罵を書き換えると
[zn(8IE)lE = [( L e-s乞rE(r)8(S，r)) n] E = 三二 [e-sErE仲立=18酌 r)]E (46) 
S S1，82，.，sn 
となる.各状態 7のエネルギーが (36)式の譲率からランダムに発生することより，各状態 Tにおける平
喝の計算は
[e-sE(r)xロ=1川ア)]E f需 e一平一βE(r)x
叶苧(を(S"，T) "] (47) 
となる.よって
[zn(8IE)JE S1 E J 低勾叶pイi芋引(色主をt5(S拶附
S1 EιSJ [乎 ~(佳恰主含6川)']i 
dsほ p[手写会含(S"，T)J(S'， T)] 
SIE Jl芋56(げ)] (48) 
となる t5(8a8b)はt5(sa8a)= 1で， a，bに関して対称なので，独立な変数の船出ヂである 次の
↑亘等式が成り立つことに注意する.
L I t5[(8へ8b)-qabl = 1 (49) 
qaむ=0，1a>b 
ここでもbはこの系の才一ダーパラメータになっている.この式を (48)式に代入すると
i問zn(叩(伊例畑柵β刈湘細l回問E町)]トニ 乞 乞 寸芋乞Ld夙 Sダ的針州可V叶)戸2司|旧Ild仰 aへヅ，8b刷Sゲ的る町)一ω] 
qab=O，l 81，… 8n l a，b J a>b 
乞位勾叶Pバ|半乞qωa油abI x 
q仇αb=O宅，1 lα，b J 81‘..一….一.8>α>b
五十 (51) 
を得る.最後の式に現れた
S({qab})= ;r1nl L It5[t5(8a，8b)-ω1 











~~N~ ~2γ qab + S({qab}) ~ {ω14tr j (53) 
で代表して構わない.これにより， n = 1，2，. ..，'こ対しては [Zn(βjE)]を
I I ，02 ， I 
[Zπ(βIE)] = ) ~ exp I I}la..~ N {三一): qab+ S( {qめ})> I 


























Lqab = η 
eNS( {qab}) 2N x(2N -1)x(2N -2)・.(2N-n) 
2nN = eNnln2 
(57) 
が得られて
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(a)β く βc (b)β>βc 
函 15:(a)β< ~ < 2v'hi2 =βcと(b)β=3>scに対する RS1，RS2， lRSBの大小関係.(a)， (b)ともに
RS1とRS2れ =1で交差する また，邸2と郎Bの接れほSB=舎は (a)では nlRSB> 1， (b) 
では0<nlRSB < 1となる.
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P(C) = ( ~~ ) 叫卜三LCTjl















d(xa・xb-N qab) = J dqabetIab(xa.xb-Nqab) 
α付et日)~
(78) ?






、?? ?、 、 、???
qab 
n ".-、ー崎、
C: qab Q= Qπ Qη 
レプリカ対称(RS)仮定として，Qα=Q， qab= q， Qa = Q， qab = qとすると，
1 1 J町五万ln[zn(λjC)]C




(79) らー1(入-o+計十 q^. -_ + co凶 t~ 
2 、- " 2[入-Q + q] J 
(80) 
(」0÷」ー +ー 4----:== 0 4可， 2(λ-Q+長) ， 2[λ-Q+qJ2 
~a 一一一」一一÷ー---l..-一一一一~一一二 0
2'1 2(λ-Q十の守 2(λ-Q+Ij) 2[λ Q+ijj2 
??っ
?
(呈ー盆 J2 2 -v 
角
_9.ム呈ーの2 I 2 -v 
樺島祥介
となり，まとめると，
入土v入2-4-Q+工士否 = 0 =今 Q2ー λQ+1=0 =今 Q = /¥....Ly /'1ーョ (81) 
2 
が得られて， (75)式により富有値の漸近分布は
バλ) 二三Im~ Jim :T ~， [lnZ(入IC)](;~ 






















































P(8) = 二 三 1E乙1P11i(品〉
( ~μ(8þ) =乞8¥8"P(8) ¥ 
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FBcthc({blL，bE}) = -lnZ + KL({bμ， bI}IP)三一 lnZ (90) 
FBcthc( {bμ， b，}) をε同 )ln 九州
μ=18μψμ(SJRZqMψ1(品)
十会1-叩 imtizi (91) 
を最/j、iこすることと同じである.この最小化は BeliefPropagation(BP:信念伝搬)を使うことで高速に
実現できる.
3.1.2 Belief Propagation 
KLダイパージェンスおよびベーテ自由エネルギーの最/ト化問題は，試験分布に関する拘束条件





















e->'，.l伶 )α Lψμ(8p.) r (向(為)e->.pj向))
Sμ¥81 jεζ(μ)¥1 
































HKψk，k+1 (Sk， Sk+1) P(S) = ~U~ L:s I1kψ対十1(Sk， Sk+l) 
となる.ここで，この結合分布から罵辺化された分布が
(98) 






Lsfhψk，k+1 (8k， 8k+l) 
i……J mk+l→k(Sk) 
P(品)=乞 P(S)ぽ (ILn吟.1+1(九島+1














FBc恥({ちん})ヂ -lnZ十KL( {btL， bl}IP)三一 InZ
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倒 康情報ノイズ 受信信号 制
I / / 内
面lD+n=n(叫日=ヨコn=1HIn叫ん
I¥.J ILJ 11 11 ノ 11 I 1 f HCT = 0 i 
I _-' U U y-原島也 什 什 1_で i
図 23:i線形符号の (a)詩号化と (b)複号
ための， 0または 1を成分とする (N-KxN)のパリティ検査行列Hを定義する.Hが与えられると
HCT = 0 (mod 2) (102) 
を満たす，。または1を成分とするNxKの生成行列cTを講戒することができる.線形符号化はcTを
用いて
yO = CTx (mod 2) 





掛けてシンドローム z= Hy (mod 2)を計算しパリティ検査方程式















































ψl(n) = d(ZI;η1 + n2 + n3 + ns) 
ψ2(n) 二 d(z2;n2十n3十n4十n6)
ψ3(n) - d(z3; nl +η3 +n4 +η7) 


























いてすべての変数を (+1，-1)によって表現しなおす.すると， (0，1)表示で各要素 n[= 0，1となる確率
が独立にそれぞれ l-p，pとしサ事前確率は， (+1ラ-1)表示ではF= (1/2)ln[(1 -p)/討を用いて
??
?
? ??? ??????????? (109) 
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fコトの物理学j
となる.また，ノイズη に対してシンドローム zは確定的に与えられるのでパリティ検査行列 Htこ対
する条件付き確率P(zln)は(0，1)表示ではHn= z (mod 2)ならば1ヲそれ以外では0となるデルタ関
数d(Hn=幻となるが， (+1，-1)表示では
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/θ2量(θ)1 ¥ {がを(m)¥ -1 
(Oi(8)Oj(8)) -(Oi(8))(Oj(8)) = -(一一一一I1=1一一一一 I (121) 



















































か(m;α) =一〈芸品mlmk)a~かGauss(m;α) (127) 
を0から 1まで積分することで 次のように講成される.
φada(m)~φGauss(m;α= 1)-φGauss(m;α= 0) +φ(m;α=0) (128) 
ただし，嘗Gaussの計算ではイジングスピンを表す重み [8(5-1) + 8(5 + 1)]の代わりにガウス重み
九(51)αexp~ 一生51 ~ A1: s.t. (51)α 二 1i -2Ul ( (129) 
を用いて分配関数の計算を行う.ガウススピンに対する自由エネノレギーは
争Ga臨 (m;α) = 流(-53+θm
ベρ8exp[ -t.学÷十Sl5k+会181])} 
mxx{ -計十;mT(A-αJ吋 ln(A-αJ) 
(130) 
となり， Aを決める条件は
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