A new method for compiling quantum algorithms is proposed and tested for a three qubit system. The proposed method is to decompose a a unitary matrix U, into a product of simpler U j via a neural network. These U j can then be decomposed into product of known quantum gates. Key to the effectiveness of this approach is the restriction of the set of training data generated to paths which approximate minimal normal subRiemannian geodesics, as this removes unnecessary redundancy and ensures the products are unique. The two neural networks are shown to work effectively, each individually returning low loss values on validation data after relatively short training periods. The two networks are able to return coefficients that are sufficiently close to the true coefficient values to validate this method as an approach for generating quantum circuits. There is scope for more work in scaling this approach for larger quantum systems.
I. Introduction
In 1982, Feynman showed that a classical Turing machine would not be able to efficiently simulate quantum mechanical systems [1] . Feynman went on to propose a model of computation based on quantum mechanics, which would not suffer the same limitations. Feynman's ideas were later refined by Deutsch who proposed a universal quantum computer [2] . In this scheme, computation is performed by a series of quantum gates, which are the quantum analog to classical binary logic gates. A series of gates is called a quantum circuit [3] . Quantum gates act on qubits which is the quantum analog of a bit.
Lloyd later proved that a quantum computer would be able to simulate any quantum mechanical system efficiently [4] . Equivalently, this can be stated as; given some special unitary operation U ∈ SU(2 n ), U † U = I, there exists some quantum circuit that approximates U, where n is the number of qubits. One pertinent question that remains is how to find the circuit which implements this U. In certain situations the circuit to implement U can be found exactly. However in general it is a difficult problem, and it is acceptable to approximate U. Previously U has been found via expensive algebraic means [5] [6] [7] [8] . Another novel attempt at finding an approximate U has been to use the tools of Riemannian geometry.
Nielsen originally proposed calculating special curves called geodesics between two points, I and U in SU(2 n ). Geodesics are fixed points of the energy functional [9] . Nielsen claimed that when an energy minimising geodesic is discretised into a quantum circuit, this would efficiently simulate U [10] [11] [12] [13] [14] . In practice however, finding the geodesics is a difficult task. Computing geodesics requires one to solve a boundary value problem in a high dimen- * michael.swaddle@research.uwa.edu.au sional space. Furthermore, Nielsen originally formulated the problem on a Riemannian manifold equipped with a so called penalty metric, where the penalty was made large. This complicated solving the boundary value problem [15] .
The Nielsen approach can be refined by considering subRiemannian geodesics. A subRiemannian geodesic is only allowed to evolve in directions from a horizontal subspace of the tangent space [16] . This approach still involves solving a complicated boundary value problem. For a practical tool, a much faster methodology to synthesise a U is required. With recent advances in computing power, neural networks (NN) are an attractive option.
The problem is to find U approximately as a product of exponentials
where E we call the embedding function, c = (c any U ∈ SU(2 n ) can be written as Equation (1) with sufficiently many products. We restrict ourselves to U which can be written as a product of a polynomial in n terms . An example of such a ∆ could be the matrix logarithms of universal gates. For convenience it is easier to work with all permutations of Kronecker products of one and two Pauli matrices, so We propose that a neural network be trained to learn E −1 . The neural network will try to find all the coefficients c k i so the product approximates U. In this approach, the neural network takes a unitary matrix U as an input and returns a list c of c k i . A segment is a product of m exponentials of each basis element. In total there are N segments. We only examine U which are implementable in a reasonable number of segments. We found that we required two neural networks to achieve this. The first is a Gated Recurrent Unit, GRU, network [17, 18] which factors a U into a product of U j ,
where each U j is implementable in polynomially many gates, which we call global decomposition. The second is simply several dense fully connected layers, which decomposes the U j into products of exponentials
which we term local decomposition. These procedures can be done with traditional optimisation methods. The lack of a good initial guess meant that it took an order of an hour in SU (8) . While the output from the neural network may not implement U to a required tolerance, it does provide a good initial guess as the error will be small. The output from the neural network could be refined with another optimisation algorithm.
II. Training data
To generate the training data, the c should not be chosen randomly. If there is no structure to how c is chosen, it will introduce extra redundancy. More seriously, E −1 will not be well defined. There are infinitely many ways to factor a U into some unordered product of matrix exponentials. Geometrically this could be visualised as taking any path from I to U on SU(2 n ). Randomly generating data may give two different decompositions for a U, and so E is not one to one. To ensure the training data is unique, we propose that these paths should be chosen to be, at least approximately, minimal normal subRiemannian geodesics.
The choice of using geodesics is not particularly special. Other types of curves could be used as long as it uniquely joins I and U. This is so E −1 is well defined. Generating random geodesics can be done simply by generating random initial conditions. However the geodesics must also be minimal. The first way to try and ensure they are minimal is to bound the norms of the initial conditions. The normal subRiemannian geodesics in SU(2 n ) can be found via the Pontryagin Maximum Principle [19, 20] by minimising the energy functional
where 〈, 〉 is the restriction of the bi-invariant norm to ∆ ⊂ su(2 n ), and
for a review. The normal subRiemannian geodesic equations can be written asẋ
and proj ∆ is projection onto ∆. This can be re-written as the single equationẋ
where Λ 0 = Λ(0). Choosing the Λ 0 completely determines the geodesic. To generate the training data for the U j , first randomly choose a Λ 0 . The U j are then matrices which forward solve the geodesic equations
where [0, 1] has been divided into N segments of width h. For this paper we utilised the simple first order integrator
since approximating the geodesic is sufficient. There are infinitely many bi-invariant Riemannian geodesics joining I and U, for the different branches of log(U). SubRiemannian geodesics are similarly behaved, but it varies on the norm of Λ 0 . To generate the training data we bounded the norms by dim(∆) = (n 2 ), to try and ensure the geodesics are unique.
Further, the norm ||proj ∆ (Λ 0 )|| = ||u 0 || determines the distance between I and a U. Nielsen showed that the distance can be thought of as approximately the complexity to implement U. Lemma (3) in [10] shows that a U further away from I requires more gates. The distance however is likely to scale exponentially. By bounding the norm by a polynomial, this ensures the training data only contains U which are reachable with a polynomial number of quantum gates.
III. Network Design -SU(8)

A. Global decomposition
The neural network for the global decomposition takes an input of U and returns a list of U j . To do this U is decomposed into rows of length 2 n . This makes 2 n real vectors.
Each row is treated as a single timestep in the GRU layer. The output U j are also decomposed into their rows and these rows are treated as timesteps in the output. This gives 2 n N output vectors of length 2 n . In particular we examined the n = 3 qubit case. For SU (8) we found 10 stacked GRU layers was sufficient to give reasonable results. In SU (8) we chose N = 10 , so there were 8 input vectors of length 8 and 80 output vectors of length 8. The network was implemented in the Keras Python library [22] with the TensorFlow backend, on a Nvidia GTX 1080.
B. Local decomposition
For SU(8) a network with 2 fully connected dense hidden layers of 2000 neurons, with the ReLU activation function was found to be sufficient. The input layer took a vectorised U j , and outputted dim(∆) values. The network was implemented in the Keras Python library with the TensorFlow backend, on a Nvidia GTX 1080.
IV. Results -SU(8)
A. Global decomposition
The global decomposition network was trained on U j taken from 5000 randomly generated geodesics in SU (8) . 500 were used for validation data. The loss function used was the standard Euclidean distance between the output vector and the desired output. After 1500 training epochs the validation loss reached ∼ 0.9 and did not decrease. This was found to be sufficient to generate U j close to the training data. Figure (1) shows the validation and training loss. Figure (2a) and figure (2b) shows a randomly chosen U j from a list of U j generated by the network, and from the training data respectively for some random U. Most U j appeared to be very similar. Figure (3a) and figure (3b) show the same entry in consecutive U i for validation data. Again the network was able to output values very close to the values in the validation dataset. This similarity was typical. This shows the network is able to reasonably approximate the U j .
B. Local decomposition
The network to implement the local decomposition was trained on U j generated by choosing a random m-vector of the coefficients c j i , where each c j i was order 1/N . In total there were 5000 pairs in the training set, and 500 in the validation set. Figure (4) shows the validation and training loss. After 500 epochs the network was able to sufficiently compute the local decomposition to reasonable error (on average 0.16). Figures (5a) and (5b) show a matrix generated by the neueral network and the target matrix. (a) Real components of a U j generated by the NN. 
V. Conclusion
Training two neural networks to together decompose U into c j i via a two-step approach (global decomposition followed by local decomposition) was found to be successful, when restricting the set of training data generated to paths which approximate minimal normal subRiemannian geodesics. This restriction limited the training data pairs to ones which were one-to-one, eliminating redundancy. For the global decomposition, using a neural network consisting of stacked GRU layers allowed for efficient training of the network, with the validation loss of the network approaching its minimum at 500 epochs for SU (8) . A simple dense network with two hidden layers proved sufficient for the local decomposition. In SU(8), the networks were small enough that both networks were able to be trained on a desktop machine with a single NVidia GTX 1080 GPU. The two stage decomposition proved more successful than single-stage attempts to form a solution, with the decomposition of a given U into U j being crucial for this increase in effectiveness. This approach to the solution for this problem demonstrates a novel use of neural networks.
Although this approach works well for systems with small numbers of qubits (such as the SU (8) (a) Real components of a U j generated by the NN. as an example), the approach does not scale well with increasing number of qubits. This is because the size of the network scales by the number of entries in matrices in SU(2 n ). Although this is not a significant problem for currently realisable quantum computers, or those in the near future, it will increasingly become problematic as quantum computing continues to advance. To somewhat counteract this, the complexity of the problem can be decreased by restricting the set of U on which the neural network is trained. For example if the U are sparse, some savings in the size of the network may be made. Investigating this will be increasingly significant, as it will increase the practical usefulness of this approach.
As noted in section II, the choice of using geodesics to restrict the training data is fairly arbitrary, and as such, there may be different ways of restricting the training data which, while still ensuring the input/output is one-to-one, may produce a better dataset, improving the accuracy of the networks. This is heavily related to the nature of Λ 0 which is currently not fully understood. Exploring this problem is a possible future avenue of investigation, which may improve the effectiveness of the approach described in this paper.
Finally note that training the network is the most computationally expensive part of this approach. Once the network is trained, propagating an input through through the network is much more efficient than the conventional optimisation techniques for compiling U.
All data and programs used to produce this work can be found at https://github.com/Swaddle/ nnQcompiler. This work was supported by resources provided by the Pawsey Supercomputing Centre with funding from the Australian Government and the Government of Western Australia [23] .
