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La presente actividad forma parte de las actividades evaluativas del Diplomado de 
Profundización CCNP (Prueba de Habilidades Práctica), con la que el estudiante 
debe identificar el grado de desarrollo de competencias y habilidades que fueron 
adquiridas a lo largo del diplomado, poniendo en prueba los niveles de comprensión 
y solución de problemas relacionados con diversos aspectos de Networking.  
Consta de tres escenarios propuestos, los cuales en el desarrollo de este 
documento se informa paso a paso el proceso realizado para dar solución a 
actividad planteada y el registro de los procesos de verificación de conectividad 
mediante el uso de comandos como ping, traceroute, show ip route, entre otros. 









Router Interfaz Dirección ip DCE 
R1 S1/0 10.103.12.1/24 X 
Lo0 10.1.1.1/22  
Lo1 10.1.4.1/22  
Lo2 10.1.8.1/22  
Lo3 10.1.12.1/22  
R2 S1/0 10.103.12.2/24  
S1/1 10.103.23.2/24  
R3 S1/0 10.103.23.1/24 X 
S1/1 172.29.34.2/24  
R4 S1/0 172.29.34.1/24  
S1/1 172.29.45.2/24  
R5 S1/0 172.29.45.1/24 X 
Lo0 172.5.1.1/22  
Lo1 172.5.4.1/22  
Lo2 172.5.8.1/22  






Desarrollo paso a paso: 
1. Aplique las configuraciones iniciales y los protocolos de enrutamiento para 
los routers R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords 
en los routers.  Configurar las interfaces con las direcciones que se 
muestran en la topología de red.  
Se utiliza para este escenario el simulador GNS3. Se aplica comandos de 
configuraciones previas para los 5 Routers.  
Ejemplo configuración previa en R1: 
Router>enab 
Router#conf t 
Enter configuration commands, one per line. End with CNTL/Z. 
Router(config)#hostname R1 
R1(config)#no ip domain lookup 









Se configuran las interfaces asociadas a cada router en conexión. Se configura un 
clock rate de 64000 para las interfaces que están como DCE según la topología: 
Interfces area de routers para Zona A: 
R1(config)#int s1/0 
R1(config-if)#ip address 10.103.12.1 255.255.255.0 




R2(config-if)#ip address 10.103.12.2 255.255.255.0 
R2(config-if)#no shutdown 
R2(config-if)#int s1/1 




R3(config-if)#ip address 10.103.23.1 255.255.255.0 






R3(config-if)#ip address 172.29.34.2 255.255.255.0 
R3(config-if)#no shutdown 
Interfaces área de Routers para Zona B: 
R4(config)#int s1/0 
R4(config-if)#ip address 172.29.34.1 255.255.255.0 
R4(config-if)#no shutdown 
R4(config-if)#int s1/1 
R4(config-if)#ip address 172.29.45.2 255.255.255.0 
R4(config-if)#no shutdown 
R5(config)#int s1/0 
R5(config-if)#ip address 172.29.45.1 255.255.255.0 
R5(config-if)#clock rate 64000 
R5(config-if)#no shutdown 
R5(config-if)#exit 
Se configura OSPF as 10 área 0 
R1(config)#router ospf 10 
R1(config-router)#network 10.103.12.0 0.0.0.255 area 0 
 
R2(config)#router ospf 10 
R2(config-router)#network 10.103.12.0 0.0.0.255 area 0 
R2(config-router)#network 10.103.23.0 0.0.0.255 area 0 
R3(config)#router ospf 10 
R3(config-router)#network 10.103.23.0 0.0.0.255 area 0 
Se aplica el comando show ip route en R1 se evidencia que la red 10.103.23.0 fue 





Configuración de EIGRP AS 10 en los router R3, R4 y R5 según la topología de la 
actividad: 
R3(config)#router eigrp 10 
R3(config-router)#network 172.29.34.0 0.0.0.255 
 
R4(config)#router eigrp 10 
R4(config-router)#network 172.29.34.0 0.0.0.255 
R4(config-router)#network 172.29.45.0 0.0.0.255 
 
R5(config)#router eigrp 10 
R5(config-router)#network 172.29.45.0 0.0.0.255 
Se apaga router R2: Se aplica show ip route en R3 se evidencia que la red 
172.29.45.0, fue aprendida por EIGRP: 
 
2. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación 
de direcciones 10.1.0.0/22 y configure esas interfaces para participar en el 
área 0 de OSPF.  
Se asignan las direcciones loopback según lo especificado en la siguiente tabla: 
 
Intefaz Dirección mascara 
Lo 0 10.1.1.1 255.255.252.0 
Lo 1 10.1.4.1 255.255.252.0 
Lo 2 10.1.8.1 255.255.252.0 
Lo 3 10.1.12.1 255.255.252.0 
 





Enter configuration commands, one per line.  End with CNTL/Z. 
R1(config)#int Lo 0 
R1(config-if)#ip address 10.1.1.1 255.255.252.0 
R1(config-if)#int lo 1 
R1(config-if)#ip address 10.1.4.1 255.255.252.0 
R1(config-if)#int lo 2 
R1(config-if)#ip address 10.1.8.1 255.255.252.0 
R1(config-if)#int lo 3 
R1(config-if)#ip address 10.1.12.1 255.255.252.0 
Se configuran dichas interfaces loopback y se asociación a OSPF 10 
R1(config)#router ospf 10 
R1(config-router)#Network 10.1.1.0 0.0.3.255 area 0 
R1(config-router)#Network 10.1.4.0 0.0.3.255 area 0 
R1(config-router)#Network 10.1.8.0 0.0.3.255 area 0 
R1(config-router)#Network 10.1.12.0 0.0.3.255 area 0 
Comando show ip interface brief en R1 para comprobar la configuración: 
 





Se aplica el comando show ip route en R2 y se evidencia que las rutas loopback 
fueran aprendidas por OSPF: 
 
3. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la asignación 
de direcciones 172.5.0.0/22 y configure esas interfaces para participar en el 
Sistema Autónomo EIGRP 10. 
Se determinan las direcciones Loopback para R5 de la siguiente manera: 
Intefaz Dirección mascara 
Lo 0 172.5.1.1 255.255.252.0 
Lo 1 172.5.4.1 255.255.252.0 
Lo 2 172.5.8.1 255.255.252.0 
Lo 3 172.5.12.1 255.255.252.0 
 
Se configuran interfaces Lo y se configuran para eigrp 10 
R5(config)#int lo 0 
R5(config-if)#ip address 172.5.1.1 255.255.252.0 
R5(config-if)#int lo 1 
R5(config-if)#ip address 172.5.4.1 255.255.252.0 
R5(config-if)#int lo 2 
R5(config-if)#ip address 172.5.8.1 255.255.252.0 
R5(config-if)#int lo 3 
R5(config-if)#ip address 172.5.12.1 255.255.252.0 
R5(config)#router eigrp 10 
R5(config-router)#network 172.5.1.1 255.255.252.0 
R5(config-router)#network 172.5.4.1 255.255.252.0 
R5(config-router)#network 172.5.8.1 255.255.252.0 





Se valida con el comando show running-config en R5 
 
4. Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo 
las nuevas interfaces de Loopback mediante el comando show ip route. 
 
5. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 
50000 y luego redistribuya las rutas OSPF en EIGRP usando un ancho de 
banda T1 y 20,000 microsegundos de retardo. 
EIGRP necesita cinco métricas cuando se redistribuye conotros protocolos: 




Ancho de banda: 
T1= 1,544 Mbps ---- 1544000 Kbps 
R3(config)#router eigrp 10 
R3(config-router)#redistribute ospf 10 metric 1544000 20 255 255 1500 
 









R3(config)#router ospf 10 
R3(config-router)#redistribute eigrp 10 metric 64 subnets 
Se aplica el comando show running-config y se evidencia que la 
configuración de redistribución es exitosa para R3: 
 
6. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen 
en su tabla de enrutamiento mediante el comando show ip route. 
Se realiza prueba de ping para confirmar la conectividad entre los enlaces de 
routers asociados a la red. 
Ping a Loopback 2 y 3 de R5 desde R1 
 





Comando Traceroute a loopback 2 del router R5 
 






Show ip route R1 
 





Show ip route R3 
 








Información para configuración de los Routers   
R1 Interfaz Dirección IP Máscara 
Loopback 0 1.1.1.1 255.0.0.0 
Loopback 1 11.1.0.1 255.255.0.0 
S 1/0 192.1.12.1 255.255.255.0 
 
R2 Interfaz Dirección IP Máscara 
Loopback 0 2.2.2.2 255.0.0.0 
Loopback 1 12.1.0.1 255.255.0.0 
S 1/0 192.1.12.2 255.255.255.0 






R3 Interfaz Dirección IP Máscara 
Loopback 0 3.3.3.3 255.0.0.0 
Loopback 1 13.1.0.1 255.255.0.0 
E 2/0 192.1.23.3 255.255.255.0 
S 1/0 192.1.34.3 255.255.255.0 
   
 
R4 Interfaz Dirección IP Máscara 
Loopback 0 4.4.4.4 255.0.0.0 
Loopback 1 14.1.0.1 255.255.0.0 
S 1/0 192.1.34.4 255.255.255.0 
 
Desarrollo paso a paso 
Se utiliza para este escenario el simulador GNS3. Se configura direccionamiento a 
interfaces asociadas a los cuatro Routers en la topología: 
R1(config)#int s1/0 
R1(config-if)#ip address 192.1.12.1 255.255.255.0 
R1(config-if)#no shutdown 
R1(config-if)#int lo 0 
R1(config-if)#ip address 1.1.1.1 255.0.0.0 
R1(config-if)#int lo 1 




R2(config-if)#ip address 192.1.12.2 255.255.255.0 
R2(config-if)#no shutdown 
R2(config-if)#int e2/0 
R2(config-if)#ip address 192.1.23.2 255.255.255.0 
R2(config-if)#no shutdown 
R2(config-if)#int lo 0 
R2(config-if)#ip address 2.2.2.2 255.0.0.0 
R2(config-if)#int lo 1 
R2(config-if)#ip address 12.1.0.1 255.255.0.0 
 
R3(config)#int s1/0 






R3(config-if)#ip address 192.1.23.3 255.255.255.0 
R3(config-if)#no shutdown 
R3(config-if)#int lo 0 
R3(config-if)#ip address 3.3.3.3 255.0.0.0 
R3(config-if)#int lo 1 
R3(config-if)#ip address 13.1.0.1 255.255.0.0 
 
R4(config)#int s1/0 
R4(config-if)#ip address 192.1.34.4 255.255.255.0 
R4(config-if)#no shutdown 
R4(config-if)#int lo 0 
R4(config-if)#ip address 4.4.4.4 255.0.0.0 
R4(config-if)#int lo 1 
R4(config-if)#ip address 14.1.0.1 255.255.0.0 
R4(config-if)#exit 
 
1. Configure una relación de vecino BGP entre R1 y R2. R1 debe estar en 
AS1 y R2 debe estar en AS2. Anuncie las direcciones de Loopback en 
BGP. Codifique los ID para los routers BGP como 11.11.11.11 para R1 y 
como 22.22.22.22 para R2.  Presente el paso a con los comandos utilizados 
y la salida del comando show ip route. 
 
Se configura BGP en los routers R1 y R2: 
R1(config)#router bgp 1 
R1(config-router)#bgp router-id 11.11.11.11 
R1(config-router)#network 192.1.12.0 mask 255.255.255.0 
R1(config-router)#network 1.0.0.0 mask 255.0.0.0 
R1(config-router)#network 11.1.0.0 mask 255.255.0.0 
R1(config-router)#neighbor 192.1.12.2 remote-as 2 
 
R2(config)#router bgp 2 
R2(config-router)#bgp router-id 22.22.22.22 
R2(config-router)#network 192.1.12.0 mask 255.255.255.0 
R2(config-router)#network 2.0.0.0 mask 255.0.0.0 
R2(config-router)#network 12.1.0.0 mask 255.255.0.0 
R2(config-router)#network 192.1.23.0 mask 255.255.255.0 
R2(config-router)#neighbor 192.1.12.1 remote-as 1 




Se valida con comando show ip route en los router R1 y R2, se evidencia rutas 
con adyacencia: 






Comando show en R2: 
 
2. Configure una relación de vecino BGP entre R2 y R3. R2 ya debería estar 
configurado en AS2 y R3 debería estar en AS3. Anuncie las direcciones de 
Loopback de R3 en BGP. Codifique el ID del router R3 como 33.33.33.33. 
Presente el paso a con los comandos utilizados y la salida del comando 





R2 se configuró previamente en el ítem anterior, por lo que se procede a 
configurar R3: 
R3(config)#router bgp 3 
R3(config-router)#bgp router-id 33.33.33.33 
R3(config-router)#network 192.1.34.0 mask 255.255.255.0 
R3(config-router)#network 192.1.23.0 mask 255.255.255.0 
R3(config-router)#network 13.1.0.0 mask 255.255.0.0 
R3(config-router)#network 3.0.0.0 mask 255.0.0.0 
R3(config-router)#neighbor 192.1.34.4 remote-as 4 
R3(config-router)#neighbor 192.1.23.2 remote-as 2 
Se valida con comando show ip route adyacencia BGP con demás reouters: 
 
3. Configure una relación de vecino BGP entre R3 y R4. R3 ya debería estar 
configurado en AS3 y R4 debería estar en AS4. Anuncie las direcciones de 
Loopback de R4 en BGP. Codifique el ID del router R4 como 44.44.44.44. 
Establezca las relaciones de vecino con base en las direcciones de 
Loopback 0. Cree rutas estáticas para alcanzar la Loopback 0 del otro 
router. No anuncie la Loopback 0 en BGP.  Anuncie la red Loopback de R4 
en BGP. Presente el paso a con los comandos utilizados y la salida del 





R3 se configuró previamente en el ítem anterior, por lo que se procede a 
configurar R4: 
R4(config)#router bgp 4 
R4(config-router)#bgp router-id 44.44.44.44 
R4(config-router)#network 192.1.34.0 mask 255.255.255.0 
R4(config-router)#network 14.1.0.0 mask 255.255.0.0 
R4(config-router)#network 4.0.0.0 mask 255.0.0.0 
R4(config-router)#neighbor 192.1.34.3 remote-as 3 






Se ejecuta el comando show ip bgp en los 4 routers donde se evidencia que han 












Para pruebas, se hace ping desde R1 a las Lo 0 de los demás routers y a la 







Desde R4 se realiza prueba con el comando Traceroute a las loopback 1 de R1, 
R2 y R3 
 
 





















Desarrollo paso a paso 
A. Configurar VTP 
1. Todos los switches se configurarán para usar VTP para las actualizaciones de 
VLAN. El switch SWT2 se configurará como el servidor. Los switches SWT1 y 
SWT3 se configurarán como clientes. Los switches estarán en el dominio VPT 
llamado CCNP y usando la contraseña cisco.  
Se utiliza para este escenario el simulador Packet Tracer. Se configuran para los 3 
switches las especificaciones antes enunciadas: 
SWT1(config)#vtp mode client 







SWT2(config)#vtp mode server 
Device mode already VTP SERVER. 
 
SWT3(config)#vtp mode client 
Device mode already VTP CLIENT. 
2. Verifique las configuraciones mediante el comando show vtp status. 
 
B.  Configurar DTP (Dynamic Trunking Protocol) 
1. Configure un enlace troncal ("trunk") dinámico entre SWT1 y SWT2. Debido a 
que el modo por defecto es dynamic auto, solo un lado del enlace debe 





Puero f0/1 de SWT 1 se deja en modo desirable para cumplir el requisito: 
SWT1(config)#int f0/1 
SWT1(config-if)#switchport mode Dynamic desirable 
2. Verifique el enlace "trunk" entre SWT1 y SWT2 usando el comando show 
interfaces trunk. 
 
Se valida en los dos switches y ya está en modo trunk 
 
3. Entre SWT1 y SWT3 configure un enlace "trunk" estático utilizando el comando 
switchport mode trunk en la interfaz F0/3 de SWT1 
SWT1(config-if)#switchport mode trunk 





5. Configure un enlace "trunk" permanente entre SWT2 y SWT3. 
SWT3(config-if)#switchport mode trunk 
 
C. Agregar VLANs y asignar puertos. 
1. En STW1 agregue la VLAN 10. En STW2 agregue las VLANS Compras (10), 
Mercadeo (20), Planta (30) y Admon (99) 
 












2. Verifique que las VLANs han sido agregadas correctamente. 
En SWT1 se verifica name debido a que es cliente VTP, aparece con renombrada 
como Compras 
 
Se valida en VLANS en SWT2 se evidencian configuradas con sus respectivos 
nombres: 
 
4. Asocie los puertos a las VLAN y configure las direcciones IP de acuerdo 






Interfaz  VLAN  Direcciones IP de los PCs  
F0/10  VLAN 10  190.108.10.X / 24  
F0/15  VLAN 20  190.108.20.X /24  
F0/20  VLAN 30  190.108.30.X /24  
X = número de cada PC particular 
 
4. Configure el puerto F0/10 en modo de acceso para SWT1, SWT2 y SWT3 y 
asígnelo a la VLAN 10. 
5. Repita el procedimiento para los puertos F0/15 y F0/20 en SWT1, SWT2 y 
SWT3. Asigne las VLANs y las direcciones IP de los PCs de acuerdo con la 
tabla de arriba.  
Configuración en SWT1, SWT2 y SWT3 
SWT1(config)#int f0/10 
SWT1(config-if)#switchport access vlan 10 
SWT1(config-if)#no shutdown 
SWT1(config)#int f0/15 
SWT1(config-if)#switchport access vlan 20 
SWT1(config-if)#no shutdown 
SWT1(config)#int f0/20 











SWT2(config-if)#switchport access vlan 20 
SWT2(config-if)#no shutdown 
SWT2(config)#int f0/20 





SWT3(config-if)#switchport access vlan 10 
SWT3(config-if)#no shutdown 
SWT3(config)#int f0/15 
SWT3(config-if)#switchport access vlan 20 
SWT3(config-if)#no shutdown 
SWT3(config)#int f0/20 




D. Configurar las direcciones IP en los Switches. 
1. En cada uno de los Switches asigne una dirección IP al SVI (Switch Virtual 
Interface) para VLAN 99 de acuerdo con la siguiente tabla de direccionamiento 
y active la interfaz. 
Equipo  Interfaz  Dirección IP  Máscara 
SWT1  VLAN 99  190.108.99.1  255.255.255.0  
SWT2  VLAN 99  190.108.99.2  255.255.255.0  
SWT3  VLAN 99  190.108.99.3  255.255.255.0  
 
E. Verificar la conectividad Extremo a Extremo 
1. Ejecute un Ping desde cada PC a los demás. Explique por qué el ping tuvo o 
no tuvo éxito. 
Teniendo en cuenta que el SWT2 está configurado con direccionamiento ip para la 
interfaz VLAN 99 debido a que está en modo VTP server, se pudo completar la 
conexión 












2. Ejecute un Ping desde cada Switch a los demás. Explique por qué el ping tuvo 
o no tuvo éxito. 
Se realiza ping a las direcciones ip de las VLAN 99 de los switches de la topología 






3. Ejecute un Ping desde cada Switch a cada PC. Explique por qué el ping tuvo o 
no tuvo éxito. 
Hasta el momento el único que permite ping a todos los demás PC’s es SWT2 
debido a que se le configuró previamente lasinterfaces, los demas switch no 




Todo el enrutamiento es controlado por SWT2 en el que por medio de la VLAN 99 







• Se aplica el uso de la redistribución de protocolos de enrutamiento con el fin 
anunciar rutas que se aprenden por otros medios, como otro protocolo de 
enrutamiento, rutas estáticas o rutas directamente conectadas. 
• Al redistribuir a otro protocolo de enrutamiento, hay que tener presente las 
métricas de cada uno ya que juegan un papel importante en la redistribución. 
Cada protocolo utiliza diferentes métricas. 
• Es importante tener en cuenta la sintaxis a la hora de configurar los 
comandos en los activos de la topología 
• EIGRP usa cinco variables diferentes para calcular la métrica 
• Al aplicar VLAN Trunking Protocol, se determina que es un protocolo usado 
para configurar y administrar VLANs en equipos Cisco. Los switches pueden 
operar en tres modos VTP diferentes Servidor–Cliente–Transparente. 
• Cuando se configura VTP es importante elegir el modo adecuado, ya que 
VTP es una herramienta muy potente y puede crear problemas en la red. En 
un mismo dominio VTP la información de VLAN configurada en el servidor se 
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