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Abstract
In our previous paper on this topic, we introduced the notion of k-Hessian
measure associated with a continuous k-convex function in a domain Ω in Eu-
clidean n-space, k = 1, · · · , n, and proved a weak continuity result with respect
to local uniform convergence. In this paper, we consider k-convex functions,
not necessarily continuous, and prove the weak continuity of the associated
k-Hessian measure with respect to convergence in measure. The proof depends
upon local integral estimates for the gradients of k-convex functions.
1. Introduction
In the paper [25], we introduced the notion of k-Hessian measure as a
Borel measure associated to certain continuous functions, (called k-convex),
in Euclidean n-space, Rn, through the action of the k-Hessian operator Fk,
k = 1, · · · , n. Our results extended the special case, k = n, of Monge-Ampe`re
measures associated with convex functions [1], [2], [7]. In this paper, we treat
the more general setting of upper semi-continuous functions, thereby bringing
our results into line with the special case, k = 1, of subharmonic functions
in classical potential theory. The basic result in [25] was the weak continuity
of the Hessian measures with respect to local uniform convergence. In this
paper we prove a stronger result, (when k ≤ n/2), namely the weak continu-
ity of the Hessian measures with respect to local L1 convergence. Our proof
rests upon integral estimates, substantially different from those in [25], and
we were guided somewhat in our investigations by some aspects of the theory
of plurisubharmonic functions in several complex variables (see, for example,
[3], [4], [6], [14], [18]). However, the analogous weak continuity result (which
∗Research of the first author supported by Australian Research Council Grant and Humboldt
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would entail the weak continuity of the complex Monge-Ampe`re operator with
respect to L1 convergence) is not valid in the plurisubharmonic case and our
key estimates would not be applicable there.
We shall adopt definitions and terminology similar to those introduced in
[25]. For k = 1, · · · , n and u ∈ C2(Ω) the k-Hessian operator, Fk, is defined by
(1.1) Fk[u] = Sk(λ(D
2u)),
where λ = (λ1, · · · , λn) denotes the eigenvalues of the Hessian matrix of second
derivatives, D2u, and Sk is the k
th elementary symmetric function onRn, given
by
(1.2) Sk(λ) =
∑
i1<···<ik
λi1 · · ·λik .
Alternatively, we may write
(1.3) Fk[u] = [D
2u]k,
where for any n×nmatrix A, [A]k denotes the sum of its k×k principal minors.
A k-convex function is a function which is subharmonic with respect to the
operator Fk. A precise definition can be made in various equivalent ways. For
the purpose of this introduction, we adopt a “viscosity” definition ([10], [20]).
Namely, an upper semi-continuous function, u : Ω → [−∞,∞), is called k-
convex in Ω if Fk[q] ≥ 0 for all quadratic polynomials q for which the difference
u − q has a finite local maximum in Ω. We will also call a k-convex function
proper if it does not assume the value −∞ identically on any component of Ω
and denote the class of proper k-convex functions in Ω by Φk(Ω). Note that
in [25], we used the notation Φk(Ω) for the subclass of continuous k-convex
functions in Ω. When k = 1, the above definition is equivalent to the usual
definition of subharmonic function, with F1[u] = ∆u for u ∈ C
2(Ω) (see, for
example, [14]). Also Φk(Ω) ⊂ Φj(Ω) for j ≤ k, and a function u ∈ Φn(Ω)
if and only if it is convex on each component of Ω. Furthermore, a function
u ∈ C2(Ω) is k-convex in Ω if and only if the differential inequalities
(1.4) Fj [u] ≥ 0, j = 1, · · · , k,
hold in Ω. This latter characterization was the basis for our definition by
approximation in [25] and will be amplified, along with other properties of
k-convex functions, in the next section. In particular, any k-convex function
in Ω is the pointwise limit of a decreasing sequence of functions in Φk ∩C2(Ω′)
for any Ω′ ⊂⊂ Ω (Lemma 2.4).
Corresponding to Theorem 1.1 in [25], we shall establish the following
characterization of k-Hessian measures on Φk(Ω).
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Theorem 1.1. For any u ∈ Φk(Ω), there exists a Borel measure µk[u] in
Ω such that
(i) µk[u] = Fk[u] for u ∈ C
2(Ω), and
(ii) if {um} is a sequence in Φ
k(Ω) converging locally in measure to a function
u ∈ Φk(Ω), the sequence of Borel measures {µk[um]} converges weakly to
µk[u].
Theorem 1.1 provides an approximation result which is fundamental for
further development of the theory of the operator Fk. In particular it can be
applied to boundary value problems and is the basis for development of the
potential theoretic study of these operators. It can also be applied to the theory
of curvature measures. Note that from well known properties of subharmonic
functions, [14], [18], we have the inclusion, Φk(Ω) ⊂ Φ1(Ω) ⊂ L1loc(Ω), and
convergence in measure is equivalent to convergence in L1loc(Ω). Furthermore,
Theorem 1.1 does not improve Theorem 1.1 of [25], when k > n/2, as then
functions in Φk(Ω) satisfy a local Ho¨lder estimate [25] and the sequence {um}
will converge locally uniformly.
The plan of this paper is as follows. In the next section we establish vari-
ous properties of k-convex functions, in particular equivalent characterisations
corresponding to classical subharmonic functions (Lemma 2.1), as distribu-
tions (Lemma 2.2), and by approximation (Lemmas 2.3, 2.4). In Section 3, we
establish local integral estimates for Hessian operators (Theorem 3.1), while
in Section 4, we establish local Lp estimates for k-convex functions and their
gradients with respect to lower order Hessian operators (Theorems 4.1 and
4.3). The proof of the weak continuity result, Theorem 1.1, is then completed
in Section 5 (Theorem 5.1), together with a more general result (Theorem 5.2),
pertaining to mixed Hessian measures. Finally, in Section 6, we remark on the
application to the Dirichlet problem for k-Hessian measures, although a full
treatment, together with applications to capacity is deferred until a later work
[26]. We also defer the treatment of signed measures (as introduced in [25]
for the continuous case), as we shall approach them through the more general
theory of mixed Hessian measures [26].
The authors wish to acknowledge the support of the Mathematics Insti-
tute, University of Tu¨bingen, where this work was completed, and are partic-
ularly grateful to Gerhard Huisken for his encouragement and interest.
2. Properties of k-convex functions
In this section, we establish equivalent criteria for k-convexity, in partic-
ular, in terms of approximation by smooth functions, analogous to our defini-
tion for the continuous case [25]. As remarked in the introduction, a function
582 Neil S. Trudinger and Xu-Jia Wang
u ∈ C2(Ω) is k-convex in Ω if Fj [u] ≥ 0 in Ω for j = 1, · · · k; that is, the
eigenvalues λ = λ(D2u), of the Hessian matrix D2u, lie in the closed convex
cone in Rn given by
(2.1) Γk = {λ ∈ R
n
∣∣ Sj(λ) ≥ 0, j = 1, · · · , k}.
To see this, we first observe that, if u is k-convex in Ω, we must have
(2.2) [D2u+ η]k ≥ 0
for any nonnegative matrix η ∈ Sn×n, whence Sk(λ+ η) ≥ 0, for any η ∈ R
n,
ηi ≥ 0, i = 1, · · · n. By means of the expansion,
Sk(λ1 + η1, λ2, · · · , λn) = Sk(λ) + η1Sk−1(0, λ2, · · · , λn),
we then infer
(2.3) Sk−1;i(λ) := DiSk(λ) = Sk−1(λ)∣∣λi=0 ≥ 0,
for i = 1, · · · , n, and consequently
(2.4) Sk−1(λ) =
1
n− k + 1
n∑
i=1
Sk−1;i(λ) ≥ 0.
By replacing λ by λ + η, ηi ≥ 0, we subsequently conclude Sj(λ) ≥ 0, j =
1, · · · , k.
The reverse implication follows from the basic properties of the elementary
symmetric functions Sk and their associated cones Γk (see for example [5],
[16]). In particular we note here the following alternative characterizations of
the cone Γk:
(2.5) Γk = {λ ∈ R
n
∣∣ Sj(λ) ≥ 0, j = 1, · · · , k}
= {λ ∈ Rn
∣∣ 0 ≤ Sk(λ) ≤ Sk(λ+ η) forall ηi ≥ 0, ∈ R}
= {λ ∈ Rn
∣∣ Sk(λ+ η) ≥ 0, forall ηi ≥ 0, ∈ R}.
The cone Γk may also be equivalently defined as the closure of the component
of the positivity set of Sk containing the positive cone Γ
+ = {η ∈ Rn
∣∣ ηi
> 0, i = 1, · · · , n}, as is done in [5] where the convexity of Γk and the concavity
in Γk of the function S
1/k
k are also treated.
The above argument also shows that the operator Fk is degenerate elliptic
with respect to k-convex functions u ∈ C2(Ω); that is, the matrix in Sn×n
given by
(2.6) F ijk [u] =
∂Sk
∂rij
(λ(D2u))
is nonnegative in Ω, with eigenvalues Sk−1;i(λ). Also, in our definition of
k-convex function, the condition Fk[q] ≥ 0 can be replaced by D
2q ∈ Γk so
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that Φj(Ω) ⊂ Φk(Ω) if j ≥ k and in particular k-convex functions will be
subharmonic. Moreover our definition is related to the usual definition of
subharmonic functions through the following lemma.
Lemma 2.1. An upper semi -continuous function u : Ω → [−∞,∞)
is k-convex if and only if for every subdomain Ω′ ⊂⊂ Ω and every function
v ∈ C2(Ω′) ∩ C0(Ω) satisfying Fk[v] ≤ 0 in Ω
′, the following implication is
true:
(2.7) u ≤ v on ∂Ω′ =⇒ u ≤ v in Ω′.
Proof. Suppose that u is k-convex in Ω and the above implication is not
true. Then the function u− v must assume a positive maximum at some point
y ∈ Ω′ and so also does the function u− v˜, where v˜ is given by
v˜(x) = v(x) + ε(ρ2 − |x− y|2)
for sufficiently small positive constants ε, ρ. Accordingly, we have
Fk[v](y) = [D
2v˜(y) + 2εI]k
≥ (2ε)k ,
which is a contradiction.
On the other hand, suppose that u−q assumes a local maximum at y ∈ Ω
for a quadratic polynomial q satisfying Fk[q] < 0. Without loss of generality, we
can assume the maximum is strict and, by vertical translation, that u(y) > q(y)
and u ≤ q on the boundary ∂N of some neighbourhood N of y, so that the
implication (2.7) is violated. Thus Fk[q] ≥ 0.
When k = 1, the differential inequality, F1[v] = ∆v ≤ 0 in Ω
′, in Lemma
2.1, can be replaced by Laplace’s equation, ∆v = 0 in Ω′. This can also be
done for k > 1 provided we relinquish the smoothness requirement, v ∈ C2(Ω′),
with the appropriate notion of weak solution (see the remark below).
It is well-known that a distribution is equivalent to a subharmonic function
if and only if its Laplacian is nonnegative. To get a corresponding criterion for
k-convexity we introduce the dual cones,
(2.8) Γ∗k = {λ ∈ R
n
∣∣ 〈λ, µ〉 ≥ 0 forall µ ∈ Γk},
which are also closed convex cones in Rn. Note that Γ∗j ⊂ Γ
∗
k for j ≤ k with
Γ∗n = Γn = {λ ∈ R
n
∣∣ λi ≥ 0, i = 1, · · · , n}
and Γ∗1 is the ray given by
Γ∗1 = {t(1, · · · , 1)
∣∣ t ≥ 0}.
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Lemma 2.2. A distribution T on Ω is equivalent to a k-convex function
in Ω, if and only if
(2.9) T (aijDijv) ≥ 0
for all v ≥ 0, v ∈ C∞0 (Ω) and for all constant symmetric matrices A = [a
ij ]
with eigenvalues λ(A) ∈ Γ∗k.
The assertion of Lemma 2.2 is equivalent to the distributions
∑
aijDijT
being Borel measures for all constant matrices A ∈ Sn×n with eigenvalues
λ ∈ Γ∗k. The proof follows readily by coordinate transformations, with the
positive matrix A being transformed into the identity, since a function will
be k-convex if and only if it is subharmonic with respect to all operators,
L = A ·D2u, λ(A) ∈ Γ∗k. A similar argument yields a further characterization
of k-convex functions through mean value inequalities with respect to families
of concentric ellipsoids. By judicious choice of the matrix A in (2.9), we see
that the second derivatives of a k-convex function will be signed Borel measures
for k ≥ 2. Since proper subharmonic functions are locally integrable so also are
proper k-convex functions and also the process of mollification can be applied to
them. In particular for a spherically symmetric mollifier ρ ∈ C∞0 (R
n) satisfying
ρ(x) > 0 for |x| < 1, ρ(x) = 0 for |x| ≥ 1 and
∫
ρ = 1, the mollification, uh,
defined by
(2.10) uh(x) = h
−n
∫
ρ(
x− y
h
)u(y)dy,
for 0 < h < dist(x, ∂Ω), has the following properties:
Lemma 2.3. Let u ∈ Φk(Ω). Then uh ∈ C
α(Ω′)∩Φk(Ω′) for any Ω′ ⊂ Ω
satisfying dist(Ω′, ∂Ω) ≥ h. Moreover, as hց 0, the sequence uh ց u.
Proof. The k-convexity of uh in Ω
′ is an immediate consequence of Lemma
2.2. The remainder of Lemma 2.3 follows from the basic properties of mollifi-
cation and subharmonic functions.
Lemma 2.3 yields a further criterion for k-convex functions, which are
clearly preserved by decreasing sequences.
Lemma 2.4. A function u : Ω→ [−∞,∞) is k-convex in Ω if and only if
its restriction to any subdomain Ω′ ⊂⊂ Ω is the limit of a monotone decreasing
sequence in C2(Ω′) ∩Φk(Ω′).
From Lemma 2.3 (or 2.4) follows an extension of Lemma 2.4 in [25].
Lemma 2.5. Let u1, · · · , um ∈ Φ
k(Ω) and f be a convex , nondecreasing
function in Rn. Then the composite function w = f(u1, · · · , um) ∈ Φ
k(Ω) also.
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As a further consequence of Lemma 2.3, we prove that proper k-convex
functions are continuous for k > n/2. Following [11], we first define, for
0 < α ≤ 1, σ ≥ 0, the weighted interior norms and semi-norms on C0(Ω),∣∣u∣∣(σ)
0;Ω
= sup
x∈Ω
dσx|u(x)|,(2.11) [
u
](σ)
0,α;Ω
= sup
x,y∈Ω,x 6=y
dσ+αx,y
|u(x)− u(y)|
|x− y|α
,∣∣u∣∣(σ)
0,α;Ω
=
[
u
](σ)
0,α;Ω
+
∣∣u∣∣(σ)
0;Ω
,
where dx = dist(x, ∂Ω), dx,y = min{dx, dy}. The following interpolation in-
equality is readily demonstrated.
Lemma 2.6. For any ε > 0, u ∈ C0(Ω) ∩ L1(Ω),
(2.12)
∣∣u∣∣(n)
0;Ω
≤ εα
[
u
](n)
0,α;Ω
+ Cε−n
∫
Ω
|u|,
for some constant C depending on n.
We then have the following Ho¨lder estimate for the cases k > n/2.
Theorem 2.7. For k > n/2, Φk(Ω) ⊂ C0,α(Ω) for α = 2 − n/k and for
any Ω′ ⊂⊂ Ω, u ∈ Φk(Ω),
(2.13) |u|
(n)
0,α;Ω′ ≤ C
∫
Ω′
|u|.
where C depends on k and n.
Proof. First let us assume u ∈ Φk(Ω)∩C2(Ω). For completeness, we repeat
our argument in [25]. Fixing a ball B = BR(y) ⊂ Ω, we have by calculation
that the function w given by
(2.14) w(x) = C|x− y|2−n/k, x 6= y,
for constant C, satisfies
(2.15) Fk[w] = 0
in Rn−{y} (for all k = 1, · · · , n). Consequently, from the classical comparison
principle (or Lemma 2.1) in the punctured ball B −{y}, we infer the estimate
(2.16) u(x)− u(y) ≤ oscBu
(
|x− y|
R
)2−n/k
,
provided k > n/2, and hence for any σ ≥ 0 we obtain
(2.17) [u]
(σ)
0,α;Ω ≤ |u|
(σ)
0;Ω.
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The estimate (2.13) now follows by the interpolation inequality (2.12) and we
conclude the full strength of Theorem 2.7 by approximation using Lemma 2.3.
Examples. The functions w in (2.14) yield important examples of non-
smooth k-convex functions. Indeed if we define wk by
(2.18) wk(x) =

|x− y|2−n/k, k > n/2,
log |x− y|, k = n/2, x 6= y,
−|x− y|2−n/k, k < n/2, x 6= y,
with wk(y) = −∞, k ≤ n/2, then wk is readily seen to be k-convex in any
domain Ω, with Fk[wk] = 0 in Ω\{y}. These examples also show that the
Ho¨lder exponent in Theorem 2.7 cannot be improved and furnish useful guides
towards local behaviour in the cases k ≤ n/2.
Remark. Our definition of k-convex functions coincides with the notion
of the inequality “Fk[u] ≥ 0” holding in Ω in the viscosity sense (see [10],
[20], [27]). The proof of Lemmas 2.3 and 2.4 could have been effected by
employing a basic technique from viscosity theory, namely approximation by
the sup-convolution, given, for 0 < ε < dist(x, ∂Ω), by
(2.19) u+ε (x) = sup
y∈Ω
(
u(y)−
|x− y|2
2ε
)
.
The function u+ε (x) will be both k-convex and semi-convex, for u ∈ Φ
k(Ω), and
consequently twice differentiable almost everywhere with Fk[u] ≥ 0, whenever
the second differential exists. By mollification and the concavity of S
1/k
k on
Γk, we may again arrive at Lemma 2.3. More generally for ψ ∈ C
0(Ω), an
upper semi-continuous function u : Ω → [−∞,∞) satisfies “Fk[u] ≥ ψ” in Ω
in the viscosity sense if for all ϕ ∈ C2(Ω) and local maximum points y ∈ Ω of
u − ϕ, we have Fk[ϕ](y) ≥ ψ(y). A lower semi-continuous function u : Ω →
(−∞,∞] satisfies the opposite inequality “Fk[u] ≤ ψ” in the viscosity sense
if for all ϕ ∈ C2(Ω) ∩ Φk(Ω) and local minimum points y ∈ Ω of u − ϕ, we
have Fk[ϕ](y) ≤ ψ(y). A function u ∈ C
0(Ω) is then a viscosity solution of
the equation, “Fk[u] = ψ”, in Ω if both Fk[u] ≥ ψ and Fk[u] ≤ ψ in the
viscosity sense. This definition coincides with those in [23] and [25] restricted
to continuous ψ. In particular it is equivalent to the equation, µk[u] = ψ, where
µk is the k-Hessian measure of u as defined in [25]. Furthermore, it follows
that the function v in Lemma 2.1 can be replaced by a k-harmonic function in
C0(Ω′), that is, a solution v ∈ C0(Ω′) of the homogeneous equation, Fk[u] = 0,
in Ω′.
3. Fundamental estimates
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In order to approach the proof of Theorem 1.1, we need an estimate guar-
anteeing the local boundedness of the sequence of measures µk[um]. The fol-
lowing theorem is the appropriate extension of Lemma 2.3 in [25].
Theorem 3.1. Let u ∈ Φk(Ω) ∩ C2(Ω) satisfy u ≤ 0 in Ω. Then for
any subdomain Ω′ ⊂⊂ Ω,
(3.1)
∫
Ω′
Fk[u] ≤ C
(∫
Ω
(−u)
)k
,
where C is a constant depending on Ω and Ω′.
Note that since our considerations here are local and upper semi-contin-
uous functions are locally bounded from above, there is no loss of generality
in assuming u ≤ 0 in Ω and u ∈ L1(Ω). The proof of Theorem 3.1 depends on
the classical existence theorem of Caffarelli, Nirenberg and Spruck [5] and the
interior gradient bound [8], [23], which for convenience we state here.
Theorem 3.2 ([5]). Let Ω be a bounded, uniformly (k − 1)-convex do-
main in Rn with boundary ∂Ω ∈ C∞ and ϕ,ψ be functions in C∞(Ω) with
infΩ ψ > 0. Then there exists a unique k-convex function u ∈ C
∞(Ω) solving
the Dirichlet problem
Fk[u] = ψ in Ω,(3.2)
u = ϕ on ∂Ω.
Theorem 3.3 ([23]). Let Ω be a domain in Rn and u ∈ C2(Ω) ∩ Φk(Ω)
satisfy
(3.3) Fk[u] = ψ0 in Ω,
for some constant ψ0 ≥ 0. Then for any ball B = BR(y) ⊂ Ω,
(3.4) |Du(y)| ≤
C
R
(
oscBu
)
,
where C is a constant depending on n.
Using the norms (2.11) and the interpolation inequality (2.12), we can
improve Theorem 3.3 as follows,
Corollary 3.4. Let Ω be a domain in Rn and u ∈ C2(Ω)∩Φk(Ω)∩L1(Ω)
satisfy equation (3.3). Then
(3.5) |u|
(n)
0,1;Ω ≤ C
∫
Ω
|u|,
where C is a constant depending on n.
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Proof of Theorem 3.1. It is enough to consider the case of concentric balls,
Ω = BR(y), Ω
′ = Br(y), r < R and u ∈ Φ
k ∩ C∞(Ω). By replacement of u(x)
by u(x) + δ|x|2/2 for δ ∈ (0, 1), we may also assume Fk[u] ≥ δ
k in Ω. Let
η ∈ C∞(Ω) satisfy 0 ≤ η ≤ 1, η = 1 in Br(y), η = δ
k for |x− y| ≥ (R + 2r)/3
and let u˜ ∈ C∞(Ω) be the unique k-convex solution of the Dirichlet problem
Fk[u˜] = ηFk[u] in Ω,(3.6)
u˜ = 0 on ∂Ω,
as guaranteed by Theorem 3.2. By the comparison principle, we have
(3.7) u ≤ u˜ ≤ 0
in Ω, so that in particular,
(3.8)
∫
Ω
|u˜| ≤
∫
Ω
|u|.
Let ζ ∈ C∞0 (Ω) be a further cut-off function. Then, by integration by parts,∫
Ω
ζFk[u˜] =
1
k
∫
ζF ijk [u˜]Dij u˜(3.9)
=
1
k
∫
u˜F ijk [u˜]Dijζ
≤
1
k
max
(
|D2ζ| |u˜|
) ∫
suppD2ζ
F ii[u˜]
=
n− k + 1
k
max
(
|D2ζ| |u˜|
) ∫
suppD2ζ
Fk−1[u˜].
Choosing ζ = 1 in B(R+r)/2(y), ζ = 0 for |x − y| ≥ (5R + r)/6, |D
2ζ| ≤
C(R− r)−2 and using Corollary 3.4, we then arrive at the estimate
(3.10)
∫
Ω′
Fk[u] ≤
C
(R− r)n+2
∫
Ω
Fk−1[u]
∫
Ω
(−u)
for some constant C depending on n and k. By iterating, with respect to k,
we then obtain
(3.11)
∫
Ω′
Fk[u] ≤
CRn
(R − r)k(n+2)
(∫
Ω
(−u)
)k
.
Finally by sending δ → 0 and using a standard convergence argument we
obtain (3.1).
Theorem 3.1 may be alternatively derived by extending the function u
from the smaller ball rather than the functions Fk[u]. We cannot avoid some
loss of smoothness in this approach, which nevertheless can be overcome by
mollification. Technically we can proceed in various ways, the simplest of which
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is to invoke an existence theorem for the homogeneous equation which follows
from Theorems 3.1, 3.3 and the standard Perron process.
Theorem 3.5. Let Ω be a bounded domain in Rn which is regular for
the Laplacian and ϕ a function in Φk(Ω) ∩C0(Ω). Then there exists a unique
function u ∈ Φk(Ω) ∩ C0(Ω) ∩ C0,1(Ω) solving the Dirichlet problem,
Fk[u] = 0 in Ω,(3.12)
u = ϕ on ∂Ω.
In accordance with the remark at the end of Section 2, the equation (3.12)
may be interpreted in the viscosity sense or, more generally, in the approxi-
mation sense of [23] or operator sense of [25]. Furthermore the estimate (3.5)
will be applicable to the solution u. Returning to the proof of Theorem 3.1,
we extend the function u ∈ C2(Ω) ∩ Φk(Ω) from the ball Ω′ = Br(y), to the
ball Ω = BR(y), by defining u˜ to be the solution of the Dirichlet problem
Fk[u˜] = 0 in Ω− Ω′,(3.13)
u˜ = 0 on ∂Ω,
u˜ = u on ∂Ω′.
Clearly the function
(3.14) ϕ = max{u, K(|x|2 −R2)}
will serve as a barrier for sufficiently large K, and the extended function u˜ ∈
Φk(Ω)∩C0,1(Ω), satisfies the estimate (3.5) in the shell, Ω−Ω′. By mollifying
u˜ we can then proceed again through the rest of the proof of Theorem 3.1.
Alternatively, we can use a result of Guan [12] to obtain an extension u˜ which
is smooth in Ω−Ω′. But again mollification, or some other smoothing process,
is needed to get around the lack of smoothness across ∂Ω′. We shall employ
such an extension in Section 5 to complete the proof of Theorem 1.1.
4. Gradient estimates
Our proof of Theorem 1.1 also depends upon the following local gradient
estimates for k-convex functions, which extend the local Lp estimates for the
gradients of subharmonic functions when p < n/(n− 1).
Theorem 4.1. Let u ∈ C2(Ω)∩Φk(Ω), k = 1, · · · , n, satisfy u ≤ 0 in Ω.
Then for any subdomain Ω′ ⊂⊂ Ω, there exist the estimates
(4.1)
∫
Ω′
|Du|qFl[u] ≤ C
(∫
Ω
|u|
)q+l
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for all l = 0, · · · , k − 1, 0 ≤ q < n(k−l)n−k , where C is a constant depending on
Ω,Ω′, n, k, l and q.
When l = 0 in Theorem 4.1, F0 ≡ 1, and we have local gradient estimates
(4.2) ‖Du‖Lq(Ω′) ≤ C
∫
Ω
|u|
for q < nkn−k , where C depends on n, k, q,Ω, and Ω
′. By Lemma 2.3, we then
infer that Φk(Ω) ⊂ W 1,qloc (Ω); that is, that functions in Φ
k(Ω) lie in the local
Sobolev space W 1,qloc (Ω). When k = n, we may, of course, take q =∞ in (4.2).
From the Sobolev imbedding theorem [11], we then have for q > n, that is, for
2k > n, a Ho¨lder estimate as in Theorem 2.7.
To prove Theorem 4.1, we introduce a broader class of operators, namely,
the p-k-Hessian operators, given for k = 1, · · · , n, p ≥ 2, u ∈ C2(Ω), by
(4.3) Fk,p[u] =
[
D(|Du|p−2Du)
]
k
.
When k = 1, we obtain the well-known p-Laplacian operator,
(4.4) F1,p[u] = div(|Du|
p−2Du);
while using the expanded form of the p-Hessian,
(4.5) D(|Du|p−2Du) = |Du|p−2
(
I + (p− 2)
Du⊗Du
|Du|2
)
D2u,
we have for k = n, the Monge-Ampe`re type operator,
(4.6) Fn,p[u] = (p− 1)|Du|
n(p−2)detD2u.
Let us call a function u ∈ C2(Ω), p-k-convex in Ω if Fl,p[u] ≥ 0 for all
l = 1, · · · , k. We then have the following relation between k-convexity and
p-k-convexity.
Lemma 4.2. Let u ∈ C2(Ω) ∩ Φk(Ω). Then u is p-l-convex for l =
1, · · · , k − 1 and p− 2 ≤ n(k − l)/(n − k).
Proof. At a point y ∈ Ω, where Du(y) 6= 0, we fix a coordinate system so
that the x1 axis is directed along the vector Du(y) and the remaining axes are
chosen so that the reduced Hessian [Diju]i,j=2,··· ,n is diagonal. It follows then
that the p-Hessian is given by
(4.7) Di
(
|Du|p−2Dju
)
= |Du|p−2

(p − 1)Di1u if j = 1, i ≥ 1,
D1ju if i = 1, j > 1,
Diiu if j = i > 1,
0 otherwise.
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Hence by calculation, we obtain for l = 1, · · · , k − 1 at the point y, setting
λ˜i = Diiu(y), i = 1, · · · , n,
(4.8)
|Du|l(2−p)Fl,p[u] = (p− 1)λ˜1Sl−1;1(λ˜) + Sl;1(λ˜)− (p− 1)
n∑
i=2
Sl−2;1,i(λ˜)(Di1u)
2,
where Sk;i(λ) = Sk(λ)∣∣λi=0 as in (2.3), and Sk;i,j(λ) = Sk(λ)∣∣λi=λj=0. From
the k-convexity of u, we have
Fk[u] = λ˜1Sk−1;1(λ˜) + Sk;1(λ˜)−
n∑
i=2
Sk−2;1,i(λ˜)(Di1u)
2 ≥ 0
so that using Newton’s inequality, in the form
(4.9)
Sk;1
Sk−1;1
≤
l(n− k)
k(n− l)
Sl;1
Sl−1;1
,
we have, for
p− 1 ≤
k(n− l)
l(n− k)
,
the inequality
1
p− 1
|Du|l(2−p)Fl,p[u] ≥ λ˜1Sl−1;1(λ˜) +
Sk;1
Sk−1;1
Sl−1;1(λ˜)−
n∑
i=2
Sl−2;1,i(λ˜)(Di1u)
2
(4.10)
≥
Sl−1;1
Sk−1;1
n∑
i=2
Sk−2;1,i(Di1u)
2 −
n∑
i=2
Sl−2;1,i(Di1u)
2
=
1
Sk−1;1
n∑
i=2
(
Sl−1;1Sk−2;1,i − Sk−1;1Sl−2;1,i
)
(Di1u)
2
=
1
Sk−1;1
n∑
i=2
(
Sl−1;1,iSk−2;1,i − Sk−1;1,iSl−2;1,i
)
(Di1u)
2
≥ 0,
again by Newton’s inequality (in n − 2 variables). Note that in the above
argument, we can assume Sk−1;1(λ˜) > 0 by adding, if necessary, a quadratic
function to u. Also the proof is simpler when l = 1, as the terms in Di1u,
i 6= 1, will not be present then.
Proof of Theorem 4.1. Setting
p∗ = 1 +
k(n− l)
l(n− k)
, k < n, l < k,
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we obtain from Lemma 4.2 and the formula (4.8), for 2 < p < p∗ and
u ∈ C2(Ω) ∩Φk(Ω),
|Du|l(2−p)Fl,p[u] =
p∗ − p
p∗ − 2
Fl[u] +
p− 2
p∗ − 2
|Du|l(2−p
∗)Fl,p∗[u]
(4.11)
≥
p∗ − p
p∗ − 2
Fl[u],
and hence, for
q = (p− 2)l <
n(k − l)
n− k
,
we have the estimate
(4.12) |Du|qFl[u] ≤
p∗ − 2
p∗ − p
Fl,p[u].
Accordingly, Theorem 4.1 will follow by estimation of Fl,p[u] in L
1
loc(Ω). To
accomplish this, it will be convenient for us to adopt some notation from [19].
Namely, for a real n × n matrix, A = [aij] (not necessarily symmetric), let us
write
Ak(A) = [A]k,(4.13)
Aijk (A) =
∂
∂aij
[A]k.
Then for any vector field g = (g1, · · · , gn), gi ∈ C
1(Ω), i = 1, · · · , n, it follows
that
DiA
ij
k (Dg) = 0, j = 1, · · · , n,(4.14)
Aijk (Dg)Digj = kAk(Dg).
Hence, for any nonnegative cut-off function η ∈ C20 (Ω), we obtain∫
Ω
ηFl,p[u] =
∫
Ω
ηAl(D(|Du|
p−2Du))(4.15)
=
1
l
∫
Ω
ηAijl Di(|Du|
p−2Dju)
= −
1
l
∫
Ω
|Du|p−2Aijl DiηDju.
From (4.7), we have
Aijl Dju = |Du|
(l−1)(p−2)Aijl (D
2u)Dju(4.16)
= |Du|(l−1)(p−2)F ijl [u]Dju,
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so that, by substituting in (4.15), we obtain∫
Ω
ηFl,p[u] = −
1
l
∫
Ω
|Du|l(p−2)F ijl DiηDju(4.17)
≤
1
l
∫
Ω
|Du|q+1|Dη|Fl−1[u],
and hence, replacing η by ηl and using (4.12), we obtain
(4.18)
∫
Ω
|Du|qηlFl[u] ≤ Cmax |Dη|
∫
Ω
|Du|q+1ηl−1Fl−1[u],
where C is the constant in (4.12). Consequently,
(4.19)
∫
Ω
|Du|qηlFl[u] ≤
(
Cmax |Dη|
)l ∫
Ω
|Du|q+l,
so that the estimate (4.1) is reduced to the case l = 0. To handle this case, we
take l = 1 in (4.19) with
q = q(1) <
n(k − 1)
n− k
.
If u is k-convex for k ≥ 2, we have
F2[u] =
1
2
(
(∆u)2 − |D2u|2
)
≥ 0
and hence
(4.20) |D2u| ≤ ∆u.
Therefore we obtain from (4.19)
(4.21)
∫
Ω
η|Du|q|D2u| ≤ Cmax |Dη|
∫
Ω
|Du|1+q
so that
(4.22)
∫
Ω
ηD
(
|Du|1+q
)
≤ Cmax |Dη|
∫
Ω
|Du|1+q
and thus, by the Sobolev imbedding theorem [11], and appropriate choice of
η, we obtain for any subdomain Ω′ ⊂⊂ Ω,
(4.23) ‖|Du|1+q‖Ln/(n−1)(Ω′) ≤ Cd
−1
Ω′
∫
Ω
|Du|1+q,
where dΩ′ = dist(Ω
′, ∂Ω) and, as in (4,21), (4.22), C is a constant depending
on k, q and n. The estimate (4.2) now follows by interpolation or by iteration
from the subharmonic case, k = 1.
From Theorem 4.1 we may derive corresponding estimates for the k-convex
functions themselves.
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Theorem 4.3. Let u ∈ C2(Ω) ∩ Φk(Ω), for k ≤ n/2, satisfy u ≤ 0 in Ω.
Then for any subdomain Ω′ ⊂⊂ Ω,
(4.24)
∫
Ω′
|u|qFl[u] ≤ C
(∫
Ω
|u|
)l+q
for all l = 0, · · · , k − 1, 0 ≤ q < n(k−l)n−2k , where C is a constant depending on
Ω,Ω′, n, k, l and q.
Proof. With η ≥ 0, η ∈ C10 (Ω), we estimate∫
Ω
η2(−u)qFl[u] =
q
l
∫
Ω
η2(−u)q−1F ijl DiuDju−
1
l
∫
Ω
(−u)qF ijl DiuDjη
2
≤
q(n− l + 1)
l
∫
Ω
η2(−u)q−1Fl−1|Du|
2
+
2(n− l + 1)
l
∫
Ω
η(−u)qFl−1|Du||Dη|
≤
(q + 1)(n − l + 1)
l
∫
Ω
η2(−u)q−1Fl−1|Du|
2
+
n− l + 1
l
∫
Ω
|Dη|2(−u)q+1Fl−1.
Now, for any
p <
n(k − l + 1)
n− k
,
we have∫
Ω
η2(−u)q−1Fl−1|Du|
2 ≤
(∫
Ω
η2Fl−1|Du|
p
)2/p(∫
Ω
η2(−u)
p(q−1)
p−2 Fl−1
)1−2/p
so that if
q <
n(k − l)
n− 2k
,
we may choose p so that
q∗ =
p(q − 1)
p− 2
<
n(k − l + 1)
n− 2k
,
and the estimate (4.24) follows from Theorem 4.1 by induction on l.
We remark that the case q = 1, l = k − 1 in Theorem 4.3, which yields a
local estimate for Hessian integrals
(4.25) Ik−1[u; Ω
′] = −
∫
Ω′
uFk−1[u],
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may also be derived from Theorem 3.1, with the aid of the extension (3.13).
Taking Ω,Ω′ and ζ as in the proof of Theorem 3.1, we obtain
Ik−1[u; Ω
′] ≤
∫
Ω
ζ|u|Fk−1[u]
=
1
2(n− k + 1)
∫
Ω
ζ|u|F ijk Dij(|x|
2)
= −
1
2(n− k + 1)
∫
Ω
|x|2F ijk Dij(ζu)
≤ CR2
∫
Ω
{
ζFk + |Dζ||Du|Fk−1 + |D
2ζ||u|Fk−1
}
≤
CRn+k+2
(R− r)k(n+1)
∫
Ω
(−u)k,
by virtue of (3.11) and (3.5).
5. Weak continuity
In this section we complete the proof of Theorem 1.1. By Lemma 2.4, any
function u ∈ Φk(Ω) is the limit in any subdomain Ω′ ⊂⊂ Ω of a monotone
decreasing sequence {um} ⊂ C
2(Ω′) ∩ Φk(Ω′). Clearly um also converges to
u in L1(Ω′). The essence of the proof of Theorem 1.1 lies in the following
preliminary theorem, which also serves to define µk.
Theorem 5.1. Let {um} ⊂ C
2(Ω) ∩ Φk(Ω) converge to u ∈ Φk(Ω) in
L1loc(Ω). Then the sequence {Fk[um]} converges weakly to a Borel measure µ
in Ω.
Proof. Because the sequence {um} is subharmonic, we can assume without
loss of generality that um ≤ 0 in Ω. Let us fix concentric balls Br = Br(y) ⊂
BR(y) = BR as in the proof of Theorem 3.1. The corresponding {u˜m}, as
defined by (3.13), will then converge in L1(BR) to a function u˜ ∈ Φ
k(BR)
which coincides with u in Br and is given, in BR −Br, by
(5.1) u˜ = sup{v ∈ Φk(BR −Br)
∣∣ v ≤ 0 on ∂BR, v ≤ u on ∂Br}.
The inequalities v ≤ 0, (u) on ∂BR, (∂Br) respectively are to be understood as
lim supx→y∈∂BR(∂Br)v(x) ≤ 0, (u(y)),
respectively. Moreover u˜ ∈ C0,1(BR −Br) and satisfies the equation Fk[u˜] = 0
in BR − Br together with the estimate (3.5). For 0 < h < h0 < R − r, let us
define the mollifications vm = (u˜m)h, v = (u˜)h so that {vm} ⊂ Φ
k(BR−h0) ∩
C∞(BR−h0) converges to v in L
1(Bρ) for any ρ ≤ R−h0 uniformly with respect
to h. We shall prove that the sequence {Fk[vm]} converges weakly in the sense
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of Borel measures, uniformly with respect to h. To accomplish this, we first let
0 < r < ρ < R − h0 and fix a function η ∈ C
2
0 (Bρ). Then for l,m = 1, 2, · · · ,
and
(5.2) w = wt = tvl + (1− t)vm, 0 ≤ t ≤ 1,
we have, integrating by parts,
∫
Ω
η
(
Fk[vl]− Fk[vm]
)
=
∫ 1
0
dt
∫
BR
ηF ijk [wt]Dij(vl − vm)
(5.3)
=
∫ 1
0
dt
∫
BR
F ijk [wt]Dijη (vl − vm)
≤ (n− k + 1)max |D2η|
∫ 1
0
dt
∫
Bρ
Fk−1[wt]|vl − vm|.
We claim now that for any ρ ∈ (r,R − h0),
(5.4)
∫ 1
0
dt
∫
Bρ
Fk−1[wt]|vl − vm| → 0
as l,m → ∞, uniformly in h ≤ h0. To prove (5.4), we fix ε ∈ (0, 1) and N so
that for
(5.5) Aε = {x ∈ BR
∣∣ |vl(x)− vm(x)| > ε},
we have |Aε| < ε if l,m ≥ N . We then have
(5.6)
∫ 1
0
∫
Bρ
Fk−1(vl − vm)
+ ≤
∫ 1
0
∫
Bρ
Fk−1(vl − vm− ε)
++2ε
∫ 1
0
∫
Bρ
Fk−1.
Since the sequence {um} is bounded in L
1(BR), we have∫
BR−h0
|wt| ≤
∫
BR
(
t|u˜l|+ (1− t)|u˜m|
)
(5.7)
≤
∫
BR
(
t|ul|+ (1− t)|um|
)
≤ sup
m
∫
BR
|um| ≤ K,
for some fixed constant K. Consequently, from Theorem 3.1, we obtain
(5.8)
∫
Bρ
Fk−1[wt] ≤ CK
k−1
for some constant C depending on ρ,R and n. To estimate the first term on
the right-hand side of (5.6), we let ζ ≥ 0, ζ ∈ C20(Bρ′) be a cut-off function,
with ρ < ρ′ < R− h0 and ζ ≡ 1 on Bρ. Setting
z = (vl − vm − ε)
+,
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we then have, for k > 1,∫
Bρ
zFk−1[wt] ≤
∫
Bρ′
ζzFk−1[wt](5.9)
=
1
k − 1
∫
Bρ′
ζzF ijk−1[wt]Dijwt
= −
1
k − 1
∫
Bρ′
F ijk−1Di(ζz)Djwt
≤
1
k − 1
(∫
Aε∩Bρ′
F ijk−1DiwtDjwt
)1/2
×
(∫
Bρ′
F ijk−1Di(ζz)Dj(ζz)
)1/2
.
To estimate the last integral on the right-hand side of (5.9), we estimate, by
Ho¨lder’s inequality,
∫
Aε∩Bρ′
F ijk−1DiwtDjwt
(5.10)
≤ (n− k + 2)
(∫
Bρ′
Fk−2[wt]|Dwt|
q
)2/q(∫
Aε∩Bρ′
Fk−2[wt]
)1−2/q
for 2 < q < 2nn−k . At this point we use Theorem 4.1 with l = k− 2, to estimate
(5.11)
∫
Bρ′
Fk−2[wt]|Dwt|
q ≤ CKk−2+q
for some constant C depending on ρ′, R, q, k, and n, and invoke the induction
hypothesis that (5.4) is valid when k is replaced by k− 1. It then follows that
for k, l ≥ N ′ ≥ N , for a further constant N ′ depending on ε, ρ′,
(5.12)
∫ 1
0
dt
∫
Aε∩Bρ′
Fk−2[wt] < ε.
Combining (5.9)–(5.12) we get
∫ 1
0
dt
∫
Bρ
zFk−1[wt]
(5.13)
≤ CK(k−2+q)/qε1/2−1/q
(∫ 1
0
dt
∫
Bρ′
F ijk−1Di(ζz)Dj(ζz)
)1/2
.
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To complete the proof, we estimate
∫
Bρ′
F ijk−1[wt]Di(ζz)Dj(ζz)
(5.14)
≤
∫
Bρ′
F ijk−1Di[ζ(vl − vm − ε)]Dj [ζ(vl − vm − ε)]
≤ 2
∫
Bρ′
F ijk−1Di[(vl − vm)ζ]Dj [(vl − vm)ζ] + 2ε
2
∫
Bρ′
F ijk−1DiζDjζ
≤ 2
∫
Bρ′
F ijk−1Di[(vl − vm)ζ]Dj [(vl − vm)ζ]
+ 2(n− k + 2)ε2max |Dζ|2
∫
Bρ′
Fk−2[wt]
= −2
∫
Bρ′
ζ2(vl − vm)F
ij
k−1Dij(vl − vm) + 2
∫
Bρ′
(vl − vm)
2F ijk−1DiζDjζ
+ 2(n− k + 2)ε2max |Dζ|2
∫
Bρ′
Fk−2[wt].
The first integral above can be estimated as follows,
−
∫ 1
0
dt
∫
Bρ′
ζ2(vl − vm)F
ij
k−1Dij(vl − vm)(5.15)
= −
∫
Bρ′
ζ2(vl − vm)
(
Fk−1[vl]− Fk−1[vm]
)
≤ −
∫
Bρ′
(vlFk−1[vl] + vmFk−1[vm]
)
≤ CKk,
by the special case, q = 1, of Theorem 4.3 and (5.7), where C depends on
n, ρ′ and R. To control the second integral we observe that the integrand
vanishes outside the support of Dζ, where the interior gradient bound (3.5) is
applicable. Accordingly, we may estimate
∫
Bρ′
(vl − vm)
2F ijk−1DiζDjζ
(5.16)
≤ (n− k + 2)max |Dζ|2
∫
suppDζ
Fk−2[wt]|vl − vm|
2
≤ CK2
∫
Bρ′
Fk−2[wt],
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where C depends on n, r, ρ, ρ′, and R. Combining (5.14), (5.15) and (5.16) and
using Theorem 3.1, we then obtain
(5.17)
∫ 1
0
∫
Bρ′
F ijk−1[wt]Di(ζz)Dj(ζz) ≤ CK
k,
where C is a constant depending on n, r, ρ, ρ′, and R. Finally combining (5.6),
(5.13) and (5.17), and interchanging l and m, we arrive at our goal, namely,
(5.18)
∫ 1
0
∫
Bρ
Fk−1[wt]|vl − vm| ≤ Cε
1/2−1/q
for l,m ≥ N ′, where C is a constant depending on r, ρ, ρ′, R, q, n, k and K.
Observing that ρ′ and q can be fixed in terms of the other constants, we con-
clude the proof of (5.4). Consequently the sequence Fk[vm] converges weakly
to a Borel measure µ˜ in BR and, since we can start with arbitrary r < R, we
infer that Fk[um] converges weakly to a Borel measure µ in BR. Using the
weak compactness arising from the bound in Theorem 3.1, or a partition of
unity, we have proved Theorem 5.1.
From Theorem 5.1 we may define the k-Hessian measure associated with
a function u ∈ Φk(Ω) by
(5.19)
∫
Ω
ηµk[u] = lim
h→0
∫
Ω
ηFk[uh],
for any η ∈ C00 (Ω). The full strength of Theorem 1.1 then follows by approxi-
mation.
By examination of the proof of Theorem 5.1 we may obtain a stronger
result. First we note that if u, v ∈ Φk(Ω) ∩ C2(Ω), we have the estimate
(5.20) 0 ≤ kF ijk−1[v]Diju ≤ Fk[u+ v]− Fk[v].
By applying (5.20), instead of integrating over t in (5.15), we infer, in place of
(5.4),
(5.21)
∫
Bρ
Fk−1[wt]|vl − vm| → 0
as l,m→∞, uniformly for 0 ≤ t ≤ 1, 0 < h ≤ h0, and moreover the sequence
(5.2) may be replaced by any sequence in Φk(Ω)∩C2(Ω), bounded in L1loc(Ω).
For two functions u, v ∈ Φk(Ω), we may then define the mixed Hessian measure
µk[u; v] = udµk−1[v] by∫
Ω
ηdµk[u; v] =
∫
Ω
ηudµk−1[v](5.22)
= lim
h→0
∫
Ω
ηuhdµk−1[v],
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for any η ∈ C00(Ω). Furthermore, we obtain, from (5.21), the following conti-
nuity result:
Theorem 5.2. If {um}, {vm} are two sequences in Φ
k(Ω), bounded in
L1loc(Ω) with um → u in L
1
loc(Ω), then
(5.23)
∫
Ω
η(um − u)dµk−1[vm]→ 0
for any η ∈ C00 (Ω). Furthermore if also vm → v in L
1
loc(Ω), the sequence of
mixed measures {µk[um; vm]} converges to µk[u; v] weakly.
A more general theory of mixed Hessian measures is developed in [26],
which enables us to avoid the extensions of Section 3 in the proof of Theo-
rem 5.1.
Examples. Returning to the examples wk in (2.18) of non-smooth
k-convex functions, we have
(5.24) µk[wk] =
{ (
2− nk
)[(n
k
)
ωn
]1/k
δy if k 6=
n
2 ,[(n
k
)
ωn
]1/k
δy, if k =
n
2 ;
(see (3.2), (3.16) in [22]), so that µk provides an extension of the well-known
fundamental solution for the Laplacian in the case k = 1.
6. Application to the Dirichlet problem
In our previous paper [25] we considered the Dirichlet problem,
µk[u] = ν in Ω,(6.1)
u = ϕ on ∂Ω,
where ν is a finite Borel measure, Ω is a uniformly (k − 1)-convex domain (if
k > 1), and ϕ ∈ C0(Ω). The problem (6.1) was shown to be uniquely solvable
with solution u ∈ Φk(Ω) ∩ C0(Ω) if the measure ν can be written as
(6.2) ν = ν1 + ν2,
where ν2 has compact support in Ω and ν1 ∈ L
1(Ω), provided k > n/2. For
the cases k ≤ n/2, we again infer the solvability of (6.1) from Theorem 1.1,
provided we assume ν1 ∈ L
q(Ω) for q > n/2k, with solution u ∈ Φk(Ω),
continuous near ∂Ω. To show this we first note [22] that any solution u ∈
Φk(Ω), continuous at ∂Ω, of the Dirichlet problem (6.1), satisfies an a priori
estimate
(6.3)
∫
Ω
|u| ≤ Cdn{max
∂Ω
|ϕ| + d2−n/k
(
ν(Ω)
)1/k
},
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where C is a constant depending on k and n, and d = diam(Ω) (also see
proof below). Next suppose that the measure ν2 in the decomposition (6.2)
is supported in a subdomain Ω′ ⊂⊂ Ω. By [23], Theorem 4.1, we infer u ∈
C0,α(Ω−Ω′), where α ≤ 2−n/kq and α < 1 if k < n, together with an interior
estimate,
(6.4) oscBσRu ≤ Cσ
α
{
oscBRu+R
2−n/kq‖ν1‖
1/k
Lq(BR)
}
for any concentric ball, BσR = BσR(y), BR = BR(y) ⊂ Ω − Ω′, 0 < σ < 1,
where C is a constant depending on k, n, p and α. From the interpolation
inequality (2.12), we then deduce
|u|n
0,α;Ω−Ω′
≤ C
∫
Ω
|u|(6.5)
≤ C{max
∂Ω
|ϕ|+
(
ν(Ω)
)1/k
},
where C is a constant depending on k, n, q, α and Ω.
Let ψm be a sequence of nonnegative functions in C
∞
0 (Ω
′) converging
weakly as measures to ν2. From [23, Th. 1.1], there exists a sequence {um} ⊂
Φk(Ω) ∩ C0(Ω) of solutions of the Dirichlet problems
µk[um] = ν1 + ψm in Ω,(6.6)
u = ϕ on ∂Ω.
From the local gradient estimates, Theorem 4.1, and the estimates (6.3), (6.5),
there exists a subsequence {um} converging in L
1
loc(Ω)∩C
0(Ω−Ω′) to a function
u ∈ L1(Ω) ∩ C0,α(Ω − Ω′) ∩ Φk(Ω). Fixing a further subdomain Ω′′ such that
Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω, and ε > 0, we then have for sufficiently large m, l,
(6.7) |um − ul| ≤ ε on ∂Ω
′′.
Using the comparison principle in the domain Ω − Ω′, we extend (6.7) to all
of Ω−Ω′′. Consequently, by Theorem 1.1, we obtain u ∈ Φk(Ω)∩C0(Ω−Ω′),
together with µk[u] = ν in Ω, u = ϕ on ∂Ω.
The estimate (6.3) can be deduced simply as follows. By mollification, it
suffices to prove it for u ∈ C∞(Ω) and ∂Ω a level set of u. By subtracting a
constant we may then assume u = 0 on ∂Ω. Let w ∈ C∞(Ω) be the k-convex
solution of the Dirichlet problem,
Fk[w] = 1 in Ω,(6.8)
w = 0 on ∂Ω.
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Then, by integration by parts,
−
∫
Ω
u = −
∫
Ω
uFk[w]
(6.9)
= −
1
k
∫
Ω
wF ijk [w]Diju
≤
1
k
sup
Ω
(−w)
∫
Ω
F ijk [w]Diju
=
1
k
sup
Ω
(−w)
∫
Ω
Di
(
F ijk [w]Dju
)
=
1
k
sup
Ω
(−w)
∫
∂Ω
F ijk [w]γiγj|Du|
=
1
k
sup
Ω
(−w)
∫
∂Ω
Hk−1[∂Ω]|Dw|
k−1|Du|
≤
1
k
sup
Ω
(−w)
(∫
∂Ω
Hk−1[∂Ω]|Dw|
k
)1−1/k(∫
∂Ω
Hk−1[∂Ω]|Du|
k
)1/k
= sup
Ω
(−w)|Ω|1−1/k
(
µk[u](Ω)
)1/k
by Reilly’s integration formula, [19], and (6.3) follows. Alternatively for any
ball B = Br(0) ⊃ Ω, and ψ ∈ C
∞(B), ψ > Fk[u]χΩ in B, we have u ≥ v in Ω,
where v ∈ C∞(Ω) is the solution of the Dirichlet problem
Fk[v] = ψ in B,(6.10)
v = 0 on ∂B.
But then, by integration by parts,
−
∫
B
v =
1
2n
∫
B
(R2 − |x|2)∆v(6.11)
≤
R2
2n
∫
∂B
(Dγv)
≤
R2
2n
(
ωnR
n−1
)1−1/k(∫
∂B
(Dγv
)k)1/k
≤ CR2+(n−1)(1−1/k)
(∫
B
ψ
)1/k
,
again by the Reilly formula, where C depends on n, k and hence (6.3) follows
again as ψ → χΩFk[u].
The estimate (6.4) follows directly from (6.3) and the interior gradi-
ent bound (3.4) by a standard pertubation technique [23]. The assumption
ν1 ∈ L
q(Ω), q > n/2k, can be replaced by a Morrey condition, namely for any
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ball B ⊂ Ω,
(6.12) ν1(B) ≤ A|B|
δ
for positive constants A and δ > 1− 2kn .
The uniqueness of the solutions to (6.1) is a more complex issue in the
discontinuous case and is related to appropriate notions of capacity. In the
special case, ν = δy for some point y ∈ Ω, we may infer that the Green functions
Gy, obtained by solving (6.1), is unique [26]. Note that when ν2 ∈ L
1(Ω) in
the decomposition (6.2), the uniqueness of solutions to (6.1) follows from the
method in [23, Th. 2.2].
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