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Abstract
We prove a full large deviations principle for the one-dimensional laws of the di!usion pro-
cess with random drift X t = 
2=3Wt + 1=3
∫ t
0 V (X

s =) ds, where V is a centered Gaussian shear
$ow random 4eld independent of the Brownian W . The large deviations principle is an annealed
one, that is integrated over the randomnesses of V and W . c© 2001 Elsevier Science B.V. All
rights reserved.
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1. Introduction
The problem considered in this paper is the study of the annealed large deviations
(for large time) for di!usions with random drift, more speci4cally for the process X
solving
Xt =Wt +
∫ t
0
V (Xs) ds; (1)
where W is a standard Brownian motion in Rd, and V is a centered stationary solenoidal
Gaussian 4eld on Rd, independent of W .
Such a process is a model for di!usion in a turbulent $ow. Therefore, it has been
discussed in a lot of papers, as well in physics literature as in mathematics literature (cf.
Avellaneda and Majda, 1990, 1992; Carmona, 1997; Carmona and Xu, 1997; Landim
et al., 1998; Olla, 1994 for instance). Most of these papers are interested in the long
time behavior of the process X , more precisely they investigate the link between the
properties of the random drift V , and the convergence in law of X when t goes to
in4nity. For instance, it is proved in Olla (1994), that if the stream function H of
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V (de4ned in dimension 2 by V (x1; x2), (@H=@x2;−@H=@x1)) is an ergodic bounded
random 4eld, then X has a di!usive behavior, i.e (Xst=
√
t; s ∈ [0; 1]) converges in law
to a Brownian motion. The same type of behavior is proved in Carmona and Xu (1997)
for a random drift V = V (t; x) depending on time, which is Gaussian, incompressible,
isotropic (in space), Markovian in time, and with 4nite spectral support in space.
More relevant for applications, the case of a Gaussian shear <ow drift with Kol-
mogorov spectrum is studied in Avellaneda and Majda (1990). In the two-dimensional
stationary case, this model is described by a drift V given by
∀x ∈ R2; x = (x1; x2); V(x) = (0; v(x1));
where (v(x1); x1 ∈ R) is a centered Gaussian 4eld, with covariance
〈v(x1)v(x′1)〉=
∫
R
eik(x1−x
′
1)|k|−1+ 0
(
k

)
 ∞(k) dk: (2)
 0 and  ∞ are cuto!s near 0 and ∞. This model exhibits a great variety of behav-
ior according to the value of  (see Avellaneda and Majda, 1990; Gaudron, 1998).
When ¿ 2, then (Xt=2 ; t ∈ [0; 1]) converges in law to a Brownian motion. When
0¡¡ 2; (Xt=4=(4−) ; t ∈ [0; 1]) converges in law. When −2¡¡ 0; (Xt=2+ ; t ∈
[0; 1]) converges in law.
This paper is a contribution to the study of process X from the viewpoint of large
deviations. To our knowledge, this is the 4rst result of large deviations in this kind
of models. So far, large deviations for di!usions in random media have concerned
di!usions in random obstacles (Sznitman, 1998), or di!usions in random potential
4elds (Taleb, 1998). As in (Avellaneda and Majda, 1990), we restrict ourselves to
the very particular case of a shear <ow drift; that is for all x ∈ Rd; x = (x1; x2); x1 ∈
Rk ; x2 ∈ Rd−k ; V (x)=(0; v(x1)), where (v(x1); x1 ∈ Rk) is a centered Gaussian 4eld in
Rd−k with covariance matrix 〈v(x1)v∗(y1)〉=K(x1−y1). In this situation, the rescaling
t → t=; x → x=, leads to the process
X ;1t =
√

W 1t ;
X ;2t =
√

W 2t +


∫ t
0
v
(
W 1s√

)
ds:
An easy computation of the Laplace transform of the random drift term then yields
E
[
exp
(
1



∫ t
0
v
(
W 1s√

))]
= E
[
exp
(
2
22
∫ t=
0
∫ t=
0
K(W 1s −W 1u ) ds du
)]
:
Using the large deviations for the occupation measure of the Brownian motion, we
immediately see that this quantity is of order exp(1=) (a necessary condition for the
large deviations principle to hold) i! = ; 2=2=1; i.e = 2=3. Therefore, we will
deal with the process X  de4ned by
X t = 
2=3Wt + 1=3
∫ t
0
V
(
X s

)
ds: (3)
Using this scaling, it is not diKcult to see that we are actually seeking for an annealed
large deviations principle for the process Y t =
∫ t
0 v(Bs=) ds, where B is a k-dimensional
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standard Brownian motion, and (v(x); x ∈ Rk) is a stationary centered Gaussian 4eld
independent of B. We prove in this paper the annealed large deviations principle for the
one-dimensional laws of Y . The method used here is very reminiscent of the method
used in Donsker and Varadhan (1975): the lower bound is deduced from the weak
large deviations for the occupation measure of the Brownian motion Lt=(1=t)
∫ t
0 Bs ds.
Since Lt does not satisfy a full large deviations principle (cf. Baxter et al., 1991), the
upper bound is attained by comparison with the Brownian motion on the torus, under
additional assumptions on the covariance function.
The paper is organized as follows. In Section 2, we introduce the notations and
assumptions used throughout the paper, and state the main results obtained, i.e. Theorem
2 about the large deviations, and Theorem 4 about some properties of the rate function.
Theorem 4 is proved in Section 3. In Section 4, we prove the annealed large deviations
principle for the one-dimensional laws of Y . We deduce from this result the annealed
large deviations principle for the one-dimensional laws of X  in Section 5.
Section 6 is a 4rst step towards the large deviations for the path of Y , i.e for
(Y t ; t ∈ [0; 1]) considered as a random variable with values in the space of continuous
paths C([0; 1];Rk). Our primary interest for the process X came actually from the
problem of reaction front propagation in a turbulent $ow, which can be modeled by
the Kolmogorov–Petrovski–Piskunov (KPP) equation for a scalar 4eld (t; x)
@t=
1
2
M+ v(x)∇+ c(x)(1− );
(0; x) = ’(x); (4)
where v(x) is a Gaussian centered solenoidal 4eld. For deterministic v, Freidlin (1985,
1990), Evans and Souganidis (1989), Pradeilles (1995) have shown that the scaling t →
t=, x → x=, yields the front propagation phenomenon, as  → 0. For random convection
terms, the results concerning the KPP equation are not so numerous. Replacing the non
linear term c(1−) by its maximal value Nc, Fedotov (1995, 1996) gives an upper
bound for the reaction front. When one tries to extend the method used by Freidlin to
the random case, one immediately has to face the problem of the large deviations for
the underlying stochastic process, and one has to prove the large deviations for the
entire path of X . The exponential tightness for the path is not a big deal, and it is the
subject of Section 6. We were however unable to prove the large deviations for the
n-dimensional laws (n¿ 1), the reason being that the comparison method used in the
proof of the upper bound for n= 1, is no more valid for n¿ 1.
2. Notations and results
Let (v(x); x ∈ Rk) be a centered stationary Gaussian 4eld with values in Rd−k ,
de4ned on a probability space (X;G; "). Brackets will denote the expectation with
respect to ", so that the covariance matrix of v is de4ned by K(x− y), 〈v(x)v∗(y)〉.
Let (Bt ; t ∈ [0; 1]) be a standard k-dimensional Brownian motion de4ned on a prob-
ability space (#;A; P). Expectation with respect to P is denoted by E. On the space
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(X× #;G⊗A), the probability %⊗ P is denoted by P, and expectation with respect
to P is denoted by E.
Our main result concerns the annealed (that is, under the probability P) large devi-
ations of the process
Y t , 
∫ t
0
v
(
Bs

)
ds:
Before stating the result, we introduce some notations and assumptions used throughout
the paper.
We assume that v admits a spectral density denoted by E, i.e E is a measurable
function on Rk with values in the set S+d−k of positive symmetric (d − k) × (d −
k)-matrices such that for all x ∈ Rk ,
K(x) =
∫
Rk
eikx E(k) dk:
The 4rst assumption on K is
(H1) E is in L1(Rk ;S+d−k):
Remark 1. Under (H1), K is a continuous function on Rk , which attains its maximal
value at 0, in the sense that ∀v ∈ Rd−k ; ∀x ∈ Rk ; v∗K(x)v 6 v∗K(0)v. Moreover,
K(x)→ 0 when |x| → ∞.
In order to obtain the large deviations upper bound, we impose some additional as-
sumptions on K . Let us begin with some notations. For all M ¿ 0, let TkM be the torus
of radius M and dimension k. We identify TkM with [−M ;M ]k , or with {R=2MZ}k .
When x ∈ Rk , we denoted by xM the canonical projection of x onto TkM , or equiva-
lently the equivalence class of x in {R=2MZ}k . Thus, xM − yM denotes the di!erence
in {R=2MZ}k . Any function on TkM can be viewed as a function on Rk , which is
(2M)-periodic in each direction. Therefore, if fM is a function on TkM ; fM (xM ) will
sometimes be denoted by fM (x), considering fM as a periodic function on Rk . Let dM
be the Riemanian metric on TkM , i.e
dM (xM ; yM ) = inf{‖x − y + 2lM‖; l ∈ Zk}:
We are now ready to state assumption (H2) under which the upper bound is obtained.
(H2.a) k = d− 1; K ¿ 0;
(H2.b) for all M ¿ 0, there is a continuous function KM :Td−1M → R+, such that
(i) ∀¿ 0; ∃M0 such that for all M ¿ M0, for all x; y ∈ Rd−1,
K(x − y)6 KM (xM − yM ) + ;
(ii) supM¿0 ‖KM‖∞¡∞;
(iii) sup‖x−y‖6M |KM (xM − yM )− K(x − y)| →M→∞ 0;
(iv) ∃a(M); a(M) →
M→∞
∞; a(M)=M →
M→∞
0,
sup
dM (xM ;yM )¿a(M)
|KM (xM − yM )| →
M→∞
0:
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Some comments about (H2):
• Assumption (H2) is satis4ed, if for instance, K is a covariance function of the type
K(x) = k(‖x‖); k ¿ 0; k bounded and continuous; k(x) →
|x|→∞
0:
Indeed, in that case, take KM (xM ) = k(dM (xM ; 0)). Since
‖x − y‖¿ dM (xM ; yM )
with equality if ‖x − y‖ 6 M , (H2.b(i)) holds whenever M0 is chosen so that for
all M ¿ M0; ‖x‖ ¿ M implies k(‖x‖) 6 . Moreover, with that choice of KM ,
(H2.b(ii))–(H2.b(iv)) are essentially trivial.
• Assumption (H2.a) can be replaced with
(H2:a′) K is diagonal, i.e.
K(x) =


K1(x) · · · 0
0
. . . 0
0 · · · Kk(x)

 ;
each of the Ki satisfying Assumption (H2).
We are now going to de4ne the rate function which governs the large deviations
principle of the process Y . When + is a non-negative symmetric matrix, and x is a
vector, we de4ne
x∗+−1x ,


+∞ if x ∈ Im(+);
y∗+y if x ∈ Im(+); and y is the unique element of
(Ker+)⊥ such that x = +y:
When % is a 4nite measure on Rk ; %ˆ is the Fourier transform of %, and +(%) is the
non-negative symmetric matrix de4ned by
+(%),
∫
K(x − y) d%(x) d%(y) =
∫
E(k)|%ˆ(k)|2 dk:
Let L be the rate function of the large deviations of the occupation measure LT =
(1=T )
∫ T
0 Bs ds, that is for all % ∈M1(Rk),
L(%),


1
2
∫
‖∇
√
f‖2dx if d% = f dx;
+∞ otherwise:
For all y ∈ Rd−k and all t ∈ ]0; 1], we de4ne
J(y), Inf
(
L(%) +
1
2
y∗+(%)−1y; % ∈M1(Rk)
)
;
Jt(y), tJ
( y
t3=2
)
: (5)
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Note that the in4mum in the de4nition of J can be restricted to measures % = f dx,
where
f ∈ L1;+1 ,
{
f ∈ L1(Rk ;R) such that f ¿ 0;
∫
Rk
f(x) dx = 1
}
:
For such %; L(%) will often be denoted by L(f), and +(%) by +(f).
We are now able to state the result concerning the large deviations of Y .
Theorem 2. (1) Under (H1); for all open subset G of Rd−k and all t ∈ ]0; 1],
lim inf
→0
2 logP[Y t ∈ G]¿ − infy∈G Jt(y):
(2) Under (H1) and (H2); for all closed subset F of R and all t ∈ ]0; 1],
lim sup
→0
2 logP[Y t ∈ F]6 − infy∈F Jt(y):
This result can be transposed on the process X  solution of (3). More precisely, for
all x ∈ Rd, we de4ne x1 ∈ Rk ; x2 ∈ Rd−k ; by the decomposition x= (x1; x2). Let then
V be the random 4eld on Rd with values in Rd, de4ned by
V (x) = V (x1; x2) = (0; v(x1)):
Let Wt=(Bt; Zt); (Bt ∈ Rk ; Zt ∈ Rd−k ; t ∈ [0; 1]) be a standard Brownian motion de4ned
on a probability space (#˜; A˜; P˜). Again, expectation with respect to P˜ is denoted by
E; the probability "⊗ P˜ is denoted by P, and expectation with respect to P is denoted
by E.
Let us de4ne the process (X t ; t ∈ [0; 1]) by Eq. (3), so that X t = (X ;1t ; X ;2t ) with
X ;1t = 
2=3Bt;
X ;2t = 
2=3Zt + 1=3
∫ t
0
v
(
Bs
1=3
)
ds
Now, let It (t ∈ ]0; 1]) be the rate function de4ned on Rd by
It(x) =
{
Jt(x2) if x1 = 0;
+∞ otherwise: (6)
Then,
Corollary 3. (1) Under (H1); for all open subset G of Rd and all t ∈ ]0; 1];
lim inf
→0
2=3 logP[X t ∈ G]¿ − infx∈G It(x):
(2) Under (H1) and (H2); for all closed subset F of Rd and all t ∈ ]0; 1],
lim sup
→0
2=3 logP[X t ∈ F]6 − infx∈F It(x):
The next result gathers some facts about the rate function J. Recall that under (H2),
the process Y  is of dimension 1, so that the function J is de4ned on R.
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Theorem 4. Under (H1); (H2); for all y ∈ R;
J(y) = j(y2);
where j :R+ → R+ is de=ned by
j(y), inf
f∈L1;+1
{
L(f) +
y
2+(f)
}
: (7)
The function j has the following properties:
(1) j is continuous; concave; increasing; positive on R+; and j(0) = 0.
(2) ∃C1; C2 ¿ 0; such that ∀y ∈ R+;
y
2K(0)
6 j(y)6 C1 + C2y:
Thus; J is a good rate function on R.
(3) Assume that for some  ∈ ]0; k[ and some K∞ ∈ [1;+∞[;
1
K∞
6 lim inf
|x|→∞
|x|K(x)6 lim sup
|x|→∞
|x|K(x)6 K∞:
Then; there exists C ∈ [1;+∞[ (depending on K) and c(k) ∈ [0;+∞[ (depending
only on  and k); such that
1
C
c(k)6 lim inf
y→0+
y−2=(2+)j(y)6 lim sup
y→0+
y−2=(2+)j(y)6 Cc(k):
Moreover c(k)¿ 0 for all  ∈ ]0; k[ and 6 4.
(4) There exists d(k) ∈ [0;+∞[ such that
lim sup
y→0+
j(y)
y2=(2+k)
6 d(k):
Moreover; for k 6 4; d(k)¿ 0.
(5) Let  (x), sup|y|¿|x| K(y). Assume that K is such that∫
 (x) dx¡+∞: (8)
Assume moreover that
k 6 3; and ∃ ∈ ]0; 1[ such that
∫
K(z)2|z|k+2 dz¡+∞: (9)
Then;
0¡ lim
y→0+
j(y)
y2=(2+k)
¡∞:
Some comments about Theorem 4: Assumptions (8) and (9) hold if for instance K
has compact support, or more generally if K =
‖x‖→∞
O(1=‖x‖) for some ¿k.
Thus, in the case k = 1, and lim|x|→∞ |x|K(x) = K∞, we get
j(y) 
{
y2=(2+) if 0¡¡ 1;
y2=3 if 1¡:
(10)
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Note that these results are in accordance with the results of Avellaneda and Majda
(1990). Indeed, formally speaking, Corollary 3 states that on a logarithmic scale,
P[X 21=2=3 ≈ ] ≈ exp
(
− 1
2=3
J()
)
:
Thus, in order to get P[X 21=2=3 ≈ ] of order 1 (a necessary condition to have conver-
gence in law of (=)X 21=2=3 ), one has to impose that
J()6 C2=3: (11)
For k = 1 and 0¡¡ 2, convergence in law in the model of Avellaneda and Majda
(1990) holds for = (2+)=6 (cf. the results recalled in the introduction), so that (11)
becomes
J()6 C4=(2+); 1;
which is actually the right scale for J for 0¡¡ 1.
For k = 1 and ¿ 2, convergence in law in the model of Avellaneda and Majda
(1990) holds for = 2=3, so that (11) becomes
J()6 C; 1;
which is actually the case since in this situation, J() is of order 4=3.
3. Properties of the rate function
The aim of this section is to prove Theorem 4. Since under (H2-a), J is de4ned
on R, it is straightforward from (5) that J(y) = j(y2), where j is given by (7).
Proof of (1) and (2) of Theorem 4. The monotony of j, its concavity and positivity,
and the fact that j(0) = 0, are direct consequences of (7).
Taking f(x) = (1=
√
25
k
)e−‖x‖
2=2 in the in4mum leads to
j(y)6
1
8
+
y
2
∫
e−‖k‖2=2E(k) dk
:
Since
∫
e−‖k‖
2=2E(k) dk ¿ 0, the upper bound in (2) of Theorem 4 is established. The
lower bound follows from the fact that ∀f ∈ L1;+1 ,∫ ∫
K(x − y)f(x)f(y) dx dy 6 K(0):
Since j is concave and 4nite on R+, j is continuous on R+;∗. Moreover, for all %¿ 0,
let f%(x), (1=
√
2%5k)e−‖x‖
2=2%. Then, ∀y¿ 0 and ∀%¿ 0,
j(y)6L(f%) +
y
2+(f%)
6
1
8%2
+
y
2
∫
e−(%=2)‖k‖2E(k) dk
:
Thus, 06 lim supy→0+ j(y)6 1=8%
2 for all %¿ 0. This proves the continuity of j in
0+. The goodness of J follows easily since j(y) →
y→+∞+∞.
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Let us now study the behavior of j in the neighborhood of 0. First of all, let us
note that since j is 4nite on R+, the in4mum in the de4nition on j can be restricted
to the functions f ∈ L1;+1 such that L(f)¡ +∞. The next lemma describes some
properties of these functions.
Lemma 5. Let f ∈ L1;+1 be such that L(f)¡∞. Then
Case k = 1: ∀q ∈ [1;+∞]; f ∈ Lq(Rk) and ‖f‖Lq 6 CL(f)1=2q′ , where C is a
constant which depends only on q, and q′ is the conjugate exponent of q.
Case k = 2: ∀q ∈ [1;+∞[; f ∈ Lq(Rk) and ‖f‖Lq 6 CL(f)1=q′ .
Case k ¿ 2: ∀q ∈ [1; k=(k − 2)]; f ∈ Lq(Rk) and ‖f‖Lq 6 CL(f)k=2q′ .
Moreover, for all r ∈ ]1; k=(k − 1)] ∩ ]1; 2[, for all  ∈ ]0; 1[,∫
Rk
‖f(•+ t)− f(•)‖2Lr
‖t‖k+2 dt 6 CL(f)
k=r′(1 +L(f)):
Proof. Let f in L1;+1 be such that L(f)¡∞. Then,
√
f belongs to the Sobolev
space W 1;2(Rk).
For k=1, Sobolev embedding theorem (see for instance the proof of Theorem VIII.7
in Brezis, 1983) says that
√
f is bounded and that
‖
√
f‖2∞ 6 C‖
√
f‖L2‖(
√
f)′‖L2 :
But, ‖√f‖L2 = 1, and ‖(√f)′‖L2 = (2L(f))1=2. Thus, ‖f‖∞ 6 CL(f)1=2. Since
f ∈ L1 ∩ L∞, f ∈ Lq for all q ∈ [1;∞], and the interpolation inequality yields
‖f‖q 6 ‖f‖1=q′∞ ‖f‖1=q1 6 CL(f)1=2q
′
:
For k = 2;
√
f ∈ W 1;2(R2) implies that √f ∈ Lq(R2) for all q ∈ [2;+∞[. Moreover
(see for instance the proof of Corollary IX.11 in Brezis, 1983), for all q ∈ [2;∞[,
there exists C ¿ 0, such that
‖
√
f‖q 6 C‖
√
f‖2=q2 ‖∇
√
f‖1−2=q2 :
Therefore, ∀q ∈ [1;+∞[, f ∈ Lq(R2), and
‖f‖q 6 CL(f)1=q′ :
For k ¿ 2;
√
f ∈ W 1;2(Rk) implies that √f ∈ L2k=(k−2), and that
‖
√
f‖2k=(k−2) 6 C‖∇
√
f‖2:
Therefore f ∈ Lk=(k−2) ∩ L1, and for any q ∈ [1; k=(k − 2)], the interpolation inequality
yields
‖f‖q 6 ‖f‖1−k=2q
′
1 ‖f‖k=2q
′
k=(k−2) 6 C‖∇
√
f‖2k=2q′2 6 CL(f)k=2q
′
:
Let us now turn to the estimate of ‖f(• + t) − f(•)‖Lr . First of all, note that for
r ∈ ]1; 2[∩ ]1; k=(k−1)]; r=(2−r)6 k=(k−2). It follows from HSolder’s inequality that
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for such r,
‖∇f‖r6
(∫ ‖∇f‖2(x)
f(x)
dx
)1=2(∫
fr=(2−r)(x) dx
)(2−r)=2r
6CL(f)(1=2)(1+k=r
′):
It follows then that f belongs to the Sobolev space W 1; r for r ∈ ]1; 2[∩ ]1; k=(k − 1)].
Results in Chapter V.5 of Stein (1970), then say that f belongs to the space 8r;2 for
all r ∈ ]1; 2[ ∩ ]1; k=(k − 1)] and all  ∈ ]0; 1[, where the norm in 8r;2 is given by
‖f‖8r; 2 , ‖f‖Lr +
(∫ ‖f(•+ t)− f(•)‖2Lr
‖t‖k+2 dt
)1=2
: (12)
Moreover,
‖f‖8r; 2 6C‖f‖W 1; r
6C(L(f)k=2r
′
+L(f)(1=2)(1+k=r
′));
which ends the proof of Lemma 5.
Proof of (3) of Theorem 4. For all f ∈ L1;+1 and all ¿ 0, let f(x) , kf(x).
Then f ∈ L1;+1 and for all ¿ 0, the map f → f is a bijection in L1;+1 . Moreover,
L(f) = 2L(f), and +(f) =
∫∫
K((x − y)=)f(x)f(y) dx dy. Thus, for all y¿ 0,
and all ¿ 0,
y−2=(2+)j(y) = inf
f∈L1;+1
{
y−2=(2+)2L(f) +
y=(2+)
2
∫∫
K((x − z)=)f(x)f(z) dx dz
}
:
Taking = y1=(2+) then yields
y−2=(2+)j(y)= inf
f∈L1;+1
{
L(f)+
1
2
∫∫
1
y=(2+)K((x − z)=y1=(2+))f(x)f(z) dx dz
}
:
(13)
By Fatou lemma, for all f ∈ L1;+1 ,
1
K∞
∫ ∫
1
‖x − z‖ f(x)f(z) dx dz
6 lim inf
y→0+
∫ ∫
1
y=(2+)
K
(
x − z
y1=(2+)
)
f(x)f(z) dx dz:
Therefore, for all f ∈ L1;+1 ,
L(f) +
K∞
2
∫∫
(1=‖x − z‖)f(x)f(z) dx dz ¿ lim supy→0+
y−2=(2+)j(y):
Let us denote
l;k(y), inf
f∈L1;+1
{
L(f) +
y
2
∫
Rk
∫
Rk [f(x)f(z)=‖x − z‖] dx dz
}
: (14)
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We have thus shown that
lim sup
y→0+
y−2=(2+)j(y)6 l;k(K∞): (15)
We are now going to prove that ∃C ¿ 1, such that
lim inf
y→0+
y−2=(2+)j(y)¿ l;k
(
1
CK∞
)
: (16)
Recall from (H1), (H2) that K is positive and bounded. It follows then from
lim sup‖x‖→∞‖x‖K(x)6 K∞, that there exists C ¿ 1 such that
∀x ∈ Rk ; K(x)6 C K∞‖x‖ :
Eq. (16) is then an obvious consequence of the preceding inequality and of expression
(13). It remains now to apply Lemma 6 to obtain (iii) of Theorem 4.
Lemma 6. l;k(y) = y2=(2+)l;k(1). Moreover; l;k(1)¿ 0 for 0¡¡k; and 6 4.
Proof. Using the bijection f → f, we get
l;k(y) = inf
f∈L1;+1
inf
¿0
{
2L(f) +
y
2
∫∫
[f(x)f(z)=‖x − z‖] dx dz
}
:
Performing the in4mum in , leads to
l;k(y) =
 + 2

(
y
4
)2=(2+)
inf
f∈L1;+1
L(f)=(2+)
(
∫∫
[f(x)f(z)=‖x − z‖] dx dz)2=(2+) :
The lemma is proved if we show that
l˜; k , inf
f∈L1;+1
L(f)=(2+)
(
∫∫
[f(x)f(z)=‖x − z‖] dx dz)2=(2+) ¿ 0 for 0¡¡k and 64:
But for 0¡¡k; l˜;k is clearly 4nite (take for instance f = (1=
√
25
k
)e−‖x‖
2=2 in
the in4mum), and the in4mum can be restricted to those functions in L1;+1 for which
L(f)¡+∞. Moreover, if I denotes the Riesz operator
I(f)(x) =
∫
Rk
f(y)
‖x − y‖ dy; (17)
then, for k=p¿k−; I is a continuous operator from Lp(Rk) to Lr(Rk) where 1=r=
1=p− (k − )=k (see for instance Theorem 1, p. 119 in Stein, 1970).
Assume that k 6 2. We have seen in Lemma 5 that any f ∈ L1;+1 such that L(f)
¡∞, belongs to Lq(Rk) for any q ∈ [1;+∞[. Let us 4x p such that 1¡p¡k=(k−),
and let r be such that 1=r = 1=p− (k − )=k = =k − 1=p′. Then,∫
Rk
f(x)I(f)(x) dx6 ‖f‖r′‖I(f)‖r
6C‖f‖r′‖f‖p (by continuity of I)
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6CL(f)k=2rL(f)k=2p
′
(by Lemma 5)
6CL(f)k=2(=k)
6CL(f)=2: (18)
This inequality proves that l˜; k ¿ 0.
Assume that k ¿ 2. From Lemma 5, any f ∈ L1;+1 such that L(f)¡+∞, belongs
to Lk=(k−2). When 0¡¡k, and 6 4, one can 4nd p satisfying
k=p¿k − ;
16 p6
k
k − 2 ;
16 r′ 6
k
k − 2 where
1
r′
= 1 +
1
p′
− 
k
:
For such a p, the series of inequalities (18) is still valid.
Proof of (4) and (5) of Theorem 4. We are 4rst going to prove that if K satis4es (8),
lim sup
y→0+
y−2=(2+k)j(y)6 dk
(
1
2‖K‖1
)
; (19)
where for y ∈ R+∗,
dk(y), inf
f∈L1;+1
{
L(f) +
y∫
f(x)2 dx
}
: (20)
Indeed, using the bijection f → f with = y1=(2+k), yields
y−2=(2+k)j(y)
= inf
f∈L1;+1
{
L(f) +
1
(2=yk=(2+k))
∫∫
K((x − z)=y1=(2+k))f(x)f(z) dx dz
}
:
For K satisfying (8), and f ∈ L1,
1
yk=(2+k)
∫
K
(
x − z
y1=2+k
)
f(z) dz a:e:→
y→0+
‖K‖1f(x)
(see for instance Theorem 2, p. 62 in Stein, 1970). Thus, Fatou lemma immediately
leads to
lim sup
y→0+
y−2=(2+k)j(y)6 dk
(
1
2‖K‖1
)
:
Inequality (19) implies that for any K satisfying (H1) and (H2), there exists m¿ 0
such that
lim sup
y→0+
y−2=(2+k)j(y)6 dk
(
1
mkK(0)k
)
; (21)
where k denotes the volume of the unit ball in Rk . Indeed, under (H1) and (H2), K
is continuous and K(0)¿ 0, so that for some m¿ 0 and ∀x ∈ Rk ,
K(x)¿ K˜(x),
K(0)
2
5‖x‖6m:
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Hence,
lim sup
y→0+
y−2=(2+k)j(y)6 lim sup
y→0+
y−2=(2+k)—˜ (y);
where —˜ is de4ned as j, with K˜ in place of K . Eq. (21) follows then from the fact
that K˜ ful4lls assumption (8), and ‖K˜‖1 = (K(0)=2)mkk .
For the converse inequality in (5) of Theorem 4, let =¿ 0, and y¿ 0 be 4xed. Let
fy ∈ L1;+1 be such that
L(fy) +
1
(2=yk=(2+k))
∫∫
K((x − z)=y1=(2+k))fy(x)fy(z) dx dz
6 y−2=(2+k)j(y) + =: (22)
Note that∣∣∣∣ 1yk=(2+k)
∫ ∫
K
(
x − z
y1=(2+k)
)
fy(x)fy(z) dx dz − ‖K‖1
∫
f2y (x) dx
∣∣∣∣
6
∫
K(z)
∫
fy(x)|fy(x − y1=(2+k)z)− fy(x)| dz dx: (23)
Assume now that k 6 3 and let  be de4ned as in (9). For k 6 2, choose any
r ∈ ]1; 2[. For k = 3, choose r = 32 = k=(k − 1). Since L(fy)¡∞, it follows from
Lemma 5 and (23) that∣∣∣∣ 1yk=(2+k)
∫ ∫
K
(
x − z
y1=(2+k)
)
fy(x)fy(z) dx dz − ‖K‖1
∫
f2y (x) dx
∣∣∣∣
6 ‖fy‖r′
∫
K(z)‖fy(• − y1=(2+k)z)− fy(•)‖r dz
6 ‖fy‖r′y=(2+k)
(∫
K2(z)‖z‖k+2 dz
)1=2 (∫ ‖fy(• − z)− fy(•)‖2r
‖z‖k+2 dz
)1=2
6 Cy=(2+k)L(f)k=2rL(f)k=2r
′
(1 +L(f)1=2)
6 Cy=(2+k)L(f)k=2(1 +L(f)1=2): (24)
We deduce then from (24) and (22) that
L(fy) +
1
2‖K‖1
∫
f2y (x) dx
6 y−2=(2+k)j(y) + =
+C
(y−2=(2+k)j(y) + =)(4+k)=2(1 +
√
y−2=(2+k)j(y) + =)
[1− C(y−2=(2+k)j(y) + =)(2+k)=2(1 +
√
y−2=(2+k)j(y) + =)y=(2+k)]+
×y=(2+k):
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From this last inequality and inequality (19) (more precisely, the fact that the limsup
is 4nite), it follows that ∀=¿ 0, and k 6 3
dk
(
1
2‖K‖1
)
6 lim inf
y→0+
y−2=(2+k)j(y) + =:
It remains now to apply Lemma 7 to end the proof of (4) and (5) of Theorem 4.
Lemma 7. Let dk be de=ned by (20). Then; dk(y) = y2=(2+k)dk(1). dk(1) ∈ [0;∞[;
and dk(1)¿ 0 for k 6 4.
Proof. Using the bijection f → f,
dk(y) = inf
f∈L1;+1
inf
¿0
{
2L(f) +
y
k
∫
f2(x) dx
}
=
k + 2
k
(
ky
2
)2=(2+k)
inff∈L1;+1
L(f)k=(2+k)
(
∫
f2(x) dx)2=(2+k)
:
For k 6 2 and f ∈ L1;+1 such that L(f)¡ +∞, Lemma 5 asserts that f ∈ L2, and
that ‖f‖2 6 CL(f)k=4; i.e. dk(y)¿ 0.
For 2¡k 6 4; 2 6 k=(k − 2), so that any f ∈ L1;+1 such that L(f)¡ + ∞,
belongs to L2, with the same bound on ‖f‖2.
4. Large deviations for Y”t
We are now going to prove the annealed large deviations principle for the law of
Y t , where t ∈ [0; 1] is 4xed. For general references on large deviations, the reader is
referred to Dembo and Zeitouni (1998), Deuschel and Stroock (1989) or Dupuis and
Ellis (1997). We prove 4rst the exponential tightness (Proposition 8), then the large
deviations lower bound (Proposition 9), and 4nally the weak large deviations upper
bound (Proposition 10). Theorem 2 is then an easy consequence of Propositions 8–10.
4.1. Exponential tightness
Proposition 8. Under (H1); for all t ∈ ]0; 1] and all L¿ 0; ∃R¿ 0 such that
lim sup→0+
2 logP[‖Y t ‖¿R]6 −L.
Proof. The conditional law of Y t with respect to Brownian motion B is the law of a
centered Gaussian vector with covariance matrix +, where + is the (d− k)× (d− k)
matrix de4ned by
+= 2
∫ t
0
∫ t
0
K
(
Bs − Bu

)
ds du:
For all v ∈ Rd−k ,
v∗+v = 2
∫
Rk
∣∣∣∣
∫ t
0
ei(kBs=) ds
∣∣∣∣
2
v∗E(k)v dk
6 2t2 v∗K(0)v6 2t2max(K(0))‖v‖2;
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where max(K(0)) is the maximal eigenvalue of K(0). Therefore,
max(+)6 2t2max(K(0)):
Let Y be a N(0; Idd−k) vector independent of B.
P[‖Y t ‖¿R] = P[‖
√
+Y‖¿R]
6P
[
‖Y‖¿ R
t
√
max(K(0))
]
:
Therefore, lim sup→0+ 
2logP[‖Y t ‖¿R] 6 −R2=2t2max(K(0)) 6 −L, whenever
R2 ¿ 2Lmax(K(0))t2.
4.2. Lower bound
Proposition 9. Under (H1); for all open subset G of Rd−k , for all t ∈ [0; 1],
lim inf
→0
2 logP[Y t ∈ G]¿ −Inf (Jt(y); y ∈ G): (25)
Proof. We assume, without loss of generality, that t =1. Since the conditional law of
Y 1 with respect to Brownian motion B is the law of a centered Gaussian vector with
covariance matrix
2
∫ 1
0
∫ 1
0
K
(
Bs − Bu

)
ds du
(L)
= 2 +(L1=2 );
then
P[Y 1 ∈ G] = P[
√
+(L1=2 )Y ∈ G];
where Y ∼ N(0; Id) is independent of B. Now, under (H1), the function (%; y) ∈
M1(Rk)×Rd−k →√+(%)y is continuous whenM1(Rk) is endowed with the topology
of weak convergence. Moreover, L1=2 satis4es a weak large deviations principle in
M1(Rk), with speed 2 and rate function L. By independence, (L1=2 ; Y ) satis4es a
weak large deviations principle in M1(Rk) × Rd−k , with speed 2, and rate function
K(%; y) =L(%) + 12‖y‖2. Therefore,
lim inf
→0
2 logP[Y 1 ∈ G]¿− Infy∈G Inf{K(%; z); (%; z) s:t:
√
+(%)z = y}
= − Inf
y∈G
J1(y):
4.3. Upper bound
Since L1=2 does not satisfy a strong large deviations principle, the upper bound
cannot be obtained by simple contraction. We have to impose additional assumptions
on the covariance function K to avoid the problems arising from the non-compactness
of the Brownian paths. The key point is that due to the stationarity of v, the problem
is invariant by translation. As in Donsker and Varadhan (1975), this invariance allows
us to replace the Brownian motion on Rd by the Brownian motion on the torus.
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The upper bound will be obtained under (H1) and (H2). Note that under these
assumptions, Y  is of dimension 1, and ∀T ¿ 0; +(LT )¿ 0 a.s. Indeed, for all ¿ 0,
+(LT )¿
∫
B(0;=2)
dLT (x)
∫
B(0;=2)
dLT (y)K(x − y) since K ¿ 0
¿
K(0)
2
(LT (B(0; =2)))2;
whenever  is chosen so that ‖x‖6  implies K(x)¿ K(0)=2.
Proposition 10. Under (H1) and (H2);∀y ∈ R;
lim
→0+
lim sup
→0+
2 logP[Y t ∈ B(y; )]6 −Jt(y): (26)
Proof. We assume that t = 1.
Let us 4rst consider the case y = 0.
P[Y 1 ∈ B(0; )] = P[
√
+(L1=2 ) Y ∈ B(0; )] = P[2+(L1=2 )Y 2 6 2]:
But, a.s. 2+(L1=2 )Y 2 6 2K(0)Y 2, and therefore, 2+(L1=2 )Y 2 →
→0
0 a.s.
This leads to
lim
→0+
lim sup
→0+
2 logP[Y 1 ∈ B(0; )] = 0 =−J1(0):
Assume now that y = 0. Let ¿ 0 and ¿ 0 be such that |y|¿, and ¡
(|y| − )2. Let C(), supx∈]0;K(0)]e−=x
2
=
√
x. Then, ∀6 1,
P
[
Y 1 ∈ B(y; )
]
= P
[√
+(L1=2 )Y ∈ B(y; )
]
= E
[∫
B(y;)
exp
(
− 1
22
z2
+(L1=2 )
)
dz

√
25+(L1=2 )
]
6C()E
[∫
B(y;)
exp
(
− 1
22
z2 − 
+(L1=2 )
)
dz√
25
]
6C()
|B(y; )|√
25
E
[
exp
(
− 1
22
(|y| − )2 − 
+(L1=2 )
)]
:
Thus,
lim sup
→0+
2 logP[Y 1 ∈ B(y; )]
6 lim sup
→0+
2 logE
[
exp
(
− 1
22
(|y| − )2 − 
+(L1=2 )
)]
:
We now apply Lemma 11.
Lemma 11. ∀¿ 0;
lim sup
→0+
2 logE
[
exp
(
− 1
22

+(L1=2 )
)]
6 −j(); (27)
where j is de=ned by (7).
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From Lemma 11, we derive that
lim sup
→0+
2 logP[Y 1 ∈ B(y; )]6 −j((|y| − )2 − ):
The result follows from the continuity of j by letting  and  go to 0.
Proof. Fix ¿ 0. Choose KM and M0 ¿ 0 as in assumption (H2.b). Therefore,
∀M ¿ M0,
E
[
exp
(
− 1
22

+(L1=2 )
)]
6 E
[
exp
(
− 1
22

4
∫ 1=2
0
∫ 1=2
0 KM (B
M
s − BMu ) ds du+ 
)]
;
where BM is the Brownian motion on Td−1M . But LM1=2 = 
2
∫ 1=2
0 BMs ds satis4es a strong
large deviations principle in M1(Td−1M ), with speed 2, and good rate function
LM (%),


1
2
∫
Td−1M
‖∇
√
f‖2 M (dx) if d% = f M (dx);
+∞ otherwise:
(M (dx) denotes the Lebesgue measure on the torus). Moreover, owing to (H2.b),
the function
% ∈M1(Td−1M ) →

2(+
∫
Td−1M
∫
Td−1M
KM (x − y) d%(x) d%(y))
is continuous and bounded. Applying Varadhan’s theorem (cf. Theorem 2:1:10 p. 43
of Deuschel and Stroock, 1989), we get ∀M ¿ M0,
lim sup
→0+
2 logE
[
exp
(
− 1
22

+(L1=2 )
)]
6 −Inf
(
LM (%) +

2(+ +M (%))
; % ∈M1(Td−1M )
)
; (28)
where +M (%) ,
∫
Td−1M
∫
Td−1M
KM (x − y) d%(x) d%(y). It suKces now to apply Lemmas
12 and 13 to end the proof of Lemma 11.
Lemma 12. For all M0 ¿ 0; and all ¿ 0;
Sup
M¿M0
Inf
(
LM (%) +

2(+ +M (%))
; % ∈M1(Td−1M )
)
¿ Inf
(
L(%) +

2(+ +(%))
; % ∈M1(Rd−1)
)
: (29)
Lemma 13.
Sup
¿0
Inf
(
L(%) +

2(+ +(%))
; % ∈M1(Rd−1)
)
= Inf
(
L(%) +

2+(%)
; % ∈M1(Rd−1)
)
: (30)
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Proof. Let
J , Sup
M¿M0
Inf
(
LM (%) +

2(+ +M (%))
; % ∈M1(Td−1M )
)
:
We assume that J ¡ + ∞, otherwise there is nothing to prove. Fix ¿ 0. For all
M ¿ M0, let %M ∈M1(Td−1M ) be such that
LM (%M ) +

2(+ +M (%M ))
6 J + : (31)
Since LM (%M )¡+∞, %M has a density gM , which can be viewed as a (2M)-periodic
function. ∀a ∈ Rd−1, let gaM be the translation of gM , (i.e. gaM (x)= gM (x− a)) and %aM
be the probability onM1(Td−1M ) with density gaM . Then ∀a ∈ Rd−1, +M (%aM )=+M (%M ),
and LM (%aM ) =LM (%M ). We use then Lemma 14:
Lemma 14 (Lemma 3:4, p. 542 of Donsker and Varadhan, 1975). Let g be a proba-
bility density on Td−1M ; and 0¡m¡M . De=ne
EmM ,
d−1⋃
i=1
{(−M 6 xi 6 −M + m) ∪ (M − m6 xi 6 M)} :
Then there exists a ∈ Rd−1 such that∫
EmM
g(x − a) dx 6 m(d− 1)
M
:
We refer the reader to Donsker and Varadhan (1975) for the proof of Lemma 14.
In view of Lemma 14, we can assume without loss of generality that %M which
satis4es (31) also satis4es∫
Ea(M)M
gM (x) dx 6 (d− 1) a(M)M ; (32)
where a(M) is the function appearing in assumption (H2.b.(iv)). As in Donsker and
Varadhan (1975), let
M (x) =


0 for x 6 −M;
x+M
a(M) for −M 6 x 6 −M + a(M);
1 for |x|6 M − a(M);
M−x
a(M) for M − a(M)6 x 6 M;
0 for x ¿ M
(33)
and ˆM (x1; : : : ; xd−1) =
∏d−1
i=1 M (xi), so that 0 6 ˆM 6 1 and ‖∇ˆM‖2 6 (d −
1)=a(M)2.
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Let  M (x1; : : : ; xd−1) = ˆ
2
M , and de4ne the probability density fM in Rd−1 by
fM =
 MgM∫
 MgM
:
As was shown in Donsker and Varadhan (1975),
L(fM )
6
1
8(1− (d− 1)a(M)=M)
[
4(d− 1)
a(M)2
+ 8LM (gM ) +
8
√
2(d− 1)(J + )
a(M)
]
:
(34)
Indeed,
L(fM ) =
1
2
∫
Rd−1
‖∇
√
fM‖2 dx = 18
∫
[−M;M ]d−1
‖∇fM‖2
fM
dx
=
1
8
∫
 MgM dx
[∫
[−M;M ]d−1
‖∇ M‖2
 M
gM dx
+
∫
[−M;M ]d−1
‖∇gM‖2
gM
 M dx + 2
∫
[−M;M ]d−1
(∇ M ;∇gM ) dx
]
: (35)
But
‖∇ M‖= 2ˆM‖∇ˆM‖6 2
√
d− 1
a(M)
; (36)
so that,∫
[−M;M ]d−1
(∇ M ;∇gM ) dx
6 2
√
d− 1
a(M)
∫
[−M;M ]d−1
‖∇gM‖ dx
6 2
√
d− 1
a(M)
√∫
[−M;M ]d−1
‖∇gM‖2
gM
dx
√∫
[−M;M ]d−1
gM dx
6 4
√
2(d− 1)
a(M)
√
LM (gM )
6 4
√
2(d− 1)
a(M)
√
J + ; (37)
since gM satis4es (31). Finally, using (32),∫
 MgM dx =
∫
[−M;M ]d−1
 MgM dx
¿
∫
[−M;M ]d−1\Ea(M)M
gM dx = 1−
∫
Ea(M)M
gM dx
¿ 1− (d− 1)a(M)
M
: (38)
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Combining (35)–(38), we obtain (34).
Moreover,
+(fM ) =
1
(
∫
gM M dx)2
∫
(Rd−1)2
K(x − y) M (x) M (y)gM (x)gM (y) dx dy
¿
∫
[−M;M ]2(d−1)
K(x − y) M (x) M (y)gM (x)gM (y) dx dy
= +M (gM ) + T1 − T2;
where T1 ,
∫
[−M;M ]2(d−1) [K(x − y) − KM (xM − yM )]gM (x)gM (y) dx dy; and T2 ,∫
[−M;M ]2(d−1) [K(x − y)(1−  M (x) M (y)]gM (x)gM (y))dx dy.
But
T2 =
∫
[−M;M ]2(d−1)
K(x − y)(1−  M (x))gM (x)gM (y) dx dy
+
∫
[−M;M ]2(d−1)
K(x − y) M (x)(1−  M (y))gM (x)gM (y) dx dy
6 2K(0)
∫
Ea(M)m
gM (x) dx
6 2K(0)(d− 1)a(M)
M
:
Let us now control T1. T1 = T1;1 + T1;2 + T1;3, where
T1;1 ,
∫
[−M;M ]2(d−1) ;‖x−y‖¿M;
dM (xM ;yM )6a(M)
[K(x − y)− KM (xM − yM )]gM (x)gM (y) dx dy;
T1;2 ,
∫
[−M;M ]2(d−1) ;‖x−y‖¿M;
dm(xM ;yM )¿a(M)
[K(x − y)− KM (xM − yM )]gM (x)gM (y) dx dy;
T1;3 ,
∫
[−M;M ]2(d−1) ;
‖x−y‖6M
[K(x − y)− KM (xM − yM )]gM (x)gM (y) dx dy:
By assumption (H2.b.(iii)), T1;3 →
M→∞
0. Due to (H2.b.(iv)) and to the fact that K(x)
tends to 0 when ‖x‖ → ∞; T1;2 →
M→∞
0. For the term T1;1, note that
[−M; M ]2(d−1) ∩ {‖x − y‖¿ M} ∩ {‖xM − yM‖6 a(M)}
⊂ Ea(M)M × Ea(M)M :
Thus, |T1;1| 6 (K(0) + supM‖KM‖∞)((d − 1)a(M)=M)2. We have therefore obtained
that for some constant C ¿ 0 and all =¿ 0, there exists M1 such that for all M;
M ¿ M1,
+(fM )¿
[
+M (gM )− C a(M)M − =− C
a(M)2
M 2
]+
: (39)
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Eqs. (34) and (39) yield
Inf
(
L(%) +

2(+ +(%))
; % ∈M1(Rd−1)
)
6L(fM ) +

2(+ +(fM ))
6LM (gM ) +

2(+ +M (gM ))
+
(d− 1)=a(M)2 + 2√2(d− 1)(J + )=a(M)
2(1− (d− 1)a(M)=M)
+
(d− 1)(J + )
M=a(M)− (d− 1) +

22
[
C
a(M)
M
+ =+ C
a(M)2
M 2
]
6 J + +
(d− 1)=a(M)2 + 2√2(d− 1)(J + )=a(M)
2(1− (d− 1)a(M)=M) +
(d− 1)(J + )
M=a(M)− (d− 1)
+

22
[
C
a(M)
M
+ =+ C
a(M)2
M 2
]
:
Letting M go to ∞, and = go to 0, we have thus proved that for all ¿ 0,
Inf
(
L(%) +

2(+ +(%))
; % ∈M1(Rd−1)
)
6 J + ;
which ends the proof of Lemma 12.
Proof of Lemma 13. We just have to prove that
sup
¿0
Inf
{
L(%) +

2(+ +(%))
; % ∈M1(Rd−1)
}
¿ Inf
{
L(%) +

2+(%)
; % ∈M1(Rd−1)
}
: (40)
Let I , sup¿0 Inf{L(%) + =2( + +(%))% ∈ M1(Rd−1)}. We assume that I ¡∞.
Let ¿ 0. For all ¿ 0, let % be such that
L(%) +

2(+ +(%))
6 I + : (41)
Then, for all ¿ 0,
Inf
{
L(%) +

2+(%)
; % ∈M1(Rd−1)
}
6L(%) +

2+(%)
6 I + +

2+(%)
− 
2(+ +(%))
6 I + +

2+(%)(+(%) + )
:
By (41), +(%)¿ [=2(I + )− ]+. Therefore, for all ¿ 0,
Inf
{
L(%) +

2+(%)
; % ∈M1(Rd−1)
}
6 I + +
I + 
[=2(I + )− ]+ :
Letting  and  go to zero, we obtain (40).
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5. Large deviations for X”t
The aim of this section is to prove Corollary 3. This result is deduced from the large
deviations of the process Y , since the Brownian part of X  does not act on the same
scale as the random drift part. Corollary 3 is a direct consequence of Proposition 15,
whose part 1 states the exponential tightness for the one-dimensional laws of X , and
parts 2 and 3 concern the weak large deviations for the one-dimensional laws of X .
Proposition 15. Let t ∈ [0; 1] be =xed.
(1) Under (H1); for all L¿ 0; ∃R¿ 0 such that
lim sup
→0+
2=3logP[‖X t ‖¿R]6 −L: (42)
(2) Under (H1); for all x ∈ Rd;
lim
→0+
lim inf
→0+
2=3logP[X t ∈ B(x; )]¿ −It(x): (43)
where It is de=ned by expression (6).
(3) Under (H1) and (H2); for all x ∈ Rd,
lim
→0+
lim sup
→0+
2=3 logP[X t ∈ B(x; )]6 −It(x): (44)
Proof. Part (1): Note that
X t = 
2=3Wt +
(
0
Y 
1=3
t
)
:
Let L¿ 0. By Proposition 8, one can 4nd R¿ 0 such that
lim sup
→0+
2=3logP
[
‖Y 1=3‖¿ R
2
]
6 −L:
Since lim→0+ 2=3logP[‖2=3Wt‖¿R=2] =−∞, we derive (42) from the inequality
P[‖X t ‖¿R]6 P
[∥∥2=3W∥∥¿ R
2
]
+ P
[∣∣∣∣∣∣Y 1=3t ∣∣∣∣∣∣¿ R2
]
:
Parts (2) and (3): Let x = (x1; x2) (x1 ∈ Rk ; x2 ∈ Rd−k) be a 4xed point in Rd.
Assume 4rst that x1 = 0. Then,
P[‖X t − x‖6 ]6 P[||2=3Bt − x1||6 ]:
But,
lim sup
→0+
4=3logP[||2=3Bt − x1||6 ]6 −Inf
{
1
2t
∣∣∣∣y1∣∣∣∣2 ; ||y1 − x1||6 } :
Since x1 = 0, we can choose  ¿ 0, and 0 ¿ 0, such that for all  6 0;
Inf{(1=2t)||y1||2; ||y1 − x1||6 }¿. Therefore, for all 6 0,
lim
→0+
2=3logP[||2=3Bt − x1||6 ] =−∞
and we obtain (43) and (44) when x1 = 0.
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When x1 = 0,
P[||X t − x||6 ]¿P
[
||2=3Wt ||6 2 ; ||Y
1=3
t − x2||6

2
]
¿P
[
||Y 1=3t − x2||6

2
]
− P
[
||2=3Wt ||¿ 2
]
:
Since for all ¿ 0; lim→0+ 2=3logP[||2=3Wt ||¿ 2 ] =−∞,
lim inf
→0+
2=3logP[||X t − x||6 ]¿ lim inf
→0+
2=3 logP
[∣∣∣∣∣∣Y 1=3t − x2∣∣∣∣∣∣6 2
]
:
The lower bound on Y  then yields (43).
Moreover,
P[||X t − x||6 ]6P[||2=3Zt + Y 
1=3
t − x2||6 ]
6P[||Y 1=3t − x2||6 2] + P[||2=3Zt ||¿]:
Since for all ¿ 0; lim→0+ 2=3 logP[||2=3Zt ||¿] =−∞,
lim sup
→0+
2=3logP[||X t − x||6 ]6 lim sup
→0+
2=3 logP[||Y 1=3t − x2||6 2]:
The upper bound on Y  then leads to (44).
6. Exponential tightness for the paths of Y”
This section is a 4rst step toward a large deviations principle for the paths of Y ,
i.e. for Y  viewed as a random variable with values in C([0; 1];Rd−k). Proposition 16
actually states the exponential tightness of the laws of Y  in C([0; 1];Rd−k). Using
the results of Pukhalskii (1991), one can then deduce that Y  satisfy large deviations
principles in C([0; 1];Rd−k) along subsequences.
Proposition 16. Under (H1); for all L¿ 0; there exists K compact subset of C([0; 1];
Rd−k) such that
lim sup
→0
2 logP[Y  ∈ K]6 −L:
Proof. Using Arzela-Ascoli characterization of compact subsets of C([0; 1];Rd−k), it is
enough to prove that for all L¿ 0, for all =¿ 0; ∃0 ¿ 0 and ¿ 0 such that ∀6 0,
P[w(Y ; )¿ =]6 exp
(
− L
2
)
; (45)
where w(Y ; ) is the modulus of continuity of Y , i.e.
w(Y ; ), sup
06s; t61
|s−t|6
||Y t − Y s ||:
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For i 6 1=, let Ii , [i; (i + 1)] ∩ [0; 1].
{w(Y ; )¿ 2=}=
⋃
06s; t61
|s−t|6
{||Y t − Y s ||¿ 2=}
⊂
⋃
06i61=
⋃
t∈Ii
⋃
s;|t−s|6
{||Y t − Y s ||¿ 2=}:
But when t ∈ Ii and |t − s| 6 , either s ∈ Ii−1, or s ∈ Ii, or s ∈ Ii+1. If s ∈
Ii−1; ||Y t − Y s ||6 ||Y t − Y i||+ ||Y i − Y s ||. Therefore, ||Y t − Y s ||¿ 2= implies that
||Y t − Y i||¿ = or ||Y i − Y s ||¿ =. Similar arguments in the cases s ∈ Ii and s ∈ Ii+1
lead to
{w(Y ; )¿ 2=} ⊂
⋃
06i61=
{
sup
s; t∈Ii
||Y t − Y s ||¿ =
}
:
Thus,
P[w(Y ; )¿ 2=]6
1=∑
i=1
P
[
sup
s; t∈Ii
||Y t − Y s ||¿ =
]
: (46)
We use then metric entropy methods as exposed in Chapter 11 of Ledoux and Talagrand
(1991) to obtain estimates of P[sups; t∈Ii ||Y t −Y s ||¿ =]. Let B be the Young function
B(x) = ex
2 − 1; x ∈ R+. Let
LB ,
{
X :X × # → Rd−k ; such that ∃c¿ 0; E
[
B
( ||X ||
c
)]
¡∞
}
:
LB is a Banach space for the norm
||X ||B , inf
{
c such that E
[
B
( ||X ||
c
)]
6 1
}
:
We then have
Lemma 17. Under (H1); there is a constant C ¿ 0 (which depends only on the
dimension d− k and on the matrix K(0)) such that for all ¿ 0; ∀s; t ∈ [0; 1];
||Y t − Y s ||B 6 C|t − s|: (47)
Proof. Throughout the proof, C will designate a constant which can vary from one line
to the other, but which depends only on d−k and K(0). Conditioning on B; Y t −Y s is
a centered Gaussian vector with covariance matrix 2
∫ t
s
∫ t
s K((Bs − Bu)=) ds du. Since
max
(
2
∫ t
s
∫ t
s
K
(
Bs − Bu

)
ds d u
)
6 2max(K(0))|t − s|2;〈
B
( ||Y t − Y s ||
c
)〉
6 E
[
B
(
C|t − s|||Z ||
c
)]
where Z ∼N(0; Id−k):
This quantity is 4nite i! C22(t − s)2=c2 ¡ 1=2, and is equal in that case to(
1− 2C
22(t − s)2
c2
)−(d−k)=2
− 1:
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Integrating over the randomness of B, we get for all c¿
√
2C|t − s|,
E
[
B
( ||Y t − Y s ||
c
)]
6
(
1− 2C
22(t − s)2
c2
)−(d−k)=2
− 1:
The right hand term is less than 1 as soon as c¿
√
2=(1− (1=2)2=d−k)C|t− s|, which
ends the proof of Lemma 17.
We return now to the proof of Proposition 16:
P
[
sup
s; t∈Ii
||Y t − Y s ||¿ =
]
6
1
=
E
[
I sup
s; t∈Ii
||Y t −Y s ||¿= sup
s; t∈Ii
||Y t − Y s ||
]
:
Using the results of Chapter 11.1 of Ledoux (1991) (especially Theorems 11:1 and
11:2), we obtain for A, {sups; t∈Ii ||Y t − Y s ||¿ =},
P[A]6 8
=
P[A]
∫ D
0
B−1
(
N (Ii; d; )
P[A]
)
d;
where
• D is the diameter of Ii in the metric d(t; s) = C|t − s|:
D , sup
s; t∈Ii
d(t; s) = C;
• N (Ii; d; ) is the minimal number of balls of radius  in metric d needed to cover
Ii. Here,
N (Ii; d; ) =
C

:
Since for all x; y ¿ 0; B−1(xy)6 B−1(x) +B−1(y), we obtain that
=
8
6 DB−1
(
1
P [A]
)
+ I;
where
I =
∫ D
0
B−1(N (Ii; d; )) d=
∫ C
0
B−1
(
C

)
d
=C
∫ 1
0
√
log(1 + 1=) d= C:
Thus,
P
[
sup
s; t∈Ii
||Y t − Y s ||¿ =
]
6
1
B((1=C2)(==8− C1)+) :
With (46), we 4nally get that for all 6 1,
P [w(Y ; )¿ 2=]6 1
F()
;
where F(x) = xB((1=C2x)(==8− C1x)+).
Let L¿ 0 and =¿ 0 be 4xed. Choose x0(=) such that for all x 6 x0; F(x) ¿
exp( 12 (==8)
21=C22x
2). For 6 x0 and 6 1,
P [w(Y ; )¿ 2=]6 exp
(
− (==8)
2
2C2222
)
:
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Choose now 0(=; L) such that (==8)2=2C22
2
0 ¿ L. Then for all  6 0 and all  6
x0=0 ∧ 1,
P [w(Y ; )¿ 2=]6 exp
(
− L
2
)
;
which is the desired result.
For further reading
The following reference is also of interest to the reader: Kolmogorov et al., 1937.
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