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Abstract In this report on our participation in the PAN shared task on author
profiling, we describe our attempt to identify the gender of authors using their
posted tweets and images. The data of interest are tweets in the English, Spanish
and Arabic languages as well as images. Included in our report is our final sub-
mitted system, a bi-LSTM model with attention, as well as an explanation on the
less effective solutions we explored. We also detail an approach to obtain more
training data, by simply translating the gold standard data of other languages to
the language of interest. This proved to be a cheap and robust method for increas-
ing the accuracy of all three languages. Official test accuracy scores are 79.3, 80.4
and 74.9 for English, Spanish and Arabic respectively.
1 Introduction
As social media continues to grow as a source of ever more voluminous and varied data,
research into new and more effective ways of analyzing these streams of information
continues apace. The text, still images and audio/video files shared over these platforms
are the main interest for its users, as it is what attracts them to the platform. Details of
the users themselves are often more valuable to the providers: it is what allows them, or
their clients, to create advertisements such that they are more likely to influence suscep-
tible users. Since this user information is not always provided by the people involved,
methods to uncover age, gender, education and other variables using the posted content
provided by them as data are needed. Research into this field pre-dates modern social
media; more conventional private weblogs prompted [6] to predict their authors’ ages
based on the posted text in the very year Twitter was founded, now more than a decade
ago.
The Author Profiling shared task [25] organized as part of the PAN 2018 evaluation
lab [32] provides an opportunity to tackle gender identification for Twitter users. Pre-
vious research and iterations of this shared task [26] have shown that tweets of various
languages can be used to identify the gender of its author. The winner of the previ-
ous incarnation of the PAN Author profiling shared task, [2], reported accuracy scores
between 80.1 and 84.5 for four languages.
We present our efforts to create a model that performs this identification for English,
as well as Spanish and Arabic tweets. We implement both a CNN and a bi-LSTM model
with pre-trained word embeddings for all three languages, showing that a bi-LSTM is
a better choice for this task. Moreover, we show that it is possible to (cheaply) obtain
extra training data, by simply translating the gold standard data of other languages to
the language of interest. Our accuracy scores on the official test set are 79.3%, 80.4%,
and 74.9% for English, Spanish and Arabic.
2 Model Architecture
We propose two neural network models for the author profiling task, where one model is
based on a Convolutional Neural Network (CNN) and one model is based on a bidirec-
tional Long Short-Term Memory network (bi-LSTM), which belongs to the family of
Recurrent Neural Networks (RNN). We decided to focus on these models since it seems
that these deep learning models are not explored to their full potential in the author pro-
filing task of 2016 and 2017, as most teams focused on Support Vector Machines (SVM)
[26,27]. Some exceptions to this trend were [15], who used a bi-directional GRU with
an attention mechanism to attain 11th place in the 2017 gender identification task, and
[20] who came in 3rd in the same task with a combined RNN/CNN approach, though
they also did not use an LSTM-based model.
Though these approaches are sparse in this sub-area, they have had many successes
in other areas. For example, deep learning models were prevalent at the SemEval 2017
shared task on sentiment analysis, the WASSA 2017 shared task on Emotion Intensity
and the CoNLL 2017 Shared Task, where the top teams outperformed SVMs using deep
learning models in the form of CNN and RNN [26,21,39]. This is why this paper will
focus on implementing these two methods for this task.
2.1 Preprocessing
In order to provide our models with the correct input, we first have to preprocess the
data. First a tweet gets tokenized using the NLTK TweetTokenizer [4]. Then we remove
all punctuation characters. In the third step, we simultaneously lowercase all words and
remove all stopwords using the NLTK stopword corpora. In the fourth and final step,
all hyperlinks and usernames are replaced with the tokens URL and USER respectively.
2.2 Embeddings
Both our approaches are dependent on pre-trained word embeddings. For each user in
the training data, we convert the tweets to a vector representation, where each word is
represented by its index. These are then padded, so that the vector of every user has
the same length. To initialize our embedding layer we use all the unique words in our
training data, which leads to a matrix of size s x d, where s is the amount of unique words
in the training data and d is the embedding space dimension. To initialize the weights,
we use the GloVe Twitter embeddings for English, which were created using 2 billion
tweets and 1.2 million unique words [22]. For Spanish we use the word embeddings
provided by [16] and for Arabic we train the embeddings ourselves on gathered tweets
using Word2Vec with default parameters [18]. We train these using 223 million tweets
and 3 million unique words. In all three languages a word is represented by a vector of
dimension 200 and therefore we set our d as 200.
2.3 CNN
[14] showed that a simple CNN with little hyperparameter tuning can achieve good
results on sentence classification, even though CNN models were initially mainly suc-
cessful in computer vision. Since then, CNNs have been successfully applied in many
NLP areas, including, among others, sarcasm detection [19], text categorization [12],
dependency parsing [38] and semantic parsing [36]. CNNs have also been tried before
for gender classification, though they were not very successful [30,28].
Our model uses frozen embedding weights and does not update these during train-
ing, since [14] reported that the performance is poor when these are trained at the same
time as the CNN training. This is also confirmed by [13] who argued that this would
lead to overfitting. Although training the embedding layer from the start did not result
in better scores for our model, we didn’t experiment with updating the weights after a
specified amount of epochs. This approach of gradual unfreezing can result in better
performance as showed by [11].
Next, we employ the embedding layer on the padded tweets and use this as input
for the convolutional layer. We use a one dimensional convolutional layer, where each
convolution uses a filter matrix of size f x d where f is the amount of words in the
convolution and d is the embedding space dimension. On each window of the user’s
tweets, we create a feature map by using this filter matrix. To do this, we use Rectified
Linear Unit (ReLU) activation. We then use a max-pooling operation on the feature
map of each filter to extract the maximum value. This value can be described as the
most important feature of the feature map. The outputs of each feature map are then
concatenated into a new feature vector that is passed to a dropout layer. Dropout layers
are used to prevent overfitting by randomly setting weights to zero [31]. This is then fed
to a softmax layer, which returns the probability that the user is male and the probability
that the user is female.
2.4 RNN
As our RNN model, we propose a bidirectional LSTM model that uses an attention
mechanism as proposed by [35]. An advantage of RNN models is that it handles input
sequentially, taking word order into account, while this information is lost in a CNN
model. LSTM models use cell states to handle new information [10]. This way, an
LSTM can use its input and forget gate to learn and forget selectively for shorter and
longer periods of time, without modifying all the existing information.
For each word in a sentence, the LSTM model combines its previous hidden state
and the current word’s embedding weight to compute a new hidden state. This infor-
mation is then fed to the output gate, which selects the most informative information
to output. We also use a bidirectional model, which gives additional information over
normal RNN and CNN models [29].
As input for our bi-LSTM, we use a padded vector representation of the tweets
of a user based on the word index. For our model, we first use the same embedding
layer as proposed in our convolutional model. We apply a zero-padding algorithm so
that every user has the same matrix size, which is in line with the method proposed by
[14]. To make sure that our embedding layer would not read these zeros as a unique
word integer, we use the mask_zero parameter of the embedding layer. The embedding
weights are frozen, since this increased the performance of the system. After applying
dropout, we use an attention mechanism as proposed by [35] to emphasize the most
informative words in the combined tweets of a user. This is then fed to a softmax layer,
which returns probabilities for male or female.
An overview of our system can be found in Figure 1. The same figure can also be
used for our CNN, where the bi-LSTM model is replaced by a convolutional model.
Figure 1. Model architecture and usage of our bi-LSTM model.
3 Optimizing and Training
3.1 Grid search
To optimize the parameters of our CNN and RNN, we run a grid search for multiple
parameters. The list of values that we use for the grid search of our CNN can be found in
Table 1. For our bi-LSTM, we use the values in Table 2. To do this, we randomly select
20% of our training set and use this for development. For combinations that achieve
very similar results, we run our system multiple times and take the average score. This
leads to our optimized CNN and RNN.
Table 1. Grid search function names and values for our convolutional model. Best parameter
settings in bold.
Function name Grid values used
Amount of filters 100, 128, 200
Remove words that only occur once True, False
Training epochs 5, 10, 20
Batch size 32, 50, 64
Dropout 0.2, 0.3, 0.5
Learning rate of Adam optimizer 0.0001, 0.001, 0.1
Table 2. Grid search function names and values for our bi-LSTM model. Best parameter settings
in bold.
Function name Grid values used
Nodes 100, 200
Remove words that only occur once True, False
Training epochs 10, 20, 30
Batch size 20, 32, 50, 64
Dropout 0.2, 0.3, 0.5
Learning rate of Adam optimizer 0.0001, 0.001, 0.1
Our optimized RNN uses 100 units, a dropout rate of 0.5, a batch size of 32, the
Adam optimizer in combination with a learning rate of 0.0001 and we remove words
that only occur once. The latter is is in line with 2017’s top performing system, who
found that this removal has a strong positive effect [2]. This does not only lead to a
better score of our system, but it also reduces the vocabulary size by more than 50%.
Lastly, we train our model for 20 epochs.
3.2 Adding training data
[1] showed that for a prototypical natural language task, the performance can benefit
significantly from larger training sets. This is also often observed in shared tasks, where
teams try to gather additional training data by, for example, adding data sets of previ-
ous years. This method often works well, for example last years winner [2] used this
approach in the PAN 2017 author profiling task and [3] used this in the SemEval 2017
sentiment analysis task. Since we already use the PAN 2017 set as test data, this was
not an option for our system. The older PAN sets do not contain Arabic, so therefore
we decided against using these sets.
Another approach that is often used is applying distant supervision on unlabeled
gathered datasets, using the method of [8]. This way, large amount of data sets can
be classified using noisy labels for each class. This approach is followed by [7], who
scored first on all five subtasks in SemEval 2017’s sentiment analysis task.
We employ a lesser known method to obtain more training data. Our approach tries
to collect more training data by simply translating the gold standard training data of the
other languages. This approach differs from many other data augmentation methods,
since the label is now gold standard while the data itself is noisy. A benefit that is only
applicable on this shared task is that the provided images do not have to be translated.
The disadvantage of translated data, obviously, is that automatic translation is noisy,
especially on informal Twitter data. For example, incorrectly spelled words, deliberately
or not, are often not translated at all. Moreover, some language specific phenomena are
not translated correctly, which can lead to important information being left out of the
translation. On the other hand, other distant supervision methods are also noisy. This
approach at least has the advantage that there was manual annotation involved at some
point (though for a different language) and that current machine translation software
(involving English) is of quite high quality.
The conversions that we make are showed in Table 3. We decide not to use all
conversions, since the remaining conversions are of low quality. For example, using a
machine to translate Spanish tweets to Arabic leads to more words being Spanish than
Arabic in the translation. Adding more data obviously only helps if the data quality is
not poor [34]. To translate the data sets we use Google Translate [9].
Since this library cannot handle emojis, we give each emoji a unique identifier that is
not translated. After we translate the text of a user, we then replace the unique identifier
with the corresponding emoji. This translated data is then merged with the original
training data after the training development split, so that the translated silver data is
never used as validation.





It is interesting to look at the most informative words for male and female Twit-
ter users, to see whether the translations would capture these words. This is shown in
Table 4. We see that the most informative words are not individual topics (for exam-
ple sports and shopping), but more related to how man and women refer to things and
each other in general (e.g. mate, fine, bro, cute, lady). These references are usually very
specific and might not translate well to other language that have their own conventions.
Table 4. Most informative words for both male and female applying TF-IDF.
Male mate gay game fine fuck bro years apple wife man
Female women thank woman love cute lady so xx ppl xxx
3.3 Training
Both our optimized models are then used for the final training runs. As our test set, we
use parts of the PAN 2017 author profiling data set [26]. Since most of the 2017 corpus
is also used as the 2018 training set, we extract the users that are not used for the 2018
set and use these for testing. This leads to 898 tweets for Arabic, 599 tweets for English
and 1200 tweets for Spanish. Our development set for Arabic, English and Spanish
contain 20% of the original training data and these are randomly selected. These contain
300, 600 and 600 tweets respectively.
For each language, we run a model twice, once with added translated training data
and once with only the original training data. We train each combination three times,
of which we average the development and test scores. For our submission, we use the
saved model with the lowest averaged validation loss based on the development and test
set.
3.4 Images
In addition to the tweet text, the PAN 2018 dataset also includes 10 images for each user.
As could be expected, these images vary wildly in content, ranging from depictions of
text to landscapes. While new to the PAN Author profiling shared task, images have
been used for author gender identification before, for example, [37] used a combination
of image type and image content to classify author gender with an average accuracy of
0.719. One type of picture classification for which a considerable number of tools are
already available is face recognition, making implementation relatively straightforward.
Faces are also a prevalent feature in tweeted images, with [33] finding people depicted
in half of a random set of tweets, prompting us to choose this particular aspect of the
images to use as a feature.
The PAN 2018 test set contained 10 images for each author, for a total of 30,000
images per language. The images are first processed using the face recognition scripts
of [24], itself a reimplementation of the age and gender detection network created by
[17]. The images that had at least one face in it were selected using a Haar feature-based
classifier found in OpenCV [5]. This resulted in a subset totaling around 8,300 images
per language. Each image is then processed to obtain the number of faces present in
each, as well as the estimated gender of each face as found by the [24] script. Process-
ing the images results in counts for the number of male and female faces found in all
the images of each author. The added information thus consists of two vectors, each
containing one integer for each author: the total number of male faces and the the total
number of female faces found in that author’s images.
The number of faces found in the images did vary along gender lines: while the 10
images of the average female contained 1.47 female and 1.57 male faces, those of their
male counterparts contained an average of 0.82 female faces and as many as 2.91 male
faces. This tells us that this feature, though straightforward, can supply the algorithm
with valuable information.
The face vectors are used with a standard SVM to gauge their effect on gender iden-
tification accuracy, comparing and combining it with the standard text dataset as well
as the translated variant. For images only, we obtained accuracy scores between 65 and
69. Though this is considerably better than chance-level, and perhaps a good score con-
sidering the amount of data available per user and the simplicity of our model, it is not
close to the performance of the text-only models. When combining the image features
with the textual features we, unfortunately, did not see an improvement in accuracy. The
image features were therefore left out of our final submitted models.
4 Results
As mentioned previously, we created our own development and test set to evaluate our
models on. The comparison of our CNN and RNN can be seen in Table 5. We see that
our bi-LSTM RNN model clearly outperforms the CNN, obtaining a higher score for
each language and test set. Therefore, we use our RNN as official model in the shared
task, and will report only the scores of the RNN in the rest of this section. Our scores
for English are competitive with the state-of-the-art (83.3 in [2]), however, for Spanish
and especially the Arabic test set our model does not reach such a high score.
Table 5. Comparison of our RNN and CNN baseline models.
English Spanish Arabic
Dev Test Dev Test Dev Test
RNN 82.7 80.9 78.5 76.0 77.9 68.3
CNN 78.7 75.5 71.8 65.5 74.3 65.3
Another objective of this paper was to determine whether using translated gold stan-
dard data can improve performance. Table 6 shows the performance of the RNN model
with and without using translated data for each language. We see that for each lan-
guage, simply adding the translated data results in a higher score for both our dev and
test set. The gains are quite considerable, ranging between 0.5 and 1.5%. This shows
that a simple method can already increase performance. Also, it should be applicable
on lots of other tasks and domains. However, we are aware of the main disadvantage of
this approach; it can only be applied if there is manually annotated gold standard data
available for multiple languages.
Finally, we present the accuracy scores of our submitted model on the unseen test
data provided by the PAN organisation, which can be found in Table 7 below.






Table 6. Impact of using translated gold standard data. Reported are accuracies of the RNN model
on our dev and test sets.
Model Dev Test
English 82.7 80.9
English + translated 83.3 82.1
Spanish 78.5 76.0
Spanish + translated 79.3 77.3
Arabic 77.9 68.3
Arabic + translated 78.3 68.8
When comparing the results obtained on the PAN test set and on our own test set,
it shows that our model performed slightly worse on the English language with an
accuracy score of 79.3% on the PAN data and 82.1% on our own data (-2.8%). Though
for the other two languages, an increase in accuracy can be noted between the PAN test
set and our own. Our best scoring language on the unseen test data is Spanish, with an
accuracy score of 80.4, while it was 77.3 on our own test set (+3.1). For Arabic, we
obtained the biggest increase in accuracy scores, with 74.9 on the PAN and 68.8 on our
own data (+6.1).
5 Conclusion
In this paper, we presented our system for the 2018 PAN author profiling shared task.
The main idea we put forward is the creation of additional training data by translating
the data from one language to the other. We explored the different directions in which
the translations could be made, but found that resulting translations that do not involve
English were too noisy to be considered in the training phase of our models. Nonethe-
less, it is clear that the addition of the right translated data to our models training data
can lead to higher accuracy scores for all three languages. We also compared bi-LSTM
to CNN models, finding the bi-LSTM models are better suited for this task, with official
final scores of 79.3, 80.4 and 74.9%, for English, Spanish and Arabic.
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