Universal Relation among Many-Body Chern Number, Rotation Symmetry, and
  Filling by Matsugatani, Akishi et al.
Universal Relation among Many-Body Chern Number, Rotation Symmetry, and Filling
Akishi Matsugatani,1 Yuri Ishiguro,1 Ken Shiozaki,2 and Haruki Watanabe1, ∗
1Department of Applied Physics, University of Tokyo, Tokyo 113-8656, Japan
2Condensed Matter Theory Laboratory, RIKEN, Wako, Saitama 351-0198, Japan
Understanding the interplay between the topological nature and the symmetry property of interacting systems
has been a central matter of condensed matter physics in recent years. In this Letter, we establish nonperturbative
constraints on the quantized Hall conductance of many-body systems with arbitrary interactions. Our results
allow one to readily determine the many-body Chern number modulo a certain integer without performing any
integrations, solely based on the rotation eigenvalues and the average particle density of the many-body ground
state.
Introduction and summary of the results. — Symmetry
and topology are fundamentally related to each other. One key
role of the symmetry is to protect and enrich the topological
phases. For example, topological insulators and topological
crystalline insulators are protected by the time-reversal sym-
metry and by space group symmetries [1–16]. Another impor-
tant role of the symmetry is to put constraints on the system
and reduce allowed topological phases. For instance, Chern
insulators do not exist when the time-reversal symmetry is as-
sumed. This competing effect of enrichment and reduction of
topological phases makes the full classification of symmetry-
protected topological phases intriguing and challenging.
There is another parallel relation between the symmetry and
topology. If one wants to examine the topological nature of
quantum systems based on the very definition of the topologi-
cal indices, one usually has to perform some sort of integrals.
For example, the Z2-index of quantum spin Hall insulators is
formulated as the integral of the so-called ‘Pfaffian’ over the
momentum space [1]. The definition by itself might look sim-
ple, but the actual calculation requires a careful gauge-fixing
and can be demanding [17]. However, there is a shortcut with
the help of inversion symmetry — the celebrated Fu-Kane
formula [18] allows one to determine the Z2-index just by
multiplying the parity eigenvalues of the occupied bands over
several high-symmetric points in the momentum space. This
handy formula not merely significantly reduces the task but
also gives us a practical guiding principle in material search
— it tells us that inducing a band inversion between two bands
with opposite parities is sufficient to achieve a quantum spin
Hall insulator. The Fu-Kane formula is recently generalized
to wider class of band topology and to more general class of
spatial symmetries [19–22].
One of the achievements of this Letter is to establish a sim-
ilar relation between the rotation symmetry and the quantized
Hall conductance σxy = e
2
2pi~C of many-body systems with
arbitrary interactions. For example, for the two-fold rotation
symmetry, it reads
epiiC = wXC2w
Y
C2w
Γ
C2w
M
C2 , (1)
wherewC2 is the rotation eigenvalue of the many-body ground
state. Its noninteracting version was proven in Ref. 23 and the
extension to interacting systems was hinted before [24], but
this problem has never been actually worked out so far. To
compute the many-body Chern number C directly by defini-
tion [25, 26], one has to first find the many-body ground state
as a smooth continuous function of the twisted angles of the
boundary condition, and derive the Berry curvature by tak-
ing derivatives and finally perform the integral [see Eq. (8)
below]. Our formula can determine C mod n just by multi-
plying the eigenvalues of n-fold rotationwCn at a few discrete
values of the twisted angles.
Apart from the symmetry, there is yet another key in-
gredient deeply related to the topology of many-body sys-
tems. Given discrete translation symmetry and assuming the
particle-number conservation, one can define the filling ρ¯, the
average number of particles per unit cell. The (generalized)
Lieb-Schultz-Mattis theorem [27–30] tells us that gapped and
symmetric ground states at a non-integral filling ρ¯ /∈ Z must
develop a “topological order” accompanied by a fractionaliza-
tion and topological degeneracy.
Another interesting example of the interplay between the
topology and the filling is in two dimensional periodic systems
subjected to an external magnetic field of 2pip/q-flux per unit
cell. In general, the many-body Chern number C mod q can
be determined solely based on the filling ρ¯ through
e2pii(
p
qC−ρ¯) = 1. (2)
This relation was first derived for noninteracting band theory
in Ref. 31 and later extended to interacting systems in Ref. 32–
34. Although the argument and conclusion of Ref. 34 is quite
intuitive, the actual derivation includes some mathematical
subtleties in an essential manner. For example, they made use
of the time-evolution operator that adiabatically changes the
flux piercing the torus as a part of ‘symmetries’ of the Hamil-
tonian projected down to the ground state manifold. The sec-
ond result of the present Letter is to give an improved proof
without such subtleties. Eqs. (1) and (2) can be derived within
the same framework in a completely parallel manner [com-
pare Eqs. (12) and (18)].
With this unified framework at hand, we finally explore a
novel universal relation between the symmetry, topology, and
filling. We find that Eqs. (1) and (2) can be combined into a
new formula
epii(
p
qC−ρ¯) = wΓC2w
X
C2w
Y ′
C′2
wM
′
C′2
, (3)
which can tell C mod 2q in terms of the filling ρ¯ and the ro-
tation eigenvalues of many-body ground states. See below
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2FIG. 1. The relation between the winding number W ∈ Z and the
relative direction of the spins on the rotation axis. (a) n(0) ·n(pi) =
−1 and W = +1; (b) n(0) · n(pi) = +1 and W = +2.
Eq. (19) for the definition of wC′2 .
We will justify Eqs. (1)–(3) one by one in the reminder of
the Letter. But before going into the technical derivation, let
us develop an insight into Eq. (1) through a much simpler ex-
ample of a spin model.
Winding number and symmetry. —Consider classical
spins n(θ) (0 ≤ θ ≤ 2pi) on a 1D ring as illustrated in
Fig. 1. If spins are restricted into the xy-plane and if only
smooth textures are allowed, the winding number W [n] =
1
2pi
∫ 2pi
0
dθn(θ) × ∂θn(θ) ∈ Z of the map n : S1 7→ S1 is
well-defined. In principle one can actually perform this inte-
gral to find out the winding number. Instead, here let us as-
sume an additional pi-rotation symmetry C2 about the x axis
(the dashed line in Fig. 1). There are two special points on
the ring, θ = 0 and pi, left invariant under the rotation. Un-
der the symmetry, the spin can only point either ±xˆ at these
points. Clearly, there is a relation epiiW [n] = n(0) · n(pi) be-
tweenW [n] andn(0)·n(pi) = ±1. Hence, just by comparing
the direction of the two spins in red circles in Fig. 1, one can
determine whetherW [n] is even or odd. This is a precise ana-
log of Eq. (1) — limited information at high-symmetric points
partially characterizes the topology.
Symmetries under twisted boundary condition. — Next,
as preparation for our proof, let us summarize the symmetry
of the Hamiltonian under a twisted boundary condition. We
start with a model defined on the infinitely-large square lattice
x = (x, y) ∈ Z2 with unit lattice constant [35]. Suppose
that the Hamiltonian Hˆ commutes with the particle number
operator Nˆ ≡∑x nˆx (nˆx ≡ cˆ†xcˆx), the translation operators
Tˆx and Tˆy , and the pi-rotation Cˆ2 about the origin. We put
the system on the torus T 2 by introducing a twisted boundary
condition
(Tˆx)
Lx = e−iθxNˆ , (Tˆy)Ly = e−iθyNˆ , (4)
identifying the annihilation operator cˆ(Lx+1,y) with e
iθx cˆ(1,y),
for example. We express the resulting Hamiltonian Hˆθ [θ =
(θx, θy)] in terms of the creation/annihilation operators in the
range x = 1, 2, . . . , Lx and y = 1, 2, . . . , Ly . Note that Hˆθ
has the period of 2pi as a function of θx and θy as it is clear
from the fact that the right-hand side of Eq. (4) has that period.
FIG. 2. Symmetries under twisted boundary condition in 1D. (a)
The twisted boundary condition introduces the phase e−iθx to the
hopping from x = Lx to x = 1. (b) The bare translation moves the
position of the twisted bond. (c) Similarly, the bare rotation about
x = Lx not only flips the phase but also moves the twisted bond.
The twisted boundary condition introduces the phase e−iθx
to the hopping from x = Lx to x = 1 as shown in Fig. 2 (a).
Consequently, the bare translation is no longer a symmetry as
it moves the position of the twisted hopping [see Fig. 2 (b)].
To put the position back to the original one and leave the
Hamiltonian unchanged, the translation should be followed by
the local phase rotation e−iθxnˆx=1 . Namely, the good transla-
tion symmetry commuting with Hˆθ is given by [36]
Tˆ θxx ≡ e−iθx
∑
y nˆ(1,y) Tˆx, Tˆ
θy
y ≡ e−iθy
∑
x nˆ(x,1) Tˆy. (5)
The bare pi-rotation also moves the position of the twisted
hopping [Fig. 2 (c)]. To recover the original position, the rota-
tion should be accompanied by the local phase rotation [37]:
Cˆθ2 ≡ e−iθx
∑
y nˆ(Lx,y)−iθy
∑
x nˆ(x,Ly)Cˆ2, (6)
Cˆθ2 Hˆ
θ(Cˆθ2 )
† = Hˆ−θ. (7)
Observe that Cˆθ2 still flips the sign of the twisted angles, as
suggested by the flipped arrow in Fig. 2 (c). Hence, the
Hamiltonian on torus lacks the rotation symmetry except for
high-symmetric values of θ, i.e., Γ = (0, 0), X = (pi, 0),
Y = (0, pi), and M = (pi, pi). To fully make use of the ro-
tation symmetry, one has to consider a parametric family of
Hamiltonians Hˆθ as a function of θ.
The above discussion suggests a similarity of the twisted
angle θ and the single-particle momentum k— in fact Eq. (4)
implies (kx, ky) ' (θx/Lx, θy/Ly). Therefore, θ is the natu-
ral generalization of k in interacting systems.
Proof of Eq. (1). — Let us move on to the actual deriva-
tions. Suppose that the ground state of Hˆθ is unique and
gapped for all values of θ and let |Φθ〉 be the ground state. The
many-body Chern number C is given in terms of the Berry
connection Aθ = 〈Φθ|∂θ|Φθ〉 as [25, 26] (see also Supple-
mental Material A [38] ):
C =
1
2pii
∮
d2θ F θ, F θ = ∇θ ×Aθ. (8)
As we assume the uniqueness of the ground state, Eq. (7)
suggests that Cˆθ2 |Φθ〉 is the ground state of Hˆ−θ. Hence, al-
lowing for the phase ambiguity, we can write [39]
Cˆθ2 |Φθ〉 = wθC2 |Φ−θ〉. (9)
3FIG. 3. (a) The action of uˆφ ≡ eiφ
∑
x ynˆx in ˆ˜T θxx to the hopping in
y direction. It multiplies a factor eiφ to every hopping from y to y+1
unless y = Ly . The hopping from y = Ly to 1 acquires the factor
eiφ(1−Ly). (b) The action of ˆ˜T θxx to the Hamiltonian Hˆ(θx,θy). It
effectively increases θy by φLy
Consequently, the Berry connection at ±θ are related as
A−θ = −Aθ + inθ +∇θ lnwθC2 , (10)
nθ ≡ i〈Φθ|(Cˆθ2 )†(∇θCˆθ2 )|Φθ〉. (11)
Using Eq. (10) in Eq (8), we get
piiC = 12
∮
dθx
∫ pi
0
dθy[F
θ + F−θ]
=
∮
dθx
∫ pi
0
dθy[F
θ − i2∇θ × nθ]
(∗)
=
∮
dθx[A
(θx,0)
x −A(θx,pi)x − i2n(θx,0)x + i2n(θx,pi)x ]
=
∫ pi
0
dθx[A
(θx,0)
x +A
(−θx,0)
x − in(θx,0)x ]
−
∫ pi
0
dθx[A
(θx,pi)
x +A
(−θx,−pi)
x − in(θx,pi)x ]
=
∫ pi
0
dθx∂θx ln
w
(θx,0)
C2
w
(θx,pi)
C2
= ln
wXC2w
Y
C2
wΓC2w
M
C2
. (12)
Note that we used Stoke’s theorem
∫
S
d2θF θ =
∮
∂S
dθ ·Aθ
to go to the third line, which holds only when Aθ is smooth
in S. Singularities in S give rise to corrections of 2piim (m ∈
Z). Thus, the step (∗) in Eq. (12) is true only modulo 2pii. In
going to the fourth line, we used nθx =
∑
y〈Φθ|nˆ(Lx,y)|Φθ〉 =
n−θx , which holds owing to the pi-rotation symmetry.
The last line of Eq. (12) contains wKC2 at high-symmetric
values of θ = K invariant under C2. According to Eq. (9),
wKC2 in this case represents the C2-eigenvalue of the many-
body ground state |ΦK〉. Recalling that (wKC2)2 = (−1)2SN
for the system of N -particles with spin S, we can rewrite (12)
as (1). Note that the proof never made use of the translation
symmetry so that (1) applies, e.g., even in the presence of dis-
order.
Proof of Eq. (2). — In order to discuss Eq. (2), we have
to introduce an external magnetic field of the strength 2pip/q-
flux per unit cell. Here we assume Lx an integer multiple of
q while Ly co-prime with q. In this setting, the translation
should be modified to the magnetic translation
ˆ˜T θxx ≡ eiφ
∑
x(y−
Ly
2 )nˆx Tˆ θxx , (13)
while Tˆ θyy and Cˆθ2 are unchanged (see Appendix B for a more
general setting). A key observation here is that ˆ˜T θxx shifts θy
by Lyφ as described in Fig. 3:
ˆ˜T θxx Hˆ
θ( ˆ˜T θxx )
† = Hˆθ+Lyφyˆ. (14)
Thus, indeed, ˆ˜T θxx is not a symmetry of Hˆ
θ with a fixed θ.
This is reminiscent of the momentum shift in noninteracting
systems under magnetic field, where ˆ˜Tx changes ky by φ due
to the algebra ˆ˜Ty
ˆ˜Tx = e
−iφNˆ ˆ˜Tx
ˆ˜Ty . The Hamiltonian remains
unchanged under ( ˆ˜T θxx )
q as qLyφ is an integer multiple of 2pi.
For brevity here we present the proof only for the simplest
case of pi-flux, i.e., p = 1 and q = 2. We include the proof for
the most general case in Appendix C. In this case ˆ˜T θxx induces
the shift θy → θy + pi. Just as Eqs. (9)–(11), we have
ˆ˜T θxx |Φθ〉 = wθTx |Φθ+piyˆ〉, (15)
Aθ+piyˆ = Aθ − itθ −∇θ lnwθTx , (16)
tθ ≡ i〈Φθ|( ˆ˜T θxx )†(∇θ ˆ˜T θxx )|Φθ〉. (17)
We can proceed in the same way as in Eq. (12) by replacing
Eq. (10) with Eq. (16):
piiC = 12
∮
dθx
∫ pi
2
−pi2
dθy[F
θ + F θ+piyˆ]
=
∮
dθx
∫ pi
2
−pi2
dθy[F
θ − i2∇θ × tθ]
(∗)
=
∮
dθx[A
(θx,−pi2 )
x −A(θx,
pi
2 )
x − i2 t
(θx,−pi2 )
x +
i
2 t
(θx,
pi
2 )
x ]
=
∮
dθx[∂θx lnw
(θx,−pi2 )
Tx
+ i2 t
(θx,−pi2 )
x +
i
2 t
(θx,
pi
2 )
x ]
=
∮
dθxiρ¯Ly = 2piiρ¯Ly. (18)
Again the step (∗) is true only modulo 2pii. In going to the
last line, we used tθx = n
θ
x and n
θ
x + n
θ+piyˆ
x = 2ρ¯Ly , which
follow by the (magnetic) translation symmetry. Here, ρ¯ is the
average number of particles in the original (i.e. not-enlarged)
unit cell. The Lieb-Schultz-Mattis theorem [27–30] demands
that qρ¯, the filling with respect to the right unit cell of Hˆθ, be
an integer to be consistent with the assumption of the unique
and gapped ground state. Hence, e2piiρ¯Ly = e2piiρ¯ and we
arrive at Eq. (2).
4Proof of Eq. (3). — We have verified Eqs. (1) and (2),
which determine the many-body Chern number C mod 2 and
q, respectively, based on the many-body rotation eigenvalues
and the filling. When q is odd, one can use these formulas
separately and compute C mod 2q. This is not the case when
q is even. Our new formula in Eq. (3) goes beyond this naive
combination as it works even when q is even. Let us now
present the proof, again for q = 2.
Starting from the second line of Eq. (18), we have
1
2piiC =
1
2
∮
dθx
∫ pi
2
−pi2
dθy[F
θ − i2∇θ × tθ]
= 12
∮
dθx
∫ pi
2
0
dθy[F
θ + F−θ − i2∇θ × (tθ − t−θ)]
=
∮
dθx
∫ pi
2
0
dθy[F
θ − i2∇θ × nθ]
(∗)
=
∮
dθx[A
(θx,0)
x −A(θx,
pi
2 )
x − i2n(θx,0)x + i2n
(θx,
pi
2 )
x ]
=
∫ pi
0
dθx[A
(θx,0)
x +A
(−θx,0)
x − in(θx,0)x ]
−
∫ pi
0
dθx[A
(θx,
pi
2 )
x +A
(−θx,−pi2 )
x − in(θx,
pi
2 )
x ]
−
∫ pi
0
dθx[A
(−θx,pi2 )
x −A(−θx,−
pi
2 )
x + in
(−θx,−pi2 )
x ]
+ i2
∫ pi
0
dθx[n
(θx,
pi
2 )
x + n
(−θx,pi2 )
x ]
= ln
wXC2w
(0,pi2 )
C′2
wΓC2w
(pi,pi2 )
C′2
+ piiρ¯Ly, (19)
where wθC′2 ≡ w
−θ
Tx
wθC2 is the phase factor for the product
Cˆ
′θ
2 ≡ ˆ˜T−θxx Cˆθ2 . When Ly = 4` + 1 (` ∈ Z), Eq. (19) is
precisely (3) if one defines Y ′ = (0, pi2 ) and M
′ = (pi, pi2 ).
When Ly = 4` − 1, one has to instead look at Y ′ = (0,−pi2 )
and M ′ = (pi,−pi2 ) to get Eq. (3).
Discussion and outlook. — So far we have focused only
on the two-fold rotation. Here let us discuss the possibility of
extending Eqs. (1) and (3) to higher-order rotations. We can
derive the formula corresponding to Eq. (1), for three, four,
and six-fold rotation symmetry, which respectively reads
e
−2piiC
3 = (−1)2SNwΓC3wKC3wK
′
C3 , (20)
e
−2piiC
4 = (−1)2SNwΓC4wMC4wXC2 , (21)
e
−2piiC
6 = (−1)2SNwΓC6wKC3wMC2 , (22)
See Appendix D for the details. In contrast, we have not suc-
ceeded in deriving the higher-order rotation version of Eq. (3)
in general. The crucial difference between the two-fold ro-
tation and other rotations lies in the symmetry algebra. That
is, translations in two different directions are related by Cn
(n = 3, 4, 6), e.g., Cˆ4TˆxCˆ−14 = Tˆy , while it is not the case
for C2. As a result, one cannot choose Lx and Ly indepen-
dently to be consistent with Cn (n = 3, 4, 6) symmetry. At
this moment it is not clear how one can deal with a general
φ = 2pip/q flux together with C4 rotation symmetry when q
is even. However, case-by-case studies for the pi-flux and the
pi
2 -flux reveals that there is a way to handle specific values of
φ with C4. We derive formulas that tell C mod 4q for these
cases in Appendix E.
The formalism developed in this work can also be applied
to fractional quantum Hall states by relaxing the assumption
of the uniqueness of the ground state on the torus. The D-
fold degenerate ground states interchange among them when
θx is increased by 2pin (n = 1, 2, · · ·D− 1), and the formula
for the many-body Chern number should be modified to C˜ =
1
2piiD
∫ 2piD
0
dθx
∫ 2pi
0
dθy F
θ, which is related to the quantized
Hall conductivity as σxy = e
2
2pi~ C˜. In Appendix F, we derive
e2pii(
p
q C˜−ρ¯)D = 1 (23)
in this setting. One should also be able to incorporate with
rotation symmetries.
When the magnetic flux φ per unit cell equals pi, the system
may recover the time-reversal symmetry. In such a case
one can explore the relation between the (many-body) Z2
quantum spin Hall index and the filling [40] and the rotation
eigenvalues. We leave these interesting extensions to future
work.
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6Appendix A: The definition of the many-body Chern number
In this appendix, we clarify the physical meaning of the many-body Chern number. In the main text, we defined the Chern
number as
Cb =
1
2pii
∮
d2θ F θb , F
θ
b = ∇θ ×Aθb , Aθb = 〈Φθb |∂θ|Φθb 〉. (24)
Here, θ = (θx, θy) is the twisted angle of the boundary condition and |Φθb 〉 is the ground state of Hˆθb . In order to clarify that
only the hopping near the boundary is twisted, here we added the subscript ‘b’. Alternatively, by the unitary transformation
Hˆθu ≡ e−iθ·Pˆ Hˆθb eiθ·Pˆ (25)
|Φθu 〉 ≡ e−iθ·Pˆ |Φθb 〉, (26)
Pˆ ≡
(∑
x
x
Lx
nˆx,
∑
x
y
Ly
nˆx
)
, (27)
we can spread the effect of twisted boundary condition uniformly to the entire space. As a result, Hˆθu possesses the bare
translation Tˆ . One can define another Chern number using |Φθu 〉:
Cu =
1
2pii
∮
d2θ F θu , F
θ
u = ∇θ ×Aθu , Aθu = 〈Φθu |∂θ|Φθu 〉. (28)
This is, in fact, the original definition introduced by Niu, Thouless, and Wu [25]. One may wonder which of the two Chern
numbers corresponds to the Hall conductance, but we can easily show Cb = Cu [41].
F θu − F θb = −i∇θ × 〈Φθb |Pˆ |Φθb 〉. (29)
Since 〈Φθb |Pˆ |Φθb 〉 is a periodic function of θx,y with the period 2pi, this total derivative term does not contribute to the integral.
The physical meaning ofC ≡ Cu = Cb is provided by Laughlin-type argument [25]. Let us definePx(θy) ≡ i
∫ 2pi
0
dθx
2pi A
θ
u,x =∫ 2pi
0
dθx
2pi i〈Φθu |∂θx |Φθu 〉 and Py(θx) ≡ i
∫ 2pi
0
dθy
2pi A
θ
u,y =
∫ 2pi
0
dθy
2pi i〈Φθu |∂θy |Φθu 〉. If we choose the gauge periodic in θx, then we
can rewrite C as
C =
∫ 2pi
0
dθy ∂θyPx(θy)−
∫ 2pi
0
dθx ∂θxPy(θx) =
∫ 2pi
0
dθy ∂θyPx(θy) = Px(2pi)− Px(0). (30)
Suppose that θy = θy(t) has a weak time-dependence, increasing from 0 to 2pi. On the one hand, Faraday’s law tells us that
there will be an induced electric field Ey =
∂tθy(t)
Ly
. The transported charge Q during this period is related to σxy as
Q =
∫ T
0
dtJx(t) = Lyσxy
∫ T
0
dtEy(t) = σxy
∫ T
0
dt∂tθy(t) = 2piσxy. (31)
On the other hand, from the Thouless-pump point of view [42], we have
Q =
∫ T
0
dt∂tPx(θy(t)) = Px(2pi)− Px(0). (32)
Therefore,
C = Q = 2piσxy. (33)
7Appendix B: Symmetries under magnetic field
In this appendix we summarize symmetries under uniform magnetic field and twisted boundary conditions in a general setting.
Here we do not restrict x, y to be integers, and we do not assume Lx is an integer multiple of q. We will only assume (p/q)LxLy
is an integer.
Landau gauge
In the Landau gauge, twisted translations and rotations read
ˆ˜T θx = Tˆxe
−i∑Lyy=1[θx+φLx(y−Ly2 )]nˆ(Lx,y)eiφ∑x(y−Ly2 )nˆx , (34)
ˆ˜T θy = Tˆye
−i∑Lxx=1 θynˆ(x,Ly) , (35)
Cˆθ2 = Cˆ2e
−i∑Lyy=1[θx+φLx(y−Ly2 )]nˆ(Lx,y)−i∑Lxx=1 θynˆ(x,Ly) , (36)
Cˆθ4 = Cˆ4e
−iφ∑x(x−Lx2 )(y−Ly2 )nˆxe−i∑Lxx=1[θy−φLy(x−Lx2 )]nˆ(x,Ly) . (37)
Symmetric gauge
In the symmetric gauge, they are
ˆ˜T θxx = Pˆxe
−i∑Lyy=1[θx+φ2Lx(y−Ly2 )]nˆ(Lx,y)e iφ2 ∑x(y−Ly2 )nˆx , (38)
ˆ˜T θyy = Pˆye
−i∑Lxx=1[θy−φ2Ly(x−Lx2 )]nˆ(x,Ly)e− iφ2 ∑x(x−Lx2 )nˆx , (39)
Cˆθ2 = Pˆ2e
−i∑Lyy=1[θx+φ2Lx(y−Ly2 )]nˆ(Lx,y)−i∑Lxx=1[θy−φ2Ly(x−Lx2 )]nˆ(x,Ly)eiφ2LxLynˆ(Lx,Ly) , (40)
Cˆθ4 = Pˆ4e
−i∑Lxx=1[θy−φ2Ly(x−Lx2 )]nˆ(x,Ly) . (41)
Commutation relations
Operations above satisfy the following algebra
( ˆ˜T θx )
Lx = e−iθxNˆ , (42)
( ˆ˜T θy )
Ly = e−iθyNˆ , (43)
ˆ˜T θ−Lxφxˆx
ˆ˜T θy = e
iφNˆ ˆ˜T θ+Lyφyˆy
ˆ˜T θx , (44)
Cˆ−θ2 Cˆ
θ
2 = 1, (45)
Cˆ
θ+Lyφyˆ
2
ˆ˜T θx = (
ˆ˜T−θx )
−1Cˆθ2 , (46)
Cˆθ−Lxφxˆ2
ˆ˜T θy = (
ˆ˜T−θy )
−1Cˆθ2 , (47)
Cˆ
(−θy,θx)
4 Cˆ
θ
4 = Cˆ
θ
2 , (48)
Cˆ
θ+Lyφyˆ
4
ˆ˜T θx =
ˆ˜T (−θy,θx)y Cˆ
θ
4 , (49)
Cˆθ−Lxφxˆ4
ˆ˜T θy = (
ˆ˜T (−θy,θx)x )
−1Cˆθ4 . (50)
To verify these relations one has to use the operator identity eiφLxLynˆx = 1. Also, those including Cˆ4 are valid only when
Lx = Ly .
8Appendix C: Proof of Eqs. (2) and (3) for a general flux 2pip/q
In this appendix, we will prove Eqs. (2) and (3) in the main text in the most general setting.
proof of Eq. (2)
As discussed in the main text, ˆ˜T θxx shifts θy by d ≡ Lyφ. Since we assume that the ground state is unique and gapped for the
all values of θx and θy , we can write
( ˆ˜T θxx )
m |Φθ〉 = wθTmx |Φθ+mdyˆ〉 . (51)
As a consequence the Berry connection at θ and θ +mdyˆ are related as
Aθ+mdyˆ = Aθ − i
m−1∑
j=0
tθ+jdyˆ −∇θ lnwθTmx , tθ ≡ (nθx, 0), nθx =
∑
y
〈Φθ|nˆ(Lx,y)|Φθ〉. (52)
Because of the magnetic translation symmetry ( ˆ˜T θxx )
q , nθx satisfies
q−1∑
m=0
nθ+mdyˆx = qLyρ¯. (53)
Let us now evaluate the Chern number by reducing the irreducible part by a factor of 1/q using ˆ˜T θxx . To this end, recall that
the shift of θy induced by
ˆ˜T θxx , d = Lyφ, is not small at all; its proportional to Ly . We can consider “d mod 2pi” as is done in the
main text, but we find that quantity may not always be the easiest to deal with. Here, instead, we enlarge the integration range of
θy by qd2pi =
qLyφ
2pi = pLy times and evaluate pLyC rather than C itself:
2piipLyC = pLy
∮
dθx
∮
dθy F
θ =
∮
dθx
∫ − d2+2pipLy
− d2
dθy F
θ =
q−1∑
m=0
∮
dθx
∫ − d2
− d2
dθy F
θ+mdyˆ. (54)
As we are only interested in C mod q and pLy and q are co-prime, we lose nothing by this manipulation. Plugging Eq. (52), we
get
2piipLyC =
q−1∑
m=0
∮
dθx
∫ − d2
− d2
dθy F
θ+mdyˆ = q
∮
dθx
∫ d
2
− d2
dθy F
θ − i
q−1∑
m=1
m−1∑
j=0
∮
dθx
∫ d
2
− d2
dθy∇θ × tθ+jdyˆ
= q
∮
dθx
∫ d
2
− d2
dθy F
θ − i
q−1∑
m=1
m−1∑
j=0
∮
dθx
[
n
(θx,− d2+jd)
x − n(θx,−
d
2+(j+1)d)
x
]
(∗)
= q
∮
dθx [A
(θx,− d2 )
x −A(θx,
d
2 )
x ]− i
q−1∑
m=1
m−1∑
j=0
∮
dθx
[
n
(θx,− d2+jd)
x − n(θx,−
d
2+(j+1)d)
x
]
=
(
q
∮
dθx ∂θx lnw
(θx,− d2 )
Tx
+ iq
∮
dθx n
(θx,− d2 )
x
)
−
(
iq
∮
dθx n
(θx,− d2 )
x − 2piiqLyρ¯
)
= 2piiqLyρ¯. (55)
In going to the second last line, we used Eq. (52) to the first term and
i
q−1∑
m=1
m−1∑
j=0
∮
dθx
[
n
(θx,− d2+jd)
x − n(θx,−
d
2+(j+1)d)
x
]
= iq
∮
dθx n
(θx,− d2 )
x − i
q−1∑
m=0
∮
dθx n
(θx,− d2+md)
x
= iq
∮
dθx n
(θx,− d2 )
x − 2piiqLyρ¯ (56)
to the second term. Also, in the last line we dropped
∮
dθx ∂θx lnw
(θx,− d2 )
Tx
based on the periodicity of w(θx,−
d
2 )
Tx
. The step (∗)
in Eq. (55) is true only modulo 2piiq. Therefore, we have
2piipLyC = 2piiqLyρ¯ mod 2piiq. (57)
Since Ly is co-prime with q, we can rewrite 2pii(pqC − ρ¯) = 0 mod 2pii, which is nothing but Eq. (2) in the main text.
9proof of Eq. (3)
Next, let us assume the two-fold rotational symmetry Cˆ2 in addition to
ˆ˜Tx and
ˆ˜Ty . Starting from the second line of Eq. (55),
we can proceed in the same way as the pi-flux case in the main text:
2piipLyC = q
∮
dθx
∫ d
2
− d2
dθy F
θ − i
q−1∑
m=1
m−1∑
j=0
∮
dθx
[
n
(θx,− d2+jd)
x − n(θx,−
d
2+(j+1)d)
x
]
= q
∮
dθx
∫ d
2
− d2
dθy F
θ − iq
∮
dθx n
(θx,− d2 )
x + 2piiqLyρ¯
= q
∮
dθx
∫ d
2
0
dθy (F
θ + F−θ)− iq
∮
dθx n
(θx,− d2 )
x + 2piiqLyρ¯
= 2q
∮
dθx
∫ d
2
0
dθy F
θ − iq
∮
dθx(n
(θx,0)
x − n(θx,
d
2 )
x )− iq
∮
dθx n
(θx,− d2 )
x + 2piiqLyρ¯
= 2q
∮
dθx
∫ d
2
0
dθy F
θ − iq
∮
dθxn
(θx,0)
x + 2piiqLyρ¯
(∗)
= 2q
∫ pi
−pi
dθx (A
(θx,0)
x −A(θx,
d
2 )
x )− iq
∫ pi
−pi
dθxn
(θx,0)
x + 2piiqLyρ¯
= 2q
∫ pi
0
dθx[(A
(θx,0)
x +A
(−θx,0)
x )− (A(θx,
d
2 )
x +A
(−θx, d2 )
x )]− 2iq
∫ pi
0
dθx n
(θx,0)
x + 2piiqLyρ¯
= 2q
∫ pi
0
dθx[(A
(θx,0)
x +A
(−θx,0)
x − in(θx,0)x )
−(A(θx, d2 )x +A(−θx,−
d
2 )
x − in(θx,
d
2 )
x )− (A(−θx,
d
2 )
x −A(−θx,−
d
2 )
x + in
(−θx,− d2 )
x )] + 2piiqLyρ¯
= 2q
∫ pi
0
dθx∂θx ln
w
(θx,0)
C2
w
(−θx,− d2 )
Tx
w
(θx,
d
2 )
C2
+ 2piiqLyρ¯ = 2q
∫ pi
0
dθx∂θx ln
w
(θx,0)
C2
w
(θx,
d
2 )
TxC2
+ 2piiqLyρ¯
= 2q ln
w
(pi,0)
C2
w
(0, d2 )
TxC2
w
(0,0)
C2
w
(pi, d2 )
TxC2
+ 2piiqLyρ¯ . (58)
Again the step (∗) is true only modulo 4piiq. Since Ly is odd and pqC − ρ¯ is an integer, we have epiiLy(
p
qC−ρ¯) = epii(
p
qC−ρ¯) and
epii(
p
qC−ρ¯) =
w
(0, d2 )
TxC2
w
(pi,0)
C2
w
(pi, d2 )
TxC2
w
(0,0)
C2
= w
(0,0)
C2
w
(pi,0)
C2
w
(0, d2 )
TxC2
w
(pi, d2 )
TxC2
. (59)
Writing Γ = (0, 0), X = (pi, 0), Y ′ = (0, d2 ), M
′ = (pi, d2 ) and TxC2 = C
′
2, we arrive at Eq. (3) of the main text.
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Appendix D: Proof of Eq. (1) for n-fold rotations (n = 2, 3, 4, 6)
In this appendix we prove Eq. (1) of the main text, relating the many-body Chern number C to the n-fold rotation eigenvalues.
Transformation rule of θ and A
The twisted boundary condition are set by (Tˆa1)
L = e−iθ1Nˆ and (Tˆa2)
L = e−iθ2Nˆ . Writing R = m1a1 + m2a2 and
θ = θ1b1 + θ2b2 (ai · bj = δi,j), we can express the boundary conditions more simply as (TˆR)L = e−θ·RNˆ .
Now let us ask how θ transforms under under a rotation operation gˆ mappingR→ pgR. On the one hand, if θ is changed to
θ′, we have (Tˆ ′R)
L = e−θ
′·RNˆ . On the other hand,
(Tˆ ′R)
L = gˆ(Tˆp−1g R)
Lgˆ† = gˆ(e−θ·(p
−1
g R)Nˆ )Lgˆ−1 = e−(pgθ)·RNˆ . (60)
Therefore, θ transforms as a vector θ → θ′ = pgθ. In particular, this means that (θ1, θ2) transforms in the same way as the
momenta (k1, k2) in k = k1b1 + k2b2. Suppose that the ground state |Φθ〉 is unique and gapped. Then it should satisfy
gˆθ|Φθ〉 = wθg |Φpgθ〉. (61)
For the product g = g2g1, we have gˆ
pg1θ
2 gˆ
θ
1 = gˆ
θ and wpg1θg2 wθg1 = w
θ
g .
The Berry connectionAθ ≡ 〈Φθ|∇θ|Φθ〉 and the Berry cavature F θ = ∇θ ×Aθ change to
Apgθ = pgA
θ + pg〈Φθ|[(gˆθ)†∇θ gˆθ]|Φθ〉 − pg∇θ lnwθg , (62)
F pgθ = F θ +∇θ × 〈Φθ|[(gˆθ)†∇θ gˆθ]|Φθ〉. (63)
As we will see shortly, (gˆθ)†∇θ gˆθ is a local charge operator and we will write
〈nˆ〉θx ≡ 〈Φθ|nˆx|Φθ〉. (64)
The rotation symmetry implies that
〈nˆ〉θx = 〈Φθ|nˆx|Φθ〉 = 〈Φθ|(gˆθ)†gˆθnˆx(gˆθ)†gˆθ|Φθ〉 = 〈nˆ〉pgθpgx. (65)
C2, C4 rotation
We write a1 = (1, 0), a2 = (0, 1), b1 = (1, 0), b2 = (0, 1), x = x1a1 + x2a2, and θ = θ1b1 + θ2b2. Since
C4x = x1a2 + x2(−a1) = −x2a1 + x1a2, (66)
C4θ = θ1b2 + θ2(−b1) = −θ2b1 + θ1b2, (67)
we see (x1, x2) 7→ (−x2, x1) and (θ1, θ2) 7→ (−θ2, θ1) under C4.
FIG. 4. (a, b) Illustration of the twisted boundary condition for C4 symmetric models. Twisted boundary conditions introduce phase factor
e−θi along the line `i (i = 1, 2). (c) The C4 rotation not only changes (θ1, θ2) to (−θ2, θ1) but also shifts the position of the twisted bond
with e−iθ2 by one unit. We need the phase rotation e−iθ2
∑L
x∈`2 nˆx in Eq. (68) to fix the position.
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As illustrated in Fig. 4, twisted rotations are given by
Cˆ
(θ1,θ2)
4 = Pˆ4e
−iθ2
∑L
x∈`2 nˆx = Pˆ4e
−iθ2
∑L
x1=1
nˆ(x1,L) , (68)
Cˆ
(θ1,θ2)
2 = Cˆ
(−θ2,θ1)
4 Cˆ
(θ1,θ2)
4 = Pˆ2e
−iθ1
∑L
x∈`1 nˆx−iθ2
∑L
x∈`2 nˆx = Pˆ2e
−iθ1
∑L
x2=1
nˆ(L,x2)−iθ2
∑L
x1=1
nˆ(x1,L) . (69)
Assuming that the ground state |Φ(θ1,θ2)〉 is unique and gapped for all values of θ1,2, we have
Cˆ
(θ1,θ2)
4 |Φ(θ1,θ2)〉 = w(θ1,θ2)C4 |Φ(−θ2,θ1)〉, (70)
A
(−θ1,−θ2)
1 = −A(θ1,θ2)1 + i
L∑
x2=1
〈nˆ〉(θ1,θ2)(L,x2) + ∂θ1 lnw
(θ1,θ2)
C2
, (71)
A
(−θ2,θ1)
1 = −A(θ1,θ2)2 + i
L∑
x1=1
〈nˆ〉(θ1,θ2)(x1,L) + ∂θ2 lnw
(θ1,θ2)
C4
, (72)
A
(−θ2,θ1)
2 = A
(θ1,θ2)
1 − ∂θ1 lnw(θ1,θ2)C4 , (73)
The high-symmetric values of θ = θ1b1 + θ2b2 are
Γ = (0, 0), X = pib1, Y = pib2, M = pi(b1 + b2). (74)
C2 rotation
For C2 rotation, we have [see Fig. 5 (a)]
2piiC =
∮
dθ1
∮
dθ2F
(θ1,θ2) =
∮
dθ1
∫ pi
0
dθ2[F
(θ1,θ2) + F (−θ1,−θ2)]
= 2
∮
dθ1
∫ pi
0
dθ2F
(θ1,θ2) − i
∮
dθ1
L∑
x2=1
[
〈nˆ〉(θ1,0)(L,x2) − 〈nˆ〉
(θ1,pi)
(L,x2)
]
(mod 4pii)
= 2
∮
dθ1[A
(θ1,0)
1 −A(θ1,pi)1 ]− i
∫ pi
0
dθ1
L∑
x2=1
[
〈nˆ〉(θ1,0)(L,x2) + 〈nˆ〉
(−θ1,0)
(L,x2)
− 〈nˆ〉(θ1,pi)(L,x2) − 〈nˆ〉
(−θ1,pi)
(L,x2)
]
= 2
∫ pi
0
dθ1[A
(θ1,0)
1 +A
(−θ1,0)
1 −A(θ1,pi)1 −A(−θ1,pi)1 ]− 2i
∫ pi
0
dθ1
L∑
x2=1
[
〈nˆ〉(θ1,0)(L,x2) − 〈nˆ〉
(θ1,pi)
(L,x2)
]
= 2
∫ pi
0
dθ1[∂θ1 lnw
(θ1,0)
C2
− ∂θ1 lnw(θ1,pi)C2 ] = 2 ln
w
(pi,0)
C2
w
(0,pi)
C2
w
(0,0)
C2
w
(pi,pi)
C2
= 2 ln
wXC2w
Y
C2
wΓC2w
M
C2
. (75)
Therefore,
e
2pii
2 C = (−1)C = w
X
C2
wYC2
wΓC2w
M
C2
⇔ e− 2pii2 C = wΓC2wXC2wYC2wMC2 . (76)
FIG. 5. Irreducible part of θ1b1 + θ2b2 for (a) C2 and (b) C4 symmetric case. The arrows in the same color on the edge of the irreducible part
are related by the transformation rule in Eq. (62).
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FIG. 6. (a, b) Illustration of the twisted boundary condition forC6 symmetric models. θ3 ≡ −(θ1+θ2) as explained in the text. Twisted bound-
ary conditions introduce phase factor e−θi along the line `i (i = 1, 2, 3). (c) The C6 rotation not only changes (θ1, θ2, θ3) to (−θ2,−θ3,−θ1)
but also shifts the position of the twisted bond. We need the phase rotation uˆ(θ1,θ2)6 = e
−iθ1
∑
x∈`1 nˆx−iθ2
∑
x∈`2 nˆx−iθ3
∑
x∈`3 nˆx in Eq. (84)
to fix the position.
C4 rotation
For C4 rotation, we start from the second line of Eq. (75). As illustrated in Fig. 5 (b), we can further halve the integration
range.
2piiC = 2
∮
dθ1
∫ pi
0
dθ2F
(θ1,θ2) − i
∮
dθ1
L∑
x2=1
[
〈nˆ〉(θ1,0)(L,x2) − 〈nˆ〉
(θ1,pi)
(L,x2)
]
= 2
∫ pi
0
dθ1
∫ pi
0
dθ2[F
(θ1,θ2) + F (−θ2,θ1)]− 2i
∫ pi
0
dθ
L∑
x=1
[
〈nˆ〉(θ,0)(L,x) − 〈nˆ〉(θ,pi)(L,x)
]
= 4
∫ pi
0
dθ1
∫ pi
0
dθ2F
(θ1,θ2) − 2i
∫ pi
0
dθ
L∑
x=1
[
〈nˆ〉(pi,θ)(x,L) − 〈nˆ〉(0,θ)(x,L)
]
− 2i
∫ pi
0
dθ
L∑
x=1
[
〈nˆ〉(θ,0)(L,x) − 〈nˆ〉(θ,pi)(L,x)
]
(mod 8pii)
= 4
∫ pi
0
dθ[A
(θ,0)
1 −A(θ,pi)1 +A(pi,θ)2 −A(0,θ)2 ] = 4
∫ pi
0
dθ[∂θ lnw
(θ,0)
C4
− ∂θ lnw(θ,pi)C4 ] = 4
wYC4w
X
C4
wΓC4w
M
C4
. (77)
Therefore,
e
2pii
4 C = iC =
wXC2
wΓC4w
M
C4
⇔ e− 2pii4 C = (−1)2SNwΓC4wXC2wMC4 . (78)
In the last step, we used (wXC2)
2 = wX(C2)2 = (−1)2SN .
C6, C3 rotation
We write a1 = (1, 0), a2 = (− 12 ,
√
3
2 ), b1 = (1,
1√
3
), b2 = (0, 2√3 ), x = x1a1 + x2a2, and θ = θ1b1 + θ2b2.
C6x = x1(a1 + a2) + x2(−a1) = (x1 − x2)a1 + x1a2, (79)
C6θ = θ1b2 + θ2(b2 − b1) = −θ2b1 + (θ1 + θ2)b2, (80)
we see (x1, x2) 7→ (x1 − x2, x1) and (θ1, θ2) 7→ (−θ2, θ1 + θ2) under C6.
Another way of deriving the transformation rule of θ is the following. It is convenient to introduce a3 ≡ −(a1 + a2) as
illustrated in Fig. 6. The conditions (Tˆa1)
L = e−iθ1Nˆ and (Tˆa2)
L = e−iθ2Nˆ imply that (Tˆa3)
L = e−iθ3Nˆ with θ3 ≡ −(θ1 +θ2).
The transformation rule of (θ1, θ2, θ3) can be determined by
eiθ
′
1Nˆ = (Tˆ−La1 )
′ = Cˆ6(Tˆa2)
LCˆ−16 = e
−iθ2Nˆ , (81)
eiθ
′
2Nˆ = (Tˆ−La2 )
′ = Cˆ6(Tˆa3)
LCˆ−16 = e
−iθ3Nˆ , (82)
eiθ
′
3Nˆ = (Tˆ−La3 )
′ = Cˆ6(Tˆa1)
LCˆ−16 = e
−iθ1Nˆ , (83)
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FIG. 7. Irreducible part of θ1b1 + θ2b2 for (a) C3 and (b) C6 symmetric case.
suggesting that (θ1, θ2, θ3) 7→ (−θ2,−θ3,−θ1) under C6. Therefore, (θ1, θ2) 7→ (−θ2, θ1 + θ2) under C6 and (θ1, θ2) 7→
(−θ1 − θ2, θ1) under C3 = (C6)2.
As shown in Fig. 6, twisted rotations are given by
Cˆ
(θ1,θ2)
6 = Pˆ6uˆ
(θ1,θ2)
6 , uˆ
(θ1,θ2)
6 ≡ e−iθ1
∑
x∈`1 nˆx−iθ2
∑
x∈`2 nˆx−iθ3
∑
x∈`3 nˆx , (84)
Cˆ
(θ1,θ2)
3 = Cˆ
(−θ2,θ1+θ2)
6 Cˆ
(θ1,θ2)
6 = Pˆ3, (85)
The high-symmetric values of θ = θ1b1 + θ2b2 are
Γ = (0, 0), K = 2pi3 b1 +
2pi
3 b2, K
′ = 4pi3 b1 − 2pi3 b2, M1 = pib1, M2 = pib2, M3 = pi(b1 + b2). (86)
C3 rotation
Since Cˆ(θ1,θ2)3 does not depend on θ1,2,
2piiC =
∫
1
3BZ
d2θ[F (θ1,θ2) + FC3(θ1,θ2) + FC
2
3 (θ1,θ2)] = 3
∫
1
3BZ
d2θF (θ1,θ2)
(mod 6pii)
= 3 ln
wK
′
(C3)2
wΓC3w
K
C3
, (87)
where 13 BZ is the shaded region in Fig. 7 (a). Therefore,
e
2pii
3 C = ωC =
wK
′
(C3)2
wΓC3w
K
C3
⇔ e− 2pii3 C = (−1)2SNwΓC3wKC3wK
′
C3 . (88)
In the last step, we used wK
′
C3
wK
′
(C3)2
= wK
′
(C3)3
= (−1)2SN .
C6 rotation
The formula for C6 rotation can be readily derived by combining Eqs. (76) and (88). The high-symmetry points X = pib1,
Y = pib2, M = pi(b1 + b2) in Eq. (76) should be interpreted as M1 = pib1, M2 = pib2, M3 = pi(b1 + b2), respectively. Since
1
6 =
1
2 − 13 , we have
e−
2pii
6 C = e−(
2pii
2 C− 2pii3 C) =
wΓC2w
M1
C2
wM2C2 w
M3
C2
(−1)2SNwΓC3wKC3wK
′
C3
= (−1)2SN (wΓC2wΓC−13 )(w
K′
C2w
K′
C−13
)(wKC2w
K
C−13
)
(wMC2)
3
wK
′
C2
wKC2
= (−1)2SNwΓC6wK
′
C6w
K
C6
wM(C2)3
wK(C2)2
= (−1)2SNwΓC6wKC3wMC2 . (89)
In the derivation, we used wM1C2 = w
M2
C2
= wM3C2 (≡ wMC2) as they are all symmetry related and rotations about z-axis commutes.
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Alternatively, one can derive the same result through an explicit yet tedious calculations. To simplify equations let us introduce
− i〈n〉(θ1(t),θ2(t)) = 〈Φ(θ1(t),θ2(t))|(uˆ(θ1(t),θ2(t))6 )†
(
d
dt uˆ
(θ1(t),θ2(t))
6
)
|Φ(θ1(t),θ2(t))〉. (90)
Here, (θ1(t), θ2(t)) stands for a line connecting two high-symmetry points parametrized by t ∈ [0, 1]. Using the C6 rotation
symmetry we can halve the integration range to 16 BZ shown in Fig. 7 (b).
2piiC = 6
∫
1
6BZ
d2θF (θ1,θ2)
−3i
∫ 1
0
dt
[
〈n〉 t2b1 − 〈n〉 t3b1+ t3b2 + 〈n〉 3−t6 b1+ t3b2
]
− 3i
∫ 1
0
dt
[
−〈n〉 t2b2 + 〈n〉 t3b1+ t3b2 − 〈n〉 t3b1+ 3−t6 b2
]
= 6
∫ 1
0
dt
[
1
2b1 ·A
t
2b1 + (− 16b1 + 13b2) ·A
3−t
6 b1+
t
3b2 − ( 13b1 − 16b2) ·A
t
3b1+
3−t
6 b2 − 12b2 ·A
t
2b2
]
−3i
∫ 1
0
dt
[
〈n〉 t2b1 − 〈n〉 t2b2 + 〈n〉 3−t6 b1+ t3b2 − 〈n〉 t3b1+ 3−t6 b2
]
= 6
∫ 1
0
dt
[
i〈n〉 t2b1 + ∂t lnw
t
2b1
C6
− ∂t lnw
t
3b1+
3−t
6 b2
C3
]
− 3i
∫ 1
0
dt
[
〈n〉 t2b1 − 〈n〉 t2b2 + 〈n〉 3−t6 b1+ t3b2 − 〈n〉 t3b1+ 3−t6 b2
]
= 3i
∫ 1
0
dt
[
〈n〉 t2b1 + 〈n〉 t2b2
]
+ 6 ln
wM2C3 w
M1
C6
wΓC6w
K
C3
= 6 ln
wM1C2
wΓC6w
K
C3
(91)
where we used
〈n〉 3−t6 b1+ t3b2 − 〈n〉 t3b1+ 3−t6 b2 = 0, 〈n〉 t2b1 + 〈n〉 t2b2 = 0, (92)
each of which follows from C6 rotation symmetry. Therefore,
e
2pii
6 C =
wMC2
wΓC6w
K
C3
⇔ e− 2pii6 C = (−1)2SNwΓC6wKC3wMC2 . (93)
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Appendix E: C4-rotation eigenvalues and many-body Chern number under magnetic field
In this appendix we demonstrate that our approach equally works for higher rotations, i.e. Cn (n = 3, 4, 6), using a few
examples for n = 4.
pi
2
flux
Let us start with the simplest case of φ = pi2 . The four fold rotation symmetry sets Lx = Ly = L. In order to include an
integer multiple of 2pi flux in total, L has to be even but L/2 can be odd. With this choice, ˆ˜T θxx (
ˆ˜T
θy
y ) shifts θy (θx) by pi.
Therefore, ˆ˜T θxx and
ˆ˜T
θy
y individually halves the irreducible part of the integration range [Fig. 8 (a)]. On the top of it, the four
fold rotation further cut it down, leaving only 12 × 12 × 14 = 116 size of the “Brillouin zone” [Fig. 8 (b,c)].
Indeed,
2piiC =
∫ pi
−pi
dθx
∫ pi
−pi
dθyF
θ =
∫ pi
2
−pi
2
dθx
∫ pi
2
−pi
2
dθy[F
θ + F (θx+pi,θy) + F (θx,θy+pi) + F (θx+pi,θy+pi)]
= 4
∫ pi
2
−pi
2
dθx
∫ pi
2
−pi
2
dθyF
θ − 2i
L∑
x=1
∫ pi
2
−pi
2
dθ
[
〈nˆ〉(θ,
−pi
2 )
(L,x) − 〈nˆ〉
(θ,pi2 )
(L,x) + 〈nˆ〉
(pi2 ,θ)
(x,L) − 〈nˆ〉
(−pi2 ,θ)
(x,L)
]
= 4
∫ pi
2
−pi
2
dθx
∫ pi
2
0
dθy[F
θ + F−θ]
= 8
∫ pi
2
−pi
2
dθx
∫ pi
2
0
dθyF
θ − 4i
L∑
x=1
∫ pi
2
0
dθ[〈nˆ〉(θ,0)(L,x) + 〈nˆ〉(−θ,0)(L,x) − 〈nˆ〉
(θ,pi2 )
(L,x) − 〈nˆ〉
(−θ,pi2 )
(L,x) + 〈nˆ〉
(pi2 ,θ)
(x,L) − 〈nˆ〉
(−pi2 ,θ)
(x,L) ]
= 8
∫ pi
2
0
dθx
∫ pi
2
0
dθy[F
θ + F (−θy,θx)]− 8i
L∑
x=1
∫ pi
2
0
dθ[〈nˆ〉(θ,0)(L,x) − 〈nˆ〉
(θ,pi2 )
(L,x) ]
= 16
∫ pi
2
0
dθx
∫ pi
2
0
dθyF
θ − 8i
L∑
x=1
∫ pi
2
0
dθ[〈nˆ〉(pi2 ,θ)(x,L) − 〈nˆ〉(0,θ)(x,L)]− 8i
L∑
x=1
∫ pi
2
0
dθ[〈nˆ〉(θ,0)(L,x) − 〈nˆ〉
(θ,pi2 )
(L,x) ]
= 16
∫ pi
2
0
dθx
∫ pi
2
0
dθyF
θ − 8i
L∑
x=1
∫ pi
2
0
dθ[〈nˆ〉(pi2 ,θ)(x,L) − 〈nˆ〉
(θ,pi2 )
(L,x) ]
(mod 32pii)
= 16
∫ pi
2
0
dθ(A(θ,0)x −A(0,θ)y −A(θ,
pi
2 )
x +A
(pi2 ,θ)
y )− 8i
L∑
x=1
∫ pi
2
0
dθ[〈nˆ〉(pi2 ,θ)(x,L) − 〈nˆ〉
(−pi2 ,θ)
(x,L) ]
= 16 ln
w
(pi2 ,0)
C4
w
(0,pi2 )
TyC4
w
(0,0)
C4
w
(pi2 ,
pi
2 )
TyC4
− 8i
L∑
x=1
∫ pi
2
0
dθ[〈nˆ〉(pi2 ,θ)(x,L) + 〈nˆ〉
(−pi2 ,θ)
(x,L) ] = 16 ln
w
(pi2 ,0)
C4
w
(0,pi2 )
TyC4
w
(0,0)
C4
w
(pi2 ,
pi
2 )
TyC4
− 8ipiLρ¯. (94)
FIG. 8. The idea of the derivation in Eq. (94). Translation symmetries T˜x, T˜y and the rotation symmetry C4 makes the irreducible part 16
times smaller.
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Therefore,
e
2pii
4 (
1
4C+Lρ¯) =
w
(pi2 ,0)
TyC2
w
(0,0)
C4
w
(pi2 ,
pi
2 )
TyC4
. (95)
In the derivation, we used
A(θx,θy+pi)x = A
θ
x − i
L∑
y=1
〈nˆ〉θ(L,y) − ∂θx lnωθTx , (96)
A(θx,θy+pi)y = A
θ
y − ∂θy lnωθTx , (97)
A(θx+pi,θy)x = A
θ
x − ∂θx lnωθTy , (98)
A(θx+pi,θy)y = A
θ
y − i
L∑
x=1
〈nˆ〉θ(x,L) − ∂θy lnωθTy , (99)
and
A(0,θ)y = A
(θ,0)
x − ∂θ lnw(θ,0)C4 . (100)
A
(pi2 ,θ)
y = A
(θ,pi2 )
x − i
L∑
x=1
〈nˆ〉(−pi2 ,θ)(x,L) − ∂θ lnw
(θ,pi2 )
TyC4
. (101)
Clearly, one can perform the same calculation for φ = 2pin2 flux (n ≥ 1) by choosing Lx = Ly = L to be an integer multiple
of n.
pi flux
Here let us discuss the next simplest example of φ = pi in order to show that one can also deal with fluxes other than φ = 2pin2
in a way consistent with the four-fold rotation symmetry. To this end, we use the same operators as in the previous section for
φ = pi2 but assume that the Hamiltonian only symmetric under
( ˆ˜T θxx )
2, ( ˆ˜T θyy )
2, ˆ˜T (θx+pi,θy)x
ˆ˜T θy , (102)
and their products. ( ˆ˜T θxx )
2 and ( ˆ˜T θyy )2 do not change (θx, θy), while
ˆ˜T
(θx+pi,θy)
x
ˆ˜T θy shifts (θx, θy) by (pi, pi). Unlike the previous
calculation, we do not individually assume ˆ˜T θxx and
ˆ˜T
θy
y and the irreducible part is only 8 times smaller than the original
integration range (Fig. 9). We have
2piiC =
∮
dθx
∮
dθyF
θ =
∫
R1
d2θ[F θ + F (θx+pi,θy+pi)]
= 2
∫
R1
d2θ F θ − i
L∑
x=1
∫
∂R1
dθ ·
(
〈nˆ〉θ(L,x), 〈nˆ〉θ(x,L)
)
= 2
∫
R3
d2θ[F θ + F−θ]
= 4
∫
R3
d2θ F θ − 2i
L∑
x=1
∫
∂R3
dθ ·
(
〈nˆ〉θ(L,x), 〈nˆ〉θ(x,L)
)
= 4
∫
R5
d2θ[F θ + F (−θy,θx)]− 4i
L∑
x=1
∫ pi
2
0
dθ
[〈nˆ〉(θ,θ)(x,L) − 〈nˆ〉(θ,−θ)(x,L) + 〈nˆ〉(θ,−θ+pi)(x,L) − 〈nˆ〉(θ,θ−pi)(x,L) ]
= 8
∫
R5
d2θ F θ − 4i
L∑
x=1
∫
∂R5
dθ ·
(
0, 〈nˆ〉θ(x,L)
)
− 4i
L∑
x=1
∫ pi
2
0
dθ
[〈nˆ〉(θ,θ)(x,L) − 〈nˆ〉(θ,−θ)(x,L) + 〈nˆ〉(θ,−θ+pi)(x,L) − 〈nˆ〉(θ,θ−pi)(x,L) ]
= 8
∫
R5
d2θF θ − 4i
L∑
x=1
∫ pi
2
0
dθ
[− 2〈nˆ〉(θ,−θ)(x,L) + 〈nˆ〉(θ,−θ+pi)(x,L) + 〈nˆ〉(−θ+pi,−θ)(x,L) + 〈nˆ〉(−θ+pi,θ)(x,L) − 〈nˆ〉(θ,θ−pi)(x,L) ] (103)
17
FIG. 9. The sketch of the caculation in Eqs. (103) and (104). Translation symmetry T˜1 = T˜xT˜y and the rotation symmetry C4 makes the
irreducible part 8 times smaller.
See Fig. 9 for the defintions of the regions Rn (n = 1, 2, . . . 6). Again using the Stoke’s theorem,
8
∫
R5
d2θF θ
(mod 16pii)
= 8
∫
∂R5
dθ ·Aθ
= 8
∫ pi
2
0
dθ[A(θ,−θ)x −A(θ,θ)y −A(θ,−θ)y −A(θ,θ)x +A(−θ+pi,−θ)x +A(−θ+pi,θ)y +A(−θ+pi,−θ)y −A(−θ+pi,θ)x ]
= 8 ln
w
(0,0)
C−14
w
(pi,0)
TxTyC
−1
4
w
(pi2 ,
pi
2 )
C−14
w
(pi2 ,
−pi
2 )
TxTyC
−1
4
− 8i
L∑
x=1
∫ pi
2
0
dθ[〈nˆ〉(θ,−θ)(x,L) − 〈nˆ〉(θ−pi,θ)(x,L) ]. (104)
The second term in the last line of Eq. (103) cancels against the second term also in the last line Eq. (104). Therefore,
e
2pii
8 C =
w
(0,0)
C−14
w
(pi,0)
TxTyC
−1
4
w
(pi2 ,
pi
2 )
C−14
w
(pi2 ,
−pi
2 )
TxTyC
−1
4
=
w
(0,0)
C−14
w
(pi,0)
TxTyC
−1
4
w
(pi2 ,
pi
2 )
TxTyC2
=
wΓ
C−14
wX
TxTyC
−1
4
wM
′
TxTyC2
. (105)
There are several other equivalent ways to express the same result. For example,
ei
2pi
4 (
1
2C+Lρ¯) =
w
(pi2 ,
−pi
2 )
TxTyC2
w
(0,0)
C4
w
(pi,0)
TxTyC4
=
wM
′′
TxTyC2
wΓC4w
X
TxTyC4
. (106)
18
Appendix F: Fractional Quantum Hall States
In the main text, we assumed the uniqueness of the ground state on the twisted torus by setting ν ≡ qρ¯ to be an integer. In
order to include fractional quantum Hall states, here let us set ν = p′/q′ (p′ and q′ are co-prime) and assume that there exists
D = q′ degenerate ground states below the excitation gap.
To proceed, let us further assume Ly to be co-prime with q and q′. Then Lx must be an integer multiple of qq′ so that the total
flux φLxLy = LxLyp/q is an integer multiple of 2pi and that the total number of particles N = ρ¯LxLy = LxLyp′/qq′ is an
integer. Given this choice, we will first show that q′ ground states can be obtained by starting from one ground state |Φθ〉 and
changing θx by 2pin (n = 1, 2, . . . , q′ − 1).
Since ( ˆ˜T θxx )
q commutes with the Hamiltonian Hˆθ, |Φθ〉 can be chosen simultaneously an eigenstate of ( ˆ˜T θxx )q and let us
denote the eigenvalue by wθ
T qx
. As we impose the twisted boundary condition ( ˆ˜T θxx )
Lx = e−iθxN , the eigenvalue must satisfy
(wθT qx )
Lx/q = e−iθxN . (107)
Recalling that N = ρ¯LxLy = (Lx/q)(p′Ly/q′), we can write
wθT qx = e
−iθxp′Ly/q′e2piin0q/Lx (108)
with an integer 1 ≤ n0 ≤ Lx/q.
Now let us smoothly change θx. As θx is increased by 2pi, wθT qx acquires a phase e
−2piip′Ly/q′ 6= 1, implying that the state
|Φ(θx+2pi,θy)〉 is different from |Φθ〉. Further assuming that the gap above the D ground states does not vanish for any value of
θx and θy , we can see that |Φ(θx+2pi,θy)〉 is one of the D degenerate ground states. One can repeat this argument and prove that
the following D states are all distinct ground states of the Hamiltonian Hˆθ:
|Φθ〉 , |Φ(θx+2pi,θy)〉 , · · · , |Φ(θx+2pi(D−1),θy)〉 . (109)
In this case, the Hall conductivity is given by σ˜xy = e
2
2pi~ C˜, where
C˜ =
1
2piiD
D−1∑
n=0
∫ 2pi
0
dθx
∮
dθyF
(θx+2pin,θy) =
1
2piiD
∫ 2piD
0
dθx
∮
dθyF
θ. (110)
By performing the same calculation as in the main text, we obtain
e2pii(
p
q C˜−ρ¯)D = 1. (111)
