This paper proposes an easy-to-implement approach to forecasting the multivariate long memory process on same realization and further examines its usefulness on forecasting multivariate volatility series. This procedure bases on the extension of the analysis of Lewis and Reinsel (1985) to the multivariate fractionally integrated model, that is, the vector autoregressive (VAR (k)) model to approximate the multivariate long memory system. Under suitable assumptions on the long memory parameter d and lag length k, the consistency of the multivariate least squares (LS) coefficient estimator and that of the residual covariance matrix estimator Σ k are derived. In addition, the one-step ahead prediction error generated by the VAR(k)-approximation model is shown to converge in probability to its population counterpart, even though the exact orders of the multivariate long memory process are unknown and the long memory parameter d varies across each series of the multivariate long memory model. Moreover, insights from our theoretical analysis are confirmed by a set of Monte Carlo experiments, which are consistent with the findings of Lewis and Reinsel (1985) for the short memory process. An empirical application to the multivariate realized and option implied volatility series illustrates the usefulness of our forecasting procedure, when compared to the current volatility forecasting methods.
Introduction
Approximating an unknown time series with an autoregressive (AR) model has been widely employed in statistics and econometrics. The rationale behind these studies hinges on the fact that the exact form of the data-generating process (DGP) is usually unknown. For example, Berk (1974) derives the asymptotic distribution of the spectral density estimator based on fitting an AR model of order k to a univariate ARMA series of sample size T , where k is allowed to grow with T at a suitable rate. Bhansali (1978) further employs Berk's methodology to the problems of the prediction of future values of a univariate data series.
Subsequently, with the analysis conducted by Berk (1974) and Bhansali (1978) , Lewis and Reinsel (1985) suggest using the vector autoregressive (VAR) model of order k to approximate a multivariate ARMA model and further base the multivariate prediction on the VAR-filtered framework. As a consequence, Lütkepohl (1988) and Lütkepohl and Poskitt (1991, 1996) thus focus on the impulse responses and Granger causality analysis with this VAR-filtered approach. Overall, the preceding research studies all concentrate on the data series which are weakly dependent, or I(0) processes.
Recently, we have witnessed fast-growing studies on the I(d) process, i.e., the integrated process of order d, where the differencing parameter d is a fractional number. Many researchers use the autoregressive fractionally integrated moving average process of order p, d, q, denoted as ARFIMA (p, d, q) , or I(d) process, to model and forecast volatilities. For example, Bollerslev and Wright(2000) , Anderson et al. (2003) , and Christensen and Nielsen (2007) show that the persistence in the volatility of a financial asset (an equity or exchange rate) could be well described by a long memory process where d ∈ (0, 0.5). Baillie et al. (2018) also address the importance of modeling long memory in realized volatility. Furthermore, under a representative agent's forward-looking circumstance where agents' beliefs are updated recursively, Chevillon and Mavroeidis (2017) show that learning can induce richer dynamics and can account for stronger persistence in the data, i.e., learning could generate long memory. In this regard, financial variables including the return or volatility of financial assets could display long memory with high probability.
The main feature of the stationary I(d) process is that its autocovariance function declines at a hyper- Moreover, financial globalization and international investing have become important, especially in terms of the crucial role they played in the latest financial crisis (e.g., You and Daigler, 2010; Mendoza and Quadrini, 2010) , because exposure to financial globalization can increase economy's vulnerability to a financial crisis (see Tong and Wei, 2010) . Thus, it is well-known that the global financial returns depends on common market risks and the housing prices rely on the common monetary policies. In this doing, with the presence of global common risks, shocks or activities, it is realistic to forecast the behavior of international asset markets, such as their volatilities, in the multivariate framework.
Vector autoregressive fractionally integrated moving-average process of order p, d, and q, denoted by VARFIMA (p, d, q) , is commonly used to forecast multivariate long memory model with a class of stationary and invertible time series, where the differencing parameter d is a fractional number between -0.5 and 0.5.
Examples are Sowell (1992) , Hosoya (1996) , Martin and Wilkins (1999) and Chiriac and Voev (2011) , etc.
The most frequently used estimation method for VARFIMA (p, d, q) models in the literature is the maximum likelihood estimation (MLE). The major drawback of MLE for VARFIMA models is its difficulty of accurately estimating the parameter d when it is close to 0.5 and when the sample size is not large (T =100 and 200).
Particularly, it is also hard to distinguish between the behavior of long and short range components of the likelihood function when both components are present in the finite samples (see Crato and Ray, 1996) . Furthermore, Martin and Wilkins (1999) propose an indirect inference estimation method which utilizes a VAR model as its auxiliary model in order to estimate the differencing parameters of the VARFIMA process. However, the theoretical justification of their method is not provided in their study, even though they find that the finite sample performance of the indirect estimation method is promising in estimating the differencing parameters of the VARFIMA process. In what follows, the main contribution of this paper is to develop a forecasting methodology with theoretical support to fix these difficulties.
We adopt the analytical results of Lewis and Reinsel (1985) to the r− dimension multivariate long memory model, that is, using the VAR (k) model to approximate multivariate long memory process, where we allow for that the long memory parameter varies across each series of this model, i.e., d i > 0, i = 1, 2, 3, · · · , r and d i ̸ = d j , i ̸ = j. The motivation for considering the VAR approximation scheme is because it is easy to implement and less restricted. Only what we need is to use a VAR(k) model with the ordinary least square estimation (OLS) to approximate the multivariate long memory model even the exact orders of the multivariate long memory process are unknown. That is to say, the VAR(k) approximation methodology could avoid the complicated procedure for estimating the parameters of the multivariate long memory system.
We then base a multivariate long memory prediction approach on the VAR (k) approximation.
The main contributions of this paper can be summarized as follows. First, under suitable assumption imposed on the long memory parameter d, we show the multivariate long memory process could be approximated well by the "semiparametric" VAR(k) model when the lag length k is chosen appropriately.
Our analysis provides the theoretical support of the indirect inference estimation procedure of Martin and Wilkins (1999) . Second, we further prove that the one-step ahead prediction error generated by this "semiparametric" VAR(k) model converges in probability to its population counterpart. More importantly, the VAR(k) approximation-based forecasting procedure is simple, intuitive, but novel. Monte Carlo simulations reveal that the average squared prediction errors are very close to their population counterparts multiplied by a factor of (1 + kr/T ). That implies that the finite sample prediction performance of the "semiparametric" VAR(k) model for the long memory process is comparable to the cases where the DGP are the I(0) processes, because Lewis and Reinsel (1985) also show that the asymptotic effect of estimating the autoregressive coefficients will inflate the minimum mean square prediction error by a factor of (1 + kr/T ) when the DGP are I(0) processes. As a result, that illustrates the feasibility of VAR(k) approximation-based forecasting method in multivariate long memory framework. Besides, a great deal of efforts with estimating the differencing parameter can be lessened, because we do not estimate the values of d any more. Third, the success of the VAR(k) approximation of the multivariate long memory process provides several empirical implications: (i) it could illustrate the applicability of Granger causality tests for realized volatilities of international financial markets, since the VAR model could capture the cross-asset linkages; (ii) the VAR(k) approximation-based forecasting method could provide the insight on the volatility spillover index by Diebold and Yilmaz (2009), when considering to construct it by realized volatilities of global asset markets, which is by aggregating spillover effects across markets and is based on vector autoregressive (VAR) models; (iii) our VAR (k) approximation-based forecasting procedure resembles reality in terms of forecasting multivariate realized volatilities, when compared to the VAR-RV model considered in Andersen et al. (2003) , where the value of the long memory parameter of each equation is preset and fixed at 0.401 and the model is estimated by applying OLS equation-by equation 1 . Last, but not the least, an empirical exercise of multivariate volatility (realized volatility and option implied volatility, namely squared VIX) forecasting demonstrates the applicability of our forecasting method, since it dominates the existing methods, such as the heterogeneous autoregressive model of Corsi (2009) and its extension in the panel framework by Bollerslev et al. (2018) , both of which have been proven very successfully in financial literature and emerged as somewhat of a benchmark for judging other realized volatility forecasting procedures.
The remaining parts of this paper are organized as follows: Section 2 illustrates the model and the estimation method. The asymptotic properties of the multivariate LS estimator are discussed in Section 3. We consider the asymptotic properties of the one-step ahead forecast error in Section 4. The finite sample forecasting performance of the "semiparametric" VAR(k) model is conducted in Section 5. Empirical evidence on the usefulness of our forecasting procedure is provided in Section 6. The paper ends with concluding remarks in Section 7.
Model and Parameter Estimation
Suppose y t = (y 1,t , . . . , y r,t ) ′ , t = 0, ±1, ±2, . . . , is an r−dimensional, stationary, stochastic process with MA representation:
where the (r × r) coefficient matrices Ψ j are often referred to as impulse response functions, I r is an (r × r) identity matrix, and e t = (e 1,t , . . . , e r,t ) ′ is an r−dimensional independently and identically distributed (i.i.d.)
white noise process with a nonsingular covariance matrix Σ. It is well-known that the minimum mean square Berk's (1974) and Bhansali's (1985) analytical results, Lewis and Reinsel (1985) consider the problems of the linear prediction of y t+h based on y t , y t−1 , . . ., using a VAR model of order k fitted to a realization of T observations y 1 , y 2 , . . . , y T . They establish the consistency and asymptotic normality of the estimated autoregressive coefficients when k → ∞ as T → ∞, and
, among other regularity conditions. Moreover, an asymptotic approximation to the mean square prediction error based on a VAR(k) model is also provided by Lewis and Reinsel (1985) . This paper extends the framework of Lewis and Reinsel (1985) to the multivariate long memory model with varying differencing parameter across each series, where Ψ j decays at a slow hyperbolic rate, i.e.,
We then focus on the multivariate long memory model as follows throughout this paper since it is also considered in Bollerslev and Jubinski (1999) and Andersen and Varneskov (2018) 2 :
1 Bollerslev et al. (2013) where The case d i = 0, i = 1, 2, · · · , r for the model in (1) is excluded from our analysis, because it has been addressed by Lewis and Reinsel (1985) . However, the condition
The objective of this paper is to investigate the conditions under which the theoretical framework in Lewis and Reinsel (1985) could be extended to the DGP following the multivariate long memory processes. In other words, this paper considers the forecasting performance of the "semiparametric" VAR(k)-approximation based model in predicting the multivariate long memory process. By this approximation scheme, the computational burden of estimating the value of d i , i = 1, 2, · · · , r in (1) could be avoided 3 . For the ease of exposition, we frequently use the notation and methodology of Lewis and Reinsel (1985) . By (1), we rewrite y t as an infinite order VAR process:
where
and
Denote the autocovariance function of y t
by Ω(j) = E(yty ′ t+j ) for j = 0, ±1, ±2, . . .. This implies that Ω(−j) = Ω(j) ′ . By (2.3) of Lewis and Reinsel (1985) , we note that the minimum mean square error linear predictor of y t+1 based on y t , y t−1 ,. . . , y t−k+1
is:
where A jk , j = 1, . . . , k, satisfy the "Yule-Walker" equations: 
Moreover, Σ k is estimated by the multivariate LS residuals e t,k = y t+1 − y t,k (1), i.e.:
is an estimate of y * t,k (1). To derive the asymptotic properties of the LS coefficient estimator and the corresponding one-step ahead prediction error based on the VAR(k) model, we impose the following Assumption 1 on e t throughout this paper. 
Assumption 1. (i)
Assumption 1 requires that e t is an i.i.d vector with finite fourth moment as Lewis and Reinsel (1985) assume for the study of short memory process. Given the observations of interest y t , t = 1, . . . , T , and the estimators A(k) and Σ k derived from these T observations, we consider the problem of predicting the (T + 1)th value of y t , i.e., y T +1 . By (3), the predictor is of the form:
We are interested in the asymptotic properties of the prediction error y T +1 − y T,k (1). In several relevant literature, including Yamamoto (1976 ), Shibata (1977 , Bhansali (1978) and even Lewis and Reinsel (1985) , the asymptotic properties of the linear predictor y T,k (1) defined in (7), and its corresponding prediction error y T +1 − y T,k (1) have been derived under the assumption that the series used for the estimation of parameters and the predicted series are independent of each other, but have the same stochastic structure.
In particular, A(k) is estimated from a realization of T observations x 1 , x 2 , . . . , x T which have the same stochastic structure of y t , but are independent of y t . However, this simplifying assumption is called into question in Phillips (1979) , which investigates the conditional distribution of the forecast errors given the final period observation, because the preceding independent assumption is unrealistic. More specifically, the prediction of y t , t > T based on the a known realisation of T observations y 1 , y 2 , · · · , y T is one of the important issues in time series; see, for example, Clements and Hendry (1998). As such follow, Ing and Wei (2003, 2005) examine the same-realization prediction in an finite order autoregressive (AR) process, while Godet (2010) focuses on the univariate long memory process. But the studies on the same-realization prediction of multivariate long memory processes are rather limited and only a few. Without loss of generality, in order to fill the gap, this paper contributes to literature on the aforementioned issue by the VAR (k) approximation based forecasting procedure.
Asymptotic Properties of A(k) and Σ k
We are here in a position to investigate the asymptotic properties of the coefficient estimator A(k), which are key feature in determining the asymptotic properties of Σ k in (5).
As
As shown in Wiener and Masani (1999) and later used by Lewis and Reinsel (1985) , 
As a result, the three terms, ∥U 1T ∥, ∥U 2T ∥, and Γ We note that Σ k defined in (5) is an estimate of the mean square error of the predictor y * t,k (1) denoted in (3). However, we also can view Σ k as the residual covariance matrix estimator for Σ when we try to approximate y t with a "misspecified" VAR(k) model. In fact, Σ k is important in carrying out the impulse response and causality analysis concerning the multivariate long memory process. Thus, the consistency of Σ k is also considered in Theorem 1. THEOREM 1. Given that y t is generated by (1) and Assumption 1 holds,
25, then we have the following results: 
In the proof for item 1 of Lemma A.1 (in the Appendix) we first
can be uniformly bounded by a finite positive constant F for all k. If we can show that
By (B.2), we find that the necessary condition for Γ −1
must converge in probability to zero. From (B.3) and (B.4), we note that the asymptotic properties of
actually depend on those of the terms:
where (T − k) To calculate the probability order of q mn,ij , we extend the methodology in the proof of Theorem 3 of Hosking (1996) . Because both y i,t−m+1 and y j,t−n+1 are fractional white noise processes, the conditions in (1), (2), and (3) of Hosking (1996) (p. 262) are automatically fulfilled. Given item (iii) of Assumption 1, we have E(e 4 i,t ) < ∞ and E(e 4 j,t ) < ∞. Thus, all the conditions imposed in Theorem 3 of Hosking (1996) are satisfied. In fact, the finite fourth moment condition is not stringent at all, since Lewis and Reinsel (1985) have employed the same moment condition for the study of I(0) process.
Given that Assumption 1 holds, in (B.6) of the Appendix we show that max 1≤m,n≤k 1≤i,j≤r
where the " max
" is over all considered m, n, i, and j, and both m and n might increase with the sample size T . The preceding reasoning in turn leads to (A.7) in the Appendix, and we realize that a proper choice 
Asymptotic Properties of the Linear Predictor y T,k (1)
This section considers the asymptotic properties of the linear predictor y T,k (1) defined in (7). Note that
where y * T (1) denotes the minimum mean square error linear predictor of the future value y T +1 , based on y T , y T −1 , . . ., when the coefficients A j are known. That is,
Moreover, e T +1 is independent of A(k) and y * T (1), because e t is assumed to be an independent white noise process.
Under the assumption that A(k) is estimated from a realization of T observations x 1 , x 2 , . . . , x T which have the same stochastic structure of y t but are independent of y t , Lewis and Reinsel (1985) show that the asymptotic effect of estimating A jk , for j = 1, 2, . . . , k, inflates the minimum mean square prediction error by a factor of (1 + kr/T ) when y t is an I(0) process. This (1 + kr/T ) rate is obtained by Lewis and Reinsel (1985) with some specific assumptions. For instance, T 0.5 ∑ ∞ j=k+1 ∥A j ∥ → 0 is used in their Theorem 4 to ensure that the multivariate LS coefficient estimator is asymptotically normally distributed.
Nevertheless, this study centers on the same-realization prediction, that is, the prediction of y T +1 is based on a known realization of the T observations, y 1 , y 2 , · · · , y T , used to estimate A(k). We then show that the one-step ahead prediction error, y T +1 − y T,k (1), does converge in probability to its population counterpart, e T +1 , in the following Theorem 2.
THEOREM 2. Given that all the conditions in Theorem 1 hold, then as T → ∞, E[(y
Since our new proposed procedure is the VAR (k) approxiamtion-based methodology, it is by nature to take the way to select the lag length K of the approximating model into concern. For the choice of the "optimal in-sample goodness of fit" lag length, the modified multivariate portmanteau statistic considered in Hosking (1980), Li and McLeod (1981), and Poskitt and Tremayne (1981) has been used to test the white noiseness of the LS residuals when the order of the VAR model is finite and known. This test statistic is defined as:
where C i denotes the autocovariance functions of the LS residuals. However, the research of using the modified multivariate portmanteau statistic is less developed when the DGP is a long memory process.
Moreover, while the choice of lag length is designed for the purpose of "out-of-sample prediction", Lewis and Reinsel (1985) (p.408) suggest the applicability of Akaike's (1971) FPE criterion as the DGP displays a multivariate I(0) process. In other word, we could as well apply Akaike's FPE criterion to the multivariate long memory process in this study, however, this might prove a nontrivial task. In addition, we compare the results in the long memory case with the short memory case as given in Lewis and Reinsel (1985) .
Monte Carlo Experiment
This section conducts a Monte Carlo experiment in investigating the finite sample properties of the VARapproximation forecasting method. Each simulation setting is based on 2,000 replications with different sample sizes of T . Without loss of generality, we focus on the bivariate case, i.e., r = 2. We follow the algorithm suggested by McLeod and Hipel (1978) and Hosking (1984) We follow the simulation design used in Lewis and Reinsel (1985) to examine the prediction performance of the "semiparametric" VAR(k) filtered procedure of the multivariate long memory model. Consequently, for every sample size T , we generate T + 5 realizations. The last 5 observations could be used for the comparison with their resulting theoretical prediction mean squared errors and " observed " squared prediction errors.
The theoretical squared prediction errors are calculated by the formula given in Lewis and Reinsel (1985) (p. 403 and 407), being one of the important contributions of Lewis and Reinsel (1985) , that is, they can approximate the mean square error of the h ≥ 1 step ahead predictor
, where Σ(h) is the mean square error of the "optimal" predictor y * t (h) (Lewis and Reinsel (1985) , p. 402). Thus, for purpose of comparison, we record the diagonal elements of Σ(h) and those of Σ k (h) ≡ Tables 1-4 and 7, although we cannot derive such a sophisticated approximation factor
(1 + kr/T ) in this study.
We denote the squared prediction errors of the predictions of future values at times T +1, · · · , T +5 based on the VAR-filtered approach as " observed " squared prediction errors. The averages of these "observed" squared prediction errors for different DGPs (based on 2000 replications) are also included in Tables 1-4 and   7 . Moreover, to investigate the impact of demeaning on the prediction performance of the "semiparametric" VAR(k) model, we demean the data first and then recalculate the preceding average "observed" squared prediction errors. For clarity of comparison, we put the results from the demeaned data into the parenthesis.
All details of the experimental design could be refer to Lewis and Reinsel (1985) .
Theorems 1-2 say that k → ∞ as T → ∞. As shown in Lewis and Reinsel (1985) , for each T , there is an optimal k * to balance the magnitude of the estimation error and bias of the finite VAR(k) approximation.
In other words, the adequacy of an approximate model for the DGP depends on the choice of the lag order. We first assume the fractional integration order of each component of the considered bivariate long memory processes is identical to each other. All corresponding simulation results are reported in Tables   1-4 . Apparently, those tables reveal that the average squared prediction errors are very close to their corresponding counterparts in the diagonal elements of Σ k (h), no matter whether or not the original data is demeaned.
For ease of comparison, we also calculate the ratios of the average squared prediction errors relative to their corresponding values in the diagonal elements of Σ k (h) from these four tables, and the results are in Tables 5 and 6 . Tables 5 and 6 clearly indicate that the approximation formula Σ k (h) performs well for the long memory process, because we find that the ratios are very close to 1. In many situations the ratios are less than 1. This implies that the finite sample prediction performance of the "semiparametric" VAR(k) model for the long memory process is at least comparable to the cases where the DGP is an I(0) process.
We then examine the prediction performance of our VAR ( 6. An Application to Volatility Forecasting
Volatility measures and data
Over the last decades, financial econometrics literature has paid attention to volatility modelling and forecasting, since multivariate volatility forecasting plays a central role in financial decision making and asset pricing. For example, fund managers conduct real-time asset allocation, derivatives pricing and risk management according to the volatility forecasts or conditional expectations for the return distribution over the planning horizon. Nevertheless, the volatility is unobservable.Thus numerous literature studies the unbiased estimators of this latent variable. Among them, the realized volatility (RV) and market volatility index (squared VIX or implied volatility) are two commonly used volatility measures; see Christensen and
Nielsen (2007), Park and Linton (2012) and Bollerslev et al. (2013) for examples.
In the common practice, one considers the sum of frequently sampled squared returns to estimate volatility, yielding the so-celled realized volatility. Andersen et al. (2000) and Andersen et al. (2001) showed that ex-post volatility based on higher frequency data successfully measures underlying return variability.
Barndorff- Nielsen and Shephard (2002a,b) provided the theoretical confirmation of using realized volatility as a proxy of the latent volatility on the analysis of the quadratic variation theory. As such, volatility becomes observable and may be modelled directly through time series model. Moreover, the model free VIX implied volatility series from the Chicago Board of Option Exchange (CBOE) is also discussed in several studies (see Britten-Jones and Neuberger, 2000; Christensen and Nielsen, 2006 and 2007; Bollerslev et al., 2013) It measures expected volatility by averaging the weighted prices of out-of-the-money puts and calls. Both volatility measures characterized by long memory processes has been established in financial econometrics literature. For instance, realized volatility is shown to be well described by an I(d) process, with longmemory parameter d in the vicinity of 0.3-0.4. (see Andersen et al. (2001) and Andersen et al. (2003) , whereas several existing literature takes volatility to be I(0), as in standard GARCH models.) The same situation could be found for the options implied volatility (or squared VIX series) as well (e.g., Christensen
and Nielsen, 2006 and 2007 ; Bollerslev et al., 2012) .
Hence, in order to show the potential usefulness of our VAR-approximation based prediction method, we compare its predictive ability to that of the following competing alternatives in forecasting the two aforementioned volatilities, including the heterogeneous autoregressive (HAR) model of Corsi (2009 
In practice, Corsi's justification for this model was to capture the long memory property which he justifies by an economic argument. Many researchers have found empirically this model to fit and to forecast realized volatility series better than ARFIMA models. The HAR model can be seen as a particular case of our AR approximation, where the lag order is fixed to 21 whatever the sample size, and the coefficients are constrained.
The PHAR model proposed by Bollerslev et al. (2018) is a fixed effect panel-based estimation of the HAR model in panel framework, in which we restrict the α 1 , α 2 and α 3 coefficients to be the same, but allow the α 0 coefficients to differ across different assets, as the following,
The options implied volatility (or squared VIX data) is taken from Bloomberg and on a daily basis, ranging from January 2, 2002 to November 30, 2018. This sample period covers several common shocks and global events, including subprime crisis, European debt crisis, Brexit and Chinese stock market crash. The construction of realized volatility RV is in parallel to that by Christensen and Nielsen (2007), Bollerslev et al. (2013) and Bollerslev et al. (2018) , for example, we compute the realized volatilities (RV) comprising high frequency intraday data for each day and each asset in our samples.
We perform the comparisons for the multivariate implied volatility (or VIX) model including five international markets, the S&P 500 (US), UKX Index (UK), CAC Index (France), DAX index (Germany) and SPTSX60 (Canada), while for the multivariate RV model, five volatilities of exchange rates, sterling pound (GBP), Japanese yen (JPY), Canadian dollar (CAD), Euro and Australian dollar (AUD). We transform the realized volatility and implied volatility VIX series in logarithm since this ensures the positivity of forecasts of both of them. For simplicity, we denote by RV t and V IX t the log of realized volatility and implied volatility VIX for day t.
Forecasting evaluation
We here compare the 1-period-ahead out-of-sample forecasting performance of the HAR, PHAR and VAR-approximation based forecasting methods. Forecasts are obtained using a rolling estimation window.
Four rolling window size T 1 = 63, T 2 = 126, T 3 = 252 and T 4 = 500 are for the concerns. It coincides with fund mangers' practical consideration in portfolio adjustments. In general, they accommodate past three-month, half-, 1-and 2-year information (or observation) to forecast future pattern of financial markets.
On the other hand, we use T i , i = 1, 2, 3, and 4 observations for in-sample estimation and the remaining for out-of-sample evaluation. The rolling forecast window scheme is designed as follows: given a full sample of size T , we estimate the model using the first T i , i = 1, 2, 3 and 4 observations, and generate the forecasts of y Ti+h,j for h = 1, j = 1, 2, · · · , 5. Then we add one observation to the estimation sample to generate the forecasts of y Ti+1+h,i and drop the first observation at the same time to maintain the fixed window size the forecast of y f,j using HAR and VAR (k) approximation-based forecast models, respectively. In addition, the value of lag k for the VAR(k) model is chosen by Akaike's FPE.
A well-studied measure to evaluate the out of sample forecast of the equity premium namely R 2 OS , is suggested by Campbell and Thompson (2008) and implemented by Rapach et al. (2010) as well, which is defined as
where i = 1, · · · , 4, j = 1, · · · , 5 and AM denotes as the HAR and PHAR competing models. Intuitively, the R 2 OS forecast evaluation is identical to their in sample counterpart, which means that a positive R
OS
indicates that the VAR (k) approximation-based forecasts generate lower mean squared prediction errors (MSPE). Therefore, when R 2 OS > 0, the VAR forecast outperforms the HAR forecast according to the MSPE metric as it brings a reduction in MSPE for the VAR framework forecasting. Campbell and Thomspon (2008) argue that even very small positive R 2 OS , values, such as 0.5% for monthly data and 1% for quarterly data, can signal an economically meaningful degree of return predictability in terms of increased annual portfolio returns for a mean-variance investor. This indeed provides a simple assessment of predictability in practice. Table 8 presents the prediction comparison between two competing (HAR and PHAR) and the VAR(k)-approximation forecasting methods. The lag orders for the VAR(k) approximation models of two multivariate volatility models (VIX and RV, each of them include five assets) for each rolling-forward move are selected by Akaike's FPE criterion. However, most results reveal the lag length k being equal to 1 for both volatility models with T 1 , 2 for those with T 2 , 4 and 3 for multivariate VIX and RV models with T 3 , respectively, and 6 for both models with T 4 . All R 2 OS values are greater than 0 for five VIX indices no matter what rolling estimation window is for the concern. That is to say, these results indicate Corsi's HAR and its extension in the panel framework, PHAR, involve small efficiency loss. The similar results as well satisfy for multivariate realized volatility series. Hence, these results confirm the better performance of the forecasts based on the VAR-approximation, even the sample period covers important common events and global crises,
Concluding remarks
Forecasting is often a difficult task, especially in a rapidly changing world where the markets become more integrated. Given that some macroeconomic and financial time series display high persistence and cross-correlation, it is important to develop adequate multivariate forecasting methods. In this paper, we have proposed an easy-to-implement and improved multivariate long memory forecasting method, based on a VAR-approximation framework. Additionally, we have proved theoretically and illustrated by Monte Carlo simulations that i) under suitable assumption imposed on the range of long memory parameter d, a multivariate long memory process can be well approximated by a VAR(k) model when k is chosen appropriately, ii) the consistency of the LS coefficient estimator and that of the residual covariance matrix estimator in the VAR approximation framework are well established and iii) our VAR(k) approximation-based forecast method provides a better out-of-sample forecast performance in volatility forecasting, when compared to the HAR and panel HAR methods. In other words, the new proposed forecasting method is shown to be useful for forecasting the daily volatility forecasting. Finally, since economists and time series analysts are always interested in analyzing the relationship between data series, our investigations will serve as the platform for future studies in the regard with the impulse responses and causality analysis when the multivariate long memory process scheme is considered. 
APPENDIX
The following analytical results are essential to our Theorem 1. 
by the technique of changed variable in the calculus, where C is a finite positive constant; (iii
Hence, when we assume 
O(k
A.1. Proof of Theorem 1.
By (9), we observe that ∥U 1T ∥, ∥U 2T ∥, and Γ 
LEMMA A.1. Given that y t is generated by (1) and Assumption 1 holds, T → ∞
, d = max{d 1 , d 2 , · · · , d r }, such that k = o ( T 1−2d ) when 0.25 < d < 0.5, and k = o ( T 0.5 (log T ) −0.5 ) when 0 < d ≤ 01. Γ −1 k 1 = O p (1). 2. ∥U 1T ∥ =    O ( k 2d−d * −0.5 ) , when d ∈ (0.25, 0.5), d < 0.25 + d * /2 O ( k d−0.5 ) , when d ∈ (0.25, 0.5), d * = d. ∥U 1T ∥ = O p ( k −d * (log k) 0.5 ) when d = 0.25. ∥U 1T ∥ = O p ( k −d * ) when d ∈ (0, 0.25). 3. ∥U 2T ∥ = O p ( k 0.5 T −0.5 ) .
A.2. Proof of Lemma A.1.
To prove item 1 of Lemma A.1, observe that
The asymptotic properties of Γ . We note that Γ
, and ∥A ⊗ B∥ 1 = ∥A∥ 1 ∥B∥ 1 (Lütkepohl and Poskitt (1996), p. 69), and
Since we know that O(k For the second term Γ −1
at the right side of (A.1), as shown in Lewis and Reinsel (1985) (p.
397), we observe that
By (9) and (A.1), we note that a lot of efforts can be saved in finding the conditions under which
Observe that
i.e., Γ k − Γ k is a (kr × kr) matrix whose (m, n)th (r × r) block of elements is (T − k)
(T − k)
Because E (q mn,ij ) = 0, we have
and we prove that the asymptotic properties of E(q 2 mn,ij ) are equivalent to those of Var ( γ mn,ij ). To derive the asymptotic properties of E(q 2 mn,ij ) or those of Var ( γ mn,ij ), we first rewrite y i,t−m+1 and y j,t−n+1 into moving average representations:
Both y i,t−m+1 and y j,t−n+1 satisfy the conditions in equations (1) 
in m, n, i, and j considered in this paper. Note that both m and n might increase with the sample size T .
For the case 0 < d < 0.25, E(q 2 mn,ij ) can be uniformly bounded by max 1≤m,n≤k 1≤i,j≤r
together with the preceding results, we have max 1≤m,n≤k 1≤i,j≤r
Given the results in (B.4) and ∥D∥
together with the finding in (B.3), we also prove that
Because r is a finite constant, as d ∈ (0.25, 0.5), we can follow the arguments in Lütkepohl and Poskitt (1996) (p. 69) to show that
The preceding arguments can be similarly applied to the cases d ∈ (0, 0.25], we then prove that
Given the results in (B.
Conditional on these restrictions being imposed, by (B.2) we prove that
Combining the preceding findings that Γ −1 k 1 is uniformly bounded by a positive constant F for all k and (B.8), we prove item 1 of Lemma A.1 using (B.1).
To prove item 2 of Lemma A.1, we first note that
) 1/2 , where a 2 j,mn denotes the (m, n)th element of matrix A j . By (8) and some algebra calculation, we observe that
where β j is defined in (2). It follows that
To calculate the asymptotic properties of A * , B * , and G * in (A.9), adapting from (A.5), we introduce the following notations: Using some algebra computation, we find that
Hence, B * in (B.9) can be reexpressed as:
For the term b † 1 in (B.11), remember that we denote γ j as the autocovariance function of a univariate fractional white noise process z t at lag j, i.e., (1 − L)
Similarly, we have B.14) and
(B.15)
To derive the asymptotic properties of b † 4 in (B.11), following Hosking (1996) (p. 275), we define a bounded sequence {Φ i,j } such that |ψ i,j | < Φ i,j for all integers i and j. Moreover, this bounded sequence satisfies the following conditions: 
(using Cauchy-Schwarz inequality)
Moreover, applying Cauchy-Schwarz inequality and item 3 of Assumption 1, we note that
for some finite positive constant B > 0. Consequently, we prove that
We are ready to derive the asymptotic properties of B * 1 , B * 2 , B * 3 , and B * 4 in (B.12). As
we thus observe that γ j = C ′ j 2d−1 , for j = 1, 2, . . . ., where C ′ denotes some finite positive constant.
To derive the asymptotic properties of B * 1 in (B.12), by (A.2), (B.12) and (B.13), we have
(C 1 is some finite positive constant)
Following the argument of Robinson (1993, p. 693) , we note that
Thus, we prove that when d
For the asymptotic properties of B * 2 in (B.12), by (A.1), (B.12) and (B.14), we observe that
(B.20)
The asymptotic properties of B * 3 in (B.12) can be derived by following the preceding proof for B * 2 . From (B.12) and (B.15), we have
(C 3 is some finite positive constant) Consequently, we show that
(B.21)
For the term B * 4 in (B.12), based on (B.12) and (B.17), we obtain
Combining the results from (B.12), (B.19), (B.20), (B,21), and (B.22), we prove that
(B.23)
We now consider the term A * in (B.9). Adapting from (B.11), we find that
Using Cauchy-Schwarz inequality again, we show that
) as l 1 → ∞, and 0 < d < 0.5. Likewise, we obtain
Given the results in (B.24), and (B.25), we show that
where B ′ denotes some finite positive constant. We thus have
Applying the arguments in (B.18) again, we prove that
To calculate the asymptotic properties of G * in (B.9), we note that
Following the arguments in (B.24), we note that
Applying Cauchy-Schwarz inequality, we prove that
Given the preceding findings, we thus show that
where G ′ denotes some finite positive constant. Consequently, we prove
) .
(B.28)
Given the results in (B.9), (B.23), (B.27), and (B.28), we note that
(B.29) and item 2 of Lemma A.1 is established.
Following the results of Lewis and Reinsel (1985) (p. 397), we have
and item 3 of Lemma A.1 is proved.
We now return to the proof of Theorem 1. By Lemma A.1 we can therefore conclude that when
For item 2 of Theorem 1, by (5) we note that
Therefore,
(B.32) Before we calculate the asymptotic properties of the terms at the right hand side of (B.32), we display the following results: For any conformable matrix A and B, we have
First of all, we note that
by item 1 of Theorem 1 and item 3 of Lemma A.1. Similarly, we observe that
For the third term at the right hand side of (B.32), notice that
Nevertheless,
Following the Lemma 2.1 of Ing et al. (2016) , we note that
) ,
is uniformly bounded by
can be uniformly bounded by 38) in t considered in this paper. Combining (B.36) and (B.38), we prove that
Following the preceding reasoning for (B.39), we can show the fourth term at the right hand side of (B.32) behaves as:
(B.40)
For the fifth term at the right hand side of (B.32), notice that
Moreover, observe that
because both R and Σ are nonsingular matrices. It follows that Γ k 1 = O p (1). Combining the preceding findings and item 1 of Theorem 1, we prove that
For the sixth term at the right hand side of (B.32), we have
(B.42) By (B.37), we show that
(B.43)
For the seventh term at the right hand side of (B.32), we observe
By item 1 of Theorem 1 and item 2 of Lemma A.1. we prove that
Similarly, we can show that 
p −→ Σ, we then prove item 2 of Theorem 1.
A.3. Proof of Theorem 2.
We start with the analysis of Theorem 2 by (10),
Thus, the mean-squared prediction error matrix of the predictor y T,k (1)
(B.46) By (B.37), we note that the asymptotic property of C in (B.46) 
Thus, with (B.49) 50) and together with (B.47)
Combining the results in (B.47)-(B.51), we show that
and Theorem 2 is proved. 
