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Résumé
La planification de mission de constellations de
satellites est un problème complexe soulevant
d’importants défis technologiques pour les sys-
tèmes spatiaux de demain. L’augmentation de la
taille des constellations, les performances évo-
luées et l’hétérogénéité des satellites sont tous
des critères impliquant une combinatoire très
élevée. Les techniques actuelles présentent des
limites, car elles planifient un satellite à la fois
et non la constellation dans son ensemble.
Dans cet article, nous proposons de résoudre
ce problème difficile par les systèmes multi-
agents coopératifs. Une amélioration du mo-
dèle AMAS4Opt est présentée, permettant de
maximiser la coopération entre les agents du
système. De par leurs interactions locales, ces
agents, permettent d’obtenir une solution de
bonne qualité en un temps raisonnable, en assu-
rant un partage équitable des tâches au sein de
la constellation. Enfin, une comparaison avec
l’algorithme Glouton Chronologique, couram-
ment utilisé dans le domaine spatial, souligne
les avantages de l’approche proposée.
Mots-clés : Planification, Multi-satellites, Sys-
tèmes multi-agents coopératifs.
Abstract
Mission planning of constellation of Earth ob-
servation satellites is a complex problem rai-
sing significant technological challenges for to-
morrow’s space systems. The increasing size of
constellations, the advanced performances and
heterogeneity of satellites are different criteria
involving a huge combinatorial search space.
The techniques used today have limitations :
they are planning one satellite at a time and not
the whole constellation.
In this paper, we propose to solve this difficult
problem by cooperative multi-agent systems. An
improvement of the AMAS4Opt agent model is
presented to maximize the cooperation level. In
the proposed system, the agents, through their
local interactions, allow to reach a good so-
lution in a reasonable time, while ensuring a
fair distribution of tasks within the constella-
tion. Finally, a comparison with the chronolo-
gical greedy algorithm, commonly used in the
spatial domain, underlines the advantages of
the presented system.
Keywords: Scheduling, Multi-Satellite, Coope-
rative Multi-Agent Systems.
1 Introduction
Une constellation de satellites d’observation de
la Terre est un ensemble potentiellement hété-
rogène de satellites. Elle permet de couvrir une
large surface terrestre avec une fréquence de
revisite élevée de chaque zone, tout en propo-
sant des images de types différents et en garan-
tissant la robustesse du système. Planifier une
mission d’observation pour une telle constella-
tion est une tâche difficile. En effet, beaucoup
de paramètres et de contraintes souvent contra-
dictoires sont à prendre en compte : le nombre
de satellites et leurs caractéristiques, le volume
des demandes des clients et les nombreuses
contraintes qui y sont associées (le type de prise
de vue, la priorité du client, la qualité demandée,
la plage temporelle de validité, etc.) ainsi que les
contraintes extérieures (la couverture nuageuse
dans le cas de satellites optiques, etc.). La durée
de mise en place d’un plan doit être raisonnable,
notamment dans le cadre de demandes urgentes,
typiquement inférieures à cinq minutes dans un
contexte opérationnel, ce qui n’est pas toujours
le cas actuellement.
Nous supposons connu l’algorithme qui permet
à un satellite de construire son plan de mission
à partir d’un ensemble de prises de vues qui
lui est affecté. Dans cet article nous nous in-
téressons au problème de la répartition des re-
quêtes dans une constellation de satellites. Cette
répartition consiste à planifier les demandes des
clients sur les différents satellites, tout en res-
pectant les contraintes et en assurant une charge
équilibrée pour chaque satellite.
Pour cela, les systèmes multi-agents coopéra-
tifs (Gleizes, 2012) et leur capacité à prendre
en compte un grand nombre d’entités et de
contraintes sont une bonne approche pour ré-
soudre ce type de problème. Dans ce tra-
vail nous nous appuierons sur AMAS4Opt
(Adaptive Multi-Agent System For Optimiza-
tion) (Kaddoum, 2011), un modèle d’agent gé-
nérique qui fournit des patrons de concep-
tion pour résoudre des problèmes d’optimisa-
tion combinatoire à l’aide des systèmes multi-
agents coopératifs.
La partie 2 de cet article formalise le problème
et présente son contexte. La partie 3 développe
le fonctionnement du système multi-agent AT-
LAS (Adaptive saTellites pLanning for dynAmic
earth obServation). Enfin, la partie 4 présente
une évaluation du système ATLAS ainsi que sa
comparaison à un algorithme Glouton Chrono-
logique.
2 Le problème de planification
multi-satellite
Cette partie décrit le problème puis présente un
résumé des méthodes de résolution actuellement
utilisées.
2.1 La formalisation du problème
En nous appuyant sur les travaux de (Bensana
and Verfaillie, 1999) et (Bonnet, 2008), nous al-
lons tout d’abord présenter formellement notre
problème. Dans la partie 3, nous nous appuie-
rons sur cette modélisation pour agentifier le
système.
Constellation de satellites. Une constella-
tion est un ensemble potentiellement hétérogène
de satellites, Sat = {s1, s2, ..., sn}, dans le-
quel chaque satellite si a ses propres caractéris-
tiques :
– une trajectoire légèrement elliptique autour de
la terre,
– une gestion d’énergie,
– une capacité mémoire,
– une charge utile, ici des instruments d’ob-
servation optique ou radar, et leurs attributs
propres,
– un système de contrôle orbital et de gestion
d’attitude, qui permet au satellite de contrôler
son pointage (vers la zone à observer).
Requêtes. Une requête est une commande
client. Nous noterons l’ensemble des requêtes à
planifier R = {r1, r2, ..., rm}, avec ri une re-
quête définie par un ensemble de données :
– son type,
– une date de soumission,
– un intervalle de temps qui correspond à la
période durant laquelle la requête est valable
(quelques heures à quelques jours, voire plu-
sieurs semaines),
– une zone géographique,
– une priorité donnée par le client,
– w, le taux de couverture nuageuse toléré,
0 <= w <= 1,
– un ensemble de mailles, M i =
{mi1,mi2, ...,mip}, associé à la requête ri.
Maille. Chaque requête est découpée en un
ensemble de mailles dites sœurs, M i. Une
maille est une entité élémentaire que le satellite
pourra acquérir en une seule prise de vue. Dans
cet article, nous ne parlerons pas de l’algorithme
de découpage des requêtes. Chaque maille re-
prend les contraintes de sa requête, mais est dé-
finie par une zone géographique plus petite. Une
requête ri est satisfaite si toutes ses mailles sont
acquises. A chaque maille, est associé un ou plu-
sieurs accès de visibilité correspondant à une
période durant laquelle la maille est visible par
le satellite. C’est dans cet accès de visibilité que
l’acquisition sera effectuée. La durée du créneau
d’acquisition est très inférieure à la durée de
l’accès de visibilité. La figure 1 représente un
accès de visibilité A sur la maille M1, par un sa-
tellite. Un créneau de réalisation C placé à l’in-
térieur de l’accès A. Le calcul de ces accès de
visibilité est une donnée externe au problème.
FIG. 1 – Représentation d’un accès de visibilité et d’un
créneau de réalisation
Contraintes dures et souples. Deux catégo-
ries de contraintes sont à prendre en compte : les
contraintes dures (la plage de validité ou le type
d’image souhaité par le client par exemple) et
souples (le taux de couverture nuageuse). L’en-
semble Ch de contraintes dures doit être satis-
fait, les contraintes souples, Cs peuvent être re-
lâchées.
But. L’objectif du problème est donc de
trouver pour chaque satellite un ensemble de
mailles, avec pour chaque maille une date d de
couverture. Les mailles d’une même requête ne
seront pas obligatoirement attribuées au même
satellite. Les satellites devront assurer la couver-
ture tout en :
– satisfaisant l’ensemble des contraintes
dures Ch,
– maximisant le nombre de contraintes souples
Cs satisfaites,
– maximisant le nombre de mailles à satisfaire.
2.2 État de l’art
Différentes publications traitent du problème de
la planification de mission d’une constellation,
en le comparant à des problèmes d’optimisa-
tion tel que le problème du sac à dos multidi-
mensionnel (Lemaître et al., 2002) et (Grasset-
Bourdel et al., 2011) ou au problème du voya-
geur de commerce (Mancel, 2004). Le sac à
dos représentant la capacité mémoire des sa-
tellites, et le chemin à trouver entre les villes
modélisant l’enchaînement entre les acquisi-
tions. De nombreux algorithmes existent pour
résoudre ces problèmes, et les méthodes de pla-
nification spatiale s’en inspirent. Nous regrou-
pons ici les approches les plus couramment uti-
lisées dans le domaine, en commençant par les
méthodes exactes puis les méthodes approchées.
Les méthodes exactes garantissent de trouver
la solution optimale, si elle existe. La Pro-
grammation Dynamique est utilisée pour dé-
composer le problème en sous-problèmes plus
simples. La difficulté de tels algorithmes vient
de la possibilité de découper récursivement le
problème initial. Comme le montre (Grasset-
Bourdel, 2011), si on applique l’algorithme li-
néairement, son déroulement va rapidement uti-
liser la majorité des ressources mémoires et le
rendre inapplicable en cas de requêtes stéréo-
scopiques (requêtes qui demandent des prises
de vue d’un même endroit, mais avec un déca-
lage temporel). (Mansour and Dessouky, 2010)
émettent la même critique concernant des al-
gorithmes construits sur une recherche de type
Séparation et Évaluation. En effet, même si
toutes les solutions ne sont pas explorées car
l’algorithme se sert des propriétés du problème
pour guider la recherche, le déroulement d’une
telle méthode est extrêmement coûteux (en es-
pace mémoire et en temps de calcul). Ces mé-
thodes ne sont donc pas adaptées pour des pro-
blèmes ayant de très grands espaces de re-
cherche. Le temps de parcours et l’espace mé-
moire nécessaires étant dépendants de la taille
de cet espace.
Les méthodes approchées peuvent être appli-
quées pour pallier ces différents inconvénients.
Elles permettent de trouver une solution d’une
bonne qualité en un temps raisonnable. La diffé-
rence entre ces méthodes vient de l’heuristique
qui guide la recherche et impacte donc la qualité
de la solution finale.
L’algorithme le plus utilisé, car rapide et fa-
cile à mettre en oeuvre, est l’algorithme Glou-
ton Chronologique (souvent nommée par son
terme anglophone Greedy Algorithm). Son prin-
cipe est simple, on planifie chronologiquement
les requêtes, et en cas de conflit on applique une
heuristique locale. De plus, cet algorithme sert
souvent de base de travail, comme par exemple
pour (Lemaître et al., 2002). Enfin, différentes
méthodes approchées sont adaptées pour être
appliquées au problème de planification de mis-
sion, comme les méthodes de Recuit Simulé
(Wu et al., 2014), les Recherches Tabou (Bian-
chessi et al., 2007), ou bien les Algorithmes
Génétiques tels que ceux présentés par (Globus
et al., 2003) et (Mansour and Dessouky, 2010).
Tous ces algorithmes, même s’ils produisent des
résultats plutôt satisfaisants présentent des li-
mites. Tout d’abord, comme nous l’avons évo-
qué, ils dépendent fortement de l’heuristique qui
guide la recherche. Il faut donc que le concep-
teur étudie et comprenne le problème dans sa
globalité, et si celui-ci change, il faudra réadap-
ter l’heuristique et l’algorithme. De plus, en cas
d’ajout de requêtes pendant le déroulement du
processus de planification, il faut reprendre le
processus depuis la première opportunité de pla-
cement de la requête ajoutée. Enfin, ces algo-
rithmes sont essentiellement conçus pour plani-
fier la mission d’un satellite. Même si le pro-
blème reste globalement le même, ils font abs-
traction des nouvelles contraintes, comme par
exemple l’équilibre de la charge de la constel-
lation.
(Bonnet and Tessier, 2009) proposent une ap-
proche basée sur les systèmes multi-agents
pour la planification à bord des satellites d’une
constellation. Dans cette approche, les satellites
sont définis comme étant des agents communi-
cants via des liaisons inter-satellites. L’objectif
des satellites est de négocier entre eux la répar-
tition des demandes de prises de vues reçues
du sol permettant de maximiser le nombre de
demandes satisfaites. Par l’utilisation des liai-
sons inter-satellites, l’applicabilité de cette ap-
proche requiert un certain nombre de conditions
(taille de la constellation, distance entre satel-
lites, etc.). Dans le travail présenté, nous pro-
posons l’utilisation des systèmes multi-agents
pour la planification au sol de la mission
d’une constellation de satellites.
3 Le système ATLAS
Le modèle AMAS4Opt (Kaddoum, 2011) est
basé sur l’approche par AMAS (Adaptive Multi-
Agent System) (Gleizes, 2012). Dans cette ap-
proche, la coopération locale des agents per-
met au système de s’auto-organiser pour réali-
ser la fonction pour laquelle il est conçu. Ainsi,
AMAS4Opt fournit les patrons de conception
de deux rôles d’agents coopératifs : le rôle
« contraint » et le rôle « service ». Les agents
ayant le rôle « contraint » portent le problème
et doivent être satisfaits, et les agents qui ont
le rôle « service » possèdent les capacités et les
compétences pour satisfaire les agents ayant le
rôle « contraint ». Ce modèle utilise la criticité
locale des agents ayant le rôle « contraint »
comme moteur de la coopération entre agents.
Nous avons utilisé ce modèle pour concevoir les
agents et l’architecture générale du système et
nous en proposons ici une amélioration.
Dans cette partie nous présentons les agents et
leur rôle, puis la mesure de la criticité utilisée
par les agents ayant le rôle « contraint ». Enfin,
nous introduisons la mesure du coût représen-
tant la criticité des agents ayant le rôle « ser-
vice ».
3.1 Les agents
A l’aide de la modélisation du problème pro-
posée dans la partie 2.1, et en se basant sur
AMAS4Opt nous avons identifié neuf entités,
parmi lesquelles :
– trois types d’agents coopératifs : le type
agent requête, le type agent maille et le type
agent satellite (leur comportement sera dé-
taillé plus tard dans cet article),
– trois types d’entités actives : la couverture
nuageuse, l’éphéméride solaire et les stations
de télé-déchargement (ces entités n’ont pas de
but à satisfaire),
– trois types d’entités passives (ressources du
système) : la mémoire des satellites, leur bat-
terie et un module de calcul de trajectoire et
d’attitude orbitales.
L’utilisation du modèle AMAS4Opt permet de
définir le comportement et les interactions des
agents : les agents satellites prennent le rôle
« service », et les agents requêtes et mailles le
rôle « contraint ». Nous présentons ci-dessous
les trois agents coopératifs en indiquant leur
objectif local, les entités du système avec les-
quelles ils seront en interaction au cours de leur
processus de résolution et les agents avec les-
quels ils seront amenés à négocier (échanges
d’information, demandes de services, etc.), dans
le but d’atteindre leur objectif.
Le type agent satellite (rôle « service »)
– objectif : acquérir des prises de vues,
– interactions avec :
- le module de gestion trajectoire,
- la couverture nuageuse,
- la batterie,
- la mémoire,
- le soleil,
– négociations avec :
- les agents mailles.
Le type agent requête (rôle « contraint »)
– objectif : avoir toutes ses mailles planifiées,
– négociations avec :
- les agents mailles.
Le type agent maille (rôle « contraint »)
– objectif : être planifiée,
– négociations avec :
- les agents satellites,
- les agents requêtes.
3.2 La planification multi-satellite
Le système ATLAS assure la planification
de la constellation grâce à la coopération de
ses agents. Cette coopération est assurée via
l’échange de messages entre les agents et est
guidée par deux indicateurs : la criticité et le
coût. C’est cette coopération qui permet de pro-
duire une planification respectant les critères
suivant : un maximum de requêtes planifiées et
un équilibre au sein de la constellation (les sa-
tellites doivent avoir tous la même charge de
travail). Le fonctionnement du système ATLAS
TAB. 1 – Les agents coopératifs et leurs différents messages
Agent Message Signification
Satellite estimationSlot(Cost c) Estimation du coût de la planification d’une maille
confirmSlot(Boolean b) Confirmation ou non de la planification
Maille askForASlot(Access a) Demande de planification
askConfirmationForASlot(Access a) Demande de confirmation pour l’accès
informRequest() Transmet de nouvelles informations à sa requête
Requête informMesh() Transmet de nouvelles informations à une maille
est basé sur la répétition par les agents du cycle
« Perception - Décision - Action ». La phase de
décision est l’étape centrale. En fonction de ses
perceptions et de son état, l’agent choisit l’ac-
tion à réaliser.
Les agents mailles envoient leurs demandes à
tous les agents satellites ayant un accès de visi-
bilité sur eux, et par la suite, privilégient l’agent
satellite au coût le plus faible. Les agents sa-
tellites vont traiter tous les agents mailles les
ayant sollicités en commençant par ceux les plus
critiques. Les agents requêtes peuvent influen-
cer la criticité de leurs agents mailles en fonc-
tion de l’avancement de la planification de la
requête dans son ensemble. Les différents mes-
sages émis par les agents sont présentés dans la
table 1.
FIG. 2 – Exemple de planification
La figure 2 illustre le problème suivant : deux
agents mailles (AM1 et AM2) communiquent
avec deux agents satellites (AS1 et AS2). AM1
possède un seul accès de visibilité et AM2 deux.
La résolution suit les cycles suivants :
– cycle 1 : AM1 et AM2 émettent pour tous
leurs accès (a1, a2.1 et a2.2) des demandes
aux agents satellites,
– cycle 2 : AS1 et AS2 classent les demandes
en fonction de la criticité des agents mailles,
et calculent les coûts (c1, c2 et c3) de planifi-
cation qu’ils renvoient aux agents mailles,
– cycle 3 : AM1 et AM2 choisissent les agents
satellites les moins coûteux et demandent
confirmation,
– cycle 4 : AS1 et AS2 valident.
3.3 La criticité et le coût
La criticité. Dans ATLAS, le degré de non
satisfaction des agents mailles est représenté par
la criticité. (Bouziat et al., 2014) définissent la
criticité comme « la distance qui sépare l’état
courant [de l’agent], de l’état dans lequel son
objectif local est atteint ».
Les règles de comportement local des agents
satellites sont donc écrites pour favoriser les
agents mailles les plus critiques. Cette criticité,
qui indique donc le degré de non satisfaction de
l’agent maille, est représentée par un ensemble
de valeurs ordonnées. Dans la version actuelle
du système, cette mesure comprend trois cri-
tères.
Le premier critère concerne l’urgence de la
planification de la maille. Celle-ci est définie
par le client au moment de sa commande. En
cas d’égalité de ce critère, les agents satellites
utilisent le nombre d’accès de visibilité res-
tants (deuxième critère). Ainsi, un agent maille
qui n’est visible qu’une seule fois par les sa-
tellites sera prioritaire par rapport aux autres
agents mailles visibles plusieurs fois. En effet, si
l’agent satellite privilégie un agent maille ayant
plusieurs accès de visibilité sur un agent maille
en ayant un seul, ce dernier ne pourra pas être
planifié. Enfin, les agents mailles font évoluer
leur criticité en fonction de leur état et des ré-
ponses à leurs messages envoyés aux agents
satellites. Le troisième critère concerne donc
l’influence des agents requêtes sur les agents
mailles les composants.
L’évolution de la criticité d’un agent maille aug-
mente si le nombre de ses créneaux de visibilité
diminuent, ou si ses mailles sœurs sont plani-
fiées. Elle baisse lorsque l’agent maille est pris
en compte. Finalement, elle est nulle lorsque
l’acquisition de l’agent maille est planifiée.
Le coût. La criticité, telle qu’elle est défi-
nie dans le modèle AMAS4Opt, ne permet pas
une coopération totale entre les agents : la co-
opération est seulement assurée par les agents
ayant le rôle « contraint ». En effet, elle ne per-
met qu’aux agents ayant le rôle « service » de
savoir quels agents ayant le rôle « contraint »
sont prioritaires. Ainsi, un agent ayant le rôle
« contraint » ne peut pas privilégier un agent
ayant le rôle « service » sur un autre. Nous avons
donc ajouté la notion de coût pour résoudre
ce problème, et rendre les agents ayant le rôle
« contraint » plus coopératifs.
Dans ATLAS, le coût est un indicateur sur la dif-
ficulté pour l’agent satellite à prendre en compte
et planifier un agent maille. Il est calculé et
retourné à l’agent maille ayant émis un mes-
sage de demande de couverture. L’agent maille
va donc recevoir un coût pour chaque demande
émise aux agents satellites. Pour favoriser la co-
opération, un agent maille privilégie l’agent sa-
tellite lui répondant avec le coût le plus faible.
Voici des éléments qui favorisent un coût élevé :
– une charge mémoire importante (beaucoup de
mailles sont déjà planifiées par le satellite),
– un grand nombre de messages de demande de
planification reçus,
– la nécessité d’adapter le plan, en déplaçant
des éléments planifiés.
4 Résultats et discussions
Dans cette partie, nous présentons les résultats
obtenus par le système multi-agent ATLAS pour
planifier une constellation de satellites. Pour le
tester nous avons développé un générateur de
scenarii. Ces différents scenarii permettent de
présenter l’intérêt du système ATLAS et de le
comparer avec l’algorithme Glouton Chronolo-
gique couramment utilisé dans le domaine spa-
tial.
4.1 Le générateur de solutions
Lors de l’établissement d’un plan de mission,
les demandes des clients sont pré-traitées pour
conduire à une liste de mailles correspondantes
à acquérir. Cette phase de pré-traitement ne
concerne pas ATLAS. Chacune de ces mailles
terrestres est visible par un ou plusieurs sa-
tellites de la constellation. Chaque maille peut
donc être acquise par différents satellites à dif-
férents instants, ce qui augmente le nombre de
solutions possibles.
Nous avons donc développé et utilisé un gé-
nérateur pour construire des plans de mission
complets, c’est-à-dire que tous les créneaux
sont occupés par des acquisitions. Ces plans se
concentrent sur les données temporelles des re-
quêtes. Pour éviter de fournir une liste dans la-
quelle chaque requête n’a qu’un seul accès de
visibilité, le générateur ajoute à chaque requête
un nombre aléatoire d’accès de visibilité vers
des satellites eux aussi tirés aléatoirement dans
la constellation. Ainsi, nous obtenons une liste
de requêtes ayant toutes plusieurs accès de vi-
sibilité. Chaque requête peut donc être couverte
par N satellites et ceci à différents moments de
la mission.
Ce générateur permet de générer un nombre
conséquent de scenarii représentatifs de la com-
binatoire du problème réel. Cette génération a
été validée par des experts du domaine spatial.
Nous pouvons ainsi tester le système ATLAS,
prouver sa validité, sa robustesse et son passage
à l’échelle.
4.2 Expérimentations sur ATLAS
Nous allons tout d’abord nous intéresser à l’évo-
lution de la criticité globale du système et des
messages échangés. Pour cela, nous avons gé-
néré un scénario comprenant cinq satellites et
cinq cents requêtes, scénario que nous nom-
merons S1. Les résultats que nous exposons
sont obtenus en moyenne après avoir lancé cent
fois S1.
FIG. 3 – Évolution de la criticité globale d’ATLAS
Criticité du système. La figure 3 montre
l’évolution de la criticité globale du système
tout au long de son déroulement. Pour cela, nous
avons donné une valeur numérique aux critici-
tés des agents mailles. Cette valeur augmente
FIG. 4 – Évolution du nombre de messages par cycle
en fonction du nombre d’accès de visibilité res-
tant et du nombre de messages envoyés, elle de-
vient nulle quand la maille est planifiée. Après
une croissance lors des premiers cycles, quand
les agents mailles émettent des demandes de
couverture aux agents satellites, la criticité glo-
bale ne fait que décroître avant de se stabiliser.
La forte décroissance est due au grand nombre
de planifications initiales. Le fait que la criti-
cité globale décroît rapidement pour stabiliser
vers une valeur assez faible montre qu’ATLAS
converge rapidement vers une solution, où il
reste peu d’agents mailles non planifiés.
Communications et cycles de résolution. La
figure 4 permet de voir l’évolution du nombre de
messages au cours des cycles de décision, et ce
pour la résolution de S1. On note deux fortes
décroissances entre les cycles 2 - 3 et 4 - 5.
Les agents mailles initialisent le système, puis,
ayant tous émis des requêtes vers les agents
satellites au cycle 1, ce sont ces derniers qui
traitent les demandes lors du cycle 2, les agents
mailles étant en attente de réponses. Cinq fois
moins de messages sont envoyés au cycle 3,
en effet, à ce stade ce sont les agents mailles
qui traitent les réponses à leurs requêtes et de-
mandent confirmation au satellite qu’elles choi-
sissent de favoriser. On note le même phéno-
mène, un palier puis une forte diminution aux
cycles 3, 4 et 5, mais avec moins de messages
car davantage d’agents mailles sont déjà dans
un état « planifiés », ils ne communiquent donc
plus. En convergeant rapidement vers une so-
lution, les agents n’encombrent pas le système
avec un trop-plein de communication.
La table 2 permet de visualiser le nombre de
messages émis par les agents mailles et le
nombre de cycles de résolution nécessaires pour
des constellations de plus en plus grandes. Un
satellite est ajouté à chaque nouvelle constel-
lation. La colonne S de la table 2 donne le
nombre de satellites pour chaque constellation.
Les différents scenarii produits par le généra-
teur durent 100 unités de temps, ce qui corres-
pond à une moyenne de 86 requêtes pour chaque
satellite, la croissance du nombre de requêtes
est donc linéaire. Pour simplifier les expérimen-
tations, nous avons décidé que chaque requête
correspond à une maille. La proportion d’ac-
cès de visibilité pour chaque maille est don-
née par un facteur en entrée du générateur, que
nous avons augmenté en fonction du nombre
de satellites, afin d’accroître la complexité du
problème : rajouter des accès de visibilité re-
vient à accroître le nombre de solutions pos-
sibles. L’augmentation de la complexité, et donc
du nombre de messages émis, n’empêche pas le
système de toujours converger vers une solution
en un faible nombre de cycles et dans un temps
de calcul restreint.
TAB. 2 – Nombre de messages échangés et nombre de
cycles de résolutions
S Mailles Accès Messages Cycles
2 175 546 780 7
3 259 792 1 125 11
4 331 1 177 1 644 13
5 417 1 518 2 126 13
6 518 2 146 2 921 15
7 605 2 478 3 346 17
8 694 3 470 4 526 17
9 767 4 286 5 540 17
10 860 5 738 7 384 20
4.3 Comparaison avec un algorithme Glou-
ton Chronologique : ChronoG
ChronoG. Pour analyser la qualité des solu-
tions d’ATLAS, nous le comparons à la solu-
tion standard qui est actuellement utilisée par
les références du spatial : l’algorithme Glouton
Chronologique, nommé ici ChronoG. ChronoG
traite la constellation un satellite à la fois. Nous
supposerons aussi qu’une maille sera acquise
par un seul satellite.
L’algorithme suivant est donc répété pour
chaque satellite : pour chaque pas de temps t
de la durée de planification parcourue chrono-
logiquement, ChronoG regarde si une maille est
planifiée ou si l’espace est libre.
– Si une maille est planifiée, ChronoG passe à
t + 1, sinon, ChronoG vérifie si une maille
peut être placée à cet instant en déterminant
si la maille en question possède un accès de
visibilité qui englobe la date courante t.
– si plusieurs mailles sont possibles, ChronoG
utilise une heuristique, détaillée ci-dessous,
pour sélectionner une maille.
– en cas d’égalité, ChronoG choisira la maille
ayant la plus petite différence entre la fin de
son accès de visibilité et t.
Finalement, ChronoG planifie la maille choisie
en réservant la durée nécessaire à son acquisi-
tion.
FIG. 5 – Heuristique de choix
La figure 5 permet de comprendre l’heuristique
utilisée par ChronoG : les accès A, B et C (ap-
partenant respectivement aux mailles M1, M2 et
M3) sont possibles à t. C sera sélectionné car il
appartient à la maille la plus critique : M3 n’a
plus qu’un seul accès de disponible.
Expérience 1 : Taux de planification. La
première expérimentation permet de compa-
rer les systèmes ATLAS et ChronoG, sur des
constellations de tailles différentes. Pour me-
ner à bien cette expérimentation, nous avons gé-
néré aléatoirement neuf scenarii, en rajoutant à
chaque fois à la constellation un satellite. De
plus, nous augmentons progressivement le de-
gré d’accessibilité des requêtes par les satel-
lites, ainsi, plus la constellation est grande, plus
les requêtes sont visibles. Cela permet de com-
plexifier la résolution : en augmentant le nombre
FIG. 6 – Comparaison des résultats entre ATLAS et Chro-
noG
d’accès possibles, le nombre de solutions pos-
sibles augmente aussi. Nous définissons un in-
dicateur sur la solution : le pourcentage de re-
quêtes planifiées. La solution proposée par le
générateur est optimale sur ce critère, car toutes
les requêtes sont planifiées : le taux de planifi-
cation est de 100%. Ainsi il est facile de compa-
rer facilement les deux systèmes, un taux élevé
nous indiquant donc que la solution est de bonne
qualité.
La figure 6 montre que les résultats obtenus avec
le système ATLAS sont meilleurs. Certes, les
deux premières exécutions (sur des constella-
tions de deux et trois satellites et une moyenne
de deux accès par maille) produisent de bons
résultats sur les deux systèmes, mais cela s’ex-
plique par le fait que chaque maille possède peu
d’accès de visibilité.
Quand la taille de la constellation et le facteur
d’accessibilité augmentent, les résultats se sta-
bilisent, ATLAS assurant un taux de planifica-
tion avoisinant les 90%, alors que ChronoG est
en moyenne à 80%. Cette stabilisation est plus
visible sur les résultats produits par ATLAS où
la convergence se fait dès que la constellation
atteint 4 satellites. Enfin, il est important de no-
ter que l’écart type des pourcentages de planifi-
cation pour ATLAS est de l’ordre de 2%, et ce
quelle que soit la taille de la constellation. AT-
LAS produit donc des solutions homogènes.
TAB. 3 – Comparaison taux de mailles planifiées et temps
d’exécution
% planification Temps d’exécution
S ChronoG ATLAS ChronoG ATLAS
2 86 % 97 % 20 ms 50 ms
3 81 % 95 % 31 ms 31 ms
4 81 % 92 % 32 ms 34 ms
5 80 % 91 % 32 ms 30 ms
6 80 % 91 % 47 ms 28 ms
7 79 % 92 % 50 ms 38 ms
8 77 % 91 % 64 ms 29 ms
9 78 % 91 % 50 ms 36 ms
10 78 % 91 % 50 ms 71 ms
La table 3 détaille les statistiques obtenues lors
de l’exécution des neuf scenarii : taux de plani-
fication et temps moyen d’exécution. Ces résul-
tats montrent qu’ATLAS planifie toujours plus
de mailles que ChronoG. Concernant les temps
moyens d’exécution, ATLAS est aussi meilleur.
La variation de ces durées dépend de la com-
plexité des scenarii. Un nombre de conflits im-
portant entraînent de nombreux appels à l’heu-
ristique ce qui ralenti ChronoG. A l’inverse, les
agents du système ATLAS traitent localement
ces conflits, ce qui ne ralentit pas la résolution.
Expérience 2 : Équilibre de charge. Pour
illustrer cette seconde expérience, nous avons
généré un scénario particulier. Dans ce dernier,
deux satellites agiles identiques (que nous nom-
merons A et B) se suivent, cette agilité leur per-
met d’effectuer des prises de vues parallèles à
leur déplacement, mais aussi en avant ou en ar-
rière. De plus, ils possèdent les mêmes accès
de visibilité. Ainsi, chaque maille peut être ac-
quise par n’importe quel satellite. Le but ici est
de montrer la distribution de la charge au sein
de la constellation. Les figures 7 et 8 sont des
représentations des tâches que les satellites de-
vront effectuer durant leur passage. L’axe cen-
tral représente la trace au sol, c’est-à-dire le dé-
placement vu du sol des deux satellites, avec
sur la partie haute (rectangle noir) les tâches du
premier satellite et sur la partie basse (damier)
celles du second. Les rectangles sont hachurés
en fonction du satellite responsable de l’acqui-
sition. Les rectangles vides correspondent quant
à eux, aux mailles non affectées.
FIG. 7 – Mission planifiée avec ChronoG
FIG. 8 – Mission planifiée avec ATLAS
Il est intéressant de noter que les résultats ob-
tenus sur ce cas d’étude sont proches de ceux
que l’on avait pu obtenir via des scenarii aléa-
toires, ATLAS fournissant toujours de meilleurs
taux de planification (88% pour ATLAS contre
76% pour ChronoG). Pour ChronoG (figure 7),
le satellite A a seulement neuf tâches de pla-
nifiées et B en compte onze. En comparaison,
nous voyons sur la figure 8 que la planification
avec ATLAS donne douze prises de vues pour
A et onze pour B. Enfin, nous constatons aussi
que la planification via la méthode gloutonne
entraîne davantage de périodes d’inactivités. En
effet, ChronoG n’étant pas coopératif mais repo-
sant sur une heuristique, les requêtes attribuées
bloquent des enchaînements qui auraient permis
d’ordonnancer davantage de tâches.
4.4 Discussion
Les systèmes actuels sont basés sur une heuris-
tique globale et sont dépendants de cette der-
nière. Changer les entités du problème impose
de modifier certains paramètres. Dans notre sys-
tème multi-agent, ce sont la criticité des agents
mailles et le coût de planification émit par les
agents satellites qui guident la recherche. Or
ces deux critères sont déduits du fonctionne-
ment normal des entités et définis afin de mettre
en avant la coopération, on peut donc changer
les entités (les caractéristiques des satellites par
exemple) sans avoir à les modifier.
Une autre limitation est l’approche réduction-
niste des méthodes utilisées pour planifier les
constellations. Actuellement, les satellites sont
planifiés individuellement, et ne tirent pas pro-
fit des avantages que présentent les constella-
tions. Les agents composant ATLAS coopèrent
pour planifier efficacement la constellation dans
son ensemble. Le coût et la criticité sont donc là
aussi deux puissants outils.
Enfin, l’ouverture et le dynamisme du système
sont deux points intéressants. Dans les systèmes
de planification actuellement utilisés, l’ajout et
la suppression de requêtes durant le calcul du
plan est une opération particulièrement diffi-
cile. C’est d’autant plus problématique dans une
approche chronologique comme ChronoG : les
requêtes sont traitées dans leur ordre d’accès.
Supprimer ou ajouter une requête implique de
recalculer le plan à partir de la date d’accès
de la requête, et donc perdre du temps de cal-
cul. Les requêtes urgentes, qui arrivent en cours
de planification ne peuvent pas toujours être
prise en compte, en fonction du temps restant.
Au contraire, ATLAS est lui un système ou-
vert. L’ajout ou la suppression d’une requête en-
traîne une perturbation locale. Les agents vont
la prendre en compte et s’adapter pour conver-
ger vers une nouvelle solution. Nos prochains
travaux concerneront cette auto-adaptation.
5 Conclusion et perspectives
Dans cet article, nous avons présenté une ap-
proche basée sur les systèmes multi-agents
adaptatifs pour planifier efficacement une
constellation de satellites d’observation de la
Terre : ATLAS. Dans ce système, la coopération
des agents est guidée par la criticité des agents
mailles, et par le coût indiqué par les agents
satellites. Ces deux moteurs de la coopération
permettent ainsi d’assurer qu’un nombre de re-
quêtes important soit planifié de façon équi-
librée entre les satellites de la constellation.
Les différentes expérimentations ont montré
qu’ATLAS fournissait des résultats de meilleure
qualité que l’algorithme Glouton Chronolo-
gique couramment utilisé (ChronoG). De plus,
ATLAS fournit des solutions ayant un meilleur
équilibrage de la charge de la constellation.
Ces premiers résultats sont donc très encoura-
geants et prouvent l’intérêt d’une approche par
système multi-agent pour planifier efficacement
une constellation de satellites.
Nos futurs travaux vont concerner la prise en
compte de la dynamique et l’auto-adaptation
du système. Nous envisageons aussi de tester
ATLAS sur des cas d’utilisations réels. Ainsi,
nous pourrons comparer nos résultats avec des
plans de mission produits par le CNES (Centre
National d’Études Spatiales) ou Airbus D&S-
Geo (anciennement Spot Image), deux orga-
nismes qui gèrent les constellations des satel-
lites Spot et Pléiades.
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