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Abstract
A subset of edges J ⊆E(G) in a undirected graph G is called a join if at most half the edges
of each cycle of G are contained in J . In this paper we consider the problem of nding a join
of maximum weight: given a graph G and an edge weighting c :E(G) → R, nd a join of
maximum weight. We show that the problem is NP-hard even in the case of 0; 1-weights, which
answers a question of A. Frank in the negative. We also show that in the case of series–parallel
graphs and arbitrary weights, the problem can be solved in time O(n3), where n is the number
of vertices in G. ? 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper, a graph stands for an undirected multigraph without loops. Let G
be a graph. A subset of edges J ⊆E(G) is called a join of G if at most half the
edges of each cycle in G belong to J . We consider the problem of nding a join
of maximum weight that can be stated as follows: given a graph G and an edge
weighting c :E(G) → R, nd a join of G with maximum weight. Frank [3] proves
that the problem is polynomial-time solvable in the case of unit weights. In Section 2
of this paper we show that the problem is NP-hard in the case of 0; 1-weights, which
answers a question in [3] in the negative. In Section 3 we show that in the case of
series–parallel graphs and arbitrary weights the problem can be solved in time O(n3),
where n is the number of vertices in the graph.
2. NP-hardness
Theorem 1. The problem of &nding a join of maximum weight in a graph G is
NP-hard even when restricted to the case c(e) ∈ {0; 1} for all e ∈ E(G).
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Proof. To show that the 0; 1-weights case of the maximum weight join problem is
NP-hard it suFces to show that the following recognition problem is NP-complete:
given a graph G, a positive integer k, and an edge subset F ⊆E(G), decide whether
there exists a join J such that J ⊆F and |J |¿k. We prove this by constructing a
polynomial-time reduction from the independent set problem (which is well known to
be NP-complete, see [4]). Let a graph G and an integer k form an instance of the
independence set problem. Consider the graph H that is obtained from G by adding
a new vertex u and edges connecting u with all vertices of G. Let F denote the set
of these edges. For any subset Y ⊆V (G), denote by ’(Y ) the set of edges in F that
connect the vertices in Y with u. Now let X ⊆V (G). If X is independent in G, then
each triangle of H contains at most one edge in ’(X ), whereas the cycles of larger
length can have at most two such edges. Thus ’(X ) is a join in H . If ’(X ) is a
join of H , then the vertices in X are pairwise non-adjacent, since otherwise H would
contain a triangle with two edges in ’(X ). It follows that G contains an independent
set of cardinality k if and only if H contains a join J ⊆F of size k. This proves the
theorem.
3. The case of series–parallel graphs
A graph is called series–parallel if it can be obtained from K2 (Kn here and hereafter
stands for the complete graph on n vertices) by a successive application of the following
operations:
(1) adding a parallel edge to an edge;
(2) replacing some edge with a simple path.
The following classical result of Dirac [1] and DuFn [2] establishes a characterization
of series–parallel graphs.
Theorem 2 (Dirac and DuFn [1,2]). A 2-connected graph G is a series–parallel graph
if and only if G does not contain a subgraph homeomorphic to K4.
Notice that in the literature series–parallel graphs are often dened as those that
do not contain subgraphs isomorphic to K4. Theorem 2 shows that the distinction be-
tween thus produced classes of graphs is immaterial from the viewpoint of algorithmic
complexity of the maximum weight join problem. On the other hand, when construct-
ing algorithms for some optimization problems, the classical denition turns out to
be more appropriate (see, e.g. [5]). Moreover, in our treatment, as well as in [5], the
well-known equivalent recursive denition of series–parallel graphs in terms of linkages
of two-terminal graphs proves to be useful.
By a two-terminal graph (G; s; t) we shall mean a graph G with two specied
vertices denoted by s and t, and called terminals.
Let (G1; s1; t1) and (G2; s2; t2) be two-terminal graphs. A graph (H; u; v) is called
a series linkage of (G1; s1; t1) and (G2; s2; t2) if H is obtained from G1 and G2 by
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identifying the terminals t1 and s2, and moreover, E(H) = E(G1) ∪ E(G2), u= s1, and
v= t2. A graph (H; u; v) is called a parallel linkage of (G1; s1; t1) and (G2; s2; t2) if H
is obtained from G1 and G2 by identifying the terminal s1 with the terminal s2 and
the terminal t1 with the terminal t2, and moreover, E(H) = E(G1) ∪ E(G2), the vertex
u is the result of identifying s1 with s2, and the vertex v is the result of identifying t1
with t2.
In the above terms, series–parallel graphs can be equivalently dened in the following
way: a two-terminal graph (G; s; t) is series–parallel if it satises either of the following
conditions:
(1) it consists only of the edge st;
(2) it is either a series or a parallel linkage of two-terminal series–parallel graphs.
Let J be a join of a graph G. Dene a function wJ : E → {−1;+1} by the equality
wJ (e) =
{−1 if e ∈ J;
+1 otherwise:
It follows from the denition of join that every cycle of G has nonnegative weight
with respect to wJ . An arbitrary function from E(G) to {−1;+1} having this property
uniquely denes a join in G and is called a conservative weighting of the graph G [6].
For any two vertices x and y in G, denoted by J (G; x; y) the length of a minimum
weighted (with respect to wJ ) path connecting x and y.
Lemma 3. Let (G; s; t) be a two-terminal graph and x be the length of a shortest
(with respect to the number of edges) path between s and t. Then for any join J
of G,
−x6J (G; s; t)6x:
Proof. The second inequality holds, since by denition J (G; s; t) does not exceed the
length of every (s; t)-path. We now prove the rst inequality. Let J be a join of (G; s; t).
Let P′ and P′′ denote the sets of edges in a shortest (with respect to the number of
edges) and a minimum weighted (with respect to wJ ) (s; t)-paths, respectively. Denote
by P the symmetric diJerence of P′ and P′′. It suFces to prove that the total weight
of edges in P ∩ P′′ is at least −|P ∩ P′|. It is easy to see that P induces an Eulerian
subgraph of G. Denote it by H . Since H is Eulerian, it splits into edge disjoint cycles
C1; : : : ; Cr . For i=1; : : : ; r, let E(Ci) denote the set of edges of the cycle Ci. Then, for
each i=1; : : : ; r, E(Ci)=L′i∪L′′i where L′i ⊆P′ and L′′i ⊆P′′. Since wJ is a conservative
weighting,
06
∑
e∈L′i
wJ (e) +
∑
e∈L′′i
wJ (e)6|L′i |+
∑
e∈L′′i
wJ (e);
that is
∑
e∈L′′i wJ (e)¿− |L
′
i |. By adding up the last inequalities over all i from 1 to r,
we arrive at the desired conclusion.
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Let (G; s; t) be a two-terminal series–parallel graph in which each edge e has a
weight c(e). For any xed integer k, let Q(G; s; t; k) denote the maximum value of
c(J )=
∑
e∈J c(e) over all joins J of G such that J (G; s; t)=k; if the set of such joins
is empty, we assume that Q(G; s; t; k) =−∞.
Theorem 4. Let (Gi; si; ti) (i = 1; 2) be two-terminal series–parallel graphs. Then
(a) if (G; s; t) is a series linkage of these graphs, then
Q(G; s; t; k) = max{Q(G1; s1; t1; k1) + Q(G2; s2; t2; k2): k1 + k2 = k}; (1)
(b) if (G; s; t) is a parallel linkage of these graphs, then
Q(G; s; t; k) =max(max{Q(G1; s1; t1; k) + Q(G2; s2; t2; k2): k + k2¿0};
max{Q(G1; s1; t1; k1) + Q(G2; s2; t2; k): k + k1¿0}): (2)
Proof. Note that in both cases the join J in G is the union of two disjoint joins J1 and
J2 in the subgraphs G1 and G2, respectively. Consequently, c(J ) = c(J1) + c(J2). In
the case when G is a series linkage of G1 and G2, the converse is also true: the union
J of any two joins J1 and J2 in G1 and G2, respectively, is a join in G; moreover,
J (G; s; t) = J1 (G1; s; t) + J2 (G2; s; t). This implies (a). Consider now the case when
G is a parallel linkage of G1 and G2. Assume that J = J1 ∪ J2 is a join in G. But then
the joins J1 and J2 satisfy the inequality J1 (G1; s; t)+J2 (G2; s; t)¿0. And conversely,
the union of J1 and J2 is a join in G whenever J1 and J2 are joins in G1 and G2,
respectively, and satisfy the above inequality. This proves (b).
The process of constructing a series–parallel graph G can be represented by a rooted
binary tree. Each vertex of this tree is associated with a subgraph of G; moreover, the
root is associated with G itself, and the leaves are associated with the subgraphs of
G isomorphic to K2. If subgraphs H1 and H2 are associated with the descendants of a
vertex corresponding to a subgraph H , then H is either a series or a parallel linkage
of H1 and H2. A linear algorithm for constructing such a tree is described in [7]. By
using these tree, recursive relations (1) and (2), and Lemma 3, one can successively
compute the values Q(H; s; t; k) for all the subgraphs H of G. Since, by Lemma 3, the
total number of these quantities is equal to O(n2), the computations can be implemented
in O(n3) time. Finally, by using the standard technique of dynamic programming, given
the values of Q(H; s; t; k), one can nd a join of maximum weight. The overall running
time of the described algorithm is O(n3).
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