Fiber aligned frequency domain thermoreflectance (FAFDTR) is a simple noncontact
Introduction
Decades ago, thermal conductivity in solids was determined by measuring the temperature gradient produced by steady heat flux across a one-dimensional geometry. Thin films and high conductance samples are challenging for these techniques due to small absolute temperature differences. Transient methods with excitation time-scales similar to diffusion time-scales have been employed to generate sufficient thermal gradients ͓1,2͔. This idea was extended to periodic excitation, so that lock-in amplifiers could be used to resolve smaller signal to noise ratios ͑SNRs͒ ͓3-7͔. Of these techniques, the 3-omega method ͓6͔ is most common, but requires invasive and time consuming microfabrication of electrical heating/sensing elements on the sample surface, rendering scanning operations impossible and measurements of rough or electrically conductive samples challenging. Noncontact all-optical methods use an intensity modulated pump laser to heat the sample and a probe laser to measure the resultant thermal wave via the temperature dependant optical properties of the sample or surrounding medium. Although these optical techniques overcome 3-omega's shortcomings, they are typically exceedingly complex or are applicable to a limited range of materials. For example, time-domain thermoreflectance ͑TDTR͒ techniques ͓2,8-15͔ are highly accurate but require ultrafast laser pumping, sensitive pump-probe delay stages, and extensive postprocessing. Likewise, detection by the mirage effect ͓3,4͔ requires liquid helium environment for low temperature measurements, has reduced accuracy for samples with low thermal diffusivity ͓16͔, and is also sensitive to pump-probe alignment.
In this paper, we present the fiber aligned frequency domain thermoreflectance ͑FAFDTR͒, an alternative pump-probe optical technique that has enhanced simplicity without sacrificing predictive accuracy over a wide range of materials and films. We herein build on frequency domain thermoreflectance ͑FDTR͒ techniques that use carefully aligned, low-noise, free space cw ͓17-21͔ or pulsed ͓21͔ lasers and external modulation of the pump laser beam, usually with an acousto-optic modulator or an electro-optic modulator. FAFDTR utilizes instead inexpensive fiber coupled diode lasers. These lasers can be directly modulated via their drive current, eliminating the need for external modulators, and enabling perfect pump-probe alignment via a simple fiber coupler. A common mode rejection scheme is introduced to maintain accuracy in spite of the inherently high noise levels associated with diode lasers.
Fiber optics were earlier invoked to improve alignment in TDTR ͓22͔ and more recently with diode lasers to measure the thermal conductivity of an evaporated metal film coating the fiber tip ͓23͔. FAFDTR uses two fiber coupled diode lasers that are merged into a single fiber and collimated into free space as perfectly aligned pump and probe beams. Absorption of the pump beam on the sample creates a temperature wave in the material that can be swept between 1D and 3D heating through varying the modulation frequency. Temperature oscillations at the surface cause its reflectance to change and therein periodically modulate the reflected probe beam. Both the amplitude of the thermal re-sponse and the phase lag between the pump and the temperature response depend on thermal conductivity, as previously demonstrated ͓17-20͔. In this work, we monitor phase lag because it is less sensitive than amplitude to intensity instabilities that plague diode lasers.
Frequency dependent phase data from FAFDTR is fitted to a conduction model using the sample's thermal conductivity as the lone fitting parameter. The sample thermal conductivity is identified as the thermal conductivity providing the best match between model and experiment. Validation of FAFDTR is herein reported for both bulk and thin film samples with thermal conductivities spanning three orders of magnitude. A detailed error analysis is provided.
Experimental Setup
The experimental setup for FAFDTR is shown in Fig. 1͑a͒ . The pump is a high powered ͑ϳ1 W max͒ 660 nm fiber coupled diode laser ͑Jenoptik͒. Its power is periodically modulated using an external laser diode controller ͑ILX Lightwave͒ driven by a waveform generator ͑National Instruments͒. The probe beam is a low powered ͑ϳ5 mW max͒ 635 nm fiber coupled diode laser ͑Thor-labs͒, which emits a constant power beam. Both pump and probe beams are coupled into multimode fibers at the sources, and then merged into a single multimode fiber by a fused fiber coupler ͑OZ Optics͒. An in-line 635 nm bandpass filter is inserted between the probe laser and the fiber coupler to eliminate back reflection of the pump beam into the probe laser diode. The pump and probe beams exit into freespace through a collimator, as perfectly aligned parallel beams with Gaussian intensity profiles.
Once in free space, a beam-splitter samples 1% of the combined beams for presample noise measurement by photodiode ͑PD͒ B ͑Thorlabs PDA36A͒. The remaining 99% is directed through a microscope objective lens to the sample surface. Objectives of 10ϫ, 20ϫ, and 50ϫ magnifications were used in the current study. In order to identify the spot size, reference samples patterned with regularly spaced grids were fabricated. The reflected image of the focused spot on the patterned surface is shown in Fig. 1͑b͒ .These images, taken by a CCD camera, were fitted using the Gaussian intensity distributions ⌫͑r͒ ϰ e −͑r 2 /r spot 2 ͒ .
Our fits indicate that the spot radii are 56Ϯ 3 m, 26Ϯ 1.3 m, and 9.6Ϯ 0.5 m for 10ϫ, 20ϫ, and 50ϫ objectives, respectively. The error represents the 95% confidence interval of the spot radius, accounting for deviations that may result when focusing onto unpatterned samples. The focused pump beam imparts a periodic heat flux on the sample surface that results in a periodic temperature change within the sample. The phase and amplitude of temperature, relative to the heat flux, at the sample surface are related to the sample's thermal properties ͑thermal conductivity k, heat capacity c p , and density ͒. The periodic temperature variation in the top layer T 1, results in a periodic change in the reflectivity of the surface R due to the temperature dependence of reflectivity. The coefficient of thermoreflectance, ␤͑ probe ͒, defined as ␤͑ probe ͒ = ͓1 / R 0 ͑ probe ͔͓͒dR͑ probe ͒ / dT͔, quantifies the change in reflectivity as a function of temperature, where R 0 ͑ probe ͒ is the nominal reflectivity of the surface at the probe wavelength. Note that ␤͑ probe ͒ depends strongly on both the choice of sample material and the probe wavelength.
Hence, the periodic reflectivity variation is written in terms of the periodic temperature variation T 1, as
When the probe beam is reflected from the surface, it will pick up a small periodic signal due to R .
The amplitude of I signal, is sensitive to instabilities in the probe laser power so we instead monitor the phase of I signal, relative to the pump I pump, ; this phase difference is directly related to the thermal conductivity of the sample. The postsample beams are reflected back through the beam-splitter and then through a 635 nm bandpass filter so that only the probe beam reaches photodiode A. The phase of the voltage signal from photodiode A is measured using a lock-in amplifier ͑SR830 Stanford Research Systems͒ and is mathematically defined as signal = tan −1 ͓Im͑I signal, ͒ / Re͑I signal, ͔͒. The local steady state temperature rise of the sample can be estimated as ⌬T avg = Q avg / ͑2 ͱ 2r spot k͒, where Q avg is the timeaveraged laser power absorbed by the sample ͓10͔, for example, for a typical Si sample with k = 137 W / m K, r spot = 9.6 m, and Q avg = 50 mW, and has ⌬T avg = 7.6 K. Caution should be taken to minimize ⌬T avg for low thermal conductivity samples by using low pump laser power or low duty-cycle periodic modulation that result in low Q avg . For the room temperature validation results presented here, ⌬T avg was maintained below 10 K.
Signal to Noise Ratio Considerations
Although the exact amplitude of I signal, is not used by FAFDTR, its order of magnitude is important for achieving adequate SNRs. Favorable SNRs result from optimizing FAFDTR's signal strength and rejecting noise. Higher magnification lenses give FAFDTR higher SNRs because the same power focused into a smaller spot that generates higher heat flux and increased am- plitudes of T 1, and I signal, . In particular, higher magnification can be used to improve the SNR of high conductivity samples, where the amplitude of T 1, is small because it is inversely proportional to k ͑as later demonstrated mathematically by Eqs. ͑6͒ and ͑7͒͒.
FAFDTR's signal amplitude can be further optimized by proper selection of the pump wavelength pump , probe wavelength probe , and surface coating. The observed periodic signal intensity I signal, is related to T 1, by combining Eqs. ͑1͒ and ͑2͒,
where the expression for R was substituted from Eq. ͑1͒. The amplitude of T 1, is proportional to the periodic heat flux absorbed by the sample I pump, A 0 ͑ pump ͒, where A 0 is the nominal absorptivity of the sample. The complete expression describing the signal strength in terms of wavelength dependant optical properties is
High ␤ is sought by optimizing the choice of probe for a given test material, but for similar pump and probe wavelengths, absorptivity and reflectivity are related by A 0 ͑ pump ͒Ϸ1−R 0 ͑ probe ͒; their product is maximized when both equal 0.5. If the wavelengths of the pump and probe beams differ significantly, then R 0 and A can be independently maximized. Niobium adheres well to most sample surfaces and has optimal characteristics for our wavelengths: ␤ peaked near the probe wavelength of 635 nm ͑␤ ϳ 1 ϫ 10 −3 K −1 ͓24͔͒, and the product of R 0 ͑ probe ͒A 0 ͑ pump ͒ nearly maximized. For our samples, an optically thick 100 nm niobium film was deposited from a 99.99% niobium wire at a pressure of ϳ2 ϫ 10 −6 torr, with argon flow, sample chilled to 288 K, and a deposition rate of ϳ1 Å/ s using an Edwards Auto dc Sputter Coater. The niobium thickness was measured directly using a contact profilometer with an experimental error of ϳ1 nm. This film has little effect on thermal response over our frequency range, but maximizes I signal, based on Eq. ͑4͒.
A common mode rejection scheme was employed to reject noise inherent to the probe laser by subtracting the presample probe beam from the postsample probe beam. When measured by a lock-in amplifier, the presample probe beam ͑photodiode B͒ contains substantial noise at the pump's modulation frequency. Since this noise originates in the probe laser diode, it is present in both pre and postsample beams. It is rejected by subtracting the presample signal ͑photodiode B͒ from the postsample signal ͑pho- include phase lag from the following sources: ͑i͒ the thermal signal itself, ͑ii͒ pump laser response, ͑iii͒ PD response, and ͑iv͒ probe laser noise. Subtraction of the signals is performed using the SR830 lock-in amplifier's A-B setting ͑V A, − V B, ͒. The A-B setting uses a low-noise differential amplifier to subtract input B from input A before passing the signal to the phase sensitive detector. Complete rejection requires that the observed noise intensity is equal at both photodiodes, and that both photodiodes have well matched responsivity ͑V noise-A = V noise-B ͒ and response times ͑ PD-A = PD-B ͒ in the frequency range of interest. A variable neutral density filter, placed in front of photodiode B, was adjusted until V noise-A = V noise-B . Response times of our photodiodes ͑Thor-labs PDA36A͒, which have a bandwidth of 17 MHz, maintain PD-A − PD-B Ͻ 1 deg for the applicable frequency range ͑10 Hz-100 kHz͒. To isolate signal , we made separate measurements of the pump beam to identify PD-A + laser , and subtracted it from the total phase observed by A-B. Our signal to noise ratio improved by an order of magnitude due to this rejection.
Frequency Domain Thermal Response of the Sample
An analytical expression for the frequency domain temperature response of a multilayered structure, subjected to periodic surface heating by Gaussian laser spot, was determined by Cahill ͓10͔ using the iterative algorithm of Feldman ͓25͔. When probed by Gaussian laser spot of equal radius, the weighted average periodic temperature change is
where G͑s͒ for a single layered sample is defined as
͑7͒
Expressions for a multilayered sample are given by Eqs. ͑14͒-͑18͒ in Ref.
͓10͔. FAFTDR phase data spanning a wide range of frequencies were fitted using Eq. ͑6͒ by varying the thermal conductivity of the unknown layer until the least-squares regression was minimized. Note that Cahill's definition of spot size is based on the 1 / e 2 radius and is related to our spot size as r Cahill = ͱ 2r spot , resulting in a factor of 2 in the exponent of Eq. ͑6͒ and a factor of ͱ 2 in the expression for ⌬T avg .
The frequency domain response can be qualitatively understood using simple analytical expressions for planar heating with 1D heat flow, and point heating with 3D heat flow in a single layer semi-infinite solid. For planar heating with incident heat flux q ͑z =0͒ = q Per exp͑it͒, the one-dimensional heat conduction equation in Cartesian coordinates can be analytically solved to yield the temperature at the surface,
where the amplitude of the surface temperature is inversely proportional to ͱ , and its phase lags the incident heat flux by / 4 ͑45 deg͒. In contrast, for point heating with incident power Q ͑r =0͒ = Q Per exp͑it͒, the heat conduction equation in spherical coordinates can be analytically solved to yield the 3D temperature distribution near to the heating point,
where the amplitude is independent of and the phase is synchronous with the incident heat flux. For our finite spot size, the phase lag of the temperature relative to the heat flux is between 0 deg and 45 deg. The precise value of the phase lag depends on the characteristic length scale of the thermal wave, which decays exponentially into the solid. This length scale, known as the thermal penetration depth, is defined as
and is inversely proportional to . The ratio of L p and r spot determines whether the isotherms are relatively planar or are more spherical. If r spot Ӷ L p , the isotherms within the substrate are more spherical, the surface phase lag is ϳ0 deg, and Eq. ͑6͒ simplifies to Eq. ͑9͒ for point heating. Alternatively, if r spot ӷ L p , the isotherms within the substrate are relatively planar, the surface phase lag is ϳ45 deg, and Eq. ͑6͒ simplifies to Eq. ͑8͒ for planar heating. As the heating frequency is increased, L p decreases while r spot remains constant, resulting in increasing phase lag. Materials with high k will have larger L p and therefore smaller phase lags over a given frequency range than materials with low k. Experimentally, it is important to choose the frequency range, based on a comparison of L p and r spot , so that the phase will transition between 0 deg and 45 deg ͑in some cases ͑e.g., Si͒, the 100 kHz frequency limit of our lock-in amplifier made it experimentally impossible to sample the upper phase range͒.
Validation of FAFDTR with Bulk and Thin Film Reference Samples
Bulk samples ͑i.e., having thicknesses much greater than L p ͒ of amorphous silicon dioxide SiO 2 , Sr 0.03 La 0.97 TiO 3 ͑SLTO͒, and single-crystal silicon ͑Si͒ coated with 100 nm thick Nb films were measured. Data and fits of phase lag, based on Eq. ͑6͒ with best matched k sub , are shown in Fig. 2͑a͒ . As anticipated, the phase lag increases asymptotically to 45 deg as frequency is increased. The extracted values of k sub are compared with reference values in Table 1 ; the reported uncertainties are discussed in the uncertainty analysis section. Measured values of r spot and literature values of the specific heat and density of our samples ͓26͔ were assumed as fixed inputs to the model, and are listed in Table 1 . In most cases, the interface resistance between the Nb film and the bulk sample is expected to be negligibly small. One exception is the Si substrate; the thin native SiO 2 layer ͑ϳ1 nm͒ between the Nb film and our Si reference samples resulted in a well studied thermal resistance at the interface between Si and SiO 2 ͓27-29͔. For thermally grown SiO 2 , an interface conductance of h int ϳ 30 MW/ m 2 K has been recently reported ͓28,29͔ and was assumed here.
FAFDTR was also validated against four thin films on Si substrates. Samples included thermally grown SiO 2 films of 40n m and 100 nm, a 600 nm parylene film, and a 1.6 m poly-3-hexylthiophene ͑P3HT͒ film. The SiO 2 films were measured using a NanoSpec film thickness measurement system. The parylene was deposited using a PDS 2010 Labcoter 2 made by Specialty Coating Systems. The deposition process evaporates a precursor that is pyrolized leaving parylene-n deposited on the surface. The P3HT was purchased from Sigma Aldrich, dissolved in chloroform, and dropcast onto the sample surface following the preparation from ͓30͔. The thicknesses of parylene and P3HT films were measured directly using a contact profilometer with experimental error of ϳ1 nm.
FAFDTR data and fits of phase lag, based on Eq. ͑6͒ with best matched k film , are shown in Fig. 2͑b͒ for all films. The extracted values of k film are compared with reference values in Table 1 . For the SiO 2 films, an interface conductance of h int ϳ 30 MW/ m 2 K was again used. For the polymer films, the interface conductance is much higher than the film conductance and hence did not sensitively influence evaluation of the film properties.
For k spanning three orders of magnitude, FAFDTR's estimate 
Uncertainty Analysis
An uncertainty analysis was performed to evaluate the uncertainty in FAFDTR's prediction of thermal conductivity and as guidance to further applications of FAFDTR. Uncertainties of 10-15% were typical for our samples. Comparable uncertainties are typical of 3-omega and TDTR ͓31͔, making FAFDTR an attractive alternative given its simplicity and range. The dominant source of uncertainty was the size of the applied hot spot r spot , as we explain next.
The uncertainty ⌬k i in FAFDTR's evaluation of thermal conductivity k i of layer i was estimated from the uncertainties in the modeling parameters j:
where k j i implies that we consider uncertainty in the thermal conductivity of the substrate when determining the thermal conductivity of the film and vice versa. Since the pump and probe beams are concentric, the uncertainty due to misalignment of the spots is considered negligible. The uncertainty in k i due to a single input parameter is ⌬k i j and depends on the sensitivity of k i to that parameter ‫ץ‬k i / ‫ץ‬j, as well as the uncertainty in that parameter ⌬j. Numerically, we evaluate ⌬k i using the following three step procedure: ͑1͒ use least-squares regression to determine k i providing the best match between the phase angle of T 1, and signal data, given nominal values of the modeling parameters; ͑2͒ perturb one modeling parameter j by a quantity ⌬j ͑its uncertainty͒ and repeat step 1 to determine the difference in k i that results from a known change to j, i.e., ⌬k i j ; ͑3͒ repeat steps 1 and 2 to determine all ⌬k i j and take the square root of the sum of squares to evaluate the total uncertainty in ⌬k i . This procedure automatically incorporates uncertainty due to random noise in the phase data or inaccuracy of fit. For the validation samples, our reported uncertainty in k is based on estimated uncertainties in r spot and h int from A sensitivity analysis clarifies the sources of uncertainty in FAFDTR's predictions of thermal conductivity. The sensitivity is quantified as the percent change in k i due to 1% change in the parameter j, and was calculated using steps 1 and 2 of the procedure listed above ͑with ⌬j / j = 0.01 ). Table 2 lists the sensitivities and shows that in general k i is most sensitive to r spot , which is itself a relatively difficult parameter to measure precisely. Although r spot is the dominant source of uncertainty in k i , caution must be taken to identify other sensitive parameters subject to the specifics of the measurement setup and unknown sample. For example, Table 2 also shows that very thin films are highly sensitive to the substrate thermal conductivity. As a guidance to minimize uncertainty for future applications of FAFDTR to thin film measurements, we have performed a parametric study to quantify the sensitivity of k film to r spot , for a range of k film and r spot . The following three cases were considered: ͑a͒ a silicon substrate with a 1 m film, ͑b͒ a silicon substrate with 100 nm film, and ͑c͒ a SiO 2 substrate with a 1 m film. The uncertainty in k film was determined by ͑1͒ calculating signal over a range of frequencies for a nominal combination of r spot and k film ; ͑2͒ perturbing r spot by 1% and then calculating the compensating change in k film required to fit signal from step 1, and ͑3͒ repeating for each combination of r spot and k film . The results are summarized as contour plots as a function of r spot and k film in Fig. 3 , where subplots a-c correspond to cases a-c. Using case ͑a͒ as an example, the contours can be interpreted as follows: for r spot of 10 m and k film of 10 W / m K, there will be a ϳ3% uncertainty in k film , given a 1% uncertainty in r spot . The primary trend, shown by the contour plots, is that the sensitivity of k film to uncertainty in r spot increases dramatically when k film and k sub are similar. A secondary trend is that increased film thickness reduces the sensitivity of k film to uncertainty in r spot . The contours are roughly independent of the nominal value of r spot . Hence, for accurate characterization of k film , thick films and substrates with high thermal conductivity contrast between film and substrate are recommended.
Conclusions
We have developed a noncontact optical technique for measurement of thermal conductivity in thin films and bulk samples. The technique uses fiber aligned diode lasers to pump and probe temperature changes at the sample surface. Fiber alignment eliminates uncertainty due to pump-probe misalignment, and the complexity needed to otherwise overcome it. Phase lag of temperature ͑rela-tive to heat flux͒, instead of amplitude, is monitored for thermal conductivity prediction because it is insensitive to the sample's optical properties or variations in laser intensity that otherwise add uncertainty. We have validated FAFDTR for thermal conductivities spanning three orders of magnitude ͑0.1-100 W / m K͒, and thin film thermal conductances greater than 30 MW/ m 2 K. Uncertainties of 10-15% were typical and are dominated by uncertainties in determining the laser heating spot size. A parametric study of sensitivity for thin film samples shows that high thermal conductivity contrast between film and substrate is essential for making accurate measurements.
