ABSTRACT Exploring underlying properties of a neural network contributes to pursuing its internal behavior and functionality. For convolution neural networks (CNNs), a sensitivity measure to weight perturbation is introduced in this paper to reflect the extent of the network output variation, which could evaluate the effect of the weights on the network. The sensitivity is defined as the mathematical expectation of absolute output variation due to weight perturbation with respect to all possible inputs. Assuming that the conditional distribution of input obeys the normal, the sensitivity is iteratively computed layer to layer until the entire network. Without loss of generality, the paper proposes an approximate algorithm to compute a theoretical sensitivity, which is actually a function of mapping between the network's output variation and its weight perturbation. The experimental results demonstrate the coincidence of the computed theoretical sensitivity with the simulated actual output variation of the network. Thus a criterion can be established to evaluate the influence of weights on CNNs' output.
I. INTRODUCTION
Recently CNNs [1] have achieved significant breakthroughs and are being widely employed in a broad range of applications, including but not limited to image classification [2] - [4] , natural language processing [5] , and speech recognition [6] etc. To encounter more complex tasks, CNN architecture becomes deeper and more complicated, which causes a significant increase in the computation and storage costs. Instead of adding layers uncritically to improve classification and prediction accuracy, further exploring fundamental properties of CNNs to condense and prune the architecture with less loss of accuracy has been a research hotspot.
Some related researches [7] - [14] on the robustness of CNNs have been developed to different types of input perturbations including adversarial perturbations, additive random noise, structured transformations, and even universal (image-agnostic) perturbations. The analysis of the robustness to input facilitates tuning and designing more reliable network architecture. Another exploration is to evaluate the The associate editor coordinating the review of this manuscript and approving it for publication was Malik Jahan Khan. effect of weight perturbation on the network output [15] - [18] . Cheney [17] figured out that CNNs show surprising robustness to weight perturbations in the topper convolutional layers but fragileness in the bottom. In the application of safety critical tasks, such as self-driving, it is of great importance to acquaint the output changes of CNNs to weight perturbations, which will affect real time execution. Besides, [19] , [20] focus on the influence of weight perturbations to CNNs and accordingly prune the network architecture. Piche [20] evaluates the importance of the weights by measuring the misclassification rate of the connected modes and prunes more than 70% of CIFAR-10 resulting in less than 1% accuracy loss. Therefore, the study on weights of CNNs contributes to practical application and the awareness of network's inner mechanism for better acquaintance and appliance of CNNs.
The sensitivity of a neural network is actually a conception quantifying the effect of the input/weight perturbation on the network output. It finds the dependence between the output change and the parameter variation, so can be used somewhat to measure the network's fault-tolerance or generalization capability. For different types of the networks, such as Madalines [21] - [25] , MLPs [26] - [32] , Neocognitrons [33] , [34] and other specific networks, varying forms of definitions and computational algorithms are brought forward. Madalines and MLPs are the representative of the discrete and continuous feedforward networks respectively. [21] - [25] investigate the sensitivity of Madalines from the geometric point of view on the basis of regarding the input space as a hypersphere, and approximate the sensitivity statistically. The definition and computation for the sensitivity of MLPs [26] - [32] are usually classified into analytical or statistical methods. In general, the partial derivative of the output to the input is usually defined as the sensitivity analytically, while the mathematical expectation or variance of the output variation in the statistical methods. As the predecessor of CNN, Neocognitron has a very similar structure of the network. The model consists of S-layers and C-layers composing S-cells and C-cells, which are used to extract features and combine features respectively. Cheng and Yeung [33] , [34] analyze the sensitivity of Neocognitron in a geometrical way by representing the input and weight space on the surface of a hypersphere. They define the sensitivity of S-cell as the function of the weight and input perturbation ratios. The sensitivity of a S-layer constitutes all sensitivities of the S-cells on the layer, and that of output layer is the entire Neocognitron's sensitivity. This paper considers the CNN's sensitivity due to weight perturbation, which introduces the sensitivity as a relative criterion to evaluate the influence of weight perturbation on the network output. It is worthy of noticing that the existed sensitivity definitions almost focus on traditional feedforward networks, which are not directly applicable to CNNs for the two distinctive characters: weight sharing and local connection. In the paper a suitable definition and its computational algorithm are proposed for the sensitivity of CNNs in the view of the effect on the output from weight perturbation. The main contributions of this paper are as follows:
(1) Define the sensitivity to weight perturbation for the convolution layers and the fully-connected layers distinctively; (2) Derive formulas for the computation of the defined sensitivity under weight perturbations; (3) Design an iterative algorithm by taking the sensitivity of a layer as the input perturbation of the next layer to compute the entire network's sensitivity; (4) Indicate some latent behaviors of CNNs by analyzing experimental results. The rest of the paper is organized in the following manner. Section 2 lists the notations that will be used later for the definition and computation of sensitivity. Section 3 outlines different definitions for sensitivity in different granules, such as neurons and layers. An algorithm for computing the defined sensitivity is designed in Section 4. The experiments to verify accuracy of the computed theoretical sensitivity are discussed in Section 5. Finally, a conclusion is drawn in Section 6.
II. ARCHITECTURE OF CNNS AND NOTATIONS
The classic modern architecture of CNN is LeNet-5 proposed by LeCun [1] , a 7-layers (excluding the input layer) structure stacked by convolutional layers(C-layers), pooling layers(P-layers) and fully-connected layers(F-layers). 2-D or 3-D visual patterns are directly input to the network, and the features are extracted in convolution layers by various convolution kernels. After aggregated in pooling layers, the extracted features are used for classification or discrimination in fully-connected layers. To some extent, the operation of pooling can be taken as one kind of convolution with fixed parameters. For simplicity, we discuss C-layers together with P-layers in the paper. For further analysis of the sensitivity, the mathematical model of the network is established
is the number of C-layers and P-layers, L f is the number of F-layers). Notations that need to be used in the following chapters are also listed.
H l , W l is the height and width of each feature map, and C l is the number of feature maps.
is the feature map. Due to forward propagation, the input of the layer l is just the output of the layer (l − 1).
×C l−1 is denoted as the input of the layer l:
×C 0 is the input of the network. For the input of image, C 0 = 2 corresponds to gray image, and C 0 = 3 is RGB.
2) WEIGHT
The convolution kernel bank W l in the layer l is consisted of C l kernels(equal to the number of feature maps in the layer l), which can be expressed as:
is the k th kernel with C l−1 channels(equal to the number of feature maps in the layer (l − 1)).
is the weight parameter matrix on the channel k of the kernel k. w l u,v,k ,k is the element in the matrix and F is the size of the kernel.
3) CONVOLUTION
As a core operation in CNNs, convolution is realized by sliding convolution kernels on images or feature maps. The kernel slides horizontally or vertically over the images/maps throughout all pixels to extract features and form new feature maps. During convolution, the kernel is locally connected to VOLUME 7, 2019 the images/maps of the former layer, so-called Local Receptive Field(LRF). From bottom to top layer, the features vary from elementary, such as edges or corners to complex like shapes, which are formed by edges, until semantic to differentiate categories in the top layer. Mathematically, the computation of convolution can be unrolled into matrix multiplication.
For a kernel with the size of F × F × C l−1 , W l k slides over the feature map X l−1 with the sliding step of 1(for simplicity) and generates a new map with
neurons. Then C l kernels generates C l × S l neurons to form the output feature maps X l in the layer l. Unrolling the LRFs into vectors to constitute the rows in the matrix on the left in Fig.1 , and the filters to form the columns on the right, the convolution can be rewritten in the form of matrix multiplication. For a neuron in row i, column j on the feature map k in the layer l, A l i,j,k is the convolved result of the neuron:
By taking b l k as a parameter, the above formula can be simplified as:
After convolution, the results are fed into a non-linear activation function f . Sigmoid, tanh and ReLU are the most common activation functions.
In the granule of map, the convolved results can be expressed as A l k :
⊗ represents the operation of convolution. The output is X l k = f (A l k ) after activation. All outputs in the maps constitute the output of the layer
. In addition,Ã l is used to denote the convolved results due to only weight perturbations. For distinction, Ã l denotes the convolved results in the case that input and weight perturbations both exist:
W l is the weight perturbation, and X l−1 is the input perturbation.
B. F-LAYER 1) INPUT
According to the structure of CNNs, fully-connected layers are attached to the convolution layers, which means a MLP in a sense. The extracted features from the convolution layers are flatten as the input and sent into the ''MLP'' to accomplish classification or recognition. Let there be L f fully-connected layers, and each layer has n l neurons (
The input of the layer is the output of the former layer, which can be denoted as a vector:
where n l−1 is the number of neurons in the F-layer (l − 1).
T is the input perturbation.
2) WEIGHT
For a neuron k(1 ≤ k ≤ n l ) in the F-layer l, the weight can be denoted as a vector:
T is the corresponding weight perturbation. The weights in the whole layer can be denoted as
3) OUTPUT
Activated by the activation function f , the output of the neuron k is:
In the F-layers, the input and weight perturbations both exist. Thus, the perturbed dot product of the neuron k can be represented in the similar form as above C-layers:
. In the form of matrix, the output of the layer X l can be written as:
III. DEFINITION FOR CNNS' SENSITIVITY A. DEFINITION FOR C-LAYER/P-LAYER
Directly, the output variation due to weight perturbation can be expressed as the change before and after the perturbation. Taking a neuron as an example, the variation is:
Actually, it is of no practical significance to compute the CNNs' sensitivity for a given input. What is more desirable is to find the relationship between the output variation and weight perturbation. Statistically, we should consider the variation for all possible input to describe the fluctuation of the output to weight perturbation. Definition 1: (Sensitivity for a neuron) With respect to all possible input X l−1 in the layer l, the sensitivity to weight perturbation for a single neuron is defined as the mathematical expectation of the absolute value of the output variation of the neuron:
However, except for the first layer, the output in other layers (2 ≤ l ≤ L c ) is not only affected by weight perturbation but also input perturbation, due to the forward propagation of error. Thus, the sensitivity of a neuron should be modified as:
Definition 2: (Sensitivity for a map) The sensitivity of the map k in layer l is defined as a matrix of the neurons' sensitivity in the feature map:
Definition 3: (Sensitivity for a layer)All sensitivities of the maps form a vector to denote the sensitivity of layer l:
With the forward propagation, the output variation is passed through layer by layer until the last convolution layer (L c layer). Thus, the sensitivity to weight perturbation for the convolution layer is:
B. DEFINITION FOR F-LAYER Definition 4: (Sensitivity for a neuron) With the input per-
T , the sensitivity for neuron k in F-layer l is defined as the mathematical expectation of the output variation:
Definition 5: (Sensitivity for a layer) The vector consisted of the sensitivity for each neuron in the layer l is defined as the sensitivity of the layer:
Due to the way of forward propagation and the structure of layer-by-layer interconnection, the sensitivity is transmitted from C-layers to the discriminant layers until the last F-layer, which is just the entire network's sensitivity. 
IV. COMPUTATION OF SENSITIVITY A. COMPUTATION FOR C-LAYER/P-LAYER
Analytical expressions are derived in this section for the computation of the sensitivity defined above. Taking a neuron in the convolution layers for example, the sensitivity defined in (15) can be computed by:
It is an integral in the F 2 × C l−1 -dimensional hyperspace by taking each element of the input as a coordinate axis. For simplicity, we assume the elements are i.i.d in the hypercube. Furthermore, the operation of convolution can be seen as one kind of weighted summation in essence. Thus, the convolved results A l ,Ã l and Ã l can be seen as random variables obeying the normal distribution according to the Central Limit Theorem. Suppose that the joint distribution VOLUME 7, 2019 is known, the multiple integra in(23) can be simplified to a double integral:
where ϕ(·) is the joint density function, V A l and VÃ l are the areas spanned by the convolved input. Then, the problem is transformed into determining the joint distribution ϕ(Ã l , A l ).
To approximate the joint density function, we introduce Theorem 1.
, then there exist two conclusions:
(1) the joint distribution obeys normal: X ∼ N (m, ),
According to Theorem1, the joint distribution can be approximately seen as normal on the assumption that the conditional distribution is normal, which is likely to achieve in practice. So the following derivations are based on the assumption that the joint distribution obeys the normal in this paper.
1) THE FIRST C-LAYER(l = 1)
For a given CNN and input, it is perturbed only by weights in the first convolution layer. Then the sensitivity S 1 to weight perturbation is:
The point is to determine the joint density function:
in which ρ is correlation coefficient.
) and E(Ã 1 A 1 ) should be made certain. For given input distributions, the parameters can be found by the properties of mathematical expectation.
The output variation caused by weight perturbation in the former layer(l-1) is transferred to layer l as the input perturbation X l−1 , which is just the sensitivity S l−1 of layer(l-1). Taking the sensitivity of former layer as the input perturbation of present layer, we compute the sensitivity of the entire network by iteration. Different from the first layer, both weight perturbation and input perturbation exist in other convolution layers(2 ≤ l ≤ L c ). So the sensitivity of the layer l can be found by:
The joint density function ϕ( Ã l , A l ) can be found by iteration according to the former layers.
Firstly the distribution of A l in (31)can be determined based on the parameters in (32) and (33).
E(X l−1 ) and E(X l−1 ) 2 in (32) and (33) can be found by ϕ(A l−1 ) in the former layer:
That means ϕ(A l ) can be found by ϕ(A l−1 ). Thus, according to (32)-(35), E(A l ), D(A l ) and ϕ(A l ) in each layer l can be obtained respectively by iteration. The initial ϕ(A 1 ) is got from the parameters in (27) .
As far as Ã l is concerned, it is not the same case for the second layer as the other layers. The input of the second layer is the output of the first layer f (Ã 1 ), which is perturbed only by weights. From the third layer on, the perturbed input contains weight perturbation as well as input perturbation, which should be denoted as f ( Ã l−1 ). Thus we discuss the parameters E(
When l = 2, E( Ã 2 ) and D( Ã 2 ) are found by E(f (Ã 1 )) and E(f (Ã 1 )) 2 , which can be computed by (38) and (39). The parameters of ϕ(Ã 1 ) in (38) and (39) are determined by (28) .
In the similar mode of iteration, E( Ã l A l ) can be computed by(40).
B. COMPUTATION FOR F-LAYER
As mentioned above, the fully-connected layers attached to the convolution layers can be seen as a MLP essentially. Similar to the middle convolution layers except for the first layer, both input and weight perturbation are considered in Flayers. In the same mode of approximation, the dot product A l k of the input and weight, the perturbed Ã l k and the joint distribution ϕ( Ã l k , A l k ) are all deemed to obey the normal. According to the definition for F-layers, the sensitivity of a neuron can be calculated by the integral: 
where
k )) can be computed based on the density function ϕ(A l−1 k ), obtained from the sensitivity computation in the former layer. In the same way,
All sensitivities of each neuron s l k (k = 1, 2, · · · , n l ) constitute the sensitivity of the layer S l . The sensitivity of the last F-layer is the entire network's sensitivity. Algorithm 1, named CNN-SEN-CAL, presents the process of computation for the sensitivity of CNNs. For a given CNN with fixed architecture and weight parameters, the impact of weight perturbation on the network's output can be computed numerically.
Algorithm 1 CNN-SEN-CAL
Input: Numbers of C-layers and F-layers L c , L f ; number of input channels C 0 ; numbers of kernels and channels in C-layer
, size of the kernel F; weight banks of C-layers and F-layers W l ; perturbed weight banks
while C-layers: 1 ≤ l ≤ L c do 3:
according to (27) - (29); 5: Determine the joint density function ϕ(Ã 1 , A 1 ) according to (26); 6: Compute the sensitivityS 1 according to (25); 7: end while 8 :
,and E( Ã l A l ) according to (31)- (40); 10: Determine the joint density function ϕ( Ã l , A l ); 11: Compute the sensitivityS l according to (30) ; 12: end while 13: end while 14: while F-layers: (42)- (46); 16: Determine the joint density function ϕ( Ã l k , A l k ); 17: Compute the sensitivity S l k according to (41)and determine S l ; 18: end while 19 : end for
V. EXPERIMENTAL VERIFICATION
In the above sections, we defined the sensitivity for CNNs and deduced an algorithm to compute it. For a given CNN with fixed weight W and weight perturbation W , the sensitivity of the entire network can be determined by integral on the convolved input-spanned area. Treating W as a variable, the functional relationship forms between the sensitivity and W . In this section we verify the accuracy of theoretical results obtained by the algorithm CNN-SEN-CAL firstly and then analyze the relationships between the sensitivity and W as well as the network configuration. Two series of simulation experiments are run on the basic CNN structures for verification. In Experiment 1, the network (NET1) structure is set as: convolution layer (4,5,5) -pooling layer (2,2) -convolution layer (8, 5, 5) -pooling layer (2,2) -fully-connected layer (128) -output (5) . Numbers in parentheses in the convolution and pooling layers denote the number and the size of kernels, while the one in fully-connected layers mean the number of neurons. For example, convolution layer (4,5,5) means 4 kernels with the size of 5 × 5 in the convolution layer, while fully-connected layer (128) means that there exists 128 neurons in the fully-connected layer. The complexity of the proposed algorithm is about O(n 2 ), in which n is the dimension of the input, such as, the size of the input image 28 × 28, whose dimension is 784. The initial weights result from the network with the same architecture pre-trained for 5 times, and the activation function is ReLU. The intensities of perturbation are set from 0.01 to 0.1 with the step of 0.01, and so does the other experiment.
The working process of CNN is simulated by computers on NET1 and the actual output variation of the network before and after adding weight perturbation is recorded. The average output variation is denoted as simulated sensitivity, SS. On the contrary, the sensitivity computed by the algorithm CNN-SEN-CAL is expressed as theoretical sensitivity, TS. 30000 samples are randomly generated to test the coincidence between TS and SS with varying intensity of weight perturbations. Fig.2 to Fig.6 show the tendencies of TS and SS for each output neuron(N1-N5) of the network. The figures show the closeness of TS and SS numerically for different weight perturbations. Exactly, similar tendencies appear except for few isolated points. Affected by actual input and input perturbations, inconsistency emerges in rare neurons when dealing with the same weight perturbation. In fact, it is more practical for TS to hold the tendency than the exact value as a relative measure in evaluating the performance. We compared average values of TS and SS for each output neuron as shown in Fig.7 . The two curves keep nearly the same tendency. The results demonstrate the feasibility of the algorithm CNN-SEN-CAL to different intensities of weight perturbation.
In the same way as above we conduct another experiment on the network with double convolution kernels to experiment 1. In experiment 2, the network (NET2) structure is set as: convolutional layer (8,5,5) -pooling layer (2,2) -convolutional layer (16,5,5) -pooling layer (2,2) -fully-connected layer (128) -output (5) . With the same input, weight and weight perturbation as in experiment 1, we compute TS for NET2 by the algorithm CNN-SEN-CAL. Fig.8 presents the average TS for each output neuron and the corresponding average SS. The results show that TS keeps the overall trend with SS in NET2, which indicates the proposed algorithm is also workable for different architectures of CNNs with different numbers of filter weights.
SS reflects the output variation y of CNN to weight perturbation for a given input, while TS reflects the variation for all possible inputs in the sense of statistics. Similar tendencies mean that TS can be taken as a substitute for SS to describe the extent of output variation of CNN. Moreover, TS offers more objective evaluation than SS without regard to a certain input. So the sensitivity TS can be seen as one kind of performance evaluation function for CNNs.
By altering the value of W , the approximately mapping relationship between TS and W forms as depicted in(47).
f is the implicit function. Experimental results in NET1 show the increase of TS with W when the perturbation is relatively small but decrease to some extent when the perturbation is large. When the perturbation is above 0.06, TS drops sharply near to zero. It indicates that the output of the network changes greatly due to perturbation initially, but VOLUME 7, 2019 with the increase of the intensity of perturbation, the change of the output levels off.
In addition, we compare the average values of TS in NET1 and NET2 to explore the effect of the number of kernels in the convolution layers on CNN's output variation, which are the key weights in CNNs. From Fig.9 we find that the average TS of each neuron in NET1 is greater than the corresponding value in NET2 in most cases. The trend coincides with the decline of the average SS from NET1 to NET2 as shown in Fig.10 . The results show that with the increase of the number of convolution kernels, that is, the number of weights, the sensitivity of the network decreases to some extent.
VI. CONCLUSION
In this paper, we introduce the sensitivity to study the effect of weight perturbation on output variation for CNNs. The sensitivity is defined as the mathematical expectation of absolute output variation for all possible input. Treating input as statistical variables, the sensitivity is deduced by integrating on the convolved-input spanned area. The algorithm CNN-SEN-CAL is proposed to compute the sensitivity layer by layer until the entire network. Two series of simulated experiments are conducted under different architectures with varying intensities of weight perturbation from 0.01 to 0.1. The results verify reasonable coincidence of theoretical sensitivity(TS) with simulated values(SS). Further, we find that TS increases with W when W is relatively small but decreases or levels off when it is large. In addition, with the increase of the number of weights, the sensitivity declines conversely. Similar tendencies mean that TS can be taken as a substitute for SS to describe the extent of output variation of CNNs without regard to a certain input. Thus we present a criterion for theoretical study of the influence of weight perturbation on CNNs' output.
APPENDIX
This appendix gives the detailed proof for Theorem 1. (2) According to the properties of multivariate normal distribution, if X = (X a , X b ) obeys normal, the marginal distribution X a also obeys normal:
