Alert programs are central to strategies to reduce pollution exposure and manage its impact. To be effective alerts have to change behavior, but evidence that they do that is sparse. Indeed the majority of published studies fail to find a significant impact of alerts on the outcome behavior that they study. Alerts particularly seek to influence energetic cardio-vascular outdoor pursuits. This study is the first to use administrative data to show that they are effective in reducing participation in such a pursuit (namely cycle use in Sydney, Australia), and to our knowledge the first to show that they are effective in changing any behavior in a non-US setting. We are careful to disentangle possible reactions to realised air quality from the 'pure', causal effect of the issuance of an alert. Our results suggest that when an air quality alert is issued, the amount of cycling is reduced by 14 to 35%, which is a substantial behavioral response. The results are robust to the inclusion of a battery of controls in various combinations, alternative estimation methods and non-linear specifications. We develop various sub-sample results, and also find evidence of alert fatigue.
Introduction
Managing the impact of pollution exposure -particularly in big cities -is a key policy priority in many countries. In addition to efforts to reduce pollution levels directly, policy-makers put increasing faith in information-based programs that enable individuals to engage in avoidance behavior to alleviate the negative effects of pollution.
A prominent example of this is the air quality 'alert' schemes that are now in operation in many cities across North America and elsewhere. 1 When air quality is forecast to be poor -fall below some established threshold -an alert or advisory is issued and people are encouraged to change behavior in order to reduce exposure. Typically alerts focus in particular on encouraging people to avoid strenuous outdoor activities. 2 The evidence that alerts work, however, is thin. Our paper is the first to use administrative data to link air quality alerts to the avoidance of a strenuous outdoor activity. In particular, fine-grained administrative bicycle-count data from the cycle path network of Sydney, Australia allows us to investigate the impact of air quality alerts on cycling behavior in that city. To the best of our knowledge, there are only two existing papers that link alerts to directly-observed avoidance behavior using administrative data. One is Graff Zivin and Neidell (2009) who use turnstile data to show that alerts impact attendance at two popular outdoor venues in Los Angeles (Los Angeles Zoo and The Griffith Observatory) especially amongst those with children. The other is Noonan (2014) who uses data from a small-scale survey of people passing two park benches in a 35 day period in Piedmont Park in Atlanta. He gets mixed results, finding no impact of alerts on aggregate use but evidence consistent with reduced use by older people and joggers.
We estimate the causal effect of air quality alerts on cycling behavior using a regression-based approach that relates daily cycling counts at each cycling counter on the Sydney bicycle network with a dummy variable indicating whether an air quality alert was in place. Recognizing that cyclists may decide whether or not to cycle based on the actual pollution level in addition to whether an alert is in place, we also include covariates to control for actual (concurrent) level of air quality (as well as other determinants of cycling behavior). However, this raises a concern, since air quality is potentially endogenous in our setting.
In fact, estimating the effect of air quality alerts on individuals' behavior is challenging for at least three reasons. First, because of variation in pollution across regions, assigning pollution and weather variables to individuals based on individual and monitor locations could lead to measurement error. Second omitted variable bias could arise due to confounding environmental factors. Third, the level of ambient pollution may be endogenous if individuals shift their outdoor activities toward emission-producing substitute activities (for example the presence of an air quality alert may induce some cyclists to drive). To accommodate this, we instrument for 'air quality' using bushfire activity.
It is important to clarify that our focus in the paper is on estimating the impact of air quality alerts on cycling behavior. Air quality alerts are established the day prior to the alert being issued (based on the forecast air quality on the day of the alert), are not revised after being set (to correct for forecast errors), and are citywide. These conditions ensure that there is no measurement error or endogeneity directly associated with our main variable -the dummy variable for alerts. However, alerts are correlated with actual air quality, which is potentially endogenous, and which can also affect cycling behavior. We show that neglecting to address endogeneity in the air quality variable will lead to bias in our estimate of the effect of alerts on cycling behavior, and thus we use bushfires that occur throughout neighboring regions of Australia as an instrument for air quality in Sydney.
Three characteristics of bushfire activity point to it being a good instrument in this context. First, bushfires have a significant negative influence on air quality in Sydney. Smoke from bushfires consists of carbon dioxide, carbon monoxide, fine particulate matter, and oxides of nitrogen and can also increase ozone concentrations in the presence of sunlight. Because of hot dry conditions, particles from bushfires can be transported several thousand kilometers, and bushfire smoke from distant fires regularly impacts the air quality in the city (Confalonieri et al. (2007) ). Second , the only channel through which bushfires can sensibly be expected to affect cycling behavior is through their impact on air quality. Third, the timing of bushfires is quasi-random. Although periods of hot and dry weather may create preconditions for fires, their occurrence cannot be perfectly timed.
Bushfire activity is introduced in combination with distance from city and size of fire, though results across the specifications prove similar. The reduction implied in cycle use in response to an alert is not just statistically significant but substantial in size -around 14% under OLS estimation and 35% under the preferred IV specification. We also explore the dynamics of response, finding evidence consistent with 'alert fatigue'. More concretely, when alerts are issued for two successive days, the second day response is much smaller (2% in the preferred IV specification) and no longer statistically significant, albeit in a much smaller sample.
The results presented prove robust in sign -and fairly robust in magnitudeto inclusion of alternative combinations of controls for weather, temporal factors, etc.. We recognize the risk of omitted variable bias, and estimates from a 'stripped down' version of the model excluding all pollution and weather controls point to a statistically significant 30% fall in cycle use in response to a single-day alert, suggesting the strength of our approach in controlling for potential environmental confounders. We also allow for the possibility of nonlinear effects of concurrent air quality on demand for cycling which, and in that case we find that air quality alerts cause a 15% and 26% reduction in cycling under OLS and IV estimation, respectively.
In addition to our main results, we also use the data to determine whether the response is greater for leisure or commuting cyclists. We conduct this analysis in two ways. First, we divide the data into weekdays and weekends, and find that the cyclists respond more to an air quality alert on weekends than weekdays (49% versus 30% in the preferred IV specification). Second, we categorize the cyclecounter locations according to two criteria -one a measure of the relative density of use of a particular route across days of the week (weekdays versus weekends), the other the "strength" of the peak in usage of a particular route during normal travelto-work windows on an average weekday. Each criteria are designed to disentangle commuting from non-commuter traffic (counters provide a count of the number of bicycle passing -no information on the purpose of the trip). While neither of these proxies are perfect, they both suggest a stronger response to air quality alerts of leisure cyclists relative to commuter cyclists.
The layout of the rest of the paper is as follows. The next section summarizes the pertinent research from a number of streams of research in air quality, behavior and the impact of alerts. Section 3 describes data sources. Section 4 lays out the challenges of estimating avoidance behavior and describes our empirical strategy, with results contained in Section 5. Section 6 concludes.
Existing research
Air quality alerts are one of a number of information-based or so-called 'third wave' instruments that have become increasingly popular amongst environmental regulators in recent years. There are two main kinds of air quality alerts: (1) alerts with an objective of reducing exposure by giving people the information they need to allow them to engage in appropriate avoidance behavior -in particular to avoid outdoor cardiovascular activities when air quality is poor, and (2) alerts with an objective of reducing pollution by encouraging voluntary to use public transportation. These presumably induce different behavioral impacts, partly by design.
Evidence of the effectiveness of such programs is important for at least two reasons: (a) they are an important and increasingly popular instrument amongst health and environmental protection agencies and, (b) as noted by Neidell (2004) , failing to take proper account of individual avoidance effort (whether or not stimulated by alerts) will bias downwards estimates of the health risks associated with pollution.
Three strands of literature provide relevant context for our analysis. First, some studies use direct measures of avoidance behavior by comparing participation in activities on days with and without alerts -this is the strand to which we seek to add here. Second, some studies infer something about avoidance behavior indirectly by assessing the relationship between air quality and health outcomes (prevalence of asthma, hospital admissions for cardiovascular and respiratory problems) in settings with and without alert programs in place. Third -given that our focus is on cycling -some studies relate how alerts impact transport choice, in particular driving behavior. We summarize key results from each of these strands of the literature in the following sections.
Alerts and direct measures of avoidance behavior
To quantify direct avoidance behavior previous studies use either survey data or outdoor attendance data. Sexton (2011) uses the American Time Use Survey (ATUS) data to show that individuals avoid exposure to pollution by reducing time spent on vigorous outdoor activities by, on average, 18 minutes on alert days. Bresnahan et al. (1997) ; Mansfield et al. (2006) ; Wen et al. (2009) also use survey data.
Graff Zivin and Neidell (2009) use turnstile data on attendance at Los Angeles Zoo and Griffith Park Observatory as a measure of outdoor activity to examine how individuals adjust their time spent outdoors in response to a smog alert. They find that alerts reduce attendance at the zoo and observatory by 15 and 5 percent, respectively. However, if alerts are issued for two consecutive days, there is no statistically significant reduction on the second day. 3 Noonan (2014) investigates the change in the usage pattern of Piedmont Park in Atlanta in response to smog alerts. He counts people passing two benches in the park on 35 days in the summer of 2005 and composition of groups. Of the 35 days 7 were subject to alerts. His findings show that aggregate park usage did not change on days with alerts compared to days without alerts but evidence is consistent with a fall in usage by the elderly and joggers. 4 To the best of our knowledge, our study is the first to use administrative data on a strenuous cardiovascular activity to directly quantify avoidance behavior.
It is important to note that the existence of avoidance behavior by a physically active individual can play a crucial role in reducing the health risk associated with air pollution. In particular, previous studies such as Carlisle and Sharp (2001) and Atkinson (1997) find that exercising in poor air quality can increase health risks. The cardiovascular and respiratory effects of air pollution are amplified by exercising since exercisers inhale more pollutants. Cakmak et al. (2011) use the Canadian Health Measure Survey (CHMS) 5 data for 5,000 individuals aged 7 to 69 years to investigate the effect of air pollution on cardiovascular function of exercisers. Their results show that a 17 ppb increase in ozone is associated with a 1.5 percent reduction in aerobic fitness score. 6 In addition, Marr and Ely (2010) gather seven marathon race results to show that 10 increases in the level of PM10 will reduce the performance of female marathon runners by 1.4 percent. Of course we cannot precisely assess the health impact of reduced engagement in cycling without knowing to what alternative activities the cyclists turn, and the location of those activities, which is beyond the scope of this study.
Alerts and health outcomes
Since reducing damage to human health is the primary objective of clean air regulations, it is interesting to quantify the impact of air quality alerts by exploring the effect of alerts on health outcomes. 4 Noonan (2014) uses regression discontinuity methods and works with proportions of users drawn from different categories so at times significance is less-straightforward to infer. His own summary is that: "(O)verall, smog alerts do not appear to significantly affect the aggregate park usage, even by sensitive subgroups, except the elderly. Individual groups of passers-by, on the other hand do appear affected by smog alerts -exercisers and elderly compose less of park users" (page 16). Noonan (2011) also uses data from the ATUS time-use diaries aggregated across a set of US cities to assess the impact of alerts on the probability of adult participation in evening sports but gets insignificant results.
5 Starting in 2007, the Canadian Health Measures Survey (CHMS) has been gathering relevant information about Canadians' health by collecting main physical measurements such as blood pressure, height, weight and physical fitness.
6 Aerobic fitness score computes the volume of oxygen that each individual needs to burn during peak exercise. Neidell (2004) estimates the effect of ozone pollution on hospitalizations of children for asthma in California. He estimates that the decline in pollution levels from 1992 to 1998 reduced hospital admissions by between 5 and 14%. Moreover, he estimates that smog alerts reduce the asthma rate among children aged 6 to 12 years by 1%, providing indirect evidence of behavioral response to alerts. In another study the same author investigates the relationship between ozone levels and asthma hospitalizations in Southern California using a regression discontinuity approach (Neidell (2009) ). He estimates that ozone alerts reduce asthma hospital admissions by a statistically significant 16% among those aged 5 to 19. In contrast Ward (2015) applies similar methods to a data-set from Ontario, Canada and finds no significant effect of alerts across most age groups. The exception is a significant but small impact that she finds for those aged over 65. 7
Alerts and transport choice
There is a small literature on alerts impacting driving behavior and public transit usage, from contexts in which the stated goal and messaging associated with the alert program is to reduce pollution emissions (rather than pollution exposure). Cummings and Walker (2000) develop a model to forecast aggregate daily traffic volumes in Atlanta so that they can compare the forecast volume of traffic with the observed volume on days with an ozone alert. They find no significant effect of alerts on traffic. Henry and Gordon (2003) use data from a telephone survey to analyze individuals' behavioral responses to smog alert program in Atlanta. Their regression results show that there is no significant effect of alerts on number of car trips or mileage driven by non-government employees. Welch et al. (2005) use hourly turnstile counts from the Chicago Transit Association to evaluate the impact of alerts on public transit ridership in Chicago from 2002 to 2003. They were unable to find any significant impact of alerts on aggregate ridership, though the hourly pattern of ridership at both the morning and evening peak were pushed later. Cutter and Neidell (2009) investigate how individuals in the San Francisco Bay Area change their transportation choice in response to pollution advisories. 8 They show that while advisories reduce the total volume of daily vehicle traffic by a statistically significant 3 -3.5%, they do not significantly change demand for public transportation (i.e., Bay Area Rapid Transit (BART)). Tribby et al. (2013) use daily vehicle traffic data over a 10 year period in Salt Lake and Davis counties to investigate the effectiveness of particulate matter and ozone alerts, arriving at mixed results. They show that in response to alerts, car traffic in the city center falls by a statistically significant 2.1%, but traffic increases by 5.8% in areas closer to the edge of the metropolitan area.
Data
The study requires data on cycling behavior, air quality, air quality alerts, and a variety of potential control variables. These are assembled from a number of administrative sources all expected to be of high quality.
Cycling
Cycling in Sydney is popular, both as a means for getting to and from work, and as a leisure pursuit.
The city contains an extensive set of cycle-paths. The regional location of routes are categorized by sector: downtown, inner-north, inner-west, north, northwest, west central and south. Shown in Figure 1 , within the city of Sydney there are 11 regional cycling routes.
The New South Wales (NSW) Department of Roads and Maritime Services operates a network of electronic path-side devices that record the number of cyclists passing at 31 points across different cycle-paths in the city (see Figure 2 ). We obtain the daily count of cycle movements from May 2008 to September 2013 for each of these counters, as well as hourly breakdowns.
The average length of each cycle path in the city is 6 km. Many of the routes are regarded locally as 'commuter' routes -primarily used for the purposes of getting to and from work. Others -such as that running from Sydney Park to Centennial Park -are more intensively used for leisure. Later in the paper we investigate the effect of alerts on the two different categorizations of routes.
Focusing on cycle movements as a measure of outdoor activity has several advantages. First, cycling is a widespread, energetic, cardiovascular activity that takes place outdoors. As such it is precisely the sort of behavior that those implementing alert schemes seek most-particularly to influence. Second, it allows the use of administrative rather than survey-derived data and therefore not subject to the vagaries of memory lapse or misrepresentation inherent in (for example) diarybased approaches. Third, the cycling data are available for an extended period (more than five years) which straddles significant variations in pollutant levels and alerts. Fourth, the counters provide reliable data across a range of different types of routes and for weekdays and weekends which allows for some interesting analysis of sub-samples. Table 2 presents summary data on cycle counts and other variables. Between May 2008 and September 2013 the average number of bicycles passing each counter daily was about 354, but with a lot of variation across days and across counters.
The system is about 20% more heavily used on weekdays than on weekend-days (an average count of 373 per weekday compared to 305 on a weekend day), though again this pattern varies a lot between counters.
Counters are excluded if they count fewer than 10 cyclists per day on average, which caused us to drop 5 of the 31 counters. There were 16 days from May 2008 to September 2013 in which all counters did not record properly (more correctly the transmission of data from the remote counters to the central database did not work due to technical problems, so all counters recorded zero) and those dates were dropped. Moreover, we drop those counters on specific days that are associated with missing values. After cleaning the data to remove those dates associated with missing values for explanatory variables -none of which would we have reason to think could be correlated with air quality -there remains an unbalanced panel of observations from 26 counters over 1831 days.
Pollution
Data on ambient concentrations of various airborne pollutants, air quality index (AQI) and air quality alerts are obtained from the responsible government body in the state of New South Wales, the NSW Office of Environment and Heritage (OEH). AQI is a common composite measure of air quality, and in our main model specifications, we control for the ambient pollution level using this variable.
There are 21 air quality monitoring stations around the Sydney region, 14 of which were operational throughout our study period. For each cycle counter we identified the closest station by comparison of GPS coordinates and by this means ended up using data from 6 air quality monitors.
The National Environmental Protection Council (NEPC) is responsible for regulating air quality in Australia. National standards for six major pollutants (namely ozone (O 3 ), carbon monoxide (CO), sulfur dioxide (SO 2 ), nitrogen dioxide (N O 2 ), lead and air particles (P M 2.5 and P M 10 )) are set by legislation, which also defines the methods by which these pollutants are measured and recorded. In NSW the OEH is tasked with surveillance. Each monitoring station collects hourly measurements of air pollutant concentrations which are used to construct daily and hourly AQI measures for each site and region. OEH reports daily and hourly AQI on its website and the daily measure is reported in local media (for summary data see Table 2 .)
The AQI takes a value between 0 and 500 and in NSW is categorized into six levels: Very Good AQI = 0 -33; Good AQI = 34 -66; Fair AQI = 67 -99; Poor AQI = 100 -149; Very Poor AQI = 150 -199; Hazardous AQI > 200.
Beyond the hourly and daily values of AQI, each day at 4 pm the OEH issues an AQI forecast for the next day. If any of the three most populous regions within Sydney (Eastern, North Western and South Western divisions) are forecast to have AQI above 100 the following day a health alert is issued by the NSW Office of Health for the whole city at the same time as the forecast. Although AQI is announced hourly, an air quality alert is announced more prominently on the OEH web pages (http://www.environment.nsw.gov.au), through twitter, e-mail and SMS notifications, and it is widely-reported in the media.
The process of forecasting air quality is informed by several types of data for different sources. These include, (1) the Air Quality Index (AQI) value for the previous 24 hours throughout the city, (2) the Bureau of Meteorology (BOM) forecast of weather conditions including wind speed, wind direction, rainfall, temperature, temperature inversion and cloud cover, (3) Rural Fire Service (RFS) to assess emission sources from bushfires when their presence is likely to cause elevated particle levels for the next day.
It is worthwhile mentioning that while the air quality index is updated every hour on the OEH webpage to reflect current observations of air quality, the alert status is not revised once it has been announced and is reported much more widely. Cyclists may select cycling behavior based on either or both of these inputs. For example, some cyclists may choose whether or not to cycle based only on the status of the alert. Others may check the OEH website prior to cycling, or avoid cycling if the sky appears smoky, as on a polluted day. Therefore we aim to control for both of these variables (the alert status as well as the actual air quality) in estimating cycling behavior.
In the event of alert the OEH also makes a statement about the particular pollutant which was primarily responsible for the alert being triggered. In fact, in our period of study 96% of air quality alerts were triggered by ozone. 9 Particularly, as indicated by NSW EPA 2012, the ambient concentrations of CO, N O 2 , and SO 2 , are generally below the NEPM standards whereas the ground level of O 3 in urban areas and the concentrations of P M 10 and P M 2.5 in urban and rural NSW often exceed the standards. Alerts on two consecutive days are unusual, occurring on only 7 occasions in our 1831 day study period.
Weather
In a study of this sort, it is important to control for potential confounding impacts of weather variables. Not only do weather conditions have an important influence on ambient pollution levels, such as ground level ozone, but can also be expected to have a direct effect on cycling behavior.
We seek to control for daily measures of both average and maximum daytime air temperature, precipitation, relative humidity, number of hours of bright sun between sunrise and sunset, total solar exposure and wind speed as weather variables in most of our regressions.
The weather data is obtained from the Australian Bureau of Meteorology (BOM). 10 Data are assigned to all cycle counters using measures from the Sydney Airport Metropolitan monitoring station. 11
Bushfires
Bushfires are frequent events in south-eastern Australia and are acknowledged to contribute significantly to air quality problems in Sydney. Bushfires emit particulate matter, carbon monoxide, carbon dioxide, oxides of nitrogen and volatile organic compounds which in the presence of sunlight becomes photochemical smog. It is well-established that depending on meteorological conditions, smoke from bushfires can travel a very long distance (i.e. over 2000 miles) and has a mean lifetime of 8 to 20 days (Glatthor et al. (2013) , Wotawa and Trainer (2000) ). For instance, Forster et al. (2001) find a clear link between Canadian forest fires, O 3 and CO concentrations over Europe during August 1998 . DeBell et al. (2004 find that triggered by the forecast value of ozone.
10 Data are found at: http://www.bom.gov.au/climate/data/ 11 The Sydney airport weather station is located close to the downtown of Sydney and has the most complete weather data. Given that varying distances between the airport and individual counters may cause measurement error concerns, we also assigned weather conditions to stations based on GPS coordinates and find no significant difference in results. To assuage concerns about the possibility of including too many controls in regressions -which could increase the standard error of estimated coefficients and so impact implied significance -we also estimate a stripped-down version of the model excluding weather controls. Results are in 5.4. bushfires in Quebec in early July 2002 had significant influences on O 3 , CO and P M 2.5 concentrations in both urban and rural areas of the east coast of the United States. Glatthor et al. (2013) show that pollutants from bushfire in early February 2009 in southeast Australia had significant negative impacts on the level of air quality in northeastward of New Zealand after 3 to 4 days.
Bushfires typically occur in the dry, sparsely populated bush areas of Boorowa and Hume, several hundred miles to the south-west of the city. More specifically, because of hot dry conditions, PM from bushfire events in Australia can transport vast distances, and affect the air quality level of areas far from their source (Confalonieri et al. (2007)). Notably, previous works such as Chen et al. (2006) , Morgan et al. (2010) , Jalaludin et al. (2000) and Smith et al. (1996) provide evidence of the statistically significant causal link between bushfire smoke (particularly O 3 and P M 10 ) and health outcomes in Australian cities. In more recent work, Johnston et al. (2011) show that bushfires in the Eucalypt forests to the west of Sydney significantly increased PM and O 3 concentrations of the city and were associated with a 5% increase in non-accidental mortality for a period of 1994 -2007. In this study we use bushfire activity as an instrument for air quality. Bushfire data is obtained from the NSW Rural Fire Service (RFS) and Romsey Australia. 12 For each fire, the size and its distance from the city of Sydney was obtained from the records of the Australian Emergency Management Institute (AEMI). 13
Methodology

OLS
To estimate short-run direct avoidance behavior, we begin by examining the effect of alerts on daily cycle counts. The baseline fixed-effects model is:
The dependent variable, cycling it is the number of bicycles counted at counter i on date t. The variable of interest is alert t which is a dummy variable that takes the value one on an alert day, zero otherwise. aqi it is air quality index. 14 W it is a vector 12 Data are found at: http://home.iprimus.com.au 13 Data are found at: http://www.emknowledge.gov.au 14 The daily AQI is calculated using maximum 1-h average of pollutant concentrations during the 24 hour period. To better control for the actual level of air pollution in addition to the AQI composite, for robustness check we include average daily level of O 3 , CO, N O 2 , P M 10 and P M 2.5 in the regressions. Potentially this could increase the standard error of estimated coefficients and so affect the significance of our results. The results, however, are shown to be quite insensitive to of daily weather variables that we have already noted might have a direct impact on cycling behavior: maximum temperature, maximum temperature squared, average air temperature, precipitation, relative humidity, solar exposure, number of hours of bright sunshine and wind speed. Counter fixed-effects and time-fixed effects are Φ i and φ t , respectively. In particular, φ t is a vector that includes dummies for day of week, holidays and year-month. it is an error term. Throughout the paper error terms are clustered on counters to account for within-counter error correlations. 15 When alerts are repeated on consecutive days, Graff Zivin and Neidell (2009) show evidence of a strong rebound effect -at least for the leisure activity of visiting a zoo. This sort of result, if more general, could have important implications for the operation of an alert program, with the principal needing to be aware of the possibility of 'alert fatigue'. The extent if any of the rebound is likely to be sensitive to the activity in question. A zoo visit is an infrequent and in most cases easy-topostpone activity, whereas getting to work by bicycle, for example, might not be. To see how far their results carry over into our setting, the model is expanded to a 2-day model as follows:
where alert t−1 is lagged alerts. As noted by Graff Zivin and Neidell (2009) , the interaction of current (alert t ) and lagged (alert t−1 ) allows for the possibility that the impact of an alert on date t is sensitive to the presence of an alert on date t − 1. If alerts are issued on two successive days, t − 1 and t, the effect of the second day's alert on cycling is β 1 + β 12 . However the impact of one-day alert is still β 1 since for a one-day alert we have alert t−1 = 0.
Causal Identification
Our coefficient of interest is that on the variable alert, which is exogenously assigned and observed without measurement error. In particular, as we discuss, air quality alerts are established the preceding day based on a forecast of air quality, inclusion of the pollution variables.
15 Angrist and Pischke (2008) suggest that to have a fairly accurate variance formula, at least we need to have 42 clusters, while we only have 26 clusters. We repeat our analysis using block bootstrapping. Block-bootstrapped standard errors deliver similar results. In addition, we repeat our analysis using a two-way cluster on both counter and date. The statistical significance of our results is unchanged. are carefully recorded, and apply to the entire city. However, we are concerned that the OLS point estimate of alert is contaminated because of endogeneity in air quality level (aqi). As we describe, we model cycling behavior as a function of both alerts (established the prior day) and concurrent air quality. The two variables are correlated, although not perfectly, because of errors in the process for forecasting air quality. Moreover, there are several reasons to think that air quality is measured with error, as well as potentially endogenous. Although the main alert variable is exogenous, the correlation between the endogenous air quality variable and the alert variable will lead to bias in OLS estimates of the effect of alerts on cycling behavior (we explain this point more formally later in this section).
There are several reasons to think that our air quality measure could be measured with error and endogenous. First, meteorological factors can be expected to affect cycling decisions directly -people may prefer to cycle on days that are warm (but not too warm), dry, etc.. Connolly (2008) and De Freitas et al. (2008) have shown that, for a variety of outdoor activities, weather matters. Equally, weather can be expected to impact air quality. Ozone is not a pollutant that is directly emitted by any source, but rather arises from the chemical reaction of nitrogen oxides and volatile organic compounds when exposed to sunlight. Furthermore pollutants can be washed from the air by rain, and smog once formed can be dispersed by wind. Although we can try to control for weather conditions, it is likely to be difficult to fully control for environmental confounders at sufficient spatial and temporal level (Moretti and Neidell (2011) ).
Second, as noted by Neidell (2009) , assigning pollution variables to each counter using interpolation techniques might result in measurement error for two reasons. First, air pollution levels may vary between regions. Second, individuals can move between regions in the course of a day, and we do not know in a sufficiently detailed way where they spend their time and therefore to what level of pollution they have been exposed when making decisions about cycling. Previous studies such as Jacquemin et al. (2013) , Lleras-Muney (2010) and Schlenker and Walker (2011) find that estimation of the effect of air pollution on health is quite sensitive to the methods used in assigning the pollution exposure variables to individuals.
Third, there is a possibility that individuals reduce their exposure to pollution by substituting to more emissions-intensive activities (for example by switching from cycling to driving). Therefore pollution exposure is potentially endogenous in the framework of our study.
To reiterate, our main dependent variable of interest throughout the paper is a dummy variable for alerts indicating the existence of an alert on a particular day. This does not suffer from measurement error or endogeneity. In fact, alert t is forecast-driven and it is determined by the value of E t−1 [AQI t ]. As E t−1 [AQI t ] and AQI t are likely correlated, it is sensible to assume that AQI t and alert t are correlated. 16 Because of correlation between air quality and alerts, our OLS estimate of the effect of alerts is biased as a result of endogeneity in the air quality variable. To show the bias in the estimated coefficient on alert when aqi and alert t are correlated consider the following simple equation:
in which alert is randomly assigned while aqi is subject to measurement error. We show thatβ is unbiased only if these two regressors are uncorrelated. In particular, consider the formula forβ: 
whereã qi = aqi + u is the measured air quality level, and u is the error in measurement. Thus we can write: plimβ = σ 2 aqi (βσ 2 alert + γσ alert,aqi ) − σ 2 alert,ãqi (γσ 2 aqi + βσ alert,aqi ) σ 2 aqi (σ 2 alert + σ 2 u ) − (σ alert,ãqi ) 2 = β(σ 2 aqi σ 2 alert − σ alert,ãqi σ alert,aqi ) + γσ 2 aqi (σ alert,aqi − σ alert,ãqi ) σ 2 aqi (σ 2 alert + σ 2 u ) − (σ alert,ãqi ) 2
for simplicity assume that alert is correlated with aqi but not u, thus σ alert,aqi = σ alert,ãqi so we can simplifyβ as follows:
which proves when regressors are correlated, the endogeneity of one regressor will affect the consistency of coefficients on other regressors. In particular, based on the preceding,β is biased downwards (i.e., λ < 1). Therefore while alert is determined exogenously it is essential to control for potential endogeneity of aqi t . To alleviate this problem, we instrument for AQI using bushfires.
IV
Our IV approach is intended to eliminate the source of bias in OLS that we describe in the prior section. Encouragingly the results prove quite similar (indeed identical in terms of sign and significance) across the IV and OLS methods. In addition results are robust to a variety of specification checks. The first stage of our IV approach:
where bushf ire t is a dummy variable which is one for the date when there was an active bushfire affecting Sydney air quality and zero otherwise. The variable size t is a measure of the size of the fire in hectares -which can sensibly be regarded as a proxy for the amount of pollutants it is generating -and distance t is the distance between an active fire and the city. The first stage regression is run with different combinations of these elements without changing the qualitative results.
We adopt bushfire activity as an instrument for air quality. In the basic version, we account for the incidence of active bushfire using a dummy for date that was active fire in the vicinity of Sydney on a particular date and the size of fire. In other versions we also account for the distance of fire from the city. 17 Using bushf ire as instrument requires that several conditions be satisfied. Essentially, bushfire must impact air quality (cov(bushf ire t , AQI it ) = 0) while it should not have any direct influence on cycling choice other than through it's effect on air quality. In other words, the exclusion restriction implies that bushfire should be orthogonal to other unobservable factors affecting demand for cycling (cov(bushf ire t , it ) = 0).
Various considerations point to bushfires being a strong instrument for air quality. First, although hot and dry weather provides conditions conducive to fire, they are a quasi-random event requiring a trigger -either natural or a human action. Thus, their occurrence cannot be timed perfectly and it is sensible to assume that bushf ire is uncorrelated with other unobservable factors that might affect the cycling decision. Second, as discussed in Section 3.4, it is well-established that bushfire activity has a significant negative impact on Sydney air quality (Johnston et al. (2011) , Glatthor et al. (2013) , Confalonieri et al. (2007) and Morgan et al. (2010) ).
Third, it is sensible to assume that bushfires do not have any direct impacts on cycling behavior except via their effect on air quality. As discussed in 3.2, in order to forecast the level of air quality, expected emissions from bushfires are routinely assessed by NSW OEH and all information about impacts of bushfires' smoke on air quality is incorporated into air quality alerts. Likewise, it is logical to assume that all possible impacts of bushfire smoke on cycling demand is completely absorbed by air quality alerts since bushfires typically occur a great distance from the city (an average of 589 miles in this study) and smoke from such fires are almost never observable in Sydney. It is important to mention that during the period of this study NSW residents were not provided with any further information about bushfires' smoke (even if they should have wanted it) until the NSW OEH website was updated in September 2014 to incorporate a burn notice explicitly. 18
Sub-sample analyses
It could be hypothesized that leisure cyclists and those who commute by bicycle react to an alert in different ways. In particular a leisure ride may be easier to substitute away from, or to postpone.
Of course the counters extract no information on the motives of the riders whose bicycles are counted. However, if the hypothesis is correct then we would expect to see different reactions in aggregate bicycle movements on different types of cyclepath.
In light of this, we seek to categorize the 26 routes on which the counters are located into two types -'leisure' and 'commuter' -and re-estimate our regressions for each sub-sample of counters. For robustness we categorize routes in two different ways;
(1) First, by comparing the relative density of bicycle traffic on a particular route during the week versus on the weekend. Different counters have very different day-of-the-week profiles. In Figure 3 , for example the upper panel depicts the daily distribution of average number of cyclists by day of week from counter 1 (Harbour Bridge), while the lower panel is the profile for counter 31 (Como Bridge). If the average number of cyclists at a counter is higher on the weekends rather than weekdays that route is classified as 'leisure', and 'commuter' otherwise. Using this criterion, 11 of the 26 active stations are classified as leisure and 15 as commuter.
(2) Second, by comparing the density of traffic at different times of day -in particular the pronouncedness of the peak in cycling trips during the traditional morning and evening peak hours (7am -10am and 4pm -7pm). Again, the counters vary substantially in the timing of traffic through the day. For example shown in Figure 4 , in the upper panel (for counter 1 (Harbour Bridge)) the flow during the morning and afternoon peaks are very strong, compared to the lower panel (counter 8 (Falcon Street)). Routes are categorized into 'leisure' and 'commuter' adopting the following criterion: If the peak hours cycling traffic exceeds 80% of total weekdays traffic, we classified a route to be commuter, and leisure if it is below 80%. Applying this criterion, 5 and 21 stations are classified as leisure and commuter, respectively.
Results
Figure 5 provides some graphical motivation for our regression analysis. In particular it shows the relationship between average cycle counts over all counters and days and AQI on bins of days with (black triangles) and without (grey circles) an alert. There are no controls here for the various confounding factors, so it is difficult to derive causal inference directly from the figure. However we can fit by OLS lines through the black triangles (the black line) and separately through the grey circles (the grey line) and see that the former clearly lies below the latter. This provides initial encouragement for the view that alerts are effective in discouraging cycling. Statistically -and again we emphasize that this is without any controls -the mean number of cyclists on days with an alert is between 15% and 24% lower than days without. 19 The figure usefully illustrates an important aspect of our research design, which has been alluded to earlier in the paper. In particular, it shows the imperfect concordance between the air quality and the alert status. Air quality alerts are issued when the forecast air quality index exceeds 100. The figure shows that there are a number of days in which alerts were not issued in which actual air quality does exceed 100, as well as a number of days in which an alert was issued, but air quality is inferior to 100. Our model of cycling behavior controls for both the alert status and the concurrent air quality level.
As shown in Figure 5 (and also in our full point estimates tables presented in the appendix (Tables A.1 and A2) ) there is a positive relation between AQI and cycling. This is not the main concern of our paper, however, it might arise because of the confounding effect of weather variables. For example if people spend more time on outdoor activities on a sunny day, demand for cycling will increase while this would also lead to an increase in AQI level since temperature and sunlight are the main precursors of ozone formation.
To further explore this, we also regress cycling on AQI, time and cycling fixed effects. As presented in Table A .3 of appendix, there is a positive and statistically significant relation between AQI and cycling demand suggesting that cyclists might be unaware of the fact that ozone formation (as the main pollutant in Sydney) is higher on a warmer, sunny day. This reinforces that alerts are effective in a sense that issuing an alert can inform people about negative health impacts of having strenuous activities such as cycling on polluted days.
OLS
Ordinary Least Squares estimation results based on the Equation (1) are presented in Table 3 and full point estimate results are reported in Table A .1 of appendix. The specifications in all three columns contain the vector of weather and pollution controls specified earlier, in addition to route and time fixed effects.
Column 1 provides the 'take away' from this part of the analysis. An alert decreases cycle traffic by 14.1%, significant at the 0.1% level.
Columns 2 and 3 present results of separate OLS regressions run on weekday and weekend-day samples. The independent effect of an alert is substantially larger on weekends, reducing cycle traffic by 26.5% which is significant at the 0.1% level. We return to more careful consideration of the impact of alerts on leisure versus commuter traffic later in the paper.
IV
The regression results using a fixed-effect instrumental variable estimator are reported in Table 4 and full point estimates of the same table are presented in Table  A .2 of appendix. 20 The upper part (Panel A) contains the relationship between AQI and bushfires -the first stage regression results based on the Equation (3). Panel B provides the coefficient estimate on the alert variable from the second-stage estimation. A full suite of controls is used in both stages. 20 As can be seen in Table A .2, AQI point estimates are positive when bushfire (Column (1)) and bushfire and size (Column (2)) are chosen as our sets of instruments while there is a statically negative relation between AQI and cycling demand in Column (3). It is important to mention that overall conclusion of this paper for all our IV results is insensitive to the choice of instrument. However, we did not choose Column (3) as our preferred specification since Column (2) appears to be a stronger instrument, specifically for our sub-sample analysis.
We report three variations to help provide a sense of robustness. In each case we estimate -as expected -a larger impact of alerts than the 14.1% reduction in use implied by OLS (we show in Section 4.2 that the OLS coefficient is biased towards zero).
In column 1 the single instrument bushfire (the yes/no dummy capturing whether a bushfire was burning on the date in question) is used. The issuance of an alert is estimated to reduce cycle traffic by 29.3%, significant at the 1% level.
Columns 2 and 3 adjust the first-stage estimation to allow first for the size of the fire in hectares, second for the distance of the fire from the city. The implied independent impact of the issue of an alert is to reduce cycle traffic by 35.1% and 13.2% in the two cases respectively. Both estimates are significant at the 5% level.
The statistics in Panel C point to the quality of the instruments used. It is worthwhile to note that for all other IV regressions, bushfire and size are chosen as our preferred specification since the F-statistic for excluded instruments and Hausman test suggest that bushfire and size are statistically stronger instruments, though the results of other instruments are quite similar to each other. 21
2-day model: Alert fatigue
There has been some concern amongst policy-makers of the possibility of alert fatigue -that the impact on behavior may be substantial on the first day that an alert is issued, but decline if alerts are issued on subsequent days. Table 5 shows the OLS and IV results for a 2-day model. In the preferred IV specification, when alerts are issued for two successive days the alert on the second day is estimated to reduce cycle traffic by just 1.6% (statistically insignificant at the 5% level). 22 It should be noted, however, that the number of consecutive-day alerts in our data set is very small -occurring on only seven occasions in the five year period covered by this study. As such we need to be wary about reading much into either the value of the coefficient or the lack of significance.
OLS and IV robustness
We conduct several robustness checks on our results. To provide evidence suggestive of robustness of our approach in controlling confounders, we re-estimate the preferred specifications excluding weather controls. We also include daily measures of O 3 , N O 2 , CO, P M 10 , P M 2.5 concentrations and re-estimate our regression. This is because it is possible that cycling decisions are based on individual pollution levels rather than aggregate measure of air pollution (AQI). 23 As already noted, pollution and weather variables are likely sources of confounding and accounting properly for their impacts on cycling demand is one of the main methodological challenges in estimation in this context. Insofar as the main coefficient estimates do not change excessively when controls for these variable are excluded, it can be claimed that the approach taken does a good job controlling for the effect of confounding variables (following Moretti and Neidell (2011) ). We can conclude that omitted variable bias is unlikely to be a substantial concern in our estimation. Table 6 reports the results of nine separate regressions (five OLS and four IV). In assessing the results, our primary focus is on the stability of the IV estimates. Column 1 reproduces coefficient estimates from the preferred specifications in Tables  3 and 4. In Column 2, the regression is re-run including individual pollutant levels. In Column 3, we re-estimate our regressions excluding weather controls. The absolute value of the estimated coefficient on alerts using the preferred IV approach falls from 0.351 to 0.143 by inclusion of co-pollutants. It falls to 0.303 with the exclusion of weather controls (Column 3). In column 4, AQI t is omitted from our regression, in this case we do not need to instrument for AQI since alert is determined exogenously. As can be seen the absolute value of alert t 's point estimate remains statistically significant and has slightly changed.
Despite our efforts to ensure the exogeneity of alert t , there still may remain concerns about potential endogeneity since we are unable to fully control for the effect of all confounders. One of the potential omitted variable is major sports events such as the marathon. The presence of such an event may raise (or lower) contemporaneous AQI, and thus make an alert the following day more (or less) likely. The day following such an event, demand for cycling may be lower than usual because cyclists may feel tired as a result of attending the event. Therefore major sport events can in fact affect both cycling and pollution levels. In this case our IV strategy is not helpful in controlling for the effect of confounders. In order to address this type of situation, column 5 includes AQI t−1 as an additional control. In this way variation in alert t is only due to the difference between E t−1 [AQI t ] and AQI t . It is important to mention that for our IV regression, we also instrument for AQI t−1 using bushf ire t−1 and size t−1 . As shown, our results are insensitive to inclusion of AQI t−1 , confirming that alert t is as good as random since it is a forecast driven variable and the effect of AQI t−1 is fully taken into account in forecasting alert t . Together, these results suggest that our approach controls well for potential unobserved effects of pollution and weather factors since the coefficient estimates remain the same in sign and significance and similar in magnitude.
We also explore robustness of the regression results to potential non-linearity in the relationship between air quality and demand for cycling. Table 7 reports estimation results allowing for quadratic form of the air quality index variable. For the IV regression we also instrument for the quadratic form of AQI by bushfire and size. In the basic OLS estimation, controlling for the quadratic formulation leaves the estimated coefficient remain almost unchanged whilst in the IV case the coefficient changes from -0.35 to -0.260, unchanged in sign and significance. 24
Sub-sample analyses
Results for sub-sample analyses are collated in Table 8 . Each column summarizes the key outputs from IV estimation on a sub-sample of the data. 25 It is clear that we might expect different behavioral response depending on the purpose of journey, in particular a leisure ride versus use of a bicycle as a means of getting to work. The opportunities for modal or inter-temporal substitution may vary substantially between purposes.
To try to get at this, the sample is divided up in three different ways. The underlying difficulty is that the counter measures only cycle movements, and the purpose of the journey is unobserved by the researcher. While our various categorizations will provide indicative evidence none will provide for a 'clean' separation of leisure from commuter riders. As usual what we are looking for is consistency of results across the various sub-sample treatments.
Columns 1 and 2 summarize separate analysis of weekday and weekend cycle use (throughout the paper weekend also includes public holidays). The results of the second-stage regression reported in Panel B show that the issuance of an alert reduces cycle use by 49.5% on weekends, but only 30.9% on weekdays. A Chow test presented in Panel C shows that we can reject the null hypothesis that weekends and weekdays point estimates are the same. This is consistent with the observation that a leisure ride is easier to cancel or postpone than is a trip to work.
The other results in Table 8 focus not on divisions of the data-set by time, but two different ways in which we attempt to categorize routes into commuter and leisure-intensive routes.
In Columns 3 and 4 the cycle routes are divided according to the pattern of cycle movements across days of the week, with those routes more heavily used on weekdays being categorized as 'commuter'. The coefficient estimates in Panel B point to the independent effect of an alert being to reduce cycle use by statistically significant 40.1% on leisure routes and 23.7% on commuter routes.
In columns 5 and 6 the cycle routes are divided according to the pattern of cycle movements within each day, with those experiencing more than 80% of their usage during peak hours on weekdays being categorized as commuter routes. The coefficient estimates in Panel B point to the independent effect of an alert being to reduce cycle use by statistically significant 38.6% on leisure routes but only 20% on commuter routes. For both specifications we also present a Chow test in Panel C indicating that point estimates for commuter and leisure routes are statistically different.
None of the categorizations are perfect in separating leisure from journey to work trips. Somebody riding on a Saturday may be on their way to work, for example -though that is less likely than would be the case if observed on a Monday. However the striking similarity in estimated coefficients across the three categorizations points to robustness, with the reduction in leisure ridership induced by an alert being in the range 38 to 40%, commuting in the range 20 to 23%.
Conclusion
The empirical analysis provides compelling evidence that air quality alerts issued in Sydney, Australia are highly effective in encouraging people to get off their cycles. Exact estimates have naturally varied across specification and sub-samples, but the results consistently point to a response around the 15 to 35% level. Cycling for leisure appears to be much easier to discourage than cycling to work. There is weak evidence of alert fatigue, based on a very small sample.
That people react -adjust their behavior when armed with pertinent information -is central to these sorts of information-based policy interventions working. In particular, it is vital that when air pollution levels are raised people reduce or eliminate participation in vigorous outdoor activities. This is the first study to use administrative data to show that they do (and indeed only the second overall, following a small-scale park bench study carried over just 35 days in Atlanta.) Estimating the health benefits of the change in behavior is beyond the scope of the paper, and would pose the additional challenge of determining the activity into which people substitute when they stop cycling.
Naturally a study of this sort involves a particular application, namely cycling in Sydney. As such there are obvious questions as to how far the results will generalize to other settings -maybe an Australian will heed a public health warning, where a German wouldn't. This points to the utility of further work in other contexts. But given the increasing reliance being put on alert schemes and other informationprovision interventions, evidence that they work -and work well -in discouraging vigorous outdoor activity in at least one setting is encouraging to have. week, year-month and holidays. * significant at 5% * * significant at 1% * * * significant at 0.1% Notes: Dependent variable is log(cycling). Quadratic form of AQI is also instrumented by bushfire and size. We are unable to estimate cubic and quartic form of AQI using IV regression since our model becomes under-identified. Clustered by counters, standard errors in brackets. Weather covariates include temperature, maximum temperature, minimum temperature, humidity, solar exposure, wind speed, precipitation and number of hours of bright sun. Pollution covariate includes air quality index. Time dummies include day of week, year-month and holidays. * significant at 5% * * significant at 1% * * * significant at 0.1%. 
Controls for Weather
(3) (4)
Weekdays Weekends Commuter Leisure Commuter Leisure Note: Each bin shows the average number of cyclists for the specific observed value of AQI conditional on whether an alert is issued or not. For instance, the black triangle for the AQI=160 shows that the logarithm of average number of cyclists were 5.2 when the observed value of AQI was 160 and an alert was issued. Note: This table presents the results of regressing log(cycling) on AQI t , time and cycling fixed effects. Clustered by counters, standard errors in brackets. * significant at 5% * * significant at 1% * * * significant at 0.1%
