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1. INTRODUCTION 
In this paper we will consider the nonlinear diffusion equation 
p*= LPI+* in DxR’ 
p(x, 0) =&x, 2 0 in D (1.1) 
Plm=O, for t 3 0, 
where - 1 < 6 ~0, D c R” is a bounded domain, d(x) =0 on i?D and 
q(x) f 0 in D, and 
i,j= 1 
au&,+ ,$’ d+c. 
1 J r-l laxi 
We will assume that a = { uV} is positive definite for each x E D and that a,, 
bi, and CE C’,‘(d). We will also make the essential assumption that 
Re(spec(L)) < 0 for the operator L with the Dirichlet boundary condition 
on aD; without this condition, none of the behavior described in this paper 
occurs. Of course, if c 6 0, then this assumption is always fulfilled. (In fact, 
by the Krein-Rutman theory of positive operators, sup(Re(spec(L))) 
occurs at a real simple eigenvalue, and thus our assumption can be 
formulated as requiring that the lead eigenvalue of L with the Dirichlet 
boundary condition on t3D be negative.) Equation (1.1) with - 1 < 6 < 0 is 
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known as “fast” diffusion. “Slow” diffusion occurs when 6 > 0, although, in 
this case, (1.1) is better known as the porous medium equation. When 
studying (l.l), it is illuminating to make the substitution u = P’+~ in which 
case (1.1) is transformed to 
1 1 
u =q--luy-2Lu , in DxR+ 
u(x, 0) = f)(x) 2 0 in d (1.2) 
UldD=O, for t 3 0, 
where q=(2+6)/(1+6) and ,=$1+6. Now the range -1~6~0 
corresponds to q> 2 and the range 6 >O corresponds to 1 <q-c 2. The 
“fast” and “slow” appellations can now be seen easily from (1.2). First note 
that since Re(spec(L)) < 0, the solution to the linear diffusion equation, 
w, = (l/(q - 1)) Lw in D, w(x, 0) =4(x), wldD = 0, decays to zero. Now, for 
q>2, when u starts decaying and becomes small, the diffusion operator 
(l/(q - l))L is being multiplied by a large factor l/uq-* which increases 
the rate at which the diffusion (or evolution by the operator (l/(q - l))L) 
is taking place. A similar analysis can be used for the case 1 <q < 2. In 
comparison to linear diffusion (q = 2) in which case the solution u decays 
to zero exponentially fast, it turns out that in the case of fast diffusion, 
there exists a finite extinction time T* such that u(x, t) > 0 for all x E D and 
t < T* and such that U(X, T*) = 0 [ll, 121. In the case of slow diffusion, 
the solution decays to zero according to an inverse power of t [2]. 
The object of this paper is to make a pointwise comparison between the 
solution u of (1.2) in the case of fast diffusion, and the solution w  of a 
corresponding linear equation, when the latter is run on a fast clock. From 
such results, we will also be able to obtain estimates on the extinction 
time T*. 
Before describing our results in detail, we discuss the question of exist- 
ence, uniqueness, and smoothness of solutions to (1.2). Note that Eq. (1.2) 
is strictly parabolic in the domain {U > O}. Sabinina [ 11, 121 proved that 
there exists a unique weak solution u of (1.2) which, as mentioned above, 
is strictly positive in D x (0, T*) and is identically zero at T*, for some 
extinction time T*. She also proved that u is in fact a classical solution in 
D x (0, T*) and that it assumes its initial and boundary values. Her proof 
was given for the one-dimensional problem; however, her method may be 
extended to the n-dimensional case. Sabinina considers equations of a more 
general form than (1.2) which, when restricted to our situation, forces 
c < 0. However, what is important is not specifically c ~0, but rather 
Re(spec(L)) < 0, which guarantees that the solution decays in time. 
For our first theorem, we need to introduce the following terminology. 
146 ROSS G. PINSKY 
Let w(x, t) = w+(x, t) denote the solution of the linear heat equation, 
1 
w,=-Lw 
9-l 
in DxRf 
w(x, 0) = i(x) B 0 in D 
wlao=O, for t 2 0. 
Define H,(t) by 
(1.3) 
I 
H++(t) 
t= (1.4) D ‘ypn W&G s)Y ~ * ds. 
It follows that H,(O) = 0 and H,(t) is increasing. Furthermore, since w) 
solves the linear heat equation, we have 
sup w,(x, t) < ke -‘““(y- I), 
.XE D 
where k> 0 and il, >O is the lead eigenvalue of -L in D with the 
Dirichlet boundary condition on cYD. From this it follows that 
So”(suP.@ w,(x, s))~-~ ds < 00 and that, if we define 
(1.5) 
then lim r&f,(t)= a. 
In order to emphasize the dependence on the initial data, we will some- 
times write u+(x, t) for the solution U(X, t) of (1.2) and T*(4) for the extinc- 
tion time T*. Our principal result is 
THEOREM 1. Assume that LI$ < 0. Let w8 be the solution of (1.3) and let 
H,(t) and Tb be as in (1.4) and (1.5). Then 
~,(x,t)<w~(x,HJt)) forallxEDandO<t<T+. (1.6) 
In particular then, u(x, T,) = 0 and thus 
T*(d) < T@. (1.7) 
Theorem 1 states that for L-superharmonic initial data, the solution to 
the fast diffusion equation is dominated by the solution of the correspond- 
ing linear diffusion equation even when the latter is run on the fast clock 
H,(t). Thus Theorem 1 gives a lower bound on how fast fast diffusion dif- 
fuses and, in particular, gives an upper bound on the extinction time T*. 
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Our second theorem concerns a lower bound for U(X, t). Before stating 
the theorem, we need to introduce some additional notation. For A c D, 
denote by w,(x, t; A) the solution of 
1 
w,=-Lw 
q-1 
inAxR’ 
4% 0) = d(x) in A 
WI?,4 =o, for t > 0. 
We note that ~5 does not vanish on k3A. 
Now define H,( t ; A, x) by 
(w,(x, s; A))“@ ds 
and let 
T,(A,x)=Joa (wJx,s, A))Y-2ds. 
(1.8) 
(1.9) 
(1.10) 
It follows that for all XE A, 0 < T,(A, x) < co, H,(O; A, x) = 0, H,(t; A, x) 
is increasing in t and lim,, TdCA,JJ H,( t; A, x) = 00. 
We can now state 
THEOREM 2. Assume that L~!J 6 0. Let A c A c D and assume that 
CA = CA((b) = sup supxca r$(x, t) qp2 < co 
O<l<T* ink E A u&9 t) 
Let H&t; A, x) and T#(A, x) be as in (1.9) and (1.10). Then, 
u,(x, t) 2 w4(x, H,(c, t; A, xl; A ), for all x E A and 0 < t < T&A, x). 
(1.11) 
It then follows that u,(x, t) f 0 for t < (l/cA) SUP,,~ T,(A, x) and thus that 
1 
T*(4) 2 - SUP T&4 ~1, 
CA(d) xeA 
(1.12) 
Theorem 2 states the following for L-superharmonic initial data. On any 
subdomain A c D, consider the corresponding linear diffusion restricted to 
A with absorption at IDA and with initial data on A equal to the restriction 
to A of the initial data of the original fast diffusion. Then the solution to 
the fast diffusion equation evaluated at x E A is dominated by the solution 
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to the linear diffusion evaluated at x when the latter is run on a sufficiently 
fast clock, namely HJt, A, x). Theorem 2 thus gives an upper bound on 
how fast fast diffusion diffuses and, in particular, a lower bound on the 
extinction time T*. 
Remark. Theorem 2 depends on the finiteness of 
[ 
SUP,,,4 u&c t) q-2 
c,(d)= SUP 
o<t<r* inf, e A 1 u&, 1) . 
We can verify this in the one-dimensional case because Kwong [9] has 
shown that 
lim sup 
4x7 t) 
,-T.- xeD C(q-2)(T*-t),11’4-22)-S(X) =” 
where S(x) is the unique positive solution of (2.1) (see Section 2; see also 
Berryman and Holland [3]). From this, the finiteness of ~~(4) follows 
easily. We suspect that this Harnack-type result is true in general but have 
no proof. (It always holds, for example, for the separable solution which we 
discuss in Section 2.) In any case, even if one knows that ~~(4) is finite, 
Theorem 2 suffers from a serious drawback. Whereas the estimate in 
Theorem 1 depends only on the behavior of the corresponding linear 
problem, in Theorem 2 the estimate depends on ~~(4) which in turn 
depends on the nonlinear problem. If one could obtain bounds on ~~(4) in 
terms of, say, 4 and S, the utility of Theorem 2 would be greatly enhanced. 
Theorem 1 and 2 are only valid for superharmonic data. The reason for 
this is that w,(x, I), the solution to the linear diffusion equation, is decreas- 
ing in r for all x E D if and only if Ld < 0. The following comparison result 
can be used in conjunction with Theorems 1 and 2 to obtain some 
information in the general case. 
PROPOSITION I. Let uQ, and u+, he the solutions to (1.2) with initial data 
d, and #*, respectively, and assume that #1 2 42. Then u4, 2 Use. 
Proof: Aronson and Peletier [2] give a proof of this in the case of slow 
diffusion (1 <q < 2) and L = A. Their proof extends directly to the case 
q > 2 with general L. 
In Section 2, we will discuss the known results of Berryman and Holland 
concerning bounds on the extinction time T*. As a necessary preliminary, 
however, we will begin Section 2 with a discussion of separable solutions of 
(1.2). In Section 3 we will use Theorem 1 to obtain more explicit upper 
bounds on u(x, t) and to obtain a new class of upper bounds on the 
extinction time T*. In Section 4, we give the proofs of Theorems 1 and 2. 
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2. SEPARABLE SOLUTIONS AND KNOWN BOUNDS 
ON THE EXTINCTION TIME 
We search for a positive separable solution of (1.2) in the form 
U(X, t) = T(t) S(x) and find that 
T(t)= [(q-2)(T*-t)]“‘Y--) 
and that S must solve 
LS+(q-l)S~-l=o in D 
s>o in D (2.1) 
s=o on aD. 
Now (2.1) does not always admit a solution. If L = A (see [6]) or, more 
generally, if L is in divergence form and c ,< 0 (see[ 1 I), then there exists a 
classical solution of (2.1) as long as q > 2 for n < 2 and 2 <q < 2n/(n - 2) 
for n 2 3. In one dimension the solution is unique; it need not be in higher 
dimensions. For q 3 2n/(n - 2), there need not be any solution to (2.1). For 
example, in [7], it is shown that, for q > 2n/(n - 2), a classical solution of 
(2.1) exists if D is an annulus but does not exist if D is star shaped. For 
the case of the general L with Re(spec(L)) < 0, existence of a classical 
solution has been proven in [S] for q > 2 if n = 1 and 2 c q < 2n/(n - 1) 
if n > 2. 
We now consider bounds on the extinction time T*. Berryman and 
Holland obtained upper and lower bounds for the case L = A (see [4]). 
Their method involves formally differentiating under an integral sign. To be 
completely rigorous, the lower bound requires that [Vu1 be bounded on 
D x [0, T*) and the upper bound requires that a*u/ax, axi be bounded on 
D x [0, T*). We first consider their lower bound. One can check that their 
method extends directly to the case in which L is in divergence form, that 
is, L = V .aV + c. The result is that if a positive solution S to (2.1) exists, 
then 
(2.2) 
This is the best bound of its kind since it is exact in the case of the 
separable solution. 
For the general nondivergence form case, let 3 solve the adjoint 
nonlinear eigenvalue equation, 
ZS+(q-l)S@=O in D 
s>o in D (2.3) 
9=0 on aD. 
150 ROSS G. PINSKY 
From the above discussion, we know that such an 3 exists if n = 1 or if 
n > 2 and q < 2n/(n - 1). Then, replacing S by 3 in the Berryman-Holland 
proof, one can show readily that 
1 
T*(4) B - 
[ 
jo(j-I~dx (4-2)/(4-l) 
1 q-2 J,3% . (2.4) 
Note that, unlike (2.2), (2.4) is not exact in the case of the separable 
solution. 
We now consider the upper bound. Again, the result extends 
immediately to the divergence form case L = V. uV + c. The result is that if 
a positive solution S to (2.1) exists, then 
This result is the best of its kind as it is exact in the case of the separable 
solution. Unlike in the case of the lower bound, it does not appear possible 
to amend Berryman and Holland’s proof to obtain an upper bound in the 
general nondivergence form case. 
The nice thing about the above results is that they give bounds in terms 
of certain “natural” Lp norms of the initial data C$ and the solution S of the 
nonlinear eigenvalue problem related to the separable solution, and that, 
except for (2.4), they are exact for the separable solution. 
However, the above results are lacking with regard to the following 
points : 
(1) The bounds depend on the existence of a positive solution to 
(2.1) and if q > 2n/(n - 2), such a solution may well not exist. 
(2) All the bounds are given in terms of an unknown function S or 
3, which solves a nonlinear elliptic equation. 
(3) No upper bound is given in the case of a general nondivergence 
form L. 
(4) The upper bound depends on the assumption that a2u/ax, axj is 
bounded in D x [0, T*) and the lower bound depends on the assumption 
that IVul is bounded in D x [0, T*); these assumptions have not been 
verified and indeed are unlikely to be true. (Nonetheless, we do believe that 
(2.2), (2.4), and (2.5) are correct.) 
In Section 3, we will derive a new class of upper bounds for T* which 
will complement the results of Berryman and Holland. 
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3. EXPLICIT UPPER BOUNDS FOR u(x, t) AND T* 
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In this section we apply Theorem 1 to obtain some explicit estimates for 
u(x, t) and for the extinction time T *. Recall that there exists a constant 
k such that 
W,(x, t) d k exp 
where & is the lead eigenvalue of L with the Dirichlet boundary condition 
on aD. We begin with 
PROPOSITION 2. Let Lgl < 0 and let k be such that 
w+(x, t) d k exp 
where & is the lead eigenvalue of L with the Dirichlet boundary condition on 
aD. Then, for 0 < t d ((q - l)/(q - 2))(ky-‘/A,). 
Ao(4 - 2) 
> 
‘/(q- 2) 
um(x, t) <k 1 - 
kY-2(q- 1) t 
and 
T*(d) f 
kYp2(q- 1) 
20(4-2) . 
(3.1) 
(3.2) 
ProoJ Using the assumption of the proposition, we obtain from (1.4) 
that 
Thus 
(3.3) 
505/78/l-l 1 
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From (1.6) of Theorem 1, (3.3), and the assumption of the proposition, we 
obtain 
Q(X, t) < w,(x, H,(t)) <k exp 
(-Z”) 
t&(q- 2) 
> 
i’(q-2) 
(q-l)kY-* 
This gives (3.1). Equation (3.2) follows from (3.1). 
We now state 
THEOREM 3. Let & denote the eigenfunction corresponding to the lead 
eigenvalue &, for L with the Dirichlet boundary condition on dD. Assume that 
I$ <k&. Then for 
06 
u,(x, t 
t,k”-2W) 
L qq _ 2) sup &-*(x)9 
XED 
(q-2)& MY - 2) 
(~-1)kY-2~~Pr~nid-2(~)t 
hl(xh 
and 
T*(4) d 
k4-*(q- 1) 
&(q- 2) ztp, K2@). 
Proof: By Proposition 1, u4 d u,~. Also 
w,+,(x, t) = ke ~ iOr/(Y - ’ )#&) < k sup 4~~) e --IoMq - 1). 
YED 
Now apply Proposition 2 with k supyeD q&(y) instead of k. 
Under appropriate conditions, we can get a somewhat different type of 
result. 
THEOREM 4. Assume that q > 3, that Ld < 0, that c < 0, and that there 
exists an x,, E D such that supX E D w(x, t) = w(x,, t), for all t > 0. Then 
T*($)Gsup v(x), 
XED 
where V(x) solves 
LV= -(q- 1) &-’ in D 
v=o on i?D. 
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Before proving the theorem, we give an indication of when the assump- 
tion of the theorem will hold. First of all note that if C$ = &,, then 
w(x, t) =4()(x) e-&O’ and the assumption holds. In fact note that the bound 
T*(4) G 2 sup,, D &Ax) E “0 
in Theorem 3 for the case q = 3 is a special case of Theorem 4. More 
generally we have 
PROPOSITION 3. Assume that D is strongly convex and that there exists 
a point x0 E D such that D is symmetric with respect to x0. Also assume that 
b ~0, that the ags are constant, that c QO and is concave, that the initial 
data 4 is log concave, and that c and 4 are symmetric with respect to x0. 
Then supxeD w(x, t)= w(x,, t)for all t>O. 
Proof. Fix to > 0 and let x0 + y E D satisfy SUP,,~ w(x, to) = 
w(xo + y, to). Then writing w(x, t) = w(xO + (x - x0), t) and using the 
symmetry assumptions, it follows that ti(x, t) E w(xo- (x-x0), t) is also a 
solution of (1.3). By uniqueness @(x, t) E w(x, t). Thus w(xo + (x -x,,), t) = 
w(xo- (x-x0), t) and in particular w(xO + y, to) = w(xo- y, to). Now by 
our assumptions, it follows from [8, Theorem 2.83 that w(x, to) is log 
concave in x and thus that sets of the form {x: w(x, to) > r} are convex. 
Thus in fact w(x,, to) = w(xo + y, to) = w(xo- y, to) and we have 
supxe D w(x, to) = w(x,, to). Noting that to is arbitrary completes the proof. 
Proof of Theorem 4. By Jensen’s inequality and the assumption that 
q b 3, we have 
T, = I,= w *-2~~o~i)df=jo~d~(j~~~t,xo,~)~(~)d~)q-2 
~jo~d~joP(f.xo~y)~q-2(y~dl,=j~bq-2(y)dL.jo~p(t,Xg.I.)d~ 
= 
i 
D Gbo, YW-~(YWY= Wo), 
where p(t, x, y) is the fundamental solution of the linear diffusion equation 
(1.3) and G(x, y) is the Green’s function for the elliptic operator 
(l/(q - 1))L with the Dirichlet boundary condition at 8D. Note that, 
because of the Dirichlet boundary condition, and the condition c ~0, 
for fixed t and x, p(t, x, y), though not a probability density, is a sub- 
probability density; one can check that Jensen’s inequality also works for 
subprobability measures. The theorem now follows from Theorem 1. 
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In the one-dimensional case, Theorems 3 and 4 can be used to give more 
explicit information. 
THEOREM 5. Consider (1.2) on the interval (0, 1) with L = d2Jdx2. rf 
&x)Gksin(n/&x, thenfor O<t<(kYm2(q- 1)1*)/(z?(q-2)), 
n2(4 - 2) MY ~2) 
1-/2k’-2(q- 1) t sin 71x I 
and 
T*(4) d 
kY-2(q- 1) Z2 
X2(4-2) . 
Proof: Apply Theorem 3 with C&(X) = sin(x/Z)x and I, = n2/i2. 
THEOREM 6. Consider (1.2) on the interval (0,l) with L = d2/dx2 and 
assume that $ is concave and symmetric with respect to l/2, and that q 2 3. 
Then 
Proof: By the assumptions of the present theorem and by Proposi- 
tion 3, it follows that the assumptions of Theorem 4 are satisfied. Thus 
T*(d)<sup,., V(x) where V(x) satisfies V”= -(q- 1)&-2 on (0,1) 
with V(0) = V(1) = 0. By symmetry, supxt Co,IJ V(x) = V(1/2). Integrating 
twice and simplifying completes the proof. 
Finally, in the special but important case q = 3 (see [IO]), we have the 
following result. 
THEOREM 7. Consider ( 1.2) on the interval (0,l) for q = 3 and 
L = d2/dx2 and assume that 4 is concave. Then 
Proof: We have w(x, t) = C,“=, (b,,, 4) exp(( -7c2n2/212)t) d,(x), where 
b”(x) = &,/? sin(m/I)x. Thus 
w(x, t) < (J2/J7M12 
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and consequently 
The theorem now follows from Theorem 1. 
The above results provide the only known upper bounds on T* in the 
case that a solution to (2.1) does not exist. Furthermore, even in the case 
that a solution S to (2.1) does exist, the above bounds have the advantage 
of being given in terms of the lead eigenfunction of L or (in Theorem 4) in 
terms of the solution of an inhomogeneous linear Dirichlet problem. Unlike 
S, these functions can sometimes be represented explicitly. Of course, the 
great drawback of Theorem 3 as compared to the upper bounds of 
Berryman and Holland is that the bound does not depend directly on 4 but 
rather on &,, where k&, dominates 4. Theorem 4 is much nicer in this 
regard but its applicability is restricted by symmetry and convexity 
constraints. Theorem 7, which is limited to the one-dimensional case with 
q = 3, is more in the spirit of the Berryman-Holland bounds. 
Actually, in the case of a general nondivergence form L, Theorem 3 is 
better than existing results even if S does exist. For, in this case, the 
Berryman and Holland method does not give information and the only 
known upper bound is that obtained by using Proposition 1 and compar- 
ing to the separable solution. Namely, if d d kS, then by Proposition 1, 
T*(b) < T*(kS). Now the solution with initial data kS is 
and T*(kS)=kYP2/(q-2). Thus we obtain T*(d)< kqP2/(q-2) if $<kS. 
Theorem 3 is more useful then since its bound is in terms of #,, rather 
than S. 
Finally, we note that our upper bounds are completely rigorous without 
any smoothness assumptions at the lateral boundary as required in the 
method of Berryman and Holland. 
4. PROOFS OF THEOREMS 1 AND 2 
The proofs of these two theorems turn on the following key proposition. 
PROPOSITION 4. Let L be as in Section 1, and let /?(t) and a(x, t) be 
positive functions for 0 < t -C T and x E B. Also let f. and g, satisfy 
(i) f. 2 0, go 20 in D; 
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6) fo, go E C*(D) n C(D); 
(iii) LS, 60 and Lg,<O in D. 
Assume that f, g E C*(D x (0, T)) n C(B x [0, T) - aD x (0)) and satisfy 
.f* = BLf in D x (0, T), g, = a& in D x (0, T) 
ftx, 0) = .I&), for x E D, g(x,O)= go(x), for XE D 
flm=O, for t>O, gl,,=O, for t>O. 
If  Btt)Gatx, t) tbtt)2a(x, t)) f  or all XED and Odt-cT and if 
gdx)Gfdx) (go(x)3fo(x)) for x~& then g(x, t)<f(x, t)(g(x, t)> 
f(x, t))for (x, t)EDx CO, T). 
Remark. Although we do not need such an extension, it is worth noting 
that the same result holds in the case that the function /3 depends on x 
instead of on t. However, the proof does not extend to the case in which 
fl depends on both x and t. 
Proof. Define h=f-g.Thenh(,,=OforO<t<Tandh(x,O)aOor 
h(x, 0) < 0 depending on which of the two cases we are considering. 
Furthermore 
h,-aLh=(/3-a) LJ 
Now the conclusion of the proposition will follow from the maximum 
principle if we show that Lf d 0 in D x [0, T). 
We can represent f  (x, t) in the form f(x, t) = SD p(A( t), x, y) fo( y) dy, 
where p(t, x, y) is the fundamental solution for the operator L with 
the Dirichlet boundary condition on aD and A(t) =jk b(s) ds. Now 
p(t, x, y) = 0 if either XE aD or YE aD and it satisfies pt = L,p = &,p, 
where 2 is the adjoint to L. Thus 
Lf(x, t) = s, L,p(A(t), x, y)fo(y) dy= s, E,p(A(t), x, y)fo(y) 
= i D AA(t), x, Y) Lfo(y) dy 
+ 6, ,$ (M(t), x3 ~)a,(y)),S,(y)njdo(y) 
r,,- I 
= jD p(A(th x, v)L~,(Y)~J+~~~ W,pMt), x, y)an)fo(y)d4y), 
where n is the outward unit normal to D at aD. Since p(A(t), x, y) is non- 
negative and vanishes for y E aD, it follows that ‘4,. p(A(t), x, y) an < 0 on 
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I’D. (In fact, by the Hopf maximum principle, it is strictly negative.) This, 
together with the assumptions that LfO 6 0 and f0 20, shows that Lf 60 
and completes the proof, 
Proof of Theorem 1. Define B(t) = l/sup,, D uJ-‘(x, t), and A(t) = 
jb p(s) ds for O< t< T*. Then setting u(x, t)- w,(x, A(t)), where w) 
solves (1.3) one sees that u, = (j(t)/(q - 1)) Lo in D x R+, u(x, 0) = 4(x) 
for XED, and uldD= 0, for t > 0. Now (1.2) may be written as 
(t~)~=(a(x, t)/(q- 1)) Lu in DxR’ with u,+(x, 0) = d(x) for XE D and 
u41aD =O, for t30, where a(x, t)= l/u;-‘(x, t). Since P(~)<cL(x, t), it 
follows from Proposition 4 that 
u&G c) G w&, A(t)), Odt<T* (4.1) 
and, in particular, that 
sup u&x, t) Q sup w&x, A(t)), Odt< T*. (4.2) 
.x E D I E D 
Since supXcD u~(x, t) = (fl(t)))“‘4-2’ and A’(t) = b(t), we may rewrite (4.2) 
as 
1 < (sup wy,-2(x, A(t))) A’(f), Obt< T*. (4.3) 
.x E D 
Integrating (4.3) gives 
Since wI is nonnegative, we conclude that H&t) < A(t), where H,(t) is as 
defined in (1.4). Also since, by assumption, Ld ~0, it follows that 
a~,/& < 0. (Actually this follows by applying Proposition 4 to the very 
special case /I(t) = 1 and a(x, t) = 1 + E.) Consequently, w,(x, H@(t)) 2 
w,(x, A(t)), 0 <t < T*, and thus from (4.1) we obtain 
u&f, t) G w&G ff,(t)), O<t<T*. (4.4) 
Since u+(x, t) - 0 for t > T* and since w,(x, t) > 0, (4.4) actually holds for 
0 d t < T,, where T, is as in (1.5). This completes the proof of Theorem 1. 
For the proof of Theorem 2, we require a slight extension of 
Proposition 4. 
LEMMA 1. Consider the setup of Proposition 4 except, instead of assum- 
ing that g vanishes on aD, assume that g(,, = $(x, t) 2 0 for x~ aD and 
0 < t < T. Zf B(t) B a(x, t) for all x E 4 and 0 Q t < T and if go(x) 2 fO(x), 
then g(x, t) 2 f(x, t) for (x, t) E B x [0, T). 
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ProoJ: Since h = f - g satisfies hi dD < 0, one may proceed exactly as in 
Proposition 4. 
Proof of Theorem 2. Define p(t)= l/infXEA us-*(x, t) and A(t)= 
St, p(s) ds, for 0 d t < T*. Then setting u(x, t) = w,(x, A(t); A), where 
w,(x, t; A) solves (1.8), one sees that u,= (/?(t)/(q- 1)) Lo in A x R+, 
u(x, 0) =$(x) for XEA, and uldA = 0 for t > 0. The solution u of (1.2) 
restricted to A may be written in the form (u,), = (tl(x, t)/(q- 1)) Lu, in 
AxR+, u,(x, 0) = d(x) for XEA, and ullaA = Ii/(x, t), where a(x, t) = 
l/u;-‘(x, t) and tJ(x, t)= u,(x, t). Since $(x, t)>O and /?(t)aa(x, t), it 
follows from Lemma 1 that 
w&, A(t); A) G U&F f), for O<t< T*. 
Recalling the definition of cA = ~~(4) in Theorem 2, we obtain 
(4.5) 
W&G A(t); A) G inf 
u&3 f) 
inf u+(Y, t) 
yeA yAY7 t)yeA 
<CA I’(4 - *) ;iS, u+( y, t), O<t<T*. (4.6) 
Since inf, E A U,(Y? t) = (P(t))- l/(4- *) and A’(t) = P(t), we may rewrite (4.6) 
as 
w$-*(x, A(t); A) A’(t)<c,, O<t<T*. (4.7) 
Integrating (4.7) gives 
s 
A(f) 
w$-2(x,S;A)ds<CAf, O<t<T*. 
0 
Since w$-’ is nonnegative, it follows that A(t)< H,(c,t; A, x) for 
0 < t < T,(A, x), where HJt; A, x) is given by (1.9). Also, as noted in the 
proof of Theorem 1, since Ld < 0, it follows that awlat < 0. Consequently 
w&, H~(c,f;A,x);A)~w,(x,A(t);A), O<t<T,(A,x) 
and thus from (4.5) we obtain u,(x, t) 2 wd(x, H,(c,t; A, x); A), 
O<t<T,(A,x). This is (1.11). Equation (1.12)followsfrom (l.ll)and the 
definition of TJA, x). 
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