On the Sharp Interface Limit of a Model for Phase Separation on
  Biological Membranes by Abels, Helmut & Kampmann, Johannes
ar
X
iv
:1
81
1.
12
48
9v
2 
 [m
ath
.A
P]
  4
 Fe
b 2
01
9
ON THE SHARP INTERFACE LIMIT OF A MODEL FOR PHASE
SEPARATION ON BIOLOGICAL MEMBRANES
HELMUT ABELS AND JOHANNES KAMPMANN
Abstract. We rigorously prove the convergence of weak solutions to a model for lipid raft
formation in cell membranes which was recently proposed by Garcke et al. [16] to weak
(varifold) solutions of the corresponding sharp-interface problem for a suitable subsequence.
In the system a Cahn-Hilliard type equation on the boundary of a domain is coupled to a
diffusion equation inside the domain. The proof builds on techniques developed by Chen [8]
for the corresponding result for the Cahn-Hilliard equation.
1. Introduction
In [16] Garcke, Rätz, Röger and the second author proposed a model for phase separation
on biological membranes based on the interplay between a thermodynamic equilibrium process
and nonequilibrium effects, in particular active transport processes on the cell membrane.
Cell membranes consist of saturated and unsaturated lipid molecules which arrange them-
selves in a bilayer structure. Moreover, other molecules such as cholesterols or proteins are
included. The lateral organisation of these different components is important for the func-
tioning of the cell, contributing to protein trafficking, endocytosis, and signalling [12,28].
A lot of attention in this context is given to the emergence of so-called lipid rafts. These
rafts are intermediate sized domains (10−200 nm), characterized as regions consisting mainly
of saturated lipid molecules enriched with cholesterols [27]. We refer the reader to the overview
[29] and the list of references therein for a discussion of the experimental evidence for their
existence.
The model by Garcke et al. is a phase-field model derived from thermodynamic conservation
laws, both on the membrane and in the cytosol. The former describes the phase separation
between saturated and unsaturated lipid molecules, from which the lipid rafts emerge. The
latter describes the dynamic inside the cytosol. The equations on the membrane and in
the cytosol are then coupled by an in-/out-flux q related to exchange processes between the
cell and its membrane. From the viewpoint of thermodynamics, this exchange term can be
interpreted as an external source term in both the membrane and cytosol equations.
In order to introduce the model, let B ⊂ R3 be a bounded domain with smooth boundary
Γ ∶= ∂B. The set B and the surface Γ represent the cell and its outer membrane respectively.
The basic quantities in the model are the rescaled relative concentration ϕ of saturated lipids
in the membrane, the relative concentration v of membrane-bound cholesterol and the relative
concentration u of cytosolic cholesterol. We normalize ϕ such that ϕ = 1 represents the pure
saturated lipid phase and ϕ = −1 within the pure unsaturated lipid phase. Moreover, v = 1
and u = 1 correspond to maximal saturation for the cholesterol concentrations.
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The inclusion of the cholesterol concentration in the model is due to the fact that because
of their structure, cholesterol molecules have a strong affinity for saturated lipids. Models
for phase separation on cell membranes thus often include the cholesterol concentration as
it is argued that the strong affinity between saturated lipids and cholesterols enables active
cellular transport processes of cholesterol to influence the phase separation process, leading to
the formation of lipid rafts. We refer the reader to corresponding discussions in [11,15,18,28]
and of course [16]. That the formation of lipid rafts is linked to the presence of cholesterols
has also been observed in experiments, see for example [21].
Let now for ε > 0
F(v,ϕ) =
ˆ
Γ
ε
2
∣∇ϕ∣2 + ε−1W (ϕ) +
1
2
(2v − 1 − ϕ)2 dH2, (1.1)
with the double-well potential W (s) = (1 − s2)2. The functional F consists of two parts. The
first part
´
Γ
ε
2
∣∇ϕ∣2+ε−1W (ϕ)dH2 is a classical Ginzburg-Landau energy, modeling the phase
separation between the two lipid phases. The second part 1
2
´
Γ
(2v − 1 −ϕ)2 dH2 accounts for
the affinity between saturated lipid molecules and membrane-bound cholesterol.
We now assume that the evolution of the membrane quantities is driven by chemical po-
tentials derived from the functional F . Namely, we introduce
µ ∶=
δF
δϕ
= −ε∆Γϕ + ε
−1W ′(ϕ) − (2v − 1 − ϕ),
θ ∶=
δF
δv
= 2(2v − 1 −ϕ),
and say that F is the surface free energy functional of the model.
We then consider the following bulk–surface system consisting of a surface Cahn–Hilliard
equation coupled to a bulk–diffusion equation,
∂tu =∆u in B × (0, T ], (1.2)
−∇u ⋅ ν = q on Γ × (0, T ], (1.3)
∂tϕ =∆Γµ on Γ × (0, T ], (1.4)
µ = −ε∆Γϕ + ε
−1W ′(ϕ) − (2v − 1 − ϕ) on Γ × (0, T ], (1.5)
∂tv =∆Γθ + q = 4∆Γv − 2∆Γϕ + q on Γ × (0, T ] (1.6)
θ = 2(2v − 1 −ϕ) on Γ × (0, T ] (1.7)
with initial conditions for u, ϕ and v. Here we denote by ν the outer unit normal vector of
B on Γ.
Let us comment on the meaning of the equations. The equations (1.4) and (1.6) describe
the mass balance equations for the surface quantities. Moreover, (1.2) and (1.3) model the
evolution of the cytosolic cholesterol by diffusion. An important aspect is the inclusion of
Neumann boundary conditions for the cytosolic diffusion. In dependence of the exchange
term q, the cholesterol flux from the cytosol B onto the membrane Γ appears as a source
term for the evolution of the membrane-bound cholesterol v in (1.6). Let us note that (1.6)
also includes a cross-diffusion, which stems from the cholesterol-lipid affinity in the surface
energy F . Finally, (1.4) and (1.5) model a Cahn-Hilliard dynamics for the lipid concentration
and allow for a contribution from the cholesterol evolution via the last term.
The discussion in [16] shows that the model is thermodynamically consistent for arbitrary
constitutive choices for the exchange term q. Moreover, numerical simulations carried out
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in [16, Section 5] illustrate how different constitutive choices for q influence the qualitative
behaviour of the coupled system. In particular, the model features the emergence of micro
domains (or lipid rafts) for certain constitutive choices for q.
Our interest in this contribution is the sharp-interface limit ε ↘ 0 in the lipid raft model.
Formal results on this singular limit were already obtained by Garcke, Rätz, Röger and the
second author in [16, Section 4]. These results rely on formally matched asymptotics, where
it is a priori assumed that solutions (uε, ϕε, vε, µε, θε) to the model (1.2) – (1.7) formally
converges to a limit (u,ϕ, v,µ, θ) as ε ↘ 0 and that for each t ∈ (0, T ] the zero level set
{ϕε(⋅, t) = 0} converges to a smooth curve γ(t) ⊂ Γ. Moreover, the technique assumes that
all functions (uε, ϕε, vε, µε, θε) admit suitable expansions in ε, both in a neighborhood of the
interface and away from the interface. We refer the reader to [16, Section 4] for more details
and to [3,7,14,25] as well as [20,26] for a general introduction while acknowledging that this
is by far not a comprehensive list of references.
The sharp interface model obtained from the formal asymptotic analysis is given by
ϕ = ±1 on Γ±(t), t ∈ (0, T ], (1.8)
∂tu =D∆u in B × (0, T ], (1.9)
−D∇u ⋅ ν = q on Γ × (0, T ], (1.10)
∆Γµ = 0 on Γ
±(t), t ∈ (0, T ], (1.11)
∂tv =∆Γθ + q on Γ
±(t), t ∈ (0, T ], (1.12)
θ = 2 (2v − 1 ∓ 1) on Γ±(t), t ∈ (0, T ], (1.13)
2µ + θ = c0κg on γ(t), t ∈ (0, T ], (1.14)[µ]+− = 0 on γ(t), t ∈ (0, T ], (1.15)[θ]+− = 0 on γ(t), t ∈ (0, T ], (1.16)
−2V = [∇Γµ]+− ⋅ νγ on γ(t), t ∈ (0, T ], (1.17)
−V = [∇Γθ]+− ⋅ νγ on γ(t), t ∈ (0, T ], (1.18)
where [f]+− (x0, t0)) = limh→0+(f(x0 + νγ(x0, t0) − f(x0 − νγ(x0, t0)) is the jump of a quantity
f across the interface γ(t) ∶= ∂Γ+(t) and νγ(x0, t0) ∈ Tx0Γ denotes the unit normal to γ(t0) in
x0 ∈ γ(t0), pointing inside Γ+(t0). The geodesic curvature of γ(t) in Γ is denoted by κg(⋅, t)
and V(x0, t0) denotes the normal velocity of γ(t0) in x0 ∈ γ(t0) in direction of νγ(x0, t0). For
its precise definition, let γt ∶ U → γ(t) ⊂ Γ, t ∈ (t0 − δ, t0 + δ) be a smoothly evolving family of
local parameterizations of the curves γ(t) by arc length over an open interval U ⊂ R and let
γt0(s0) = x0 for some s0 ∈ U . Then the normal velocity in (x0, t0) is given by
V(x0, t0) = d
dt
∣
t0
γt(s0) ⋅ νγ(x0, t0),
see also [9].
Apart from the formal technique discussed above, there are also rigorous results concerning
singular limits of phase-field models and in particular of the Cahn-Hiliard equation. Matched
asymptotic expansions can be justified rigorously in some cases (see e.g. [4] for the Cahn-
Hilliard equation). In contrast to these kind of results Chen employed ideas from geometric
measure theory to prove that weak solutions to the Cahn-Hilliard equation approach weak
solution of the Mullins-Sekerka equation [8].
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The main purpose of the present contribution is to extend Chen’s result to the coupled
bulk-surface system (1.2)–(1.7) and thus proving rigorously the convergence of solutions to
the lipid raft model to solutions of the sharp interface problem (1.8)–(1.18) as ε↘ 0.
Before stating our main result in full detail, we briefly introduce the concept of varifolds
from geometric measure theory and fix some notation. This will help with the definition of a
weak varifold solution to the sharp-interface problem (1.8)–(1.18).
This paper is based on the work in the PhD thesis of the second author [19].
1.1. Some Notation and Varifolds. For a detailed presentation of geometric measure and
varifold theory we refer the reader to the books of Simon [30], Federer [13], and the more
accessible book by Morgan [24] as well as the paper by Allard [5].
In the sharp-interface limit which is our main application, the object in question will be a
generalization of a curve on a two dimensional submanifold of R3. Therefore for we assume
from now on that X is a l−dimensional submanifold of Rn. Of course, this requires l ≤ n.
The symbol Σ will always denote a σ−algebra on X . The Borel σ-algebra (i.e. the smallest
σ−algebra that contains all open subsets of X ) will be denoted by B(X ).
For a measure λ ∶ Σ → [0,∞] and a measure space (X ,Σ, λ), we recall that λ is a Borel
measure if B(X ) ⊂ Σ and that a inner regular Borel measure which is finite on compact sets
is called Radon measure. A measure λ ∶ Σ→ (−∞,∞) is called a signed measure. We denote
the space of all signed Radon measures on X byM(X ).
For any signed measure λ the variation measure ∣λ∣ ∶ Σ→ [0,∞] is defined by
∣λ∣ (A) ∶= sup{∑
k∈N
∣λ(Ak)∣∣ ⋃
κ∈N
Ak ⊂ A,Ak⋂Al = ∅ for all k ≠ l} .
By the Riesz Representation Theorem [6, Theorem 1.54], the space M(X ) can also be
characterized as a dual space of C0(X ), where C0(X ) is the closure of C∞c (X ) with respect
to the supremums norm. Convergence in the sense of measures will always be the weak−∗
convergence inM(X ) = (C0(X ))′ .
The aim of this section is to introduce the notion of a general varifold as a measure the-
oretic generalization of a submanifold. By Sk(p) we denote for k ≤ l the Grassmanian of all
k−dimensional subspaces of Tp(X )
S
k(p) ∶= {S ∣S is a k − dimensional subspace of Tp(X )} .
To introduce a topology on Sk(p), we introduce
V kTp(X ) ∶= {(v1, . . . , vk)∣ v1, . . . , vl ∈ Tp(X ) and linearly independent} .
The topology on Sk(p) is then given as the quotient topology induced by the map
pi ∶ V kTp(X ) → Sk(p)
which sends a tuple of k linearly independent vectors in Tp(X ) onto the k−dimensional sub-
space they span.
Moreover, we define Gk(X ) as
Gk(X ) ∶= {(p,S) ∣p ∈ X , S ∈ Sk(p)} .
Since Gk(X ) is (at least locally for U ⊂ X ) diffeomorphic to U × Sk(p), the topologies on X
and Sk(p) induce a topology on Gk(X ), see for example [22, Lemma 2.2].
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Definition 1.1 (Varifold). Let X ⊂ Rn be an l-dimensional Riemanian manifold and let
Gk(X ) be defined as above. A general k−varifold (varifold for short) on X is a Radon
measure on Gk(X ).
Remark 1.2. It is useful to introduce the following notation.
(1) The orthogonal projection of TpX onto S ∈ Sk(p) will also be denoted by S.
(2) For S ∈ Sk(p) we denote by δS the Dirac measure concentrated on S. That is, for a
set P ⊂ Sk(p) we define
δS(P ) ∶= ⎧⎪⎪⎨⎪⎪⎩
1, if S ∈ P
0, else.
(3) Let X be an l−dimensional manifold. We identify Sl−1(p) ≅ Sl−1(p) mod {e1,−e1}
where Sl−1(p) is the (l − 1)−sphere in Tp(X ) and e1 is the first unit vector. As such,
we identify Sl−1 with the set of all unit normal vectors to unoriented (l − 1) planes in
TpX .
Definition 1.3 (Weight Measure of a Varifold). Let V be an varifold on X . The measure
mV on X defined as
mV (A) ∶= V ({(p,S)∣ p ∈ A,S ∈ Sk(p)}) = ˆ
Gk(A)
dV (p,S)
is called weight measure of V.
Definition 1.4 (First Variation of a Varifold). Let V be an (l − 1)-varifold on X . The first
variation δV ∶ C1c (X , TX ) → R is given as
δV (ξ) = ˆ
Gk(X)
DX ξ(p) ∶ (Id−S ⊗ S) dV (p,S)
for all ξ ∈ C1c (X , TX ). Here DX ξ(p) denotes the differential of ξ on X , A ∶ B = tr(A∗B) for
all A,B ∈ L(TxX ,Rn) and Id denotes the identity on TxX for each x ∈ X .
2. Weak Solutions and Statement of the Main Results
Throughout this paper, we consider the convergence of weak solutions (uε, ϕε, vε, µε, θε) to
the diffuse interface problem (1.2)–(1.7) to a weak (varifold) solution to the sharp interface
problem (1.8)–(1.18) as ε ↘ 0. In the case that the exchange term growth at most linearly,
i.e. that q ∶ R2 → R is continuous and fulfils for some C > 0
∣q(u, v)∣ ≤ C(1 + ∣u∣ + ∣v∣) ∀ u, v ∈ R, (2.1)
the existence of weak solutions (uε, ϕε, vε, µε, θε) to the diffuse interface problem is granted
by Theorem [2, Theorem 2.3] or [19, Theorem 4.2] where it is proved that there are solutions
belong to the space
W ∶=WB ×W1Γ ×W
1
Γ ×W
2
Γ ×W
2
Γ,
where
WB ∶= L
2 (0, T ;H1(B)) ∩H1 (0, T ; (H1(B))′) ,
W1Γ ∶= L
2(0, T ;H1(Γ)) ∩H1(0, T ;H−1(Γ)), and W2Γ ∶= L2(0, T ;H1(Γ)).
6 H. ABELS AND J. KAMPMANN
Here the equations are solved in the following weak sense:
ˆ T
0
⟨∂tu, ξ⟩(H1(B))′,H1(B) = −
ˆ T
0
ˆ
B
∇u ⋅ ∇ξ −
ˆ T
0
ˆ
Γ
q(u, v)ξ, (2.2)
ˆ T
0
⟨∂tϕ,η⟩H−1(Γ),H1(Γ) = −
ˆ T
0
ˆ
Γ
∇Γµ ⋅ ∇Γη, (2.3)
ˆ T
0
ˆ
Γ
µη = −
ˆ T
0
ˆ
Γ
[ε∇Γϕ ⋅ ∇Γη + 1
ε
W ′(ϕ)η − 1
δ
(2v − 1 − ϕ)η] , (2.4)
ˆ T
0
⟨∂tv, η⟩H−1(Γ),H1(Γ) = −
ˆ T
0
ˆ
Γ
∇Γθ ⋅ ∇Γη +
ˆ T
0
ˆ
Γ
q(u, v)η, (2.5)
θ =
2
δ
(2v − 1 − ϕ) a.e. on Γ × (0, T ). (2.6)
for all ξ ∈ L2(0, T ;H1(B)) and η ∈ L2(0, T ;H1(Γ)). The initial values are attained in L2(B)
and L2(Γ) respectively. Moreover,
F(v(⋅, t), ϕ(⋅, t)) + 1
2
ˆ
B
u(⋅, t)2 + ˆ t
0
ˆ
B
1
2
∣∇u∣2 + ˆ t
0
ˆ
Γ
(∣∇Γµ(⋅, t)∣2 + ∣∇Γθ(⋅, t)∣2)
≤ C(T, v0, ϕ0, u0). (2.7)
holds for all t ∈ (0, T ], see also [2, Theorem 2.3].
Following [8], we define weak (varifold) solutions to the sharp interface problem as follows.
Definition 2.1. Let E be a subset of Γ × [0,∞) and assume that χE ∈ C0([0, T );L1(Γ)) ∩
L∞w∗(0, T ;BV (Γ)). Consider functions
µ, θ ∈ L2loc([0, T ),H1(Γ))
and
u ∈H1(0, T ;H−1(B)) ∩L2(0, T ;H1(B)), v ∈H1(0, T ;H−1(Γ)) ∩L2(0, T ;H1(Γ)).
Let furthermore V be a Radon measure on [0,∞) ×G1(Γ) such that Vt is a varifold on Γ for
all t ≥ 0.
We say that the tuple (E,V,u,µ, θ) is a varifold solution to the sharp interface problem
(1.8)–(1.18) if for all T ≥ 0 and for almost every 0 ≤ τ ≤ t ≤ T and for all test functions
ψb ∈ C
∞
c ([0, T ) ×B), ψs ∈ C∞c ([0, T ) × Γ) and Y ∈ C1(Γ, TΓ)
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the following holds:ˆ T
0
ˆ
B
u(t, x)∂tψb(t, x) dx dt = (2.8)
ˆ
B
u0(x)ψb(0, x) dx + ˆ T
0
ˆ
B
∇u(t, x) ⋅ ∇ψb(t, x) dx dt − ˆ T
0
ˆ
∂B
qψb dH
2(p) dt,
ˆ T
0
ˆ
Γ
− 2χEt(p)∂tψs(t, p) +∇Γµ(t, p) ⋅ ∇Γψs(t, p) dH2(p) dt
=
ˆ
Γ
2χE0(p)ψs(0, p) dH2(p), (2.9)
ˆ T
0
ˆ
Γ
− v(t, p)∂tψs(t, p) +∇Γθ(t, p) ⋅ ∇Γψs(t, p) − qψs(t, p) dH2(p) dt
=
ˆ
Γ
v0(p)ψs(0, p) dH2(p), (2.10)
θ = 2 (2v − 2χEt) , (2.11)
−⟨DχEt, (2µ + θ)Y ⟩ = ⟨δVt, Y ⟩, (2.12)
mVt ≥ 2c0 ∣DχEt ∣ inM(Γ), (2.13)
mVt(Γ)+
ˆ t
τ
ˆ
Γ
∣∇Γµ(s, p)∣2 + ∣∇Γθ(s, p)∣2 + q (θ(s, p) − u(s, p)) dH2(p) ds ≤mVτ (Γ). (2.14)
Remark 2.2. The concept of a varifold solution given here coincides in the special case that
u = v = 0 with the varifold solutions introduced by Chen in [8]. We refer the reader to [8,
Section 2.4] for a detailed discussion of these solutions and a justification of the definition.
Our main convergence result establishes problem (1.8)–(1.18) rigorously as the sharp in-
terface limit of the lipid raft model (for a suitable subsequence) if we suppose that the initial
data are suitable in the following sense.
Condition 2.3 (Assumptions for the inital data).
We assume that there exist constants C,M,m > 0 and independent of ε ∈ (0,1] such that the
initial data (uε0, ϕε0, vε0) ∈ L2(B) ×H1(Γ) ×H1(Γ) fulfil
sup
0<ε<1
[F(ϕε0, vε0) +
ˆ
B
∣uε0∣2 dx] ≤ C <∞,ˆ
B
uε0 dx +
ˆ
Γ
vε0 dH
2 =M ∀ε ∈ (0,1],
1∣Γ∣
ˆ
Γ
ϕε0 dH
2 =m ∈ (−1,1) ∀ε ∈ (0,1].
Proposition 2.4. Let T > 0 and consider initial data that fulfil Condition 2.3 and the cor-
responding solution (uε, ϕε, vε, µε, θε) ∈W to the diffuse interface problem (1.2)–(1.7). Then
there exists a sequence {εk}k∈N, εk → 0 as k →∞, such that the following statements are true:
(1) There exists a set Q+ ⊂ [0, T ) ×Ω such that
(a) ϕεk(x, t) → ϕ(x, t) ∶= ⎧⎪⎪⎨⎪⎪⎩
1 for (x, t) ∈ Q+
−1 else
almost everywhere in (0, T ) × Γ.
(b) ϕεk → ϕ in C
1/9 ([0, T ];L2(Γ)) .
8 H. ABELS AND J. KAMPMANN
(c) χQ+ ∈ L
∞
w∗ (0, T ;BV (Γ)) .
(2) There exists a function µ ∈ L2(0, T ;H1(Γ)) such that
µεk ⇀ µ in L
2(0, T ;H1(Γ)).
(3) There exists a function θ ∈ L2(0, T ;H1(Γ)) such that
θεk ⇀ θ in L
2(0, T ;H1(Γ)).
(4) There exists a function v ∈ L2(0, T ;L2(Γ)) such that
vεk ⇀ v in L
2(0, T ;L2(Γ)).
(5) There exists a function u ∈ L2(0, T ;H1(B)) ∩H1(0, T ;L2(B)) such that
uεk ⇀ u in L
2(0, T ;H1(B)) ∩H1(0, T ;L2(B)).
Theorem 2.5. Let (u,ϕ, v,µ, θ) be the limit tuple from Proposition 2.4. Then there exists
a Radon measure V on [0, T ] × G(Γ) such that the measure Vt ∶= V (t, ⋅) is a varifold for
almost all times t ∈ [0, T ]. Moreover, the tuple (ϕ,µ, v, θ, u,V ) is a weak solution to the sharp
interface problem (1.8)–(1.18) in the varifold sense defined in Definition 2.1.
3. Proof of the main convergence results
The proof follows the arguments of the corresponding result by Chen for the Cahn-Hilliard
equation [8] with modification due to the coupling and the fact that the Cahn-Hilliard type
equation is given on a surface Γ. The proof consists of two main parts. First, one establishes
compactness results for the individual functions which lead to the convergences stated in
Proposition 2.4. In the second step, we take the limit in the equations and construct the
varifold representing the phase boundary. The main ingredient will be an estimate for the
so called discrepancy measure in Proposition 3.7. It relies on a local blow-up argument with
regard to ε and requires us to carefully consider equation (1.5) in suitable local coordinates,
making the blow-up procedure more delicate then in Chen’s original work. Moreover, Chen’s
construction only yields varifolds in every local chart. We need to prove that these varifolds
serve as a starting point for the construction of a varifold on Γ which then, together with the
limit functions from the first part, solves the sharp interface problem (1.8)–(1.18) in the weak
sense of Definition 2.1.
The first part requires only modest modifications, mostly in order to adopt some of the
technical details to the setting on a compact manifold. It relies on the energy estimate (2.7),
the structure of (1.5), the mass conservation for ϕε and the well-known Modica-Mortola trick
which is included here for the sake of completeness. In particular, it allows us to deduce
bounds for {ϕε}ε>0 which are uniform in ε.
Lemma 3.1 (Modica-Mortola trick). Let H ∶ [−1,∞)→ [0,∞) be defined by
H(s) = ˆ s
−1
√
min{W (s),1 + ∣r∣2} dr.
H is invertible and there are constants c1, c2 ∈ R such that
c1 ∣s1 − s2∣2 ≤ ∣H(s1) −H(s2)∣ ≤ c2 ∣s1 − s2∣ (1 + ∣s1∣ + ∣s2∣) (3.1)
for all s1, s2 ∈ R. Moreover, for any ε > 0 and any solution (uε, ϕε, vε, µε, θε) ∈W to (1.2)–(1.7)
sup
0≤t≤T
ˆ
Γ
∣∇ΓH(ϕε(x, t))∣ ≤ C(T ) (3.2)
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and in particular
H(ϕε) ∈ L∞(0, T ;W 1,1(Γ)).
Proof. The existence of constants c1 and c2 such that (3.1) holds is a direct consequence from
the properties of the double-well potential W. Since the integrand is positive, the function H
is strictly monotonically increasing and thus invertible.
We calculate ˆ
Γ
∣∇ΓH(ϕε(x, t))∣ = ˆ
Γ
√
W (ϕε(⋅, t)) ∣∇Γϕε(⋅, t)∣
≤
1
2
ˆ
Γ
[1
ε
W (ϕε(⋅, t)) + ε ∣∇Γϕε(⋅, t)∣2]
which by the energy estimate (2.7) implies (3.2) and H(ϕε) ∈ L∞(0, T ;W 1,1(Γ)). 
3.1. Preliminary results. We quickly recall that the exponential map expp from differential
geometry in a point p ∈ Γ is a diffeomorphism between an open neighborhood Wp ⊂ TpΓ and
an open neighborhood U ⊂ Γ of p. Since Γ is a compact manifold, there is a real number r > 0
such that the ball Br(0) lies in Wp for all p ∈ Γ and the map expp restricted to Br(0) ⊂ R2 is
a diffeomorphism onto its image for all p ∈ Γ.
Thus the sets {expp∣Br−η(0) (Br−η(0))}p∈Γ form for every η ≤ r2 a covering of Γ. Since
the manifold Γ is compact, there is a finite collection of points {pi}i∈I such that {Ui}i∈I ∶={exppi ∣Br−η(0) (Br−η(0))}i∈I still is a covering of Γ. Together with the maps αi ∶ Ui → Br−η(0) ⊂
R
n defined by αi(p) ∶= exp−1pi (p), this covering allows us to define an atlas {(Ui, αi)}i∈I of Γ.
Observe that for every i ∈ I and x ∈ αi(Ui) = Br−η(0) ⊂ Rn, the expression exppi(x − ηy) is
well defined as long as we assume y ∈ B1(0). We will make use of this fact in the following
construction of approximating sequences to functions in L2(Γ).
Let ρ be a mollifier satisfying
ρ ∈ C∞(R2), 0 ≤ ρ(x) ≤ 1∀x ∈ R2, supp(ρ) ⊂ B1(0) and ˆ
R2
ρ = 1
as usual and introduce the notation ρη(x) = η−2ρ(xη) . Furthermore, let {zi}i∈I be a partition
of unity subordinate to the covering {Ui}i∈I of Γ.
For a function v ∈ L2(Γ) we can then define the functions vηi ∈ C∞(αi(Ui)) for every i ∈ I
and η ≤ r
2
by
v
η
i (x) ∶= (ρη ∗ (α−1,∗i (ziv))) (x)
=
ˆ
Bη(0)
ρη(y)(ziv)(α−1i (x − y)) dy =
ˆ
B1(0)
ρ(y)(ziv)(α−1i (x − ηy)) dy.
We deduce suppα−1,∗(ziv) ⊂ Br−η from suppziv ⊂ Ui and since suppρη ⊂ Bη(0) this implies
suppvηi ⊂ Br(0) by the general properties of convolutions. Thus the pullback α∗i vηi is well
defined for each i ∈ I and we can define for η ≤ r
2
the smoothing operator Tη ∶ L
2(Γ)→ C∞(Γ)
by
Tηv ∶=∑
i∈I
α∗i v
η
i =∑
i∈I
α∗i (ρη ∗ (α−1,∗i (ziv)))
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Lemma 3.2 (Approximation on manifolds). For each v ∈ L2(Γ), the family {vη}0<η<r/2 de-
fined by vη ∶= Tηv is a smooth approximation of v with respect to the L
2-topology, i.e.
∥vη − v∥L2(Γ) → 0 as η → 0.
Furthermore,
∥vη∥L2(Γ) ≤ C ∥v∥L2(Γ) and (3.3)
∥∇Γvη∥L2(Γ) ≤ Cη ∥v∥L2(Γ) (3.4)
for some constant C > 0, independent of η.
Proof. We first prove (3.3). Observe that for all i ∈ I we can estimate (see for example [31])
∥α∗i vηi ∥L2(Ui) ≤ C ∥vηi ∥L2(Ui)
and vice versa ∥α−1,∗i (ziv)∥L2(αi(Ui)) ≤ C ∥(ziv)∥L2(Ui) ,
where the constants C are independent of i ∈ I since Γ is compact. Furthermore,
∥ρη ∗ (α−1,∗i (ziv))∥L2(α1(Ui)) ≤ ∥ρη∥L1(R2) ∥α−1,∗i (ziv)∥L2(α1(Ui)) ≤ ∥α−1,∗i (ziv)∥L2(α1(Ui))
by the usual properties of the convolution. Combining these findings yields (3.3).
The next claim is that vη → v in L2(Γ). Since C(Γ) is a dense subset of L2(Γ) and because
of (3.3), it is sufficient to prove the convergence only for functions v ∈ C(Γ).
One has
∑
i∈I
α∗i (
ˆ
Rn
ρη(y)α−1,∗i (zi) dy)(p) = 1
for all p ∈ Γ. Therefore
(v − vη)(p) = v(p)∑
i∈I
α∗i (
ˆ
Rn
ρη(y)α−1,∗i (zi) dy)(p) −∑
i∈I
α∗i (ρη ∗ α−1,∗i (ziv)) (p)
=∑
i∈I
[ˆ
R2
ρη(y){(ziv)(α−1i (αi(p))) − (ziv)(α−1i (αi(p) − y))} dy] .
We now split the integrals into two parts, namely the integrals over a ball of radius ξ around
the origin and the integral over all ∣y∣ ≥ ξ. To simplify the expression, we denote the integrand
in the last expression by Ii(y, p) and write thereby
(v − vη)(p) =∑
i∈I
ˆ
∣y∣<ξ
Ii(y, p)dy +∑
i∈I
ˆ
∣y∣≥ξ
Ii(y, p)dy
=∶∑
i∈I
Aiη(ξ) +∑
i∈I
Biη(ξ).
We now exploit the fact that α−1,∗i (ziv) ∈ Cc(Rn) is uniformly continuous to deduce for every
ε > 0 the existence of a radius ξi > 0 such that
∣Aiη(ξi)∣ ≤ sup
∣y∣<ξi
∣(ziv)(α−1i (αi(p))) − (ziv)(α−1i (αi(p) − y))∣
ˆ
Rn
ρη(y) dy ≤ ε.
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Since the manifold Γ is compact, we can define ξ0 > 0 as the minimum over all ξi. By the
properties of ρη, it is then possible to find η0 > 0 such that
∣Biη(ξ0)∣ ≤ 2 ∥v∥∞
ˆ
∣y∣≥ξ0
ρη(y) dy ≤ Cε
for all η < η0. These two estimates thus imply for every ε > 0 the existence of η0 > 0 such that
∥v − vη∥∞ ≤ Cε for all η < η0,
which is the desired convergence. We now prove the second assertion of the lemma, namely
the estimate (3.4). Since
∥∇Γvη∥L2(Γ) = ∥∑
i∈I
∇Γ (α∗i (ρη ∗ α−1,∗i (ziv)))∥
L2(Γ)
(3.5)
it is sufficient to estimate each summand on the right-hand side in (3.5). We write the gradient
on Γ in local coordinates to obtain
∥∇Γ (α∗i (ρη ∗ α−1,∗i (ziv)))∥L2(Γ) =
XXXXXXXXXXX
2
∑
k,l
gkl
∂
∂xk
(ρη ∗α−1,∗i (ziv))∂xl√g
XXXXXXXXXXXL2(αi(Ui))
and use the fact that all entries in the metric tensor g are bounded, first on each Ui and then
by the compactness of Γ on the whole manifold, to seeXXXXXXXXXXX
n
∑
k,l
gkl
∂
∂xk
(ρη ∗α−1,∗i (ziv))∂xl√g
XXXXXXXXXXXL2(αi(Ui))
≤C
XXXXXXXXXXX
n
∑
k,l
( ∂
∂xk
ρη) ∗ α−1,∗i (ziv)
XXXXXXXXXXXL2(αi(Ui)) ≤
C
η
∥α−1,∗i (ziv)∥L2(αi(Ui))
where the last inequality is again due to Young’s inequality for convolutions and the chain
rule produced the factor 1
η
. We use again the estimate
∥α−1,∗i (ziv)∥L2(αi(Ui)) ≤ C ∥(ziv)∥L2(Ui)
and deduce inequality (3.4). 
Proposition 3.3. For every g ∈ C1(Γ) with ´
Γ
g = 0, there exists a solution Ψ ∈ C2(Γ) to the
problem
∆ΓΨ = g on Γ,
ˆ
Γ
Ψ = 0.
Furthermore, the estimate ∥Ψ∥C2(Γ) ≤ C ∥g∥C1(Γ) (3.6)
holds.
Proof. The result follows from classical regularity theory. Details can be found in [19, Propo-
sition 8.7]. 
3.2. Compactness results.
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3.2.1. Compactness of {ϕε}. The main purpose of this paragraph is to prove the convergence
of the family {ϕε}ε≥0. We expect the limit ϕ ∶= limε→0ϕε to be a function which takes only
the values ±1, although it is not directly clear in which sense this convergence is meant.
Proposition 3.4. Under the assumptions from Proposition 2.4 there exists a set Q+ ⊂ [0, T )×
Γ and a subsequence of {ϕε}ε>0 (which we denote by {ϕεk}) such that
(1) ϕεk(x, t) k→∞ÐÐÐ→ ϕ(x, t) ∶=
⎧⎪⎪⎨⎪⎪⎩
1 for (x, t) ∈ Q+
−1 else
almost everywhere in (0, T ) × Γ.
(2) ϕεk
k→∞
ÐÐÐ→ ϕ in C1/9 ([0, T ];L2(Γ)) .
(3) χQ+ ∈ L
∞
w∗ (0, T ;BV (Γ)) .
The proof relies on the following lemma.
Lemma 3.5. There exists a positive constant C which is independent of ε such that
sup
0≤t≤T
∥H(ϕε(t))∥W 1,1(Γ) + ∥H(ϕε)∥C1/8([0,T );L1(Γ)) + ∥ϕε∥C1/8([0,T );L2(Γ)) ≤ C.
Proof. The structure of the proof is the same as in [8, Lemma 3.2].
We begin our proof with the estimate for ∥ϕε∥C1/8([0,T );L2(Ω)) . Our aim is to show that
sup
t,τ∈[0,T ],t≠τ
(´
Ω
∣ϕε(x, t) −ϕε(x, τ)∣2 dx)1/2
(t − τ)1/8 ≤ C(T ). (3.7)
Since it is difficult to control this difference between ϕε(x, t) and ϕε(x, τ) directly, we use the
approximation result on the manifold Γ in Lemma 3.2 and define ϕηε ∶= Tηϕε. As in [8], we
obtain ˆ
Γ
(ϕε(x, t) −ϕε(x, τ))2 dx
=
ˆ
Γ
[(ϕηε(x, t) − ϕηε(x, τ)) − (ϕε(x, t) − ϕε(x, τ))]2 dx
+ 2
ˆ
Γ
(ϕηε(x, t) −ϕηε(x, τ)) (ϕε(x, t) −ϕε(x, τ)) dx
−
ˆ
Γ
(ϕηε(x, t) −ϕηε(x, τ))2 dx
≤
ˆ
Γ
[(ϕηε(x, t) − ϕε(x, t)) + (ϕε(x, τ) − ϕηε(x, τ))]2 dx
+ 2
ˆ
Γ
(ϕηε(x, t) −ϕηε(x, τ)) (ϕε(x, t) −ϕε(x, τ)) dx (3.8)
since (ϕηε(x, t) −ϕηε(x, τ))2 is non-negative. It is therefore sufficient to control the right-hand
side above if we want to prove (3.7).
To this end, we first observe that for 0 < α < 1
2
and any t ∈ (0, T )
ˆ
Γ
ˆ
Γ
∣ϕε(x, t) − ϕε(y, t)∣2
d(x, y)2+2α dH2(x) dH2(y)
≤ C
ˆ
Γ
ˆ
Γ
∣H(ϕε(x, t)) −H(ϕε(y, t))∣
d(x, y)2+2α dH2(x) dH2(y).
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by the properties of H discussed in Lemma 3.1. Moreover, for any function f in the Besov
space B2α1,1(Γ) we have
ˆ
Γ
ˆ
Γ
∣f(x) − f(y)∣
d(x, y)2+2α dH2(x) dH2(y) ≤ C ∥f∥B2α1,1(Γ) .
SinceW 1,1(Γ) embeds in the Besov space B2α1,1(Γ) for 0 < α < 12 andH(ϕε(⋅, t)) ∈W 1,1(Γ) with∥H(ϕε)(⋅, t)∥W 1,1(Γ) ≤ C(T ) for all t ∈ (0, T ) by Lemma 3.1, we can choose f =H(ϕε(⋅, t)) in
the inequality above and thus deduce
ˆ
Γ
ˆ
Γ
∣ϕε(x, t) − ϕε(y, t)∣2
d(x, y)2+2α dH2(x) dH2(y)
≤ C ∥H(ϕε(⋅, t))∥B2α
1,1
(Γ) ≤ C ∥H(ϕε(⋅, t))∥W 1,1(Γ) ≤ C(T ). (3.9)
We refer the reader to [23] for more details on Besov spaces while the embedding W 1,1(Γ)↪
B2α1,1(Γ) can e.g. be found in [1, Corollary 6.14].
Observe that (3.9) also holds for each localization α−1,∗i (ziϕε) of ϕε where αi and zi are
defined as in Section 3.1. Because of
´
R2
ρ(y)dy = 1 and (3.9), we can thus estimate
ˆ
Γ
∣ϕηε(x, t) −ϕε(x, t)∣2 dH2(p)
=
ˆ
Γ
∣∑
i∈I
ˆ
B1(0)
ρ(y) [α−1,∗i (ziϕε) (αi(p) − ηy, t) −α−1,∗i (ziϕε)(αi(p), t)] dy∣
2
dH2(p)
≤ Cη2+2α
ˆ
Γ
∑
i∈I
ˆ
B1(0)
ρ(y) ∣y∣2+2α ∣α−1,∗i (ziϕε) (αi(p) − ηy, t) −α−1,∗i (ziϕε)(αi(p), t)∣2∣ηy∣2+2α dy dH2(p)
≤ Cη2α
ˆ
Γ
∑
i∈I
ˆ
R2
∣α−1,∗i (ziϕε) (αi(p) − y˜, t) − α−1,∗i (ziϕε)(αi(p), t)∣2∣y˜∣2+2α dy˜ dH2(p)
≤ C(T )η2α. (3.10)
by (3.9).
For the next step, we also observe that by (3.4)
∥∇ϕηε(⋅, t)∥L2(Γ) ≤ Cη−1 ∥ϕε(⋅, t)∥L2(Γ) ≤ Cη−1 ∥ϕε(⋅, t)∥L4(Γ)
and hence
∥∇ϕηε(⋅, t)∥L2(Γ) ≤ η−1C(T ) (3.11)
by the estimate (2.7).
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Again similarly as in [8, Proof of Lemma 3.2] the estimate
∣ˆ
Γ
(ϕηε(x, t) −ϕηε(x, τ)) (ϕε(x, t) −ϕε(x, τ)) dx∣
= ∣ ⟨(ϕηε(x, t) −ϕηε(x, τ)) , (ϕε(x, t) −ϕε(x, τ))⟩H−1,H1 ∣
= ∣ˆ t
τ
⟨∆Γµε(x, s), (ϕε(x, t) − ϕε(x, τ))⟩H−1,H1 ds∣
= ∣ˆ t
τ
ˆ
Γ
∇µε(x, s) ⋅ (∇ϕηε(x, t) −∇ϕηε(x, τ)) dx ds∣
≤ 2(ˆ t
τ
∥∇µε∥2L2(Γ))
1/2 (t − τ)1/2 sup
s∈(0,T )
∥∇ϕηε(⋅, s)∥L2(Γ)
holds. The energy control (2.7) and estimate (3.11) thus yieldˆ
Γ
(ϕηε(x, t) − ϕηε(x, τ)) (ϕε(x, t) − ϕε(x, τ)) dx
≤ C(T )η−1(t − τ)1/2 (3.12)
Choosing α = 1
4
and η ≤ (t − τ)1/2, equation (3.8) and the estimates (3.10) and (3.12) yieldˆ
Γ
∣ϕε(x, t) − ϕε(x, τ)∣2 dx ≤ C (η2α + η−1(t − τ)1/2)
≤ C(T )(t − τ)1/4. (3.13)
Consequently, we deduce (3.7).
The estimate ∥H(ϕε)∥C1/8([0,T );L1(Γ)) ≤ C can be shown as in [8, Proof of Lemma 3.2].
Finally, sup0≤t≤T ∥H(ϕε(t))∥W 1,1(Γ) ≤ C(T ) follows directly from Lemma 3.1. 
Proof of Proposition 3.4. The proof is based on Lemma 3.5 and otherwise identical with the
proof of [8]. 
3.2.2. Weak compactness of {µε}.
Lemma 3.6. There exist constants C > 0 and ε0 > 0 such that for every 0 < ε ≤ ε0 and all
t ∈ [0, T ) the estimate
∥µε(t)∥H1(Γ) ≤ C (
ˆ
Γ
ε
2
∣∇Γϕε(t)∣2 + 1
ε
W (ϕε(t)) dH2 + ∥∇Γµε(t)∥L2(Γ) + ∥θε(t)∥L2(Γ))
(3.14)
holds.
Proof. By Poincaré’s inequality and the triangle inequality,
∥µε(t)∥L2(Γ) ≤ ∥µε(t) − µε(t)∥L2(Γ) + ∣µε∣
≤ C ∥∇Γµε(t)∥2L2(Γ) + ∣(µε + 12θε)(t)∣ +C ∥θε(t)∥2L2(Γ)
where f denotes the mean value of the function f over Γ. We define ωε(t) ∶= (µε + 12θε) (t).
If we keep (2.7) in mind, it is sufficient to control the mean value of ωε if we want to prove
(3.14).
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Furthermore, ωε solves
ωε = −ε∆Γϕ + ε
−1W ′(ϕ) on Γ × (0, T ]
weakly due to (1.5).
The proof can thus be reduced to the proof of [8, Lemma 3.2]. As shown there, the mean
value ωε fulfils for any tangential C
1 vector field Y on Γ
ωε =
1´
Γ
ϕε divΓ Y dH2
{ ˆ
Γ
∇ΓY ∶ ((ε ∣∇ϕε(x, t)∣2
2
+
W (ϕε(x, t))
ε
) Id
− ε∇ϕε(x, t)⊗∇ϕε(x, t)) −ϕεY ⋅ ∇Γωε − ϕε divΓ Y (ωε − ωε) dH2}. (3.15)
The single necessary modification here concerns the choice of Y. To this end, let {ϕη,ε}η>0 ⊂
C∞(Γ) be the family of functions given by ϕη,ε = Tηϕε. In particular, ϕη,ε approximates ϕε
and the estimates from Lemma 3.2 are fulfiled. We then define Ψ to be the solution to
∆ΓΨ = ϕη,ε −ϕη,ε on Γ,
ˆ
Γ
Ψ = 0.
By Proposition 3.3 this solution exists and we have
∥Ψ∥C2(Γ) ≤ C ∥ϕη,ε∥C1(Γ) . (3.16)
Together with tedious calculations, this estimate and Lemma 3.2 allow us to deduce that we
can find a (possibly small) η > 0 and ε0 > 0 such that
∣ωε∣ ≤ 2Cη−1 (1 + ε1/2ηn/2) (F(ϕε, vε) + ∥∇Γωε∥L2(Γ))∣Γ∣ (1 −m20) ,
which proves the lemma. The omitted details can be found in the original proof by Chen or,
in the special situation treated here, in [19, Lemma 8.11]. 
3.3. Proof of the upper bound for the discrepancy measure. This section is the
beginning of the second part of the proof for the main convergence results. The aim here is
to prove the following upper bound for the positive part of the discrepancy measure ξε(ϕε),
which is defined as
ξε(ϕε) ∶= (ε
2
∣∇Γϕε∣2 − 1
ε
W (ϕε)) .
This mainly depends on the size of µ˜ε ∶= µε +
1
2
θε.
Proposition 3.7. There exists a positive constant η0 ∈ (0,1] and continuous, non-increasing
and positive functions M1 and M2 defined on (0, η0] such that for every η ∈ (0, η0], every
ε ∈ (0, 1
M1(η)
] and every ϕε ∈H2(Γ) and
µ˜ε ∶= −∆Γϕε + ε
−1W ′(ϕε) on Γ
we have the estimateˆ
Γ
(ξε(ϕε))+ dH2 ≤ η
ˆ
Γ
ε
2
∣∇ϕ∣2 + ε−1W (ϕ) dH2 + εM2(η)ˆ
Γ
∣µ˜ε∣2 dH2 (3.17)
holds.
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The corresponding upper bound for a bounded domain Ω is the key part of Chen’s con-
vergence proof in [8], see Theorem 3.6 there. As stated earlier, the basic idea is to study
the localized equations in each chart (and thus studying equations in the Euclidean space, as
Chen did) and to prove Proposition 3.7 by a blow-up argument. The core of the proof lies in
the following Lemma 3.8 and its application in the blow-up argument used later in the proof
of Proposition 3.7.
Lemma 3.8 ([8, Lemma 4.1]). Assume that Φ ∈W 1,2
loc
(Rn) satisfies the equation
∆Φ =W ′(Φ) in Rn.
Then Φ ∈ C3(Rn),−1 ≤ Φ ≤ 1 in Rn, and
1
2
∣∇Φ(x)∣2 ≤W (Φ(x)) ∀x ∈ Rn.
Proof. See Lemma 4.1 in [8]. 
The outline of the proof of Proposition 3.7 now is as follows: In Lemma 3.9 we prove
an estimate which allows us to control Eε(ϕε) away from the interface between the regions{ϕ = 1} and {ϕ = −1}. We will then introduce rescaled coordinates on the manifold Γ and
prove Lemma 3.10 which gives a localized version of estimate (3.17) in these coordinates
under the assumption that µ˜ε is sufficiently small. We remark that here the careful choice of
a suitable atlas of Γ is a delicate point. The proof of this lemma will be based on Lemma
3.8. Finally, it will be possible to combine the local results in Lemma 3.9 and Lemma 3.10 to
derive estimate (3.17) on the entire manifold Γ.
Hence we start with an estimate on Eε(ϕε) in the regions away from the interface.
Lemma 3.9. There exist positive constants C0 > 0 and η0 > 0 such that for every η ∈ (0, η0],
every 0 < ε ≤ 1 and for every every ϕε ∈H
2(Γ) and
µ˜ε ∶= −∆Γϕε + ε
−1W ′(ϕε) on Γ
the estimate ˆ
{p∈Γ∣∣ϕε ∣≥1−η}
ε
2
∣∇ϕε(p)∣2 + 1
ε
W (ϕε(p)) + 1
ε
(W ′(ϕε(p)))2 dH2(p)
≤C0η
ˆ
{p∈Γ∣∣ϕε∣≤1−η}
ε ∣∇Γϕε(p)∣2 dH2(p) +C0εˆ
Γ
∣µ˜ε(p)∣2 dH2(p)
holds.
Proof. The proof is given in [8, Lemma 4.4] in the case that Γ is replaced by a bounded suf-
ficiently smooth domain in Rn and ϕε satisfies homogeneous Neumann boundary conditions.
It relies on a clever testing procedure (1.5). Chen proves the desired estimate for an elliptic
equation of the form of (1.5) for any right-hand side in (1.5). Choosing µ˜ε as the right-hand
side in (1.5) one can easily prove the statement in our case by a simple adaptation of the
proof of [8, Lemma 4.4]. 
3.3.1. Local estimates on the discrepancy measure. Since the manifold Γ is compact, it is
possible to cover it with a finite atlas. Thus the first step towards the proof of Proposition
3.7 is to prove that for functions ϕε and µ˜ε fulfilling the assumptions of the proposition a
certain local version of the desired estimate on the discrepancy measure holds.
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We will first work under the assumption that µ˜ε is sufficient small before turning our
attention to the cases in which µ˜ε is large. The argument requires us to carefully choose local
coordinates.
As in Section 3.1, we start again with normal coordinates induced by the exponential map
expp around every point p ∈ Γ. By the compactness of Γ, there is a real number r > 0 such
that for every p ∈ Γ the maps expp are diffeomorphisms from Br(0) onto the corresponding
images.
Let now R > 2 be arbitrary. Thus we can introduce the rescaled injectivity radius r˜ ∶= r
R
.
Then the maps expp are still diffeomorphisms from Br˜(0) ⊂ B r
2
(0) onto a suitable neighbor-
hood of p ∈ Γ. For ε ≤ r˜
R
= r
R2
we can choose a finite collection of points (possibly depending on
the factor R) {pi ∈ Γ}K(R)i=1 such that the domains exppi(Bε(0)) cover the compact manifold.
Then surely
{ exppi ∣Br˜(0) (Br˜(0)), (exppi)−1∣Br˜(0) }K(R)i=1
is an atlas of Γ which covers Γ by even larger domains and has the technical advantage that
after rescaling, it will be possible to cover Γ by images of the unit ball.
If we denote the metric tensor by gexp(⋅, ⋅), we define gexp,ij to be its entries with respect
to these coordinates, i.e. gexp,ij ∶= gexp(∂i, ∂j) and let ∣gexp∣ ∶= det ((gexp,ij)ni,j=1) . Moreover,
we denote the entries in the inverse ((gexp,ij)ni,j=1)−1 by gijexp.
We now choose rescaled coordinates
B r˜
ε
(0)→ Br˜(0), y ↦ εy.
For ε sufficiently small it is possible to choose R > 2 such that ε = r˜
R
. We proceed by defining
for all y ∈ B r˜
ε
(0) = BR(0) the functions
Fi(y) ∶= ϕε(exppi(εy))
and
Mi(y) ∶= ε(µε(exppi(εy)) + θε(exppi(εy)))
where i = 1, . . . ,K.
The functions Fi and Mi fulfil for all ω ∈H
1(BR(0))ˆ
BR(0)
A(εy)∇Fi(y) ⋅ ∇ω(y) +√∣gexp(εy)∣W ′(Fi(y))ω(y) dy
=
ˆ
BR(0)
Mi(y)ω(y)√∣gexp(y)∣ dy
by virtue of (1.6) where
A(x) ∶= (aij(x))ni,j=1 ∶=√∣gexp∣ (gijexp)ni,j=1 .
For L defined by
Lu(y) ∶= −∑
i,j
∂yi (aij(εy)∂yju(εy)) ,
Fi and Mi are thus weak solutions to
LFi + W̃
′(Fi) = M̃i
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in BR(0) where W̃ ′(y,ϕε) ∶= √∣gexp(εy)∣W ′(ϕε) and M̃i(y) ∶=Mi(y)√∣gexp(εy)∣. For further
simplification, we introduce the notation Aε(y) ∶= A(εy).
Observe that the manifold Γ is assumed to be smooth and compact and the functions gexp,ij
and gijexp are therefore at least locally Lipschitz. As a result, they are globally Lipschitz as
well. We exploit this fact to deduce for later use the estimates
∥Aε(y) − Id∥C0(BR(0)) = ∥Aε(y) −A(0)∥C0(BR(0)) ≤ C sup
y∈BR(0)
∣εy∣ ≤ C r
R2
R
≤ CR−1 (3.18)
and ∥∣gexp(εy)∣ − 1∥C0(BR(0)) = ∥∣gexp(εy)∣ − ∣gexp(0)∣∥C0(BR(0)) ≤ CR−1. (3.19)
The following lemma is then a first local estimate on the discrepancy measure for the rescaled
functions Fi and Mi.
Lemma 3.10. For every η > 0 there exist a positive constant R(η) > 2 such that for every
R ≥ R(η) and Fi,Mi weak solutions to
LFi + W̃
′(Fi) = M̃i (3.20)
in BR(0) as above with the additional assumption that∥M̃i∥L2(BR(0)) ≤ CR−1(η), (3.21)
the estimateˆ
B1
(A(εx)∇Fi(x) ⋅ ∇Fi(x) − 2√∣gexp(εx)∣W (Fi(x)))
+
dx
≤η
ˆ
B2
A(εx)∇Fi(x) ⋅ ∇Fi(x) + [W ′(Fi(x))2 +W (Fi(x)) + ∣Mi(x)∣2]√∣gexp(εx)∣ dx
+
ˆ
{x∈B1∣∣Fi∣≥1−η }
A(εx)∇Fi(x) ⋅ ∇Fi(x) dx (3.22)
holds. Moreover, R(η) is independent of Fi and Mi.
Proof. Let Bη1 be given by B
η
1 ∶= {x ∈ B1(0) ∣∣Fi∣ ≤ 1 − η}. Sinceˆ
B1(0)
(Aε(x)∇Fi(x) ⋅ ∇Fi(x) − 2W̃ (Fi(x)))+ dx
=
ˆ
B
η
1
(Aε(x)∇Fi(x) ⋅ ∇Fi(x) − 2W̃ (Fi(x)))+ dx
+
ˆ
B1(0)/Bη1
(Aε(x)∇Fi(x) ⋅ ∇Fi(x) − 2W̃ (Fi(x)))+ dx
≤
ˆ
B
η
1
(Aε(x)∇Fi(x) ⋅ ∇Fi(x) − 2W̃ (Fi(x)))+ dx
+
ˆ
(Bη
1
)c
Aε(x)∇Fi(x) ⋅ ∇Fi(x) dx
it is then sufficient to estimate the integral over Bη1 in order to prove the lemma. We distin-
guish the two cases (1) ∣Bη1 ∣ ≤ ηm and (2) ∣Bη1 ∣ > ηm
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where m ∶= 2q
q−2 and q =
2n
n−2 for n > 2 and q = 7 else.
Let us first consider the case ∣Bη1 ∣ ≤ ηm. Since W (Fi(x)) is non-negative for all x ∈ Γ, it is
enough to estimate A∇Fi(x) ⋅ ∇Fi(x) over Bη1 . To this end observe that by the compactness
of Γ we can find an upper bound on all entries in A such thatˆ
B
η
1
(0)
Aε(x)∇Fi(x) ⋅ ∇Fi(x) dx ≤ C ∥∇Fi∥2L2(Bη
1
(0)) . (3.23)
We thus simplify the task at hand by proving an estimate for ∥∇Fi∥L2(Bη
1
(0)) .
Using Young’s inequality and the Sobolev embeddingW 1,2(B1(0)) ↪ Lq(B1(0)) we deduce
∥∇Fi∥L2(Bη
1
) ≤ ∣Bη1 ∣ q−22q ∥∇Fi∥Lq(Bη
1
) ≤ Cη
m
m ∥∇Fi∥W 1,2(B1(0)) .
A standard elliptic estimate (cf. [17, Theorem 8.8, Theorem 8.12]) yields
∥∇Fi∥2W 1,2(B1(0)) ≤ C (∥LFi∥2L2(B2(0) + ∥∇Fi∥2L2(B2(0)))
≤ C (∥√∣gexp∣Mi∥2
L2(B2(0)
+ ∥√∣gexp∣W ′(Fi)∥2
L2(B2(0)
+
ˆ
B2(0)
Aε(x)∇Fi(x) ⋅ ∇Fi(x) dx)
where we have used the ellipticity of Aε and that
√∣gexp∣ is bounded from below by the
compactness of Γ. Note that we only need the L2-norm of the gradient of Fi on the right
hand-side since the operator L does not contain terms of lower order, compare also [10, Proof
of Theorem 1, §6.3.1].
Together these estimates imply
∥∇Fi∥2L2(Bη
1
) ≤ Cη
2 (∥√∣gexp∣Mi∥2
L2(B2(0))
+ ∥√∣gexp∣W ′(Fi)∥2
L2(B2(0)
+
ˆ
B2(0)
Aε(x)∇Fi(x) ⋅ ∇Fi(x) dx)
and thus we infer from (3.23)ˆ
B1(0)
Aε∇Fi ⋅ ∇Fi dx ≤ Cη
2
ˆ
B2(0)
[∣Mi∣2 + (W ′(Fi))2]√∣gexp∣ +Aε∇Fi ⋅ ∇Fi dx
+
ˆ
(Bη
1
)c
Aε∇Fi ⋅ ∇Fi dx.
It remains to prove the estimate in the second case, namely if ∣Bη1 ∣ ≥ ηm. To this end, we
assume that the assertion of the lemma is false and proceed by contradiction. We assume
that for each j ∈ N there exist functions F ji and M
j
i , a ball Bj and let Lj be the local form of
the Laplace-Beltrami operator with respect to the coordinates introduced above for R = j.We
suppose in the following that for these functions F ji and M
j
i together with the ball Bj , the
estimate (3.22) is wrong. In particular, our assumptions imply that the Matrix Aj associated
with the operator Lj fulfils ∥Aj(y) − Id∥C0(Bj(0)) ≤ Cj−1, (3.24)
in accordance with (3.18).
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Let now κ > 0 and ζ be a smooth cut-off function with 0 ≤ ζ ≤ 1 such that ζ ≡ 1 on
Bκ(0) and ζ ≡ 0 outside of B2κ(0). Moreover, let k = 2qq−2 . After multiplying with ζkF ji and
integrating over Bj , equation (3.20) reads
0 =
ˆ
Bj
(Aj∇F ji ) ⋅ ∇(ζkF ji ) + W̃ ′(F ji )ζkF ji − M̃ ji ζkF ji dx
or, equivalently,ˆ
Bj
ζk (Aj∇F ji ) ⋅ ∇F ji + W̃ ′(F ji )ζkF ji dx
=
ˆ
Bj
−kζk−1F
j
i (Aj∇F ji ) ⋅ ∇ζ + M̃ ji ζkF ji dx (3.25)
The summand
´
Bj
kζk−1F
j
i (Aj∇F ji ) ⋅ ∇ζ dx can be estimated with the help of Young’s in-
equality. Choosing q˜ = q
2
and q˜′ = q
q−2 , we thereby obtainˆ
Bj
kζk−1F
j
i (Aj∇F ji ) ⋅ ∇ζ dx
=
ˆ
Bj
(ζk/2(Aj)1/2∇F ji ) ⋅ (kζk/2−1F ji (Aj)1/2∇ζ) dx
≥ −
1
2
ˆ
Bj
[ζk (Aj∇F ji ) ⋅ ∇F ji + k2ζk−2(F ji )2 (Aj∇ζ) ⋅ ∇ζ] dx
≥ −
1
2
ˆ
Bj
[ζk (Aj∇F ji ) ⋅ ∇F ji + δ (kζk−2(F ji )2)q˜ +Cδ (k(Aj∇ζ) ⋅ ∇ζ)q˜′] dx.
In the same way, we can estimate the integral
´
Bj
M̃
j
i ζ
kF
j
i dx if we use Young’s inequality to
deduce ˆ
Bj
M̃
j
i ζ
kF
j
i dx ≤
1
2
ˆ
Bj
ζk(M̃ ji )2 + ζk(F ji )2 dx
=
1
2
ˆ
Bj
ζk(M̃ ji )2 + ζk−2(F ji )2ζ2 dx
≤
1
2
[ˆ
Bj
(M̃ ji )2 dx + δ
ˆ
Bj
ζk(F ji )q dx +Cδ
ˆ
Bj
ζk dx] ,
where we have chosen the pair q˜ and q˜′ from above as the exponents in the second application
of Young’s inequality. Now recall that rW ′(r) ≥ c1 ∣r∣q − c2 and choose δ = c12kq/2 . Using the
last two inequalities, (3.25) becomesˆ
Bj
ζk ((Aj∇F ji ) ⋅ ∇F ji + ∣F ji ∣q) ≤ C (c1, c2, q,∥M̃ ji ∥L2(Bj) , ∥∇ζ∥Lk(Bj)) .
Since the Aj are uniformly elliptic and since the sequence {M̃ ji }j∈N ⊂ L2(Br(0) ∩ Bj) is
bounded by assumption, this estimate yields for any κ > 0
∥F ji ∥W 1,2(Bκ(0)∩Bj) ≤ C = C(κ).
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Using Sobolev embeddings, we hence find that W ′(F ji ) is bounded in L2(Bκ(0)∩Bj) and by
elliptic theory (see again [17]) we deduce for any κ′ < κ
∥F ji ∥W 2,2(Bκ′(0)∩Bj) + ∥W ′(F ji )∥L2(Bκ′(0)∩Bj) ≤ C = C(κ).
Since κ was arbitrary, we can write κ instead of κ′ in the estimate above.
We are now interested in the limit behavior of the tuple (F ji ,M ji ) as j →∞. By the previous
estimates and the general assumptions in the statement of the lemma, we can deduce the
existence of a subsequence {jk}k∈N with jk →∞ such that the following convergences hold for
any κ > 0 ∶
(i) M̃ jki → 0 in L
2(Bκ(0)) by (3.21).
(ii) F jki → F in W
1,2(Bκ(0)) and for 0 < α < 12 in C0,α(Bκ(0)) for some F ∈ W 2,2loc (Rn)
by the compact Sobolev embedding W 2,2(Bκ(0)) ↪W 1,2(Bκ(0)) or by the compact
embedding W 2,2(Bκ(0)) ↪ C0,α(Bκ(0)) respectively.
(iii) W ′(F jki )→W ′(F ) in Lq(Bκ(0)) for q ∈ [1,2).
(iv) W (F jki )→W (F ) in L1(Bκ(0)).
By the dominated convergence theorem and estimate (3.19), (iii) impliesˆ
Bκ(0)
√∣gexp∣W ′(F jki )ω dx →
ˆ
Bκ(0)
W ′(F )ω dx.
At the same time, estimate (3.24) yields
∣ˆ
Bκ(0)
Ajk(x)∇F jki (x) ⋅ ∇ω(x) −∇F (x) ⋅ ∇ω(x) dx∣
≤
ˆ
Bκ(0)
∣Ajk(x)∇F jki (x) ⋅ ∇ω(x) −∇F jki (x) ⋅ ∇ω(x)∣ + ∣∇F jki (x) ⋅ ∇ω(x) −∇F (x) ⋅ ∇ω(x)∣ dx
≤ ∥Ajk − Id∥L∞(Bκ(0))
ˆ
Bκ(0)
∇F
jk
i (x) ⋅ ∇ω(x) dx +
ˆ
Bκ(0)
∣∇F jki (x) −∇F (x)∣ ∣∇ω(x)∣ dx
and thus
∣ˆ
Bκ(0)
Ajk(x)∇F jki (x) ⋅ ∇ω(x) −∇F (x) ⋅ ∇ω(x) dx∣ → 0
by the convergence of F jki in (ii).
Given that F jki and M̃
jk
i fulfilˆ
Bκ(0)
Ajk(x)∇F jki (x) ⋅ ∇ω(x) dx +
ˆ
Bκ(0)
W̃ ′(F jki (x))ω(x) dx
=
ˆ
Bκ(0)
M
jk
i (x)ω(x) dx
for each test function ω ∈W 1,2(Bκ(0)), the above convergences together with (i) imply that
the limit function F fulfils
−∆F +W ′(F ) = 0
weakly in W 1,2(Bκ(0)) for all κ > 0.
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As a result, we can apply Lemma 3.8 which gives
lim
k→∞
ˆ
B1(0)
(Ajk∇F jki ⋅ ∇F jki − 2W (F jki ))+ =
ˆ
B1(0)
(∣∇F ∣2 − 2W (F ))
+
= 0
Hence the left hand side in (3.22) is non-positive in the limit k →∞. On the other hand, we
assumed ∣{x ∈ B1(0) ∶ ∣F jki ∣ ≤ 1 − η}∣ ≥ ηm.
and since F jki → F a.e. this also implies∣{x ∈ B1(0) ∶ ∣F ∣ ≤ 1 − η}∣ ≥ ηm.
By the convergence results in (i)–(iv) we hence find
lim
k→∞
η
ˆ
B1(0)
Ajk∇F
jk
i ⋅ ∇F
jk
i + W̃ (F jki ) dx = η
ˆ
B1(0)
∣∇F ∣2 +W (F ) dx
≥ η
ˆ
{x∈B1(0)∣∣F ∣≤1−η}
W (F ) ≥ ηηm min
s∈[−1+η,1−η]
W (s)
and thus the right hand side of (3.22) is uniformly positive in k, in contradiction to the
assumption that the converse is true. Thus the assertion of the lemma is proved. 
3.3.2. Proof of Proposition 3.7. Using Lemma 3.9 and 3.10 we can now proceed with the
proof of Proposition 3.7.
As before, we consider again normal coordinates induced by a suitable rescaling of the
exponential maps expp around every point p ∈ Γ. Again we denote by r the injectivity radius,
which is uniform on Γ since Γ is compact. Let η be any fixed small positive constant. Let
R(η) > 2 be the constant from Lemma 3.10 such that estimate (3.22) holds. For ε small
enough choose R > R(η) such that ε = r
R2
. With the same construction as before, we obtain
again an atlas for the manifold Γ that scales with ε. We denote it by
{ expεpi ∣BR(0) (BR(0)), (expεpi)−1∣BR(0) }K(r)i=1 .
Remark 3.11. Note that B2(0) ⊂ BR(0) and that the points pi where chosen in such a way
that the rescaled atlas covers Γ even if one restricts the charts to B1(0) ⊂ BR(0). Moreover,
we point out that by the covering theorem [13, Theorem 2.8.14] and Remark 2.4.8 therein for
each p ∈ Γ the number
#{i ∈ 1, . . . ,K(r) ∣p ∈ expεpi ∣BR(0) (BR(0))}
is bounded by some constant C(Γ) which only depends on the dimension of Γ and is in
particular independent of ε.
With respect to this atlas, the localized functions Fi,Mi defined as before fulfilˆ
BR(0)
A(εy)∇Fi(y) ⋅ ∇ω(y) +√∣gexp(εy)∣W ′(Fi(y))ω(y) dy
=
ˆ
BR(0)
Mi(y)ω(y)√∣gexp(y)∣ dy
for all ω ∈H1(BR(0)) and are thus weak solutions to
LFi + W̃
′(Fi) = M̃i in BR(0).
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Restricting ourselves for the moment to the set of all i ∈ I1 ⊂ {1 . . . K} given by
I1 ∶= {i ∈ {1 . . . K} ∣∥µ˜ε∥L2(exppi(Br˜(0))∩Γ) ≤ εn2 −1R−1 } (3.26)
we can thus apply Lemma 3.10 since (3.26) implies ∥M̃i∥L2(BR(0)) ≤ R−1.
Hence we haveˆ
B1
(A∇Fi(x) ⋅ ∇Fi(x) − 2√∣gexp∣W (Fi(x)))
+
dx
≤η
ˆ
B2
A∇Fi(x) ⋅ ∇Fi(x) + [W ′(Fi(x))2 +W (Fi(x)) + ∣Mi(x)∣2]√∣gexp∣ dx
+
ˆ
{x∈B1∣∣ϕ∣≥1−η }
A∇Fi(x) ⋅ ∇Fi(x) dx.
Keeping in mind that by the compactness of Γ both ∣gexp∣ and ∣gexp∣−1 are bounded, transfer-
ring back to ϕε and µ˜ε on Γ leads toˆ
expεpi
(B1(0))
(ξε(ϕε))+ dH2
≤ηC
ˆ
expεpi
(B2(0))
(ε
2
∣∇Γϕε∣2 + ε−1W (ϕε) + 1
ε
W ′(ϕε)2 + ε ∣µ˜ε∣2) dH2
+C
ˆ
expεpi
(B1(0))∩{p∈Γ∣∣ϕε∣≥1−η }
ε ∣∇Γϕε∣2 dH2.
Taking the sum over all i ∈ I1 yields
∑
i∈I1
ˆ
expεpi
(B1(0))
(ξε(ϕε))+ dH2
≤ C(Γ)η ˆ
Γ
ε
2
∣∇Γϕε∣2 + ε−1W (ϕε) + 1
ε
W ′(ϕε)2 + ε ∣µ˜ε∣2 dH2
+C(Γ)ˆ
{p∈Γ∣∣ϕε∣≥1−η }
ε ∣∇Γϕε∣2 dH2,
where the constant C(Γ) incorporates the constant from Remark 3.11 in order to account for
the possible overlap between the regions expεpi(B1(0)).
Finally, using the estimates away from the interface in Lemma 3.9 provides
∑
i∈I1
ˆ
expεpi
(B1(0))
(ξε(ϕε))+ dH2
≤ Cη
ˆ
Γ
ε
2
∣∇Γϕε∣2 + ε−1W (ϕε) dH2 +Cεˆ
Γ
∣µ˜ε∣2 dH2 (3.27)
if one takes into account that (W ′(r))2 ≤ CW (r) whenever ∣r∣ ≤ 1.
In order to complete the proof, let us now denote I2 ∶= {1, . . . ,K} / I1 and introduce
G−1 = (gε,ijexp)i,j∈{1,2} .
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We observe that by interior regularity results for elliptic equations (compare [17, Theorem
8.8, Theorem 8.12]) we have that
ˆ
B1(0)
∇Fi ⋅G
−1
∇Fi
√∣gεexp∣ dx ≤ C
ˆ
B2(0)
(W ′(Fi)2 + ∣Mi∣2 + ∣Fi∣2)√∣gεexp∣ dx
≤ C ∣B1(0)∣ +C ˆ
B2(0)
(∣Mi∣2 +W ′(Fi)2χ{∣Fi∣≥1})√∣gεexp∣ dx
since the Fi solve
LFi + W̃
′(Fi) = M̃i
and W ′(r) is bounded for ∣r∣ ≤ 1.
As before, transferring back to ϕε and µ˜ε on Γ and the fact that Γ is compact allows us to
deduceˆ
expεpi
(B1(0))
ε ∣∇Γϕε∣2 ≤Cεˆ
expεpi
(B1(0))
∣µ˜ε∣2 dH2
+Cε−1
ˆ
{exppi(B1(0))∣∣ϕε∣≥1}
W ′(ϕε)2 dH2 +Cε−1 ∣expεpi(B1(0))∣ .
Again, we take the sum over all i ∈ I2 and allow for a constant C(Γ) due to possible overlap,
see Remark 3.11. This procedure implies
∑
i∈I2
ˆ
expεpi
(B1(0))
ε ∣∇Γϕε∣2 ≤C(Γ)εˆ
Γ
∣µ˜ε∣2 dH2
+C(Γ)ε−1 ˆ
{p∈Γ∣∣ϕε∣≥1}
W ′(ϕε)2 dH2 +Cε−1 ∑
i∈I2
∣expεpi(B1(0))∣ .
Similar to the proof of Lemma 3.9, we multiply (1.5) by W ′(ϕε) and integrate over Γ to
deduce ˆ
Γ
εW ′′(ϕε) ∣∇Γϕε∣2 + 1
ε
(W ′(ϕε))2 dH2 ≤ ˆ
Γ
ε
2
∣µ˜ε∣2 + 1
2ε
(W ′(ϕε))2 dH2.
For ∣s∣ ≥ 1 we have W ′′(s) > 0 and thus we infer
ε−1
ˆ
{p∈Γ∣∣ϕε∣≥1}
W ′(ϕε)2 dH2 ≤ ˆ
Γ
ε
2
∣µ˜ε∣2 dH2.
As a direct consequence, we obtain
∑
i∈I2
ˆ
expεpi
(B1(0))
ε ∣∇Γϕε∣2 ≤ C(Γ)εˆ
Γ
∣µ˜ε∣2 dH2 +Cε−1 ∑
i∈I2
∣expεpi(B1(0))∣ . (3.28)
In order to derive an estimate for the constant ∑i∈I2 ∣expεpi(B1(0))∣ observe that for all i ∈ I2
in question
ˆ
expεpi
(B1(0))
∣µ˜ε∣2 dH2 ≥ R−2 ≥ ε−2R−2 ∣expεpi(B1(0))∣∣B1∣
THE SHARP INTERFACE LIMIT OF A MODEL FOR PHASE SEPARATION ON MEMBRANES 25
where B1 ⊂ Γ denotes the unit Ball in Γ. Remark 3.11 ensures again that the number of
overlaps of the domains expεpi(B1(0)) can be controlled independently of ε. Hence we deduce
∑
i∈I2
∣expεpi(B1(0))∣ ≤ ε2 ∣B1∣R2 ∑
i∈I2
ˆ
expεpi
(B1(0))
∣µ˜ε∣2 dH2
≤ ε2 ∣B1∣R2C(Γ)ˆ
Γ
∣µ˜ε∣2 dH2.
Thus estimate (3.28) reads
∑
i∈I2
ˆ
expεpi
(B1(0))
ε ∣∇Γϕε∣2 ≤ C [1 +R2] εˆ
Γ
∣µ˜ε∣2 dH2. (3.29)
Since the family
{expεpi(B1(0))}K(r)i=1
of domains covers Γ thanks to the construction of the original atlas, the estimates (3.27) and
(3.29) yield
ˆ
Γ
(ξε(ϕε))+ dH2
≤ Cη
ˆ
Γ
ε
2
∣∇Γϕε∣2 + ε−1W (ϕε) dH2 +CεM(η)ˆ
Γ
∣µ˜ε∣2 dH2
which completes the proof. Note that M has to depend on η since our choice of R depends
on η.
3.4. Proof of Proposition 2.4. The convergences of ϕεk , µεk , θεk , vεk and uεk follow from
Proposition 3.4 for ϕεk , from Lemma 3.6 and the weak compactness of bounded sets in reflexive
Banach spaces in the case of µεk and θεk and finally directly from the energy estimate for uεk .
3.5. Proof of Theorem 2.5. The main part of the proof is the construction of a suitable
varifold V that fulfils (2.12). To this end, we first consider the two measures λεk and hεk
defined by
λεk ∶ = [εk ∣∇Γϕεk ∣2
2
+
1
εk
W (ϕεk)] dH2(p) dt and
hεk ∶ = [εk∇Γϕεk ⊗∇Γϕεk] dH2(p) dt.
Observe that λεk and hεk are bounded by the energy estimate. Thus we can use the com-
pactness properties of Radon measures (see e.g. [6, Theorem 1.59]) to deduce the existence of
measures λ and h such that
[εk ∣∇Γϕεk ∣2
2
+
1
εk
W (ϕεk)] dH2(p) dt → λ(p, t) and
[εk∇Γϕεk ⊗∇Γϕεk] dH2(p) dt → h(p, t) (3.30)
in the sense of measures.
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Moreover, for any Y,Z ∈ C([0, T ] × Γ;TΓ) the inequalityˆ T
0
ˆ
Γ
Y ⋅ ((εk∇Γϕεk ⊗∇Γϕεk)Z) dH2 dt
≤
ˆ T
0
ˆ
Γ
∣Y ∣ ∣Z ∣ (εk
2
∣∇Γϕεk ∣2 + 1εkW (ϕεk)) dH2 dt
+
ˆ T
0
ˆ
Γ
∣Y ∣ ∣Z ∣ (εk
2
∣∇Γϕεk ∣2 − 1εkW (ϕεk)) dH2 dt
holds.
By Proposition 3.7 the second term on the right hand side is non-positive in the limit
k →∞. Thus we deduce ˆ T
0
ˆ
Γ
Y ⋅ ((dh)Z) ≤ ˆ T
0
ˆ
Γ
∣Y ∣ ∣Z ∣dλ, (3.31)
which proves that the measure h is absolutely continuous with respect to λ. Hence the Radon-
Nikodym theorem [6, Theorem 1.28] grants the existence of a section ω in L(TΓ, TΓ) such
that
h(p, t) = ωdλ(p, t). (3.32)
Next we choose an index set I and disjoint sets Al ⊂ Γ, l ∈ I such that Γ = ⋃˙l∈I Al. Moreover,
let (Ul, αl)l∈I be an atlas of Γ such that Al ⊂ Ul for each l ∈ I.
With respect to the charts αl, we define local measures h
εk
l
on αj(Al) ⊂ R2 by setting
h
εk
l
∶= εk (gsigrj ∂ϕεk
∂xr
∂ϕεk
∂xs
)
i,j=1,2
√∣g∣ dx dt.
Note that we use Einstein summation convention with respect to s and r and that the measures
h
εk
l
are just hεk Al expressed in local coordinates. As such, the bound on h
εk from the energy
estimate carries over to hεk
l
and we deduce the existence of measures hl such that
εk (gsigrj ∂ϕεk
∂xr
∂ϕεk
∂xs
)
i,j=1,2
√∣g∣ dx dt → dhl(x, t) (3.33)
in the sense of measures. We also introduce the measures hi,j
l
as the limit measures for every
entry in hεk
l
.
Analogously, we define the measures λεk
l
and λl as λ
εk Al in local coordinates and its limit
measure respectively.
Furthermore, the arguments leading to (3.31) also imply the absolute continuity hl << λl.
This implies the existence of λl-measurable functions νi,j such that
dh
i,j
l
(x, t) = νi,j
l
dλl(x, t). (3.34)
At the same time, the matrix (νi,j
l
)
ij
is symmetric and positive definite by definition and can
thus be written as
(νi,j
l
)
i,j=1,2
=
2
∑
k=1
c˜lkν⃗
l
k ⊗ ν⃗
l
k λl-almost everywhere. (3.35)
Here the {ν⃗lk} are an orthonormal basis of R2 consisting of eigenvectors. The functions c˜lk fulfil
c˜lk ∈ [0,1] since equation (3.31) directly shows that the matrix (νi,j)ij cannot have eigenvalues
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larger than 1. Moreover, we note for later use that
2
∑
k=1
ν⃗lk ⊗ ν⃗
l
k = Id . (3.36)
Let Y ∈ C1(Γ, TΓ) be a vector field on Γ. To simplify the following calculations, we denote
the entries of the differential DΓY in local coordinates by d
Y
i,j for i, j = 1,2.
Now observe that the transformation formula infers for all l ∈ I and all Y ∈ C1(Γ, TΓ)
ˆ T
0
ˆ
Al
DΓY ∶ [εk∇Γϕεk ⊗∇Γϕεk] dH2(p) dt
=
ˆ T
0
ˆ
αl(Al)
εk (dYi,j)i,j=1,2 ∶ (gsigrj ∂ϕεk∂xr
∂ϕεk
∂xs
)
i,j=1,2
√∣g∣ dx dt.
For the left hand-side we haveˆ T
0
ˆ
Al
DΓY ∶ [εk∇Γϕεk ⊗∇Γϕεk] dH2(p) dt→
ˆ T
0
ˆ
Al
DΓY ∶ ωdλ
by (3.30) and (3.32). Furthermore, the right hand-side fulfils
ˆ T
0
ˆ
αl(Al)
εk (dYi,j)i,j=1,2 ∶(gsigrj ∂ϕεk∂xr
∂ϕεk
∂xs
)
i,j=1,2
√∣g∣ dx dt
Ð→
ˆ T
0
ˆ
αl(Al)
(dYi,j)i,j=1,2 ∶ (νi,jl )i,j=1,2 dλl
by (3.33) and (3.34). Therefore we deduce
ˆ T
0
ˆ
Al
DΓY ∶ ωdλ =
ˆ T
0
ˆ
αl(Al)
(dYi,j)i,j=1,2 ∶ (νi,jl )i,j=1,2 dλl. (3.37)
We now define the varifold V as follows. We return to the functions c˜lk in (3.35) and define
clk(x, t) ∶= 1 + c˜lk(x, t) − 2∑
m=1
c˜lm(x, t) (3.38)
on αl(Al) × [0, T ]. The Radon measure V l on [0, T ] ×G(Al) defined by
dV lt (p,S) = 2∑
k=1
α∗l c
l
k(p, t)dλ(p, t)δα∗
l
ν⃗l
k
(p,t)(S)
is a varifold for almost all times t ∈ [0, T ] since by [6, Theorem 2.28] the measures λl and hi,jl
can be split into a spatial and a time part, i.e. there exist measures λtl and h
i,j,t
l
such that
dλ = dλtl dt and dh
i,j
l
= dhi,j,t
l
dt.
Finally, we define V by
ˆ T
0
ˆ
G1(Γ)
η(p,S) dVt(p,S) ∶=∑
l∈I
ˆ T
0
ˆ
G1(Al)
η(p,S) dV lt (p,S)dt (3.39)
for all η ∈ C0(G1(Γ)).
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To conclude the proof, we show that the varifold V from (3.39) fulfils equation (2.12). Let
Y be any vector field Y ∈ C1(Γ, TΓ) and test (1.5) with by Y ⋅ ∇Γϕε. The resulting equation
is
ˆ
Γ
(µ + θ
2
)Y ⋅ ∇Γϕε dH2 = −ˆ
Γ
DΓY ∶ ((ε∣∇Γϕε∣2
2
+
W (ϕ)
ε
) Id−ε∇Γϕε ⊗∇Γϕε) dH2.
For all such vector fields Y, the convergence results from Proposition 2.4 allow us to take the
limit k →∞ in latter equation. As a result, we deduce
−
ˆ T
0
ˆ
Γ
2χQt divΓ((µ + θ2)Y ) dH2 dt = −
ˆ T
0
ˆ
Γ
dΓY ∶ (Id−ω)dλ
= −
ˆ T
0
ˆ
Γ
DΓY ∶ Id dλ +∑
l∈I
ˆ T
0
ˆ
Al
DΓY ∶ ω dλ
= −
ˆ T
0
ˆ
Γ
DΓY ∶ Id dλ +∑
l∈I
ˆ T
0
ˆ
αl(Al)
(dYi,j)i,j=1,2 ∶ (νi,jl )i,j=1,2 dλl
= −
ˆ T
0
ˆ
Γ
DΓY ∶ Id dλ +∑
l∈I
2
∑
k=1
ˆ T
0
ˆ
αl(Al)
(dYi,j)i,j=1,2 ∶ (c˜lkν⃗lk ⊗ ν⃗lk)dλl (3.40)
from (3.37) and (3.35).
At the same time, we have
⟨δVt, Y ⟩ =ˆ
G1(Γ)
DΓY (p) ∶ (Id−S ⊗ S)dVt(p,S)
=∑
l∈I
ˆ
G1(Al)
DΓY (p) ∶ (Id−S ⊗ S)dVt(p,S)
=∑
l∈I
2
∑
k=1
ˆ
G1(Al)
DΓY (p) ∶ (Id−S ⊗ S)α∗l clk(p, t) dλ(p, t)δα∗
l
ν⃗l
k
(S)
=∑
l∈I
2
∑
k=1
ˆ
Al
DΓY (p) ∶ (Id−α∗l ν⃗lk ⊗α∗l ν⃗lk)α∗l clk(p, t) dλ(p, t) (3.41)
by the definition of the first variation of the varifold V and (3.39). To simplify the presenta-
tion, we now consider the individual summands for each l ∈ I in (3.41) and split the integrals
into
I l1 ∶=
2
∑
k=1
ˆ
Al
α∗l c
l
k(p, t)DΓY (p) ∶ Id dλ(p, t)
and
I l2 ∶=
2
∑
k=1
ˆ
Al
α∗l c
l
k(p, t)DΓY (p) ∶ (α∗l ν⃗lk ⊗ α∗l ν⃗lk) dλ(p, t).
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Using (3.38) we calculate
I l1 =
ˆ
Al
( 2∑
k=1
α∗l c
l
k(p, t))DΓY (p) ∶ Id dλ(p, t)
=
ˆ
Al
(2 − 2∑
k=1
α∗l c˜
l
k)DΓY (p) ∶ Id dλ(p, t)
= 2
ˆ
Al
DΓY (p) ∶ Id dλ(p, t) − ˆ
Al
( 2∑
k=1
α∗l c˜
l
k)DΓY (p) ∶ Id dλ(p, t). (3.42)
Furthermore, we infer from (3.36) that
I l2 =
2
∑
k=1
ˆ
αl(Al)
clkDΓY ∶ ν⃗
l
k ⊗ ν⃗
l
k dλl
=
2
∑
k=1
ˆ
αl(Al)
(1 + c˜lk − 2∑
m=1
c˜lm)(dYi,j)i,j=1,2 ∶ ν⃗lk ⊗ ν⃗lk dλl
=
ˆ
αl(Al)
(dYi,j)i,j=1,2 ∶ Id dλl + 2∑
k=1
ˆ
αl(Al)
c˜lk (dYi,j)i,j=1,2 ∶ ν⃗lk ⊗ ν⃗lk dλl
−
ˆ
αl(Al)
( 2∑
m=1
c˜lm)(dYi,j)i,j=1,2 ∶ Id dλl
=
ˆ
Al
DΓY (p) ∶ Id dλ(p, t) − ˆ
Al
( 2∑
k=1
α∗l c˜
l
k)DΓY (p) ∶ Id dλ(p, t)
+
2
∑
k=1
ˆ
αl(Al)
(dYi,j)i,j=1,2 ∶ (c˜lkν⃗lk ⊗ ν⃗lk)dλl. (3.43)
We plug (3.42) and (3.43) into (3.41) and obtain
⟨δVt, Y ⟩ =∑
l∈I
(I l1 + I l2)
=∑
l∈I
ˆ
Al
DΓY (p) ∶ Id dλ(p, t) − 2∑
k=1
ˆ
αl(Al)
(dYi,j)i,j=1,2 ∶ (c˜lkν⃗lk ⊗ ν⃗lk)dλl. (3.44)
Combining (3.40) and (3.44), we have thus proved (2.12). Finally, the other equations can
be obtained in a straight forward manner and (2.14) in the same way as in [8, Proof of
Theorem 2.1].
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