I. Introduction
In traditional power systems, large power generation plants located at adequate geographical places produce most of the power, which is then transferred toward large consumption centers over long distance transmission lines. The system control centers monitor and control the system continuously to ensure the quality of the power, namely the frequency and the voltage. However, the power system is changing, a large number of dispersed generation (DG) units, including both renewable and non-renewable sources such as wind turbines, wave generators, photovoltaic (PV) generators, small hydro, fuel cells and gas/steam powered combined heat and power (CHP) stations, are being developed . A wide spread use of renewable energy sources in distribution networks and a high penetration level will be seen in the near future. E.g., Denmark has a high penetration of wind energy in major areas of the country and today 14% of the whole electrical energy consumption is covered by wind energy. The main advantages of using renewable sources are the elimination of harmful emissions and the inexhaustible resources of the primary energy. However, the main disadvantage, apart from the higher costs, e.g., photovoltaic, is the uncontrollability [1] . The availability of renewable energy sources has strong daily and seasonal patterns. But the power demand by the consumers could have a very different characteristic. Therefore, it would be difficult to operate a power system installed with only renewable generation units due to the characteristic differences and the high uncertainty of the availability of the renewable sources. The way of fully exploiting the renewable energy is the grid connection, normally at distribution level. In this framework, electrical energy storage systems may play a crucial role, not by replacing existing components of the electricity value chain, but rather allowing the existing ones to do their job better and cheaper [2] .
In fact, electricity storage devices, located where utility distribution systems are approaching a capacity limit, can provide significant economic assessment. These benefits are associated with deferred or avoided distribution equipment upgrades that often involve a large increment in capacity such as the addition of a second transformer in a substation or refurbishment in a long line segment. Distributed energy storage (DES) might be viewed both as a consumer and producer of power, thereby participating in the market as both a load and generator. Alternatively, storage might be viewed as an integral part of the distribution network, thereby removing it from the normal energy market. This might be linked to the question of who owns storage: load customers, generators, independent storage operators, or the network operator [6] . Regulation concerning the separation of roles in the electricity system varies from place to place and the ownership and operation of storage will vary as a consequence. Smart Grid (SG) is an electricity transmission and distribution network that has the ability to simplify and understand large amount of information and use it correctly, by making intensive use of automation, information and communication technologies. SG's are recently available in European countries, United States. Inorder to rectify the social problem of unbalance between supply and demand, Distributed Energy storage system is used.
Distributed Energy Storageis a local storage which is directly coupled to the grid along with the Distributed Generation (DG) and is a small scale electricity generation. DES systems such as super conducting energy storage, super capacitor energy storage and flywheel energy storage is a potential alternative inorder to balance any instantaneous mismatch between supply and demand in the SG [7] . Renewable Energy Sources(RESs) such as solar, wind connected to the grid is becoming important form of DG. Intermittency of generation from RES is a serious challenge at the distribution and at the transmission level which requires new protection and control strategies [5] . An electrical energy storage system plays a key role and is of great importance in the development of SG. Optimization of location and sizing of DES uses analytical method which reduces the gain energy loss but it does not consider the cost [4] .
In this work, the medium voltage SG including DG unit along with the DES system is taken, which will avoid DG dispatching or curtailment as well as reducing the need of VAR generation from both RESs and HV grid. Neural network controller is used as solution procedure for the problem in optimal sizing and location of distributed energy storage system [3] [8] . The proposed work intends to offer a useful tool for analyzing potential advantage of distributed energy storage in SG for both different possible regulatory schemes and services that are provided. A new cost based optimization strategy for optimal placement, sizing and control is implemented. For this optimization problem, MATLAB/Simulink model is used.
II. Multi-Layer Neural Networks
Eventually, despite the apprehensions of earlier workers, a powerful algorithm for apportioning error responsibility through a multi-layer network was formulated in the form of the backpropagation algorithm. The back propagation algorithm employs the Delta Rule, calculating error at output units, while error at neurons in the layer directly preceding the output layer is a function of the errors on all units that use its output. The effects of error in the output nodes are propagated backward through the network after each training case. The essential idea of back propagation is to combine a non-linear multi-layer perceptron-like system capable of making decisions with the objective error function of the Delta Rule.
Network terminology
A multi-layer feedforward backpropagation neural network is composed of  an input layer of nodes,  one or more intermediate layers of nodes, and  an output layer of nodes The output layer can consist of one or more nodes, depending on the problem at hand. In most classification applications, there will either be a single output node, or the same number of nodes in the output layer as there is classes. It is important to recognize that the term "multi-layer" is often used to refer to multiple layers of weights. This contrasts with the usual meaning of "layer", which refers to a row of nodes. For clarity, it is often best to describe a particular network by its number of layers, and the number of nodes in each layer.
Back propagation algorithm
In the employment of the back propagation algorithm, each iteration of training involves the following steps:  A particular case of training data is fed through the network in a forward direction, producing results at the output layer.  Error is calculated at the output nodes based on known target information, and the necessary changes to the weights that lead into the output layer are determined based upon this error calculation.  The changes to the weights that lead to the preceding network layers are determined as a function of the properties of the neurons to which they directly connect until all necessary weight changes are calculated for the entire network. The calculated weight changes are then implemented throughout the network, the next iteration begins, and the entire procedure is repeated using the next training pattern. In the case of a neural network with hidden layers, the backpropagation algorithm is given by the following three equations, where it is the "emitting" or "preceding" layer of nodes, j is the "receiving" or "subsequent" layer of nodes, k is the layer of nodes that follows j, ij is the layer of weights between node layers i and j, jk is the layer of weights between node layers j and k, weights are specified by w, node activations are specified by a, delta values for nodes are specified by d, subscripts refer to particular layers of nodes (i, j, k) or weights (ij, jk), "sub-subscripts" refer to individual weights and nodes in their respective layers, and epsilon is the learning rate:
(1a) where, if output node ( ) (1b) where , if intermediate node
Being based on the generalized Delta Rule, Equation (1a) states that the change in a given weight m located between layers i and j is equal to the products of:  the learning rate  the delta value for node p in layer j  the activation of node q in layer i.
In practice, the learning rate is typically given a value of 0.1 or less; higher values may provide faster convergence on a solution, but may also increase instability and may lead to a failure to converge. The delta value for node p in layer j in Equation (1a) 
III. NETWORK PLANNING

Block diagram
The block diagram of the work is shown in the Fig 1. Various types of power plants and its rating in KVA are given as the input to the controller based on neural network. Presently stored energy of the power plant in KVA, load demand at the particular time are also given as input to the controller. Usually the output if the neural network will be either 1 or 0.
Fig.1 Block Diagram
Depending upon the load demand at that particular time, the neural network algorithm selects the type of power plant which satisfies the demand. It checks whether the selected power plants energy convince the load demand. Then it switch ON the suitable plants to operate in order to satisfy the load demand.
Algorithm
The algorithm for the controller based on the neural network for optimal allocation and sizing of distributed energy storage system in smart grid is as follows: STEP 1: Collect the data for power generation and load demand of different power plants. STEP 2: Create the neural network and initialize the weights and bias. STEP 3: Train the neural network and load the test data into the network. STEP 4: Check for the load demand set demand to 100 STEP 5: If load demand can be satisfied by switching on any one power plant then goto step 6 else goto step 7. 
IV.
Results And Discussion
Overview of the Training Process
Two important steps in the application of neural networks for any purpose are training and testing. The first of the two steps namely training the neural network is discussed in this section. Training is the process by which the neural network learns from the inputs and updates its weights accordingly.
The artificial neural network model is built using a multilayer neural network shown in Fig.3 . The system has three layers. The model is developed with one input layer, one output layer and hidden layer with 9 neurons. The network weights are initialized by using random valuesi.e.,0 and 1.
Layer 1(Input Layer):
The types of power plants, power plant rating, stored energy, load demand etc., are given as a input to the layer 1. The number of neurons of the input layer is based on the number of inputs of the problem. It is passed to the hidden layer.
Layer 2(Hidden Layer):
In feed forward, every input unit receives an input signal and sends the signal to the hidden units. Each hidden units then calculates the activation function and send its signal to the output layer. 
Layer 3(Output Layer):
Each output unit computes its activation to form the response of the network for the given input pattern. While training, each output unit compares its computed activation with its target value to determine the error associated with the pattern with that unit. Here the performance function used is mean squared error.
The Neural Network slowly learns the training set and slowly develops an ability to generalize upon this data and will eventually be able to produce an output when a new data is provided to it. During the training process, the neural network's weights are updated with the prime goal of minimizing the performance function. Fig.4 shows the MSE performance plot whose best training performance is 9.9555e-09 at epoch 195. 
Overview of the Testing Process
As mentioned already in the previous section, the next important step to be performed before the application of neural network is to test the trained network. Testing the artificial neural network is very important in order to make sure the trained network can generalize well and produce desired outputs when new data is presented to it.
Fig.5 Regression Plot
The neural network toolbox in simulink by the math works divides the entire set of data provided to it into three different sets namely the training set, validation set and testing set. The training data set as indicated above is used to train the network by computing the gradient and updating the network weights. Fig.6 shows the graph for neural network training state up to 196 Epochs.
Fig.6 Validation Check
The validation set is provided during to the network during the training process and the error in validation data set is monitored throughout the training process. When the network starts over fitting the data, the validation errors increase and when the number of validation fails to increase beyond a particular value, the training process stops to avoid further over fitting the data and the network is returned at the minimum number of validation errors.The test set is not used during the training process but is used to test the performance of the trained network. If the test set reaches the minimum value of MSE at a significantly different iteration than the validation set, then the neural network will not be able to provide satisfactory performance.
Simulation Result
The simulation is carried out with the details of real time data of power generation in India. The test system data are reported in Appendix. (KVA)  1  40  32  2  2  2  3  10  8  5  1  1  6  10  8  7  3  2  8  2  2  9  3  2  10  25  20  11  30  24  12  1  1  13  1  1  14  5  4  15  1  1  16  3  2  17  1  1  18  1  1  19  10  8  20  50  40  22  33  26 23  30  24  24  25  20  25  22  18  26  21  17  27  20  16  28  15  12  29  15  12  30  14  11  31  14  11  32  12  10  33  11  9  34  10  8  35  10  8  36  15  12  37  11  9  38  56  45  39  10  8  40  20  16  41  54  53  57  12  10  61  55  44  63  60  48  70  60  48  67  1500  1200  66  965  772 Available 2617
V. Conclusion
The wide deployment of intermittent solar and wind generation is challenging transmission and distribution systems. DER management, energy storage, dispatch of wind and solar resources as well as demand response strategies could alleviate some of these challenges. Among those remedies, the integration of DES systems may exalt the potentialities of SGs to make the SGO an aggregator capable to offer also ancillary services to TSO, without tasking to RES excessive participation to voltage regulation. The proposed approach is a useful tool for analyzing potential advantages of distributed energy storages in SGs with reference todifferentpossibleconceivableregulatoryschemesandservicestobeprovided. Thus the neural network has been trained and the power plants have been switched ON depending upon the demand condition. To meet the required demand, first single suitable power plants have been ON. If it does not meet out the demand the combination of units in the power plants are switched ON to meet out the demand. Thus the results have been discussed already. 
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