Abstract-This paper investigates a cooperative transmission scheme for a multisource single-destination system through superposition modulation based on braid coding. The source nodes take turns transmitting, and each time, a source "overlays" its new data together with (some or all of) what it overhears from its partner(s), in a way similar to French braiding the hair. We show that the proposed "braid coding" cooperative scheme benefits not only from the cooperative diversity but from the bit error rate (BER) performance gain as well. We introduce two subclasses of braid coding, namely, the nonregenerative and regenerative cases, and, using the pairwise error probability (PEP) as a figure of merit, derive the optimal weight parameters for each one. By exploiting the structure relevance of braid codes with trellis codes, we propose a Viterbi maximum-likelihood (ML) decoding method of linear complexity for the regenerative case; we also investigate and compare several linear detectors for the nonregenerative case. We analyze the theoretical BER performance of the proposed scheme and prove that the full diversity order can be achieved using braid coding. Moreover, we discuss the memory size that strikes the best balance between performance and complexity by considering both the (Euclidean) free distance and the diversity order. The proposed braid coding can be viewed as a special case of network coding. Finally, we present soft-iterative joint channel-network decoding. The overall decoding process is divided into forward message passing and backward message passing, which makes effective use of the available reliability information from all the received signals. Simulation results confirm the efficacy and efficiency of the proposed scheme.
Store and forward is easy to implement but fails to achieve the network capacity. To realize the full potential promised by the theory, researchers have also looked into more sophisticated techniques.
The inception of network coding [2] completely revised the legacy philosophy by equipping all the nodes with coding capabilities, such that not only the transmitter(s) and the destination(s) but also all the intermediate relays are also allowed to decode/demodulate packets and perform interpacket encoding. When a relay node performs network coding (e.g., by bitwise mixing the two packets) and forwards it, it has, in a sense, purposefully introduced "controlled packet collision" of these packets in the downstream. As such, network coding is considered by many as an overarching term, which defines the myriad strategies that enable interpacket coding during the course of message routing.
Noteworthy practices of network coding include, for example, physical-layer network coding (e.g., analog network coding in two-way relay systems [3] and superposition modulation (superposition in signal domain) [4] [5] [6] ), random-mixing coding (e.g., random bitwise XORing packets [2] and superposition in code domain [7] ), and so on. These strategies applied in different system models have considerably benefited the communication systems by increasing the diversity order, improving the throughput, reducing the bit error rate (BER), and/or extending the transmit range. It should be noted, however, that a vast majority of the schemes available in the literature inevitably employ the idea of time division of some kind (or its bandwidth counterpart, frequency division) to perform cooperation communication, sometimes in combination with coded cooperation. For example, in the case of two or more sources transmitting data to a common destination, a popular framework is to divide the transmission session into two phases, where all the sources take turns to transmit its own data in the first phase and then help one another by forwarding the data in the second phase (e.g., [8] [9] [10] ). Such a practice is simple but requires additional time resource (or frequency resource), compared with the network-coded systems.
In this paper, we are interested in developing practical cooperation mechanisms that allow the system to tap the gains promised by network coding (both diversity gain and BER performance gain) without having to sacrifice the time/bandwidth efficiency or data rate for M -to-1 systems. To achieve diversity gain, BER performance gain and a full rate (i.e., rate 1) at the same time can be quite challenging. It is shown that effective diversity gain and coding gain from superposition 0018-9545 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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in code domain [7] can be only achieved with a judiciously designed code book, which requires a higher complexity than superposition modulation [11] . We are particularly interested in efficient cooperative transmission schemes through signal superposition in this paper. In contrast with previous studies of superposition modulation, which mainly focus on exploring the diversity gain for the two-user system, we have developed a rather elegant strategy that enables the resulting network code, hereafter referred to as the braid code, 1 to simultaneously achieve diversity gain, coding gain, and a full rate for the multiuser systems. The key to our success lies first in the operation domain-rather than perform coding in the conventional digital domain, we are able to design a real-valued superposition code (i.e., analog domain) that matches right to the underlying network topology. Additionally, we have carefully optimized the code parameters (to maximize the encoding performance) and derived a maximum-likelihood (ML) decoding algorithm (to maximize the decoding performance), all of which contribute to the excellent performance of the proposed cooperation strategy based on braid coding.
A. Related Work
Before elaborating on our cooperation strategy, we first provide a quick literature overview. Despite the existence of a myriad of network-coded cooperative schemes in the literature, only a handful considered achieving M -to-1 cooperative gains without allocating additional time slots for cooperation for the M collaborating users.
A pioneering full-rate scheme for M -to-1 systems dates back to 2005 [6] , in which each user in the cooperative cohort transmits a superposed signal consisting of its own data and the relaying data from the previous time slot, thus achieving a rate of 1. The diversity-multiplexing tradeoff is analyzed in [6] ; however, the superposition coefficients, which signify how much energy is allocated for the self-data and for the relaying data, respectively, are not optimized. It does not provide any BER performance analysis nor BER simulation curves.
A variation of the scheme discussed in [6] is later proposed, which considers cleaning up some of the relaying data (e.g., via decode and forward), before constructing the new superposition signal [4] for the two-user system. The coefficients are subsequently optimized under various channel qualities in [14] . The optimization is based on a numerical method, where an upper bound of the packet error rate (PER) is first formulated, but since the closed-form expression is intractable, the researchers then resort to numerical exhaustive search to determine appropriate coefficients. The outage probability is analyzed in [13] . All of the work focuses on the two-user system, because the numerical searching task becomes intractable when considering a system with more users. Apparently, by cleaning up some of the previous information, [4] is able to concentrate transmit power only on the fresh data of itself and the most recent correct- 1 While preparing for this paper, we realize that the term "braid coding" has been also used in the literature [12] to refer to a kind of digital turbo-like code. The braid code proposed in this paper is different from that in [12] . Our braid code is essentially an analog convolutional code that belongs to the class of physical network coding, specifically superposition modulation.
decoded data belonging to the partner, which can be decided by cyclic redundancy check codes. In [15] , an opportunistic scheme is proposed where a user would forward a superposed signal only if the achievable interuser channel capacity is larger than the required transmission rate and would otherwise revert to the noncooperative case. Then, it analyzes the outage probability under this case for the symmetric 2-to-1 system, in which the two user-destination channels are of the same quality. To decrease the decoding complexity, a suboptimal decoder for the superposition modulation is developed in [16] . In [17] , a forward message passing for the two-user system is considered. The strategy in [18] pulls in the feedback channel from the destination to facilitate a higher gain.
The aforementioned studies all considered binary phaseshift keying (BPSK), which equates to 1-D superposition modulation. In [19] , quadrature phase-shift keying (QPSK) or 2-D superposition for a 2-to-1 system is considered, but the scheme takes up additional time slots (i.e., three slots for two data packets) for cooperation, resulting in a loss of code rate.
Some of these superposition operations are also adopted in networks other than the M -to-1 topology. For example, in [20] , a one-source, multiple-relay, and one-destination two-hop system is considered, whereas in [21] , a two-source, one-relay, and two-destination two-hop system is considered.
B. Novelty and Contributions
The primary interest of this paper is to develop a practical network-coded cooperative strategy for M -to-1 networks that can simultaneously achieve a full diversity gain, a desirable coding gain, and a full rate. Our proposal is a progressive real-domain coding strategy, which is termed braid coding. The code is named after a combining process similar to how a girl French braids her hair: As each user takes its turn to transmit, it combines its own data (fresh data to be transmitted) with what it hears from the system in the preceding time slot(s) (previously transmitted data to be relayed) by applying appropriate processing on and assigning appropriate weights for each. The proposed braid coding structure is a particular realization of physical-layer network coding and, more specifically, a subclass of superposition modulation. 2 The proposed coding structure is advantageous in that it is well defined (being connected with convolutional codes of different structures), quite broad (which subsumes several previous conventional superposition modulation schemes such as [4] and [6] as its special cases), equipped with a rather simple encoding and an ML-optimal decoding algorithm, and, best of all, achieves impressive performance gain without scarifying any rate loss. We classify braid coding into the regenerative and nonregenerative types, characterize their respective properties, and show that the key lies in the judicious choice of the weights and the constraint length of the braid code.
In the case of nonregenerative braid coding, each user takes in the relay data without any decoding (or detection) effort and blends it right into the fresh data. The advantage is the operational simplicity on the user end and the ability to achieve a full diversity gain [6] , but the decoding complexity at the common destination can be high, and there is a chance for dispersive error when the interuser channels are less than desirable. We formulate the scheme as a real-domain recursive convolutional code 1/(a 0 + a 1 D), where D stands for the delay, and a 0 and a 1 are the weights for the fresh data and the relay data, respectively. Using the pairwise error probability (PEP) as a figure of merit, we theoretically derive the globally optimal values for a 0 and a 1 , which maximize the coding gain for every individual transmission and for the entire session. While diversity gain is always attainable regardless of the weight assignment (provided a 0 > 0 and a 1 > 0), simulations show that the optimal coefficients can bring considerable additional coding gains (than otherwise).
In comparison, regenerative braid coding requires each user to decode and clean up the relay data, before reassembling some of them together with its fresh data. We show that the scheme can be formulated as a general real-domain nonrecursive convolutional code
When m = 1, the regenerative braid code implements the same superposition modulation discussed in [4] . We derive the globally optimal values for the weights b j that achieve the PEP optimality in every transmission and for arbitrary m and demonstrate a modified Viterbi algorithm for the common destination to optimally decode all the data in linear time. The key in the design of regenerative code is a balance between coding gain (which may favor a larger m) and complexity (which favors a smaller m). Through free-distance analysis and computer simulations, we recommend m = 2 and 3 for the 2-to-1 system and demonstrate their performance advantages over the nonregenerative case (including [6] ) and the previous superposition modulation cooperative schemes (including [4] ). We recommend the regenerative braid code with m = M − 1 as a particularly attractive candidate for the M -to-1 systems when M is large for its excellent performance and simple decoding strategy at the destination.
The main contributions of this paper are summarized as follows.
• A general class of superposition-based coding strategy is proposed to match to the network topology of a M -to-1 multisource single-destination cooperative system. The proposed braid code is capable of simultaneously achieving diversity gain, coding gain, and a full rate. Optimal choices of the code parameters (including the weights and the constraint length) optimizing the PEP is analytically derived. We prove that the regenerativebraid-coding-based M -to-1 cooperative scheme can reach a full diversity order and derive the theoretical BER performance for the m = 2 regenerative braid coding.
• By exploiting the structure relevance of braid codes with trellis codes, we are also able to leverage several excellent coding ideas (such as the linear-complexity ML trellis-based decoding algorithm for the regenerative braid coding) to achieve both low complexity and good performance.
• In addition to non-channel-coded systems, we have also considered systems with soft-decodable channel codes. In particular, with regenerative braid codes, we present a soft-iterative joint channel-network decoding strategy, which makes effective use of the log-likelihood ratio (LLR) reliability information from all the received signals via a forward message passing and a backward message passing. The algorithm is shown to deliver gains compared with the conventional forward message passing decoder.
Notation: Unless otherwise stated, we use lowercase boldface and uppercase boldface letters to denote vectors and matrices, respectively, and use regular letters to denote scalars and random variables. N (m, σ 2 ) represents the Gaussian distribution with mean m and variance σ 2 .
C. Paper Organization
The remainder of this paper is organized as follows. Section II introduces the M -to-1 system model and presents the cooperative schemes based on nonregenerative braid coding and regenerative braid coding. Section III discusses code optimization. Section IV details the decoding algorithms for uncoded systems. Section V provides a theoretical analysis of the system performance for the regenerative braid coding. Section VI evaluates the case with channel coding and presents a soft-iterative decoding strategy for regenerative braid codes. Section VII presents the numerical results, and Section VIII concludes this paper and proposes the future work.
II. BRAID CODING COOPERATIVE SCHEME
The proposed braid code works for general M -to-1 cooperative systems, but for ease of proposition, our discussion in the following focuses on M = 2.
Let S 1 and S 2 be the two sources taking turns to communicate to the common destination D. Suppose that each communication session consists of N equal-length time slices and each time slice consists of two equal halves assigned to S 1 and S 2 , respectively.
Since user cooperation is most useful where time and space diversity is hard to get, we consider slow fading such that all the channel state information (CSI) remains invariant within each communication session (but changes independently between sessions). Following convention [4] , [6] , [13] , [16] , we assume that all the CSI is known to the respective receiving users and the common destination, which means that the CSI can be estimated with fairly high accuracy.
Let subscript i ∈ {1, 2} be the user index and subscript k ∈ {1, 2, . . . N} be the time index. Let s i,k ∈ {±1} and x i,k ∈ R be the fresh data and the transmitted signal from S i at time k, respectively; and let y i,k and r i,k be the corresponding reception at the other user and at the destination, respectively. The idea to achieve full diversity and power gain is to have each user superpose its fresh data with the relay data, using appropriate braiding schemes and weights.
A. Nonregenerative Braid Coding 1/(a
Here, each user takes in what it hears from the other user as it is (without any decoding or signal processing) and blends it with its fresh data via signal superposition. Mathematically, we have
and so on, where h 0 is the Rayleigh distributed CSI with mean zero and unit variance for the interuser channel; z i,k is the zeromean additive white Gaussian noise (AWGN) with variance σ 2 0 for the interuser channel (assuming channel reciprocity); and a 0 and a 1 are the weights assigned to the fresh data and the relay data, respectively. Correspondingly, the common destination receives 
, respectively. Let a 1 = a 1 h 0 be the channel-adjusted weight for the relay data. The signals transmitted by each user with a size N , i.e.,
T , can be then rewritten in a compact matrix form as
, a
and the corresponding reception at the destination becomes
where n is the noise vector following n ∼ N (0, Σ), and Σ and H are 2N -by-2N cyclic-2 diagonal square matrices.
From the coding perspective, the nonregenerative scheme is similar in spirit to the recursive code 1/(a 0 + a 1 D), followed by a cyclic-2 fading channel (see the linear shift register (LSR) representation on the left side of Fig. 1 ). It requires minimal effort on the user side, but since the resultant real-domain trellis has a growing number of states with time, the overall code is not linear-time decodable at the destination.
B. Regenerative Braid Coding
In the regenerative case, we consider the adaptive transmission scheme, which means that one source node would only help another when it correctly decodes the new information sent by another node, or a new session will start. In the desired case when user decoding is all successful (i.e., good interuser channel), the braid code can last all the way to the end of the session time 2N , but if at some point a user fails to decode, then the braid code and the session terminate early, and a new code (session) will start. Each user performs progressive decoding on what it hears from the system and repacks some of them together with its fresh data using appropriate combining weight. For example, if each user superposes its fresh data with m previous source data (of which m/2 belong to itself and m/2 belong to the other user), then the signals that are successively transmitted by the two users will take the following matrix form:
(3) In general, the braid code seen by the common destination takes the form of a real-domain nonrecursive convolutional code
Consider the power constraint of each transmission as P , each time the users normalize the transmission power by using factor β. After power normalization, x is transmitted to the destination through the block fading channel, as described earlier. An example LSR for m = 2 is shown on the right side of Fig. 1 . Comparing with the nonregenerative case, here, the code has a fixed number of states (2 m ) in the trellis, and the destination can therefore resort to the Viterbi algorithm to decode all the data efficiently and optimally. (The nonregenerative code must use a higher complexity algorithm such as the list decoding.) Furthermore, although the users have also performed decoding in each of their cooperation stages, their decoding involves only data subtraction (signal cancellation)-provided that each user is provisioned with m memories to store the historic source data-and hence, has an extremely low complexity.
Remark: Extension to 2-D signal superposition is considered when the source bits s i,k are QPSK modulated, instead of BPSK. Assume s i,k ∈ {±1 ± i}. Since s i,k consists of two orthogonal signal spaces, the transmitted signal can be written as a 2-D superposed signal. All the analysis of the 1-D superposition in this paper can be applied to the 2-D signal superposition directly.
III. CODE OPTIMIZATION
The performance of the braid coding and hence the cooperative gain closely depend on the choice of the weights. Reference [6] was the first to demonstrate an example of nonregenerative braid coding; [4] , [13] , and [14] presented a regenerative case with memory m = 1; and [19] focused on 2-D superposition modulation. These papers also suggested a few empirical weight choices but lack analytical results. In the following, we provide a rigorous derivation of the optimal weights that simultaneously achieve per-transmission optimality, where the optimality is measured in terms of the PEP of the two nearest neighbors in the signal constellation (worst-case PEP).
Theorem 1: Under a given power constraint, the optimal amplitude shift keying (ASK) that minimizes the worst case PEP (or, equivalently, maximizes the minimum distance) is one that has a uniform constellation.
Proof: (Proof by contradiction) It is known that the energy-efficient ASK signal space has two sides, is symmetric, and has the centroid in the origin [24] . Now, suppose that the optimal ASK, which minimizes the worse case PEP under a given power constraint P , does not have a uniform constellation [see Fig. 2(a) for an illustration of an 2 M -ASK]. Without loss of generality, suppose that this 2 M -ASK has a minimum distance d min between x 1,1 and x 1,2 (as well as between x 0,1 and x 0,2 ). 1 , x 1,2 ) as the distance, we can construct a uniform 2 M -ASK by moving the constellation points of the original 2 M -ASK closer toward the origin. As shown in Fig. 2(b) , the resulting 2 M -ASK has a uniform constellation, a minimum distance of d min , and an overall average power smaller than P . We can then uniformly expand all the signal points in the constellation in Fig. 2(b) , such that the new constellation remains a uniform 2 M -ASK but has an overall average power of P . This new constellation, shown in Fig. 2(c) , clearly has a minimum distance larger than d min and hence contradicts our assumption. In this, we have shown that the optimal 2 M -ASK that maximizes the minimum distance must be a uniform constellation. In fact, it can be calculated that
M -ASK, and the equality is achieved only with a uniform symmetric constellation. In 1-D superposition modulation, each user essentially transmits an ASK-modulated signal-possibly with a different constellation size-every time. The question then is whether it is possible or how to find appropriate values of a i and b i such that the nonregenerative/regenerative code will achieve a uniform signal constellation every time of the transmission.
Theorem 2: Consider nonregenerative braid coding, the choice a 1 = 1/2 (and arbitrary nonzero a 0 ) will guarantee a uniform ASK constellation in every transmission.
Proof: In the nonregenerative case, the users take turns to transmit an ever-increasing ASK constellation-each time the size doubles that of the previous one. Specifically, the signals transmitted by S 1 and S 2 at time k are
where
Clearly, a 0 is only a scalar, which does not affect the signal spacing whatsoever. To show that a 1 = 1/2 will consistently produce a uniform constellation, it is sufficient to show that the set X n = {s 0 + (1/2)
The latter comes directly from the fact that X n is essentially the base-2 numeral system (s 0 .s 1 s 2 · · · s n ) 2 . (Alternatively, the uniformity of X n can be proven using mathematical induction.)
Remark: Recall that a 1 = a 1 H 0 , where H 0 is the interuser channel fading coefficient. This suggests that it is enough for the respective receiving user (and no need for the common destination) to know the interuser CSI H 0 . For ease of discussion, we have assumed that the fading coefficients remain unchanged during a session, but H 0 does not have to be invariant (nor does H 1 or H 2 ). As long as the respective user compensates for H 0 by choosing the right weight a 1 = 1/2H 0 , the signals are bounded between −2a 0 and 2a 0 , and the common destination can guarantee to receive optimal signal every time throughout the session. It can be easily verified that a 1 = 1/2 is the only valid choice that will guarantee unanimously uniform constellations with bounded energy. The only other choice a 1 = 2 that makes uniform constellations will lead to ever-increasing and hence infinite transmit energy. 
where each row of x constitutes a transmission. To see each transmission corresponds to a uniform ASK, it is enough to show that 
IV. DECODING ALGORITHM
Upon receiving the braid codes collaboratively generated by both source nodes, the destination node performs a decoding process. We consider an ML decoder that produces the most probable codeword. Recall that the general ML-optimal decoding algorithm has a rather high complexity that increases exponentially with the block size. For regenerative braid coding, we are able to leverage from the digital coding concepts and tools and develop a trellis-based sequence decoding algorithm that achieves ML optimality with linear complexity. For nonregenerative braid coding, whose ML decoding complexity increases rather quickly with the block size, we also present a decorrelating (DC) detector, a minimum mean square error (MMSE) detector, and a polynomial expansion (PE) detector, which gives suboptimal performance in exchange of lower complexity.
A. Viterbi Decoding of Regenerative Code
The finite memory of regenerative braid codes not only allows the users to perform simple cancellation-based decode and forward (and can therefore clean up the interuser channel noise) but also allows the common destination to perform efficient Viterbi decoding on a trellis of 2 m states. Fig. 3 demonstrates an example of such a trellis with m = 2, where 
where t = 1 when t is odd, and t = 2 when t is even.
The branch metric is accumulated to form the path/state metric. It is worth noting that the overall does not necessarily end in the all-zero state, and the code is therefore a "nonterminating" code. The complexity of the decoder is O(2N 2 m ) for a communication session with N cooperative rounds, which is linear to session length. Two-dimensional superposition modulation can be decoded by two parallel 1-D Viterbi decoders described earlier.
A short summary of this ML Viterbi decoding process goes in Algorithm 1.
Algorithm 1 ML decoding algorithm
Input: Reception from the relay-destination transmission r. Output: Binary decisions of the original source data s.
Initialization:
A trellis corresponding to the regenerative code
2 ) is constructed, as shown in 
B. Linear Detector of Nonregenerative Code
As the coding matrix of the nonregenerative code is a lowtriangle matrix, the number of states of the Viterbi decoder will increase exponentially with the session length N , which disables the usage of the Viterbi decoding algorithm. Several suboptimal detectors for the nonregenerative codes are discussed here. For every session, the received signal at the destination can be expressed as r = Hx + n = HGs + n.
Let L = HG, the DC detector can be employed at the destination. The estimate of s is given bŷ
The detector is easy to implement, but the main drawback of this detector is the noise enhancement effect. The MMSE detector is able to solve this problem, which yields the estimatê
Both detectors require the computation of the inverse matrices, which is difficult to implement when L is large. An alternative detector adopted for our nonregenerative braid coding is a PE detector [25] . We use polynomials to approximate the corresponding matrix inverse to mitigate the complexity increase caused by the matrix inversion operation. The estimate of s is calculated byŝ
where w i , i = 1, 2, . . . , K, is the coefficient to be optimized subject to a cost function for a given G and K. By choosing different cost functions, the PE detector can approximate the DC detector and the MMSE detector. It can be seen from (10) (11) with respect to w. By minimizing (11), we can obtain
The complexity of inversing matrix is thus reduced, which leads to a low-complexity detector at the destination. When K is large, the performance of the PE detector can approach the performance of the MMSE detector.
V. THEORETICAL PERFORMANCE ANALYSIS

A. Optimal Memory Size m
Since the performance analysis of the nonregenerative braid coding is well investigated by [6] , we focus on the theoretical performance of the progressive regenerative braid coding here. Not only the weights b i but the memory size m also directly affect the code performance (as well as the complexity). We now identify the optimal m that leads to the best overall regenerative braid code, and we do so by evaluating the free distance of the corresponding trellis.
Theorem 4: The (Euclidean) free distance for a regenerative braid code 
Similarly, we have the codeword c(s) = bS for source sequences, and the Euclidean distance between them is (2) , 0], and the free distance becomes 2b 0 + 2b 1 + · · · + 2b m .
Clearly, d is minimized whens
Corollary 1: Consider a per-transmission power constraint of P for a memory-m braid code with optimal weights b i = 0.5b i−1 . We have d free = 2 √ 3P 1 − (2/(2 m+1 + 1)). As indicated by Theorem 4 and Corollary 1, a larger m leads to a larger d free , but the coding gain quickly hits a diminishing return for m ≥ 3. Considering the increasing decoding complexity, we therefore recommend m = 2 or 3 as the best choice for the two-user system.
B. Diversity Order
In a desired case, for which the SNR of the interuser channel is high enough, the session length of the braid coding can always last to 2N in the two-user system (let N be arbitrarily large). We assume that the system is in continuous operation.
Let x be the transmitted codeword sequence. The destination decodes the output as x . Given the power constraint P = 1 per transmission, we can calculate the first event error probability [26] by
where k = ((l + 1) mod 2) + 1, m(r|x) denotes the path metric. 
Suppose x and x differ on d positions p[1], p[2], . . . , p[d], (14) is simplified to
) follows the Gaussian distribution as follows:
Consequently, the first event probability can be written as
We use B d free to denote the number of codewords with the distance d free from the transmitted information s. Particularly for m = 2, it can be identified from the trellis in Fig. 3 , d free = 3 and B d free = 1. At high-SNR region, the instantaneous bit error probability P b for the two-user system can be thus approximated by
The average bit error probability over the Rayleigh fading channel is upper bounded bȳ
For simplicity, we suppose P = 1 and σ
The diversity order D of the proposed scheme for the two-user system can be calculated by
which theoretically proves that the proposed scheme can achieve the full diversity. Since the overall performance would be improved with m increases, m > 2 braid codes always perform better than the m = 2 braid coding. The full diversity gain can be achieved for all the regenerative cases with m ≥ 2. 4 For the M -user system, we consider the regenerative braid coding with memory size m, and m ≥ M − 1. By the same mean, when m = M − 1, the instantaneous bit error probability is expressed as
By integrating P b on all the h i , we can obtain
Therefore, the full diversity order can be achieved for the M -user system by using the m ≥ M − 1 regenerative codes. However, considering the coding gain and the decoding complexity, we recommend to use a m = M, M + 1 regenerative code for the M -user system. When M is large, a m = M − 1 regenerative code is recommended.
C. Bit Error Rate Performance of Adaptive Transmission Scheme
In a general case, the transmission session would terminate early (the braid coding cannot last to the prescribed N ), and a new code session will start. We show the BER performance of the m = 2 regenerative code for the two-user system here. We note here that the theoretical BER performance of larger m cases can be derived by the same method used here, but the expression gets tediously complicated. For the m = 2 braid coding, the signal transmitted by each user may be composed of one, or two, or three information symbols. Let Z be the number of information symbols involved in the superposed signals transmitted by the source nodes, Z = 1, 2, 3. We use η Z to indicate the stationary probability of transmitting a signal being composed of Z information symbols at each user. We assume P = 1; the coefficients thus satisfy the equation b 1,1 + b 0 s 2,1 ) to D and S 1 , where β is the power normalization factor. Otherwise, S 2 broadcasts s 2,1 . In the former case, if S 1 can also decode the desired information s 2,1 with transmission power βb 0 successfully upon receiving the composed signals from S 2 , it then transmits the three information symbols composed signal (b 2 s 1,1 + b 1 s 2,1 + b 0 s 1,2 ) to other nodes, or it returns to the state Z = 1, which means that it only broadcasts s 1,2 . When one user works in the state Z = 3, the other one would continue to work in the state Z = 3 if it decodes the desired information with power b 0 . If it fails to decode the new information, it restarts a transmission session.
We assume that the average error probability of decoding S 1 's information at S 2 is equal to the error probability of decoding S 2 's information at S 1 . Hence, we can obtain
where P S,Z is the decoding error probability at one user when the other one transmits signals superposed by Z information symbols.
. Solving these equations, we have
The occurrence probability P O,N of a code with a session size N can be given by
The BER can be computed as the sum of the bit error probability P b,N weighted by the occurrence probability, which is expressed as
For N = 1, the destination only receives one signal containing the transmitted information symbol, which means that the braid coding is on the initialization stage. The corresponding BER at the destination is
For N = 2, s 1,1 and s 2,1 are transmitted. Then, the error probability can be expressed as
Case I: If s 1,1 is successfully decoded, s 1,1 can be subtracted from r 2,1 . It is equivalent to decoding s 2,1 upon having r 2,1 − h 2 β 1 b 1 s 1,2 . Thus, the BER in this scenario is Q(h 2 βb 0 /σ 2 ).
Case II: If the destination successfully decodes s 2,1 but fails to decode s 1,1 . Without loss of generality, we assume s 1,1 = +1 and s 2,1 = +1 are transmitted. Under this case, we simplify (30) and obtain
Case III: The destination fails to decode both s 1,1 and s 2,1 . Under this case, we simplify (30) and obtain
When the SNRs of the source to destination channels are large, the decoding error probability P b,2 can be approximated by summing the probabilities of all the different cases, i.e.,
For N > 2, the braid coding will terminate when N = 2N . We approximate P b,N using the BER of the interuser channel of good quality case in (19) .
The instantaneous BER is thus approximated by
The average BER under Rayleigh fading channel can be calculated using the numerical integration as
VI. FORWARD AND BACKWARD MESSAGE PASSING ITERATIVE DECODING
Here, we consider a scenario where both source nodes are equipped with soft-decodable channel codes. A forward and backward message passing iterative decoder is designed here for superposition modulation based on the regenerative braid coding. The extrinsic information is not only exchanged between signal detectors and channel decoders in every information block but also between different information blocks in the proposed decoding method. The iterative decoder proposed here is different from that in [17] , which considers the m = 1 regenerative code and only performs the forward iterative decoding. By applying both the forward and backward message passing iterative decoding, we remedy the knowledge imbalance of the a prior LLR information of the transmitted codewords, which contributes to the performance improvement.
Since each source node is encoded, the system setting is rephrased here. We use a codeword package
i,k ) of length N C to denote the signals transmitted from the source node S i at the kth time slice. Correspondingly, the destination node receives the signal r i,k . For simplicity, we consider the decoding of s 1,k for the m = 2 regenerative braid coding. Supposing that it is not one of the last m transmitted information in one transmission session, then it is involved in three successively transmitted signals r 1,k , r 2,k , and r 1,k+1 , where
Upon receiving the signals r 1,k , r 2,k , and r 1,k+1 , D performs a forward message passing iterative decoding. The destination first calculates the LLRs of s 1,k and s 2,k−1 using the Step 1-Forward Message Passing: In the forward message passing decoding, L a 1,k−1 and L a 2,k−1 , i.e., the a prior information of s 1,k−1 and s 2,k−1 (red dash input) from the previous forward decoding step, are fed into detector 1. Although the received signal r 2,k contains the information of s 2,k−1 , s 1,k , and s 2,k , only L a 2,k−1 is known. The a prior information of s 1,k and s 2,k is set to zero for detector 2. For the same reason, all the a prior information is set to zero for detector 3.
Assuming
where E(η 1,k ) and var(η 1,k ) can be calculated by
1,k , the LLRs of s 1,k from r 2,k and r 1,k+1 , can be computed by the same mean. The sum of all the LLRs from the three signals, which is denoted by L D 1,k , is fed into the decoder of s 1,k (Dec 3). After the soft decoding at decoder 3, we get the refreshed LLR L 1,k of s 1,k . Then, the extrinsic information L e i 1,k , which can be expressed as L
where i = 1, 2, 3 is fed back to detector i to improve the a prior information of the detectors for the next detection. At the same time, the LLRs of s 1,k−1 , s 2,k−1 , s 2,k , and s 1,k+1 are also forwarded to the corresponding decoders from detectors 1-3. The decoders calculate the extrinsic information of the corresponding codewords. Then, the a prior information of all the codewords is updated. After several iterations, the extrinsic information L e 2,k−1 and L e 1,k is forwarded to the elementary decoder as the a priori information for decoding the next codeword.
It should be mentioned here that a flag bit [4] is embedded in each codeword to indicate the cooperation state. If a new session starts, the flag bit is set to zero. The decoding of a codeword involved in three successive transmissions is shown here, but the decoding of a codeword involved in only one or two transmissions is only a simpler case of the decoding process described earlier.
Step 2-Backward Message Passing: The drawback of the forward iterative decoding is the lack of the a prior information of codewords from the next half time slices. For instance, L a 2,k and L a 1,k+1 are unknown in the previous forward message passing decoder. The decoding process does not make effective use of all the LLRs from the received signals after s 1,k . To remedy this drawback, a backward message passing decoder is used here, in which the decoding process is performed from the last received codeword to the first codeword after the forward decoding is completed. As shown in dash input). The elementary decoding procedure is the same as that in forward iterative decoding but with more a priori information.
The complexity of the overall iterative decoding method is linear to the complexity of only performing forward decoding. However, the performance will be improved by taking a full advantage of all the LLRs of the received signals.
VII. SIMULATION RESULTS
Here, we evaluate the BER performance of the proposed braid coding cooperative scheme under various scenarios. Our simulation employs independent quasi-static flat Rayleigh fading, or AWGN, for all the channels. CSI is assumed to be available at the respective receivers. For fair comparison, all the performance evaluations are tested with the same average transmission power. Unless otherwise stated, the braid codes use the derived optimal weights.
Test Case 1 (Optimal Weight and Constraint Length):
We assume that the source nodes adopt BPSK modulation. 5 Four types of proposed braid codes, i.e., nonregenerative and regenerative with m = 1, 2, 3 with different weights, are compared with the superposition modulation scheme using the best coefficients 6 from [4] and [13] under Rayleigh fading channel in Fig. 6 . The BERs of the noncooperative scheme and time-division cooperation (where each user uses 4ASK and spares half of its time to relay the other user's data) are also included. Obviously, the noncooperative scheme shows no diversity gain. Since channel CSI remains constant in a session, time division achieves the same diversity order of 2 as braid 5 When the source nodes adopt QPSK modulation (2-D modulation), the same performance as BPSK modulation can be observed since QPSK is 2-D BPSK. We do not show the performance of QPSK here. 6 The performance of [14] is similar to [4] . For the sake of figure clarity, the curve simulated using coefficients in [14] is not shown here. 
coding, but as we will see from simulations, it falls short in power gain. Although all the braid coding schemes can reach full diversity gain 2, braid coding schemes with our optimal weight coefficients and larger constrain length perform better than the original proposed superposition modulation scheme in [4] and [13] . As indicated by Theorem 4 and Corollary 1, a larger m leads to a larger d free , but the coding gain quickly hits a diminishing return for m ≥ 3. Considering the decoding complexity, we recommend m = 2 or m = 3 in practical twouser cooperative systems. We also test the proposed scheme with different m and weights under AWGN channel in Fig. 7 . The two source-destination channels are of different quality. There is still performance gain, enabled by braid coding with our proposed optimized weights, but the gain is smaller than the fading channel case. This is because cooperative coding brings in diversity gain for block fading channels, whereas each AWGN channel already provides a diversity order of +∞, and hence, cooperation cannot bring in any more diversity gain.
Test Case 2 (Constraint Length and Session Length):
We evaluate the impact of session length N for braid coding in Fig. 8 . In all the four braid codes tested, we have found that the system improves as N increases from 2 to 4, but beyond 4, the gain is simply not perceivable. The theoretical BER derived in Section V is also plotted in this figure. We see that the theoretical BER is lower than the simulated performance, because, for Z > 3, we approximate the BER by the BER with large N . The gap between the theoretical and simulated results becomes smaller when the SNR of the interuser channel increases.
Test Case 3 (Braid Coding in Multiuser Systems):
The BER performances of the braid coding cooperative scheme applied to the 3-to-1 system and the 4-to-1 system are depicted in Figs. 9 and 10, respectively. Assume that all the interuser channels have the same average SNR. Round-robin scheduling scheme is used by all the source nodes. In Fig. 9 , it is shown that the m = 2 braid coding cooperative scheme is able to achieve more diversity gain than the conventional m = 1 scheme in [4] . The curve of the BER performance of the m = 2 braid coding has almost the same slope with the curve of diversity order 3 when the channel SNR is high. In addition, we also evaluate several other choices of weights for braid coding, and in each case, it is clear that the cases with the optimal weights we derived outperform the others. When the session length grows from 4 to 6, there is still some performance gain, but not much. The same trend is also identified in the four-user system. Figs. 9 and 10 show that the achievable diversity order increases as M increases. Since the decoding complexity increases exponentially with the memory size m, the best performance-complexity tradeoff is to choose m = M − 1 when M is large. For regenerative codes, the decoding complexity is linear with N , and hence, per-bit complexity is constant, irrespective of N . For an M -user system, increasing N from 1 up to M would noticeably improve the performance, but the gain becomes marginal or almost imperceivable as N continues to increase.
Test Case 4 (Detectors for the Nonregenerative Braid Coding):
The performance of different detectors for the nonregenerative braid coding is shown in Fig. 11 . The linear detector, the MMSE detector, and the PE detector are compared with the ML detector. It shows that the MMSE detector performs much better than the linear detector. Since inversing matrix would bring many computation complexity, the BER performance of the PE detector is also evaluated. By increasing K, the performance of the PE detector approaches that of the MMSE detector. The ML detector performs the best, but the decoding complexity of the ML detector grows exponentially with the session length.
Test Case 5 (Iterative Decoding for the Channel-Coded System): Finally, we compare the proposed iterative decoding scheme with the forward decoding scheme proposed in [17] (see Fig. 12 ). Suppose that source nodes are encoded by convolutional code (1, 1/1 + D) . We simulate the m = 2 braid coding case here. The number of iterations of the elementary decoder is set to 5 or 8. The simulation result shows that, when the number of iterations increases, the BER performance of our proposed scheme improves. The proposed iterative scheme outperforms the conventional one by almost 1 dB with eight iterations.
VIII. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a generalization of cooperative scheme through superposition modulation based on braid coding. Two subclasses, i.e., regenerative and nonregenerative braid codes, are considered, and the optimal weights and the optimal memory sizes are designed to achieve the power gain, as well as the diversity gain, with a full rate. Although our discussion here focuses on the two-user case, the proposed scheme easily generalizes to the M -user cases. We theoretically prove that our proposed scheme is able to reach the full diversity order for the M -user system. At the destination, a Viterbi decoder of linear complexity to the length of the information length is particularly designed for the regenerative braid coding; several linear detectors are compared for the nonregenerative braid coding. An iterative decoder for coded systems based on the regenerative braid coding is designed, which performs better than the conventional iterative decoder, by making effective use of all the LLR information of the received signals. In this paper, we have considered that all the users use the same modulation schemes. It would be interesting to explore effective schemes based on superposition modulation between the users with different throughputs for future work.
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