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Abstract. In this paper we study fixed point iterations of quasinonexpansive mappings
in the range of monotone self-adjoint linear operators, which defines a real Hilbert space.
This setting appears naturally in primal-dual algorithms for solving composite monotone
inclusions including, as a particular instance, the Douglas–Rachford splitting. We first study
conditions under which the range of a monotone self-adjoint linear operator endowed with the
corresponding positive semidefinite inner product defines a Hilbert subspace, generalizing the
non-standard metric case in which the linear operator is coercive and its range is the whole
space. Next we study the convergence of fixed point iterations in this Hilbert subspace as a
shadow of iterates in the whole Hilbert space. The result is applied to obtain the convergence
of primal-dual splittings for critical values of stepsizes, generalizing results obtained in [19].
We study in detail the case of the Douglas–Rachford splitting, which is first interpreted
as a primal-dual algorithm with critical stepsize values whose associated operator is firmly
nonexpansive in a Hilbert subspace. A second primal-dual interpretation is provided with
an alternative operator which is firmly quasinonexpansive in the whole primal-dual space
with a non-standard metric. We thus obtain the weak convergence of primal-dual shadow
sequences as in [5, 34]. We finish with some numerical experiences and applications in image
processing.
Keywords. averaged nonexpansive operators, convex optimization, Douglas–Rachford split-
ting, fixed point iterations, monotone operator theory, primal-dual algorithm, quasinonex-
pansive operators.
1. Introduction
In this paper, we aim at solving the following problem.
Problem 1.1. Let (H, 〈· | ·〉) be a real Hilbert space, let V :H→H be a monotone self-adjoint
linear bounded operator such that ranV is closed, and let S : H → H be such that FixS 6= ∅
and S = S ◦ PranV , where PranV is the orthogonal projection onto ranV . Moreover, assume
that (PranV ◦ S)|ranV is quasinonexpansive in (ranV , 〈· | ·〉V ), where 〈· | ·〉V = 〈· | V ·〉. The
problem is to
(1.2) find x ∈H such that x ∈ FixS.
In the particular case when V = Id, S is firmly quasinonexpansive (or class T), and Id−S
is demiclosed at 0, we have ranV = H, PranV = Id, and Problem 1.1 is solved in [15].
On the other hand, if we assume that S is α−averaged nonexpansive, for some α ∈ ]0, 1[,
Problem 1.2 is solved in [16]. In the case when V is coercive and self-adjoint, we also have
ranV = H, PranV = Id, and several approaches with non-standard metrics are developed for
solving Problem 1.1 in some particular contexts (see, e.g., [12, 19, 25, 36, 20, 17]). In all cases,
the problem is solved via the fixed point iteration
(1.3) z0 ∈H, (∀n ∈ N) zn+1 = (1− λn)zn + λnSzn,
2010 Mathematics Subject Classification. 47H05, 47H10, 65K05, 65K15, 90C25, 49M29.
1
ar
X
iv
:1
91
0.
02
32
9v
1 
 [m
ath
.O
C]
  5
 O
ct 
20
19
2 LUIS M. BRICEN˜O-ARIAS & FERNANDO ROLDA´N
where (λn)n∈N is a strictly positive sequence.
In the literature, several monotone inclusions and optimization problems are rewritten as a
particular case of Problem 1.1 and solved via algorithms derived from (1.3) (see, e.g., [12, 16,
19, 25, 27, 36, 20, 17]). In this paper we focus in the following primal-dual monotone inclusion.
Problem 1.4. Let H and G be a real Hilbert spaces, let A : H → 2H and B : G → 2G be
maximally monotone operators, and let L : H → G be a linear bounded operator. The problem
is to find (xˆ, uˆ) ∈ Z, where
(1.5) Z =
{
(xˆ, uˆ) ∈ H × G ∣∣ 0 ∈ Axˆ+ L∗uˆ, 0 ∈ B−1uˆ− Lxˆ}
is assumed to be nonempty.
In the context of Problem 1.4, set H = H× G, set S :H→H via
(1.6) S : (x, u) 7→
(
JτA(x− τL∗u), JσB−1
(
u+ σL(2JτA(x− τL∗u)− x)
))
,
where JA = (Id +A)
−1 is the resolvent of A and σ and τ are strictly positive, and set
(1.7) V :H→H : (x, u) 7→
(x
τ
− L∗u, u
σ
− Lx
)
,
which is clearly self-adjoint, linear, and bounded. In the case when στ‖L‖2 < 1, in [19, 36]
it is shown that V is coercive, ranV = H, S is averaged nonexpansive in (H, 〈· | V ·〉), and
Problem 1.4 reduces to Problem 1.1 (see also [25]). Moreover, if we set, for every n ∈ N,
zn = (xn, un), (1.3) reduces to
(1.8) (x0, u0) ∈H, (∀n ∈ N)

pn+1 = JτA(xn − τL∗un)
qn+1 = JσB−1 (un + σL(2xn+1 − xn))
(xn+1, yn+1) = (1− λn)(xn, yn) + λn(pn+1, qn+1),
which is the primal-dual splitting proposed in [36] and in [19, 14, 25] in the optimization context
(see [31, 26] for variable metric modifications and [9, 8] for some extensions). Under the same
condition τσ‖L‖2 < 1, it has been shown in [19, 14, 25, 36] that ((xn, un))n∈N converges
weakly to a solution to Problem 1.4. The approach consists in realizing that S = JV −1M
for the operator M : (x, u) 7→ (Ax + L∗u) × (B−1u − Lx), which is maximally monotone in
(H, 〈· | ·〉) [11, Proposition 2.7(iii)] and, hence, S is firmly nonexpansive with the non-standard
metric induced by 〈· | V ·〉. Note that JM is also firmly nonexpansive with the standard product
metric, however it has no explicit computation. Non-standard metrics and variable metrics are
widely used in order to obtain explicit resolvent computations, as in the previous case, but also
to accelerate algorithms [12, 19, 25, 36, 20, 17].
In the case when τσ‖L‖2 = 1, V is no longer coercive, kerV 6= ∅, and the analysis becomes
difficult because 〈· | V ·〉 it is not definite positive. In [19], the convergence of the sequences
generated by (1.8) is studied when τσ‖L‖2 = 1 for convex optimization problems in finite
dimensions. In this paper we extend this result to monotone inclusions in arbitrary Hilbert
spaces, by using the space (ranV , 〈· | V ·〉), which is proved to be a Hilbert when ranV is closed.
Our approach relies on the fact that the operator S defined in (1.6) satisfies the hypothesis of
Problem 1.1 and we tackle the convergence of fixed-point iterations (1.3) in such spaces in its
whole generality for two sub-classes of quasinonexpansive mappings: firmly quasinonexpansive
and averaged nonexpansive. It is worth to notice that most of known algorithms can be seen as
fixed point iterations of operators belonging to previous classes. We prove that the shadows on
ran(V ) of the sequence generated by (1.3) converges to a point in ran(V ) and its image trough
S is a solution to Problem 1.1. Our approach gives new insights on primal-dual algorithms:
the convergence of primal-dual iterates in H follows from the convergence of their shadows in
ranV . We thus generalize [19, Theorem 3.7] in the free error case.
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The case when L = Id in Problem 1.4 has a particular interest and it is studied in detail.
In [14] a connection between (1.8) and Douglas–Rachford splitting (DRS) is derived in the
case when τσ = 1. Since the condition τσ < 1 is needed, the convergence of DRS is not a
consequence of the results in [14]. By using our approach, we have a primal-dual interpretation
of DRS (inspired on [14]), as the fixed point iteration of the operator S introduced in (1.6)
when L = Id. We obtain the convergence of the shadows of the generated sequence on ranV
and that the image of the limit through S is in Z when L = Id (known as extended solution set
[5, 2]). The result thus derived is in the line of the classical results [27, 21] in which an auxiliary
sequence converges to a point whose shadow is a solution. Since it is well known from [34] that
the primal-dual shadow sequence converge to a point in the extended solution set, we provide
a second primal-dual interpretation of DRS with previous property. More precisely, inspired
from [34], we define
(1.9) Sτ : (x, u) 7→ ΦτA
(
τu+ JτB(x− τu)
)
,
where ΦτA : x 7→ (JτAx, (x − JτAx)/τ) reduces to Minty parameterization when τ = 1. We
prove that Sτ is firmly quasinonexpansive in (H, 〈· | Vτ ·〉), where Vτ : (x, u) 7→ (x, τ2u) and
that Problem 1.4 (when L = Id) reduces to Problem 1.1. We thus obtain that the primal-
dual sequence generated by the fixed point iteration using Sτ converges weakly to a extended
solution. This approach simplifies the proof of convergence in [5], by using iterations in H
instead of in gra (A × B). Moreover, we provide new information involving fixed points of S
and Sτ to the known connections among fixed points of classical Douglas–Rachford operator
and the extended solution set [4, Theorem 2.2].
Finally, we present several numerical experiences involving convex optimization problems as
LASSO [35], wavelet image denoising, and total variation image denoising. We study the be-
haviour of the primal-dual splitting algorithm (1.8) for different instances of τ and σ, satisfying
τσ‖L‖2 ≤ 1. As stated in [25], we verify that the the algorithm (1.8) has better performance
for larger stepsizes, obtaining the best behavior when τσ‖L‖2 = 1. We also compare the per-
formance of the proposed algorithm with respect to several efficient methods in the literature
[7, 6, 11, 19, 30, 36]. We observe in all experiences the efficiency of the method in (1.8) when
τσ‖L‖2 = 1, which outperforms the methods in the literature in most of the cases.
The paper is organized as follows. In Section 2 we set our notation and some preliminaries.
In particular, we provide conditions on a monotone self-adjoint linear operator V under which
(ranV, 〈· | V ·〉) is a real Hilbert space. In Section 3 we study Problem 1.1 and we provide
conditions for the convergence of fixed point iterations obtained from (1.3) when the operator
S is firmly quasinonexpansive or it is averaged nonexpansive. In Section 4 we apply the results
obtained for fixed point iterations to the particular case of primal-dual monotone inclusions,
where S is defined as in (1.6). We provide several connections with other results in the liter-
ature. In Section 5, we study in detail the particular case of Section 4 when L = Id, which
is connected with Douglas–Rachford splitting. We also provide connections of our primal-dual
interpretation with classical results in the literature. Finally, in Section 6 we provide three
numerical experiences in image processing illustrating the efficiency of our approach.
2. Notations and Preliminaries
Throughout this paper H and G are real Hilbert spaces. We denote the scalar product by
〈· | ·〉 and the associated norm by ‖·‖. Given a self-adjoint monotone linear operator V : H → H,
we denote by 〈· | ·〉V = 〈· | V ·〉, which is bilinear, positive semi-definite, and symmetric. Id
denotes the identity operator on H. Given a linear bounded operator L : H → G, we denote
its adjoint by L∗ : G → H. The symbols ⇀ and → denotes the weak and strong convergence,
respectively. Let D ⊂ H be nonempty and let T : D → H. The set of fixed points of T is given
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by
(2.1) FixT =
{
x ∈ D ∣∣ x = Tx}.
Let β ∈ ]0,+∞[. The operator T is β−cocoercive if
(2.2) (∀x ∈ D)(∀y ∈ D) 〈x− y | Tx− Ty〉 ≥ β‖Tx− Ty‖2,
it is β−strongly monotone if
(2.3) (∀x ∈ D)(∀y ∈ D) 〈x− y | Tx− Ty〉 ≥ β‖x− y‖2,
it is nonexpansive if
(2.4) (∀x ∈ D)(∀y ∈ D) ‖Tx− Ty‖ ≤ ‖x− y‖,
it is quasinonexpansive if
(2.5) (∀x ∈ D)(∀y ∈ FixT ) ‖Tx− y‖ ≤ ‖x− y‖,
and it is firmly quasinonexpansive (or class T) if
(2.6) (∀x ∈ D)(∀y ∈ FixT ) ‖Tx− y‖2 ≤ ‖x− y‖2 − ‖Tx− x‖2.
Let α ∈ ]0, 1[. The operator T is α−averaged nonexpansive if T = (1 − α)Id + αR for some
nonexpansive operator R : H → H, and T is firmly nonexpansive if it is 12−averaged non-
expansive. Let A : H → 2H be a set-valued operator. The domain and the range of A are
domA =
{
x ∈ H ∣∣ Ax 6= ∅} and ranA = {u ∈ H ∣∣ (∃x ∈ H)u ∈ Ax}, respectively. The graph
of A is
graA =
{
(x, u) ∈ H ×H ∣∣ u ∈ Ax}.
The set of zeros of A is zerA =
{
x ∈ H ∣∣ 0 ∈ Ax}, the inverse of A is A−1 : H → 2H : u 7→{
x ∈ H ∣∣ u ∈ Ax}, and the resolvent of A is JA = (Id + A)−1. We have zerA = Fix JA. The
operator A is monotone if
(2.7) (∀(x, u) ∈ graA)(∀(y, v) ∈ graA) 〈x− y | u− v〉 ≥ 0
and A is maximally monotone if it is monotone and its graph is maximal in the sense of
inclusions, i.e., for every (x, u) ∈ H ×H,
(2.8) (x, u) ∈ graA ⇔ (∀(y, v) ∈ graA) 〈x− y | u− v〉 ≥ 0.
Let C be a nonempty subset of H and let (xn)n∈N be a sequence in H. Then (xn)n∈N is Feje´r
with respect to C if
(2.9) (∀x ∈ C)(∀n ∈ N) ‖xn+1 − x‖ 6 ‖xn − x‖ .
Let D be a nonempty weakly sequentially closed subset of H, let T : D → H, and let u ∈ H.
Then T is demiclosed at u in (H, 〈· | ·〉) if, for every sequence (xn)n∈N in D and every x ∈ D
such that xn ⇀ x and Txn → u in (H, 〈· | ·〉), we have have Tx = u. In addition, T is
demiclosed if it is demiclosed at every point in D. For an α-averaged operator T we have that
Id−T is demiclosed. For further details and properties of monotone operators and nonexpansive
mappings the reader is referred to [3].
The following important result allows us to define algorithms in a real Hilbert space defined
by the image of non-invertible self-adjoint linear bounded operators.
Proposition 2.10. Let V : H → H be a monotone self-adjoint linear bounded sel operator
such that ranV is closed. Then
(2.11) (∃α > 0)(∀x ∈ ranV ) 〈V x | x〉 ≥ α‖x‖2
and (ranV, 〈· | ·〉V ) is a real Hilbert space.
FIXED POINTS ITERATIONS IN VECTOR SUBSPACES 5
Proof. Since ranV is a closed vector subspace, (ranV, 〈· | ·〉) is a Hilbert space. Moreover, since
V |ranV is monotone self-adjoint bounded linear operator, we deduce from [10, Proposition 6.9]
that
(2.12) inf σ(V |ranV ) = minσ(V |ranV ) = inf
x∈ranV
‖x‖=1
〈V x | x〉 ≥ 0,
where σ(V ) stands for the spectrum of the operator V . Since V |ranV is bijective, then 0 /∈
σ(V |ranV ) and, therefore it follows from (2.12) that there exists α > 0 such that
(2.13) inf
x∈ranV
‖x‖=1
〈V x | x〉 = α,
and the equivalence follows. For the last assertion, note that the bilinearity of 〈· | ·〉V follow
from the bilinearity of the original inner product and the linearity of V. Moreover, the symmetry
of 〈· | ·〉V follows from the symmetry of the original inner product and from the fact that V is
a self-adjoint operator. Now, if 〈x | x〉V = 0, by (2.11), we conclude that x = 0. Then 〈· | ·〉V
is an inner product in ranV. Now, let (xn)n∈N be a Cauchy sequence in (ranV, 〈· | ·〉V ). Then,
since (2.12) holds, there exists α > 0 such that
‖xn − xk‖2V = 〈xn − xk | V (xn − xk)〉
≥ α‖xn − xk‖2.
Therefore (xn)n∈N is a Cauchy sequence in H and then it converges to some x ∈ H. Since ranV
is closed, we deduce that x ∈ ranV and
‖xn − x‖2V ≤ ‖V ‖‖xn − x‖2 → 0,
which completes the proof. 
The following example illustrates that assumption ranV closed is not redundant. Indeed,
we exhibit a self-adjoint cocoercive linear bounded operator whose range is not closed.
Example 1. Let `2(R) be the real Hilbert space defined by
(2.14) `2(R) =
{
x = (xn)n∈N\{0} ∈ RN\{0}
∣∣∣∣ ∞∑
n=1
|xn|2 < +∞
}
endowed by the inner product
〈· | ·〉 : `2(R)× `2(R)→ R : (x, y) 7→
∞∑
j=1
xj yj ,
and consider the operator V : `2(R)→ `2(R) defined by
V : (xn)n∈N\{0} 7→
(
x1,
x2
2
,
x3
3
, . . .
)
.
Clearly, V is a self-adjoint bounded linear operator. Moreover, since, for every j ∈ N, j2 ≥ j,
we have
(∀x ∈ `2(R)) 〈x | V x〉 =
∞∑
j=1
x2j
j
≥
∞∑
j=1
x2j
j2
= ‖V x‖2
and, therefore, V is 1-cocoercive. Now, consider the sequence (xn)n∈N ⊂ `2(R) given by
(∀n ∈ N)(∀j ∈ N \ {0}) xnj =
{
1, j ≤ n
0, j > n.
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We have
(∀n ∈ N)(∀j ∈ N \ {0}) (V xn)j =
{
1
j , j ≤ n
0, j > n,
and we obtain V (xn) → h as n → +∞, where h = (1/j)j∈N\{0} ∈ `2(R). If we suppose that
there exist x ∈ `2(R) such that V x = h, then, for every j ∈ N, xj = 1 and (1, 1, 1, . . .) /∈ `2(R).
Therefore, ranV is not closed.
3. Fixed point iterations
In this section we obtain conditions for ensuring the convergence of the fixed point iteration
defined by S in Problem 1.1. Proposition 2.10 gives us sufficient conditions on a linear operator
V in order to obtain that (ranV , 〈· | ·〉V ) is a real Hilbert space. Next results are crucial for
deriving convergence of fixed point iterations in this Hilbert subspace.
Proposition 3.1. Let Q : H→H and let S : H→H be such that FixS 6= ∅ and S = S ◦Q.
Then S(Fix (Q ◦ S)) = FixS and, in particular, Fix (Q ◦ S) 6= ∅.
Proof. First, let x ∈ FixS. Since S = S ◦Q we have
Sx = x ⇔ S(Qx) = x
⇒ Q ◦ S(Qx) = Qx
hence Qx ∈ Fix (Q ◦ S) and S(Qx) = x. Thus, x ∈ S(Fix (Q ◦ S)) and we conclude FixS ⊂
S(Fix (Q ◦ S)). Conversely, let x ∈ Fix (Q ◦ S). Since S = S ◦Q, we have
Q(Sx) = x ⇒ S(Q(Sx)) = Sx
⇒ S(Sx) = Sx
⇒ Sx ∈ FixS.
Thus S(Fix (Q ◦ S)) ⊂ FixS and the result follows. 
In the context of Problem 1.1, we obtain the following corollary by setting Q = PranV .
Corollary 3.2. In the context of Problem 1.1, define T by
(3.3) T : ranV → ranV : x 7→ PranV ◦ Sx.
Then S(FixT ) = FixS and, in particular, FixT 6= ∅.
In the following results we prove that fixed point iterations defined by S approximates the
solutions to Problem 1.1 via their shadows in ranV . In Problem 1.1 the operator T defined
in (3.3) is assumed to be quasinonexpansive, but we derive our result for two sub-classes of
quasinonexpansive operators. The first class is composed of firmly quasinonexpansive (or class
T) operators T such that Id − T is demiclosed at 0. The second is the class of α−averaged
nonexpansive operators, for some α ∈ ]0, 1[. We split our results in previous two classes.
Theorem 3.4. In the context of Problem 1.1, let T be defined by (3.3). Assume that T is a
firmly quasinonexpansive operator such that Id− T is demiclosed at 0 in (ranV , 〈· | ·〉V ). Let
(λn)n∈N be a sequence in [ε, 2− ε] for some ε ∈ ]0, 1[ and consider the sequence (xn)n∈N defined
by the recurrence
(3.5) x0 ∈H, (∀n ∈ N) xn+1 = (1− λn)xn + λnSxn.
Then the following hold:
(1) (PranV xn)n∈N is Fe´jer monotone in (ranV , 〈· | ·〉V ) with respect to FixT .
(2) (PranV (Sxn − xn))n∈N converges strongly to 0 in (ranV , 〈· | ·〉V ).
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(3) (PranV xn)n∈N converges weakly in (ranV , 〈· | ·〉V ) to some xˆ ∈ FixT and Sxˆ is a
solution to Problem 1.1.
Proof. Since V is a monotone bounded self-adjoint linear operator and ranV is closed, it
follows from Proposition 2.10 that (ranV , 〈· | ·〉V ) is a real Hilbert space. Moreover, since
S = S ◦ PranV and PranV is linear, by defining, for every n ∈ N, yn = PranV xn, it follows
from (3.5) that
(3.6) y0 ∈ ranV , (∀n ∈ N) yn+1 = (1− λn)yn + λnTyn.
Altogether, since infn∈N λn(2 − λn) ≥ ε2, 1 and 2 follow from [15, Proposition 4.2] in the free
error case. Finally, it follows from [15, Theorem 5.2(i)] that yn converges weakly to some
yˆ ∈ FixT , and 3 is obtained from Corollary 3.2. 
Remark 3.7. Previous result does not include summable errors for ease of the presentation,
but they can be included effortlessly.
Theorem 3.8. In Problem 1.1, let T be defined by (3.3). Assume that T is an α−averaged
nonexpansive operator in (ranV , 〈· | ·〉V ), for some α ∈ ]0, 1[. Let (λn)n∈N be a sequence in
[0, 1/α] satisfying
∑
n∈N λn(1− αλn) = +∞ and consider the sequence (xn)n∈N defined by the
recurrence
(3.9) x0 ∈H, (∀n ∈ N) xn+1 = (1− λn)xn + λnSxn.
Then the following hold:
(1) (PranV xn)n∈N is Fe´jer monotone in (ranV , 〈· | ·〉V ) with respect to FixT .
(2) (PranV (Sxn − xn))n∈N converges strongly to 0 in (ranV , 〈· | ·〉V ).
(3) (PranV xn)n∈N converges weakly in (ranV , 〈· | ·〉V ) to some xˆ ∈ FixT and Sxˆ is a
solution to Problem 1.1.
Proof. The result follows similarly to the proof of Theorem 3.4 but using [3, Proposition 5.16]
instead of [15, Theorem 5.2(i)]. 
In the case when V is coercive, we have ranV = H, PranV = Id, and the topologies
induced by 〈· | ·〉 and 〈· | ·〉V are equivalent. The following results are a direct consequences of
Theorems 3.4 & 3.8 in this case. They can also be deduced from [17, Theorem 3.3] by using the
fact that Id − S is demiclosed at 0, from which it is easy to deduce that weak accumulation
points are solutions.
Corollary 3.10. Let V be a coercive bounded self-adjoint linear operator and let S : H→H be
a firmly quasinonexpansive in (H, 〈· | ·〉V ) such that Id−S is demiclosed at 0 and FixS 6= ∅.
Let (λn)n∈N be a sequence in [ε, 2− ε] for some ε ∈ ]0, 1[ and consider the sequence (xn)n∈N
defined by the recurrence
(3.11) x0 ∈H, (∀n ∈ N) xn+1 = (1− λn)xn + λnSxn.
Then the following hold:
(1) (xn)n∈N is Fe´jer monotone in (H, 〈· | ·〉V ) with respect to FixS.
(2) (Sxn − xn)n∈N converges strongly to 0 in H.
(3) (xn)n∈N converges weakly in H to some xˆ solution to Problem 1.1.
Corollary 3.12. Let V be a coercive bounded self-adjoint linear operator and let S : H→H be
α-averaged nonexpansive in (H, 〈· | ·〉V ) such that FixS 6= ∅, for some α ∈ ]0, 1[. Let (λn)n∈N
be a sequence in [0, 1/α] satisfying
∑
n∈N λn(1−αλn) = +∞ and consider the sequence (xn)n∈N
defined by the recurrence
(3.13) x0 ∈H, (∀n ∈ N) xn+1 = (1− λn)xn + λnSxn.
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Then the following hold:
(1) (xn)n∈N is Fe´jer monotone in (H, 〈· | ·〉V ) with respect to FixS.
(2) (Sxn − xn)n∈N converges strongly to 0 in H.
(3) (xn)n∈N converges weakly in H to some xˆ solution to Problem 1.1.
Remark 3.14. The author in [20] consider the case when the averaged nonexpansive operator S
and the linear coercive operator V in Corollary 3.12 varies among iterations. This modification
allows to include variable stepsizes in primal-dual algorithms. As we will see below, it is not
simple to include variable stepsizes in our more general setting, since this needs to tackle variable
Hilbert spaces (ranVk, 〈· | ·〉Vk)k∈N.
4. Application to Primal-Dual algorithms for monotone inclusions
Consider the Problem 1.4 and the space H = H × G endowed by the inner product 〈〈· | ·〉〉 :
H×H→ R : ((x, u), (y, v)) 7→ 〈x | y〉+ 〈u | v〉. Define the operator
(4.1) V :H→H : (x, u) 7→
(x
τ
− L∗u, u
σ
− Lx
)
,
where τ, σ are strictly positive real numbers such that τσ‖L‖2 ≤ 1. Note that V is clearly
linear, bounded, and self-adjoint. In order to verify that V satisfy the remaining hypotheses of
Problem 1.1, we first study the monotonicity of V .
Proposition 4.2. In the context of Problem 1.4, the operator V defined in (4.1) is min{τ,σ}2 -
cocoercive and, hence, monotone.
Proof. Let (x, u) and (y, v) in H. We have
〈〈(x, u) | V (x, u)〉〉 = ‖x‖
2
τ
− 2 〈x | L∗u〉+ ‖u‖
2
σ
≥ ‖x‖
2
τ
− 2 〈x | L∗u〉+ τ‖L‖2‖u‖2
= τ
(‖x‖2
τ2
− 2
〈x
τ
| L∗u
〉
+ ‖L‖2‖u‖2
)
≥ τ
(‖x‖2
τ2
− 2
〈x
τ
| L∗u
〉
+ ‖L∗u‖2
)
= τ
∥∥∥x
τ
− L∗u
∥∥∥2 .
Analogously,
〈〈(x, u) | V (x, u)〉〉 = ‖x‖
2
τ
− 2 〈Lx | u〉+ ‖u‖
2
σ
≥ σ‖L‖2‖x‖2 − 2 〈Lx | u〉+ ‖u‖
2
σ
= σ
(
‖L‖2‖x‖2 − 2
〈
Lx | u
σ
〉
+
‖u‖2
σ2
)
≥ σ
(
‖Lx‖2 − 2
〈
Lx | u
σ
〉
+
‖u‖2
σ2
)
= σ
∥∥∥u
σ
− Lx
∥∥∥2 .
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By adding previous inequalities, we deduce 〈〈(x, u) | V (x, u)〉〉 ≥ min{τ,σ}2 ‖V (x, u)‖2 and the
result follows. 
The following result characterizes the closed range condition on V , which, by Proposi-
tion 2.10, ensures that (ranV , 〈〈· | ·〉〉V ) is a real Hilbert space.
Theorem 4.3. In the context of Problem 1.4, consider V be the operator defined in (4.1).
Then, the followings statements are equivalent.
(1) ranV is closed in H.
(2) ran(Id− στLL∗) is closed in G.
(3) ran(Id− στL∗L) is closed in H.
Proof. (1 ⇒ 2). Let (vn)n∈N be sequence in ran(Id− στLL∗) such that vn → v. Therefore, for
each n ∈ N, there exist un ∈ G such that vn = (Id− στLL∗)un. Note that V (στL∗un, σun) =
(0, vn)→ (0, v). Since ranV is closed, there exist some (x, u) ∈ H×G such that V (x, u) = (0, v),
i.e.,
V (x, u) = (0, v) ⇔
{
x− τL∗u = 0
u− σLx = v
⇒ u− στLL∗u = v.
Then v ∈ ran(Id− στLL∗) and, therefore, ran(Id− στLL∗) is closed.
(1 ⇒ 3). Let (yn)n∈N be a sequence in ran(Id − στL∗L) such that yn → y. Therefore, for
each n ∈ N, there exist xn ∈ H such that yn = (Id − στL∗L)xn. Note that V (τxn, στLxn) =
(yn, 0) → (y, 0). Since ranV is closed, there exist (x, u) ∈ H × G such that V (x, u) = (y, 0),
i.e.,
V (x, u) = (y, 0) ⇔
{
x− τL∗u = y
u− σLx = 0
⇒ x− στL∗Lx = y.
Therefore y ∈ ran(Id− στL∗L) and, hence, ran(Id− στL∗L) is closed.
(2 ⇒ 1). Let ((yn, vn))n∈N be a sequence in ranV such that (yn, vn) → (y, v). Then, for
every n ∈ N, there exist (xn, un) such that (yn, un) = V (xn, un), or equivalently,
(4.4)
{
τyn = xn − τL∗un
σvn = un − σLxn,
from which we obtain
(4.5)
{
στLyn = σLxn − στLL∗un
στL∗vn = τL∗un − στL∗Lxn.
By adding the second equation in (4.4) and the first equation in (4.5) we obtain
(4.6) (Id− στLL∗)un = στLyn + σvn → στLy + σv.
Hence, since ran(Id−στLL∗) is closed, there exists u ∈ G such that στLy+σv = (Id−στLL∗)u.
We deduce V (τ(L∗u+ y), u) = (y, v) and, therefore, ranV is closed. (3 ⇒ 1). Analogously,
by adding the first equation in (4.4) and the second equation in (4.5) we obtain
(4.7) (Id− στL∗L)xn = στL∗vn + σyn → στL∗v + σy.
Since ran(Id−στL∗L) is closed, there exist x ∈ H such that στL∗v+σy = (Id−στL∗L)x. We
deduce V (x, σ(Lx+ v)) = (y, v) and therefore ranV is closed. 
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Remark 4.8. (1) In the case when στ‖L‖2 < 1, we have that Id − στLL∗ is invertible.
Therefore, ran(Id− στLL∗) = G and, from Theorem 4.3, ranV is closed.
(2) In the case στ‖L‖2 = 1 and LL∗ = αId for some α ∈ R, we have ‖L‖2 = ‖LL∗‖ = α [3,
Fact 2.25(ii)] and, therefore, we deduce (Id−στLL∗) = 0. Hence, ran(Id−στLL∗) = {0}
which is closed and Theorem 4.3 implies that ranV is closed. This is the case for
wavelets transformations (see, e.g., [28]). A symmetric result can be obtained in the
case when L∗L = αId for some α ∈ R.
In order to connect Problem 1.4 with Problem 1.1, we define the operators
(4.9)
{
M : H→ 2H : (x, u) 7→ {(y, v) ∈H | y ∈ Ax+ L∗u, v ∈ B−1u− Lx}
W : H→ 2H : (x, u) 7→ {(y, v) ∈H | V (y, v) ∈M(x, u)}.
It follows from [11, Proposition 2.7 (iii)] that M is maximally monotone in H. Next result
provide properties and connections in order to reduce Problem 1.4 to Problem 1.1.
Proposition 4.10. Let M and W be the operators defined in (4.9), let V be the operator
defined in (4.1), and let Z be the set defined in Problem 1.4. The following hold.
(1) Fix JW = zer(W ) = zer(M) = Z.
(2) JW is single-valued and
JW : (x, u) 7→
(
JτA(x− τL∗u), JσB−1 (u+ σL(2JτA(x− τL∗u)− x))
)
.
(3) JW = R ◦ V , where R :H→H is defined by
(4.11) R : (x, u) 7→ (JτA(τx), JσB−1(σu+ 2σLJτA(τx))).
(4) JW ◦ PranV = JW .
Proof. 1: Since V is a linear operator V (0) = 0. Therefore, by (4.9) we have
(∀z ∈H) 0 ∈W (z) ⇔ V (0) ∈M(z) ⇔ 0 ∈M(z).
The first equality follows from definition of the resolvent and the last equality follows from the
definition of Z in (1.5).
2: Let (x, u) and (y, v) in H. It follows from (4.9) and the maximal monotonicity of A and
B that
(y, v) ∈ JW (x, u) ⇔ (x, u) ∈ (Id +W )(y, v)
⇔ (x− y, u− v) ∈W (y, v)
⇔ V (x− y, u− v) ∈M(y, v)
⇔
{
x−y
τ − L∗(u− v) ∈ Ay + L∗v,
u−v
σ − L(x− y) ∈ B−1v − Ly.
⇔
{
y = JτA(x− τL∗u),
v = JσB−1 (u+ σL(2y − x)) .
(4.12)
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3: Let (x, u) ∈H. It follows from (4.11) and 2 that
R(V (x, u)) = R
(x
τ
− L∗u, u
σ
− Lx
)
=
(
JτA (x− τL∗u), JσB−1(u− σLx+ 2σLJτA (x− τL∗u))
)
=
(
JτA(x− τL∗u), JσB−1 (u+ σL(2JτA(x− τL∗u)− x))
)
= JW (x, u).
4: It follows from 3 and the fact V ◦ PranV = V . 
Recalling the definition of S in (1.6), Proposition 4.10(2) yields JW = S, Proposition 4.10(4)
implies S = S ◦ PranV , and from Proposition 4.10(1) we have FixS = Z. In order to reduce
Problem 1.4 to Problem 1.1, the following result provides the firm nonexpansiveness of PranV ◦S
in (ranV , 〈〈· | ·〉〉V ). Its proof is a generalization of [19, Theorem 3.3] to monotone inclusions
and infinite dimensional spaces.
Proposition 4.13. Let V be the operator defined in (4.1), assume that ranV is closed, and
consider the operator T : ranV → ranV defined by
(4.14) T = PranV ◦ JW .
Then T is firmly nonexpansive in the Hilbert space (ranV , 〈〈· | ·〉〉V ) and
(4.15) JW (FixT ) = Z.
Proof. First note that Proposition 4.2 implies that (ranV , 〈〈· | ·〉〉V ) is a real Hilbert space. Let
z and w in ranV and, from Proposition 4.10(2), set p = JW z and q = JWw. It follows from
(4.9) that
p = JW z ⇔ z − p ∈Wp
⇔ V (z − p) ∈Mp
and, analogously, V (w − q) ∈Mq. Therefore, the maximal monotonicity of M and the facts
that V = V ◦ PranV and that V is self-adjoint, yield
0 ≤ 〈〈p− q | V (z − p)− V (w − q)〉〉(4.16)
= 〈〈JW z − JWw | V (z −w)− V (JW z − JWw)〉〉(4.17)
= 〈〈JW z − JWw | V (z −w)− V (Tz − Tw)〉〉(4.18)
= 〈〈Tz − Tw | z −w〉〉V − |||Tz − Tw|||2V ,(4.19)
where |||·|||2V =
√〈〈· | ·〉〉
V
, and we obtain the firm nonexpansivity. The last assertion follows
from Proposition 4.10(1)&(4) and Corollary 3.2. 
Now all the ingredients are set for the main result of this section, in which the primal-dual
splitting is interpreted as a proximal point algorithm applied to the primal-dual monotone
operator W in the Hilbert space (ranV , 〈〈· | ·〉〉V ). The convergent sequence is the shadow on
ranV of primal-dual iterates in H.
Theorem 4.20. In the context of Problem 1.4, let V and T be the operators defined in (4.1)
and (4.14), respectively, and suppose that ranV is closed. Let στ‖L‖2 ≤ 1, let (λn)n∈N be a
sequence in [0, 2] satisfying
∑
n∈N λn(2− λn) = +∞, and consider the sequence
(
(xn, un)
)
n∈N
defined by the recurrence
(4.21) (∀n ∈ N)

pn+1 = JτA(xn − τL∗un)
qn+1 = JσB−1 (un + σL(2pn+1 − xn))
(xn+1, un+1) = (1− λn)(xn, un) + λn(pn+1, qn+1),
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where (x0, u0) ∈ H. Then
(
PranV (xn, un)
)
n∈N converges weakly in (ranV , 〈〈· | ·〉〉V ) to some
(yˆ, vˆ) ∈ FixT and JW (yˆ, vˆ) is a solution to Problem 1.4.
Proof. First, V is a bounded self-adjoint linear operator such that ranV is a closed and Propo-
sition 4.2 implies its monotonicity. Moreover, by defining S = JW and, for every n ∈ N,
xn = (xn, un), it follows from Proposition 4.10(2) that xn+1 = (1 − λn)xn + λnSxn and
from Proposition 4.10(4), we have S = S ◦ PranV . Moreover, Proposition 4.10(1) yields
Fix JW = zer(W ) = Z 6= ∅ and Proposition 4.13 implies that T = PranV ◦JW is 1/2-averaged
nonexpansive. Altogether, the result follows from Theorem 3.8. 
Remark 4.22. (1) In the particular case where A = ∂f and B = ∂g for lower semicon-
tinuous convex proper functions f : H → ]−∞,+∞] and g : G → ]−∞,+∞] satisfying
standard qualification conditions (e.g., 0 ∈ sri (domg −Ldomf) [3, Theorem 27.2]), we
have that solutions to Problem 1.4 are solutions to the convex optimization problem
(4.23) min
x∈H
f(x) + g(Lx),
assuming existence of solutions. In this case, (4.21) reduces to
(4.24) (∀n ∈ N)

pn+1 = proxτf (xn − τL∗un)
qn+1 = proxσg∗ (un + σL(2pn+1 − xn))
(xn+1, un+1) = (1− λn)(xn, un) + λn(pn+1, qn+1),
where g∗ stands for the Fenchel conjugate of g. Under the additional condition ranV
closed, Theorem 4.20 provides convergence to a minimizer, generalizing the result of [19,
Theorem 3.3] to infinite dimensional spaces and allowing a larger choice of parameters
(λn)n∈N. Note that, we have that ranV is automatically closed in finite dimensional
spaces and since Theorem 4.20 implies PranV (xn, un) → (yˆ, vˆ) and JW is continuous,
we have JW (xn, un) = JWPranV (xn, un)→ JW (yˆ, vˆ) ∈ Z.
(2) In practice, since JW ◦ PranV = JW , the sequence
(
PranV (xn, un)
)
n∈N is not needed.
Furthermore, since
(∀x ∈H) ‖x‖V = ‖PranV x‖V ,
we can use a stopping criteria only involving
(
(xn, un)
)
n∈N.
In the particular case when στ‖L‖2 < 1, it follows from [36, Equation (3.20)] that V is
coercive. Hence, we derive from Corollary 3.12 the following result proved in [9, 19, 36, 25].
Corollary 4.25. In the context of Problem 1.4, let στ‖L‖2 < 1, let (λn)n∈N be a sequence in
[0, 2] satisfying
∑
n∈N λn(2 − λn) = +∞, and consider the sequence
(
(xn, un)
)
n∈N defined by
the recurrence
(4.26) (∀n ∈ N)

pn+1 = JτA(xn − τL∗un)
qn+1 = JσB−1 (un + σL(2pn+1 − xn))
(xn+1, un+1) = (1− λn)(xn, un) + λn(pn+1, qn+1),
where (x0, u0) ∈H. Then
(
(xn, un)
)
n∈N converges weakly in H to a solution to Problem 1.4.
Remark 4.27. In [31] the authors study the primal-dual algorithm when operators τ Id and σId
satisfying τσ‖L‖2 < 1 are replaced by more general linear symmetric positive definite operators
T and Σ satisfying ‖T 1/2LΣ1/2‖2 < 1. In this case, the operator V defined in (4.1) with
previous modification is also coercive and, it is not difficult to see that, with slight modifications
on Propositions 4.10 & 4.13, we can deal with the case ‖T 1/2LΣ1/2‖2 ≤ 1 and, in particular,
recover [31, Theorem 1].
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5. Application to Douglas–Rachford Algorithm for monotone inclusions
In this section we explore in detail the case of Problem 1.4 when L = Id. Throughout this
section, assume
(5.1) τ = σ−1 ∈ ]0,+∞[ ,
let H be the real product Hilbert space H×H endowed with the standard scalar product, and
define the operators
(5.2)

V0 :H→H : (x, u) 7→
(
x
τ − u, τu− x
)
M0 : H→ 2H : (x, u) 7→ {(y, v) ∈H | y ∈ Ax+ u, v ∈ B−1u− x}
W0 : H→ 2H : (x, u) 7→ {(y, v) ∈H | V0(y, v) ∈M0(x, u)}
T0 := PranV0 ◦ JW0 : ranV0 → ranV0
Λ :H→ H : (x, u) 7→ x− τu
Gτ,B,A = JτB ◦ (2JτA − Id) + (Id− JτA)
Sτ,B,A = G
−1
τ,B,A − Id
ΦτA : H → graA : x 7→ (JτAx, (x− JτAx)/τ)
N : H→H : (x, u) 7→ (x,−u).
Note that, since τσ = 1 = ‖Id‖2, V0, M0, W0, and T0 coincide with the operators V , M , W ,
and T defined in (4.1), (4.9), and (4.14), respectively, when L = Id. On the other hand, the
Douglas–Rachford operator Gτ,B,A and the associated maximally monotone operator Sτ,B,A
are defined and studied in [21]. Moreover, the operator Φ1A is the Minty parameterization of
graA. In the case when L = Id, Problem 1.4 reduces to the following problem.
Problem 5.3. Let H be a real Hilbert space, let A : H → 2H and B : H → 2H be maximally
monotone. The problem is to find (xˆ, uˆ) ∈ Z0, where
(5.4) Z0 =
{
(x, u) ∈H ∣∣ u ∈ −Ax ∩Bx},
under the assumption Z0 6= ∅.
The following result provides connections among the operators defined in (5.2).
Proposition 5.5. We have
(1) Λ is surjective and Λ∗ : H →H : x 7→ (x,−τx).
(2) Λ ◦ Λ∗ = (1 + τ2)Id.
(3) Λ∗ ◦ Λ = τV0.
(4) ranV0 = ran Λ
∗ is closed. Moreover, Pran Λ∗ = τ1+τ2V0 =
1
1+τ2 Λ
∗ ◦ Λ.
(5) Λ = Λ ◦ Pran Λ∗ .
(6) For every (x, u) and (y, v) in ran Λ∗, τ〈〈(x, u) | (y, v)〉〉V0 = 〈Λ(x, u) | Λ(y, v)〉.
(7) T0 =
1
1+τ2 Λ
∗ ◦ Λ ◦ JW0 .
(8) Λ ◦ JW0 = Gτ,B,A ◦ Λ.
(9) JW0(FixT0) = Fix JW0 = zerW0 = zerM0 = Z0.
(10) FixGτ,B,A = Λ(FixT0).
(11) ΦτA(FixGτ,B,A) = N(Z0).
(12) Λ∗ ◦ Sτ,B,A ◦ Λ = τM0.
Proof. 1-3: Direct. 4: The equality follow from 3. Since στ = 1 and L = Id, ran(Id−στLL∗) =
{0} and Theorem 4.3 implies that ranV0 closed. Therefore, since, for every (x, u) ∈H we have
τ
1+τ2V0(x, u) ∈ ranV0 and (x, u)− τ1+τ2V0(x, u) = 11+τ2 (τ2x+ τu, τx+ u) ∈ kerV0, the result
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follows from [3, Fact 2.25 (iv) & Corollary 3.24 (i)] and 3. 5: It follows from 4 and 2. 6: Fix
(x, u) and (y, v) in ran Λ∗. We have from 3 that
〈〈(x, u) | (y, v)〉〉V0 = 〈〈(x, u) | V0(y, v)〉〉
=
1
τ
〈〈(x, u) | Λ∗Λ(y, v)〉〉
=
1
τ
〈Λ(x, u) | Λ(y, v)〉.(5.6)
7: Direct from the definition in (5.2) and 4. 8: In the case when L = Id and σ = τ−1,
Proposition 4.10 yields
(5.7) JW0 : (x, u) 7→
(
JτA(x− τu), JB−1/τ
(
u+ (2JτA(x− τu)− x)/τ
))
.
Let (x, u) and (y, v) in H be such that (y, v) = JW0(x, u). By applying the Moreau identity [3,
Proposition 23.20], it follows from (5.7) that
(5.8)
{
y = JτA(x− τu)
τv = 2JτA(x− τu)− x+ τu− JτB
(
2JτA(x− τu)− x+ τu
)
.
Hence, it follows from (5.7) that
Λ(JW0(x, u)) = y − τv
= −JτA(x− τu) + x− τu+ JτB(2JτA(x− τu)− x+ τu)
= −JτA(Λ(x, u)) + Λ(x, u) + JτB(2JτA(Λ(x, u))− Λ(x, u))
= JτB(2JτA − I)Λ(x, u) + Λ(x, u)− JτA(Λ(x, u))
= Gτ,B,A(Λ(x, u)).
9: Is a direct consecuence of Proposition 4.13 and Proposition 4.10(1) in the case L = Id.
10: Let (yˆ, vˆ) ∈ FixT0. By using 8 and 5, we deduce
Gτ,B,A(Λ(yˆ, vˆ)) = Λ(JW0(yˆ, vˆ))
= Λ ◦ Pran Λ∗(JW0(yˆ, vˆ))
= Λ(T0(yˆ, vˆ))
= Λ(yˆ, vˆ),(5.9)
and, thus, Λ(FixT0) ⊂ FixGτ,B,A. Conversely, let zˆ ∈ FixGτ,B,A and set (xˆ, uˆ) := 11+τ2 Λ∗zˆ.
Noting that 2 yields zˆ = Λ(xˆ, uˆ), we have from 7 and 8 that
T0(xˆ, uˆ) =
1
1 + τ2
Λ∗Λ(JW0(xˆ, uˆ))
=
1
1 + τ2
Λ∗Gτ,B,A(Λ(xˆ, uˆ))
=
1
1 + τ2
Λ∗Gτ,B,Azˆ
=
1
1 + τ2
Λ∗zˆ
= (xˆ, uˆ).(5.10)
and hence (xˆ, uˆ) ∈ FixT0 and zˆ = Λ(xˆ, uˆ) ∈ Λ(FixT0).
11: Let zˆ ∈ FixGτ,B,A. It follows from 10 that there exists (yˆ, vˆ) ∈ FixT0 such that
zˆ = Λ(yˆ, vˆ) and, from 9, we obtain (xˆ, uˆ) := JW0(yˆ, vˆ) ∈ Z0. Therefore, it follows from (5.4) that
uˆ ∈ −Axˆ∩Bxˆ and, from 5, that zˆ = Λ(yˆ, vˆ) = Λ ◦T0(yˆ, vˆ) = Λ ◦ JW0(yˆ, vˆ) = Λ(xˆ, uˆ) = xˆ− τ uˆ.
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We deduce −uˆ = zˆ−xˆτ ∈ Axˆ, and we conclude xˆ = JτAzˆ and uˆ = − zˆ−JτAzˆτ which yields
ΦτAzˆ ∈N(Z0). Conversely, let (xˆ, uˆ) ∈ Z0 and set zˆ := Λ(xˆ, uˆ). As before, from (5.4) we deduce
(xˆ, uˆ) = N(ΦτA(zˆ)). Moreover, from 9 there exists (yˆ, vˆ) ∈ FixT0 such that (xˆ, uˆ) = JW0(yˆ, vˆ)
and, from 5 and 10 we obtain zˆ = Λ(xˆ, uˆ) = Λ ◦JW0(yˆ, vˆ) = Λ ◦T0(yˆ, vˆ) = Λ(yˆ, vˆ) ∈ FixGτ,B,A
and the result follows.
12: Let a, b, q, w ∈ H be such that b ∈ Aq, a ∈ Bw, w + τa = q − τb. It follows from [21]
that (w+ τb, q−w) ∈ graSτ,B,A. By defining x = q, u = a, y = b+ a, and v = w− q we obtain
w + τb = q − τa = x− τu
q − w = τ(a+ b) = τy
b ∈ Aq ⇔ y ∈ Ax+ u
a ∈ Bw ⇔ w ∈ B−1a⇔ v ∈ B−1u− x.
Thus,
Sτ,B,A(Λ(x, u)) = Sτ,B,A(x− τu)
= Sτ,B,A(w + τb)
= {q − w | b ∈ Aq, a ∈ Bw,w + τa = q − τb}
= {τy | y ∈ Ax+ u, v ∈ B−1u− x, v = −τy}.
Therefore
Λ∗(Sτ,B,A(Λ(x, u))) = {(τy,−τ2y) | y ∈ Ax+ u, v ∈ B−1u− x, v = −τy}
⊂ {(τy, τv) | y ∈ Ax+ u, v ∈ B−1u− x}
= τ{(y, v) | y ∈ Ax+ u, v ∈ B−1u− x}
= τM0(x, u).
Since Sτ,B,A is maximally monotone [21, Theorem 4] and Λ ◦Λ∗ is invertible, the result follows
from [3, Proposition 23.25(i)] and the fact that τM0 is monotone. 
Remark 5.11. Proposition 5.5(11) can be obtained from [2, Theorem 4.5] in the particular
case when τ = 1.
The following result provides an alternative primal-dual perspective of the Douglas–Rachford
splitting for solving Problem 5.3, which is also developed in [14, Section 4.2]. An important
difference with respect to results in [14] is the fact that the condition στ < 1 is needed for
guaranteeing convergence in this context. We obtain as a corollary some results first obtained
in [21].
Theorem 5.12. In the context of Problem 5.3, let τ > 0, let (λn)n∈N be a sequence in [0, 2]
satisfying
∑
n∈N λn(2 − λn) = +∞, and consider the sequence
(
(xn, un)
)
n∈N defined by the
recurrence
(5.13) (∀n ∈ N)

pn+1 = JτA(xn − τun)
qn+1 = JB−1/τ
(
un + (2pn+1 − xn)/τ
)
(xn+1, un+1) = (1− λn)(xn, un) + λn(pn+1, qn+1),
where (x0, u0) ∈ H. Then, by setting, for every n ∈ N, zn = Λ(xn, yn), (zn)n∈N converges
weakly in H to some zˆ ∈ FixGτ,B,A and
(
JτAzˆ,− zˆ−JτAzˆτ
)
is a solution to Problem 5.3. More-
over, we have
(5.14) (∀n ∈ N) zn+1 = (1− λn)zn + λnGτ,B,Azn.
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Proof. Note that, from Proposition 5.5(4), ranV0 = ran Λ
∗ is closed. Then, in the case
when L = Id, we deduce from Theorem 4.20 that (Pran Λ∗(xn, un))n∈N converges weakly in
(ran Λ∗, 〈〈· | ·〉〉V0) to some (yˆ, vˆ) ∈ FixT0 and JW0(yˆ, vˆ) ∈ Z0. By setting zˆ = Λ(yˆ, vˆ), it fol-
lows from Proposition 5.5 (10) that zˆ ∈ FixGτ,B,A and, from Proposition 5.5 (11), we deduce
that
(
JτAzˆ,− zˆ−JτAzˆτ
)
is a solution to Problem 5.3. In order to prove the weak convergence of
(zn)n∈N to zˆ, fix w ∈ H and set (p, q) = 11+τ2 Λ∗w = 11+τ2 (w,−τw). We have (p, q) ∈ ran Λ∗,
Λ(p, q) = w and from [3, Fact 2.25 (iv)] and Proposition 5.5(6) we obtain
〈zn − zˆ | w〉 = 〈Λ(xn − yˆ, un − vˆ) | Λ(p, q)〉
= 〈ΛPran Λ∗(xn − yˆ, un − vˆ) | Λ(p, q)〉
= τ〈〈Pran Λ∗(xn − yˆ, un − vˆ) | (p, q)〉〉V0
= τ〈〈Pran Λ∗(xn, un)− (yˆ, vˆ) | (p, q)〉〉V0 → 0,(5.15)
and the weak convergence follows because w ∈ H is arbitrary. Finally, (5.7) yields, for every
n ∈ N, (xn+1, un+1) = (1 − λn)(xn, un) + λnJW0(xn, un). Therefore, it follows from Proposi-
tion 5.5(8) that
zn+1 = Λ(xn+1, un+1)
= (1− λn)Λ(xn, un) + λnΛJW0(xn, un)
= (1− λn)zn + λnGτ,B,Azn,(5.16)
and the result follows. 
Previous result provides a connection between classical Douglas–Rachford scheme [21] and
the primal-dual version in (5.13), and we obtain that the auxiliary sequence (zn)n∈N converges
weakly to a zˆ whose primal-dual shadow is a primal-dual solution. In [34] the weak convergence
of the primal-dual shadow sequences is proved, which leads us to the question whether the weak
convergence of the primal-dual iterates in (5.13) can be obtained. The following result aims
at answering this question, but needs to introduce different iterates, which are connected with
those generated by (5.13). First, inspired on [34], we introduce an alternative metric and a new
firmly quasinonexpansive operator. We recall the definition in (5.2)
ΦτA : H → graA ⊂H
x 7→
(
JτAx,
x− JτAx
τ
)
.(5.17)
Proposition 5.18. Let τ ∈ ]0,+∞[. In the context of Problem 5.3, define
(5.19)

Vτ : H→H : (x, u) 7→ (x, τ2u)
Γ : H→ H : (x, u) 7→ x+ τu
Sτ : graA→ graA : (x, u) 7→ ΦτA
(
τu+ JτB(x− τu)
)
.
Then the following hold.
(1) Vτ is a coercive self-adjoint bounded linear operator.
(2) ranSτ ⊂ graA.
(3) FixSτ = N(Z0) 6= ∅.
(4) Sτ is firmly quasinonexpansive in (H, 〈〈· | ·〉〉Vτ ).
(5) Id− Sτ is demiclosed at 0.
(6) Sτ = Φ
τ
A ◦Gτ,B,A ◦ Γ, where Gτ,B,A is defined in (5.2).
(7) Γ ◦ Sτ = Gτ,B,A ◦ Γ.
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Proof. 1: Direct. 2: It is direct from [3, Proposition 23.22]. 3: Let (x, u) ∈ ranA. We have
(x, u) = Sτ (x, u) ⇔
{
x = JτA (τu+ JτB(x− τu))
τu = (Id− JτA)(τu+ JτB(x− τu))
⇔
{
x = JτA (τu+ JτB(x− τu))
JτA(τu+ JτB(x− τu)) = JτB(x− τu)
⇔
{
x = JτA (τu+ JτB(x− τu))
x = JτB(x− τu)
⇔
{
x = JτA (τu+ x)
x = JτB(x− τu).
⇔ −u ∈ −Ax ∩Bx
⇔ (x,−u) ∈ Z0,
and the result follows.
4: Let x = (x, u) ∈ graA and let z ∈ H. It follows from the monotonicity of A and [3,
Proposition 23.22] that
‖x− z‖2 = ‖x− JτA(τu+ z)‖2 + ‖JτA(τu+ z)− z‖2
+ 2
〈
x− JτA(τu+ z)
∣∣∣∣ JτA(τu+ z)− z〉
= ‖x− JτA(τu+ z)‖2 + τ2
∥∥∥∥u− ( Id− JτAτ
)
(τu+ z)
∥∥∥∥2
+ 2τ
〈
x− JτA(τu+ z)
∣∣∣∣ u− ( Id− JτAτ
)
(τu+ z)
〉
≥ ‖x− JτA(τu+ z)‖2 + τ2
∥∥∥∥u− ( Id− JτAτ
)
(τu+ z)
∥∥∥∥2 .(5.20)
In particular, if z = JτB(x− τu), it follows from (5.20) that
(5.21) ‖x− JτB(x− τu)‖2 ≥ |||x− Sτx|||2τ .
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Let y = (y, v) ∈ FixSτ . It follows from 3 that −v ∈ By or, equivalently, y = JτB(y − τv).
Then, (5.19), the firm nonexpansivity of JτA and JτB , and (5.21) yield
|||Sτx− y|||2τ = |||Sτx− Sτy|||2τ
= ‖JτA (τu+ JτB(x− τu))− JτA (τv + JτB(y − τv)) ‖2
+ ‖(Id− JτA)(τu+ JτB(x− τu))− (Id− JτA)(τv + JτB(y − τv))‖2
≤ ‖τ(u− v) + JτB(x− τu)− JτB(y − τv)‖2
= τ2‖u− v‖2 + ‖JτB(x− τu)− JτB(y − τv)‖2
+ 2τ〈u− v | JτB(x− τu)− JτB(y − τv)〉
= τ2‖u− v‖2 + ‖JτB(x− τu)− JτB(y − τv)‖2
− 2〈x− τu− (y − τv) | JτB(x− τu)− JτB(y − τv)〉
+ 2〈x− y | JτB(x− τu)− JτB(y − τv)〉
≤ τ2‖u− v‖2 − ‖JτB(x− τu)− JτB(y − τv)‖2
+ 2〈x− y | JτB(x− τu)− JτB(y − τv)〉
= |||x− y|||2τ − ‖x− JτB(x− τu)− (y − JτB(y − τv))‖2
= |||x− y|||2τ − ‖x− JτB(x− τu)‖2
≤ |||x− y|||2τ − |||x− Sτx|||2τ .(5.22)
5: Let (xn)n∈N in H such that xn ⇀ xˆ, for some xˆ = (xˆ, uˆ) ∈ H, and xn − Sτxn → 0.
We will prove that (xˆ, uˆ) ∈ FixSτ . By defining, for every n ∈ N, (xn, un) := xn and yn =
(yn, vn) := Sτxn = Sτ (xn, un), (5.19) and (5.2) yield, for every n ∈ N,
(yn,vn) = Sτ (xn, un)
⇔
{
yn = JτA(τun + JτB(xn − τun))
τvn = (Id− JτA)(τun + JτB(xn − τun))
⇔
{
yn = JτA(τun + JτB(xn − τun))
JτB(xn − τun) = τ(vn − un) + yn
⇔
{
vn =
τun+JτB(xn−τun)−yn
τ ∈ Ayn
xn−yn
τ − vn ∈ B(τ(vn − un) + yn)
⇔
{
xn−yn
τ ∈ Ayn + xn−ynτ − vn
τ(vn − un) ∈ B−1(xn−ynτ − vn)− yn
⇔
(xn − yn
τ
, τ(vn − un)
)
∈M0
(
yn,
xn − yn
τ
− vn
)
,(5.23)
where M0 is defined by (5.2). Since (xn, un) ⇀ (xˆ, uˆ), xn − yn → 0, and un − vn → 0
we conclude that yn ⇀ xˆ, and, (xn − yn)/τ − vn ⇀ −uˆ. It follows from [11, Proposition
2.7 (iii)] that M0 is maximally monotone and, from (5.23), [3, Proposition 20.38 (i)], and
Proposition 4.10(1) in the case L = Id, we deduce (xˆ,−uˆ) ∈ zer(M0) = Z0. Finally, from 3 we
deduce N(xˆ,−uˆ) = (xˆ, uˆ) ∈ FixSτ and the result follows.
6: Let (x, u) ∈ graA and set z = Γ(x, u) = x+ τu. Then we have
(5.24) (I − JτA)z = τu and (2JτA − I)z = x− τu
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and, it follows from (5.19) that
Sτ (x, u) = Φ
τ
A
(
τu+ JτB(x− τu)
)
= ΦτA
(
(I − JτA)z + JτB(2JτAz − z)
)
= ΦτA
(
Gτ,B,Az
)
= ΦτA
(
Gτ,B,A(Γ(x, u))
)
,(5.25)
and the result follows. 7: Is direct by noting that Γ ◦ΦτA = Id. 
Remark 5.26. Proposition 5.18(4) is stronger to the inequality in [5, Corollary 5.1]. Indeed,
the latter is equivalent to the quasinonexpansiveness of Sτ while in the former we prove its firm
quasinonexpansiveness.
The following result provides another primal-dual perspective of the classical method in
(5.14) [21]. In this case, the weak convergence of the shadow iterates is guaranteed as in
[1, 5, 34].
Theorem 5.27. In the context of Problem 5.3, let τ > 0, let (λn)n∈N be a sequence in [ε, 2− ε]
for some ε ∈ ]0, 1[, and consider the sequence ((xn, un))n∈N defined by the recurrence
(5.28) (∀n ∈ N)

pn+1 = JτA (τun + JτB(xn − τun))
qn+1 = un +
1
τ (JτB(xn − τun)− pn+1)
(xn+1, un+1) = (1− λn)(xn, un) + λn(pn+1, qn+1),
where (x0, u0) ∈ H. Then,
(
(xn, un)
)
n∈N converges weakly to some (xˆ, uˆ) such that (xˆ,−uˆ) is
a solution to Problem 5.3. Moreover, by defining wn := Γ(xn, un), we have
(5.29) (∀n ∈ N) wn+1 = (1− λn)wn + λnGτ,B,Awn.
Proof. First note that, from Proposition 5.18(1), Vτ is a coercive bounded self-adjoint linear
operator. Moreover, by defining for every n ∈ N, xn = (xn, un), it follows from (5.19) that
xn+1 = (1−λn)xn +λnSτxn and, from Proposition 5.18(3)-(5), Sτ is a firmly quasinonexpan-
sive operator in (H, 〈〈· | ·〉〉Vτ ) such that FixSτ 6= ∅ and Id−Sτ is demiclosed at 0. Altogether,
since Proposition 5.18(3) yields FixSτ = N(Z0), the convergence follows from Corollary 3.10.
The last assertion follows from the linearity of Γ and Proposition 5.18(7). 
Remark 5.30. (1) In the case when λn ≡ 1 and τ = 1, (5.28) reduces to the algorithm
in [5, Theorem 6.2]. Our approach is purely operator based and primal-dual, while the
result in [5] needs inequalities involving iterates in gra (A×B). In particular, we obtain
[5, Theorem 6.2(iii)] directly from the demiclosedness at 0 of Sτ .
(2) Noting that, from (5.2), we have Γ = Λ ◦N , we deduce from Proposition 5.18(7) and
Proposition 5.5(7) that
(5.31) Λ ◦N ◦ Sτ = Γ ◦ Sτ = Gτ,B,A ◦ Λ ◦N = Λ ◦ JW0 ◦N = Γ ◦N ◦ JW0 ◦N .
This relation provides a connection through (5.14) between algorithms in (5.28) and
(5.13). A direct connection between primal-dual iterates in (5.28) and (5.13) is part of
a further research.
(3) From Proposition 5.5(9) and Proposition 5.18(3), we have Fix JW0 = Z0 and, FixSτ =
N(Z0), respectively. Therefore FixSτ = N(Fix JW0). Moreover, Proposition 5.5(11)
and Proposition 5.18(3) imply ΦτA(FixGτ,B,A) = FixSτ and [21, Theorem 5] and
Proposition 5.5(9) yield Γ(Fix JW0) = Γ(Z0) = FixGτ,A,B. Altogether, we obtain
the following commutative diagram which provide additional information to [4, Theo-
rem 2.2]. In particular, we include the case when τ 6= 1 and we see the solution sets as
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fixed points of primal-dual operators defining algorithms in (5.28) and (5.13). Note that,
we can deduce from Proposition 5.5(5) (9)&(10) that Λ(Fix JW0) = N ◦ Γ(Fix JW0) =
FixGτ,B,A, which coincides with the diagram below.
FixGτ,A,B FixGτ,B,A
Fix JW0 = Z0 FixSτ = N(Z0)
ΦτB
N
ΦτA
2JτA − Id
2JτB − Id
Γ Γ
6. Numerical Experiences
In this section, we implement the proposed algorithms for the LASSO problem for randomly
generated matrices, wavelet-based denoising and total variation denoising problems in image
processing. We compare the performance of the proposed method with respect to several
efficient methods available in the literature.
6.1. LASSO. To evaluate the propose algorithm given by (4.21), we will consider the following
problem which has been very studied in statistical regression analysis and sparse signal/image
processing (see, e.g., [29, 35, 37]).
(6.1) min
x∈RN
α‖x‖1 + 1
2
‖Kx− b‖22,
where α > 0, b ∈ Rn, and K ∈ Rn × RN . By setting f = α‖ · ‖1, g = 12‖ · −b‖2, and L = K,
we obtain that (6.1) is a particular instance of (4.23) and, from Remark 4.22.1, (6.1) is solved
by the algorithm in (4.24). Note that, from [18, Example 2.16] we have proxτf : x 7→ (pi)ni=1
where
(6.2) pi =

xi − τα, if xi > τα;
0, if xi ∈ [−τα, τα] ;
xi + τα, if xi < −τα,
and, from [3, Proposition 24.8(i)&(ix)], we deduce proxσg∗ : u 7→ (u − σb)/(σ + 1). Therefore,
(4.24) with relaxation parameter λn ≡ 1, reduces to Algorithm 1, in which we denote the
relative error by
(6.3) R : (x+,x) 7→ |||x
+ − x|||
|||x||| .
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Algorithm 1
1: Choose x0 ∈ RN , u0 ∈ Rn, ε > 0, and r0 > ε.
2: while rn > ε do
3: xn+1 = proxτf (xn − τK>un)
4: un+1 = (un + σK(2xn+1 − xn)− σb)/(σ + 1)
5: rn+1 = R((xn+1, un+1), (xn, un))
6: end while
7: return (xn+1, un+1)
We test the Algorithm 1 with N = 640 and n = 480 on 30 random realizations of matrices
generated by the rand function of MATLAB, 10 different values for (τ, σ), and α = 1. The
average execution time and average number of iterations is shown in Table 1. Additionally, we
compare these result with the algorithm “FISTA” proposed in [7].
Table 1. Average time and number of iterations α = 1
ε = 10−5 ε = 10−6
Case τ σ Av. Time (s) Av. Iter. Av. Time (s) Av. Iter.
1 1
10‖K‖2
1
10‖K‖2 1.363 17961 2.264 30371
2 1
10‖K‖2
2
10‖K‖2 0.809 10652 1.260 16882
3 3
10‖K‖2
2
10‖K‖2 0.803 10585 1.244 16628
4 3
10‖K‖2
4
10‖K‖2 0.466 6091 0.683 9122
5 5
10‖K‖2
4
10‖K‖2 0.458 6004 0.672 8963
6 5
10‖K‖2
6
10‖K‖2 0.330 4309 0.472 6282
7 7
10‖K‖2
6
10‖K‖2 0.324 4240 0.466 6179
8 7
10‖K‖2
8
10‖K‖2 0.258 3339 0.361 4794
9 9
10‖K‖2
8
10‖K‖2 0.254 3288 0.356 4723
10 1‖K‖2
1
‖K‖2 0.210 2705 0.293 3850
FISTA - - 0.39 5510 1.08 15612
Table 1 show that the Algorithm 1 is faster when the values of τ and σ are closer to the
equality τσ‖K‖2 = 1. Note that in cases 6–10, the Algorithm 1 have better performance
than FISTA. Table 2 show the comparison between the case 10 and FISTA for α = 10−1 and
Table 2. Comparison Alg. 1 Case 10 with FISTA for α = 10−1 and α = 10−3
α = 10−1 α = 10−3
ε Algorithm Av. Time (s) Av. Iter. Av. Time (s) Av. Iter.
10−5 1 Case 10 0.30 3861 0.92 11963
FISTA 0.60 9917 2.14 30939
10−6 1 Case 10 0.73 7884 10.37 135630
FISTA 2.42 34911 5.48 79089
α = 10−3 for two values of ε. Only when α = 10−3 and ε = 10−6, FISTA obtains better
performance. Figures 1, 2, and 3 show the performance of FISTA and Algorithm 1 in the best
case (Case 10) for a specific random matrix. For α = 1 and α = 10−1, the Figure 1 and Figure
2 show that in a few number of iterations, FISTA reach better results, but Algorithm 1 is better
than FISTA from a larger number of iterations, and the relative error descends steeply. For
α = 10−3, in Figure 3 we observe FISTA reach better results than Algorithm 1 from a larger
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number of iterations, but it is not consistently better than Algorithm 1 and the changes in the
slopes could be linked to numerical problems.
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Figure 1. Comparison Alg. 1 Case 10 with FISTA when α = 1.
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Figure 2. Comparison Alg. 1 Case 10 with FISTA when α = 10−1.
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Figure 3. Comparison Alg. 1 Case 10 with FISTA when α = 10−3.
6.2. Wavelet-based denoising model. Consider the problem (see, e.g., [7, 22])
(6.4) min
y∈RN1×N2
FW (y) :=
1
2
‖Ry − b‖22 + α‖Wy‖1,
where y ∈ RN1×N2 is the image to recover from a blurred and noisy observation b ∈ Rm1×m2 .
In this model, R : RN1×N2 → Rm1×m2 is the blur linear operator, W : RN1×N2 → RM1×M2 is
the discrete wavelets transform (see, e.g., [23, 28]) and α is a strictly positive parameter. In
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this model, we assume that the recovered image can be obtained from a few number of non-zero
wavelet coefficients. Note that, since W−1 = W ∗, by setting x = Wy, (6.4) reduces to (6.1)
when K = RW ∗. Hence, the following test compares Algorithm 1 for solving (6.4) with FISTA
for several choices of the parameters (τ, σ).
More precisely, we consider the test image in Figure 5a (denoted by x), composed by 256×256
pixels1. The operatorR represents a Gaussian blur of size 9×9 and standard deviation 4 (applied
by MATLAB function fspecial) and the observation b is obtained via b = Rx+ e, where e is an
additive zero-mean white Gaussian noise with standard deviation 10−3. The observed imaged
is presented in Figure 5b. The operator W is the three stage Haar wavelet transform and we
consider α = 10−4. We have ‖W‖ = 1 and ‖R‖ is easily computed via MATLAB’s functions
(see [24, Section 4.3]). Since Algorithm 1 has the best performance in previous test when
τσ‖K‖2 = 1, we construct 17 cases by setting τk = δk−1800‖K‖ and σk = 800δ
−k+1
‖K‖ , for k = 1, . . . , 17
and δ = 8001/8, and we compare computational time, iterations and objective value with FISTA
[7] in Table 3. Note that for a precision ε = 10−5, cases 13 − 15 outperforms FISTA, while if
ε = 10−6, cases 12 − 16 have better performance than FISTA. In this particular example, the
choice τ = 65.22 and σ = 0.0153 has the best performance for both precisions. In Figure 4a and
4b we plot relative error versus time and iterations for the 17 cases and FISTA. Note that we
verify that several cases have better performance than FISTA, but we underline that the case
14 for Algorithm 1 reach a better precision for the same computational time and iterations.
In Table 4, we can observe that Algorithm 1 when τ = 150.42 and σ = 0.0066 outperforms
dramatically FISTA when the precision is ε = 10−9. Moreover, in Figure 5c and Figure 5d we
present the reconstructed images with both methods. We observe that the objective value and
PSNR obtained after 100 iterations is better in the case of Alg. 1.
Table 3. Average time and number of iterations for images, ε = 10−5 and ε = 10−6.
ε = 10−5 ε = 10−6
k τ σ Time (s) Iter. obj. val. Time (s) Iter. obj. val.
1 1/800 800 25.57 2359 2.687 213.72 19806 0.730
2 0.0029 346.90 22.73 2165 1.474 234.52 22201 0.561
3 0.0066 150.42 21.00 2000 0.940 251.55 24041 0.479
4 0.0153 65.22 21.01 2016 0.679 285.16 26447 0.441
5 0.0353 28.28 23.50 2282 0.534 293.48 27914 0.423
6 0.0815 12.26 25.78 2452 0.467 261.21 24235 0.417
7 0.1880 5.31 28.77 2742 0.435 235.06 22343 0.414
8 0.4336 2.31 28.02 2689 0.421 200.64 19047 0.414
9 1 1 25.74 2397 0.416 167.76 15544 0.413
10 2.31 0.4336 22.24 2115 0.414 108.65 10376 0.413
11 5.31 0.1880 19.17 1840 0.413 67.42 6314 0.413
12 12.26 0.0815 14.83 1433 0.413 40.16 3802 0.413
13 28.28 0.0353 10.12 932 0.413 24.18 2235 0.413
14 65.22 0.0153 6.42 605 0.413 12.28 1156 0.413
15 150.42 0.0066 11.80 1136 0.413 18.83 1757 0.413
16 346.90 0.0029 24.03 2276 0.413 37.93 3634 0.413
17 800 1/800 47.57 4542 0.413 82.47 7647 0.413
FISTA - - 13.17 1260 0.413 48.66 4653 0.413
1Image obtained from http://links.uwaterloo.ca/Repository.html
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(a) (b)
Figure 4. Comparison of Alg. 1 Cases k ∈ {1, . . . , 17} and FISTA for image
reconstruction when α = 10−4
Table 4. Average time and number of iterations for images for ε = 10−9.
Case τ σ Time (s) Iter. obj. val.
15 150.4241 0.0066 39.74 3694 0.413
FISTA - - 829.60 79245 0.413
6.3. TV-based denoising model. Other classical model, is the total variation based image
denoising, introduced in [33]. The model is formulated via the optimization problem
(6.5) min
x∈RN1×N2
FTV (x) :=
1
2
‖Rx− b‖22 + α‖∇x‖1,
where b ∈ Rm1×m2 and R : RN1×N2 → Rm1×m2 are defined in Section 6.2, and ∇ : x 7→ ∇x =
(D1x,D2x) is the classical discrete gradient, its adjoint ∇∗ is the discrete divergence (see, e.g.,
[13]). This problem priviledges solutions with possibly high gradients, but localized in space and
assumes that the original image is piecewise constant. With respect to the previous model, this
formulation has as additional difficulty the presence of the nonsmooth `1 norm composed with
the discrete gradient operator ∇, which is non-invertible. By considering f = 0, g : (u, v1, v2) 7→
1
2‖u−b‖22+α‖v1‖1+α‖v2‖1, α = 10−4, and L : x 7→ (Rx,D1x,D2x), (6.5) is a particular instance
of (4.23), and, therefore could be solved by (4.24). In order to compute ‖L‖ we use the method
proposed in [32, Algorithm 12]. It follows from [3, Proposition 24.11&Proposition 24.8(ix)] that
(6.6) proxσg∗ : (u, v
1, v2) 7→
(
u− σb
σ + 1
, v1 − σ proxα
σ ‖·‖1
(v1
σ
)
, v2 − σ proxα
σ ‖·‖1
(v2
σ
))
,
and, hence, (4.24) reduces to Algorithm 2 below, which is compared with Monotone + Skew
splitting (MS) [11], Alternating Forward-Backward Splitting (AFBS) [30], and FISTA [6, Sec-
tion V] for reconstructing the same blurred and noisy image b used in Section 6.2 (R is also the
same). In Table 5 we consider 19 cases for parameters (τ, σ): τ1 = σ1 = 0.9/‖L‖2, τ2 = 1/‖L‖2,
σ2 = 0.99/‖L‖, τk = δk−3800‖L‖ and, for every k ∈ {3, . . . , 19}, σk = 800δ
−k+3
‖L‖ , where δ = 800
1/8.
For (MS) we consider as stepsize γ = 0.99/‖L‖ and for (AFBS) we consider γ = 0.05 and, for
every n ∈ N, λn = 1.7/n0.505, which are the best values we found for previous methods in this
context. We observe that, for ε = 10−5, in every case the proposed algorithm is more efficient
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(a) Circles FW (x) = 0.4285,
FTV (x) = 0.1308
(b) Blurred Circles FW (b) =
12.9827, FTV (b) = 12.7058
(c) FISTA FW (Wx100) =
0.4206, 1, 54(s), PSNR=28.5261.
(d) Alg. 1 FW (Wx100) =
0.4161, 1, 58(s), PSNR=29.0147
Figure 5. Original, blurred and reconstructed images after 100 iterations
than MS, AFBS, and FISTA. On the other hand, the performance of the proposed algorithm
is better for larger values of τ , and the best performance is achieved when τ = 23.06 and
σ = 0.00542. On the other hand, even if the algorithm stops after achieving the relative error
criterion, for small values of τ we observe that the algorithm moves slowly far away from the
solution, since the objective value is high. Moreover, note that the efficiency can be improved
by choosing relaxation steps (λn)n∈N larger than 1. In this case, the best performance for case
k = 16 is obtained by setting λn ≡ 1.8. It is worth to notice that FISTA involves subiterations
for computing the proximity operator of the total variation function x 7→ ‖∇x‖1 (see [6]), which
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Algorithm 2 Total Variation Image Denoising
1: Choose x0 ∈ RN1×N2 , u0 ∈ Rm1×m2 , v10 ∈ RN1×N2 , v20 ∈ RN1×N2 , (λn)n∈N ⊂ [0, 2] s.t.∑
n∈N λn(2− λn) = +∞ , ε > 0 and r0 > ε
2: while rn > ε do
3: pn+1 = xn − τR∗un − τD∗1v1n − τD∗2v2n
4: qn+1 = (un + σR(2pn+1 − xn)− σb)/(σ + 1)
5: w1n+1 = v
1
n + σD1(2pn+1 − xn)− σ proxα‖·‖1/σ
(
v1n/σ +D1(2pn+1 − xn)
)
6: w2n+1 = v
2
n + σD2(2pn+1 − xn)− σ proxα‖·‖1/σ
(
v2n/σ +D2(2pn+1 − xn)
)
7: (xn+1, un+1, v
1
n+1, v
2
n+1) = (1− λn)(xn, un, v1n, v2n) + λn(pn+1, qn+1, w1n+1, w2n+1)
8: rn = R
(
(xn+1, un+1, v
1
n+1, v
2
n+1), (xn, un, v
1
n, v
2
n)
)
9: end while
10: return (xn+1, un+1, v
1
n+1, v
2
n+1)
affects its efficiency. In this computational comparison, we used fixed number of iterations for
this subroutine. Finally, in Figure 6 we observe that the case k = 15 out performs the case
k = 16 for smaller tolerances. Moreover, in Figure 7 we can perceive that after 100 iterations
the recovered image obtained by proposed method outperforms drastically any of the other
considered methods in terms of objective value and PSNR .
Table 5. Time and number of iterations for images, tolerance 10−5 and 10−6.
ε = 10−5 ε = 10−6
k τ σ λn Time(s) Iter. obj. val. Time(s) Iter. obj. val.
1 0.3182 0.3182 1 29.37 2926 0.14413 267.18 26637 0.13031
2 0.3536 0.3500 1 29.59 2909 0.14271 255.56 25355 0.13023
3 0.00044 282.85 1 99.86 9885 5.52729 286.83 28681 0.89204
4 0.00102 122.65 1 55.30 5499 2.75710 248.01 24638 0.49902
5 0.00235 53.18 1 34.74 3502 1.48180 240.88 23960 0.31763
6 0.00542 23.06 1 27.73 2737 0.76383 256.31 25446 0.22545
7 1/800 10 1 23.98 2356 0.44969 320.86 31801 0.16751
8 0.02883 4.336 1 23.55 2318 0.29449 300.03 29640 0.14548
9 0.0665 1.8803 1 26.02 2586 0.21070 297.65 29491 0.13605
10 0.15331 0.815 1 32.30 3249 0.15902 315.70 31531 0.13167
11 0.3536 0.3536 1 28.86 2909 0.14271 254.61 25355 0.13023
12 0.815 0.15331 1 28.66 2844 0.13497 146.17 14537 0.13004
13 1.8803 0.0665 1 31.61 3155 0.13104 74.89 7428 0.13001
14 4.336 0.02883 1 22.91 2273 0.13013 37.79 3716 0.13000
15 10 1/800 1 12.33 1239 0.13003 18.66 1845 0.13000
16 23.06 0.00542 1 9.60 982 0.13003 17.75 1799 0.13001
17 53.18 0.00235 1 14.42 1412 0.13005 32.38 3219 0.13001
18 122.65 0.00102 1 23.19 2289 0.13006 62.11 6117 0.13001
19 282.85 0.00044 1 37.52 3748 0.13008 116.27 11567 0.13001
FISTA 91.94 1492 0.13000 315.66 5122 0.13000
AFBS 52.21 2913 0.14279 460.77 25505 0.13024
MS 50.47 4802 0.13012 144.86 13623 0.13005
16 23.06 0.00542 0.5 14.27 1360 0.13010 31.68 3035 0.13001
16 23.06 0.00542 1.5 7.62 734 0.13003 14.44 1337 0.13001
16 23.06 0.00542 1.8 7.08 667 0.13003 12.49 1196 0.13001
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Figure 6. Comparison among FISTA, AFBS, MS, and Alg. 2 for image
reconstruction in the case α = 10−4. We plot Algorithm 2 in the best two
cases (k = 15 and k = 16) for λn ≡ 1.
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