ON SELF-ADJOINT DIFFERENTIAL EQUATIONS OF SECOND ORDER RUTH LIND POTTER
Introduction. This paper is concerned with the behavior near x = oo of solutions of the self-adjoint differential equation %->oo Ji then every solution of (1) vanishes infinitely often on the interval (1, o°) .
TH EOREM L 2 . If r(x) and p {x ) are continuous, and r (x ) p (x ) is a positive
monotone function of x for x large, a necessary condition that solutions of (1) be oscillatory near x = oc is that not both limits [x , lim I p(x t r(x) x-*oojι exist and are finite.
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RUTH LIND POTTER are oscillatory,
Oscillation theorems.
In this first section we consider the so-called "normal" form of equation (1) To study the oscillation of solutions of equation (1.1) , it is useful to consider also the equations (1.2) [h 2 (x) z']'+ z = 0, r l h' 2 
(χ) h"(χ)]
Nonnull solutions of these four differential equations are oscillatory 1 or nonoscillatory simultaneously, for one may readily verify that the derivative of a solution of (1.1) is a solution of (1.2) , equation (1.3) is obtained from (1.1) by the substitution η = h" ι/2 (x)γ, and (1.4) is obtained from (1.2) solutions of (1.1) are oscillatory if
We proceed with a proof of the following result. To prove the lemma let us suppose that its conclusion is false; that is, suppose fx dx lim / < oo. The sufficiency of the condition follows from Theorem L t applied to equation (1.3) .
Ja h(x)
To prove the necessity, let us suppose that rx dx lim / 77^; < oo.
it is readily seen that lim Λ'(Λ;) = + OO, a nd hence h{x) is monotone for large values of x It follows from Lemma 1.2 that then the solutions of (1.1) are nonoscillatory, contrary to the hypothesis. Under the hypotheses of the theorem,
so that Theorem L γ implies that solutions of (1.3), and hence that solutions of (1.1), are oscillatory. An extension of Theorem 1.5 to the more general equation (1) can be made if either
We assume that r(%) > 0 and p(x) 2l 0, and that Γ(Λ ) and p{x) are functions of class C when 0 < α < x. If γ is a solution of equation (1)
Thus the solutions of (1) and those of (1.7) are oscillatory or nonoscillatory together. Application to equation (1.7) of the procedure used on equation (1) in the proof of Theorem 1.6 establishes the stated result.
The examples which follow indicate the sensitivity of the results of this section.
we note that
To study the equation we distinguish three cases.
Case 1: n > -2. Then lim h'{x) = 0, so that the solutions of (1.8) are ON SELF-ADJOINT DIFFERENTIAL EQUATIONS OF SECOND ORDER 475 seen to be oscillatory by Theorem 1.5.
Case 2: n < -2. Then lim h'(x) = oo, and Theorem 1.5 can again be applied, showing the solutions of (1.8) to be nonoscillatory here.
The solutions 
The limitations of the theory of this section are indicated by the fact that from the theorems which have been given here it is not possible to determine whether the solutions of the equation in Example 1.1 are oscillatory or not.
Counting the zeros of a solution.
We consider first the differential equation (1.1) , where h(x) > 0 and of class C on the interval 0 < x < oo. Let N (α, x) represent the number of zeros of a solution y{x) of (1.1) on the interval 4 (a 9 x) where a > 0. This number differs by at most one for all solutions, and hence for the present purpose can be considered as depending only on the differential equation and not on a particular solution.
In the preceding section it was shown that the solutions of equation (1.1) are oscillatory whenever lim h'(x) < 2, and are nonoscillatory whenever lim h'(x) > 2. There are equations with oscillatory solutions and others with nonoscillatory solutions for which lim h'{x)-2.
Wiman [8] has given an asymptotic formula for N (a, x) when lim h '(x ) = 0:
An asymptotic formula is readily found whenever 0 < lim h'{x) < 2, by considering the set of differential equations 
1 {X )dx = oo, we apply to (1) the transformation t = / r~ι (x)dx Ja and obtain
According to the Wiman theorem, the number of zeros ΛKαj, t) of a solution y(t) of (2.2) is asymptotically equal to
But this is equivalent, under the transformation, to the first half of the theorem.
we apply the transformation
Γx s -I p (x)dx Ja
to equation (1.7) , noting that the zeros of a solution of (1) and those of a solution of (1.7) separate each other, and proceed as above.
An application of a variant of the foregoing method yields a generalization of the Wiman theorem for equation (1.1) .
is real and positive y and
To prove the theorem we transform (1.1) by the substitution y = x z and obtain (2.4) [
The proof of the theorem may now be completed by applying Theorem 2.2 to equation (2.4). To show that such a sequence can be used, the following theorem is included.
THEOREM 2.4. In the differential equation 
Moreover, (2.9) Joes rioi imply (2.7).
The proof is clear once the limits in question are evaluated.
3. Boundedness of the solutions of a particular equation, ΐn this section we study the question of boundedness near x = + oo of solutions of the self-adjoint differential equation
We assume that r(x) and p(x) are positive continuous functions of x for x large, and that r'(x) is continuous.
A CANONICAL FORM. It is useful to develop a canonical form for the solutions of (3.1). This form is suggested by the special case
In this instance the general solution of (3.1) may be written where y and γ are linearly independent solutions of (3.1) and a 9 b 9 and c are any constants satisfying the relation
To prove the theorem, the solution given by (3.4) can be substituted directly in (3.2).
BOUNDEDNESS OF SOLUTIONS OF (3.2)
. We first prove a lemma. The proof of this theorem is similar to that of Theorem 3.3.
The following theorem specializes Theorem 3.3 to the "normal form" of (i). We let t = f α * r~ι(x)dx. Equation (3.1) becomes
where r and p are to be considered functions of t. The theorem follows from Theorem 3.5 applied to equation (3.9) . THEOREM 3.6. If r(χ), r'(χ) , and (x) is not bounded.
To prove this theorem we transform equation (3.1) by means of the substitu-
Application of Theorem 3.5 to this equation yields the theorem. 
Thus, y (x ) is bounded.
To prove the last statement of the theorem we apply the first part to the equation for which z =~[
' is a solution if γ is a solution of (3.1). 
J a r(x) Ja

Boundedness of nonoscillatory solutions of an equation of the form (1).
In this section we study the boundedness of solutions of an equation of the form (1) when its solutions are nonoscillatory and both r(x) and p(x) are positive and continuous functions of x for large values of x. 6 It is known that a necessary condition for the solutions of (1) to be nonoscillatory is that not botĥ Sections 3 and 4 together discuss boundedness of nonoscillatory solutions whenever p(x) is eventually one sign, for p(x) negative and positive respectively. The case where p (x) is not of one sign is not studied in this paper.
*x dx lim and lim
Γx dx
is a monotone function, the convergence of both of the aforementioned integrals is a sufficient condition that (1) Whenever the solutions of equation (1) are nonoscillatory, the transformation to (x ) -r(x)y'/y leads to the Riccati equation
which is valid for each solution y(x) of (1) when x is sufficiently large.
Let y (x)be a nonoscillatory solution of (1) (1). Let y.(x) and y (x ) be any two linearly independent solutions of (1) which are positive for x large. From equation (4.3),
If c is the nonzero constant such that not all of the solutions of (1) A solution of (1) 
2 {x)\ J* ' Thus, solutions of (1) are nonoscillatory. Λn application of Theorem 4.1 now yields the first part of the theorem.
The proof of the second half of the theorem is obtained by considering
is a solution of (1), r(x)y'(x) is a solution of (1.7).
But by the preceding paragraph, r(x)y'(x) is nonoscillatory and bounded when
is monotone decreasing and lim f* p{x)dx < oo. Therefore, y{x)
is nonoscillatory. That y(x) is bounded follows from a theorem of Leighton [3] .
From equation (4.1) it is evident that whenever lim f* p(x)dx = oc, w (x )
is negative for every solution y{x) of (1). This remark, together with the fact noted in the proof of Theorem 4.1 that, when lim f* r" (x)dx~cc, w(x) is positive for every solution y(x) of (1) It should be observed that the restriction to nonoscillatory solutions in From the theorems of this section it is evident that whenever the so-called "normal form" of equation (1) with r(x) = 1 has nonoscillatory solutions, these solutions cannot all be bounded.
Remarks on a theorem of Leighton.
We recall that in Theorem L t Leighton gives, as a sufficient condition for solutions of (1) to be oscillatory, that
Cx dx fx lim / = oo, lim / p {x)dx = oo.
Ja r(x) Ja
In the paper [6] containing this theorem there was established the existence of a sequence of tests for oscillation, each more sensitive than the preceding. 
