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Abstract—This paper addresses a major challenge in data
mining applications where the full information about the
underlying processes, such as sensor networks or large on-
line database, cannot be practically obtained due to physical
limitations such as low bandwidth or memory, storage, or
computing power. Motivated by the recent theory on direct
information sampling called compressed sensing (CS), we
propose a framework for detecting anomalies from these large-
scale data mining applications where the full information is
not practically possible to obtain. Exploiting the fact that
the intrinsic dimension of the data in these applications are
typically small relative to the raw dimension and the fact that
compressed sensing is capable of capturing most information
with few measurements, our work show that spectral methods
that used for volume anomaly detection can be directly applied
to the CS data with guarantee on performance. Our theoretical
contributions are supported by extensive experimental results
on large datasets which show satisfactory performance.
Keywords-stream data processing, anomaly detection, spec-
tral methods, residual analysis, compressed sensing
I. INTRODUCTION
Anomaly detection in data streams in large-scale sensor
networks is of great research interest. A number of meth-
ods which work on either databases or datastreams have
been proposed to detect different types of anomalies and
the methods incorporate different approaches for example
Bayesian networks [13], SVM [9], K-nearest neighborhood
[4], clustering [20], and spectral methods [3], [14] (see also
[6] and references therein).
However, these techniques fundamentally assume that
the complete data is available with sufcient storage and
computing power. As the network size increases, it becomes
increasingly difcult to acquire all the data streams for
processing [11]. Hence, in large-scale networks, complete
data information may not be always available at the fusion
point either because of low bandwidth or large geometrical
distance between sensors [2]. The particular constraints on
large-scale networks imply that only partial information
about the whole network can possibly be sensed. This issue
has been recently tackled by some recent approaches includ-
ing decentralization [10] or column sampling [8]. However,
there are still inherent limitations with these approaches.
For example, in the decentralization approach, there is still
a likelihood that the communication overhead exceeds the
bandwidth and the fact that the central node needs to store
a data matrix of the same size as X. On the other hand,
the column sampling approach is not suitable for on-line
applications.
Let X = [x1, . . . ,xL] denote the network data matrix
in which xi ∈ RN is a N -dimensional vector representing
the status of N nodes at time instance i. A central monitor
collects information from these distributed nodes to make a
decision, and two cases can be considered:
Case 1: It is difcult to collect all rows of the data matrix
X centrally and it is only feasible to sample M out of the
total of N sensors. This data from M sensors is streamed
continuously to the central point.
Case 2: It is difcult to collect all columns of the data
matrix X centrally. This is equivalent to sampling only
a subset of the temporal domain, and thus is equivalent
to sub-sampling the temporal stream. This is useful in
situations where anomalies have to be found retrospectively.
For example, the video data of a network of surveillance
cameras may be available fully (retrospectively), and when
an incident occurs, the authorities want to access the data
centrally. It is however impossible to transmit the entire
temporal stream to a central location. .
We propose a new framework for the detection of anoma-
lies in large-scale sensor networks to address the above
incomplete data challenge arising from physical constraints.
The framework is based on the recently developed com-
pressed sensing theory (CS) [7] utilizing its implicit direct
information sampling capability (detailed in section II-B).
We formalise how CS can be used to effectively acquire the
data to conform to the physical constraints. This compressed
data acquisition permits either sub-sampling of the number
of sensors, or the number of frames in a temporal stream,
which is then used for anomaly detection. We rst formulate
two important theoretical results: (1) a theoretical bound
which establishes that the principal sub-space is preserved
in both the raw and CS domains with high probability and
(2) a theoretical bound for the false alarm rate in anomaly
detection using this spectral technique. To demonstrate the
exibility of the CS paradigm, experimental results are per-
formed on two datasets: a) a synthetic, large-scale network
dataset to demonstrate anomaly detection when the data from
sensors is sensed in a compressed way, that is only M of N
sensors are sampled, and b) a large video dataset, in which
the temporal dimension is sensed in a compressed way and
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used for anomaly detection.
The signicance of our contributions is the demonstration
that spectral-based methods can be applied to CS data,
and anomaly detection performed without an explicit re-
construction of the input signal. Thus, anomaly detection
is equivalent to the uncompressed case, but with the ad-
vantage of working with lower number of measurements.
More exactly, the computational complexity of the pro-
posed method is sublinear (O(log N) or O(log L)). The
framework we present integrates anomaly detection and CS
into a deployable paradigm to overcome the problems of
anomaly detection with partial data, a reality in most real-
world situations.
The paper is organized as follows. Section 2 describes the
problem in detail and provides background information on
CS and anomaly detection. Section 3 explains our proposed
method and its analysis. Section 4 describes the data, exper-
imental setup and results and the conclusions are covered in
Section 5.
II. BACKGROUND
A. Residual Subspace Projection and Anomaly Detection
Let the complete network data matrix be denoted by
X = [x1,x2, . . . ,xL] where each data instance xi ∈ RN .
The residual analysis method [12] seeks a decomposition of
the observed data into principal subspace which is believed
to govern the normal characteristics, and the residual sub-
space from which abnormal characteristics can be found. If
X is available, the residual method performs the eigenvalue
decomposition of the sample covariance matrix Σx from
which the K principal eigenvectors U are obtained. The
projection of any data instance x onto the residual subspace
is z = (I−UUT )x. Under the null hypothesis that the data
is ‘normal’, the squared prediction error (SPE) i.e. ‖z‖22 fol-
lows a non-central chi-square distribution. Hence, rejection
of the null hypothesis can be based on whether norm of the
error vector exceeds a certain threshold corresponding to a
desired false alarm rate. The threshold is called Q-statistics,
which is the function of non-principal eigenvalues in residual
subspace, and can be approximated by
Qβ = θ1
[
cβ
√
2θ2h20
θ1
+ 1 +
θ2h0(h0 − 1)
θ21
] 1
h0
, (1)
where h0 = 1− 2θ1θ33θ2
2
, θi =
∑N
j=K+1 λ
i
j for i = 1, 2, 3, cβ
= (1 − β) percentile in a standard normal distribution and
Qβ , and λj , i = 1, . . . ,M are the eigenvalues of Σx. An
anomaly is detected when ‖z‖22 > Qβ .
B. Compressed Sensing
Assume that a data vector x ∈ RN admits a linear
representation by a set of orthonormal basis functions Ψ
with coefcients α, i.e. x = Ψα. Two cases of interest are
i) Sparse signal: the signal x is said to be K-sparse if only
K entries of α are nonzero; and ii) Compressible signal:
the magnitudes of the coefcients α, when ordered, follow
an exponential decay [5]. When x is sparse or compressible,
CS theory [5], [7] has proved that it is possible to ‘sense’
x via a simple, non-adaptive and linear projection y = Φx.
The sensing matrix Φ ∈ RM×N has a signicantly smaller
number of rows than columns, i.e. M  N , meaning
that the dimension of y is considerably smaller than x.
Importantly, under suitable conditions on the approximate
orthogonality between columns of the sensing matrix Φ,
it is possible to perfectly recover x from y via a convex
optimization problem
xˆ = arg min
x
‖y −Φx‖22 + λ‖x‖1. (2)
This implies that all the salient information about x is
captured in y, making CS an universal tool for informa-
tion preserving projection technique.When classication is
needed instead of recovery, the use of CS is clearly an
advantage as the number of processing samples is reduced to
M (in practice, M = O(K log N)  N ) [7]. The advantage
of working in CS domain is that it overwhelmingly reduces
the communication overhead and increases the scalability of
the framework. For example, as the network data is sparse,
only a small number of non-adaptive measurements M is
needed to retain information about the main trafc. We
refer interested readers to the CS repository for numerous
background materials (http://www.dsp.rice.edu/cs).
Whilst the main focus of the CS community is on the
recovery problem, i.e. to infer x from y, our focus here is
on anomaly detection. Thus, as the information about x is
preserved in y, we show subsequently that it is possible to
directly detect anomalies from the compressed data y.
III. PROPOSED FRAMEWORK
A. System setup
In the rst step of the proposed framework, we obtain
compressed data acquisition using CS Y ∈ RN ′×L′ . The
reduction in either N ′ or L′ depends on whether CS is de-
ployed for reducing the feature dimension or time instances
to meet the network constraints. We revisit the two cases
considered previously:
Case 1: For the sensor sub-sampling case: We seek a lin-
ear transformation on the data y = Φx, where Φ ∈ RM×N
is known as the CS measurement matrix, whose entries
are random variables. There are many matrices that can
be efciently implemented in practice such as the database
friendly CS matrices [1] whose entries can take values of
either 0 with probability (2/3) or ±1 with probability (1/6).
If all sensors have synchronized clocks and the same random
generator, a rule can be set up so that the sensors send their
pre-modulated reading with ±1 depending on the value of
the random generator.
Case 2: For the temporal stream frames sub-sampling
case: By using the CS theory and the CS matrix, the operator
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can request the server to generate random number and select
instances corresponding to the random values ±1, sum these
two sets of instances, subtract them, and iteratively send such
L′ results to the operator where L′  L.
In the second step, we perform anomaly detection using
compressed measurements. Instead of using X which is
not available, we now apply the residual method on the
compressed data Y, i.e. compute its eigenvalues and hence
obtain the Q-statistic to detect anomalies.
Even though the framework appears simple and that CS or
random projection has been well known and residual method
is a standard method, the most important thing is to justify
this simple scheme in a concrete manner, which is our main
contribution. As shown in the following, the linearity of the
CS acquisition, sparse spectral characteristic of the data, and
the concentration properties of random projection are the
main ingredients for the success of this simple framework.
B. Theoretical analysis
Our theoretical analysis is based on relative performance
to the complete data X. To do this, we rst study the changes
in the eigenvalues (spectral properties) reected in the CS
data as they are the important factor for detection as shown
in (1). The bounds on the eigenvalues of CS data then allow
us to study further the bound on false alarm rates when the
residual subspace method is applied to the CS data in order
to detect anomalies. It is noted that the proofs can be found
at [18]. Here we only summarize the key results and discuss
the implications.
1) Case 1: M readings from N sensors: The relation be-
tween the CS and complete data samples is yi = Φxi,yi ∈
R
M , i = 1 . . . L. In this case N ′ = M and L′ = L. Denote
the eigenvalues of the complete data X as λ1, . . . , λN and
those of the CS data Y as ξi, i = 1, . . . ,M . Denote as K
the number principal eigenvalues in the complete data X
such that K < M  N . We assume that the CS matrix is
a random Gaussian matrix. The following result shows that
when the spectrum of the complete data is sparse, i.e. K
is small relatively to N then the principal eigenvalues, i.e.
the principal spectral characteristics, are preserved in the CS
data.
Theorem 1: With a probability of at least 1 − δ, the
changes in the eigenvalues are bound by
|λi − ξi| ≤
√
2λ1

3
√
K
M
+
√
M
N
+ 3
√
2 ln 1
δ
M

 (3)
for i = 1, . . . ,K, where λ1 is the largest eigenvalue of Σx.
Remarks: A similar result on the bound of eigenvalues due
to random projection is given in [19, Section 8.2]. However,
it contains some parameters which are unclear. Furthermore,
their result is not probabilistic which is the nature of random
projections. Lastly, Lemma 8.4 in [19] only provides the
upper bound, whilst our result provides both upper and lower
bounds using the theory of invariant subspaces.
The above theorem suggests that as the principal subspace
spanned by X is approximately preserved in CS domain
with high probability, the intrinsic structure of the data in
original input domain is unchanged under CS projection.
The theorem is a direct consequence of the concentration
property of Gaussian ensembles.
Now, we direct the discussion on the implication of this
result on the anomaly detection on compressed data. From
the previous discussion, we can clearly see that detection
of volume anomalies using the residual subspace method
is entirely based on the total power of the residuals, i.e.
‖z‖2, rather on the actual residual subspace itself as long
as it retains noise-like behavior, i.e has no salient spectral
features. It can be easily shown that when the CS matrix
Φ is normalized, which is the standard assumption in CS,
the total power is unchanged. Thus, a small variation in the
principal subspace directly translates to a small change in
the total power of the residual subspace. This means that
as far as the statistic t = ‖z‖2 is concerned, its distribution
will also experience a small change when the CS data is
used instead. This intuitive argument can be more formally
stated by the following result, which forms the basis for our
proposed framework for scalable anomaly detection in large
sensor networks.
Theorem 2: If the residual method is applied to the CS
data, with a probability of at least 1− δ, the change in the
false alarm rate is bounded by
∆FA ≤ O
(√
M/N +
√
2 ln(1/δ)/M
)
. (4)
We now investigate the effect of different factors on the
changes in the false alarm rate. If we x δ in advance,
the second term on the left hand side of (4) becomes
signicantly small as the problem size, and thus M , becomes
large. Therefore, for large-scale networks, the rst term is
dominant. CS theory states that in order to fully capture the
information, the number of measurements M is related to
the sparsity via M = O(K log N). This implies that the rst
term will decay at the rate O(√K log(N)/N) and thus for
large networks, this term is also very small if K  N . For
volume anomalies, the intrinsic dimension has been observed
to be consistent with this CS assumption [14].
2) Case 2 : Sub-sampling the number of data instances
in temporal stream: In Case 1, we have used the CS
machinery to reduce the number of readings (i.e. rows) in
data streaming applications such as sensor networks. In a
similar manner, we now show that the proposed framework
can be applied to the case when the number of instances
is large. Effectively, we use the CS machinery to compress
each L-dimensional row of the complete data matrix X into
each M -dimensional row of the matrix Y using a CS matrix
Φ ∈ RM×L where M < L. Mathematically, the relation
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between this row-reduced version Y and X can be written
as YT = ΦXT . In this case, N ′ = N and L′ = M .
To see the analogy to the previous result, we start from
the fact that λi(XXT ) = λi(XT X), i = 1, . . . ,min(N,L).
This implies that the changes in the principal eigenvalues
of YYT relative to XXT is the same as the changes in
eigenvalues of YT Y relative to XT X and as YT and XT
are related in a similar manner, the previous result is readily
applicable. The only minor difference is that N should be
replaced by L as the reduction is perform on the row of X.
The changes in the principal eigenvalues are bounded by
|λi − ξi| ≤
√
2λ1

3
√
K
M
+
√
M
L
+ 3
√
2 ln 1
δ
M

 , (5)
whilst the changes in the false alarm rate is bounded by
∆FA ≤ O
(√
M/L +
√
(2 ln 1/δ)/M
)
. (6)
with probability of at least 1− δ.
3) Complexity analysis: If the complete data X were
available, the covariance matrix formation and eigenvalue
decomposition in case of PCA requires computational power
ofO(N3) and memory storage ofO(N 2). In similar fashion,
the complexity for SVD computation is O(LN 2 +L2N). In
contrast, the complexities for the proposed framework (both
computational and storage) are only O(M 3) and O(M2)
respectively, where M = O(K log N). As previously dis-
cussed, when the intrinsic dimension of the complete data is
small relative to its size, signicant reduction in both storage
and complexity is achieved with the proposed method.
IV. EXPERIMENTAL RESULTS
A. Network Trafc Datasets
In this experiment, we consider anomaly detection in a
large network trafc simulation [14] where the number of
local monitors N ranges from 500 to 2000 and the number
of time instances is L = 2000. The data is network trafc
ow, which is the amount of trafc in between each pair of
ingress and egress nodes in the network. The ow has two
main characteristics, that is (i) a normal behaviors due to the
usual trafc pattern (for example, daily demand uctuation)
and abnormal or anomalous behavior due to unexpected
events like abnormal DNS transaction, network equipment
failure, ash crowd occupancies, distributed denial of service
(DDoS) attack etc. Specically, this set of anomaly is
called volume anomaly in the previous work [14] due to
meaningfull changes in trafc volume.
We set up the network simulation similar to that described
in [14]. For the intrinsic network data, we selected DCT as a
basis Ψ and the number of principal components is K = 4.
The additive noise is Gaussian with σ = 0.01. To simulate
abnormal network conditions we injected 70 anomalies
of different magnitudes following the procedure specied
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Figure 1. Eigenvalue plot for original and compressed data.
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Figure 2. Typical normal (left) and abnormal (right) network link data.
in [14]. The number of CS measurements M is selected
according to the CS guidelines, i.e.M ∼ O(K log N). The
sensing matrices (Φ) were random Gaussian with a mutual
coherence of 0.37, 0.33 and 0.20 for N = 500, 100, 2000
respectively.
Fig. 1 shows eigenvalue distributions and the observations
in residual subspace. This clearly illustrates the result of
Theorem 1 for this network problem as the eigenvalues in
the original and CS domains exhibit the same pattern.
Fig. 3a shows the receiver operating characteristics (ROC)
plot of three different anomaly detection methods which are
Lakhina’s [14] PCA based residual projection (PCA + RP),
Huang’s [10] distributed PCA followed by RP (DPCA+RP)
and our proposed PCA in CS domain followed by RP
(CSPCA+RP). To further quantify this, we compared the
plots ROC curves using (i) the area under the ROC curve
(AUC) and (ii) equal error rate (EER) where the false posi-
tive being equal to false negative. An ideal classier should
achieve an AUC close to 1 and ERR small. The AUC/EER
values were 0.976/0.09 for PCA + RP , 0.982/0.02 for DPCA
+ RP and 0.985/0.02 for CSPCA + RP. The results show that
the performance of CSPCA+RP is very close to (even sightly
better than) other methods. The reason for the more effective
approximation comes from the reduction of the noise level
in CS domain for high dimensional data and this leads to a
better detection capability.
Fig. 3b compares communication, computation and stor-
age overhead of three methods. From the Figure it can be
observed that detecting anomalies in CS domain saves 45%
to 60% communication bandwidth, 80% to 90% computa-
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Figure 3. ROC and cost plots.
Table I
ANOMALY DETECTION PERFORMANCE ON SYNTHETIC DATA.
Metric Time (seconds) AUC EER
N PCA CSPCA PCA CSPCA PCA CSPCA
500 0.430 0.023 0.996 0.991 0.08 0.08
1000 3.364 0.097 0.976 0.985 0.09 0.02
2000 20.932 0.203 0.970 0.980 0.09 0.02
tional cost and 45% to 70% storage requirement with respect
to either PCA+RP or DPCA+RP method. Furthermore,
Table I provides a comparison of our proposed method and
Lakhina’s residual projection (PCA+RP) method when the
number of sensors in the network (N ) varies from 500
to 2000. The results support our claim that the proposed
approach performs equally well to PCA on the original
domain.
B. Real-World Video Data
The second set of experiments were conducted on a very
large video data stream set provided by the public transport
authority. The video data totaling 83GB of compressed video
was captured from the city’s central train station. The ground
truth was independently veried by the transport authority
and incidents ranged from loitering in the station tunnel to
unusual behaviour involving infants.
For detecting anomalies in high-speed data streams, we
use optical ow [15] as low-level features computed and
aggregated over grid-based regions in the images In a similar
manner to the bag-of-visual words model for detecting
human activity in the spatio-temporal domain [17], we
construct the feature-frame matrix where we denote the
number of cells as N and the motion statistics of cell
i at frame l as xi(l). The vector of motion statistics is
aggregated over a window of length w = 10 seconds.
Given a number of non overlapping moving windows L, the
feature-frame matrix is dened as X = [x1, . . . ,xL], where
xk(i) =
∑l=kw
l=(k−1)w xi(l), where k = 1 . . . L, i = 1 . . . N .
The normal activities includes heavy people trafc coming
in through the entry point and going out by exit point during
peak hours. It also includes few persons or almost no persons
in off-peak hours. Any signicant change in the motion
volume statistics in the spatio-temporal domain would be
treated as unusual.
We used video data captured at 25fps 570×720 resolution
from two cameras in the corridors of the train station from
7AM to 11AM over a whole week. The training set XTrain
is over ve consecutive days where each day has 4 hours
continuous video. For the testing set XTrain, we used data
from days 6th (XTest1) and 7th (XTest2). This results in
L = 7200 and N = 100. We investigate the optimal choice
for temporal subsampling of stream data by varying M and
observe the FPR. The result is shown in Fig. 4 as M varies
from 100 to 300. The optimal trade-off is found at M = 220
and we use this for subsequent experiments.
Next, we plot the eigenvalue distribution and observation
in residual subspace for both the original input data (PCA
+ RP) and the CS data (CSPCA + RP) in Fig. 5. It shows
that the energy seems to be concentrated in the 4 principal
eigenvalues (K = 4). We then project the columns of XTest1
in the residual subspace as shown in Figs. 6(a) and 6(b). The
threshold Qβ was computed in a similar way to the previous
experiment with β = 0.005.
We detected two real anomalies out of three from the
test data with the detected anomalies corresponding to (1)
leaning and moving a small child against the wall (Fig. 7(a))
and (2) loitering (Fig. 7(b)). These anomalies are detected
due to changes in the motion distributions of the cells which
though local in nature, are clearly detectable in the residual
subspace. The anomaly missed was due to the fact that it
took place far away from the camera and as a result, it
was difcult to detect because the motion features were not
signicant.
We repeated the same experiment with the second test set
(XTest2) and detected the anomalous event group loitering
(shown in Figure 7(c)) which occurred during off-peak
hours.
V. CONCLUSION
In this paper we have presented a framework for detecting
anomalies in data streams captured by large-scale sensor
networks. The work addresses the key problem of dealing
with incomplete data because of the physical constraints
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Figure 7. Anomaly detection in Public Surveillance Data
imposed by limited bandwidth available in large-scale net-
works. The framework is based on the CS theory and
provides an effective solution for anomaly detection for both
the case when the number of sensors or the number of
data instances exceed the communication bandwidth in a
sensor network. The work exploits the fact that the intrinsic
dimension of the data in typical sensor network applications
is generally small relative to the raw dimension and the
fact that CS is capable of capturing most information with
few measurements. We show that spectral methods used for
volume anomaly detection can be directly applied to the CS
data with guarantees on performance and we demonstrate the
effectiveness of the framework using both real and synthetic
datasets.
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