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HIGHEST WEIGHT VECTORS IN PLETHYSMS
KAZUFUMI KIMOTO AND SOO TECK LEE
Abstract. We realize the GLn(C)-modules Sk(Sm(Cn)) and Λk(Sm(Cn)) as spaces
of polynomial functions on n × k matrices. In the case k = 3, we describe explicitly
all the GLn(C)-highest weight vectors which occur in S3(Sm(Cn)) and in Λ3(Sm(Cn))
respectively.
1. Introduction
Let V1, V2 and V3 be finite dimensional complex vector spaces, and let pi1 : GL(V1) →
GL(V2) and pi2 : GL(V2)→ GL(V3) be polynomial representations of GL(V1) and GL(V2)
respectively. Then the composition pi2 ◦ pi1 : GL(V1) → GL(V3) is also a polynomial
representation of GL(V1). If χ1 and χ2 are the characters of pi1 and pi2 respectively,
then the character of pi2 ◦ pi1 is called the plethysm of χ1 and χ2 and is denoted by
χ2 ◦ χ1 (or χ2[χ1]). One of the main open problems in combinatorics is to express the
plethysm sλ ◦sµ of two Schur polynomials, which are characters of irreducible polynomial
representations of the general linear groups with highest weights λ and µ respectively, as
a linear combination of Schur polynomials.
Let us look at the case of the complete symmetric polynomials, i.e. the plethysms of
the form hk ◦ hm. The problem in this case is equivalent to determining the irreducible
decomposition of the GLn-module Sk(Sm(Cn)). Several explicit results are known, for
instance,
hk ◦ h2 =
∑
µ
sµ
for an arbitrary positive integer k, where µ runs through all the even partitions of 2k.
The formula is actually equivalent to the identity∑
µ:even
sµ =
∏
i≤j
(1− xixj)−1
due to Littlewood [Li]. There are also results on h2◦hm, h3◦hm and h4◦hm for an arbitrary
positive integer m: the first and second case are due to Thrall [T] (see also [P]), and the
third case is due to Foulkes [Fo]. On the other hand, using representation theory and in
particular (GLn,GLm)-duality, Howe [H1] describes the multiplicities in Sk(Sm(Cn)) for
k ≤ 4. An example of recent developments of plethysms is [dBPW], which studies certain
stability conditions on the coefficients in the expansion with respect to Schur polynomials
by using combinatorics on tableaux whose entries are also tableaux.
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2 KAZUFUMI KIMOTO AND SOO TECK LEE
In this paper, we study plethysms using representation theory and an approach inspired
by [H1]. We realize the GLn-modules Sk(Sm(Cn)) and Λk(Sm(Cn)) as spaces of poly-
nomial functions. In the case when k = 3, we obtain all the GLn-highest weight vectors
which occur in S3(Sm(Cn)) and in Λ3(Sm(Cn)) respectively. Our results on the explicit
highest weight vectors in of S3(Sm(Cn)) and Λ3(Sm(Cn)) give more refined information
than multiplicities on the structure of these modules.
We now describe our approach and results in more details. Assume that n ≥ k and
let Sk denote the symmetric group on [k] = {1, 2, . . . , k}. Following Howe [H1], we
consider an algebra Q of polynomial functions on the space of all n×k complex matrices
with the properties that GLn ×Sk acts on Q by algebra homomorphisms, and Q has a
decomposition
Q ∼=
∞⊕
m=0
Qm
where for each m, Qm ∼= Sm(Cn)⊗k as a GLn-module, and Sk acts on Qm by permuting
the factors. Next, we define
QSk = {f ∈ Q : τ.f = f, ∀τ ∈ Sk} ,
Qsgn = {f ∈ Q : τ.f = (sgn τ)f, ∀τ ∈ Sk} .
Then QSk and Qsgn have decompositions
QSk =
∞⊕
m=0
QSkm , Qsgn =
∞⊕
m=1
Qsgnm
where for each m ≥ 0,
QSkm ∼=
(
Sm(Cn)⊗k
)Sk ∼= Sk(Sm(Cn)),
and for each m ≥ 1,
Qsgnm ∼=
(
Sm(Cn)⊗k
)sgn ∼= Λk(Sm(Cn)).
In this way, we obtain explicit models for Sk(Sm(Cn)) and Λk(Sm(Cn)).
Our goal is to determine the GLn-highest weight vectors in the spaces Sk(Sm(Cn))
and Λk(Sm(Cn)). Let Un be the standard maximal unipotent subgroup of GLn, and
consider the algebra (QSk)Un and the space (Qsgn)Un of Un-invariants in QSk and Qsgn
respectively. If suitable bases of (QSkm )Un and (Qsgnm )Un are known, then they can be
used to describe all the GLn-highest weight vectors which occur in Sk(Sm(Cn)) and in
Λk(Sm(Cn)).
We shall implement the above procedure for the case k = 3. In this case, the algebra
Q is a subalgebra of the polynomial algebra on the variables xij , 1 ≤ i ≤ n, 1 ≤ j ≤ 3.
For 1 ≤ i, j ≤ 3, let
δij =
∣∣∣∣x1i x1jx2i x2j
∣∣∣∣ .
Then we show that the algebra QUn of Un-invariants in Q is generated by
α1 = x11x12x13, β2 = x13δ12, β3 = x12δ13, γ1 =
∣∣∣∣∣∣
x11 x12 x13
x21 x22 x23
x31 x32 x33
∣∣∣∣∣∣ , γ2 = δ12δ13δ23.
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MAIN THEOREM. Let
α2 = β
2
2 + β
2
3 − β2β3, α3 = 2(β32 + β33)− 3(β22β3 + β2β23).
(i) The set
Binv =
{
αa1α
b
2α
c
3γ
2d+f
1 γ
2e+f
2 : a, b, d, e ∈ Z≥0, c, f ∈ {0, 1}
}
is a basis for (QS3)Un.
(ii) The set
Bsgn =
{
αa1α
b
2α
c
3γ
2d+1
1 γ
2e
2 : a, b, d, e ∈ Z≥0, c ∈ {0, 1}
}
∪ {αa1αb2αc3γ2d1 γ2e+12 : a, b, d, e ∈ Z≥0, c ∈ {0, 1}}
is a basis for (Qsgn)Un.
Let An be the diagonal torus of GLn. For λ = (λ1, . . . , λn) ∈ Zn, let ψλn : An → C be
defined by
ψλn(t) = t
λ1
1 · · · tλnn , ∀t = diag(t1, . . . , tn) ∈ An, (1.1)
where diag(t1, . . . , tn) denotes the n× n diagonal matrix with diagonal entries t1, . . . , tn.
If f ∈ Qm and t.f = ψλ(t)f , then we write
Gr(f) = m, and wt(f) = λ. (1.2)
For a Young diagramD, we shall denote the number of rows inD by `(D) and the number
of boxes in D by |D|. It is well known that the irreducible polynomial representations
of GLn are labeled by the set of all Young diagrams D with `(D) ≤ n ([F, GW, H2]).
Specifically, for such a Young diagram D, we identify it with the element (λ1, . . . , λn)
of Zn where for each i, λi is the number of boxes in the i-th row of D, and denote the
irreducible representation of GLn with highest weight ψDn by ρDn . It follows from the main
theorem that the set
Binv(m,D) = {f ∈ Binv : Gr(f) = m, wt(f) = D}
is a basis for the space of highest weight vectors of weight ψDn in S3(Sm(Cn)), and the
set
Bsgn(m,D) = {f ∈ Bsgn : Gr(f) = m, wt(f) = D}
is a basis for the space of highest weight vectors of weight ψDn in Λ3(Sm(Cn)). In particu-
lar, the cardinality of Binv(m,D) and the cardinality of Binv(m,D) give the multiplicity
of ρDn in S3(Sm(Cn)) and in Λ3(Sm(Cn)) respectively.
General convention. Let G be a group. We denote by 1 = 1G the trivial representation
of G. For a G-module V , we denote by V G the subspace consisting of all G-invariants in
V . Namely,
V G := {v ∈ V : g.v = v, ∀g ∈ G} .
When V is also an Sk-module, we put
V sgn := {v ∈ V : τ.v = (sgn τ)v, ∀τ ∈ Sk} ,
where sgn τ is the sign of τ ∈ Sk. Notice that if the actions of G and Sk commute with
each other, then V G is an Sk-submodule, V Sk and V sgn are G-submodules, and
(V G)Sk = (V Sk)G, (V G)sgn = (V sgn)G.
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2. Spaces of Un-invariants
In this section, we realize the GLn-modules Sk(Sm(Cn)) and Λk(Sm(Cn)) as spaces of
polynomial functions and study the highest weight vectors which occur in these spaces.
2.1. The algebras P and Q. This subsection is based on [H1]. Let P = P(Mn,k) be
the algebra of polynomial functions on the space Mn,k = Mn,k(C) of all n × k complex
matrices, and let GLn ×GLk act on P by
[(g, h) · f ](X) = f(gtXh) (2.1)
where (g, h) ∈ GLn×GLk, f ∈ P(Mn,k), andX ∈ Mn,k. We restrict this action to the sub-
group GLn×Ak of GLn×GLk. Then by a standard argument using (GLn,GLk)-duality
([H2]), we see that P has a decomposition into a direct sum of GLn ×Ak-submodules
P =
⊕
m∈Zk≥0
Pm (2.2)
where Z≥0 denotes the set of all nonnegative integers, and for each m = (m1, . . . ,mk) ∈
Zk≥0,
Pm ∼= Sm1(Cn)⊗ · · · ⊗ Smk(Cn)
as a GLn-module and Ak acts on Pm by the character ψmk , i.e.
Pm = {f ∈ P : t.f = ψmk (t)f, ∀t ∈ Ak} .
Thus equation (2.2) defines a graded algebra structure on P graded by the semigroup
Zk≥0.
For each m ∈ Z≥0, let
(mk) = (
k︷ ︸︸ ︷
m,m, . . . ,m).
Let Q be the direct sum of all the homogeneous components of P of the form P(mk), i.e.
Q =
⊕
m∈Z≥0
Qm (2.3)
where for each m ∈ Z≥0,
Qm = P(mk) ∼= Sm(Cn)⊗k =
k︷ ︸︸ ︷
Sm(Cn)⊗ · · · ⊗ Sm(Cn) .
Clearly Q is a graded subalgebra of P. We also note that the symmetric group Sk acts on
each Qm by permuting its factors, and by taking direct sum, we obtain an action of Sk
on the algebra Q by algebra automorphisms. In fact, if we identify Sk with the group of
permutation matrices in GLk, then this action by Sk coincides with the action obtained
by restriction of the action by GLk defined in equation (2.1).
2.2. The algebra QSk and the space Qsgn. The subalgebra QSk of Q consisting of
all the Sk-invariants in Q has a decomposition
QSk =
∞⊕
m=0
QSkm (2.4)
where for each m ≥ 0,
QSkm = QSk ∩Qm ∼=
(
Sm(Cn)⊗k
)Sk ∼= Sk(Sm(Cn)).
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On the other hand, the sgn-isotypic component Qsgn of Q has a decomposition
Qsgn =
∞⊕
m=1
Qsgnm (2.5)
where for each m ≥ 1,
Qsgnm = Qsgn ∩Qm ∼=
(
Sm(Cn)⊗k
)sgn ∼= Λk(Sm(Cn)).
In this way, we obtain explicit models for Sk(Sm(Cn)) and Λk(Sm(Cn)). Note that Qsgn
is not a subalgebra of Q.
2.3. Un-invariants. Let Un be the subgroup of GLn consisting of all upper triangular
matrices such that all diagonal entries are 1. Then Un is the standard maximal unipotent
subgroup of GLn. A nonzero element of Q is a GLn-highest weight vector if it is fixed
by all elements of Un and it is an eigenvector for each element of An. Thus, in order
to determine the GLn-module structure of QSk and Qsgn, we consider the spaces QUn ,
(QSk)Un and (Qsgn)Un of Un-invariants in Q, QSk and Qsgn respectively. By equations
(2.4) and (2.5), we have (QSk)Un = ∞⊕
m=0
(QSkm )Un (2.6)
where for each m ≥ 0, (QSkm )Un = QSkm ∩QUn ∼= Sk(Sm(Cn))Un ,
and (Qsgn)Un = ∞⊕
m=1
(Qsgnm )Un (2.7)
where for each m ≥ 1, (Qsgnm )Un = Qsgnm ∩QUn ∼= Λk(Sm(Cn))Un .
Hence, the structure of the algebra (QSkm )Un and the space (Qsgnm )Un encode information
on the GLn-module structure of Sk(Sm(Cn)) and Λk(Sm(Cn)). In particular, if bases of
(QSkm )Un and (Qsgnm )Un which are compatible with the decompositions (2.6) and (2.7) are
known, then they can be used to describe all the GLn-highest weight vectors which occur
in Sk(Sm(Cn)) and in Λk(Sm(Cn)).
2.4. A basis for QUn. Since the action by Un and Sk on Q commute with each other,
QUn is a Sk-module and we have(QSk)Un = (QUn)Sk and (Qsgn)Un = (QUn)sgn. (2.8)
In this subsection, we shall describe a basis for QUn . The standard monomial theory for
GLn specifies a basis for the algebra PUn of Un-invariants in P, and the elements of this
basis are certain monomials on a set of generators called standard monomials. The basis
elements which belong to the subalgebra QUn forms a basis for QUn .
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Recall that P = P(Mn,k) is the algebra of all polynomial functions on the space
Mn,k = Mn,k(C) of n× k complex matrices. We shall write a typical element of Mn,k as
X =

x11 x12 · · · x1k
x21 x22 · · · x2k
...
...
...
xn1 xn2 · · · xnk
 ,
so that P(Mn,k) can be identified as the polynomial algebra on the variables xij . We note
that for g = (gij) ∈ GLn and h = (hij) ∈ GLk, we have
(g, h).xij =
n∑
s=1
k∑
t=1
gishtjxst
for 1 ≤ i ≤ n and 1 ≤ j ∈ k. In particular, we may identify a permutation τ ∈ Sk with
the permutation matrix (δiσ(j)) in GLk, which acts on P by
τ.xij = xiτ(j).
For a Young diagramD andm ∈ Zk≥0, let SST(D,m) denote the set of all semistandard
tableaux of shape D and content m, and let
KD,m = the cardinality of SST(D,m).
The nonnegative integer KD,m is called a Kostka number ([F]).
From now on, we shall assume that n ≥ k. Let D be a Young diagram with `(D) ≤ k,
and let m ∈ Zk≥0. For each T ∈ SST(D,m), we shall associate with T a polynomial
δT in P as follows: If T consists of a single column with entries I = (i1, . . . , is) where
i1 < · · · < is, then we let
δT =
∣∣∣∣∣∣∣∣∣
x1i1 x1i2 · · · x1is
x2i1 x2i2 · · · x2is
...
...
...
xsi1 xsi2 · · · xsis
∣∣∣∣∣∣∣∣∣ .
In general, if T1, T2, . . . , Tp are the columns of T from left to right, then we define
δT = δT1δT2 · · · δTp .
We also let mT be the monomial in P given by
mT =
∏
i,j
x
eij
ij
where
eij = the number of boxes in the i-th row of T labeled with the number j.
Next, we let the set of monomials in P be given the graded lexicographic order ([CLO])
such that
xab > xcd if and only if
{
either (i) b < d
or (ii) b = d and a < c.
Thus under this monomial ordering, we have
x11 > x21 > · · · > xn1 > x12 > x22 > · · · > xnk.
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If f is a nonzero element of P, then we shall denotes the leading monomial of f with
respect to the above monomial ordering by LM(f). Notice that LM(fg) = LM(f)LM(g)
for any nonzero elements f, g of P.
The following results are well known ([HKL, HL, Le]).
Proposition 2.1. Let m = (m1, . . . ,mk) ∈ Zk≥0.
(i) As a representation of GLn,
Pm ∼= Sm1(Cn)⊗ · · · ⊗ Smk(Cn) =
⊕
`(D)≤k
KD,m ρ
D
n .
(ii) If T ∈ SST(D,m), then
LM(δT ) = mT .
Moreover, the set
Bm,D = {δT : T ∈ SST(D,m)} (2.9)
is a basis for PUnm,D.
Recall that for each m ∈ Z≥0, Qm = P(mk). If D is a Young diagram with `(D) ≤ k,
then we let QUnm,D = PUn(mk),D. Then QUn has a decomposition
QUn =
⊕
m≥0
`(D)≤k
QUnm,D. (2.10)
Corollary 2.2. For each m ∈ Z≥0 and for each Young diagram D with `(D) ≤ k, the
set B(mk),D is a basis for QUnm,D. Consequently, the union
BQUn =
⋃
m∈Z≥0
`(D)≤k
B(mk),D
is a basis for QUn.
3. The case m = 1 — Schur-Weyl duality
For a Young diagram D with k boxes, we denote by SDk the irreducible Sk-module
corresponding to D. Then by Schur-Weyl duality ([H2, GW]),
Q1 ∼= (Cn)⊗k ∼=
⊕
|D|=k
ρDn ⊗ SDk
as a representation for GLn ×Sk. Consequently,
QUn1 =
⊕
|D|=k
QUn1,D ∼=
⊕
|D|=k
(ρDn )
Un ⊗ SDk .
In particular, for each Young diagram D with k boxes, we can realize the irreducible Sk
module SDk as the space QUn1,D and the set
{
δT : T ∈ SST(D, (1k))
}
forms a basis for SDk .
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Remark 3.1. Consider the C-algebra homomorphism P → C[z1, . . . , zk] defined by xij 7→
zi−1j . By this homomorphism, for each standard tableau T ∈ SST(D, (1k)) on a k-box
Young diagram D, δT is sent to the Specht polynomial
FT (z1, . . . , zk) :=
`(µ)∏
j=1
∏
1≤p<q≤µj
(zT (q,j) − zT (p,j)),
where µ is a partition associated to the conjugate diagram of D. It is well known that
the Specht polynomials FT (z1, . . . , zk) (T ∈ SST(D, (1k))) form a basis of an irreducible
Sk-submodule in C[z1, . . . , zk] isomorphic to SDk (see, e.g. [F]). In this sense, our δT is
regarded as a refinement of the Specht polynomial FT .
4. The case k = 2
In this section, we determine all the GLn-highest weight vectors which occur in S2(Sm(Cn))
and in Λ2(Sm(Cn).
Proposition 4.1. Assume that k = 2 and let
α = x11x12, γ = δ12.
(i) The algebra QUn is generated by {α, γ} and the set {αm−aγa : 0 ≤ a ≤ m} forms
a basis for QUn.
(ii) For each positive integer m, we have
QS2m ∼= S2(Sm(Cn)) ∼=
⊕
0≤a≤m
a: even
ρ(2m−a,a)n ,
and for each even integer a such that 0 ≤ a ≤ m, αm−aγa is a GLn-highest weight
vector in ρ(2m−a,a)n (which is unique up to a scalar multiple).
(iii) For each positive integer m, we have
Qsgnm ∼= Λ2(Sm(Cn)) ∼=
⊕
1≤a≤m
a: odd
ρ(2m−a,a)n .
and for each odd integer a such that 1 ≤ a ≤ m, αm−aγa is a GLn-highest weight
vector in ρ(2m−a,a)n (which is unique up to a scalar multiple).
(iv) We have
QS2 = C[α, γ2], Qsgn = γQS2 = γC[α, γ2].
Proof. Fix a positive integer m and a Young diagram D with `(D) ≤ 2 and |D| = 2m.
We shall show that for each T ∈ SST(D, (m2)), δT is of the form
δT = α
aγc (4.1)
where a, c ∈ Z≥0.
If D has only one row and T ∈ SST(D, (m2)), then it is clear that δT = αm.
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If D has two rows, then D = (2m − a, a) for some 1 ≤ a ≤ m. In this case, if
T ∈ SST(D, (m2)), then T must be the tableau
T = 1 1
m
2 2
m− a
2 2
a
,
and so
δT = δ
a
12(x11x12)
m−a = αm−aγa.
Thus,
B(m2),D =
{
αm−aγa : 0 ≤ a ≤ m}
is a basis for (Qm)Un and
Qm ∼= Sm(Cn)⊗ Sm(Cn) ∼=
⊕
0≤a≤m
ρ(2m−a,a)n .
Part (i) follows from this and Corollary 2.2.
Next, since
(1 2).αm−aγa = (−1)aαm−aγa,
we have
αm−aγa ∈
{
(QS2m )Un if a is even,
(Qsgnm )Un if a is odd.
It is clear that (ii), (iii) and (iv) follow from this. 
5. The case k = 3
In this section, we will implement the procedure outlined in §2 for the case k = 3.
Specifically, we shall determine a basis for the algebra (QSkm )Un and a basis for the space
(Qsgnm )Un . Using these bases, we obtain all the GLn-highest weight vectors which occur
in S3(Sm(Cn)) and in Λ3(Sm(Cn)).
5.1. Algebra generators for QUn. In this subsection, we shall describe a finite set of
generators for the algebra QUn .
Proposition 5.1. The algebra QUn is generated by
α1 = x11x12x13, β2 = x12δ13, β3 = x13δ12, γ1 =
∣∣∣∣∣∣
x11 x12 x13
x21 x22 x23
x31 x32 x33
∣∣∣∣∣∣ , γ2 = δ12δ13δ23.
Proof. Fix a positive integer m and a Young diagram D with `(D) ≤ 3 and |D| = 3m.
We shall show that for each T ∈ SST(D, (m3)), δT can be expressed of the form
δT = α
a
1β
b2
2 β
b3
3 γ
c1
1 γ
c2
2 (5.1)
where a, b1, b2, c1, c2 ∈ Z≥0. We consider several cases according to the number of rows
in D.
Case I: `(D) = 1. We must have D = (3m), and SST((3m), (m3)) consists of exactly
one tableau T which is given by
T = 1 1
m
2 2
m
3 3
m
.
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Then δT = αm1 . Note that α1 is an invariant for S3.
Case II: `(D) = 2. Let us take a tableau T ∈ SST(D, (m3)), and suppose that there
are a 2’s and b 3’s in the second row of T . If a+ b ≤ m, then T is of the form
T = 1 1
m
2 2
m− a
2 2
a
3 3
m− b
3 3
b
,
and we have
δT = δ
a
12δ
b
13x
m−a−b
11 x
m−a
12 x
m−b
13
= (x13δ12)
a(x12δ13)
b(x11x12x13)
m−a−b
= βa2β
b
3α
m−a−b
1 .
If a+ b > m, then T is of the form
T = 1 1
m
2 2
m− a
2 2
a
3 3
m− b
3 3
b
,
and we have
δT = δ
a
12δ
m−a
13 δ
a+b−m
23 x
(2m−a)−(a+b)
12 x
m−b
13
= (δ12δ13δ23)
a+b−m(x13δ12)m−b(x12δ13)2m−2a−b
= γa+b−m2 β
m−b
2 β
2m−2a−b
3 .
We see in both cases, δT is expressed as a monomial in α1, β2, β3 and γ2.
Case III: `(D) = 3. Let us take a tableau T ∈ SST(D, (m3)). Assume that there are
e boxes in the bottom row of D, and let D̂ be a Young diagram obtained from D by
deleting first e columns. Then `(D̂) ≤ 2 and T is of the form
T =
1 1
e
2 2
3 3
T̂
,
where T̂ ∈ SST(D̂, (m− e)3). Thus we have
δT = γ
e
1δT̂ .
By the preceding discussion, δ
T̂
is in form (5.1). Hence, δT is also in this form. 
Remark 5.2. It follows from the discussion above that
KD,(m3) = min{λ1 − λ2, λ2 − λ3}+ 1
for each Young diagram D = (λ1, λ2, λ3) with |D| = 3m.
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5.2. Two subalgebras of QUn. Our goal is to determine a basis for (QUn)S3 and a basis
for (QUn)sgn. In the previous subsection, we proved that the algebra QUn is generated by
α1, γ1, γ2, β2, β3. Let R1 and R2 be the subalgebras of QUn defined by
R1 = C[α1, γ1, γ2], R2 = C[β2, β3].
We note that R1 and R2 are also S3-modules. In fact, α1 is a S3-invariant, and γ1
and γ2 each generates a one-dimensional representation of S3 which is isomorphic to the
sign representation. Therefore, it is easy to describe the S3-module structure of R1 and
we will do this later. On the other hand, β2 and β3 span the irreducible S3-module
S(2,1)3 labeled by the Young diagram (2, 1) (see §3), so that R2 is the symmetric algebra
on S(2,1)3 . To determine the structure of (QUn)S3 and (QUn)sgn, the main work is to
determine the structure of (R2)S3 and (R2)sgn.
We now consider a slightly general situation. Let k ∈ Z be such that k ≥ 3. The
polynomial algebra C[t1, . . . , tk] is a Sk-module by letting σ · ti = tσ(i) for σ ∈ Sk
and i = 1, . . . , k. It is well known that the algebra C[t1, . . . , tk]Sk of Sk-invariants,
or symmetric polyonomials in k variables, is a polynomial algebra in the elementary
symmetric polynomials
σs =
∑
1≤j1<···<js≤k
tj1 . . . tjs (s = 1, . . . , k),
which are algebraically independent. Namely, C[t1, . . . , tk]Sk = C[σ1, . . . , σk]. We also
notice that the Sk-submodule C[t1, . . . , tk]sgn consisting of alternating polynomials is
given by
C[t1, . . . , tk]sgn = ∆ · C[σ1, . . . , σk],
where
∆ = det(ti−1j )1≤i,j≤k =
∏
1≤i<j≤k
(ti − tj)
is the simplest alternating polynomial.
For each i = 2, 3, . . . , k, put
βi = x12 . . . x̂1i . . . x1k
∣∣∣∣x11 x1ix21 x2i
∣∣∣∣ ,
where x̂1i indicates the omission of x1i in the product.
Lemma 5.3. For σ ∈ Sk and i = 2, . . . , k,
σ · βi =

βσ(i) σ(1) = 1,
−βσ(1) σ(i) = 1,
βσ(i) − βσ(1) σ(j) = 1, j 6= 1, i.
Proof. Let σ ∈ Sk. If σ(1) = 1, then
σ · βi = x1σ(2) . . . x̂1σ(i) . . . x1σ(k)
∣∣∣∣x11 x1σ(i)x21 x2σ(i)
∣∣∣∣ = βσ(i).
Next, assume that σ(1) 6= 1. If σ(i) = 1, then
σ · βi = x1σ(2) . . . x̂1σ(i) . . . x1σ(k)
∣∣∣∣x1σ(1) x11x2σ(1) x21
∣∣∣∣ = −βσ(1).
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If σ(j) = 1 for j 6= i, then
σ · βi = x1σ(2) . . . x̂1σ(i) . . . x1σ(j) . . . x1σ(k)
∣∣∣∣x1σ(1) x1σ(i)x2σ(1) x2σ(i)
∣∣∣∣
= x1σ(1)x1σ(2) . . . x̂1σ(i) . . . x̂1σ(j) . . . x1σ(k) · x11x2σ(i)
− x1σ(2) . . . x1σ(i) . . . x̂1σ(j) . . . x1σ(k) · x11x2σ(1)
= βσ(i) − βσ(1). 
Put
T1 = β2 + β3 + · · ·+ βk.
By the lemma above, for each σ ∈ Sk, we have
σ · T1 =
{
T1 σ(1) = 1,
T1 − kβσ(1) σ(1) 6= 1.
Hence, if we put
Ti = T1 − kβi (i = 2, 3, . . . , k),
then we have
σ · Ti = Tσ(i)
for any σ ∈ Sk and i = 1, 2, . . . , k. This implies that the C-algebra homomorphism
defined by
Φ: C[t1, . . . , tk] 3 ti 7→ Ti ∈ C[β2, . . . , βk]
is a surjective Sk-map such that Φ(σ1) = 0. Consequently, we have
C[β2, . . . , βk]Sk = Φ(C[t1, . . . , tk])Sk = Φ(C[t1, . . . , tk]Sk)
= Φ(C[σ1, . . . , σk]) = C[Φ(σ2), . . . ,Φ(σk)]
and
C[β2, . . . , βk]sgn = Φ(C[t1, . . . , tk]sgn) = Φ(∆) · C[Φ(σ2), . . . ,Φ(σk)].
We now return to the case k = 3. The images of σ2, σ3 and ∆ under Φ are given by
Φ(σ2) = −3(β22 − β2β3 + β23) = −3α2,
Φ(σ3) = −(2β32 − 3β22β3 − 3β2β23 + 2β33) = −α3,
Φ(∆) = 27α1γ1.
The discriminant ∆2 of the cubic polynomial
f(z) = (z − t1)(z − t2)(z − t3) = z3 − σ1z2 + σ2z − σ3
is explicitly given by
∆2 = −4σ32 − 27σ23 + σ21σ22 + 18σ1σ2σ3 − 4σ31σ3.
Thus we have the relation
Φ(∆)2 = −4Φ(σ2)3 − 27Φ(σ3)2 = 27(4α32 − α23).
Summarizing the discussion above, we have the
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Lemma 5.4. The subalgebra (R2)S3 and the subspace (R2)sgn are given by
(R2)S3 = C[β2, β3]S3 = C[α2, α3], (R2)sgn = α1γ1 · C[α2, α3].
Moreover, we have
27α21γ
2
1 = 4α
3
2 − α23. (5.2)
5.3. S3 invariants in QUn. We now consider the tensor product R1⊗R2 of the algebras
R1 andR2, and letm : R1⊗R2 → QUn be the linear map such that for (f1, f2) ∈ R1×R2,
m(f ⊗ g) = fg
where fg is the product of f and g in QUn . The map m is clearly surjective. Moreover,
since S3 acts on QUn by algebra automorphisms, m is a S3-module map. Hence we
obtain the following lemma:
Lemma 5.5. Let (R1 ⊗R2)S3 be the space of S3-invariants in R1 ⊗R2. Then
m
(
(R1 ⊗R2)S3
)
=
(QUn)S3 . 
Lemma 5.6. Let
BR1 =
{
αa1γ
b1
1 γ
b2
2 : a, b1, b2 ∈ Z≥0
}
.
(i) The set BR1 is a basis for R1.
(ii) The algebra R1 has a decomposition
R1 =
⊕
a,b1,b2∈Z≥0
(R1)(a,b1,b2),
where (R1)(a,b1,b2) is the subspace of R1 spanned by αa1γb11 γb22 . Moreover, the
subspace (R1)(a,b1,b2) is an irreducible S3-submodule and
(R1)(a,b1,b2) ∼=
{
1 if b1 + b2 is even,
sgn if b1 + b2 is odd.
Proof. Since α1, γ1, γ2 generates the algebra R1, BR1 spans R1. We compute
LM(αaγb11 γ
b2
2 ) = (x11x12x13)
a(x11x22x33)
b1(x11x22x11x23x12x23)
b2
= xa+b1+2b211 x
a+b2
12 x
a
13x
b1+b2
22 x
b1
33x
2b2
23
and note that the exponents of x13, x33 and x23 uniquely determine a, b1 and b2. Hence,
the elements of BR1 have distinct leading monomials, and it follows from this that BR1
is linearly independent. This gives (i). Part (ii) clearly follows from (i). 
Next, suppose that
R2 =
⊕
i
Vi
is a decomposition of R2 into irreducible S3-submodules. Then
R1 ⊗R2 =
⊕
a,b1,b2,i
(R1)(a,b1,b2) ⊗ Vi
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and so we have
(R1 ⊗R2)S3 =
⊕
a,b1,b2,i
(
(R1)(a,b1,b2) ⊗ Vi
)S3 ,
(R1 ⊗R2)sgn =
⊕
a,b1,b2,i
(
(R1)(a,b1,b2) ⊗ Vi
)sgn
.
Since
1⊗ Vi ∼= Vi,
sgn⊗ sgn ∼= 1, sgn⊗1 ∼= sgn, sgn⊗S(2,1)3 ∼= S(2,1)3 ,
we see that(
(R1)(a,b1,b2) ⊗ Vi
)S3 6= 0 ⇐⇒ {Case 1: (R1)(a,b1,b2) ∼= Vi ∼= 1, or
Case 2: (R1)(a,b1,b2) ∼= Vi ∼= sgn
(5.3)
and(
(R1)(a,b1,b2) ⊗ Vi
)sgn 6= 0 ⇐⇒ {Case 3: (R1)(a,b1,b2) ∼= sgn and Vi ∼= 1, or
Case 4: (R1)(a,b1,b2) ∼= 1 and ∼= Vi ∼= sgn .
(5.4)
It follows that we may replace the algebra R2 in the tensor product R1 ⊗ R2 by the
subspace RS32 ⊕Rsgn2 , that is,
(R1 ⊗R2)S3 = (R1 ⊗ (RS32 ⊕Rsgn2 ))S3 ,
and
(R1 ⊗R2)sgn = (R1 ⊗ (RS32 ⊕Rsgn2 ))sgn.
Now Vi ∼= 1 if and only if Vi = Span(f) for some f ∈ (R2)S3 , and by Lemma 5.4, f is
a polynomial in α2 and α3. In fact, we may assume that f = αc2αd3 for some c, d ∈ Z≥0.
Similarly, Vi ∼= sgn if and only if Vi = Span(f) where f = α1γ2h for some h ∈ (R2)S3 ,
and so we may assume that f = α1αc2αd3γ2.
We can now describe the vector in the image under the map m of ((R1)(a,b1,b2)⊗Vi)S3
in Case 1 and Case 2, and of ((R1)(a,b1,b2) ⊗ Vi)sgn in Case 3 and Case 4.
Case 1: Since b1 + b2 is even, b1 = 2j1 + ε and b2 = 2j2 + ε for some j1, j2 ∈ Z≥0 and
ε ∈ {0, 1}. In this case,
m(αa1γ
b1
1 γ
b2
2 ⊗ αc2αd3) = αa1αc2αd3(γ21)j11 (γ22)j2(γ1γ2)ε.
Case 2: Since b1 + b2 is odd, we either have b1 = 2j1 + 1 and b2 = 2j2 or b1 = 2j1 and
b2 = 2j2 + 1 for some j1, j2 ∈ Z≥0. So we either have
m(αa1γ
b1
1 γ
b2
2 ⊗ α1αc2αd3γ2) = αa+11 αc2αd3(γ21)j1(γ22)j2(γ1γ2)
or
m(αa1γ
b1
1 γ
b2
2 ⊗ α1αc2αd3γ2) = αa+11 αc2αd3(γ21)j1(γ22)j2+1.
Case 3: Since b1 + b2 is odd, we either have b1 = 2j1 + 1 and b2 = 2j2 or b1 = 2j1 and
b2 = 2j2 + 1 for some j1, j2 ∈ Z≥0. So we either have
m(αa1γ
b1
1 γ
b2
2 ⊗ αc2αd3) = αa1αc2αd3(γ21)j1(γ22)j2γ1
or
m(αa1γ
b1
1 γ
b2
2 ⊗ αc2αd3) = αa1αc2αd3(γ21)j1(γ22)j2γ2.
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Case 4: Since b1 + b2 is even, b1 = 2j1 + ε and b2 = 2j2 + ε for some j1, j2 ∈ Z≥0 and
ε ∈ {0, 1}. In this case,
m(αa1γ
b1
1 γ
b2
2 ⊗ α1αc2αd3γ2) = αa+11 αc2αd3(γ21)j11 (γ22)j2(γ1γ2)εγ2.
Thus we have proved:
Proposition 5.7. (i) The algebra (QUn)S3 is spanned by the set
Sinv :=
{
αa1α
b
2α
c
3(γ
2
1)
d(γ22)
e(γ1γ2)
f : a, b, c, d, e, f ∈ Z≥0
}
.
Hence, {α1, α2, α3, γ21 , γ22 , γ1γ2} is a set of algebra generators for (QUn)S3 .
(ii) The space (QUn)sgn is spanned by the set
Ssgn = {γ1h : h ∈ Sinv} ∪ {γ2h : h ∈ Sinv}
=
{
αa1α
b
2α
c
3γ
2d+1
1 γ
2e
2 : a, b, c, d, e ∈ Z≥0
}
∪ {αa1αb2αc3γ2d1 γ2e+12 : a, b, c, d, e ∈ Z≥0}. 
We are now ready to prove the Main Theorem as stated in the Introduction.
Proof of Main Theorem. We will only prove (i) as the proof for (ii) is similar. By Propo-
sition 5.7, (QUn)S3 is spanned by all elements of the form
αa1α
b
2α
c
3γ
2d+f
1 γ
2e+f
2 = α
a
1α
b
2α
c
3(γ
2
1)
d(γ22)
e(γ1γ2)
f
with a, b, c, d, e, f ∈ Z≥0. We need to explain why it is enough to have c, f ∈ {0, 1}.
By equation (5.2), 4α32 − α23 = 27α21γ22 . So if c = 2j + ε with ε = 0 or 1, then
αc3 = (α
2
3)
jαε3 = (4α
3
2 − 27α21γ22)jαε3.
Hence, it is enough to include those elements with c = 0, 1.
We also have (γ1γ2)2 = γ21γ22 . If f = 2j + ε with ε = 0 or 1, then
(γ1γ2)
f = (γ21)
j(γ22)
j(γ1γ2)
ε.
Thus we may assume f = 0 or 1. This shows that Binv spans (QUn)S3 .
Next we show that Binv is linearly independent. It suffices to show that the elements
of Binv have distinct leading monomials. First, we list the leading monomials of α1, α2,
α3, γ1 and γ2:
f LM(f)
α1 x11x12x13
α2 x
2
11x
2
12x
2
23
α3 x
3
11x
3
12x
3
23
γ1 x11x22x33
γ2 x
2
11x12x22x
2
23
We now let a, b, d, e ∈ Z≥0, c, f ∈ {0, 1}, and let
v = αa1α
b
2α
c
3γ
2d+f
1 γ
2e+f
2 .
Then, by the table above, we have
LM(v) = xs1111 x
s12
12 x
s13
13 x
s22
22 x
s23
23 x
s33
33
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where
s11 = a+ 2b+ 3c+ 2d+ 4e+ 3f,
s12 = a+ 2b+ 3c+ 2e+ f,
s13 = a,
s22 = 2d+ 2e+ 2f,
s23 = 2b+ 3c+ 4e+ 2f,
s33 = 2d+ f.
From these relations, we have
c = s23 mod 2, f = s33 mod 2,
and
a = s13, b =
s23 − 2s22 + 2s33 − 3c
2
, d =
s33 − f
2
, e =
s22 − s33 − f
2
,
which imply that LM(v) uniquely determines a, b, c, d, e and f . 
5.4. Highest weight vectors in S3(Sm(Cn) and in Λ3(Sm(Cn). Let us denote by
QS3m,D (resp. Qsgnm,D) the ρDn -isotypic component in QS3m ∼= S3(Sm(Cn)) (resp. Qsgnm ∼=
Λ3(Sm(Cn))). The nonzero vectors in (QS3m,D)Un (resp. (Qsgnm,D)Un) are precisely the the
GLn-highest weight vectors in QS3m,D ∼= S3(Sm(Cn)) (resp. Qsgnm,D ∼= Λ3(Sm(Cn))). Hence,
the multiplicity of ρDn in S3(Sm(Cn)) and in Λ3(Sm(Cn)) are given by
dim HomGLn(ρ
D
n , S
3(Sm(Cn))) = dim(QS3m,D)Un
and
dim HomGLn(ρ
D
n ,Λ
3(Sm(Cn))) = dim(Qsgnm,D)Un .
We now use the main theorem to obtain a basis for (QS3m,D)Un and a basis for (Qsgnm,D)Un .
Recall from equation (1.2) that if f ∈ Qm and t.f = ψλ(t)f , then we write Gr(f) = m
and wt(f) = λ. We also denote the cardinality of a finite set C by #(C).
Corollary 5.8. (i) The set
Binv(m,D) = {f ∈ Binv : Gr(f) = m, wt(f) = D}
is a basis for (QS3m,D)Un. Consequently,
dim HomGLn(ρ
D
n , S
3(Sm(Cn))) = #(Binv(m,D)).
(ii) The set
Bsgn(m,D) = {f ∈ Bsgn : Gr(f) = m, wt(f) = D}
is a basis for (QS3m,D)Un. Consequently,
dim HomGLn(ρ
D
n , S
3(Sm(Cn))) = #(Bsgn(m,D)). 
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6. Examples
We now compute several examples. For a set of special elements f , we specify Gr(f)
and wt(f) in the table below:
f Gr(f) wt(f)
α1 1 (3)
γ1 1 (1, 1, 1)
α2 2 (4, 2)
γ2 2 (3, 3)
α3 3 (6, 3)
γ21 2 (2, 2, 2)
γ1γ2 3 (4, 4, 1)
γ22 4 (6, 6)
If f = αa1αb2αc3γ
2d+f
1 γ
2e+f
2 , then
Gr(f) = a+ 2b+ 3c+ 2d+ 4e+ 3f,
wt(f) = (3a+ 4b+ 6c+ 2d+ 6e+ 4f, 2b+ 3c+ 2d+ 6e+ 4f, 2d+ f).
Example 6.1 (Highest weight vectors in S3(S1(Cn))). The only element f of Binv such
that Gr(f) = 1 is f = α1. Hence, S3(S1(Cn)) is irreducible and S3(S1(Cn)) ∼= ρ(3)n .
Example 6.2 (Highest weight vectors in Λ3(S1(Cn))). The only element f of Bsgn such
that Gr(f) = 1 is f = γ1. Hence, Λ3(S1(Cn)) is irreducible and Λ3(S1(Cn)) ∼= ρ(1,1,1)n .
Example 6.3 (Highest weight vectors in S3(S2(Cn))). The following table lists all the
elements f of Binv with Gr(f) = 2.
f Gr(f) wt(f)
α21 1 + 1 = 2 (3) + (3) = (6)
α2 2 (4, 2)
γ21 2 (2, 2, 2)
Thus, S3(S2(Cn)) has the following decomposition:
S3(S2(Cn)) ∼= ρ(6)n ⊕ ρ(4,2)n ⊕ ρ(2,2,2)n .
Example 6.4 (Highest weight vectors in Λ3(S2(Cn))). The following table lists all the
elements f of Bsgn with Gr(f) = 2.
f Gr(f) wt(f)
α1γ1 1 + 1 = 2 (3) + (1, 1, 1) = (4, 1, 1)
γ2 2 (3, 3)
Thus, Λ3(S2(Cn)) has the following decomposition:
Λ3(S2(Cn)) ∼= ρ(4,1,1)n ⊕ ρ(3,3)n .
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Example 6.5 (Highest weight vectors in S3(S3(Cn))). The following table lists all the
elements f of Binv with Gr(f) = 3.
f Gr(f) wt(f)
α31 1 + 1 + 1 = 3 (3) + (3) + (3) = (9)
α1α2 1 + 2 = 3 (3) + (4, 2) = (7, 2)
α3 3 (6, 3)
α1γ
2
1 1 + 2 = 3 (3) + (2, 2, 2) = (5, 2, 2)
γ1γ2 3 (4, 4, 1)
Thus, S3(S3(Cn)) has the following decomposition:
S3(S3(Cn)) = ρ(9)n ⊕ ρ(7,2)n ⊕ ρ(6,3)n ⊕ ρ(5,2,2)n ⊕ ρ(4,4,1)n .
Example 6.6 (Highest weight vectors in Λ3(S3(Cn))). The following table lists all the
elements f of Bsgn with Gr(f) = 3.
f Gr(f) wt(f)
α21γ1 2(1) + 1 = 3 2(3) + (1, 1, 1) = (7, 1, 1)
α1γ2 1 + 2 = 3 (3) + (3, 3) = (6, 3)
α2γ1 2 + 1 = 3 (4, 2) + (1, 1, 1) = (5, 3, 1)
γ31 3(1) = 3 3(1, 1, 1) = (3, 3, 3)
Thus, Λ3(S3(Cn)) has the following decomposition:
Λ3(S3(Cn)) = ρ(7,1,1)n ⊕ ρ(6,3)n ⊕ ρ(5,3,1)n ⊕ ρ(3,3,3)n .
Example 6.7 (Highest weight vectors in S3(S4(Cn))). The following table lists all the
elements f of Binv with Gr(f) = 4.
f Gr(f) wt(f)
α41 1 + 1 + 1 + 1 = 4 4(3) = (12)
α21α2 2 + 2 = 4 (6) + (4, 2) = (10, 2)
α1α3 1 + 3 = 4 (3) + (6, 3) = (9, 3)
α21γ
2
1 2 + 2 = 4 (6) + (2, 2, 2) = (8, 2, 2)
α1(γ1γ2) 1 + 3 = 4 (3) + (4, 4, 1) = (7, 4, 1)
α22 2 + 2 = 4 2(4, 2) = (8, 4)
α2γ
2
1 2 + 2 = 4 (4, 2) + (2, 2, 2) = (6, 4, 2)
(γ21)
2 2(2) = 4 2(2, 2, 2) = (4, 4, 4)
γ22 4 (6, 6)
Thus, S3(S4(Cn)) has the following decomposition:
S3(S4(Cn)) = ρ(12)n ⊕ ρ(10,2)n ⊕ ρ(9,3)n ⊕ ρ(8,4)n ⊕ ρ(8,2,2)n
⊕ ρ(7,4,1)n ⊕ ρ(6,6)n ⊕ ρ(6,4,2)n ⊕ ρ(4,4,4)n .
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Example 6.8 (Highest weight vectors in Λ3(S4(Cn))). The following table lists all the
elements f of Bsgn with Gr(f) = 4.
f Gr(f) wt(f)
α31γ1 3(1) + 1 = 4 3(3) + (1, 1, 1) = (10, 1, 1)
α21γ2 2 + 2 = 4 2(3) + (3, 3) = (9, 3)
α1γ
3
1 1 + 3(1) = 4 (3) + 3(1, 1, 1) = (6, 3, 3)
α21γ2 2 + 2 = 4 (4, 2) + (3, 3) = (7, 5)
α1α2γ1 1 + 2 + 1 = 4 (3) + (4, 2) + (1, 1, 1) = (8, 3, 1)
α3γ1 2 + 2 = 4 (6, 3) + (1, 1, 1) = (7, 4, 1)
γ21γ2 2(1) + 2 = 4 2(1, 1, 1) + (3, 3) = (5, 5, 2)
Thus, Λ3(S4(Cn)) has the following decomposition:
Λ3(S4(Cn)) = ρ(10,1,1)n ⊕ ρ(9,3)n ⊕ ρ(8,3,1)n ⊕ ρ(7,5)n ⊕ ρ(7,4,1)n ⊕ ρ(6,3,3)n ⊕ ρ(5,5,2)n .
Example 6.9 (Highest weight vectors in S3(S5(Cn))). The following table lists all the
elements f of Binv with Gr(f) = 5.
f Gr(f) wt(f)
α51 5(1) = 5 5(3) = (15)
α31α2 3 + 2 = 5 3(3) + (4, 2) = (13, 2)
α1α
2
2 1 + 2(2) = 5 (3) + 2(4, 2) = (11, 4)
α21α3 2 + 3 = 5 2(3) + (6, 3) = (12, 3)
α31γ
2
1 3(1) + 2 = 5 3(3) + (2, 2, 2) = (11, 2, 2)
α1(γ
2
1)
2 1 + 2(2) = 5 (3) + 2(2, 2, 2) = (7, 4, 4)
α21(γ1γ2) 2(1) + 3 = 5 2(3) + (4, 4, 1) = (10, 4, 1)
α1γ
2
2 1 + 4 = 5 (3) + (6, 6) = (9, 6)
α1α2γ
2
1 1 + 2 + 2 (3) + (4, 2) + (2, 2, 2) = (9, 4, 2)
α2α3 2 + 3 = 5 (4, 2) + (6, 3) = (10, 5)
α2(γ1γ2) 2 + 3 = 5 (4, 2) + (4, 4, 1) = (8, 6, 1)
α3γ
2
1 3 + 2 = 5 (6, 3) + (2, 2, 2) = (8, 5, 2)
γ21(γ1γ2) 2 + 3 = 5 (2, 2, 2) + (4, 4, 1) = (6, 6, 3)
Thus, S3(S5(Cn)) has the following decomposition:
S3(S5(Cn)) = ρ(15)n ⊕ ρ(13,2)n ⊕ ρ(12,3)n ⊕ ρ(11,4)n ⊕ ρ(11,2,2)n ⊕ ρ(10,5)n ⊕ ρ(10,4,1)n
⊕ ρ(9,6)n ⊕ ρ(9,4,2)n ⊕ ρ(8,6,1)n ⊕ ρ(8,5,2)n ⊕ ρ(7,4,4)n ⊕ ρ(6,6,3)n .
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Example 6.10 (Highest weight vectors in Λ3(S5(Cn))). The following table lists all the
elements f of Bsgn with Gr(f) = 5.
f Gr(f) wt(f)
α41γ1 4(1) + 1 = 5 4(3) + (1, 1, 1) = (13, 1, 1)
α31γ2 3 + 2 = 5 3(3) + (3, 3) = (12, 3)
α21γ
3
1 2(1) + 3(1) = 5 2(3) + 3(1, 1, 1) = (9, 3, 3)
α21α2γ1 2(1) + 2 + 1 = 5 2(3) + (4, 2) + (1, 1, 1) = (11, 3, 1)
α1α2γ2 1 + 2 + 2 = 5 (3) + (4, 2) + (3, 3) = (10, 5)
α1γ
2
1γ2 1 + 2(1) + 2 = 5 (3) + 2(1, 1, 1) + (3, 3) = (8, 5, 2)
α1α3γ1 1 + 3 + 1 = 5 (3) + (6, 3) + (1, 1, 1) = (10, 4, 1)
α22γ1 2(2) + 1 = 5 2(4, 2) + (1, 1, 1) = (9, 5, 1)
α2γ
3
1 2 + 3(1) = 5 (4, 2) + 3(1, 1, 1) = (7, 5, 3)
α3γ2 3 + 2 = 5 (6, 3) + (3, 3) = (9, 6)
γ51 5(1) = 5 5(1, 1, 1) = (5, 5, 5)
γ1γ
2
1 1 + 2(2) = 5 (1, 1, 1) + 2(3, 3) = (7, 7, 1)
Thus, Λ3(S5(Cn)) has the following decomposition:
Λ3(S5(Cn)) = ρ(13,1,1)n ⊕ ρ(12,3)n ⊕ ρ(11,3,1)n ⊕ ρ(10,5)n ⊕ ρ(10,4,1)n ⊕ ρ(9,6)n
⊕ ρ(9,5,1)n ⊕ ρ(9,3,3)n ⊕ ρ(8,5,2)n ⊕ ρ(7,7,1)n ⊕ ρ(7,5,3)n ⊕ ρ(5,5,5)n .
Example 6.11 (Highest weight vectors in S3(S6(Cn))). The following table lists all the
elements f of Binv with Gr(f) = 6.
f Gr(f) wt(f)
α61 6(1) = 6 6(3) = (18)
α41α2 4(1) + 2 = 6 4(3) + (4, 2) = (16, 2)
α21α
2
2 2(1) + 2(2) = 6 2(3) + 2(4, 2) = (14, 4)
α31α3 3(1) + 3 = 6 3(3) + (6, 3) = (15, 3)
α41γ
2
1 4(1) + 2 = 6 4(3) + (2, 2, 2) = (14, 2, 2)
α21(γ
2
1)
2 2(1) + 2(2) = 6 2(3) + 2(2, 2, 2) = (10, 4, 4)
α31(γ1γ2) 3(1) + 3 = 6 3(3) + (4, 4, 1) = (13, 4, 1)
α21γ
2
2 2(1) + 4 = 6 2(3) + (6, 6) = (12, 6)
α21α2γ
2
1 2(1) + 2 + 2 = 6 2(3) + (4, 2) + (2, 2, 2) = (12, 4, 2)
α1α2α3 1 + 2 + 3 = 6 (3) + (4, 2) + (6, 3) = (13, 5)
α1α2(γ1γ2) 1 + 2 + 3 = 6 (3) + (4, 2) + (4, 4, 1) = (11, 6, 1)
α1α3γ
2
1 1 + 3 + 2 = 6 (3) + (6, 3) + (2, 2, 2) = (11, 5, 2)
α1γ
2
1(γ1γ2) 1 + 2 + 3 = 6 (3) + (2, 2, 2) + (4, 4, 1) = (9, 6, 3)
α32 3(2) = 6 3(4, 2) = (12, 6)
α22γ
2
1 2(2) + 2 = 6 2(4, 2) + (2, 2, 2) = (10, 6, 2)
α2(γ
2
1)
2 2 + 2(2) = 6 (4, 2) + 2(2, 2, 2) = (8, 6, 4)
α2γ
2
2 2(1) + 4 = 6 (4, 2) + (6, 6) = (10, 8)
α3(γ1γ2) 3 + 3 = 6 (6, 3) + (4, 4, 1) = (10, 7, 1)
(γ21)
3 3(2) = 6 3(2, 2, 2) = (6, 6, 6)
γ21γ
2
2 2 + 4 = 6 (2, 2, 2) + (6, 6) = (8, 8, 2)
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Thus, S3(S6(Cn)) has the following decomposition:
S3(S6(Cn)) = ρ(18)n ⊕ ρ(16,2)n ⊕ ρ(15,3)n ⊕ ρ(14,4)n ⊕ ρ(14,2,2)n ⊕ ρ(13,5)n ⊕ ρ(13,4,1)n
⊕ 2ρ(12,6)n ⊕ ρ(12,4,2)n ⊕ ρ(11,6,1)n ⊕ ρ(11,5,2)n ⊕ ρ(10,8)n ⊕ ρ(10,7,1)n
⊕ ρ(10,6,2)n ⊕ ρ(10,4,4)n ⊕ ρ(9,6,3)n ⊕ ρ(8,8,2)n ⊕ ρ(8,6,4)n ⊕ ρ(6,6,6)n .
Example 6.12 (Highest weight vectors in Λ3(S6(Cn))). The following table lists all the
elements f of Bsgn with Gr(f) = 6.
f Gr(f) wt(f)
α51γ1 5 + 1 = 6 5(3) + (1, 1, 1) = (16, 1, 1)
α31α2γ1 3 + 2 + 1 = 6 3(3) + (4, 2) + (1, 1, 1) = (14, 3, 1)
α21α3γ1 2 + 3 + 1 = 6 2(3) + (6, 3) + (1, 1, 1) = (13, 4, 1)
α1α
2
2γ1 1 + 2(2) + 1 = 6 (3) + 2(4, 2) + (1, 1, 1) = (12, 5, 1)
α2α3γ1 2 + 3 + 1 = 6 (4, 2) + (6, 3) + (1, 1, 1) = (11, 6, 1)
α1γ1γ
2
2 1 + 1 + 4 = 6 (3) + (1, 1, 1) + (6, 6) = (10, 7, 1)
α31γ
3
1 3 + 3 = 6 3(3) + 3(1, 1, 1) = (12, 3, 3)
α1α2γ
3
1 1 + 2 + 3 = 6 (3) + (4, 2) + 3(1, 1, 1) = (10, 5, 3)
α3γ
3
1 3 + 3 = 6 (6, 3) + 3(1, 1, 1) = (9, 6, 3)
α1γ
5
1 1 + 5 = 6 (3) + 5(1, 1, 1) = (8, 5, 5)
α41γ2 4 + 2 = 6 4(3) + (3, 3) = (15, 3)
α21α2γ2 2 + 2 + 2 = 6 (6) + (4, 2) + (3, 3) = (13, 5)
α1α3γ2 1 + 3 + 2 = 6 (3) + (6, 3) + (3, 3) = (12, 6)
α22γ2 2 + 2 + 2 = 6 2(4, 2) + (3, 3) = (11, 7)
α21γ
2
1γ2 2 + 2 + 2 = 6 2(3) + 2(1, 1, 1) + (3, 3) = (11, 5, 2)
α2γ
2
1γ2 2 + 2 + 2 = 6 (4, 2) + 2(1, 1, 1) + (3, 3) = (9, 7, 2)
γ41γ2 4 + 2 = 6 4(1, 1, 1) + (3, 3) = (7, 7, 4)
γ32 3(2) = 6 3(3, 3) = (9, 9)
Thus, Λ3(S6(Cn)) has the following decomposition:
Λ3(S6(Cn)) = ρ(16,1,1)n ⊕ ρ(15,3)n ⊕ ρ(14,3,1)n ⊕ ρ(13,5)n ⊕ ρ(13,4,1)n
⊕ ρ(12,6)n ⊕ ρ(12,5,1)n ⊕ ρ(12,3,3)n ⊕ ρ(11,7)n ⊕ ρ(11,6,1)n ⊕ ρ(11,5,2)n
⊕ ρ(10,7,1)n ⊕ ρ(10,5,3)n ⊕ ρ(9,9)n ⊕ ρ(9,7,2)n ⊕ ρ(9,6,3)n ⊕ ρ(8,5,5)n ⊕ ρ(7,7,4)n .
Remark 6.13. For a Young diagram D = (λ1, λ2, λ3) with |D| = 3m, the multiplicity
of ρDn in S3(Sm(Cn)) is equal to the number of tuples (a, b, d, e, c, f) ∈ Z4≥0 × {0, 1}2
satisfying
wt(αa1α
b
2α
c
3γ
2d+f
1 γ
2e+f
2 ) = D,
which is equivalent to the equations
3a+ 4b+ 6c+ 2d+ 6e+ 4f = λ1,
2b+ 3c+ 2d+ 6e+ 4f = λ2,
2d+ f = λ3.
(6.1)
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The solutions of (6.1) lying in Z4≥0 × {0, 1}2 are explicitly given by
a = λ1 − 2k, b = 3k − λ1 − 2λ2 + 3
⌊
λ2
2
⌋
, d =
⌊
λ3
2
⌋
,
e =
λ1 + λ2 − 2λ3
3
− k +
⌊
λ3
2
⌋
, c = λ2 mod 2, f = λ3 mod 2
for k ∈ Z whenever a, b, e ≥ 0, where bxc is the largest integer not exceeding x. Hence
we have
dim HomGLn(ρ
D
n , S
3(Sm(Cn)))
= #
{
k ∈ Z : λ1 + 2λ2
3
−
⌊
λ2
2
⌋
≤ k ≤ min
{⌊
λ1
2
⌋
,
λ1 + λ2 − 2λ3
3
+
⌊
λ3
2
⌋}}
=
⌊
min{λ1 − λ2, λ2 − λ3}
6
+
2λ1 + λ2
6
⌋
+
⌊
λ2
2
⌋
+
⌊
−λ1 + 2λ2
3
⌋
+ 1.
Similarly, we also have
dim HomGLn(ρ
D
n ,Λ
3(Sm(Cn)))
=
⌊
min{λ1 − λ2, λ2 − λ3}
6
+
2λ1 + λ2
6
+
1
2
⌋
+
⌊
λ2 + 1
2
⌋
+
⌊
−λ1 + 2λ2
3
⌋
.
We note that both of these multiplicities are of the form⌊
min{λ1 − λ2, λ2 − λ3}
6
⌋
+ ε, ε ∈ {−1, 0, 1}.
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