In this paper, we mainly study the boundedness of unimodular Fourier multipliers with a time parameter e itp(ξ ) on the modulation spaces where p(ξ ) is a differentiable real-valued function, namely we estimate e itp(ξ ) under the multiplier norm, denoted by M s,p . The sharpness of s and the regularity lost are also discussed when the multiplier acts on functions in modulation spaces. Meanwhile the lower bound of the multiplier is shown. Finally, we present a discussion of the relationship between the main result and well-posedness results for nonlinear PDEs already existing in the literature. MSC: Primary 42B15; 42B35; secondary 42C15
Introduction
The modulation spaces have been well known as the 'right' spaces in time-frequency analysis. Refer to [-] . Recently Hardy type modulation spaces have been proposed in [] . In this paper, we discuss these spaces in a brief manner, and then study the Fourier multipliers on them.
Modulation spaces
In this subsection we will introduce modulation spaces and Wiener spaces briefly. We adopt the definitions and notation in [] mainly.
Denote the frequency-uniform decomposition operators
where ψ k (ξ ) = ψ(ξ -k) constitute a so-called unity partition with good properties, and ψ is a bump-like function. ©2014 Song; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. http://www.journalofinequalitiesandapplications.com/content/2014/1/43 Definition . Given ψ ∈ S as in the modulation spaces, a function Banach space X and a sequence Banach space Y , the space W (X, Y ) consists of all distributions u ∈ S (u ∈ X loc precisely) for which u W (X,Y ) := ψ k u X Y < ∞.
Another class of spaces mentioned in the paper is
where X is L p or any other known space for which F f , f ∈ X, makes sense. 
where H p is the Hardy space.
Fourier multipliers on modulation spaces
In this section, we review the previous work about Fourier multipliers on modulation spaces. Then we introduce the main contribution of the present paper. The Fourier multipliers m(ξ ) as an operator are defined in [, -] with
where π is unessential and the Fourier transform is normalised to bê 
The Fourier multipliers discussed in this paper generally do not preserve most of the Lebesgue spaces or even the Besov spaces (see [, ] 
However, when α > , the multiplier loses a regularity γ = (α -)n| 
The purpose of the paper is to study the unimodular multipliers with a time parameter m(ξ , t) = e itp(ξ ) and to estimate
, where p(ξ ) is a real-valued function satisfying the Mihilin type condition
where α is extended to (, +∞) and
where s represents the regularity that the multiplier gains (or loses when s < ). The main result of this paper can be stated in the following form. It indeed contains most results of the previous work.
Theorem . If the real-valued function p(ξ ) mentioned above satisfies
.)
It will be restated in Theorem . in more precise form. In Theorem . we estimate the lower bound that the η can reach. Furthermore, we will discuss the sharpness of s in Section ., namely the maximum value for s is ( -α)n|
Simply stated, we will do three things mainly in the paper: M s,p . Feature (i) is the main contribution of the paper. We obtain the smallest value of η among the related research. As far as this author knows, (iii) is seldom discussed in the previous http://www.journalofinequalitiesandapplications.com/content/2014/1/43 works. Meanwhile, we propose a generic process that is different from previous papers, and which allows us to handle the estimate of the unimodular multipliers (to be compared with [, ]).
Notations and organisation
Throughout this paper, A(x) B(x) means that there exists a positive constant C such that A(x) ≤ CB(x) for all x in an abstract space where A, B are two non-negative functions in the space, while A(x) ∼ B(x) is used to denote A(x) B(x) A(x). x  means that x ≥  is less than a small number. k∈Z n (sup k∈Z n ) will be simply written as
if n is arbitrary and kept uniform. Notice that p ≥  throughout this paper. Finally, we define
is regarded as a vector.Ḣ s,p denotes the homogeneous Sobolev space, andḢ
This paper is organised as follows. In Section , we mainly discuss the representation of the Fourier multipliers on the modulation spaces. In Section , we refine the bound of the part near  of the multipliers as the main contribution of the paper. In Section , we study the boundedness of the unimodular Fourier multipliers by oscillatory integral theory (Lemma .). We also give the sharpness argument as regards the regularity lost by the multipliers and prove the lower bound. The result in the previous section is applied to the local well-posedness of the dispersive equations in Section .
Representation of Fourier multipliers
In this section, we will discuss the representation of Fourier multipliers that is the fundamental step for the estimate and shown in () and (). Several well-known lemmata are listed as follows which will be used in the sequel.
By checking the proof Proposition . in [], for any t >  we have
where L > n r ,  ≤ r ≤  is an integer. From the Sobolev embedding theorem,
where
. By (), it follows a generalised version of Bernstein's theorem that will be used in Remark .. http://www.journalofinequalitiesandapplications.com/content/2014/1/43
Now we assume that the multiplier m is bounded from M
has finitely many elements and
and from Nikol'skij-Triebel's inequality,
Then we have
where ξ ∈ . Replacing f with F - (ψ k F f ), we have
which implies a representation of the multipliers on the modulation spaces,
By this fact, we only need to study M(M p  ,q , M s p  ,q ), but in this paper we are only interested in the following class of multipliers. 
One has to apply () in extending the results to Hardy type spaces.
Our proof is based on the previous work, especially [, , ]. By Lemma ., Lemma . and the interpolation theory, we have It is easy to see that
which is a polynomial about t multiplied by e itp(ξ ) with functional coefficients; then
where φ, φ β  ···β m ∈ S. Equation () yields
where φ ∈ S. Equations () and () will be applied in estimating the multipliers. With the assumption
This implies the basic thought of the paper (see Lemma . and Remark .). http://www.journalofinequalitiesandapplications.com/content/2014/1/43
Near the origin
We shall show the estimates of ψ k m F L  by distinguishing between the cases when k near the origin and k near infinity. In this section, we focus on the former. The following lemma generalises Lemma  in [] as the main contribution of the paper. It shows a more precise upper bound.
L is assumed to be large, but we will see that L can be chosen as small as [
Proof As in [], from () we get
Consider the following two cases.
when n is odd. With Lemma . and (), it follows that We have
Unlike [], we go back to the second step of (). For anyt >  we have To make it finite, we have to find  < r  ≤  and an integer L >
For the leading term, we have
As above, we have to find  < r  ≤  and L > n r  so that
Equations () and () are equivalent to ) at least whenever n is odd or even. This implies the following result:
As a result, As is illustrated by Figure  , in domain I, () is reduced to (), while in domain II, it is reduced to
which implies ] + )) is the optimal one. Now () can be modified as
which is determined by the coordinates of point A.
Remark . If we taket = t β where
Remark . We introduce another approach which is easier but less accurate. Applying Lemma ., we have 
Obviously there exists such r and a real number η := n r
We still have η =  when α >  -{ n  } as ().
Remark . The inequality () is the key to the proof. Actually, given any multiplier 
Near infinity
In this section we come to the infinite case with oscillatory integrals. The sharpness and the lower bound will be discussed in the second subsection.
Oscillatory integrals
By Lemma  in [] (also see []), we have
Thus we can state the classical result here that
This technique makes a linear alteration of the phase without affecting the norm. More generally,
where 
Equations () and () imply that for large k and α >  
Proof It is true when  < α ≤  obviously (consider () at infinity), while with () it holds in the case  < α ≤ .
Now it is sufficient to consider the case α > , for Theorem .. Denote
where (ξ , x, t, k) = tp(ξ + k) + x · ξ and the implicative constant is unessential. Then
We need the following lemma, which is due to Littman [, ] but has been refined. 
One also can get it with oscillatory integrals [] considering the two cases |x| ∼ |∇p| and |x| |∇p| separatively. Strictly speaking, it should be ensured that det Hp ∇p for the inequality holds, and it indeed does in this context.
With the classical argument of oscillatory integrals (see [] ) and replacing p with tq k in Lemma ., we have for |k| ≥ 
where p satisfies, additionally to the assumptions of Lemma ., |D  p(ξ )| ∼ |ξ | α- , and the Hessian matrix Hp is nonsingular on R n \ {}. The last assumption yields
We have the following. 
Sharpness and lower bound
The multiplier will lose a regularity s = ( -α)n| 
where m is any Fourier multiplier whose inverse is m - (ξ , t) = m(ξ , t).
With the interpolation theorems, we have On the other hand,
for Lemma .. We obtain 
