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Abstract 
In the present paper, based on a recently developed generalised mixed interpolation formula, which integrates exactly 
any linear combination of polynomials up to (n -  2) degree and two other functions Ul(kx) and U2(kx), representing 
two linearly independent solutions of a general second-order linear differential equation, of the form y"(x)+ kq(kx)y'(x) 
+k2p(kx)y(x) = 0, where k is a free parameter various quadrature rules have been derived. The formulae that we have 
derived can be called the generalised modified Newton-Cotes formulae (GMNCF) of the "closed" type. They are obtained 
by replacing the integrand by an interpolation function of the form aUl( /Cx)+ bUz(kx)+ x-.,.-2 i Li=o cix, used for equally 
spaced nodes xj =jh. The truncation errors involved in the present quadrature formulae are also examined. Several 
numerical examples are handled by the generalised modified rules and the utility of the error formulae is also tested in 
these examples. 
Keywords: Generalised mixed interpolation formula; Newton-Cotes formula; Numerical quadrature 
AMS classification." 65D32 
1. Introduction 
In recent years, (see [3, 2, 4]) there has been considerable effort devoted to the study of the mixed 
interpolation formula, consisting of approximating a given function f(x) by a function fn(X) of the 
form 
n-2  
f.(x) = a cos(kx) + b sin(kx) + ~-~cix i. (1.1) 
i=0 
Recently (see [2]) the idea of mixed interpolation has been generalised, where an attempt has been 
made to bring out the underlying structure in the mixed interpolation formula (1.1) in a more 
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general way [2] with the aid of two functions Ul(kX) and U2(kx) (with k as a free parameter), which 
are two linearly independent solutions of any second-order linear ordinary differential equation (ODE) 
of the form 
y"(x) q- kq(kx) J (x)  q- k2p(kx)y(x) = 0, (1.2) 
where p(kx) and q(kx) are sufficiently differentiable functions. It is rather straightforward (see [3, 
2]) that the mixed interpolation function )Cn(X ) of the form 
n--2 
j~n(x) ---- a Ul(kx) + b U2(kx) + Zci xi, (1.3) 
i=0 
can be determined uniquely, if the values of k are different from the zeros of the function/3n(0), 
by using the relations 
j ' ,(xj) = f(x i ) ,  j = O, 1,... ,n, 
where 0 = kh and £)n(O) is as defined by 
£),(0) = W"oU2(nO) W~ -1 Ua(n - 10) - W~o-lU2(n - 10) W~ Ul(nO). (1.4) 
This restriction on the values of k comes out naturally while trying to solve the set of linear equations 
for the determination of the coefficients a, b and ci. 
In this paper, quadrature rules (GMNCF) are derived, based on the above generalised mixed 
interpolation formula (1.3), which integrates exactly a linear combination of polynomials up to a 
certain degree, and two other functions Ul(kx) and U2(kx). The GMNCF of the closed type, are 
derived by replacing the integrand f (x )  in fo f (x )dx ,  by the mixed interpolation function, as given 
by the relation (1.3), based on the equally spaced nodes chosen as x 1 = jh, j E O, 1,... ,n, nh = c. 
In Section 2, the derivation of the various quadrature rules are presented. In Section 3, the total 
truncation errors in the GMNCF, of the closed type, have been examined. Section 4 deals with some 
specific numerical examples, along with the explanations for the choice of the parameter k in each 
example, utilizing the error terms. Tables 1-8, reflect the utility of the generalised modified rules. 
Section 5 contains a detailed study based on the choice of k. This section also contains a numerical 
experiment based on the proposed conjecture (Tables 9-11 ). 
Table 1 
For Example 1 with n = 2 
Functional counts N Classical Simpson's rule Modified Simpson's rule Generalised modified Simpson's rule 
81 40 2.4.10 - l  1.8.10 -2 9.8-10 -3 
101 50 7.8.10 -2 6.9.10 -3 5.5.10 -3 
121 60 3.4.10 -2 2.0.10 -3 1.4-10 -3 
201 100 3.8-10 -3 9.6.10 -5 9.0.10 -5 
301 150 7.1.10 -4 9.9.10 -5 3.6.10 -5 
421 210 1.8.10 -4 2.6.10 -6 7.9.10 -7 
501 250 8.9.10 -5 3.7.10 -7 2.1.10 -7 
561 280 5.7.10 -5 1.7.10 -8 1.0.10 -8 
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Table 2 
For Example 1 with n = 4 
241 
Functional counts N Classical Boole 's  rule Modif ied Boole 's  rule General ised modif ied Boole 's  rule 
81 20 - 4.7.10 -2 1.2.10 -4 
101 25 3.2.10 -1 1.7.10 -2 1.6-10 -2 
121 30 5.2.10 -2 2.3-10 -3 2.1.10 -3 
201 50 1.2.10 -3 8.2.10 -5 8.2.10 -5 
301 75 8.7.10 -5 1.7.10 -6 8.9.10 -7 
421 105 1.1.10 -5 1.4.10 -7 8.7-10 -6 
501 125 3.7.10 -6 1.2.10 -7 1.0.10 -8 
581 145 1.5.10 -6 1.3.10 -8 4.5.10 -1° 
Table 3 
For Example 2 with n = 2 
Functional counts N Classical S impson's  rule Modif ied S impson 's  rule General ised modif ied S impson 's  rule 
41 20 - 9.5.10 -2 4.3.10 -2 
61 30 8.2.10 -1 2.0.10 -3 8.1.10 -4 
81 40 2.2-10 - l  8.7.10 -4 8.5.10 -4 
101 50 8.6.10 -2 5.1.10 -4 4.0.10 -4 
121 60 4.0.10 -2 4.4.10 -5 2.2.10 -5 
181 90 7.6.10 -3 4.7-10 -6 3.5-10 -6 
301 150 9.6.10 -4 2.8.10 -7 2.0.10 -7 
381 190 3.7.10 -4 7.3.10 -4 7.1.10 -8 
Table 4 
For Example 2 with n = 4 
Functional counts N Classical Boole 's  rule Modif ied Boole 's  rule General ised modif ied Boole 's  rule 
41 10 - 2.4-10 -1 1.0.10 -1 
61 15 - 1.6.10 - l  1.4-10 -1 
81 20 2.4.10 -1 2.3.10 -3 1.2.10 -3 
101 25 4.2-10 -2 7.8.10 -4 5.3-10 -4 
121 30 1.2-10 -2 2.1.10 -5 2.1-10 -5 
181 45 8.6.10 -4 1.0.10 -5 6.3.10 -6 
301 75 3.6.10 -5 1.1.10 -7 8.6.10 -8 
461 115 2.7.10 -6 4.1.10 -8 2.9.10 -9 
2. Generalised modified Newton-Cotes formulae 
I n  th i s  sec t ion ,  we  have  es tab l i shed  a fami ly  o f  c losed  in tegrat ion  fo rmulae  wh ich  are  the  genera l -  
i sa t ions  o f  the  recent ly  deve loped  mod i f ied  Newton-Cotes  fo rmulae  [9] .  Wi thout  loss  o f  genera l i ty ,  
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Table 5 
For Example 3 with n = 2, k = 1 
Functional counts N Classical Simpson's rule Modified Simpson's rule Generalised modified Simpson's rule 
21 I0 7.6.10 -3 7.5.10 -3 2.8.10 -3 
41 20 4.8.10 -4 4.7.10 -4 1.8-10 -4 
61 30 9.5.10 -5 9.3.10 -5 3.5.10 -5 
81 40 3.0.10 -5 2.9.10 -5 1.1.10 -5 
101 50 1.2.10 -5 1.2.10 -5 4.5.10 -6 
121 60 5.9.10 -6 5.8.10 -6 2.2.10 -6 
141 70 3.2-10 -6 3.1.10 -6 1.2-10 -6 
161 80 1.9.10 -6 1.8.10 -6 6.9.10 -7 
181 90 1.2.10 -6 1.2-10 -6 4.3.10 -7 
201 100 7.7.10 -7 7.6.10 -7 2.8.10 -7 
Table 6 
For Example 3 with n = 4, k = 1 
Functional counts N Classical Boole's rule Modified Boole's rule Generalised modified Boole's rule 
21 5 1.0.10 -4 2.1.10 -4 4.1.10 -5 
41 10 1.4.10 -6 3.2.10 -6 6.0-10 -7 
61 15 1.2.10 -7 2.8.10 -7 5.1.10 -8 
81 20 2.1-10 -8 5.0.10 -8 9.1-10 -9 
101 25 5.6.10 -9 1.3-10 -8 2.4.10 -9 
121 30 1.8.10 -9 4.4.10 -9 8.0.10 - l °  
141 35 7.4.10 -1° 1.7-10 -9 3.2.10 -1° 
161 40 3.3.10 -1° 7.8.10 - l °  1.4.10 -1° 
181 45 1.6.10 - l °  3.8.10 -1° 7.0.10 -11 
201 50 8.7-10 -1° 2.0.10 -1° 3.7.10 -11 
Table 7 
For Example 3 with n = 2, k = calculated 
Functional counts N Classical Simpson's rule Modified Simpson's rule Generalised modified Simpson's rule 
21 10 7.6.10 -3 7.7-10 -3 5.0.10 -4 
41 20 4.8.10 -4 4.8.10 -4 3.2-10 -5 
61 30 9.5.10 -5 9.5.10 -5 6.4.10 -6 
81 40 3.0.10 -5 3.0.10 -5 2.0.10 -6 
101 50 1.2.10 -5 1.2.10 -5 8.3.10 -7 
121 60 5.9.10 -6 5.9.10 -6 4.0.10 -7 
141 70 3.2.10 -6 3.3.10 -6 2.2.10 -7 
161 80 1.9-10 -6 1.9-10 -6 1.2-10 -7 
181 90 1.2.10 -6 1.2.10 -6 7.9.10 -8 
201 100 7.7.10 -7 7.7-10 -7 5.2-10 -8 
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Table 8 
For Example 3 with n = 4, k = calculated 
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Functional counts N Classical Boole's rule Modified Boole's rule Generalised modified Boole's rule 
21 5 1.0.10 -4 9.4.10 -3 6.0-10 -5 
41 10 1.4-10 -6 1.4.10 -4 9.8.10 -7 
61 15 1.2.10 -7 1.2-10 -5 8.7.10 -8 
81 20 2.1-10 -8 2.2.10 -6 1.5.10 -8 
101 25 5.6.10 -9 5.7.10 -7 4.0-10 -9 
121 30 1.8.10 -9 1.9.10 -7 1.3.10 -9 
141 35 7.4.10 -1° 7.5.10 -8 5.4.10 -1° 
161 40 3.3.10 -1° 3.4.10 -8 2.4-10 - l °  
181 45 1.6.10 - l °  1.6.10 -8 1.2.10 -1° 
201 50 8.7.10 -11 8.9-10 -9 6.4-10 -11 
Table 9 
Interval k values Error structure in GMSR 
[0, 2rr/250] -23.3846 - 14.6111 i 2.25.10 -8 
-23.3846 + 14.6111 i 2.25-10 -8 
16.25698 1.68 • 10 -9 
[87r/250, 10~t/250] - 15.22466 3.22-10 -9 
-24.0065 - 12.4366 i 7.91.10 -8 
-24.0065 + 12.4366 i 7.91.10 -8 
[106~/250, 1087t/250] -7.98066 5.51.10 -9 
1.7819 - 5.0266 i 1.12-10 -5 
1.7819 ÷ 5.0266 i 1.12.10 -5 
[4967r/250, 4987r/250] - 1.9851 - 3.3424 i 1.33.10 -9 
-1.9851 - 3.3424 i 1.33.10 -9 
3.80719 4.74,10 -9 
Table 10 
Interval k values Error structure in GMBR 
[0, 2n/125] -73.44271 1.99.10 -6 
-31.4014 - 34.5103 i 4.93.10 -7 
-31.4013 + 34.5103 i 4.93.10 -7 
-5.5341 - 15.8626 i 1.59-10 -8 
-5.5341 + 15.8626 i 1.59.10 -8 
17.68468 2.87.10 -8 
[248rt/125,2507r/125] -2 .0112 - 3.3875 i 3.09.10 -9 
-2 .0112 + 3.3875 i 3.09.10 -9 
-0.36106 1.09.10 -3 
-0.0591 - 0.1743 i 3.00.10 -2 
-0.0591 + 0.1743 i 3.00.10 -2 
3.85841 2.65.10 -9 
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Table 11 
For k = 1 (GMBR), k = 5 (GMSR) 
No. of subdivisions Exact error Conjectured error in GMSR 
200 4.56.10 -5 7.29.10-3 
250 1.89.10 -5 3.00.10 -2 
300 9.21.10 -6 1.45.10 -2 
No. of subdivisions Exact error Conjectured error in GMBR 
100 1.43.10 -5 3.83.10 -2 
125 3.67.10-6 9.66.10-3 
150 1.21.10 -6 3.16.10 -3 
we concentrate on the interval [0, c], for some c > 0. 
The first step consists of  replacing the integrand f (x )  by the generalised mixed interpolation 
function )7,(x), as given by (1.3). That is, 
/0 /0 2 f (x )dx  = fCn(x)dx + E , ( f ,x )dx ,  (2.1) 
with En( f ,x )  representing the error in the interpolation formula for f (x ) .  
As usual, the interval [0, c] is subdivided into n subintervals of  equal length h = c/n, with the 
nodal points: x0 = 0, Xl = h . . . .  ,xj = jh , . . .  ,x~ = nh = c. 
The function j~,(x), satisfying the conditions 
fCn(xj) = f ( jh ) ,  j = O, 1 , . . . ,n  
can be expressed in the form [2, 3]: 
jTn(x) = ~ (s )v ;  f (ph) -k2qbn(x)Vnh - 
p=O P 
with 
and 
~ f (n  - lh) 
dfin(x) (V~+IU2( n + 10) n--1 Ul(n 10) -k2 ~n+l( x ) 3n -~ l  (0) V0 -- 
-- v~+lVl(n + 10) V; -1 V2(rl-- 10))] V~hf(nh), 
v~U(x)  = vm- I [U(x ) - -  U(x- -  u)], m = 1,2 . . . .  
v° .V(x )  = U(x) ,  
s = x/h, 
(2.2) 
(2.3) 
(2.4) 
and 
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1 [ (~(p)  V~U~(pO)-UI(kx)) v~U2(nO) 
~t~n(X) -- k2On(O) L \p=O 
-- (~--~(P)V~U2(pO)-U2(lcx))Vn°UI(nO)] 
along with the symbol 
(p )  = s (s -1 ) ' " ( s -  p+ l) 
p! 
Also, the error term associated with the interpolation function f ,(x) can be written as 
E,(f,x) = hn-'~gn(x)Lnf(~), for some~ E (O, nh), 
for a chosen k (see [2, 4]), where L n is given by 
with 
) \ Un+l(kx)dx 2 U,+t(kx)-~ + k2 dx ~-1' 
Un( ]Oc ) = u(2n)( kx )U~n-1)( ]oc ) _ u~n)( kx )U(2n-1)( kx )" 
The relation in (2.6) can be proved along the lines similar to the ones available in [4]. 
Now, using the expression as given in (2.3), we get 
where 
fo nh fn(x)dx = ~f (ph)  fo nh (p )dX-k  2 Vnh-1 f (n - - lh )  fonh~n(x)dx 
p=0 
-k2 V~ f(nh) 4)~+~(x)dx = ~)~(x)dx 
Dn+l(O) 
~1,1 D n (0) = vo--n+lu2(n + 10) ~on-' Ul(n - 10) - V~+1UI (n  + 10)V~-' Uz(n - 10). 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
It is clear that the above quadrature formula consists of the classical Newton-Cotes's formula and 
two other correction terms, involving the functions ~n(X) and q~n÷l(X). Because of the generality in 
the choice of the functions Ul(kX) and U2(kx), some of the results observed in [9] cannot be derived 
in a closed form from the relation given in (2.9). However, the expression i  (2.9) can be simplified 
to a form (as described below) which is more suitable for numerical computations. 
(2.1o) 
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The following results give the quadrature rules for n = 2, 3,4, which, in the particular case of 
Ul(kx) = cos(kx) and U2(~)= sin(kx), reduce to the results obtained in [9]. 
2.1. Generalised modified Simpson's ½rd rule (GMSR) 
For n = 2, we obtain from relation (2.9) 
2h 2h 2 r - /  
f(x)dx ,,~ fo JC"(x)dx : 2h Z C(Pa)f(Ph) [t2h ~ C(p2)UffpO) 
p:O /)3(0) p:O 
(2  ) ] 
- -  (~rl(20)) V 3 Uff30) - 2h y~ C(p2)U2(pO)- 02(20) V~ Ul(30) 
p=O 
1 [ (2  ) 
vhf (Zh)D2 (0) Vhf(h) I 2h 
+ D2(O) /33(0) D2(O) / ~ c(yu~(pO) - 01(20) 
x V~oU2(20) - 2h Z C~C~(P °) - 02(2O) V~ t:l(20) . 
p=0 
where C! m~ denotes the usual Newton-Cotes coefficients as given by the relation v j  
m j! (m-j)! (s~-j- ~ ds , j = 0,1 .... ,m 
and (£i(nO), for i = 1,2, is defined by 
L 
nh 
(Ji(nO) = Ui(kx)dx, i=  1,2. 
(2.11) 
(2.12) 
(2.13) 
2.2. Generalised modified Simpson's ~th rule 
For n = 3, we obtain from relation (2.9) 
3h 3h 3 I - /  
L f(x)dx ~, L f.(x)dx = 3h ~ C(p3)S(ph) [t3h ~ C(p3)Ul(pO) 
p=o /34(0) p=o 
(3  ) ] 
- 0~(30)) V~ U2(40)- 3h~C(p3)Uz(pO)-  02(30) V~ U~(40) 
p=O 
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(v3f(3h)f)~'(O) 
+ \ 03(0) D4(0 ) 
(3 ) 1 x v~U2(30)- 3h~_C(p3)U2(pO)- 02(30) V 3 U1(30) 
p=0 
with all the symbols defined as before. 
(2.14) 
2.3. Generalised modified Boole's rule (GMBR) 
For n = 4, we obtain from relation (2.9) 
4h 4h 4 I{ 4 
fo f(x)dx~ fo fn(x)dx=4hZC(p4)f(Ph) v4f(4h) [~4hZC(p4)UI(pO) 
p=o /35(0) p=o 
(4 ) 1 - 01(40)) V~ U2(50)- 4h~C(p4/Uz(p0)- 02(40  V~ U1(50) 
p=0 
÷ \~v~f(4h)f)~'l(O)D4(O) D5(0) v~_f(3h)~D4(0) / [( 4h~C(p4)Ul(pO)-O1(40)p=o 
Q 4 ) ] 
x v4U2(40)- 4h ~ C(p4)U2(pO)- 02(40) V 4 U1(40) (2.15) 
p=0 
with the usual meaning of symbols. 
Some examples are taken up for numerical experiments with the above rules and these results are 
tabulated (see Tables 1-8). We would like to mention here, that in a similar way the GMNCF of 
the open type, can also be derived [9]. 
3. The error estimate 
In this section, we have analysed the truncation error in the (n + 1 )-points GMNCF derived above 
and conjectured a closed form for the error, like what has been done in [9]. Starting with the 
truncation error involved in the generalised modified interpolation as given by relation (2.6), we 
observe that the error involved in the (n + 1)-points GMNCF is given by 
fOnh fOnh E Q "-- = ~n(X)Lnf(~)dx, ¢ E (O, nh). (3.1) c~cv E,(f ,x) h n-I 
In the simplest case of the (n + 1)-points Newton-Cotes quadrature rule based on the polynomial 
interpolation, we have the error to be 
Q h.+2 f "  s(s - 1 ) . . .  (s - E~cv := Jo (--n+ ]~ n)f("+l)(~)ds' (3.2) 
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which can be simplified to the form 
Q ['ns(s-- 1) . . . (s - -n)  
E~CF := hn+2 f(n+l)(rl) Jo (n--~---l~.. 
and 
ds, r/E (0,n) for n odd, (3.3) 
f0 n EQcF := hn+3f(n+2)(rl) (s - ½n) s(s - 1)-. .  (s - n) (-n+-l)! ds, r/E (0,n) for n even. (3.4) 
The derivation of formulae (3.3) and (3.4) is quite straightforward and are available in [5] as well 
as in [8]. Also see [6]. 
It appears from the form (3.3) that as though the mean value theorem of the integral calculus 
(MVTIC) is applicable to formula (3.2), at least when n is odd, and this aspect of the applicability 
of the MVTIC is conjectured here in the present case of GMNCF, as has also been done in [9]. We 
thus propose as a conjecture that the form of the error, as given by the right-hand side of relation 
(3.1), can be replaced by the expressions 
and 
fO nh hn-lL~f(rl) ~n(X) dx ~1 E (0,nh) for n odd, (3.5) 
h n- 1 d ~nh 
dr//~nf(r/)~,u (X-- lnh)~n(x)dx ~ E (O, nh) forn  even. (3.6) 
n+2 
We note that forms (3.5) and (3.6) actually hold good in the limiting case, if the function q~n(x) 
satisfies the condition 
~im ° ~n(X)= C h 2 (n+lS ) , (3.7) 
where C is a nonzero constant, in which case, the GMNCF reduces to the Newton-Cotes formula. 
We also note that result (3.7) holds good for the choices of the functions Ul(kX) and U2(kx) as 
given by 
) (~ . . . . .  (3m+ 1 U1 (kx) m=0 (3m + 1)! + 1)3" (3.8) 
(3.9) 
and 
U2(kx) "---" 1 m2"5 . . . .  (3m + )3m+l = ) -(-jm73 2)(ax + 1 
m=O 
as well as for the choice 
UI(/~ ) = e a cos(/~), 
and 
U2(kx) = e ~ sin(kx). (3.10) 
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4. Numerical computations and examples 
In this section, we discuss the utility of the error expressions for the computational purposes. Also 
a few examples are studied and the tables presented in this section show the applicability of the 
GMNCF as well as comparison with the MNCF and the classical Newton-Cotes formulae. These 
tables compare the maximum absolute rrors between the present and the earlier methods. 
Firstly, we briefly explain the choice of k, which is a free parameter. If we look back at the 
derivation of the interpolation formula involving the interpolation functions J~n, as given by relation 
(2.3) [2], on which the presently derived GMNCF, as given by formulae (2.11), (2.14) and (2.15) 
depend, we find that there is a possibility for parameter k to have a complex value, as long as the 
quantity/)n(0), as given by the relation (1.4), does not vanish. 
With this as the background behind the choice of k as well as the relation as given by (3.5), for 
odd values of n, a k can be chosen (which is expected to minimise the error) such that the function 
X , (£nf) (x)  (4.1) 
vanishes at some point of the interval of interest. 
Similarly, from the relation as given by (3.6), for even values of n, a k can be chosen such that 
the function 
d[ ] 
X '~  (£nf) (x)  (4.2) 
vanishes at some point of the interval concerned. In the three examples discussed here, this point 
has been chosen to be [9] the middle point of the interval. It has been verified computationally that 
choices of the intermediate point other than the mid-point, do not change the error considerably. 
Also, in order that the condition in (3.7) is met, one can use the functions as given by the series 
in relations (3.8) and (3.9), or the pair of functions as given by (3.10), which satisfy the ODE as 
given by 
y"(x)  - 2ky'(x) + 2kZy(x) = O. 
But it is observed that if we use the functions as given by relations (3.8) and (3.9), the computed 
values of k, obtained as explained above, may be large at times, and therefore, in order to achieve 
accuracy in the values of Ui(kx + 1), more than 10000 terms are required. It is thus clear that the 
above process takes lot of computer time and so we have chosen the following pair of Airy functions 
[1] for our computational purposes: 
Ul(kx) = Ai( -kx - 1), 
U2(kx) = Bi(-kx - 1), (4.3) 
(Tables 1-4) which are inbuilt in the computer systems, under the title 'AIRY FUNCTIONS', and 
which are two linearly independent solutions of the second-order linear ODE: 
y ' (x )  ÷ k2(kx ÷ 1)y(x) = 0. (4.4) 
Infact, it is possible to express the series (3.8) and (3.9) which satisfy the ODE (4.4) as linear 
combinations of the functions A i ( -kx -  1 ) and B i ( -kx -  1 ). We mention at this stage that a special 
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choice of the functions p(kx) = kx + 1 and q(kx) = 0 has been made to simplify the matters 
with the aid of results available for the standard Airy functions. Also the choice of p(kx) = 2 and 
q(kx) = -2  has been made for the computational purposes. 
The operators [n for these functions will reduce to the following: For n = 2, we obtain from 
relation (2.7) 
/2=(  kx+l  d2 (~-~ l)  2dx2 k d ) d 
(kx+l )2dx  +k2 --dx" (4.5) 
For n = 3, we obtain from relation (2.7) 
/~3= ( (kx+l )2  d2 kx+l  d ) d 2 
(k~l )  3+2dx 2 -2k(kx+l )  3+2dx- + k2 dx 2" (4.6) 
For n = 4, we obtain from relation (2.7) 
( (kx+l )3÷2 d2 3k(kx (kx+l )  z d ) d3 
L4 = (lt2E -~- 1 )4 _~_ 4(~ + 1) HX 2 71- 1 )4 _~_ 4(kx + 1 ) ~ + k2 dx 3" (4.7) 
Also, it can be shown that the function ~n(X) , in the limit as k ~ 0, tends to 
U,(0) n + 1 " 
Again, the computation of the numerical values of k via (4.1) and (4.2) is easy when the deriva- 
tives of the function f (x )  of the required orders can be obtained in a closed analytical form. 
Otherwise, as stated in [9], a computational scheme has to be used to approximate these derivatives 
numerically, and it is preferred that calculations involve the given functional values only. 
Lastly, for all practical purposes, we have divided the interval of integration into N subintervals 
of equal length. On each of these subintervals the same quadrature formulae of type (2.9) is applied 
for some fixed n. Also at each step, the lower limit has been carefully relocated. In all the three 
examples, we have fixed n to be 2 or 4. In Examples 1 and 2 that we have considered the choice of 
k varies from subinterval to subinterval and we have worked with the functions Ul(kx) and Uz(kx) 
as given by relations (4.3). In Example 3, the choice of k is rather different and we have worked 
with the choice of functions Ul(kx) and U2(kx) as given by (3.10). For the third example, we have 
given two tables, worked out for different k's, which is explained later. 
4.1. Examples 
In all the three examples, considered below we have used the generalised Simpson's rule (i.e., 
and the generalised Boole's rule (i.e., n=4). The equations and d/dx/ / ,4f)  n=2) 
(x) = 0, with the choice of the functions given by the relation (4.3) reduce to: 
(xf"(x) + 2f '(x))k 3 + f" (x)k 2 + fir(x) = 0 
and 
(4.9) 
((]OC q- 1) 3 + 2)fVi(x) q- k2((kx q- 1) 4 --  2(kx + 1))fir(x) -!- 4k3((kx -I- 1) 3 -}- x)f '"(x) = 0 (4.10) 
A. Chakrabarti. Hamsapriye/Journal of Computational and Applied Mathematics 76(1996) 239-254 251 
respectively. From relations (4.9) and (4.10), it is clear that, for a fixed x, which we have chosen 
to be the mid-point of the interval, in the examples below, we get a polynomial in k of degree 3 
and 6 respectively, and it is obvious that we obtain as many k's as the degree of the polynomial 
equation. 
4.1.1. The choice of k 
In the case of the generalised Simpson's rule, we obtain from relation (4.9) a cubic polynomial 
equation in k, and therefore a real k is assured of. For the examples, we have chosen this real k 
(either positive or negative), the computational purposes. But, in the case of the generalised Boole's 
rule, we obtain from relation (4.10), a sixth-degree polynomial equation in the variable k. In general, 
it is preferred that a positive k only has to be used. But, it is observed that, in some of the numerical 
experiments, a negative k or even a complex k, will also give better results as compared to other 
values of k. Here we only discuss the choice of k that has been made in the worked out examples. 
In the next section we have explained the complications involved in choosing the values for k and 
also how to choose values for k in general, for any given integrand f(x). 
In Examples 1 and 2, for the case n = 4, (i.e., Boole's rule), we have observed the following 
pattern in the occurrences of k: 
(i) 1 positive, 1 negative, 4 complex ; or 
(ii) 2 negative, 4 complex ; or 
(iii) all 6 complex. 
In case (i), we have chosen the positive value of k, without any confusion. In case (ii), we have 
chosen the real, lower negative value of k. If both the negative k's are too large, since it is known 
that the function B i ( -kx -  1) blows up for large negative arguments, we have chosen a complex 
value of k, having positive real part, for the numerical work. In case (iii), we have chosen a complex 
k having a positive real part. Finally, we have taken the real part of the end result. Added to this, 
we have taken much care that, with the above choices of k, the function f)n(O), remains nonzero. 
We now take up the examples. 
Example 1. 
o2rCe x 
(Please see 
e 2 '~-  1 
cos(20 x)dx - - -  - 1.332896896... (4.11) 
401 
Tables 1 and 2). 
Example 2 
0 7re2x 
(Please see 
sin(30 x)dx 15(1 - e 2~) - - 17.7375549399... (4.12) 
452 
Tables 3 and 4). 
Example 3 
fO e4 x e x cos(x) dx = ~-(4 cos(4) + 3 sin(4)) = -133.35548923665-.- (4.13) 
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In Example 3, the choice of k is rather different, from the ones employed in the case of Examples 1 
and 2. Also with the choice of the functions Ui(kx), (i = 1,2), as given by relation (3.10), equations 
dldx (£2 f ) (x ) - -0and d/dx (£4f ) (x ) - -0  give a quadratic equation in k, for a fixed x, which 
reduce to 
and 
F2(x) = f ir(x) - 2kf" ' (x)  + 2kZ f " (x )  = 0 (4.14) 
F4(x) = f~i(x) - 2kF(x )  + 2k2 fi~(x) = 0, (4.15) 
respectively. We have chosen arbitrarily a constant k in the first instance. This constant is fixed to 
be k = 1 (Please see Tables 5 and 6). As a second choice, we have used that constant k which is 
calculated by solving the equations F2(2) = 0 and F4(2) = 0. In this case, we have obtained two 
positive real roots, and we have chosen the maximum k (Please see Tables 7 and 8). In almost all 
the cases, we have obtained an improvement with the use of GMNCF. For the MNCF, the choice 
of k is made according to the strategy (5.2) of [9]. 
In the examples tudied above, we observe that the integrands are oscillatory in nature, and are 
with increasing amplitudes. We have also studied many more examples, (though we have not given 
the numerical details here), with the GMSR and GMBR, wherin the integrands have decreasing 
amplitudes. In all such examples, we have obtained the order of accuracy similar to those observed 
in the tables. We have also worked with the choice of q chosen to be other than the mid-point of 
the interval (such as the one-third point, as well as the two-third point of the interval, etc), for the 
examples handled in this paper. In all such cases, we have not observed any remarkable improvement 
in the results of the tables presented here, showing thereby that the choice of t/ as the mid-point of 
the interval is good enough, as in [9]. 
5. A note on the choice of k 
It is desirable to have a definite strategy for choosing a value of the free parameter k, for the 
computational purposes. But the computational evidences how that no unified approach is possible 
for fixing a k, since the choice of k depends on the nature of the integrand f (x )  and the interval of 
interest. We emphasize that the GMNCF proposed in the present work is only tested for oscillatory 
integrands and we explain below the computational experiences of ours with respect o one of the 
examples tudied in this paper. 
In the case of the GMSR, we see from relation (4.9) that we obtain a cubic polynomial equation 
in k, with real coefficients, for a fixed value of x - which we fix to be the mid-point of each 
subinterval. Normally when a cubic polynomial equation is solved we observe the following pattern 
in the occurances of k. 
(i) either all the roots are real, 
(ii) or one root is real and two are complex conjugates of each other. 
It is rather difficult to decide the value of k giving the minimum error, unless we test the results 
numerically. In Table 9, we have presented the error structure in the GMSR, associated with all the 
possible values of k, in four arbitrarily chosen subintervals out of 250 such subintervals involving 
the function f (x )  = e x cos(20x), for x E [0, 2n]. 
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In the case of GMBR, from relation (4.10), we obtain a sixth-degree polynomial equation in k, 
for a fixed x. Here again we have chosen x to be the mid-point of the subinterval. The nature of 
the roots in this case are possibly as follows: 
(i) all the roots are real; or 
(ii) four roots are real and two roots are complex conjugates; or 
(iii) two roots are real and four roots are complex conjugates; or 
(iv) all the six roots are complex. 
It is again clear that a definite strategy cannot be designed for fixing a value of k. Since we have 
assumed that the conjecture is valid for k ¢ 0, we may choose any one of the roots, arising out 
of Eqs. (4.9) and (4.10). But for accuracy in the numerical results, we have to test all the k that 
are obtained. Table 10 explains this fact in a clear-cut manner. This table gives the error structure 
for all choices of k, in two arbitrarily chosen subintervals, for the same function mentioned above. 
Here the number of subdivisions i  N = 125. 
For the subinterval [248n/125,250n/125], we observe that if we choose k = 3.85841, then we 
derive the maximum benefit. Similar such observations are made for the other examples as well. 
We thus conclude that an appropriate k can be chosen by studying how much each k contributes to 
the total error. The results given in Tables 1-4 have been prepared by using all these observations 
made on the choices of k in each subinterval involved. 
5.1. A note on the conjecture 
Forms (3.5) and (3.6) of the conjecture for the error in GMNCF have been tested for the function 
f (x )  = e x cos(20x), for x E [0, 2n]. We have worked with the GMBR and the GMSR. The number 
of subdivisions used are N = 200,250,300 in the case of GMSR and N = 100, 125, 150 in the case 
of GMBR. Table 11 compares the exact error incurred with that of the conjectured results. We have 
again chosen r/to be the mid-point of each subinterval and in each of which k is a constant and is 
chosen arbitrarily as k = 1 in the case of GMBR and k = 5 in the case of GMSR. The quantity on 
the right-hand side of (3.6) has been computed for n = 2 or n = 4. 
It is felt that by using the idea of K6hler [7] we can choose a k in a more fruitful manner, but 
we have not made any study in that direction as yet. We propose to incorporate Krhler's ideas in 
further continuation of our studies in this area of research. 
6. Conclusions 
Our main aim, in this paper, has been to derive the various quadrature rules, which integrate 
exactly a linear combination of a polynomial upto certain degree and two other functions Ul(kx) 
and U2(/oc). We are able to establish the (n + 1 )-points generalised Newton-Cotes quadrature for- 
mulae, which we call as GMNCF of the closed type. We remark that the open type formulae can 
also be derived on the same lines, as done for the closed type. These formulae (both open and 
closed) are obtained by replacing the integrand by the mixed interpolation function of the form 
fCn(X ) = aUl(]Oc) q- bU2(]cr) + }-'~in--0 2 Ci xi , based on the equally spaced grid points xj = jh. It is to be 
noted that the quadrature formulae derived in Section 2 and the error analysis given in Section 3, are 
independent of the choice of the functions Ul(kx) and U2(kx), which are two linearly independent 
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solutions of the linear second order ODE y"(x) + kq(kx)+ k2p(kx)y(x) = 0, which satisfy the 
requirement that 
l im=Ch2(  s ) 
k-~o n÷ 1 ' 
for some nonzero constant C. The tables show the validity of the theory of generalised modified 
quadrature formulae. Also in Section 5, we have explained the complications involved in choosing 
the values of k and we have made a numerical study of the proposed conjecture. 
It is emphasized that the principal idea behind the present work has been to generalise the existing 
results, showing the analytical potential of the generalisations undertaken. 
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