The Disjoint Paths problem asks whether a fixed number of pairs of terminals in a graph G can be linked by pairwise disjoint paths. In the context of this problem, Robertson and Seymour introduced the celebrated irrelevant vertex technique that has since become standard in graph algorithms. The technique consists of detecting a vertex that is irrelevant in the sense that its removal creates an equivalent instance of the problem. That way, one may solve the problem in O(n 2 ) steps, as the detection of an irrelevant vertex takes O(n) time and at most n vertices may need to be removed. In this paper we study the Planar Disjoint Paths problem where the input graph is planar. We introduce an extension of the irrelevant vertex technique where all the irrelevant vertices are removed simultaneously so that an instance of the Planar Disjoint
Introduction
The input to the Disjoint Paths problem is a pair (G, T ) where G is an n-vertex graph and T = {(s 1 , t 1 ), . . . , (s k , t k )} is a set of pairs of terminal vertices of G. The question is whether G contains k pairwise vertex disjoint paths P 1 , . . . , P k where P i has s i and t i as endpoints for every i ∈ {1, . . . , k}. The Disjoint Paths problem (in short DPP), as well as its directed and edge-disjoint variants, have attracted a lot of research. This is not only because of the numerous applications in network routing, in transportation, and in VLSI design but also because it inspired a lot of research in graph algorithms and combinatorial optimization (see [8, 18, 30] ). DPP is known to be NP-complete [13] . It remains NP-complete even when the input graph is restricted to be a planar graph [21] . For the NP-completeness of other variants, see [19, 24, 31] .
An important breakthrough in the algorithmic study of DPP was achieved by Robertson and Seymour in [25] . Given that the number of pairs of terminals is a fixed number that is not part of the input, the algorithm in [25] solves the DPP in O(n 3 ) steps. As an important ingredient of this algorithm, Robertson and Seymour introduced in [25] 
the celebrated irrelevant vertex technique.
This technique focuses on structural characteristics of the input that may permit the detection, in polynomial time, of a non-terminal vertex v in G such that (G, T ) and (G \ v, T ) are equivalent instances, i.e., they are either both yes-instances or both no-instances of the problem. The irrelevant vertex technique has nowadays evolved to a standard algorithmic paradigm for solving problems that are related to the identification of paths or collections of paths in graphs [1, 7, 9, 10, 12, 15, 17, 22] .
In the case of [25] , the structural characteristic that permitted the application of the irrelevant vertex technique was the presence of a "big-enough" clique in G as a minor or, provided that such a clique does not exist, the presence of a "big-enough" grid as a minor (see [25] [26] [27] for the justification of these conditions). Given these two combinatorial facts, after successively removing irrelevant vertices, we end up with an equivalent instance of DPP whose graph G excludes a grid as a minor. This in turn implies that G has "small-enough" treewidth and thus the problem can be solved in linear time, using dynamic programming techniques. As the detection of an irrelevant vertex in [25] requires O(n 2 ) steps and at most n irrelevant vertices can be discarded, the overall running time of the algorithm is O(n 3 ). This running time was improved by Kawarabayashi, Kobayashi, and Reed in [14] who derived an O(n 2 ) step algorithm by giving procedures, alternative to those of [25] , that can find irrelevant vertices in linear time. Our results. In this paper we focus on the case where the input graph is planar, i.e., the Planar Disjoint Paths problem (in short PDPP). Notice that, even on planar graphs, an O(n 2− ) step algorithm seems unlikely if we insist on detecting and removing irrelevant vertices one at a time. Indeed, finding an irrelevant vertex in isolation requires a linear number of steps and in the worst case there is a linear number of such vertices to discard. As a consequence, this approach is not viable to provide anything better than a quadratic algorithm. In this paper, we overcome this bottleneck by designing a linear time algorithm for PDPP, for each fixed k (Theorem 1). In particular, we show how to detect in linear time, a set S of vertices of G that can simultaneously be discarded from G so that the remaining graph G has bounded treewidth: given an instance (G, T ) of PDPP, the algorithm outputs an induced subgraph G of G containing all the terminals in T such that (G, T ) and (G , T ) are equivalent instances. As G has bounded treewidth, the problem can be solved in linear time, by dynamic programing.
Parametric dependences.
An interesting question in all the aforementioned algorithms is the actual contribution of the parameter k to the running time. To be more precise, we can see the algorithm in [25] as a parameterized algorithm with running time f (k) · n 3 for some function f . Towards improving f , we should first of all mention that Roberston and Seymour in [25] did not give any specific bound for f , however, they explicitly mentioned that f can be constructed. An important step was done by Kawarabayashi and Wollan in [16] who gave a shorter proof of the results in [26, 27] and yielded an upper bound for f (k) that, however, is (at least) quadruply exponential in k.
For the Planar Disjoint Paths problem, an algorithm with a better parametric dependence follows from [2, 3] . According to [3] there is a singly-exponential function f such that every vertex that is insulated by the terminals by a collection of f (k) pairwise vertex-disjoint cyclic separators is irrelevant. If the treewidth of G is more than c · f (k) (for some adequate c) then such an irrelevant vertex can be detected in linear time. Therefore PDPP can be solved in 2 2 O(k) n 2 steps [3] . Moreover, in [4] it was proved that the application of the irrelevant vertex technique cannot improve this running time to a singly-exponential one. In this paper we improve the algorithm of [3] to a linear one with the same parametric dependence, i.e., it runs in in 2 2 O(k) n steps.
Our technique. As mentioned, our aim is to simultaneously remove all vertices of a suitable set S from a planar embedding of G so that G \ S has treewidth 2 O(k) -we call such an S an irrelevant set. We work on the radial graph of G, that is the plane bipartite graph R G whose vertices are the vertices and the faces of G and where edges correspond to incidences between vertices and faces. For each pair of terminals, we compute a shortest path joining them in R G . Consider the vertex sets R = {R 1 , . . . , R m } of the connected components of the subgraph of R G that is induced by the vertices of these paths and their neighbors in R G (clearly m ≤ k). Our main result is that the set S of all vertices of G that are within distance at least g(k) := 2 · k · f (k) from all the vertices in R = R 1 ∪ · · · ∪ R m in R G is an irrelevant set (where f is the aforementioned singly-exponential function of [3] ). Given this, the desired bound on the treewidth follows by a theorem of [6] asserting that, for such an S, G \ S has treewidth that is linear in g(k) = 2 O(k) .
The main combinatorial structure, used to prove the irrelevance of S, is a collection C of pairwise non-crossing, but not necessarily pairwise disjoint, cyclic separators of G around the vertices of R, introduced in Section 3. The definition of C is derived from a decomposition of G with respect to the radial distances from the terminals. We next consider some suitable partition {R 1 , . . . , R q } of R (see Lemma 4) and a corresponding partition {S 1 , . . . , S q } of S. For each i ∈ {1, . . . , q} and each vertex x ∈ S i , we can choose from C a collection of f (k) pairwise vertex-disjoint cyclic separators insulating the sets in R i from x. This allows us to repeatedly apply the main result in [3] , for each i ∈ {1, . . . , q} and x ∈ S i , as follows: if (G, T ) is a yes-instance of PDPP, then the subinstance (G, T i ) induced by the pairs of the terminals of T that belong in the sets of R i has an equivalent solution that avoids x. By the way C is constructed, we can prove that each new solution avoids the entire S. Then, taking the union of all these partial solutions, for each i ∈ {1, . . . , q}, we can build an equivalent solution that avoids S, as required.
Preliminaries
We use N for the set of all nonnegative integers. Given a k ∈ N we denote [k] = {1, . . . , k}. If S is a collection of objects where the operation ∪ is defined, then we denote ∪ ∪ ∪ ∪ ∪ ∪ ∪ ∪ ∪S = X∈S X.
Graphs. All graphs in this paper are finite and, unless otherwise mentioned, do not have multiple edges. Also we will make use of both directed and undirected graphs. Given a graph G, we denote its vertex and edge set by V (G) and E(G) respectively. Given some S ⊆ V (G), we denote by G \ S the graph obtained if we remove from G the vertices in S, along with their incident edges. For
, as the set of all endpoints of edges that are incident to a vertex in S and do not belong in S.
Connectivities. Given a vertex
Given two vertices x and y of G we define their distance in G as the minimum length of a path in G with endpoints x and y and we denote it by dist G (x, y). If such a path does not exist then we say that Plane graphs. In most of the cases, the graphs considered in this paper are plane graphs, that is graphs embedded in the sphere without crossing edges. Given a plane graph G, we denote by F (G) the set of its faces. We also use G * to denote the dual of G (keep in mind that G * is also a plane graph). Also, if S ⊆ V (G) we denote by S * the faces of G * that are dual to the vertices of S. If F ⊆ F (G) we define F * analogously. Treewidth. Given a k ∈ N + , we say that a graph G is a k-tree if G is isomorphic to K k+1 (i.e., the clique on k + 1 vertices) or (recursively) there is a vertex v in G where G[N G [v] ] is isomorphic to K k+1 and G \ {v} is a k-tree. The treewidth of a G is the minimum k for which G is a subgraph of some k-tree.
Decompositions of plane graphs
In this section we define a decomposition of a plane graph based on the radial distances of its vertices and faces from the terminals.
Layered decompositions
Leveled DAG. A directed graph Q = (V, E) is a Leveled Directed Acyclic Graph, in short LDAG, when the following conditions are satisfied:
• the underlying graph of Q is acyclic
-
We call the sets L 0 , . . . , L levels of Q and we call the depth of Q. If v ∈ L i for some odd/even i, then we say that v is an odd/even vertex of Q. Notice that the vertices in L 0 are the vertices of Q without in-neighbors. We refer to these vertices as the root vertices of Q. If Q has only one root then we call it single-rooted and we denote the root of Q by r Q . Given a i ∈ [0, ], we set
LDAG decomposition. Let G be a connected (undirected) graph. We say that R = {R 1 , . . . , R m }, m ≥ 1 is a root collection of G if it consists of pairwise disjoint connected subsets of V (G). Given an i ∈ N, we define D i as follows:
We define the eccentricity of R as the maximum i for which D i is non-empty and we always use to denote the eccentricity of R. We also define
We define an equivalence relation between vertices as follows: given x, y ∈ V (G), we say that x ∼ R y if the following hold:
Notice that ∼ R is an equivalence relation that partitions V (G) into equivalence classes. Also, the vertices that belong in different D i 's cannot be equivalent. Moreover, for every i ∈ [0, ], D i is the union of, say d i equivalence classes of ∼ R , which we denote by
We build a directed graph G with one endpoint in X i,j and the other in X i ,j . We say that a vertex
is an LDAG. We refer to the pair (X , Q) where
as the LDAG-decomposition of G with respect to the root collection R.
We also refer to D 0 , . . . , D as the layers of (X , Q) (see Figure 1 ). If Q is single-rooted then we simply denote the root of Q by r Q . Since G is connected, then Q is also connected. Recall that Q[L 0 ] has at most m connected components (the roots of Q) and that, each fusion vertex, when it appears, decreases the number of connected components by at least one. This implies that Q has at most m − 1 fusion vertices. This combined with the pigeonhole principle, yields the following. 
Face-connected sets of plane graphs
Plane graphs and face-connected sets. Let G be a plane graph and let F be a subset of its faces. We say that F is face-connected in G if for every two faces f 1 , f 2 in F there is a V (G)-avoiding arc (that is a subset of the sphere that is homeomorphic with the closed interval [0, 1]) starting from a point in f 1 and finishing to a point in f 2 and not containing points from a face outside F .
Radial graphs. Given a plane graph G, we define the radial graph of G as the bipartite plane graph R G = (V (G) ∪ F (G), E) whose edge set E is defined as follows: for every f ∈ F (G) we consider the closed walk of G defined by the boundary of f and we make f adjacent to all the vertices in this walk (we permit multiple edges as a vertex can appear many times in the walk). Notice that if G is 2-connected then the dual G * is a loop-less plane graph. 
We say that a vertex
For an example of the above notions, see Figure 2 . Also, we extend the notion of face-connectivity on any normal set S of R G by saying that S is face-connected in
We observe that the following result holds.
Observation 2. Let G be a 2-connected plane graph and let
We use Observation 2 to prove the following result which states that a normal set must also be face-connected.
It is enough to prove that there is a path connecting f and f in G * [Z * ]. Since Z is connected, then there exists a path P in R G [Z] whose vertices are Before concluding this subsection, we present an example. In the left part of Figure 4 , we show a 2-connected graph G, a connected normal subset of V (R G ) , the LDAG decomposition (X , Q) of R G with respect to {S}, and the levels of Q, shown on G. In Figure 4 , we show the graph Q of the LDAG decomposition (X , Q) of R G with respect to {S}.
together with the faces depicted in red), and the corresponding LDAG decomposition (X , Q) of R G with respect to {S}. The indices on the vertices correspond to the sets X i,j of X while same-colored faces are in the same (even) layer of (X , Q). Right: The graph Q of the LDAG decomposition (X , Q). The vertex r Q corresponds to S, while (2, 1)
4, 4) = {f 10 }, (6, 1) = {f 19 }, and (6, 2) = {f 17 , f 18 }.
Using LDAG decompositions to find sequences of cyclic separators
Suffixes and prefixes. Let (X , Q) be a single-rooted LDAG-decomposition of a 2-connected plane graph. Notice that Q does not have fusion vertices. Let e ∈ E(Q). Notice that Q \ e has two connected components. We say that the connected component of Q that contains the root of Q is the Q-prefix of e while the other component is the Q-suffix of e. Given a vertex v ∈ V (Q), we define the Q-prefix of v as the union of {v} with the 
4) = {f 10 }, (6, 1) = {f 19 }, and (6, 2) = {f 17 , f 18 }.
Q-prefix of the (unique due to the absence of fusion vertices) edge of Q pointing to v, while we define the Q-suffix of v as the union of {v} with the Q-suffix of every edge of Q starting from v. We also define the X -prefix/suffix of e (resp. v) as the union of all X u where u is in the Q-prefix/suffix of e (resp. v).
Nested cycles. Let G be a plane graph and let C = {C 1 , . . . , C r }, r ≥ 2 be a sequence of cycles in G. We call C nested, if its cycles are pairwise disjoint and, in case r ≥ 3, if we suppress multiple edges in the the dual of their union we obtain a path (see Figure 5 for an example). For each i ∈ [r], we define the disk of C i as the closed disk bounded by C i that contains C 1 , . . . , C i and does not contain C i+1 , . . . , C r . We say that a vertex set S ⊆ V (G) is inside C i if each of its vertices belongs in its disk but not in C i . Also, S is outside C i if it does not intersect its disk. We now present the following result whose proof is postponed until Section 5. Intuitively it states that if G is a 2-connected plane graph and (X , Q) is the LDAG-decomposition of its radial graph, then each path of the underlying DAG corresponds to a collection of nested cyclic separators. 
Equivalent linkages

Combinatorial results
We now have all the necessary combinatorial tools for finding an equivalent instance of the PDPP that has bounded treewidth. Our next step is to combine the results of the previous section with the main result of [3] in order to rearrange the paths of a solution to the PDPP. In fact we will repeatedly apply [3] along all the collections of nested cycles corresponding to each path of an LDAG-decomposition of R G . This enables us to confine the solution in a small-radius region around the terminals and makes it possible to bound the treewidth of the remaining graph by the result of [6] .
Linkages.
A linkage in a graph G is a non-empty subgraph L of G whose connected components are all paths. The paths of a linkage are its connected components and we denote them by P(L).
The terminals of a linkage L, denoted by T (L), are the endpoints of the paths in P(L), and the pattern of L is the set {s, t} | P(L) contains a path from s to t in G . In the definition of a pattern we permit its elements to be multi-sets (i.e., s = t) as a linkage may have a path of length 0. Two linkages are equivalent if they have the same pattern. The size of a linkage is the number of its connected components.
Let G be a plane graph and let S 1 , S 2 be disjoint subsets of V (G). We define the layer-distance between S 1 and S 2 , denoted by ldist G (S 1 , S 2 ), as the maximum r for which there exists a nested sequence of cycles C = C 1 , . . . , C r where S 1 is a subset of the interior of the disk of C 1 and S 2 is a subset of the exterior of the disk of C r .
The proof of the next proposition implicitly follows from the main result of [3] .
Proposition 1. There is a function
From now on f stands for the singly-exponential function of Proposition 1. Let G be a 2-connected plane graph and let S ⊆ V (R G ). We say that a linkage L in G is an S-linkage, if T (L) ⊆ S and for every {s, t} in the pattern of L, s, t are in the same connected component of G [S] . Given a z ∈ N and a face-connected normal subset S of V (R G ), we define
where (X , Q) is the LDAG-decomposition of R G with respect to {S}. Figure 6 : The graph Q as in Figure 4 , where f 1 = (4, 1), f 2 = (4, 2), f 3 = (4, 3), and f 4 = (4, 4), while R 1 is the set of v-vertices in the X -suffix of f 1 (i.e., vertices in X (5, 1) and X (7, 1) ), R 2 is the set of v-vertices in the X -suffix of f 2 (i.e., vertices in X (5,2) ), and R 3 = R 4 = ∅ .
Lemma 3. Let G be a 2-connected plane graph and S be a face-connected normal subset of
V (R G ). If G contains an S-linkage L of size at most k, then there is a linkage L in G[B (≤z) G (S)] that is equivalent to L, where z = 2 · f (k).
Proof. Let R = V (G) \ B (≤z)
G (S) and let (X , Q) be the LDAG-decomposition of R G with respect to {S}. Let f 1 , . . . , f q be the even vertices of Q whose distance from r q in Q is z. For each i ∈ [q], let R i be the set of v-vertices in the X -suffix of f i . Notice that i∈ [q] 
) be the LDAG-decomposition of R G (i) with respect to {S}. We also denote G (0) := G, L 0 := L, and (X (0) , Q (0) ) := (X , Q). Notice that Q (i) is obtained by Q (i−1) after replacing the Q (i−1) -suffix of f i by a single vertex f i . Observe that, in (X (i) , Q (i) ), the set X f i is a singleton containing the f-vertex of R G (i) corresponding to the face of G (i) that is equal to the union of all faces of G (i−1) that are incident to a vertex in R i . Notice that since the Q (i−1) -suffix of f i is face-connected (because of Lemma 1), this union is indeed a face of G (i) . Moreover, for the same reason, the boundary of this face of G (i) is a cycle, therefore G (i) remains 2-connected for every i ∈ [q] (see Figure 7) .
. Consider the path P in Q (i−1) joining f i and a neighbor of r Q (i−1) and observe that P has length 2 · f (k) − 1. Then, by Lemma 2,
, as a subset of S, is inside C 1 and thus, ldist
By applying Proposition 1 to the graph G (i−1) the S-linkage L i−1 , and the set R i , we deduce the existence of an S-linkage
The lemma follows as
The next lemma is the main combinatorial result of this paper and establishes the existence of 
where G is the graph in Figure 4 , and R 1 is the set of v-vertices in the X -suffix of (4, 1) (as in Figure 6 ). The indices in the vertices correspond to the sets X
i,j of X (1) . Same-colored faces are in the same (even) layer of (X (1) , Q (1) ).
an irrelevant set. 
. , D be the layers of (X , Q).
Then, by Observation 1, there exists a non-negative even integer p ≤ 2·f (k)·(m−1) such that none of the levels
Let S 1 , . . . , S q be the vertex sets of the connected components of
is a connected normal subset of V (R G ) and by Lemma 1, it is also face-connected.
Let T be the pattern of L and let
Also, for every i ∈ [q], we consider the subgraph L i of L whose pattern is T i and observe that L i is an S i -linkage of G of size at most k. Therefore, for every i ∈ [q], by Lemma 3, there is an
that is equivalent to L i . Notice that, due to the absence of fusion vertices in Q, the sets V (L 1 ), . . . , V (L q ) are pairwise disjoint.
Thus, the proof of the Lemma is complete.
Algorithmic results
A shortest path in a graph G is a subgraph of G that is a path P and with the property that every path in G that has the same endpoints as P has no less edges than the edges of P .
Let G be a 2-connected plane graph, let Z = {P 1 , . . . , P k } be a collection of shortest paths of R G .
is a connected normal subset of V (R G ). We now consider the graph R G [ i∈ [k] V i ] and observe that the vertex sets R = {R 1 , . . . , R m } of the connected components of R G [ i∈ [k] V i ] are also connected normal subsets of V (R G ). Notice also that R is a root collection of R G . We call R the root collection of R G generated by Z.
The next proposition follows from [6, Theorem 6].
Proposition 2. Let G be a 2-connected plane graph, let Z be a collection of shortest paths in R G and let R be the root collection R G generated by Z. Let also (X , Q) be the LDAG-decomposition of R G with respect to R and D 0 , . . . , D be the layers of (X , Q). For every z ∈ N it holds that tw(G[V (G) ∩ D ≤z ]) = O(z).
The Disjoint Paths problem. The problem that we examine in this paper is the following.
Disjoint Paths (DP)
Input: A planar graph G, and a collection T = {(s i , t i ) ∈ V (G) 2 , i ∈ {1, . . . , k}} of pairs of 2k terminals of G. Question: Are there k pairwise vertex-disjoint paths P 1 , . . . , P k in G such that for i ∈ {1, . . . , k}, P i has endpoints s i and t i ?
We call the k-pairwise vertex-disjoint paths certifying a yes-instance of DPP a solution of DPP for the input (G, T ). We say that two instances (G, T ) and (G , T ) of DPP are equivalent if (G, T ) is a yes-instance of DPP iff (G , T ) is a yes-instance of DPP.
We now present the main algorithmic result of this paper.
Theorem 1. There exists an algorithm that, given an instance (G, P) of PDPP, where G is an n-vertex graph and |P| = k, either reports that (G, P) is a no-instance or outputs a solution of
The proof of Theorem 1 is based on the following result.
Theorem 2. There exists an algorithm that, given an instance (G, T ) of PDPP it outputs, in O(|V (G)|) steps, a subgraph H of G, such that (G, T ) and (H, T ) are equivalent instances of PDPP and tw(H) = 2 O(k) .
Proof. Let P = {{s 1 , t 2 }, . . . , {s k , t k }}. We first prove the theorem in the case where G is 2-connected. Let Z = {P 1 , . . . , P k } be a collection of shortest paths of R G such that {s i , t i } are the endpoints of the path P i for i ∈ [k]. Let also R be the root collection of R G generated by Z, and let (X , Q) be the LDAG-decomposition of R G with respect to R. Clearly |R| ≤ k. We
Notice that G is a subgraph of G that, from Proposition 2 has treewidth O(k ·f (k)) = 2 O(k) . Moreover, because of Lemma 4, (G, T ) and (G , T ) are equivalent instances of PDPP. We now deal with the case where G is not 2-connected. If G contains a leaf block B such that every vertex in V (B) different than its cut vertex c is not a terminal, then we observe that (G, T ) and (G \ (V (B) \ {c}), T ) are equivalent instances of PDPP. This permits us to assume that each leaf block of G contains some terminal that is different from its cut-vertex. This implies that G contains at most 2k leaf blocks. We next describe two transformations on a graph G.
Firstly, if G contains a block B without any terminal and with exactly two cut-vertices c 1 and c 2 then we remove from G the vertices in V (B) \ {c 1 , c 2 } and add the edge {c 1 , c 2 }. Also, if G contains a non-terminal cut-vertex c with exactly two neighbors, then we remove c and make adjacent its neighbors.
Let G 1 be the graph obtained by G after applying the two transformations until this is not possible any more. Notice that G 1 is a topological minor of G and that (G, T ) and (G 1 , T ) are equivalent instances. Moreover, it is easy to observe that
We say that two blocks B 1 , B 2 of a graph G are neighboring if there is a face in G whose boundary contains an edge e 1 = {x 1 , y 1 } ∈ E(B 1 ) and an edge e 2 = {x 2 , y 2 } ∈ E(B 2 ). The operation of joining two neighboring blocks consists of adding either the edges {x 1 , x 2 } and {y 1 , y 2 } or the edges {x 1 , y 2 } and {y 1 , x 2 } so that the resulting graph embedding remains plane (if one of these edges is a loop, then do not add it). The construction of the resulting graph is completed by subdividing once each of the new edges.
Let G 2 be the graph obtained by G 1 after applying joins of neighboring blocks as long as this is possible. We denote by D the set of subdivision vertices and, given the instance (G 1 , T ) of PDPP, we construct the instance (G 2 , T ) where T = T ∪ {{d, d} | d ∈ D}. Notice that (G 1 , T ) and (G 2 , T ) are equivalent instances. Also, observe that G 2 is 2-connected and that |T | = O(k). We refer to the subdivision vertices that where added during this process as dummy terminals.
As the theorem holds for the 2-connected case, there is a subgraph G 3 of G 2 such that (G 2 , T ) and (G 3 , T ) are equivalent instances and moreover tw(G 3 ) = 2 O(k) . If we now remove from G 3 the dummy terminals, we obtain a graph G 4 such that (G 4 , T ) and (G 3 , T ) are again equivalent instances. Notice now that G contains a subgraph H that is a subdivision of G 4 and such that none of its subdivision vertices is a terminal in T . This implies that (H, T ) and (G 4 , T ) are again equivalent instances. Moreover, as H is a subdivision of G 4 it also holds that tw(H) = 2 O(k) . Therefore, the algorithm computes H according to the above steps and outputs (H, T ) as an equivalent instance of PDPP.
For the running time of the above procedure observe first that the radial graph R G of a 2-connected plane graph G can be constructed in linear time. By using BFS, each of the k shortest paths in {P 1 , . . . , P k }, and therefore the root collection R, can be computed in linear time. Given R, and again applying BFS, one can construct in linear time the LDAG-decomposition and, based on this, can also compute the graph
This complete the proof of the linear time complexity for the 2-connected case.
For the case where G is not 2-connected, recall that the blocks of a graph can be computed in linear time (see e.g., [11] ). Based on this and given that all aforementioned transformations reducing the instance (G, T ) to the equivalent instance (G 2 , T ) are local, (G 2 , T ) can be constructed in linear time. Using now the fact that the 2-connected case can be treated in linear time, we can successively construct the equivalent instances (G 3 , T ), (G 4 , T ) , and (H, T ) (all involving local trasformations) in linear time. This completes the proof. Theorem 1 follows from Theorem 2 and the following result by Scheffler [28] .
Proposition 3. There exists an algorithm that, given an instance (G, T ) of DPP and a tree decomposition of G of width at most w, either reports that (G, T ) is a no-instance or outputs a solution of
DPP for (G, T ) in 2 O(w log w) · n steps.
Proof of Lemma 2
We first prove a series of results that will be useful in the proof of Lemma 2. Proof. Let A S ∈ A be the (unique) face-connected set of R G that contains S. Consider a faceconnected set B ∈ A \ {A S }. Let v ∈ X x and denote B = ∪ ∪ ∪ ∪ ∪ ∪ ∪ ∪ ∪(A \ {B}). Let also F be the set of faces of G that are incident to v and let F B be the set of faces of G corresponding to f-vertices of B.
Lemma 5. Let G be a 2-connected plane graph and let S be a connected normal subset of V (R G
Suppose to the contrary that B ∪ X x is not face-connected in R G . Let C 1 , . . . , C r , r ≥ 2 be the connected components of G * \ (F B ) * . Let F i be the faces of C * i that are incident to v. Let also F 0 be the faces of F B that are incident to v. Clearly {F 0 , F 1 , . . . , F r } is a partition of F (see Figure 8 ). Notice that for every i ∈ [r] there is some neighbor u i of v that is incident both to a face in F 0 and to a face in F i . Also, observe that for every i ∈ [r], u i ∈ B ∪ X x and also u i ∈ B ∪ X x , which implies that u i ∈ X x . This, in turn implies that for every i ∈ [r] there is a face f i of A S such that u i is incident to f i and f i ∈ F i . We arrive at a contradiction to the fact that A S is face-connected.
We now observe the following result holds, which together with Lemma 1 and Lemma 5, are crucial for the proof of Lemma 6. Figure 8 : An example of a part of a 2-connected plane graph G, a vertex v ∈ V (G), and the partition {F 0 , F 1 , F 2 } of the faces of G that are incident to v.
Observation 3. If G is a plane graph and F
0 , F 1 , . . . , F r are pairwise-disjoint subsets of F (G) such that F 0 ∪ F i is face-connected in G, then i∈[0,r] F i is face-connected in G. v F 0 F 0 F 1 F 2
Lemma 6. Let G be a 2-connected plane graph and let S be a connected normal subset of V (R G ).
Let also (X , Q) be the LDAG-decomposition of R G with respect to {S}. Then the following hold:
1. For every e = xy ∈ E(Q), where x is an odd vertex of Q and y is an even vertex of Q, the X -suffix of e is face-connected in R G .
For every e = xy ∈ E(Q), where x is an even vertex of Q and y is an odd vertex of Q, it holds that if the X -prefix of x is face-connected in R G , then the X -prefix of e is face-connected in
R G .
For every pair of edges e, e ∈ E(Q)
such that e = xy, e = yz, where x, z are even vertices of Q and y is an odd vertex of Q, it holds that if the X -prefix of e is face-connected in R G , then the X -prefix of e is face-connected in R G .
For every e = xy ∈ E(Q) where x is an odd vertex of Q and y is an even vertex of Q, it holds that if the X -prefix of e is face-connected in
Proof.
(1) Let Z be the X -suffix of e (see Figure 9 ). Observe that Z is connected and since x is an odd vertex, then Z is also a normal subset of V (R G ). The desired result follows by Lemma 1.
(2) Consider an edge e = xy ∈ E(Q) where x is an even vertex of Q an y is an odd vertex of Q, such that the X -prefix of x is face-connected in R G . Let u 1 , . . . , u m be all out-neighbors of x in Q, except y. Also, let
By (1), we have that for every i ∈ [m] and for every edge e ∈ E i , the X -suffix of e is faceconnected in R G . For every i ∈ [m], let A i be the union of the X -suffix, we call it Z e , of every edge e ∈ E i with the X -prefix, we call it Z x , of x (see Figure 10) .
Proof of claim:
We fix an f-vertex f of Z x . Let F i be the set containing the faces in Z x and the faces in e ∈E i Z e . It is enough to prove that for every f-vertex f of Z e for some e ∈ E i , there exists a path connecting f with f in G * consisting of faces in F i . Notice that there is a vertex v ∈ X u i that is incident to a face g of Z x and a face g of Z e . Also, since Z x (resp. Z e ) is face-connected, then there exists a path P 1 (resp. P 2 ) in G * that from f (resp. f ) to g (resp. g ) consisting of faces in The X -suffix of (1, 2), (2, 2) in the example of Figure 4 .
Notice that the faces, call them F , of G that are incident to v are also faces of F i . Therefore the set F is partitioned into two sets, one consisting of faces of Z x and the other consisting of faces in e ∈E i Z e . This implies the existence of a path P • in G * from g to g consisting of faces in F i . By now joining the paths P 1 , P • , P 2 we construct a path from f to f as claimed. Now (2) follows by the above claim and applying Observation 3, on the set of faces of Z x and the sets of faces in e ∈E i Z e , i ∈ [m].
(3) Consider some edges e, e ∈ E(Q) such that e = xy, e = yz, where x, z are even vertices of Q, y is an odd vertex of Q and the X -prefix, we call it A, of e is face-connected in R G . Let {u 1 , . . . , u m } be the set of all out-neighbors of y, except z. By (1), we have that for every i ∈ [m], the X -suffix B i of yu i is face-connected in R G , and the same holds for the X -suffix of yz. Observe that the collection U = {A, B 1 , . . . , B m } together with the X -suffix of yz, form a partition of V (R G ) \ {X y }. Therefore, by Lemma 5, the X -prefix of e , that is the union of U with X y , is face-connected in R G .
(4) Consider an edge e = xy ∈ E(Q) where x is an odd vertex of Q and y is an even vertex of Q, such that the X -prefix A of e is face-connected in R G . Let B be the X -prefix of y and let f ∈ B \ A. It is enough to prove that there is a path in G * from f to some face in A consisting of faces in B.
Let v be a vertex of X x such that v is incident to both f and some face in A. Notice that the faces, call them F , of G that are incident to v are also faces in B. Therefore the set F is partitioned into two sets, one consisting of faces in A and the other consisting of faces in B \ A. This implies the existence of a path P in G * from f to some face in A consisting of faces in F , as required.
Our next step is to show that, for every 2-connected plane graph G, given a single-rooted LDAG-decomposition of the radial graph of G, each edge of the underlying DAG corresponds to a partition of the faces of G into two face-connected sets and therefore to a cyclic separator. Figure 10: The X -prefix of (2, 2) (depicted in red) and the X -prefix of (2, 2), (3, 1) (depicted in blue) in the example of Figure 4 . Also, in this example u 1 := (3, 2), E 1 = {e , e } := { (3, 2), (4, 3) , (3, 2), (4, 4) }, the X -suffix of e (depicted in orange), the X -suffix of e (depicted in green), and the set A 1 that is the union of the red, the orange, and the green area.
Lemma 7.
Let G be a 2-connected plane graph and let S be a face-connected normal subset of V (R G ). Let also (X , Q) be the LDAG-decomposition of R G with respect to {S}. Then for every e = xy ∈ E(Q) where x is an odd vertex of Q and y is an even vertex of Q, both the X -prefix and the X -suffix of e are face-connected in R G .
Proof. By Lemma 6(1), for every edge xy ∈ E(Q) where x is an odd vertex of Q and y is an even vertex of Q, it holds that the X -suffix of xy is face-connected in R G . Suppose towards a contradiction that there exists an edge xy ∈ E(Q) where x is an odd vertex of Q and y is an even vertex of Q, such that the X -prefix of xy is not face-connected in R G . As S is face-connected in R G , we have that x is not the (unique) root r Q of the LDAG-decomposition (X , Q). We pick e = xy so that x is at the minimum possible distance from r Q . Let e = zx be the edge of Q pointing to x and keep in mind that z is an even vertex of Q. Also, assume that z = r q , for if otherwise, by Lemma 5, the X -prefix of e, that is the union of S with the X -suffix of every edge of Q starting from r q , other than e , is face-connected. Therefore, there exists an edge e = wz ∈ E(Q), where w is an odd vertex of Q. Observe that e is the unique edge of Q pointing to z, due to the absence of fusion vertices. By the minimality of e, it holds that the X -prefix of e is face-connected in R G . Therefore, by applying successively Figure 11 : The X -prefix of (2, 2), (3, 1) (depicted in blue) and the X -prefix of (3, 1), (4, 1) (depicted in yellow) in the example of Figure 4 .
Lemma 6(4), Lemma 6(2) and Lemma 6(3), we obtain that the X -prefix of e is also face-connected in R G , a contradiction to our initial assumption.
A consequence of Lemma 7 is the following result. Intuitively, it states that if G is a 2-connected plane graph and (X , Q) is the LDAG-decomposition of its radial graph, then each edge of the underlying DAG corresponds to a partition of the faces of G into two face-connected sets and therefore to a cyclic separator of G. Proof. Consider an edge e = xy ∈ E(Q) where x is an odd vertex of Q and y is an even vertex of Q. By Lemma 7, both the X -prefix and the X -suffix of e are face-connected in R G . Let F pre , F suf be
Discussion
In this paper we introduced a strengthened version of the irrelevant vertex technique where the aim is to detect a set of vertices that can be considered simultaneously irrelevant. We proved that such a set can be found in a linear number of steps. As a result of this, we derived a linear time algorithm for the Planar Disjoint Paths problem (for any fixed number of terminals).
The immediate open question is whether the Disjoint Paths problem admits a linear-time algorithm on surface-embeddable graphs. It is an interesting open question whether our technique can be extended in this setting. On the positive side, counterparts of several of our ingredients can be easily found: Proposition 2 is already stated in [6] for surface embeddable graphs, while radial graphs, LDAG-decompositions, and separators emerging from face-connected sets can be defined for such graphs as well. However we do not think that there is a counterpart of Proposition 1 that is compatible with the core of our decomposition argument. We stress that the extension of Proposition 1, given in [23] , cannot reroute a linkage "away from the handles", no matter how insulated it is from the terminals. In fact, the geometric nature of our argument (crop a bounded distance subgraph) seems to work only in the case of sphere-embeddable graphs. Any extension, if possible, to higher genus surfaces would require a different approach.
We believe that our "simultaneously irrelevant vertex set technique" has the potential to give linear time algorithms for other problems on planar graphs where the classic irrelevant vertex technique is applicable. In this direction we suggest the problems in [9, 12, 17] .
Another ambitious direction on the algorithmics of the PDPP problem is to improve its doubleexponential parametric dependence. An important breakthrough in this direction was recently reported by Lokshtanov, Misra, Pilipczuk, and Saurabh who devised an algorithm that runs in 2 O(k) n O(1) steps [20] . This result bypasses the irrelevant vertex technique by combining techniques from [3] , cohomology techniques by Schrijver in [29] and ideas used in [5] for solving the disjoint paths problem on planar directed graphs. All these come at the cost of a higher, non-linear, polynomial dependence on n [20] . While the results in [20] are already far-reaching, their further improvement towards a linear algorithm would be important as it would achieve two-fold algorithmic optimality in the contribution of both k and n in the running time.
