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Abstract
This article considers implicit systems of differential equations. The implicit systems that are
considered are given by polynomial relations on the coordinates of the indeterminate function
and the coordinates of the time derivative of the indeterminate function. For such implicit
systems of differential equations, we are concerned with computing algebraic constraints such
that on the algebraic variety determined by the constraint equations the original implicit system
of differential equations has an explicit representation. Our approach is algebraic. Although
there have been a number of articles that approach implicit differential equations algebraically,
all such approaches have relied heavily on linear algebra. The approach of this article is
different, we have no linearity requirements at all, instead we rely on algebraic geometry. In
particular, we use birational mappings to produce an explicit system. The methods developed in
this article are easily implemented using various computer algebra systems.
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1. Introduction
Differential equations arise in many applications and have played a key role in the
development of modern mathematics. In some applications the derivative of the
indeterminate function is not given explicitly as a function of the indeterminate
function, but rather as an implicit function of the indeterminate function together
with its derivative. Certain special cases such as Clairaut’s equation have been
extensively studied see for example [1, Chapter 1, Section 3]. A usual approach to
implicit systems of differential equations is to some how ﬁnd an explicit system of
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differential equations that has the same solutions (at least locally) as the original
implicit system.
An important special class of implicit systems of differential equations is those
arising from the input/output problem of control theory. Inverting the control
system
’f ¼ f ðf; gÞ; y ¼ hðfÞ
consists of ﬁnding the state f and the input g when the output function is a known
function of time, usually 0. Considering f and g as indeterminate functions, inverting
the input/output problem is the same as solving the implicit system of differential
equations
’f ¼ f ðf; gÞ; 0 ¼ hðfÞ:
This problem has been studied by many authors. A common feature of many
approaches to this problem is the use of linear algebra to study the matrices and
linear spaces that result from various forms of prolongation. See for example
[5,15,17]. An interesting approach due to Martin seems to weaken the usual rank
conditions [10]. As we will see, the methods of this article apply to a more general
class of problems than the input/output problem because there will be no
requirement that the implicit systems of differential equations that we will study
are in any particular form.
The approach developed by Rabier and Rheinboldt [14] is topological and
geometric as opposed to algebraic. Rabier and Rheinboldt consider an autonomous
implicit system of differential equations of the form Fðf; ’fÞ ¼ 0 where F :Rn 
Rn-Rn: The general idea is as follows. Suppose that the zero set M ¼ F1ð0Þ is a
smooth submanifold of TRn ¼ Rn  Rn: The implicit system can now be written in
the form ðf; ’fÞAM: This implies that any solution f ¼ fðtÞ has to satisfy
fðtÞAW ¼ pðMÞ; where p : TRn-Rn is the canonical projection. If W is a
submanifold of Rn then ðf; ’fÞATW where TW is the tangent bundle of W as a
submanifold of TRn: Thus f ¼ fðtÞ is a solution to Fðf; ’fÞ ¼ 0 if and only if
ðf; ’fÞAM1 ¼ TW-M: M1 is called the ﬁrst reduction of M: If M1 and W1 ¼ pðM1Þ
are submanifolds of TRn and Rn; respectively, then we must also have ðf; ’fÞAM2 ¼
TW1-M1: Under certain conditions a descending chain M ¼ M0+M1+? is
obtained. If such a sequence exists then the core of M; denoted by CðMÞ is deﬁned to
be the intersection
T
iX0 Mi: Most of [14] is an investigation of the subtle topological
and geometrical conditions that assure that each Mj is a submanifold of TR
n; that
each Wj is a submanifold of R
n and that assure that this reduction process allows for
conclusions about the existence of a solution to Fðf; ’fÞ ¼ 0: To this end Rabier and
Rheinboldt introduce a class of manifolds that are called completely reducible p-
submanifolds. Rabier and Rheinboldt prove that if M is a completely reducible
p-submanifold then for every ðx; pÞACðMÞ there exists a local projection W ¼ pðVÞ
of CðMÞ at ðx; pÞ and a section j : W-TW such that V ¼ jðWÞ [14, Theorem 5.2].
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This section deﬁnes a smooth vector ﬁeld and thus an explicit system of differential
equations with the same solution set as the original implicit system of differential
equations.
In this article we examine implicit systems of differential equations of the form
Fðt;f; ’fÞ ¼ 0 where F :R Cn  Cn-Cn is a function, whose coordinate functions
are given by polynomials. The indeterminate function f is a mapping f : ða; bÞ-Cn
for some interval ða; bÞDR: The usual trick of adding the equation ’t ¼ 1 can be used
to transform the above system to an autonomous system. Thus for the rest of this
article we will, without loss of generality, consider systems of the form
Fðf; ’fÞ ¼ 0; where F :Cn  C-Cn
is a function, whose coordinate functions are given by polynomials. As in [14], we
start by considering the set V0 ¼ F1ð0Þ: In our case V0 is an algebraic set, and
unlike [14], we have no need to be concerned if V0 has any singular points. Following
the spirit of [14] we notice that if Fðf; ’fÞ ¼ 0 then fðtÞAW0 ¼ pðV0Þ (the Zariski
closure of pðV0Þ) and ðf; ’fÞAV1 ¼ TW0-V0; where TW0 is the ‘‘tangent variety’’ to
W0: This observation also leads us to a chain of ‘‘reductions’’. Although the
geometric motivation is similar to [14], the approach is algebraic. We choose to
construct our basic sequence of ‘‘reductions’’ using ideals as opposed to manifolds or
algebraic sets (although the geometric motivation is never far behind). In algebraic
geometry it is often useful to work with irreducible algebraic sets as opposed to
arbitrary algebraic sets. This leads us to replace the ideals that arise, at a certain
point in the ‘‘reduction’’ process, with the minimal associated primes of the given
ideal. This process ends with a set of prime ideals J1;y; Jm whose corresponding
algebraic varieties V1;y; Vm have the property that for each i; if Wi ¼ pðViÞ then
ViDTWi: We will restrict our attention to the case where the projection p : Vi-Wi is
a birational equivalence. In this situation it will be the inverse to p; as a rational
mapping, that gives rise to the required vector ﬁeld. This approach is quite general
and makes no requirement that any system of equations arising is linear in any of the
variables.
As we will see one of the attractive features of our approach is that our results lead
to algorithms that are easily implemented using computer algebra systems such as
Singular [8].
This article will contain a certain amount of expository material that will be
familiar to the reader who has a working knowledge of classical algebraic geometry.
We have decided to include a discussion of this additional background material to
increase the potential audience of this article.
2. Notation and algebraic preliminaries
In this section we will establish some notation and we will review some necessary
background material from commutative algebra and from classical algebraic
ARTICLE IN PRESS
F. Leon Pritchard / J. Differential Equations 194 (2003) 328–363330
geometry. To the extent possible, and unless otherwise speciﬁed, our deﬁnitions and
notation will conform to [2,11,16]. The reader who is unfamiliar with the basics of
classical algebraic geometry may wish to refer to the afore mentioned texts. We start
by recalling some basic deﬁnitions and establishing the notation that we will use in
this article. If R is a ring, I vR will mean that I is an ideal in R: If FDR then ðFÞR
will denote the ideal in R generated by F : If FDC½X1;y; Xn then
ZðFÞ ¼ fðx1;y; xnÞACn j for each fAF ; f ðx1;y; xnÞ ¼ 0g:
Such subsets of Cn are called algebraic sets and are the closed sets in the Zariski
topology on Cn: For SDCn;
IðSÞ ¼ f fAC½X1;y; Xn j f ðx1;y; xnÞ ¼ 0 for all ðx1;y; xnÞASg:
Notice that IðSÞ is a radical ideal in C½X1;y; Xn: If VDCn is an algebraic set and
IðVÞ is prime then V is called an irreducible algebraic set or is sometimes called an
algebraic variety. If I is an ideal in C½X1;y; Xn and J is the radical of I then if
P1;y; Pm are the minimal primes that contain J (there are only ﬁnitely many such
primes [11, p. 39]) then J ¼ Tmi¼1 Pi and ZðJÞ ¼ Smi¼1 ZðPiÞ: The ideals P1;y; Pm
are called the isolated associated primes of I : In this way each algebraic set in Cn has
a unique representation as a ﬁnite union of irreducible algebraic sets. If Z is an
algebraic set then C½X1;y; Xn=IðZÞ is called the coordinate ring of Z and is
denoted by C½Z: If VDCn and WDCm are algebraic sets and f : V-W is a
function, with coordinate functions that are polynomials, then there is an induced
ring morphism, f ; called the pullback mapping
f  :C½W -C½V 
deﬁned by
f ðg þIðWÞÞ ¼ ðg3f Þ þIðVÞ:
If Z is irreducible then C½Z is an integral domain and its ﬁeld of fractions is denoted
by CðZÞ: CðZÞ is called the ﬁeld of rational functions on Z: In general if R is an
integral domain then KðRÞ will denote the ﬁeld of fractions of R: In particular if Z is
an irreducible algebraic set then CðZÞ ¼ KðC½ZÞ: If L and K are ﬁelds with LDK
then K can be viewed as an L-vector space. The dimension of K over L is denoted by
½K : L and is called the degree of K over L:
If fAC½Z then
DZð f Þ ¼ fxAZ j f ðxÞa0g:
The various DZð f Þ are called fundamental Zariski open sets. The sets
fDZð f Þ j fAC½Zg
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form a basis for the Zariski topology on Z: If Z is an algebraic set and U is an open
subset of Z (in the Zariski topology on Z) then U is called a quasiafﬁne set.
If R is an integral domain and qAKðRÞ then
R :R q ¼ frAR j rqARg:
Clearly R :R q is an ideal in R:
It will also be useful to have the following notation. If m and n are positive
integers, and if x ¼ ðx1;y; xnÞACn and y ¼ ðy1;y; ymÞACm then we let ðx; yÞ
denote ðx1;y; xn; y1;y; ymÞACnþm: A similar convention will be in effect for
indeterminates. We will often write C½
%
X in place of C½X1;y; Xn; and C½
%
X;
%
P in
place of C½X1;y; Xn; P1;y; Pn: From set theory, for any set X we will let #X
denote the cardinality of X; | will denote the empty set. Finally set difference is given
by X\Y ¼ fxAX j xeYg:
The remaining concepts discussed in this section are not used throughout the
remainder of this article but will be important at one or two places later in this
article.
We shall have need to consider the n-dimensional complex projective space PnðCÞ
or more precisely the product, Cn  PnðCÞ; of n-dimensional complex afﬁne space
and n-dimensional complex projective space. Recall, the points of Cn  PnðCÞ are
equivalence classes of ð2n þ 1Þ-tuples, ðx1;y; xn; p0;y; pnÞ where p0;y; pn are not
all zero and ðx1;y; xn; p0;y; pnÞ is equivalent to ðx01;y; x0n; p00;y; p0nÞ if x1 ¼
x01;y; xn ¼ x0n and if there is some kAC such that p0 ¼ kp00;y; pn ¼ kp0n: The
equivalence class of ðx1;y; xn; p0;y; pnÞ will be denoted by ðx1;y; xn; p0 :? : pnÞ:
The Zariski closed sets in Cn  PnðCÞ are the zero sets of polynomials in
C½X1;y; Xn; P0;y; Pn that are homogeneous in P0;y; Pn: The reader who is
unfamiliar with the basic properties of projective space is referred to [3, Chapter 8;
18, Chapter 1, Sections 4 and 5].
We will need to be concerned with singular points on algebraic varieties for the
proof of our existence and uniqueness theorem. We will now review the basic
concepts. Let ZCCn be an irreducible algebraic set and let q1;y; qNAC½
%
X be a set
of generators for IðZÞ: A point x0AZ is a nonsingular point of Z if the rank of the
Jacobian matrix
@qi
@Xj
ðx0Þ
 
is n  d; where d is the dimension of the variety; otherwise x0 is a singular point of Z:
If Z is singular at the point x0; then the rank of the Jacobian matrix is less that n  d:
It can be shown that this deﬁnition of nonsingularity is independent of the chosen
generators for the ideal IðZÞ: The set of nonsingular points of Z is nonempty and is
thus a Zariski dense open subset of Z: For a more complete discussion of singular
points see [9, Chapter 1, Section 5] or [16, Chapter 2, Section 1].
From differential geometry we will need the concepts of a differential manifold
and of the tangent bundle of a differential manifold. All manifolds that we will
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consider will be imbedded in Euclidean space. If MDCn is an imbedded differential
manifold then TM; the tangent bundle of M; is naturally imbedded in C2n: In
particular TM ¼ fðx; pÞ j xAM and p is an element of the tangent space to M at pg:
If M is given implicitly at x by f1ð
%
XÞ ¼ 0;y; fmð
%
XÞ ¼ 0; then the tangent space to M
at x ¼ ðx1;y; nnÞ is given by
Xn
i¼1
@f1
@Xi
ðxÞðXi  xiÞ ¼ 0;y;
Xn
i¼1
@fm
@Xi
ðxÞðXi  xiÞ ¼ 0
see [12, pp. 3 and 4]. The reader who is unfamiliar with the basic properties of
differential manifolds and their tangent bundles is referred to [18, Chapters 1–3].
3. Prolongation and completion
In [14], for a given implicit system of differential equations, a ﬁnite sequence of
manifolds, M0+M1+?; was obtained. The intersection of the manifolds in this
sequence was called the ‘‘core’’. It is on this ‘‘core’’ that the implicit system has a
solution. Our principal tools in transforming these ideas to the setting of
computational algebraic geometry will be the notions of prolongation and of
completion. We shall consider implicit systems of differential equations of the form:
f1ðf1;y;fn; ’f1;y; ’fnÞ ¼ 0;
^
fmðf1;y;fn; ’f1;y; ’fnÞ ¼ 0;
where each fi is a polynomial with coefﬁcients in the complex numbers. The f1;yfn
will represent indeterminate complex valued functions of a real parameter t; and the
’f1;y; ’fn will represent the respective derivatives. We will introduce new
indeterminates, ðX1;y; Xn; P1;y; PnÞ and will replace each occurrence of fi with
Xi and each occurrence of ’fi with Pi:
Let J be the ideal in C½
%
X;
%
P generated by f figmi¼1; and let f : I-Cn be a smooth
curve, where I is some interval on the real line. For gAC½
%
X;
%
P; we will write
gðf; ’fÞ ¼ 0 to mean that gðfðtÞ; ’fðtÞÞ ¼ 0 for all tAI :
Lemma 1. gðf; ’fÞ ¼ 0 for all gAJ; if and only if
f1ðf; ’fÞ ¼ 0;y; fmðf; ’fÞ ¼ 0:
Proof. This is obvious because gAJ; if and only if there is some fhigmi¼1CC½
%
X;
%
P
such that g ¼Pmi¼1 hifi: &
Next let R be the radical of J:
ARTICLE IN PRESS
F. Leon Pritchard / J. Differential Equations 194 (2003) 328–363 333
Lemma 2. With J and R as before, gðf; ’fÞ ¼ 0 for all gAJ if and only if hðf; ’fÞ ¼ 0
for all hAR:
Proof. This is obvious because hAR if and only if there is some nonnegative integers
M such that hMAJ: &
For fAC½
%
X let
df ¼
Xn
j¼1
@f
@Xj
Pj:
Observe that d satisﬁes the product rule, for f ; gAC½
%
X;
dð fgÞ ¼ f dg þ g df :
Again with J the ideal in C½
%
X;
%
P generated by f figmi¼1; we let Jc ¼ J-C½
%
X be the
contraction of J and let dJc be the ideal in C½
%
X;
%
P generated by fdh j hAJcg: We
deﬁne the semiprolongation of J; denoted by Js; by
Js ¼ ðJ,dJcÞC½
%
X;
%
P
and we deﬁne the preprolongation of J; denoted by Jw; to be the radical of the
semiprolongation Js:
Observe that it is possible that 1AJs; for example if X1; P1  1AJ then we will
have 1AJs: In case 1AJs then Js ¼ Jw ¼ C½
%
X;
%
P: In the case where Js ¼ Jw ¼
C½
%
X;
%
P; there is no smooth function f : I-Cn such that f ðf; ’fÞ ¼ 0 for all fAJ:
Proposition 3. With J as above, if fgjgMj¼1 is a set of generators for Jc then
f figmi¼1,fdgjgMj¼1 is a set for generators of Js:
Proof. If hAJs then there is some frNj¼1gDJc and fhigmþNi¼1 DC½
%
X;
%
P for some
nonnegative integer N such that
h ¼
Xm
i¼1
hifi þ
XN
j¼1
hjþm drj:
Each rjAJc so there is some fqð jÞi gMi¼1DC½
%
X such that
rj ¼
XM
i¼1
q
ð jÞ
i gi:
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So
drj ¼
XM
i¼1
dðqð jÞi giÞ ¼
XM
i¼1
ðqð jÞi dgi þ gi dqð jÞi Þ:
Thus
h ¼
Xm
i¼1
hifi þ
XN
j¼1
hjþm
XM
i¼1
gi dq
ð jÞ
i þ qð jÞi dgi
 !
¼
Xm
i¼1
hifi þ
XM
i¼1
XN
j¼1
hjþmgi dq
ð jÞ
i þ
XM
i¼1
XN
j¼1
hjþmq
ð jÞ
i
" #
dgi:
But
PM
i¼1
PN
j¼1 hjþmgi dq
ð jÞ
i AJ so there is some fhˆigmi¼1DC½
%
X;
%
P so that
XM
i¼1
XN
j¼1
hjþmgi dq
ð jÞ
i ¼
XM
i¼1
hˆifi:
Next let
h0i ¼ hi þ hˆi
for 1pipm and let
h0iþm ¼
XN
j¼1
hjþmq
ð jÞ
i
for 1pipM: We have
h ¼
Xm
i¼1
h0ifi þ
XM
i¼1
h0iþm dgi: &
Proposition 4. If J is the ideal in C½
%
X;
%
P generated by f figmi¼1; and fgjgMj¼1 is a set of
generators of Jc then ðf; ’fÞ satisfies
f1ðf; ’fÞ ¼ 0;
^
fmðf; ’fÞ ¼ 0
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if and only if ðf; ’fÞ satisfies
f1ðf; ’fÞ ¼ 0;
^
fmðf; ’fÞ ¼ 0;
dg1ðf; ’fÞ ¼ 0;
^
dgMðf; ’fÞ ¼ 0:
Proof. If ðfðtÞ; ’fðtÞÞ satisﬁes the second implicit system of differential equations
then in particular
f1ðf; ’fÞ ¼ 0;y; fmðf; ’fÞ ¼ 0:
Next suppose that fiðf; ’fÞ ¼ 0;y; fmðf; ’fÞ ¼ 0: We also have, again by
Lemma 1, g1ðfÞ ¼ g1ðf; ’fÞ ¼ 0;y; gMðfÞ ¼ gMðf; ’fÞ ¼ 0: From the chain rule
we know that
d
dt
ðgiðfÞÞ ¼
Xn
j¼1
@gðfÞ
@Xj
’fj:
But giðfÞ ¼ 0 implies
d
dt
ðgiðfÞÞ ¼ 0
and
Xn
j¼1
@gðfÞ
@Xj
’fj ¼ dgjðf; ’fÞ
which implies dg1ðf; ’fÞ ¼ 0;y; dgMðf; ’fÞ ¼ 0: &
Proposition 5. If J is the ideal in C½
%
X;
%
P generated by f figmi¼1; and Jw; is the
preprolongation of J; then f1ðf; ’fÞ ¼ 0;y; fmðf; ’fÞ ¼ 0 if and only if gðf; ’fÞ ¼ 0 for
all gAJw if and only if g1ðf; ’fÞ ¼ 0;y; gMðf; ’fÞ ¼ 0 for some/any g1;y; gM that
generates Jw as an ideal in C½
%
X;
%
P:
Proof. The proposition follows at once from the preceding discussion. &
Comment. Given a generating set for J it is straight forward to compute a Gro¨bner
basis for Jc ¼ J-C½
%
X; see either [2, pp. 256–257; 4, p. 114] or [6, p. 18]. We also
remark that it is well known how to compute a Gro¨bner basis for the radical of an
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ideal [2, Section 8.7]. Thus given f figmi¼1CC½
%
X;
%
P it is, in principle at least, easy to
compute a Gro¨bner basis for the preprolongation of the ideal generated by f figmi¼1:
Finally, we deﬁne that prolongation of J; denoted by J to be the set of minimal
prime ideals that contain Jw: We recall that there are only ﬁnitely many minimal
primes that contain Jw and since Jw is a radical ideal,
Jw ¼-fP jPAJg:
The elements of J will be called the components of the prolongation of J: Observe that
if 1AJw then J is the set that contains only the empty set. IfJ is a ﬁnite set of ideals in
C½
%
X;
%
P then J ¼ SfJ j JAJg: If J is an ideal in C½
%
X;
%
P then J is said to be
complete if J ¼ fJg: Similarly if J is a ﬁnite set of ideals in C½
%
X;
%
P then J is said to
be complete ifJ ¼ J: Clearly, the setJ is complete if and only if each element ofJ is
complete. Notice that the set that contains only the empty set is complete. We will make
the convention that there is no f : I-Cn that satisﬁes the empty set. This convention is
forced since if 1AJw then J is the set that contains only the empty set. The reader
should observe that the components of the prolongation of J are just the isolated
associated primes of Js: From a computational point of view it makes more sense to
compute the isolated associated primes of Js than to compute Jw; the radical of Js and
then to compute a primary decomposition of Js; see [6, Section 9]. From a standpoint of
symbolic computation, there is one more issue with which we must be concerned. The
problem of ﬁnding associated primes and of ﬁnding a primary decomposition both
reduce to the problem of factoring univariate polynomials again see [6, Section 9]. The
problem of factoring polynomials with coefﬁcients in the rationals Q; and in an
arbitrary algebraic extension of the rational numbers is well understood, see for
example [20, Sections 5.3 and 5.4]. The computer algebra systems with which the author
is familiar only support the factoring of univariate polynomials over the rational
numbers. Still this will be sufﬁcient to examine some interesting examples.
If J is an ideal in C½
%
X;
%
P then Jð0Þ will denote the set of prime ideals in a primary
decomposition of the radical of J; or equivalently, the isolated associated primes of
J: For iX0 we set
Jðiþ1Þ ¼ ðJðiÞÞ:
Each JðiÞ is ﬁnite and JðiÞ ¼ Jðiþ1Þ if and only if JðiÞ is complete, in which case
JðiÞ ¼ Jð jÞ for all jXi:
Theorem 6. For any ideal J in C½
%
X;
%
P there is some integer ip2n such that JðiÞ is
complete.
Proof. If P is any prime ideal in C½
%
X;
%
P and P is not complete, then for any
P0AP we have PD! P0
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thus if P is a prime ideal in C½
%
X;
%
P then either P is complete, each element of P has
coheight less than the coheight of P; or else P ¼ f|g: For a discussion of the
coheight see [11, p. 30], as usual we will denote the coheight of P by cohtP: Observe
that if P is a nonzero prime ideal in C½
%
X;
%
P then
0pcohtPp2n  1:
Let NJðiÞ be the set of (prime) ideals in JðiÞ that are not complete and let
DNJðiÞ ¼ 1 if NJ
ðiÞ ¼ |;
maxfcohtP jPANJðiÞg otherwise:
(
For each PANJðiÞ we recall that cohtP4cohtP0 for each P0AP and thus if P is
not complete and Pa| then
cohtP4maxfcohtP0 jP0APg
from which we conclude that
DNJðiÞXDNJðiþ1Þ; ð1Þ
with equality if and only if Ji is complete. If J is the zero ideal then J is complete,
otherwise DNJð0Þp2n  1 and in general if JðiÞ is not complete then by repeated
application of inequality (1) we get
DNJðiÞp2n  i  1:
Thus if Jð2nÞ were not complete then we would have DNJð2nÞp 1 but this is
impossible since for all prime ideals P in C½
%
X;
%
P we have cohtPX0: We conclude
that DNJð2nÞ must be empty, but this means that Jð2nÞ is complete from which the
theorem follows. &
For any ideal J in C½
%
X;
%
P the completion of J; denoted by %J; is the set of ideals,
%J ¼ JðiÞ where i is chosen so that JðiÞ is complete. Clearly, the completion of an ideal
is well deﬁned and the choice of i is irrelevant so long as JðiÞ is complete.
Now let fJigNi¼1 be a ﬁnite set of ideals in C½
%
X;
%
P; let J ¼ TNi¼1 Ji and let f : I-Cn
be a differentiable curve, where I is some interval on the real line.
Lemma 7. If f ðf; ’fÞ ¼ 0 for all fAJi; for some 1pipN; then f ðf; ’fÞ ¼ 0 for all fAJ:
Proof. The lemma is obvious since for each i; JDJi: &
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Lemma 8. If f ðf; ’fÞ ¼ 0 for all fAJ then we can write
I ¼
[N
i¼1
Ii;
where for all fAJi; tAIi we have f ðfðtÞ; ’fðtÞÞ ¼ 0:
Proof. If f ðf; ’fÞ ¼ 0 for all fAJ then for all
tAI ; ðfðtÞ; ’fðtÞÞAZðJÞ ¼
[N
i¼1
ZðJiÞ:
So
Ii ¼ ftAI j ðfðtÞ; ’fðtÞÞAZðJiÞg: &
As before let fJigNi¼1 be a ﬁnite set of ideals in C½
%
X;
%
P; let J ¼ TNi¼1 Ji however we
now require that f : I-Cn is analytic.
Theorem 9. f ðf; ’fÞ ¼ 0 for all fAJ if and only if for some 1pipN f ðf; ’fÞ ¼ 0 for all
fAJi:
Proof. If for some i; f ðf; ’fÞ ¼ 0 for all fAJi then, since JDJi; f ðf; ’fÞ ¼ 0 for all fAJ:
If f ðf; ’fÞ ¼ 0 for all fAJ then we write I ¼ SNi¼1 Ii so that for each fAJi and tAIi we
have f ðfðtÞ; ’fðtÞÞ ¼ 0: For some i0 the set Ii0 is inﬁnite. Let Ji0 be generated, as an ideal
in C½
%
X;
%
P by h1;y; hM : For each 1pipM set xiðtÞ ¼ hiðfðtÞ; ’fðtÞÞ and observe that
each xiðtÞ is an analytic function on the interval I : By assumption each xiðtÞ ¼ 0 for all
tAIi0 and the set Ii0 is inﬁnite, thus each xiðtÞ ¼ 0 for all tAI : That is each hiðf; ’fÞ ¼ 0;
but h1;y; hM generate Ji0 as an ideal in C½
%
X;
%
P so f ðf; ’fÞ ¼ 0 for all fAJi0 : &
The condition that f : I-Cn is analytic, in the previous theorem is necessary as
the following example will show.
Let
f1 ¼ 2X1X2P1 þ ðX 21  2X2ÞP2;
f2 ¼ P1  1;
f3 ¼ X 21 X2  X 22 ;
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f4 ¼ X2;
f5 ¼ X 21  X2;
f6 ¼ X2P2  2X1X2;
f7 ¼ X 21 P2  X2P2;
let J1 ¼ ð f1; f2; f4Þ; J2 ¼ ð f1; f2; f5Þ and J3 ¼ J1-J2 ¼ ð f2; f3; f6; f7Þ: Now let I be the
interval ð1; 1ÞDR and f : I-Cn be deﬁned by
fðtÞ ¼ f1ðtÞ ¼ t f2ðtÞ ¼ 0 if tp0;
f1ðtÞ ¼ t f2ðtÞ ¼ t2 otherwise:

Clearly for all tAI ; we have f2ðf; ’fÞ ¼ 0; f3ðf; ’fÞ ¼ 0; f6ðf; ’fÞ ¼ 0 and
f7ðf; ’fÞ ¼ 0; so for all fAJ3; f ðf; ’fÞ ¼ 0 but f4ðf; ’fÞa0 for t40 and f5ðf; ’fÞa0
for to0:
Theorem 10. If J is an ideal in C½
%
X;
%
P; I is an interval on the real line and f : I-Cn
is analytic then f ðf; ’fÞ ¼ 0 for all fAJ if and only if for some J 0AJ; f ðf; ’fÞ ¼ 0
for all fAJ 0:
Proof. The result follows from Proposition 5 and Theorem 9. &
Theorem 11. If J is a finite set of ideals in C½
%
X;
%
P; I is an interval on the real line and
f : I-Cn is analytic then f ðf; ’fÞ ¼ 0 for all fAJ for some JAJ if and only if for some
J 0AJ; f ðf; ’fÞ ¼ 0 for all fAJ 0:
Proof. The result follows from Theorem 10. &
Theorem 12. If J is an ideal in C½
%
X;
%
P; I is an interval on the real line and f : I-Cn
is analytic then f ðf; ’fÞ ¼ 0 for all fAJ if and only if for some J 0A %J; f ðf; ’fÞ ¼ 0
for all fAJ 0:
Proof. The result follows from Theorem 11, and the deﬁnition of completion. &
It will be useful to have the following notation: If QDC½
%
X then let
TQ ¼ fdg j gAQg,Q:
Our results lead to several algorithms. The ﬁrst algorithm computes the prolongation
of an ideal.
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Algorithm 1. J’I PROLONGðFÞ
Input: A finite, nonempty subset F of C½
%
X;
%
P
Output: A finite set J ¼ fJ1;y; Jrg of finite subsets of C½
%
X;
%
P such that
(1) J ¼ fðJ1ÞC½
%
X;
%
P;y; ðJrÞC½
%
X;
%
Pg
(2) If iaj then ðJiÞC½
%
X;
%
PaðJjÞC½
%
X;
%
P
begin
if F ¼ f0g then
return ff0gg
else
H’ a Gro¨bner basis for ðFÞC½
%
X;
%
P-C½
%
X
Q’F,TH
return ISOL ASS PRIMESðQÞ
end
end
procedure P’ISOL ASS PRIMESðGÞ
Input: A finite, nonempty subset G of C½
%
X;
%
P
Output: A finite set P ¼ fP1;y;Pug of finite subsets of C½
%
X;
%
P such that
fðP1ÞC½
%
X;
%
P;y; ðPuÞC½
%
X;
%
Pg are the isolated associated primes of ðGÞC½
%
X;
%
P and
moreover each Pi is a reduced Gro¨bner basis for ðPiÞC½
%
X;
%
P:
Proof. Correctness and termination of the algorithm is clear. For a possible
implementation of ISOL ASS PRIMES see [6]. &
The next algorithm computes the prolongation of a ﬁnite set of ideals.
Algorithm 2. J’PROLONGðFÞ
Input: A finite set F of finite subsets of C½
%
X;
%
P
Output: A finite set J ¼ fJ1;y; Jrg of finite subsets of C½
%
X;
%
P such that
(1) F ¼ fðJ1ÞC½
%
X;
%
P;y; ðJrÞC½
%
X;
%
Pg
(2) If iaj then ðJiÞC½
%
X;
%
PaðJjÞC½
%
X;
%
P
begin
G’|
foreach FAF
G’G,I PROLONGðFÞ
end
return G
end
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Proof. Termination is clear, correctness follows from the deﬁnition prolongation.
Note also that since each ideal has a unique reduced Gro¨bner basis (with respect to a
given term order), G’G,I PROLONGðFÞ is sufﬁcient to assure that if iaj then
ðJiÞC½
%
X;
%
PaðJjÞC½
%
X;
%
P: &
Finally, we compute the completion of an ideal.
Algorithm 3. P’COMPLETEðJÞ
Input: A finite, nonempty subset J of C½
%
X;
%
P
Output: A finite set P ¼ fP1;y;Pug of finite subsets of C½
%
X;
%
P such that
fðP1ÞC½
%
X;
%
P;y; ðPuÞC½
%
X;
%
Pg is the completion of ðJÞC½
%
X;
%
P
begin
J’ISOL ASS PRIMESðJÞ
F’|
while fðJÞC½
%
X;
%
P j JAJgafðFÞC½
%
X;
%
P j FAFg
F’J
J’PROLONGðJÞ
end
return J
end
Proof. Termination follows from Theorem 6, correctness follows from the deﬁnition
of complete and from Theorem 6. &
Lemma 13. Let S1 and S2DC½
%
X be such that ðS1ÞC½
%
X ¼ ðS2ÞC½
%
X then ðTS1ÞC½
%
X;
%
P ¼
ðTS2ÞC½
%
X;
%
P:
Proof. Since the proposition is symmetric in S1 and S2 it sufﬁces to show that
ðTS1ÞC½
%
X;
%
PDðTS2ÞC½
%
X;
%
P: If hAðTS1ÞC½
%
X;
%
P then
h ¼
XM
j¼1
h0jg
0
j þ
XN
j¼1
hj dgj
for some fh0jgMj¼1; fhjgNj¼1DC½
%
X;
%
P and fg0jgMj¼1; fgjgNj¼1DS1: But ðS1ÞC½
%
X ¼ ðS2ÞC½
%
X
so
XM
j¼1
h0jg
0
jAðTS2ÞC½
%
X;
%
P:
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Thus it sufﬁces to show that if gAS1 then dgAðTS2ÞC½
%
X;
%
P: If gAðS1ÞC½
%
X ¼ ðS2ÞC½
%
X
then g ¼Pmj¼1 qjrj for some frjgmj¼1DS2 and some fqjgmj¼1DC½ %X; but then
dg ¼
Xm
j¼1
qj drj þ
Xm
j¼1
rj dqj
which is clearly an element of ðTS2ÞC½
%
X;
%
P: &
It will be useful to have a geometric interpretation of completeness. If W is an
algebraic variety in Cn then we deﬁne TW to be the algebraic set ZðTIðWÞÞDC2n
where IðWÞ is an ideal in C½
%
X: TW will be called the tangent variety of W :
Proposition 14. For any prime ideal JvC½
%
X;
%
P; let V ¼ ZðJÞDC2n and W ¼
ZðJcÞDCn; where, as usual Jc ¼ J-C½
%
X: J is complete if and only if VDTW :
Proof. Let fgigMi¼1 be a generating set for Jc:
First assume that J is complete. In this case J ¼ Js so
fdgigMi¼1DJs;
and thus TJcDJ; but this implies that VDTW :
Next assume that VDTW : Since J is a radical ideal,
VDTW implies that fdgigMi¼1DIðVÞ ¼ J
so J ¼ Js and thus J is complete. &
The tangent variety to W ; TðWÞ; is an algebraic analog to the tangent bundle of a
differential manifold. TðWÞ has the property that for each x0AW ;
fpACn j ðx0; pÞATðWÞg ¼ Tx0ðWÞ where Tx0ðWÞ is the tangent space to W at x0:
It will also be useful to note that if p :C2n-Cn is projection on the ﬁrst n
coordinates, then the pullback mapping p :C½
%
X-C½
%
X;
%
P is just the inclusion
mapping.
Proposition 15. V ¼ ZðJÞ and W is the Zariski closure of pðVÞ then W ¼ZðJcÞ
where Jc ¼ J-C½
%
X:
Proof. See [3, Theorem 3, p. 192]. &
In general pðVÞ will not be all of W ; but we do have the following:
Proposition 16. Let J be a prime ideal in C½
%
X;
%
P; let V ¼ ZðJÞ and let W ¼ZðJcÞ:
There is some U; a dense Zariski open subset of W such that UDpðVÞ:
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Proof. It follows from [12, Proposition 2.31, p. 37] that pðVÞ contains some U a
nonempty Zariski open subset of W ; but J is prime so Jc is also prime and thus W is
irreducible. Thus U is Zariski dense in W : &
It will also be convenient to denote the restriction of p :C2n-Cn to V by pV and
to TðWÞ by pW :
4. The ﬁeld of rational functions
First, it will be useful to recall some basic facts about rational functions and
rational mappings. If ZDCN is an irreducible algebraic set, then the coordinate
ring, C½Z; is an integral domain. The ﬁeld of fractions of C½Z; denoted by CðZÞ;
is called the ﬁeld of rational functions on Z: The elements of CðZÞ are called
rational functions on Z: The rational functions on Z are, thus, equivalence classes
of elements of the form a=b where a; bAC½Z; that is a and b are regular functions
on Z; and if a1; a2; b1; b2AC½Z then a1=b1 is equivalent to a2=b2 if and
only if
a1b2  a2b1 ¼ 0
(as elements of C½Z). It is also customary to identify each fAC½Z with the
equivalence of f =1 in CðZÞ: In this way we identify C½Z with a subring of CðZÞ:
The elements of C½Z are, of course, equivalence classes of elements of the
polynomial ring in N indeterminates, say C½Y1;y; YN  ¼ C½
%
Y: Here a1; a2AC½
%
Y
represent the same equivalence class in C½Z if and only if a1  a2AIðZÞ: If
a1; a2; b1; b2AC½
%
Y; then a1=b1 and a2=b2 represent the same equivalence class in
CðZÞ if and only if
a1b2  a2b1AIðZÞ:
In this case we write a1=b1Ba2=b2: We denote the equivalence class of a=b in
CðZÞ by ½a=bCðZÞ: (We will use this notation both for a; bAC½
%
Y and
for a; bAC½Z:)
Lemma 17. If a1; a2; b1; b2AC½
%
Y then a1=b1 and a2=b2 represent the same element in
CðZÞ if and only if
a1ðxÞ=b1ðxÞ ¼ a2ðxÞ=b2ðxÞ
for all xADZðb1Þ-DZðb2Þ: (Recall that DZðbiÞ ¼ fxAZ j biðxÞa0g:)
Proof. If a1=b1Ba2=b2 then a1ðxÞb2ðxÞ ¼ a2ðxÞb1ðxÞ for all xAZ so if xADZ
ðb1Þ-DZðb2Þ then a1ðxÞ=b1ðxÞ ¼ a2ðxÞ=b2ðxÞ: Next, if a1ðxÞ=b1ðxÞ ¼ a2ðxÞ=b2ðxÞ
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for all xADZðb1Þ-DZðb2Þ then
DZðb1Þ-DZðb2ÞDZðfa1b2  a2b1gÞ;
but DZðb1Þ-DZðb2Þ is Zariski dense in Z so a1b2  a2b1AIðZÞ: &
If qACðZÞ then we set
Uq ¼,fDZðbÞ j ½a=bCðZÞ ¼ qg:
We have a well-deﬁned function
q :Uq-C given by qðxÞ ¼ aðxÞ=bðxÞ;
where ½a=bCðZÞ ¼ q and bðxÞa0: Let qi ¼ ai=bi; with ai; biAC½Z; 1pipM be a set
of representatives for q; we will say that fqigMi¼1 is a complete set representatives for q
if Uq ¼
SM
i¼1 DZðbiÞ: Similarly if qi ¼ ai=bi; with ai; biAC½
%
Y; i ¼ 1;y; M is a set of
representatives for q; we will say that fqigMi¼1 is a complete set representatives for q if
Uq ¼
SM
i¼1 DZðbiÞ: The reader should observe that if ai; biAC½
%
Y; 1pipM; ai is the
equivalence class of ai in C½Z and bi is the equivalence class of bi in C½Z then
fai=bigMi¼1 is a complete set of representatives for some qACðZÞ if and only if
f %ai= %bigMi¼1 is also a complete set of representatives for q:
Lemma 18. Let qACðZÞ; let fqigMi¼1 with qi ¼ ai=bi be a set of representatives for q
such that
C½Z :C½Z q ¼ ðb1;y; bMÞ
then fqigMi¼1 is a complete set representatives for q:
Proof. Suppose that fqigMi¼1 is not a complete set representatives for q: In this case
there is some x0AUq such that b1ðx0Þ ¼ 0;y; bMðx0Þ ¼ 0: Observe that in this case if
rAðb1;y; bMÞ then rðx0Þ ¼ 0:
Since x0AUq there is some a; bAC½Z such that bðx0Þa0 and a=b is a representative
for q: If a=b is a representative for q then a=1 is a representative for bq but
a=1AC½Z so
bAC½Z :C½Z q ¼ ðb1;y; bMÞ:
This implies that bðx0Þ ¼ 0 which is a contradiction. &
Now let ZDCM and UDCN be irreducible algebraic sets. A rational map
q : Z-U is an N-tuple of rational functions ðq1;y; qNÞ with qiACðZÞ such that
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for all
xAUq ¼
\N
i¼1
Uqi ; qðxÞ ¼ ðq1ðxÞ;y; qNðxÞÞAU :
If xAZ\Uq then q is undeﬁned at x: A rational map q : Z-U will be called birational
or a birational equivalence if q has an inverse rational map r : U-Z; that is qðZÞ is
dense in U and rðUÞ is dense in Z and q3r ¼ idZ and r3q ¼ idU where deﬁned. If
a1; b1;y; aN ; bNAC½
%
X and if pi ¼ ai=bi then p ¼ ðp1;y; pNÞ will be called a
representative for r if each pi is a representative for ri; where ri is the ith coordinate
function of r: Finally let a jii ; b
ji
i ; with 1pipN and 1pjipMi be polynomials such
that fa jii =b jii gMiji¼1 is a complete set of representatives for qi: The N-tuple
ðfa j11 =b j11 gM1j1¼1;y; fa
jN
N =b
jN
N gMNjN¼1Þ
will then be called complete representation for q: Clearly for any xAUq there is some
j01;y; j
0
N such that for each 1pipN; we have xADZðb
j0i
i Þ and for any such j01;y; j0N
qðxÞ ¼ ða j011 ðxÞ=b
j0
1
1 ðxÞ;y; a
j0
N
N ðxÞ=b
j0
N
N ðxÞÞ:
If q : Z-U is a rational mapping then there is an induced ﬁeld morphism
q :CðUÞ-CðZÞ deﬁned by
q : r/r3q
for all rACðUÞ: (It is easy to verify that r3qACðZÞ and that q is a ﬁeld morphism
over C:)
For the remainder of this section we will assume that J is a prime ideal in C½
%
X;
%
P:
Observe that this requirement implies that Jc ¼ J-C½
%
X is also prime in C½
%
X:
Lemma 19. Let J be a prime ideal, let
V ¼ZðJÞDC2n; W ¼ZðJcÞDCn
and
pV : V-W
be the canonical mapping. Then W and V have the same dimension if and only if there
is some ODW a Zariski open set, such that for all
xAO; #p1ðxÞ is finite:
Proof. This follows at once from [12, Corollary 3.15, p. 46]. &
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Let J be a prime ideal in C½
%
X;
%
P and let Jc ¼ J-C½
%
X: C½
%
X;
%
P=J and C½
%
X=Jc are
both integral domains, and there is a canonical imbedding
jJ :KðC½
%
X=JcÞ-KðC½
%
X;
%
P=JÞ
induced by the inclusion C½
%
X+C½
%
X;
%
P: By identifying KðC½
%
X=JcÞ with its image
under jJ we will consider KðC½
%
X=JcÞ to be a subﬁeld of KðC½
%
X;
%
P=JÞ: Observe that
jJ ¼ pV ; where pV is the projection pV : V-W ; as usual V ¼ZðJÞ and W ¼
ZðJcÞ: We deﬁne the degree of J; denoted deg J by
deg J ¼ ½KðC½
%
X=JcÞ : KðC½
%
X;
%
P=JÞ:
Proposition 20. p : V-W is a birational equivalence if and only if deg J ¼ 1:
Proof. This is an immediate consequence of [9, Corollary 4.5, p. 26]. &
In the event that deg J ¼ 1 we will require an explicit representation for p1V as a
rational mapping, for 1pipn let
Zi ¼ ½XiCðW Þ
and
Znþi ¼ fa=b j a; bAC½W  and a=bA½PiCðW Þg:
With deg J ¼ 1; it is clear that each ZiACðWÞ: Let Z : W-C2n be the rational
mapping with coordinate mappings ðZ1;y; Z2nÞ:
Theorem 21. With deg J ¼ 1; the rational mapping Z; as defined above, has the
following properties:
(1) UZDpV ðVÞ;
(2) ZðUZÞDV and moreover for all xAUZ; p1V ðxÞ ¼ fZðxÞg;
(3) pV 3Z ¼ idUZ :
Notice that the second condition implies that Z : W-V is a rational mapping. The last
condition assures us that Z ¼ p1V as rational mappings.
Proof. First we will show that UZDpV ðVÞ: Let xˆ ¼ ðxˆ1;yxˆnÞAUZ; let %V be the
Zariski closure of V in Cn  PnðCÞ; and let p %V ¼ pj %V; the restriction of p to %V; where
in this case p :Cn  PnðCÞ-Cn is projection on the ﬁrst n coordinates. It follows
from [3, Corollary 10, p. 389] that
W ¼ p %Vð %VÞ;
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so select some ðxˆ; p˜Þ ¼ ðxˆ1;y; xˆn; p˜0 :? : p˜1ÞA %V such that p %Vðxˆ; p˜Þ ¼ xˆ: Now select
some ai; biAC½
%
X; for 1pipn; such that
ai=biBPi and biðxˆÞa0:
Since ai=biBPi we must have ai  biPiAIðVÞ and thus
aiP0  biPiAIð %VÞ:
But then we must have
ðxˆ; p˜ÞAZðfaiP0  biPigÞ:
For each i
aiðxˆÞp˜0  biðxˆÞp˜i ¼ 0:
If p˜0a0 then ðxˆ; p˜ÞAV and pV ðxˆ; pˆÞ ¼ xˆ where pˆ ¼ ðp˜1=p˜0;y; p˜n=p˜0Þ: Otherwise if
p˜0 ¼ 0 then we must have each biðxˆÞp˜i ¼ 0; but each biðxˆÞa0 so we must have each
p˜i ¼ 0 for each i: This is impossible so we are forced to have ðxˆ; pˆÞAV with
pV ðxˆ; pˆÞ ¼ xˆ: Thus UZDpV ðVÞ:
Next we will show that for all xAUZ; p1V ðxÞ ¼ fZðxÞg (from which it follows that
ZðUZÞDV ). Select some xˆ ¼ ðxˆ1;y; xˆnÞAUZ and ai; biAC½
%
X; for 1pipn such that
ai=biBPi and biðxˆÞa0: Since we know that UZDpV ðVÞ we can select some ðxˆ; pˆÞ ¼
ðxˆ1;y; xˆn; pˆ1;y; pˆnÞAV : Now since ai=biBPi we have ai  biPiAIðVÞ; thus
VDZðfai  biPigni¼1Þ:
We must have ðxˆ; pˆÞAZðfai  biPigni¼1Þ but this means that pˆi ¼ aiðxˆÞ=biðxˆÞ; that is
pˆi ¼ ZiþnðxˆÞ so ZðxˆÞ ¼ ðxˆ; pˆÞAV and moreover ðxˆ; pˆÞ is the only element in V with
ﬁrst n coordinate xˆ1;y; xˆn that is if xAUZ then p1V ðxÞ ¼ fZðxÞg:
Finally it is obvious that pV 3Z ¼ idUZ : &
Theorem 22. Let J be a prime ideal in C½
%
X;
%
P; let
V ¼ZðJÞDC2n; W ¼ ZðJcÞDCn
and
pV : V-W
be the canonical projection. Then there is some ODW a Zariski open set, such that
for all
xAO; #p1V ðxÞ ¼ n;
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where
n ¼ deg J:
Proof. The result follows from [12, Proposition 3.17, p. 46]. &
The previous result shows the impossibility of ﬁnding UDV ; open in the induced
Euclidean topology on V ; such that V-TU is the image of a section on the tangent
bundle to U if deg Ja1: For this reason we will restrict our attention for the
remainder of this article to complete ideals of degree one.
We will now turn our attention to computational issues.
Proposition 23. Let gAC½
%
P; let T be a new indeterminate. Pick
X1o?oXnoToP1o?oPn an elimination order of C½
%
X; T ;
%
P; and let G be a
Gro¨bner basis of ðJ; T  gÞ: Then (the equivalence class of) g is an element in the field
of fractions of C½
%
X=Jc if and only if G contains a polynomial in C½
%
X; T ; linear in T :
Proof. See [19, Proposition 2.5.1, p. 43]. &
Note that, pV :CðWÞ-CðVÞ; is an isomorphism if and only if P1;y; PnACðWÞ:
This condition can be checked, computationally, by the previous proposition.
Corollary 24. With notation as in Proposition 23, if g lies in the field of fractions of
C½
%
X=Jc and faiT þ bi; i ¼ 1;y; Mg are the linear polynomials in G-C½
%
X; T ; then
C½
%
X=Jc :C½
%
X=Jc g ¼ ða1;y; amÞ:
Proof. See [19, Corollary 2.5.1, p. 43]. &
If the mapping, pV :CðWÞ-CðVÞ; is an isomorphism then the following
algorithm returns a complete representation for p :CðWÞ-CðVÞ: If p :CðWÞ-
CðVÞ is not isomorphism then the algorithm returns the empty set. For the algorithm
Gro¨bner bases are computed with respect to X1o?oXnoToP1o?oPn an
elimination order of C½
%
X; T ;
%
P:
Algorithm 4. B’BIRATIONALðFÞ
Input: A finite, nonempty subset F of C½
%
X;
%
P such that ðFÞ is a prime ideal in C½
%
X;
%
P
Output: If the mapping, pV :CðWÞ-CðVÞ; is an isomorphism, a complete representa-
tion for ðpV Þ1; otherwise the empty set
begin
BVALUE’TRUE
for i’1; io ¼ n; i þþ
BTEMP½i’fXi=1g
end
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for i’1; io ¼ n; i þþ
G’a Gro¨bner basis for ðF,fT  PigÞC½
%
X;T ;
%
P
L’the elements of G that are of degree one in T
if L ¼ | then
BVALUE’FALSE
break out of for loop
else
BTEMP½i þ n’PSOLVEðLÞ
end
end
if BVALUE then
S’BTEMP
else
S’|
end
return S
end
procedure H’PSOLVEðLÞ
Input: A list of the form L ¼ ajT þ bj; j ¼ 1;y; M; aj ; bjAC½
%
X; where the value of M
is determined by the input
Output: The list bj=aj; j ¼ 1;y; M with the aj; bj and M as determined by the input
Proof. Termination of the algorithm is obvious. Correctness follows from the
previous discussion. &
5. The existence theorem
For our existence and uniqueness theorem the following notation will be useful. If
a1; b1;y; an; bnAC½
%
X and r ¼ ða1=b1;y; an=bnÞ then
re ¼ ðX1;y; Xn; a1=b1;y; an=bnÞ:
Theorem 25. If J is a complete ideal in C½
%
X;
%
P with
deg J ¼ 1;
then setting V ¼ZðJÞDC2n and W ¼ZðJcÞDCn; there is some UDW ; a nonempty
Zariski open set (necessarily Zariski dense) such that for all x0AU there exist real
numbers a; b with ao0ob and an analytic mapping g : ða; bÞ-W such that
(1) gð0Þ ¼ x0;
(2) If f ðX ; PÞAJ then f ðgðtÞ; ’gðtÞÞ ¼ 0 for all aotob:
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If a and b are real numbers with apao0obpb and f : ða; bÞ-W satisfies the above
conditions for all t with aotob we have gðtÞ ¼ fðtÞ: The projection pV : V-W is a
birational equivalence and
U ¼ Up1
V
;
where p1V is the inverse to pV as a rational map. If r ¼ ða1=b1;y; an=bnÞ with
a1; b1;y; an; bnAC½
%
X is such that re is a representative for p1V and x0AUre ; then g
satisfies the differential equation
’gðtÞ ¼ rðgðtÞÞ:
Moreover, it is possible to compute U and for x0AU to compute r with re a
representative for p1V ; and with x0AUre :
Proof. It follows from Proposition 20 that pV : V-W is a birational equivalence. A
complete representation for p1V along with a representation for the Zariski open set
Up1
V
can be computed using the algorithm BIRATIONAL. For notational
convenience let q ¼ p1V (as a rational mapping).
Now let x0AU ¼ Up1
V
and assume for the moment that there is some
g : ða; bÞ-W ;
a differentiable curve such that gð0Þ ¼ x0 and f ðgðtÞ; ’gðtÞÞ ¼ 0 for all fAJ and for all
tAða; bÞ: Select some r ¼ ða1=b1;y; an=bnÞ with a1; b1;y; an; bnAC½
%
X such that re is
a representative for p1V and such that
b1ðx0Þa0;y; bnðx0Þa0:
Each ai  biPiAJ so
aiðgðtÞÞ  biðgðtÞÞ’gðyÞ ¼ 0:
Choose a and b small enough so that each biðgðtÞÞa0 for all tAða; bÞ: We have
’giðtÞ ¼ aiðgðtÞÞ=biðgðtÞÞ forpipn;
where gi is the ith coordinate function of g; that is ’gðtÞ ¼ rðgðtÞÞ: From this it follows
that g is analytic and that if a and b are real numbers with apao0obpb and
f : ða; bÞ-W satisﬁes both fð0Þ ¼ x0 and f ðfðtÞ; ’fðtÞÞ ¼ 0 for all f ðX ; PÞAJ then
for all t with aotob; gðtÞ ¼ fðtÞ:
It remains to show that if x0AU then there is some g : ða; bÞ-Cn such that gð0Þ ¼
x0 and such that f ðgðtÞ; ’gðtÞÞ ¼ 0 for all fAJ and for all tAða; bÞ: First we consider
the case where x0 is a nonsingular point of U: We will let N be the nonsingular
points of U: It follows from the implicit function theorem that in the induced
Euclidean topology N is an imbedded analytic submanifold of Cn: Observe that
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p1W ðNÞ is the tangent bundle ofN; with its usual imbedding in C2n [18, Chapter 3].
Since J is complete, VDTW : The mapping q :W-V is a birational equivalence
with inverse pV so
q jN :N-TN
is a section of the tangent bundle of N: It follows, there is a smooth curve
g : ða; bÞ-NDW ; with
gð0Þ ¼ x0 and q jNðgðtÞÞ ¼ ðgðtÞ; ’gðtÞÞ;
see for example [18, Chapter 5], but q jN ðNÞDV so ðgðtÞ; ’gðtÞÞAV for all tAða; bÞ:
Thus f ðgðtÞ; ’gðtÞÞ ¼ 0 for all aotob and for all fAJ:
We are now left to consider the singular points of U: Let x0AU\N: Select some
r ¼ ða1=b1;y; an=bnÞ with a1; b1;y; an; bnAC½
%
X such that re is a representative for
p1V and b1ðx0Þa0;y; bnðx0Þa0: Observe that it is sufﬁcient to show that if gð0Þ ¼
x0 and ’gðtÞ ¼ rðgðtÞÞ then gðtÞAW for all tAða; bÞ: This follows since reðUreÞDV so if
gðtÞAW then reðgðtÞÞ ¼ ðgðtÞ; rðgðtÞÞÞAV but if rðgðtÞÞ ¼ ’gðtÞ then ðgðtÞ; ’gðtÞÞAV and
thus f ðgðtÞ; ’gðtÞÞ ¼ 0 for all fAJ: All that remains to show now is that if
g : ða; bÞ-Cn; gð0Þ ¼ x0 and ’gðtÞ ¼ rðgðtÞÞ then gðtÞAW for all tAða; bÞ: Let
W : ðe; eÞ  Bdðx0Þ-Cn
be a ﬂow for the differential equation ’f ¼ rðfÞ; that is for each xABdðx0Þ;
d
dt
Wðt; xÞ ¼ rðWðt; xÞÞ
and
Wð0; xÞ ¼ x:
Here Bdðx0Þ is the open ball (in the Euclidean topology on Cn) of radius d: Recall
that W : ðe; eÞ  Bdðx0Þ-Cn is continuous (in the Euclidean topology) [18, Theorem
4, p. 199]. Observe that for each xABdðx0Þ; Wðt; xÞ is analytic as a function in the real
variable t; and thus for each gAJcð¼ IðWÞÞ; gðWðt; xÞÞ is again analytic as a function
in the real variable t: So if gðWðt; xÞÞ ¼ 0 for each gAJc for inﬁnitely many values for
t then gðWðt; xÞÞ ¼ 0 for each tAðe; eÞ: Thus if x is a nonsingular point of U
Wðt; xÞAW for all tAðe; eÞ: Now suppose there is some t0Aðe; eÞ such that
Wðt0; x0ÞeW : SinceN is Zariski dense in W and W is Zariski irreducible, it follows
from [12, Theorem 2.33, p. 38] thatN is dense inU in the Euclidean topology. Select
some fxigNi¼1DN such that
lim
i-N
xi ¼ x0:
Since W is continuous
lim
i-N
Wðt0; xiÞ ¼ Wðt0; x0Þ;
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but this is impossible because each Wðt0; xiÞAW and W is closed in the Euclidean
topology and thus contains all of its limit points, so Wðt0; x0ÞAW as required. Thus if
g : ða; bÞ-Cn satisﬁes gð0Þ ¼ x0 and ’gðtÞ ¼ rðgðtÞÞ then gða; bÞDW : &
Given an implicit system of differential equations
f1ðf1;y;fn; ’f1;y; ’fnÞ ¼ 0;
^
fmðf1;y;fn; ’f1;y; ’fnÞ ¼ 0;
we now put together our strategy for computing a quasiafﬁne set W ð¼ SNj¼1Wj
each Wj is irreducible) of possible initial values for this system and for any point
xAWi a system of differential equations
’fi1 ¼ ri1ðfi1;y;finÞ;
^
’fin ¼ rinðfi1;y;finÞ:
The solution to this system of differential equations that satisﬁes the initial condition
fið0Þ ¼ x is also a solution to the original implicit system of differential equations.
In particular:
(1) To start, let J be the ideal generated by f1;y; fm: Compute %J; the completion of
J; and let %J ¼ fJ1;y; JMg: For each 1pipM let f f ij gMij¼1 be a set of generators
for Ji: The set ff f ij gMij¼1 j 1pipMg can be computed using the algorithm
COMPLETE.
(2) Next for each Ji let Bi ¼ BIRATIONALðf f ij gMij¼1Þ: If each Bi is empty thenW is
also empty and we are done, otherwise reindex, if necessary, so that for some
NpM; the B1;y; BN are not empty and if MaN the BNþ1;y; BM are each
empty. For each 1pipN we can compute a generating set for IðWiÞ; where Wi
is the Zariski closure ofWi; by computing a Gro¨bner basis for Ji with respect to
an appropriate elimination order, and selecting those polynomials that have no
terms with any of the P1;y; Pn as a factor. See [3, Chapter 3, Section 1]. For
each 1pipN let Bi ¼ ðfa ji;1i =b ji;1i gMi;1ji;1¼1;y; fa
ji;n
i =b
ji;n
i gMi;nji¼1Þ: Wi is then fxAWi j
there is some j01;y; j
0
n such that for each 1pcpn; xADZðb
j0
i;c
i Þg: Then W ¼SN
i¼1Wi: For xAWi select some j
0
1;y; j
0
n such that for each 1pcpn; xADZðb
j0
i;c
i Þ
and set ric ¼ a
j0
i;c
i =b
j0
i;c
i :
If J is a complete ideal in C½
%
X;
%
P then ZðJcÞ will be called the variety of possible
initial values for J:
Since we have been working over the complex numbers, it is natural to ask if our
method yields a real explicit system of ordinary differential equations if the original
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system, Fðf; ’fÞ ¼ 0; is real. The answer is no, as is illustrated by the following
example. In particular consider the implicit differential equation
’f2 þ f2 ¼ 0:
First observe that the only f : I-R to satisfy this implicit differential equation is
fðtÞ ¼ 0 for all tAI : Now if we let J be the ideal in C½X ; P generated by P2 þ X 2
then the completion of J is the set fJ1; J2g where J1 is generated by P þ iX and
J2 is generated by P  iX ; where i is the imaginary unit. J1 yields a differential
equation
’f1ðtÞ ¼ if1ðtÞ
with variety of possible initial values W1 ¼ C: J2 yields a differential equation
’f2ðtÞ ¼ if2ðtÞ
again with variety of possible initial values W2 ¼ C: Thus to every point cAC there
are two solutions f1ðtÞ and f2ðtÞ; with f1ð0Þ ¼ f2ð0Þ ¼ c; given by
f1ðtÞ ¼ ceit
and
f2ðtÞ ¼ ceit:
The reader will observe that the possibility of arriving at a system of differential
equations involving complex numbers is not a drawback since the completion
process does not result in any solutions being lost. Rather working over the complex
numbers allows us to ﬁnd solutions that might otherwise be lost.
6. Examples
The ﬁrst example is quite simple and is motivated by control theory. The input/
output problem of control theory is closely related to the problem of solving implicit
systems of differential equations. This problem has been extensively studied by
control theorists. There is a recent paper by Martin [10] which provides intrinsic
conditions for regular decoupling which are free of the usual constant rank
conditions. As we will see, by way of example, the methods of this article are
powerful enough to handle problems that cannot be handled by the methods of [10].
For the moment, adopting the notation and terminology of [10], we let
f ðx; uÞ ¼ u; hðx; uÞ ¼ xu; y ¼ 0
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in particular we have the (square) system:
’x ¼ u;
0 ¼ xu:
We will examine this system in a neighborhood of the equilibrium point
x0 ¼ 0; u0 ¼ 0:
This yields
n ¼ 1; m ¼ 1
and
dx ¼ dx;
dy ¼ u dx þ x du;
d ’y ¼ ’u dx þ 2u du þ x d ’u:
We have:
dimM E1 ¼ 3:
Following [10] we set
x ¼ 0; u ¼ 0; ’u ¼ 0
and observe that
dim TE1 ¼ 1:
The system is not regularly invertible, and the methods of [10] do not apply. The
methods of this article will, however, sufﬁce to solve this system of implicit
differential equations, still in the neighborhood of the equilibrium point
x0 ¼ 0; u0 ¼ 0:
First we convert the notation of the problem to conform with that previously
established in this article. We set u to X1; x to X2 and we start with the ideal J
generated by
f1 ¼ P2  X1;
f2 ¼ X1X2:
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Simple calculations, aided by Singular [4,7,8] yield
Jð0Þ ¼ fðX2; P2  X1ÞC½
%
X;
%
P; ðX1; P2  X1ÞC½
%
X;
%
Pg;
Jð1Þ ¼ fðX1; X2; P2  X1ÞC½
%
X;
%
P; ðX1; P1; P2  X1ÞC½
%
X;
%
Pg;
and ﬁnally we get
Jð2Þ ¼ fðX1; X2; P1; P2  X1ÞC½
%
X;
%
P; ðX1; P1; P2  X1ÞC½
%
X;
%
Pg
which is easily seen to be complete. The ideal ðX1; X2; P1; P2  X1ÞC½
%
X;
%
P yields the
point ð0; 0Þ ¼ W1 as its variety of possible initial values, and ðX1; P1; P2  X1ÞC½
%
X;
%
Pg
yields W2 as its variety of possible initial values, where W2 is the line given by
X1 ¼ 0:
Both ðX1; X2; P1; P2  X1ÞC½
%
X;
%
P and ðX1; P1; P2  X1ÞC½
%
X;
%
Pg yield the system of
differential equations
’f1 ¼ 0;
’f2 ¼ f1:
Since W1DW2; the possible solutions to our original system are the solutions to
’f1 ¼ 0;
’f2 ¼ f1
with initial values on the line given by X1 ¼ 0:
We can see that for each point ð0; cÞ on the line given by X1 ¼ 0 we have the
solution
fð0;cÞðtÞ ¼
fð0;cÞ1ðtÞ ¼ 0
fð0;cÞ2ðtÞ ¼ c
 !
which is identically constant. In particular at the stationary point ð0; 0Þ we have the
solution
fð0;0ÞðtÞ ¼
fð0;0Þ1ðtÞ ¼ 0
fð0;0Þ2ðtÞ ¼ 0
 !
:
We should note that the methods of this article can handle a much more general class
of problems than the input/output problem of control theory because we make no
special requirements as to the form of the implicit system of differential equations.
The reader should also observe that the methods of this article make no special
requirement that we solve the system in the neighborhood of an equilibrium point.
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The next example that we will consider was examined in [13]. The system of
implicit differential equations is given by
’f1 ’f2 ¼f1f2;
f2 ’f1 þ 3f1 ’f2 ¼ 3f21 þ 6;
4 ’f22 ¼ 9f21;
’f21 ¼f21  4:
First we will examine this system using the methods developed in this article. After
making the usual substitutions fi-Xi and ’fi-Pi the ideal (in C½
%
X;
%
P) generated by
the resulting system will be denoted, as usual, by J: Simple calculations, aided by
Singular yield:
Jð0Þ ¼ fð2X 22 þ 27; X 21 þ 2; 2P2 þ 3X1; 9P1 þ 2P2X1X2ÞC½
%
X;
%
P;
ð9X 21  4X 22  36; 2P2  3X1; 3P1  2X2ÞC½
%
X;
%
Pg;
Jð1Þ ¼ fð9X 21  4X 22  36; P2  3=2X1; P1  2=3X2ÞC½
%
X;
%
Pg:
It is easy to verify that Jð1Þ is complete. There is only one ideal in Jð1Þ; the variety of
possible initial values is the hyperbola 9X 21  4X 22 ¼ 36: In addition we get the
system of differential equations
’f1 ¼ 23 f2;
’f2 ¼ 32 f1:
For each point ðc1; c2Þ on the hyperbola 9X 21  4X 22 ¼ 36 there is a solution
fðc1;c2Þð0Þ ¼ ðc1; c2Þ; where fðc1;c2ÞðtÞ is given by
fðc1;c2Þ1ðtÞ ¼ c1 coshðtÞ þ 23 c2 sinhðtÞ;
fðc1;c2Þ2ðtÞ ¼ c2 coshðtÞ þ 32 c1 sinhðtÞ:
Next, we will compare and contrast out treatment of this system to the treatment
given in [13]. In [13] it was ﬁrst observed that J is complete in the sense of [13]. In [13]
it was then shown that the ideal J cannot be generated by a set of polynomials that
has degree at most one in P1;y; Pn: This follows from the following proposition.
Proposition 26. Let o be a term order on the terms of C½
%
X;
%
P such that, first if t is a
term in X1;y; Xn and 1au is a term in P1;y; Pn then tou; and second such that if u1
and u2 are terms in P1;y; Pn with deg u1odeg u2 then u1ou2: Let G be a Gro¨bner
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basis for J with respect to this term order. In this case J is generated by a
set of polynomials each of which has degree at most one in P1;y; Pn if and
only if J is generated by the polynomials of G that have degree at most one in
P1;y; Pn:
Proof. The if direction is obvious. We examine next the only if direction. We will use
the standard notation and deﬁnitions as found in [2]. If L ¼ ffAJ j f has degree at
most one in the P1;y; Png then we are assuming that
J ¼ ðLÞC½
%
X;
%
P
and we must show that J ¼ ðGLÞC½
%
X;
%
P where GL ¼ ffAG j f has degree at most one
in the P1;y; Png: If G ¼ fg1;y; gNg then each fALDJ has a standard
representation of the form
f ¼
XN
i¼1
higi;
where each hiAC½
%
X;
%
P: Since f ¼PNi¼1 higi is a standard representation,
HTð f ÞpmaxfHTðhigiÞg:
From our chosen term order each higi must have degree at most one in the
fP1;y; Png: Thus for each i we must have either hi ¼ 0 or fi has degree at most one
in the fP1;y; Png: In other words fAðGLÞC½
%
X;
%
P: We conclude that
LDðGLÞC½
%
X;
%
P:
Since ðLÞC½
%
X;
%
P ¼ J we have
ðGLÞC½
%
X;
%
P ¼ J: &
The above result ﬁrst appeared in [13].
The approach developed in [13] was to replace the ideal J with the ideal in C½
%
X;
%
P
generated by the elements in J that have degree at most one in the variables
P1;y; Pn: It should be observed that this new system has a solution set which is
different from the original system at the points ð7 ﬃﬃﬃﬃﬃﬃ2p ;7 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ3=2p Þ: The resulting
system was then solved. Although this method proved useful in analyzing this
system, the methods of [13] failed at ð7 ﬃﬃﬃﬃﬃﬃ2p ;7 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ3=2p Þ: In contrast the methods of
this article make no appeal to linearity and provide a complete solution to this
system.
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For the next example the system of differential equations is given by:
f21f3  5f21 þ f22f3  5f22  25f3 þ 125 ¼ 0;
f21f2 þ f32  25f2 ¼ 0;
f41 þ f21f22  50f21  25f22 þ 625 ¼ 0;
’f3f2  f2f3 ¼ 0;
’f3f
2
1  25 ’f3  f21f3 þ 25f3 ¼ 0;
’f23  ’f3f3  5 ’f3 þ 5f3 ¼ 0;
’f2f2 þ f1f2 ¼ 0;
’f2f
2
1  25 ’f2 þ f31  25f1 ¼ 0;
’f2 ’f3  5 ’f2 þ ’f3f1  5f1 ¼ 0;
’f1f3  5 ’f1  ’f3f2 þ 5f2 ¼ 0;
’f1f2  f22 ¼ 0;
’f1f
2
1  25 ’f1  f21f2 þ 25f2 ¼ 0;
’f1 ’f3  ’f1f3 ¼ 0;
’f1 ’f2 þ ’f1f1 ¼ 0;
’f21  ’f1f2 ¼ 0;
’f21  ’f1f2 ¼ 0:
After making the usual substitution fi-Xi and ’fi-Pi the ideal (in C½
%
X;
%
P)
generated by the resulting system will be denoted, as usual, by J: Simple calculations,
aided by Singular yield:
Jð0Þ ¼ fðX 21 þ X 22  25; P3  X3; P2 þ X1; P1  X2ÞC½
%
X;
%
P;
ðX2; X1  5; P3  5; P1  X2ÞC½
%
X;
%
P;
ðX2; X1 þ 5; P3  5; P1  X2ÞC½
%
X;
%
Pg;
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Jð1Þ ¼ fðX2; X1 þ 5; P3  5; P2; P1  X2ÞC½
%
X;
%
P;
ðX2; X1  5; P3  5; P2; P1  X2ÞC½
%
X;
%
P;
ðX 21 þ X 22  25; P3  X3; P2 þ X1; P1  X2ÞC½
%
X;
%
Pg:
It is easily checked that Jð1Þ is complete. Letting
J1 ¼ ðX2; X1 þ 5; P3  5; P2; P1  X2ÞC½
%
X;
%
P;
J2 ¼ ðX2; X1  5; P3  5; P2; P1  X2ÞC½
%
X;
%
P;
J3 ¼ ðX 21 þ X 22  25; P3  X3; P2 þ X1; P1  X2ÞC½
%
X;
%
P:
The ideal J1 yields W1; the variety of possible initial values, given by W1 ¼
ZðX1 þ 5; X2Þ; the line X1 ¼ 5; X2 ¼ 0: The ideal J2 yields W2; the variety of
possible initial values, given by W2 ¼ZðX1  5; X2Þ; the line X1 ¼ 5; X2 ¼ 0: And
the ideal J3 yields W3; the variety of possible initial values, given by W3 ¼
ZðX 21 þ X 22  25Þ; the cylinder of radius 5, and axis of symmetry the X3 axis.
Observe that W1DW3 and W2DW3:
First the ideal J3 yields the system of differential equations
’f1 ¼ f2;
’f2 ¼ f1;
’f3 ¼ f3:
We can see that for each point ðc1; c2; c3ÞAW3 we have a solution fð3Þðc1;c2;c3ÞðtÞ with
fð3Þðc1;c2;c3Þð0Þ ¼ ðc1; c2; c3Þ given by
fð3Þðc1;c2;c3Þ1ðtÞ ¼ c1 cosðtÞ þ c2 sinðtÞ;
fð3Þðc1;c2;c3Þ2ðtÞ ¼ c1 sinðtÞ þ c2 cosðtÞ;
fð3Þðc1;c2;c3Þ3ðtÞ ¼ c3e
t:
The ideal J1 yields a system of differential equations
’f1 ¼ f2;
’f2 ¼ 0;
’f3 ¼ 5:
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For each point ð5; 0; cÞAW1 we have a solution fð1Þð5;0;cÞðtÞ with fð1Þð5;0;cÞð0Þ ¼
ð5; 0; cÞ given by
fð1Þð5;0;cÞ1ðtÞ ¼ 5;
fð1Þð5;0;cÞ2ðtÞ ¼ 0;
fð1Þð5;0;cÞ3ðtÞ ¼ 5t þ c:
And the ideal J2 yields a system of differential equations
’f1 ¼ f2;
’f2 ¼ 0;
’f3 ¼ 5:
And for each point ð5; 0; cÞAW2 we have a solution fð2Þð5;0;cÞðtÞ with f
ð2Þ
ð5;0;cÞð0Þ ¼
ð5; 0; cÞ given by
fð2Þð5;0;cÞ1ðtÞ ¼ 5;
fð2Þð5;0;cÞ2ðtÞ ¼ 0;
fð2Þð5;0;cÞ3ðtÞ ¼ 5t þ c:
We observe that the cylinder given by X 21 þ X 22 ¼ 252 is the set of all possible initial
values to solutions of our original system of implicit differential equations. For each
point on this cylinder with X1a75 there is a unique solution given by f
ð3Þ: For
those points on the cylinder and with X1 ¼ 5 there are two solutions, one given by
fð2Þ and one given by fð3Þ: And similarly for those points on the cylinder and with
X1 ¼ 5 there are two solutions, one given by fð1Þ and one given by fð3Þ:
We would like to conclude this article by indicating one direction for possible
continued research. Although the methods of this article handle a very general class
of implicit systems differential equations, many of the systems that arise in
applications are quasilinear. Quasilinear implicit systems of differential equations
are systems of the form
Fðt;f; ’fÞ ¼ Aðt;fÞ ’fþ Gðt;fÞ ¼ 0;
where Aðt;fÞ is an m  n matrix (whose entries depend on t and f). With such
problems, it is natural to ask if some simpliﬁcation or improvement in the efﬁciency
of our method is likely to occur. With quasilinear implicit systems of differential
equations in mind, it is natural to call ideals in C½
%
X;
%
P quasilinear if they can be
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generated by polynomials that have degree at most one in the indeterminates
P1;y; Pn: Clearly, a quasilinear implicit system of differential equations gives rise to
a quasilinear ideal which we would then proceed to complete.
By far the most costly part of our method is the computing of minimal associated
primes. If we are to notice a substantial improvement in efﬁciency in the case of a
quasilinear systems of differential equations, we would need to ﬁrst show that the
minimal associated primes for a quasilinear ideal are themselves quasilinear. If this is
indeed the case the next step should be to investigate if the assumption of
quasilinearity can be used to improve the efﬁciency of computing minimal associated
primes. An afﬁrmative answer, together with an algorithm, could represent an
important contribution to the study of quasilinear implicit systems of differential
equations.
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