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CHAPTER 1
Introduction
This chapter introduces stochastic optimal control problems in continuous
time and space, and a particular subclass, that of path integral control
problems. The latter form the subject of this thesis.
Humans are very good at grabbing objects. It is a common action for us
to perform, and we do so again and again with success. A remarkable thing
is that we are capable of repeating a grabbing movement but that typically
none of these repetitions will be identical: repeated grabbing movements
show a variability that is not required to successfully perform a grabbing
task. How to understand this phenomenon is just one example of a question
to which stochastic(1)optimal control theory tries to provide an answer.(2)
Another example is: how does one invest optimally in an uncertain financial
market?(3) Yet another example is: how to optimally serve customers in
(1)Stochastic means random.
(2)Movement variability is attributed to noise in the nervous system (Harris and Wolpert,
1998), and in recent years stochastic optimal control theory has shown to be successful in
modelling various aspects of sensorimotor control (Scott, 2004, Todorov, 2004).
(3)The idea to model stock prices as random processes goes back to Regnault (1863) and
Bachelier (1900). This idea, however, went unnoticed by economists until around 1954
when Bachelier’s work was brought to the attention of economist Paul Samuelson (Jarrow
and Protter, 2004). The problem of optimal investment was posed and, under certain con-
ditions, solved by Merton (1969) while doing his PhD under Samuelson’s guidance. Mer-
ton’s solution involves Bellman’s dynamic programming principle, which is a key concept
in optimal control theory.
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a queueing system under heavy traffic, that is, when the system is highly
saturated?(4)
1.1 Stochastic optimal control in continuous
time and space
Stochastic optimal control theory is the study of dynamical systems subject
to random influences and which are controlled to optimize some performance
criterion. Many different dynamical systems and performance criteria are
thinkable and encountered in practice, hence the class of problems to which
the theory applies is very diverse.
In this thesis we shall be concerned with optimal control problems in
which the dynamical system runs continuously in time, in a continuous state
space, and being continuously subjected to random perturbations. There
are two general approaches to dealing with such optimal control problems,
one makes use of the stochastic maximum principle and the other employs
Bellman’s dynamic programming principle.(5)
The stochastic maximum principle is a generalization to the stochastic
setting of Pontryagin’s maximum principle (Pontryagin et al., 1962). The
latter is the culmination of more than two centuries of work in variational cal-
culus and control theory with contributions by Johann and Jakob Bernoulli,
Leibniz, Newton, Euler, Lagrange, Legendre, Hamilton, Jacobi, Weierstrass,
Carathe´odory and Pontryagin, amongst others (Pesch and Bulirsch, 1994,
Sussmann and Willems, 1997). Its stochastic generalization has shown to
be a nontrivial matter, and significant contributions have been made in the
seventies and eighties (Bismut, 1978, Peng, 1990). The resulting principle
is posed in terms of so-called forward and backward stochastic differential
equations that are coupled(Yong and Zhou, 1999).
The dynamic programming (DP) principle was posed by Bellman while
working on Markovian decision processes (MDPs) (Dreyfus, 2002). MDPs are
a mathematical framework for control problems that are Markovian (Howard,
1960), Markovian means that the future of the process only depends on
the present, that is, it is independent of the past when given the present.
The DP principle breaks a decision problem down into a temporal chain of
(4)Systems of customers queueing up to be served are often complex. In the case of heavy
traffic these systems have been approximated in a continuous way and the uncertainty is
modelled by a Wiener process. In this limit the systems become easier to deal with (Whitt,
1970, 1974, Reiser and Kobayashi, 1974). Controlled queues in a heavy traffic limit were
first considered by Rath (1975). A recent overview is provided by Kushner (2001).
(5)This principle is also known as Bellman’s optimality principle.
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smaller subproblems, and solving these subproblems consecutively results in
solving the entire decision problem. MDPs are usually defined as discrete
time processes, but the DP principle also applies to controlled Markovian
processes in continuous time (Bellman, 1954, 1957a). For Markovian control
problems that are both continuous in time and in the state of the system,
one can show by applying the DP principle that the solution satisfies the so-
called Hamilton-Jacobi-Bellman (HJB) equation (Fleming and Soner, 2006,
Øksendal, 2007).
1.2 Computation of the optimal control
The stochastic maximum principle and the DP principle translate the optimal
control problem to conditions that the solution to the problem must satisfy,
respectively in terms of coupled stochastic differential equations and the HJB
equation. This is a big step forward in solving the optimal control problem,
but these equations still have to be solved, either by deriving a closed form
solution or approximately, in order to compute the optimal control.
Optimal control problems with known closed form solutions are excep-
tional, notable examples include linear-quadratic Gaussian control problems
(Stengel, 1994) and the Black-Scholes model of a financial market (Bjo¨rk,
2004). The optimal control problems for which we do not know a closed
form solution, which is the vast majority of the ones that are encountered in
practice, can only be solved approximately. Typically, approximate solutions
are required to be accurate or obtained within very short time or both, hence
accurate and fast approximation methods are of great importance to solving
stochastic optimal control problems.
There are several ways to solve stochastic optimal control problems ap-
proximately. One approach is to approximate the problem by another one
which has a closed form solution, such as a linear-quadratic Gaussian ap-
proximation (Todorov and Li, 2005). Another approach is to apply approx-
imation schemes that approximately solve the coupled stochastic differential
equations provided by the stochastic maximum principle. Such schemes have
been developed in recent years (Douglas et al., 1996, Delarue and Menozzi,
2006), but so far they have been applied mainly in the field of finance. A
third approach is to approximately solve the HJB equation. This can be done
in several ways, for example by discretizing the HJB equation and applying
an interactive method such as value iteration (Bellman, 1957b) or policy it-
eration (Howard, 1960) to solve the discrete HJB equation, or by discretizing
the original control problem, that is, approximate it by a Markov decision
process (Kushner and Dupuis, 2001).
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Methods to approximately solve stochastic optimal control problems in
general are computationally expensive: they require much time and memory
as they involve many operations. This is related to the generally complex
structure of control problems. A way to reduce the computational expenses is
to look for structures inherent to control problems that allow for a reduction
of their complexity. Such a structure is present in so-called path integral con-
trol problems, a description of this structure is given in chapter 2. In general,
the HJB equation is nonlinear and involves an optimization operation over
the control, but for path integral control problems the optimization over the
control can be carried out in closed form and by applying a logarithmic trans-
formation the HJB equation can be transformed to a linear equation (Flem-
ing, 1978, Kappen, 2005a,b). The solution to the linear equation is a path
integral. This follows from the Feynman-Kac formula,(6)which establishes a
link between certain linear equations and path integrals. Loosely speaking,
the path integral solution is an integral over all paths that the uncontrolled
system can possibly follow over time, where each path is weighted propor-
tionally to the probability for the uncontrolled system to follow that path.
By computing the path integral one computes the optimal control. Although
in general the exact computation of the path integral solution is intractable,
there exist several methods to infer the path integral approximately (Kappen,
2005a,b).
1.3 Thesis outline
The control problems considered in this thesis all have a similar structure
which allows for a solution in terms of a path integral. In chapter 2 we
introduce in an abstract way this class of control problems. We attempt to
motivate the structure of the control problems and to define the problems
mathematically without going in too much detail. We then provide a formal
derivation of the path integral solution.
Multi-agent systems
In chapter 3 we apply path integral control theory to optimally control col-
laborative multi-agent systems (MASs). We focus on MASs in which the
(6)The Feynman-Kac formula is named after Feynman (1948), who presented a solution
to the Schro¨dinger equation in terms of a ‘path integral’ that integrates over all paths
that a quantum physical system can possibly follow over time, and after Kac (1949),
who, inspired by Feynman’s work, derived a similar result outside the context of quantum
physics and that is now known as the Feynman-Kac formula.
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agents have to distribute themselves over a number of target locations, and
where the agents’ dynamics are independent in the case where they perform
no control. We show that the optimal control for the MAS is a weighted
sum of single-agent to single-target controls. The collaborative aspect of the
control problem then equals a standard graphical model inference problem,
which is the main source of computational cost if the single-agent to single-
target controls are easy to compute, for example when they have closed form
expressions. This cost is exponential in the treewidth of the graph. The
treewidth of the graph equals the total number of agents at most, but it is
much smaller when each agent bases its choice of target on the state of few
other agents only.
In chapter 4 we further develop the application of path integral control to
collaborative MASs. Whereas in chapter 3 we considered control problems
that allowed exact inference of the optimal control, we now look at MASs
where exact inference is intractable. Approximate inference becomes neces-
sary when the single-agent to single-target controls do not have closed form
expressions. These controls we express in terms of path integrals, which we
infer using Metropolis-Hastings sampling. The collaborative aspect in the
control problem is again equivalent to a graphical model inference problem.
Exact inference of the latter is no longer tractable when the treewidth of
the graph is large, and instead we apply a naive mean field approximation
or belief propagation for approximate inference. This allows us to control
MASs with up to 80 agents and an equal number of target locations.
State constrained systems
A common situation in control problems is where the state space is con-
strained, for example by the presence of obstacles. In chapter 5 we study the
control inference and simulation of path integral control problems with state
constraints. We introduce an adaptive time discretization scheme for the
simulation of the control problems in discrete time. An adaptive time dis-
cretization is required, because otherwise there is a possibility of violating the
state constraints, which is equivalent to a worst performance. For the control
inference we use Hybrid Monte Carlo (HMC) sampling. We compare with
a conventional control inference approach that is based on linear-quadratic
approximation, and show that control inference by HMC sampling performs
significantly better at higher noise levels.
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Risk sensitive control
Conventional path integral control is about minimizing the expected cost. It
assumes that the certainty equivalent, i.e., the maximal price one is willing
to pay for sure rather than the uncertain cost associated to the control prob-
lem, equals the expected cost. This assumption of equality can be dropped
by instead minimizing an expected exponentially weighted cost. The res-
ulting control problem then has a certainty equivalent higher or lower than
the expected cost, depending on the sign of the exponential weight, and it is
known as a risk sensitive control problem. In chapter 6 we show that path
integral control generalizes to the risk sensitive setting, requiring no addi-
tional assumptions. We demonstrate risk sensitive path integral control on
problems beyond the linear-quadratic case, showing the intricate interaction
of multi-modal control with risk sensitivity.
Human motor behaviour
Human behaviour in target-directed control tasks has been given considerable
attention in the literature, and many of its aspects have been understood
using optimality principles. The paradigm of optimal feedback control has
shown to be particularly successful in describing tasks where uncertainty is
involved. In chapter 7 we analyse data from target-directed control tasks
under uncertainty with a predetermined duration. The tasks were performed
by human subjects who were given a minimum of information to perform the
task. We describe the data by optimal feedback control models that optimize
both control effort and the loss that penalizes for deviations from the target.
Depending on whether the loss is measured at the end of the task only or
also prior to the ending, the control model predicts a behaviour where the
target is reached at the end time or earlier, respectively. We find these two
kinds of behaviour to be in accordance with that of human subjects when the
goal is to reach a target in the presence of uncertainty: some subjects reach
the target earlier, others later. The robustness of the model over tasks is
demonstrated by its predictive quality in a second task where subjects have
to choose between two targets.
CHAPTER 2
Optimal Control
This chapter introduces the control theory used in the remainder of the
thesis. It motivates the structure of the control problems and defines the
control problems mathematically. The solution to the control problems is
given in terms of a path integral.
Optimal control problems are encountered in many different situations
and they exist with various different characteristics. The control problems
considered in this thesis all have a similar structure which allows for a solution
in terms of a path integral. Such problems were considered by Fleming (1978)
and Kappen (2005a,b). The present chapter provides an introduction to this
class of control problems.
The outline of the chapter is as follows. We give a description of determ-
inistic optimal control in section 2.1. This is followed by a generalization to
the stochastic setting in section 2.2. We derive the solution to the stochastic
optimal control problem in sections 2.3 and 2.4. A first step towards a solu-
tion of the stochastic optimal control problem is provided by the fact that the
solution satisfies the Hamilton-Jacobi-Bellman (HJB) equation. This equa-
tion is a nonlinear partial differential equation that is difficult to solve in
general, but under some condition on the noise and the control cost the HJB
equation can be put into a linear form by performing a logarithmic trans-
formation. Its solution is then given by a path integral. We end in section 2.5
with a brief discussion of control problems that lie outside the scope of this
thesis.
7
8 Chapter 2: Optimal Control
2.1 Deterministic optimal control
We start with a description of optimal control in the absence of uncertainty.
Our goal is to control a system in the best possible way. The behaviour of
the system over time is given by a dynamic equation which tells how the
state of the system, Xt, changes over time t:
d
dt
Xt = b(t,Xt).
Here b is a function that describes the autonomous dynamics of the system,
that is, the uncontrolled system dynamics. The dynamics start at time 0 and
run up to a fixed end time T . The state Xt of the system at a time t is a
variable that takes values in d-dimensional Euclidean space Rd. Considering
the state over the entire duration of the dynamics defines a process X =
{Xt : 0 ≤ t ≤ T}.
We wish to control the system, and this we achieve by introducing a con-
trol dependency in the dynamics. The control u is a function of the present
time and state, and it takes values in Rk, k ≤ d. In order to distinguish
the controlled state from the uncontrolled one, we will label it by the control
u and write Xut . The controlled dynamics is assumed to be linear in the
control and reads
d
dt
Xut = b(t,X
u
t ) +B(t,X
u
t )u(t,X
u
t ),
where B(t,Xut ) is a full rank d× k matrix.
The quality of performance of the controlled system is measured by a
cost. This cost is control dependent, and at any time t the cost up to end
time T , or cost-to-go, is given by
Cu(t,Xu) = φ(XuT ) +
∫ T
t
V (s,Xus )ds+
∫ T
t
1
2
‖Ru(s,Xus )‖2ds. (2.1)
Here φ is the end cost function that assigns a cost to the state at the end
time, V is a path cost function that assigns costs to the state prior to the
end time, and 1
2
‖Ru(s,Xus )‖2 is the control cost at time s, where R is a full
rank k × k matrix.
The control problem consists of minimizing the cost-to-go Cu(t,Xu) over
all controls u. Any control that minimizes the cost-to-go is called an optimal
control.
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2.2 Stochastic optimal control
Stochastic optimal control considers optimal control problems where there is
randomness in the system. We restrict ourselves to randomness that enters
the system in the form of additive random perturbations to the control. The
random perturbations are modelled by a k-dimensional Gaussian white noise
process W˙ = {W˙t : 0 ≤ t ≤ T} and a full rank k × k matrix σ, and the
system dynamics become
d
dt
Xut = b(t,X
u
t ) + B(t,X
u
t )
(
u(t,Xut ) + σW˙t
)
. (2.2)
The matrix σσ⊤ is the covariance matrix of the noise over unit time intervals.
The Gaussian white noise process W˙ = {W˙t : 0 ≤ t ≤ T} is formally defined
by the properties that
(i) for any time t, the vector W˙t is normally distributed with zero mean,
and
(ii) for any times s and t, the covariance matrix of W˙s and W˙t equals the
Dirac delta function δ(t− s) times the k × k identity matrix.
A rigorous definition of the Gaussian white noise process W˙ is usually
given implicitly by considering W˙ integrated over time(1)which is commonly
known by the name of Brownian motion or Wiener process. In k dimensions,
the standard Wiener process is defined as a process W = {Wt : 0 ≤ t ≤ T}
which has independent incrementsWt−Ws that are normally distributed with
zero mean and covariance matrix equal to |t − s| times the k × k identity
matrix (Karatzas and Shreve, 2000). We can write the stochastic dynamics
in terms of integrated white noise by integrating both the left- and the right-
hand side of (2.2) over time, this yields an integral equation that we will
interpret in the sense of Itoˆ:(2)
∫ t
0
dXus =
∫ t
0
b(s,Xus )ds+
∫ t
0
B(s,Xus )
(
u(s,Xus )ds+ σdWs
)
.
(1)Alternatively, Gaussian white noise can be defined using the theory of distribu-
tions (Hida and Si, 2008).
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As a common practice we will drop the integral symbol, we then obtain the
following stochastic differential equation representation of the dynamics:
dXut = b(t,X
u
t )dt+ B(t,X
u
t )
(
u(t,Xut )dt+ σdWt
)
. (2.3)
The quality of performance of the controlled system is measured using
the same cost function (2.1) as in the deterministic case. Due to the noise
in the dynamics the cost-to-go Cu(t,Xu) is a random variable, and therefore
we consider the expected value of the cost-to-go. The expected cost-to-go at
time t and in state x is thus defined as
Ju(t, x) = E[Cu(t,Xu)|Xut = x]
where the expectation is taken with respect to a probability measure un-
der which the controlled process Xu satisfies the dynamics (2.3) under the
condition that the state Xut at time t equals x. The optimal expected cost-
to-go, also called value function, is the expected cost-to-go minimized over
all controls u:
J(t, x) = min
u
Ju(t, x).
The control problem is to find the control which returns a minimal expected
cost-to-go; this control is optimal by definition.
2.3 The HJB equation
A first step towards solving the control problem is given by the fact that the
value function satisfies the Hamilton-Jacobi-Bellman (HJB) equation, which
is a nonlinear partial differential equation. For each control u let A u be the
differential operator defined by
(A uf)(t, x) =
( d∑
i=1
(b+ Bu)i
∂f
∂xi
+
d∑
i,j=1
1
2
(Bσσ⊤B⊤)ij
∂2f
∂xi∂xj
)
(t, x), (2.4)
where f is any function that is twice differentiable in x. The value function
satisfies the HJB equation
0 = min
u
(
∂J
∂t
+ A uJ + V + 1
2
‖Ru‖2
)
(t, x) (2.5)
(2)A stochastic integral
∫
T
0
HtdWt in the sense of Itoˆ, where {Ht : 0 ≤ t ≤ T}
is any process that is continuous as a function of time t, is defined as the limit
limn→∞
∑
n
i=1Hti(Wti+1 −Wti) under the condition that the mesh max1≤i≤n |ti+1− ti| of
the partitions 0 = t1 < . . . < tn+1 = T goes to zero as n → ∞ (Karatzas and Shreve,
2000, Øksendal, 2007).
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with boundary condition
J(T, x) = φ(x).
This is well-known in the literature, see e.g. (Fleming and Rishel, 1975, Yong
and Zhou, 1999, Øksendal, 2007). A formal derivation of the HJB equation
is provided in appendix 2.A.
The HJB equation (2.5) is quadratic in the control u, and by completing
the squares we find
0 = min
u
(
∂J
∂t
+ A J + V − 1
2
∥∥∥(R⊤)−1B⊤∂J
∂x
∥∥∥2
+ 1
2
∥∥∥Ru+ (R⊤)−1B⊤∂J
∂x
∥∥∥2)(t, x),
where A is the operator A u for control u = 0. The minimum is attained at
the optimal control
u∗(t, x) = −(R⊤R)−1B⊤(t, x)∂J
∂x
(t, x). (2.6)
By substituting the optimal control in the HJB equation we eliminate the
control dependency, which results in the equation
0 =
(
∂J
∂t
+ A J + V − 1
2
∥∥∥(R⊤)−1B⊤∂J
∂x
∥∥∥2)(t, x) (2.7)
This equation is nonlinear in J and thereby difficult to solve in general.
2.4 Path integral control
In the particular case that the matrices R and σ satisfy
σσ⊤ = λ(R⊤R)−1 (2.8)
for some positive real number λ, the nonlinear HJB equation (2.7) becomes
linear after a logarithmic transformation. Indeed, if we define a function Z
by
J(t, x) = −λ logZ(t, x) (2.9)
and we substitute (2.9) in (2.7), then the terms nonlinear in Z cancel due to
relation (2.8), and dividing by −λZ−1 we find
0 =
(
∂Z
∂t
+ A Z − 1
λ
V Z
)
(t, x). (2.10)
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This result is well-known in the literature; see e.g. (Kappen, 2005a,b, Fleming
and Soner, 2006) and references therein.
The original control problem will be solved if we can find a solution to
the linear partial differential equation (2.10) with boundary condition φ(x) =
−λ logZ(T, x). A solution to the latter is provided by the Feynman-Kac
formula (Karatzas and Shreve, 2000) which tells us that the solution Z has a
probabilistic representation in terms of an expectation value or path integral
Z(t, x) = E
[
exp
(
− 1
λ
φ(XT )− 1λ
∫ T
t
V (s,Xs)ds
)∣∣∣∣Xt = x
]
, (2.11)
where X = {Xs : t ≤ s ≤ T} satisfies the uncontrolled dynamics
dXs = b(s,Xs)ds+ B(s,Xs)σdWs (2.12)
conditioned on Xt = x. We refer to appendix 2.B for a formal derivation.
2.5 Other control problems
The control problems considered in this thesis all share certain characterist-
ics, such as continuity in time and a continuous state space, complete state
observation, linearity of the dynamics in the control, a cost function that is
quadratic in the control, and uncertainty in the form of additive noise. Using
these characteristics, we have seen that the control problems have a solution
in terms of a path integral.
Many other characteristics are possible, and these result in a practically
endless list of other control problems. Let us mention just a few situations
that are common but not considered in this thesis. For example, decisions on
how to control a system may only be made and carried out at discrete mo-
ments in time rather than continuously (Bellman, 1957b, Puterman, 1994).
There can be a discounting of the costs such that costs in the near future
weigh heavier than costs in a later stage (Borkar, 1989), or the cost can be
averaged over time which is known as ergodic control (Borkar, 2006, Ara-
postathis et al., 2011). Such cost structures are common in job assignment
problems, in particular in the case of heavy traffic (Kushner, 2001). The
moment up to which the control process runs may be random rather than
fixed, particularly in optimal stopping problems (Shiryaev, 1978). These
problems are encountered in hypothesis testing and finance, amongst other
areas. The noise in the dynamics can be multiplicative, rather than addit-
ive. This is common in financial models (Merton, 1969, Bjo¨rk, 2004) and
it is typical for optimal control models of the sensorimotor system (Harris
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and Wolpert, 1998, Todorov, 2004). Rather than having uncertainties in the
form of random disturbances, one may be working with a model that is not
exactly known. Optimally controlling systems by means of uncertain models
is known as robust control, and it is encountered in engineering and finance,
amongst other areas (Dullerud and Paganini, 2000, Lin, 2007). Observations
of the state of the system may be incomplete or corrupted by noise (Fleming,
1968, Davis and Varaiya, 1973, Monahan, 1982, Bensoussan, 1992). In par-
ticular, if the system consists of several controllers or agents, then it is often
the case that each controller or agent has only partial knowledge of the entire
system (van Schuppen, 2004, Oliehoek, 2010). It may be that the controlled
system is not entirely known, for example in the case of a robot moving in
an unknown environment, but that it can be learned from data (Sutton and
Barto, 1998, Bus¸oniu, 2009).
2.A Derivation of the HJB equation
In this appendix we give a formal derivation of the HJB equation (2.5).
For any time r between the present time t and the end time T , it follows
from its definition that J satisfies
J(t, x) = min
u
E
[
J(r,Xur ) +
∫ r
t
V (s,Xus )ds+
∫ r
t
1
2
‖Ru(s,Xus )‖2ds
∣∣∣∣Xut = x
]
.
(2.13)
By Itoˆ’s chain rule for stochastic processes (Karatzas and Shreve, 2000,
Øksendal, 2007), J(r,Xur ) satisfies
J(r,Xur ) = J(t,X
u
t ) +
∫ r
t
∂J(s,Xus )
∂s
ds+
∫ r
t
d∑
i=1
∂J(s,Xus )
∂Xus,i
dXus,i
+
∫ r
t
1
2
d∑
i,j=1
∂2J(s,Xus )
∂Xus,i∂X
u
s,j
dXus,i · dXus,j ,
where
dXus,i · dXus,j =
(
Bσσ⊤B⊤
)
ij
ds
is computed according to the rules
ds · ds = ds · dWs,j = dWs,i · ds = 0
dWs,i · dWs,j =
{
ds if i = j,
0 otherwise.
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In terms of the operator A u, equation (2.4), the above chain rule has the
condensed form
J(r,Xur ) = J(t,Xt) +
∫ r
t
(∂J
∂s
+ A uJ
)
(s,Xus )ds
+
∫ r
t
(( ∂J
∂Xus
)⊤
B
)
(s,Xus )σdWs. (2.14)
We insert this expression for J(r,Xur ) in equation (2.13), and we assume
(3)that
the last term in (2.14) has zero expectation. In this way we obtain
0 = min
u
E
[ ∫ r
t
(∂J
∂s
+ A uJ + V + 1
2
‖Ru‖2
)
(s,Xus )ds
∣∣∣∣Xut = x
]
.
Dividing by r − t and taking the limit r → t yields the HJB equation
0 = min
u
(∂J
∂t
+ A uJ + V + 1
2
‖Ru‖2
)
(t, x).
2.B Derivation of the path integral solution
We give a formal derivation of the probabilistic representation (2.11) for
Z. This is in fact a derivation of the Feynman-Kac formula. A rigorous
derivation of the latter can be found in e.g. (Karatzas and Shreve, 2000).
By applying Itoˆ’s chain rule to
Z(r,Xr) exp
(
− 1
λ
∫ r
t
V (s,Xs)ds
)
,
we find
Z(r,Xr) exp
(
− 1
λ
∫ r
t
V (s,Xs)ds
)
= Z(t,Xt)+
∫ r
t
(( ∂Z
∂Xs
)⊤
B
)
(s,Xs)σdWs
+
∫ t
t
(
∂Z
∂ϑ
− 1
λ
V Z + A Z
)
(ϑ,Xϑ) exp
(
− 1
λ
∫ ϑ
t
V (s,Xs)ds
)
dϑ,
(3)A sufficient condition to guarantee this is that E
[ ∫
r
t
∥∥((∂J/∂Xu
s
)⊤B
)
(s,Xu
s
)σ
∥∥2ds]
is finite, since then the process M = {Mr : r ≥ t} defined by Mr =∫
r
t
(
(∂J/∂Xu
s
)⊤B
)
(s,Xu
s
)σdWs is a martingale (Ikeda and Watanabe, 1981), which
means that E[Mr|Mt] = Mt, and so E[Mr] = E[E[Mr|Mt]] = E[Mt] = 0. Note that given
the solution (2.7), the above condition is equivalent to a finite expected control cost. The
assumption for the expectation value to equal zero fails to hold in the most general case
(Sin, 1998, Jourdain, 2004).
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where the last term vanishes due to (2.10). Choosing r = T , and taking
expectation value, we find
Z(t, x) = E
[
Z(T,XT ) exp
(
− 1
λ
∫ T
t
V (s,Xs)ds
)∣∣∣∣Xt = x
]
= E
[
exp
(
− 1
λ
φ(XT )− 1λ
∫ T
t
V (s,Xs)ds
)∣∣∣∣Xt = x
]
.
CHAPTER 3
Stochastic Optimal Control in Continuous Space-Time
Multi-Agent Systems
Recently, a theory for stochastic optimal control in non-linear dynamical
systems in continuous space-time has been developed (Kappen, 2005a,b).
We apply this theory to collaborative multi-agent systems. The agents
evolve according to a given non-linear dynamics with additive Wiener
noise. Each agent can control its own dynamics. The goal is to min-
imize the accumulated joint cost, which consists of a state dependent
term and a term that is quadratic in the control. We focus on systems of
non-interacting agents that have to distribute themselves optimally over
a number of targets, given a set of end costs for the different possible
agent-target combinations. We show that optimal control is the combin-
atorial sum of independent single-agent to single-target optimal controls
weighted by a factor proportional to the end costs of the different com-
binations. Thus, multi-agent control is related to a standard graphical
model inference problem. The additional computational cost compared
to single-agent control is exponential in the treewidth of the graph spe-
cifying the combinatorial sum times the number of targets. We illustrate
the result by simulations of systems with up to 42 agents.
This chapter is based on (Wiegerinck et al., 2006).
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3.1 Introduction
A collaborative multi-agent system (MAS) is a collection of agents that act
autonomously to achieve a common goal or to maximize the performance
of the group. Examples are teams of soccer-robots and teams of unmanned
rescue vehicles in a hazardous disaster area. In practical applications, a MAS
often has to deal with uncertainty in the environment and limitations of its
resources.
In this chapter, we are interested in optimal control in such systems. We
focus on systems in which agents in a stochastic environment have to distrib-
ute themselves efficiently over a number of targets. For example, consider
a system of n firefighter agents and n fires. The agents are at some initial
positions and should reach the fires positions in the most efficient way, such
that each fire is reached by an agent (see Figure 3.1). In this problem, the
final configuration, i.e., which agent has reached exactly which fire, is not of
importance for the end performance. The MAS should continuously act such
that in the end one of these n! configurations is realized at minimal expected
effort. The additional complexity is that due to the noise in the dynamics,
a configuration that seems optimal from the initial positions may become
suboptimal in a later stage.
A common approach is to model such a system as a Markov Decision
Process (MDP) in discrete space and time: the optimal actions in an MDP
optimization problem are in principle solved by backward dynamic program-
ming. Since both the joint action space and the joint state space of the agents
are assumed to be large in the discretization, and increase exponentially in
the number of agents, simply taking a basic dynamic programming approach
to solve the MDP will generally be infeasible (Boutilier, 1996).
Typically one can describe the system more compactly as a factored MDP.
In such systems both the transition probabilities and reward functions have
some structure. Unfortunately, this structure is not conserved in the value
functions and exact computation remains exponential in the system size.
Recently, a number of advanced and powerful approximate methods have
been proposed. The common denominator of these approaches is that they
basically assume some predefined approximate structure of the value func-
tions (Guestrin et al., 2002a,b).
Here we take a different starting point. Rather than discretizing, we
will consider the stochastic optimal control problem in continuous space and
time. As in discrete MDPs, this optimization problem is in principle solved
by backward dynamic programming. Usually this optimization is intractable.
However, if (1) both the noise and the control are additive to the (nonlinear)
dynamics, (2) the increment in cost is quadratic in the control, and (3)
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the noise satisfies certain additional conditions, then, as we have described
in chapter 2, the stochastic optimization problem can be transformed into a
linear partial differential equation, which can be solved by forward stochastic
integration of a diffusion process.
An interesting observation by Kappen (2005a,b) is the phenomenon of
symmetry breaking in multi-modal systems, i.e, in problems where several
local minima of the cost co-exist. This symmetry breaking manifests itself
as a delayed choice, keeping options open and using the fact that the noise
may help to come closer to one of the options at no additional cost.
Formally the extension of this formalism to cooperative MASs is straight-
forward. The question that we ask ourselves is how the formalism scales from
the single-agent single-target situation (e.g. one fireman has to go to a given
fire) to a collaborative system of n agents and m targets. Although the dy-
namics of the agents is assumed to be independent, with optimal control the
behaviour of the agents will be coupled in a non-trivial way in order to reach
an end-configuration at minimal cost.
The outline of this chapter is as follows. In section 3.2 we pose the control
problem in the single-agent case. As an example, we will rederive linear
quadratic control from control theory. In this system a single agent has to
move to a single target. Next, in section 3.3 we show how the framework
easily allows the modelling of an agent that has to move to one of m possible
targets. It turns out that optimal control for this case can be written as
a weighted sum of m optimal controls in the presence of the single targets.
This result will form the basis of the multi-agent analysis later in the chapter.
In section 3.4 we will consider the framework in the multi-agent setting.
In general, the solution of this type of problem consists of a sum of mn
terms due to a contribution from each agent-target combination. For small
problems, this summation can be performed explicitly. For large n and m,
the solution is generally intractable.
Next, we consider models in which the end-costs of agents-targets config-
urations are factored as a sparse graph. We show that the structure of the
graph is conserved in the mn terms. Therefore this summation can be per-
formed more efficiently using for example the junction tree algorithm (Laur-
itzen and Spiegelhalter, 1988). The computation time is exponential in the
induced treewidth of the graph times the number of targetsm, and it is linear
in the number of agents n. This is in contrast to discrete MDPs, where, as
remarked earlier, sparsity in the reward function is not retained in the value
function and does not help to reduce the computation costs.
In section 3.5 we illustrate the framework by simulation results of stochastic
optimal control in the two toy problems considered in this paper.
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Figure 3.1: The firemen problem. A number of firemen go to a number of
fires, each to a different one. How should the agents coordinate when it is
not yet decided to which fire each agent should go, and when the actions of
the agents are subject to noise?
3.2 Stochastic optimal control of a single agent
In this section we recall the framework developed in (Kappen, 2005a,b), see
also chapter 2.
We consider an agent moving in Rd. Its state Xut over time t obeys the
stochastic controlled dynamics
dXut = b(t,X
u
t )dt+ u(t,X
u
t )dt+ σdWt, (3.1)
where u is the control of the agent, which is a function of time and state to
control values in Rd, b is an arbitrary function of time and state and models
the autonomous dynamics, σ is a constant d× d matrix of full rank, and W
is a Wiener process in Rd which models the noise in the system.
Given the agent’s state x at initial time t, the problem is to find a control
u such that the expected cost-to-go
Ju(t, x) = E
[
φ(XuT )+
∫ T
t
V (s,Xus )ds+
∫ T
t
1
2
‖Ru(s,Xus )‖2ds
∣∣∣∣Xut = x
]
(3.2)
is minimal. The expectation is taken with respect to a probability measure
under which the state of the agent satisfies the controlled dynamics (3.1)
and starts in state x at time t. φ(XuT ) is the end cost, depending only on
the end state XuT , V (s,X
u
s ) is the cost of being in state X
u
s at time s, and
‖Ru(s,Xus )‖2 is the cost of the control in state Xus and at time s, where R
is a constant k × k matrix of full rank.
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The expected cost-to-go at time t needs to be minimized over all strategies
u, this yields the optimal expected cost-to-go
J(t, x) = min
u
Ju(t, x). (3.3)
In chapter 2 we explained that due to the linear-quadratic form of the optim-
ization problem—the dynamics (3.1) is linear in the control u, the cost (3.2)
is quadratic in the control—the minimization can be performed explicitly,
yielding a non-linear partial differential equation in J . We also explained
there that if, in addition, the matrices σ and R can be linked via a scalar
λ such that σσ⊤ = λ(R⊤R)−1, then the optimal expected cost-to-go can be
re-expressed as the logarithm of a path integral,
J(t, x) = −λ logZ(t, x), (3.4)
with Z(t, x) the path integral or “partition function”
Z(t, x) = E
[
exp
(
− 1
λ
φ(XT )− 1λ
∫ T
t
V (s,Xs)ds
)∣∣∣∣Xt = x
]
(3.5)
where the expectation is taken with respect to a probability measure under
which X satisfies the uncontrolled dynamics
dXt = b(t,Xt)dt+ σdWt
and starts in state x at time t.
The optimal control of the agent is directly obtained from the optimal
expected cost-to-go by taking its gradient, which implies that
u∗(t, x) = σσ⊤
∂
∂x
logZ(t, x). (3.6)
Example 3.2.1 The running example is a system with linear dynamics, b =
0, and zero state cost, V = 0. R and σ are proportional to the identity and are
considered as scalars. Regardless the end costs, the transition probabilities
of the uncontrolled process are Gaussian and read
P(XT ∈ dy|Xt = x) = 1√
det(2πσ2(T − t)) exp
(
− ‖y − x‖
2
2σ2(T − t)
)
dy.
If we take a quadratic end cost around a target q,
φ(x) = 1
2
Q2‖x− q‖2,
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then the optimal expected cost-to-go follows from a convolution of the trans-
ition probability P(XT ∈ dy|Xt = x) with exp(− 1λφ(y)), resulting in
Z(t, x) =
√
R2
R2 + (T − t)Q2 exp
(
− Q
2‖x− q‖2
2σ2(R2 + (T − t)Q2)
)
.
The optimal control follows from equations (3.5) and (3.6), resulting in
u∗(t, x) =
q − x
T − t+R2/Q2 .
This result is well known from control theory (Stengel, 1994).
Example 3.2.2 Now b and V are arbitrary, such that the uncontrolled
dynamics results in a transition probability P(XT ∈ dy|Xt = x) that in
general will be non-Gaussian. To enforce an end state close to target q,
a quadratic end cost with a large Q2 can be chosen. The effect is that
the factor exp(− 1
λ
φ(XT )) becomes proportional to a delta-function centered
around q, and Z follows directly from the value of the probability density
ρ(T, y|t, x)dy = P(XT ∈ dy|Xt = x) at the target:
Z(t, x) ∝
∫
P(XT ∈ dy|Xt = x)δ(y − q) ∝ ρ(T, q|t, x),
from which J and u∗ follow directly.
3.3 Multiple targets
In this section, we apply the framework of the previous section to the case
where an agent has to reach one of a number of possible end states. We show
that the optimal control can be constructed from a weighted combination of
single-target optimal controls.
When the agent has to reach one of a number of states q1, . . . , qm at
the end time, this can be modelled by letting exp(− 1
λ
φ(y)) be a linear com-
bination of functions Φ(y; i) which each are peaked around a single target
qi, i = 1, . . . ,m, like e.g. a delta function δ(y − qi) or a Gaussian centered
around qi with small width. If we put an additional cost E(i) when target qi
is reached, this combination becomes
exp
(− 1
λ
φ(y)
)
=
m∑
i=1
w(i)Φ(y; i)
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where
w(i) = exp
(− 1
λ
E(i)
)
.
Substitution into (3.5) gives the partition function
Z(t, x) =
m∑
i=1
w(i)Z(t, x; i)
which is a weighted combination of single-target partition functions
Z(t, x; i) = E
[
Φ(XT ; i) exp
(
− 1
λ
∫ T
t
V (s,Xs)ds
)∣∣∣∣Xt = x
]
=
∫
Φ(y; i)P(XT ∈ dy|Xt = x).
The optimal control is obtained from (3.6) and reads
u∗(t, x) =
m∑
i=1
p(i|t, x)u∗(t, x; i),
with single-target optimal controls
u∗(t, x; i) = σσ⊤
∂
∂x
logZ(t, x; i)
and p(i|t, x) the probability
p(i|t, x) = w(i)Z(t, x; i)∑m
j=1w(j)Z(t, x; j)
.
Example 3.3.1 In the running example, the optimal control with multiple
targets is
u∗(t, x) =
q¯ − x
T − t+R2/Q2 ,
where q¯ is the ‘expected target’
q¯ =
m∑
i=1
p(i|t, x)qi
which is the expected value of the target according to the probability
p(i|t, x) =
w(i) exp
(
− ‖x−qi‖2
2σ2(T−t+R2/Q2)
)
∑m
j=1w(j) exp
(
− ‖x−qj‖2
2σ2(T−t+R2/Q2)
) .
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3.4 Stochastic optimal control of a multi-agent
system
We now turn to the issue of optimally coordinating a multi-agent system of
n agents. In principle, a multi-agent system can be considered as a system
with a joint state x = (x1, . . . , xn)
⊤, where xa is the state of agent a, a joint
dynamics (3.1), and a joint cost (3.2) which is to be minimized by a joint
control u = (u1, . . . , un)
⊤, where ua is the control of agent a. The optimal
control for agent a follows from the appropriate components of the joint
control u∗ that is given by
u∗(t, x) = σσ⊤
∂
∂x
logZ(t, x). (3.7)
We remark that in continuous space-time, the optimal controls can be
determined independently for each agent, and coordination does not have
to be imposed explicitly. This is in contrast to discrete multi-agent MDP
models, in which coordination may be needed since more than one optimal
joint action can exist (Boutilier, 1996). The reason is that in continuous
time, control results in actions that are infinitesimal within an infinitesimal
time increment. This allows agents to adapt their control immediately to
each other.
3.4.1 Independent dynamics, joint task
In the remainder of the chapter, we consider agents with independent dy-
namics ba(t, x) = ba(t, xa) and independent noise σa,a′ = σaδa,a′ , where σa is
the noise matrix restricted to the domain of agent a. We also assume indi-
vidual contributions to the costs during the process: Ra,a′ = Raδa,a′ where
Ra is a matrix restricted to domain of agent a, and V (t, x) =
∑
a Va(t, xa).
We finally assume that σσ⊤ = λ(R⊤R)−1 holds globally. Under these as-
sumptions, the joint transition probability of the uncontrolled dynamics of
the agents factorizes into a product over agents of single-agent transition
probabilities:
P(XT ∈ dy|Xt = x) =
n∏
a=1
P(XT,a ∈ dya|Xt,a = xa).
This means that the agents behave independently when there is no control,
e.g., they can freely move through each other without costs for collisions.
The optimal control of the agents and the resulting dynamics will be
coupled by the joint task of the agents, which is expressed in the end-cost
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φ. We consider the problem where the agents have to distribute themselves
over a number of targets q1, . . . , qm.
The trivial case where each agent a has to go to a single target qia is
equivalent to a single-agent single-target control problem, with joint target
q = (qi1 , . . . , qin)
⊤. This is modelled by a joint end cost function φ satisfying
exp(− 1
λ
φ(y)) =
∏
aΦa(ya; ia). Now i is the vector of labels, i = (i1, . . . , in)
⊤.
Of course, the control of any one agent is independent of the states of the
other agents. The partition function factorizes as a product of single-agent
partition functions:
Z(t, x; i) =
n∏
a=1
Za(t, xa; ia)
where
Za(t, xa; ia) = E
[
Φa(XT,a; ia) exp
(
− 1
λ
∫ T
t
Va(s,Xs,a)ds
)∣∣∣∣Xt,a = xa
]
=
∫
Φa(ya; ia)P(XT,a ∈ dya|Xt,a = xa).
More interesting is the case where the system has more choices in how
to distribute itself. Like in the single-agent case, this is described by defin-
ing exp(− 1
λ
φ(y)) to be a positive linear combination of peaked (multi-agent)
single-target functions, Φ(y; i) =
∏
aΦa(ya; ia), as in section 3.3, with the
difference that in this sum i runs over mn states (for all the possible distri-
butions of agents over targets). The partition function of this system then
reads
Z(t, x) =
∑
i
w(i)
∏
a
Za(t, xa; ia).
The optimal control of an individual agent a is obtained using (3.7), and
leads again to an average of single-target optimal controls,
u∗a(t, x) =
m∑
ia=1
p(ia|t, x)u∗a(t, xa; ia),
where u∗a(t, xa; ia) = σaσa
⊤ ∂
∂xa
logZa(t, xa; ia) and p(ia|t, x) is the probability
p(ia|t, x) =
∑
i\ia
w(i)
∏
a′ Za′(t, xa′ ; ia′)∑
iw(i)
∏
a′ Za′(t, xa′ ; ia′)
,
which can be interpreted as the probability that agent a has to go to target
ia given the joint state x of the MAS at time t.
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Example 3.4.1 The firemen problem. We consider n identical agents, and
m targets modelled as in Examples 3.2.1 and 3.3.1. The aim of the agents is
to distribute themselves with minimal cost such that each target is reached
at time T by about n
m
agents. We model the system by an additional cost of
E(i) = c
m∑
f=1
( n∑
a=1
δf,ia −
n
m
)2
= c
( n∑
a,a′=1
δia,ia′ −
n2
m
)
in which c > 0 is a constant indicating the costs of suboptimal distributions.
The optimal control of agent a is given by
ua(t, x) =
q¯a − xa
T − t+R2/Q2 (3.8)
where q¯ is the expected target for agent a,
q¯a =
∑
ia
p(ia|t, x)qia
with
p(ia|t, x) ∝
∑
i\ia
exp
(
− 1
λ
E(i)− ‖x− qi‖
2
2σ2(T − t+R2/Q2)
)
. (3.9)
The additional computational effort in multi-agent control compared to
single agent control is the computation of p(ia|t, x), which involves a sum
over mn states. For small systems this is feasible. For large systems, this is
only feasible if the summation can be performed efficiently.
3.4.2 Factored end-costs
The issue is the computational complexity of the probability distribution
p(i|t, x) = 1
Z(t, x)
w(i)
∏
a
Za(t, xa; ia).
The complexity comes from the weights w(i) of the end costs, which couples
the agents. In the case that the weights w(i) allow a factored representation
w(i) =
∏
α
wα(ia) = exp
(
− 1
λ
∑
α
Eα(iα)
)
in which the α are subsets of agents, we can apply the junction tree algorithm
from probabilistic graphical models to make inference more efficient (Laur-
itzen and Spiegelhalter, 1988). The complexity is then exponential in the
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induced treewidth of the underlying graph. In the case of the firemen prob-
lem, this approach does not really help. The clusters α contain only two
agents. However, all pairs of agents appear in a factor, which makes the
graph fully connected, similar to the fully connected Boltzmann machine.
The treewidth of the graph is n. Non-trivial treewidth (smaller than n) can
be expected in systems where the contribution of an agent to the end cost
only depends on the states of a limited number of other agents.
Example 3.4.2 Holiday resort problem. We consider a set of n agents with
identical dynamics, and m targets (a few holiday resorts) modelled as in
Examples 3.2.1 and 3.3.1. Each agent has relations with only a few other
agents, and only cares for related agents whether or not to have holiday
in the same resort (depending on the sign of the relation). If two agents
are unrelated they are indifferent whether they end up in the same resort.
Relations are assumed to be symmetric. The aim of the agents is that, at the
end time T , they have distributed themselves over the resorts at a minimal
cost. A way to model such a system is to define for each related pair of agents
a and a′ a cost
Ea,a′(ia, ia′) = −ca,a′δia,ia′
with ca,a′ a number to weigh the relevance of the relation. The sign of ca,a′ is
equal to the sign of the relation. The optimal control is again as in (3.8), with
the current E(i) substituted into (3.9). Note that the firemen problem is a
special case, with a fully connected network of negative relations of strength
c.
Inference of graphical models is in general linear in the number of variables
n and exponential in the number of states in the cliques of the underlying
junction tree (Lauritzen and Spiegelhalter, 1988). The number of states in
the largest clique is equal to the treewidth of the graph times the number of
states per node. This implies that models with sparse graphs and a limited
number of targets are tractable.
3.5 Numerical examples
In this section we illustrate the optimally controlled stochastic MASs by
numeric simulation results.
In all simulations, we modelled agents in one dimension (for exposure
purposes). The models were as in the running examples, with b = 0 and
V = 0. In numerical simulations, time is to be discretized. This has to be
done with a bit of care. In continuous time, u dt is infinitesimal, regardless
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Figure 3.2: Simulation of firemen problem. Two agents start in x = 0 at
t = 0 and should reach at t = 1 the two targets located at x = −1 and x = 1
in a noisy environment with minimal cost of control. (a) The positions xa of
the agents as a function of time. (b) The expected targets q¯a of the agents
as a function of time.
the size of u. In the discrete time approximation this implies that u∆t should
be small compared to typical scales in the system. For the running examples,
in particular (3.8), this means that
u∆t = ε(q¯ − x)
with a small ε. From (3.8) we find
∆t = ε(T − t+R2/Q2)
which yields a finite discretization for finite Q2. In the simulations, we took
Q2 = 103 and ε = 0.01. Furthermore, we took noise parameter σ = 1, and
R = 1. We started all agents at t = 0 at x = 0. The end time is T = 1.
In the first simulation, we have the firemen problem with two agents and
two fires located at −1 and 1. We model a preference of one agent per fire
in the end situation. This is achieved by using the weight representation
w(i1, i2) = exp(− 1λE(i1, i2)) and setting E(1, 2) = E(2, 1) = 0 and E(1, 1) =
E(2, 2) = 2. In Figure 3.2, the positions of the 2 agents x1 and x2 are plotted,
as well as the expected target locations q¯1 and q¯2. We see that the MAS
reached a preferred goal: at the end time each target is reached by exactly
one agent. During the whole trajectory, q¯1 ≈ −q¯2 since the MAS mostly aims
at an end-configuration with one agent per fire. Furthermore, note that in
the first part of the trajectory, the expected targets are close to zero, and
only after about t = 0.6 the agents seem to make a clear choice for their
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Figure 3.3: Simulation of firemen problem with 6 agents start in x = 0 at
t = 0 and should reach at t = 1 the three targets located at x = −1, 0, 1,
preferably two agents per target. (a) The positions xa of the agents as a
function of time. (b) The expected targets qa of the agents as a function of
time.
targets. This delayed choice is due to a symmetry breaking in the optimal
expected cost-to-go as time increases. Before the symmetry breaking, it is
better to keep options open, and see what the effect of the noise is. After
the symmetry breaking, time is too short to wait longer and a choice has to
be made. This phenomenon is typical for multi-modal problems. For more
details we refer to (Kappen, 2005a,b).
In the second simulation, we have the firemen problem with six agents
and three fires located at −1, 0 and 1. We modelled the end cost as in
Example 3.4.1. In Figure (3.3), the positions of the 3 agents are plotted, as
well as the expected target locations. From the figure it can be concluded that
the MAS has successfully distributed itself with two agents at each target.
In this simulation, two (local) symmetry breakings are clearly visible. At
about t=0.5, two agents seem to choose for target q = −1 and the other four
agents for an expected target of q¯ = 0.5. Then at about t = 0.8 there is a
second symmetry breaking, where these four agents make their final choice.
In the last simulation, we have the holiday resort problem with 42 agents
and three resorts located at −1, 0 and 1. We modelled the end cost as in
Example 3.4.1. To model the relations between the agents we generated a
random graph with 42 nodes, in which each node is coupled to exactly three
randomly chosen neighbours. The relation strengths ca,a′ were randomly
chosen ca,a′ = ±1 with equal probability.
In Figure 3.4, the positions of the 42 agents are plotted, as well as the
expected target locations. From the results it can be seen that each agent
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Figure 3.4: Simulation of holiday resort problem. 42 agents start in x = 0
at t = 0 and should reach at t = 1 the three targets located at x = −1, 0, 1,
preferably together with positively related agents and not with negatively
related agents (relations are not shown in the figure). (a) The positions xa
of the agents as a function of time. (b) The expected targets q¯a of the agents
as a function of time.
reached a target. Actually, target −1 is reached by 10 agents, target 0
by 23 agents, and target 1 is reached by 9 agents. In this simulation, the
coordination in terms of cluster formation in q¯ is profound, despite the fact
that the positions of the agents seem to be quite chaotic.
In the graph in this simulation, there were 34 positive and 29 negative
relations. The treewidth is 7. Among the agents that ended at target −1,
there were 5 positive relations and 0 negative ones. At target 0, there were
18 positive relations and 1 negative one. At target 1, there were 6 positive
relations and 0 negative ones. So within the targets, there were a total of
29 positive relations and 1 negative one. Between agents at different targets,
there were 5 positive relations and 28 negative ones.
3.6 Discussion
We studied optimal control in collaborative multi-agent systems in continu-
ous space-time. A straightforward approach to discretize the system in space
and time would make the n agent MAS intractable due to the exponential
blow-up of the state-space. In this chapter, we took the approach developed
by Kappen (2005a,b). We showed that under given model assumptions, op-
timal distributed control can be solved analytically and that this solution is
tractable in large sparsely connected systems.
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In dense multi-agent systems, however, the exact inference is intractable.
A natural approach would be the use of message passing algorithms for ap-
proximate inference. This is currently studied and will be reported in the
near future.
There are many possible model extensions that need to be explored in
future research. Obvious extensions, such as a non-fixed end-time, or systems
with more realistic environments, such as allowing for obstacles are already
of interest to study in the single agent situation. Others apply typically
to the multi-agent situation, such as penalties for collisions between agents.
Typically, these types of model extensions will prohibit an analytical solution
of the control, and approximate numerical methods will be required. Some
proposals can be found in (Kappen, 2005a,b).
Finally we would like to stress, that although the model class is quite
specific and maybe not generally applicable, we think that the study of this
class is interesting because it is one of the few exactly solvable multi-agent
systems, allowing the study of non-trivial collective optimal behaviour in
large distributed systems, both analytically as well as in simulations, and
possibly providing insights that might help to develop approximate methods
for more general systems.
CHAPTER 4
Graphical Model Inference in Optimal Control of
Stochastic Multi-Agent Systems
In this chapter we consider the issue of optimal control in collaborative
multi-agent systems with stochastic dynamics. The agents have a joint
task in which they have to reach a number of target states. The dy-
namics of the agents contains additive control and additive noise, and
the autonomous part factorizes over the agents. Full observation of the
global state is assumed. The goal is to minimize the accumulated joint
cost, which consists of integrated instantaneous costs and a joint end
cost. The joint end cost expresses the joint task of the agents. The
instantaneous costs are quadratic in the control and factorize over the
agents. The optimal control is given as a weighted linear combination of
single-agent to single-target controls. The single-agent to single-target
controls are expressed in terms of diffusion processes. These controls,
when not closed form expressions, are formulated in terms of path integ-
rals, which are calculated approximately by Metropolis-Hastings sampling.
The weights in the control are interpreted as marginals of a joint distri-
bution over agent to target assignments. The structure of the latter
is represented by a graphical model, and the marginals are obtained by
graphical model inference. Exact inference of the graphical model will
break down in large systems, and so approximate inference methods are
needed. We use naive mean field approximation and belief propagation
to approximate the optimal control in systems with linear dynamics. We
compare the approximate inference methods with the exact solution, and
we show that they can accurately compute the optimal control. Finally,
we demonstrate the control method in multi-agent systems with nonlin-
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ear dynamics consisting of up to 80 agents that have to reach an equal
number of target states.
This chapter is based on (van den Broek et al., 2008a).
4.1 Introduction
The topic of control in multi-agent systems is characterized by many issues,
originating from various sources, including a wide variety of possible exe-
cution plans, uncertainties in the interaction with the environment, limited
operation time and supporting resources, and a demand for robustness of the
joint performance of the agents. Such issues are encountered in, for example,
air traffic management (Tomlin et al., 1998, van Leeuwen et al., 2002), forma-
tion flight (Ribichini and Frazzoli, 2003, Hu et al., 2007), radar avoidance for
unmanned air vehicles or fighter aircraft (Pachter and Pachter, 2001, Kamal
et al., 2005, Larson et al., 2005, Shi et al., 2007), and persistent area denial
(Subramanian and Cruz, 2003, Liu et al., 2007, Castanon et al., 2004).
In many control approaches in multi-agent systems, stochastic influences
in the dynamics of the agents are not taken into account or assumed neg-
ligible, and the dynamics are modelled deterministically. If the system is
truly deterministic, then the agents can be optimally controlled by open
loop controls. However, when the stochastic influences in the dynamics are
too large to be ignored, open loop controls become far from optimal, and
the multi-agent system should no longer be modelled deterministically. The
usual approach to control in multi-agent systems with stochastic dynamics
is to model the system by a Markov Decision Processes (MDP) (Boutilier,
1996, Sadati and Elhamifar, 2006). In principle, these are solved in discrete
space and time by backward dynamic programming. However, the discret-
ization will make the joint state space of the multi-agent system increase
exponentially in the number of agents, and a basic dynamic programming
approach will generally be infeasible (Boutilier, 1996). An attempt to over-
come this is to exploit structures in the problem and describe the system
by a factored MDP. In general these structures will not be conserved in the
value functions, and exact computations remain exponential in the system
size. Guestrin et al. (2002a,b) assume a predefined approximate structure
of the value functions, and thereby provide an efficient approximate MDP
model for multi-agent systems. A similar approach is taken by Becker et al.
(2003, 2004), assuming independent collaboration of the agents with a global
reward function, resulting in transition-independent decentralized MDPs.
In this chapter we concentrate on multi-agent systems where the agents
have a joint task in which they have to reach a number of target states. We
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model the multi-agent system in continuous space and time, following the
approach of Wiegerinck et al. (2006), see chapter 3. We make the follow-
ing assumptions. The agents are assumed to have complete and accurate
knowledge of the global state of the system (assumption 1). The dynamics
of each agent is additive in the control and disturbed by additive Wiener
noise (assumption 2). The performance of the agents is valued by a global
cost function, which is an integral of instantaneous costs plus an end cost.
The joint task of the agents is modelled by the end cost. The instantaneous
costs are assumed to be quadratic in the control (assumption 3). The noise
level in the dynamics of the agents is inversely proportional to the control
cost (assumption 4). Finally, we assume that both the autonomous dynamics
and the instantaneous costs factorize over the agents (assumption 5).
Under the assumptions 1 and 2, the optimal control problem is partially
solved by finding the optimal expected cost-to-go, which satisfies the so-called
Hamilton-Jacobi-Bellman (HJB) equation. Once the optimal expected cost-
to-go is given, the optimal control is provided as the gradient of the optimal
expected cost-to-go by adopting assumption 3. The HJB equation is a nonlin-
ear partial differential equation (PDE), and this nonlinearity makes it difficult
to solve. A common approach to solving the HJB equation is to assume, in
addition to assumption 3, that the instantaneous costs and the end cost in
the cost function are quadratic in the state, and that the dynamics are linear
in the state as well—this is known as linear-quadratic control. The optimal
expected cost-to-go then is quadratic in the state with time-varying coeffi-
cients, and the problem reduces to solving the Riccati equations that these
coefficients satisfy (Stengel, 1994, Øksendal, 2007). Otherwise, approxima-
tion methods are needed. An approximate approach is given by the iterative
linear-quadratic Gaussian method (Todorov and Li, 2005); this yields a loc-
ally optimal feedback control, and is valid in case there is little noise. We
instead follow the approach of Fleming (1978) and adopt assumption 4. Un-
der this assumption the HJB equation can be transformed into a linear PDE
by performing a logarithmic transformation. Its solution is given by a path
integral (Kappen, 2005a,b). In general, this is not a closed form expression.
Here we will estimate this expression using Metropolis-Hastings sampling.
There are several other ways to estimate the path integral, such as Hamilton
Monte Carlo sampling and the Laplace approximation, but these are not
covered here.
The structure of the optimal expected cost-to-go will generally be very
complex due to the dynamic couplings between the agents. By adopting
assumption 5, the agents will only be coupled through the joint end cost,
which then solely determines the structure of the optimal expected cost-to-
go. This will result in state transition probabilities that factorize over the
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agents. It follows that the optimal control becomes a weighted combination
of single-agent to single-target controls. The weights are given by a joint
distribution over agent to target assignments. The joint distribution has the
same structure as the joint end cost. The structure of the joint distribution
is representable by a factor graph, and the optimal control problem becomes
a graphical model inference problem (Wiegerinck et al., 2006), see chapter
3. The complexity of the graphical model inference is exponential in the
treewidth of the factor graph. Exact inference will be possible by using the
junction tree algorithm, given that the graph is sufficiently sparse and the
number of agents is not too large. In more complex situations approximate
inference methods are necessary, and we show that the optimal control can
accurately be approximated in polynomial time, using naive mean field (MF)
approximation or belief propagation (BP). This makes distributed coordin-
ation possible in multi-agent systems that are much larger than those that
could be treated with exact inference.
The chapter is organized as follows. In Sections 2 and 3, we provide
a review of both the single and the multi-agent stochastic optimal control
framework, developed by Kappen (2005a,b) and Wiegerinck et al. (2006),
and previously described in chapter 3. As an example, we will rederive linear
quadratic control. The general solution is given in terms of a path integ-
ral, and we explain how it can be approximated with Metropolis-Hastings
sampling.
In section 4, we give a factor graph representation of the end cost function.
We discuss two graphical model approximate inference methods: naive mean
field approximation and belief propagation. We show that the approximation
of the optimal control in both methods is obtained by replacing the exact
weights in the controls with their respective approximations.
In section 5, we present numerical results. We make a comparison of the
approximate optimal controls, inferred by the naive mean field approxima-
tion, belief propagation and a greedy method, with the exact optimal control;
this we do in a multi-agent system of 18 agents with linear dynamics in a
two-dimensional state space, and with two target states. Furthermore, we
present results from control in multi-agent systems with nonlinear dynamics
and a four-dimensional state space, in which agents control their forward
velocity and driving direction. The controls are approximated by a combin-
ation of Metropolis-Hastings sampling, to infer the path integrals, and naive
mean field approximation, to infer the agent to target assignments. This
allows us to control systems of up to 80 agents with 80 target states. These
results regarding nonlinear dynamics have only an illustrative purpose.
4.2. Stochastic optimal control of a single agent 37
4.2 Stochastic optimal control of a single agent
We consider an agent in a k-dimensional continuous state space Rk, its state
Xut evolving over time t according to the controlled stochastic differential
equation
dXut = b(t,X
u
t )dt+ u(t,X
u
t )dt+ σdWt, (4.1)
in accordance with assumptions 1 and 2 in the introduction. The control
of the agent is the Rk-valued function u of t and Xut . The noise in the
dynamics is modelled by the Wiener process Wt, i.e., a normally distributed
k-dimensional stochastic process in continuous time with mean 0 and variance
t, and the k × k matrix σ which represents the variance of the noise. Any
autonomous dynamics are modelled by b, which is a Rk-valued function of
t and Xut . The state change dX
u
t is the sum of the noisy control and the
autonomous dynamics.
The behaviour of the agent is valued by a cost function. Given the agent’s
state Xut = x at the present time t, and a control u, there is an expected
future cost for the agent:
Ju(t, x) = E
[
φ(XuT ) +
∫ T
t
V (s,Xus )ds+
∫ T
t
1
2
‖Ru(s,Xus )‖2ds
∣∣∣∣Xut = x
]
.
(4.2)
The expectation E is taken with respect to a probability measure under which
Xu = {Xus : t ≤ s ≤ T} is the solution to (4.1) given the control law u and
the condition Xut = x. The cost is a combination of the end cost φ(X
u
T ),
which is a function of the end state XuT , and an integral of instantaneous
costs. The instantaneous cost is a sum of a state and a control dependent
term. The state dependent term V (s,Xus ) is the cost of being in state X
u
s at
time s. The function V is arbitrary, and represents the environment of the
agent. The control dependent term 1
2
‖Ru(s,Xus )‖2 is the cost of the control
in state Xus at time s, where ‖z‖2 = z⊤z is the Euclidean norm, and R is
a full rank k × k matrix. It is quadratic in the control, in accordance with
assumption 3 in the introduction, and by assumption 4, R is related to the
variance of the noise in the control via the relation
σσ⊤ = λ(R⊤R)−1, (4.3)
where λ is a scalar.
The expected cost-to-go at time t minimized over all controls u defines
the optimal expected cost-to-go
J(t, x) = min
u
Ju(t, x). (4.4)
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In chapter 2 we explained that due to the linear-quadratic form of the op-
timization problem—the dynamics (4.1) is linear in the control u, the cost
function (4.2) is quadratic in the control—the minimization can be performed
explicitly, yielding a nonlinear partial differential equation in J , the so-called
Hamilton-Jacobi-Bellman (HJB) equation. The minimum is attained in
u∗(t, x) = −(R⊤R)−1 ∂
∂x
J(t, x). (4.5)
This is the optimal control. Note that it explicitly depends on the state x of
the agent at time t, making it a feedback control.
The optimal expected cost-to-go can be re-expressed in terms of a diffu-
sion process (for a derivation, we refer to chapter 2):
J(t, x) = −λ logZ(t, x) (4.6)
where Z(t, x) is the expectation value
Z(t, x) = E
[
exp
(
− 1
λ
φ(XT )− 1λ
∫ T
t
V (s,Xs)ds
)∣∣∣∣Xt = x
]
(4.7)
and X = {Xs : t ≤ s ≤ T} is a diffusion process with Xt = x and satisfying
the uncontrolled dynamics:
dXs = b(s,Xs)ds+ σdWs. (4.8)
Substituting relations (4.3) and (4.6) in (4.5), we find the optimal control in
terms of Z(t, x):
u∗(t, x) = σσ⊤
∂
∂x
logZ(t, x). (4.9)
Example 4.2.1 Consider an agent in one dimension with a state Xut de-
scribed by the dynamical equation (4.1) without autonomous dynamics (b =
0). The instantaneous cost V is zero, and the end cost φ is a quadratic
function around a target state q:
φ(y) = 1
2
Q2|y − q|2.
The process X satisfying the uncontrolled dynamics (4.8) at a time s is
normally distributed around the agents state x = Xt at time t and with a
variance σ2(s− t), hence the state transition probability for the agent to go
from (t, x) to (T, y) in time and space is given by the Gaussian density
P(XT ∈ dy|Xt = x) = 1√
2πσ2(T − t) exp
(
− |y − x|
2
2σ2(T − t)
)
dy.
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The expectation value (4.7) is given by the integral
Z(t, x) =
∫ ∞
−∞
exp
(− 1
λ
φ(y)
)
P(XT ∈ dy|Xt = x)
=
√
R2/Q2
T − t+R2/Q2 exp
(
− |x− q|
2
2σ2(T − t+R2/Q2)
)
,
where relation (4.3) is used. The optimal control follows from (4.6) and (4.9)
and reads
u∗(t, x) =
q − x
T − t+R2/Q2 . (4.10)
This result is well known (Stengel, 1994).
4.2.1 A discrete time approximation of path integral
control
Example 4.2.1 shows that for a simple system with no autonomous dynamics
(b = 0) or costs due to the environment (V = 0), we can write down the
control in closed form. This is because the uncontrolled state is normally
distributed, and consequently the expectation value (4.7) with quadratic end
cost has a closed form expression. In the general situation where b and V are
arbitrary, there no longer exists a closed form expression for the expectation
value, and the optimal control can only be obtained by approximation. We
will now discuss how this is done by approximating the expectation value,
which is an integral over infinite dimensional paths, by a finite dimensional
path integral. A detailed derivation of the expressions presented here is given
in appendix A.
Consider a partition t = t1 < t2 < . . . , tN < tN+1 = T of the time interval
[t, T ], where tj+1 − tj = ∆t = (T − t)/N for j = 1, . . . , N . The path integral
(4.7) is approximated by the finite dimensional path integral
Z˜(t, x) =
( N∏
j=1
1√
det(2πσ2∆t)
)
×
∫
. . .
∫
exp
(
− 1
λ
E(t1, xt1 , . . . , tN+1, xtN+1)
)
dxt2 . . . dxtN+1 (4.11)
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where E is the energy function defined by
E(t1, xt1 , . . . , tN+1, xtN+1) = φ(xtN+1) +
N∑
j=1
V (tj, xtj)∆t
+
N∑
j=1
1
2
∥∥∥∥R(xtj+1 − xtj∆t − b(tj, xtj)
)∥∥∥∥
2
∆t. (4.12)
The optimal control (4.5) is approximated by
u˜∗(t, x) = −
〈
(R⊤R)−1
∂
∂X˜t1
E(t1, X˜t1 , . . . , tN+1, X˜tN+1)
∣∣∣∣X˜t1 = x
〉
≈ 〈X˜t2|X˜t1 = x〉 − x
∆t
− b(t, x),
(4.13)
where in the second line we neglected terms proportional to ∆t, and where
〈·|X˜t1 = x〉 denotes expectation value with respect to the probability measure
P(X˜t2 ∈ dxt2 , . . . , X˜tN+1 ∈ dxtN+1 |X˜t1 = xt1) =
Z˜(t, x)−1
(
N∏
j=1
1√
det(2πσ2∆t)
)
exp
(
− 1
λ
E(t1, xt1 , . . . , tN+1, xtN+1)
)
dxt2 . . . dxtN+1 . (4.14)
4.2.2 Metropolis-Hastings sampling
We infer the expectation value in the approximation (4.13) by Metropolis-
Hastings sampling (Hastings, 1970) from the distribution (4.14). A sample
path will be a sequence (xt1 , . . . , xtN+1) of vectors in the state space R
k,
with xt1 = x the state of the agent at the present time t1 = t. According
to (4.13) we only need xt1 and xt2 to infer the control from sample paths
(xt1 , . . . , xtN+1). The Metropolis-Hastings sampling ensures that different
paths are properly weighted, hence we can estimate the expectation value
〈X˜t2 |X˜t1 = x〉 in (4.13) by the average value of xt2 in the sample paths.
Pseudo-code for the sampling algorithm is given in Algorithm 1.
4.3 Stochastic optimal control of a multi-agent
system
We now turn to the issue of optimally controlling a multi-agent system of n
agents. In principle, the theory developed for a single agent straightforwardly
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Algorithm 1 Metropolis-Hastings sampling
Input: initial path (xt1 , . . . , xtN+1)
Output: M sample paths (xt1 , . . . , xtN+1)
1: for j = 1 :M do
2: define Gaussian proposal distribution centered around (xt2 , . . . , xtN+1)
with variance equal to the noise
3: draw sample path (x′t2 , . . . , x
′
tN+1
) from proposal distribution
4:
a = exp
(
1
λ
E(t1, xt1 , t2, xt2 , . . . , tN+1, xtN+1)
− 1
λ
E(t1, xt1 , t2, x
′
t2
, . . . , tN+1, x
′
tN+1
)
)
5: if a ≥ 1 then
6: set (xt2 , . . . , xtN+1) = (x
′
t2
, . . . , x′tN+1)
7: else
8: set (xt2 , . . . , xtN+1) = (x
′
t2
, . . . , x′tN+1) with probability a
9: end if
10: end for
generalizes to the multi-agent situation. Each agent a has a k-dimensional
state Xut,a that satisfies a dynamics similar to (4.1):
dXut,a = b(t,X
u
t,a)dt+ ua(t,X
u
t )dt+ σadWt,a, (4.15)
in accordance with assumptions 1, 2 and 5 in the introduction. Note that
the control of each agent not only depends on its own state Xut,a, but on the
joint state Xut = (X
u
t,1, . . . , X
u
t,n) of the system. The system has a joint cost
function similar to (4.2), depending on the joint state Xu and joint control
u = (u1, . . . , un) of the system:
Ju(t, x) = E
[
φ(XuT ) +
n∑
a=1
∫ T
t
V (s,Xus,a)ds
+
n∑
a=1
∫ T
t
1
2
‖Rua(s,Xus )‖2ds
∣∣∣∣Xut = x
]
.
The expectation E is taken with respect to a probability measure under which
Xut,a is the solution to (4.15) given the control law u and the condition that
Xut = x. The cost is a combination of the joint end cost φ(X
u
T ), which is a
function of the joint end stateXuT , and an integral of instantaneous costs. The
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instantaneous cost factorizes over the agents, in accordance with assumption
5 in the introduction. For each agent, it is a sum of a state dependent term
V (s,Xus,a) and a control dependent term
1
2
‖Raua(s,Xus,a)‖2, similar to the
single agent case. In accordance with assumption 4 in the introduction, the
control cost of each agent is related to the noise in the agent’s dynamics via
the relation
σaσ
⊤
a = λ(R
⊤
a Ra)
−1,
where λ is the same for each agent. The joint cost function is minimized over
the joint control, yielding the optimal expected cost-to-go J . The optimal
expected cost-to-go is expressed in terms of a diffusion process via the relation
J(t, x) = −λ logZ(t, x),
where Z(t, x) is the joint expectation value
Z(t, x) = E
[
exp
(
− 1
λ
φ(XT )− 1λ
n∑
a=1
∫ T
t
V (s,Xs,a)ds
)∣∣∣∣Xt = x
]
(4.16)
and X = {Xs = (Xs,1, . . . , Xs,n) : t ≤ s ≤ T} is a joint diffusion process
satisfying the uncontrolled dynamics
dXs,a = ba(s,Xs,a)ds+ σadWs,a, a = 1, . . . , n, (4.17)
with Xt = x. The multi-agent equivalent of the optimal control (4.9) reads
u∗a(t, x) = σaσ
⊤
a
∂
∂xa
logZ(t, x). (4.18)
We will now show that the optimal control of an agent can be understood
as an expected control, that is, an integral over target states ya of a transition
probability to the target times the optimal control to that target. To this
end, we write the expectation (4.16) as an integral over the end state:
Z(t, x) =
∫
exp
(− 1
λ
φ(y)
) n∏
a=1
Za(t, xa;T, ya)dya, (4.19)
where the Za(t, xa;T, ya) are implicitly defined by∫
f(ya)Za(t, xa;T, ya)dya =
E
[
f(XT,a) exp
(
− 1
λ
∫ T
t
V (s,Xs,a)ds
)∣∣∣∣Xt,a = xa
]
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for arbitrary functions f . Substituting (4.19) into (4.18) yields
u∗a(t, x) =
∫
pa(ya|t, x)u∗a(t, xa; ya)dya (4.20)
where
u∗a(t, xa; ya) = σaσ
⊤
a
∂
∂xa
logZa(t, xa;T, ya) (4.21)
is the optimal control for agent a to go from state xa at the current time t
to state ya at the end time T , and pa(ya|t, x) is a marginal of
p(y|t, x) = 1
Z(t, x)
exp
(− 1
λ
φ(y)
) n∏
a=1
Za(t, xa;T, ya).
4.3.1 Discrete end states
The agents have to fulfil a task of arriving at a number of target states at the
end time according to an initially specified way: for example, they should
all arrive at the same target, or they should all arrive at different targets.
The targets are considered regions G1, . . . , Gm in the state space, and the
end cost φ is modelled as follows:
exp
(− 1
λ
φ(y)
)
=
∑
i
w(i)
n∏
a=1
wa(ya; ia),
wa(ya; ia) = exp
(− 1
λ
φa(ya; ia)
)
,
(4.22)
where the sum runs over assignments i = (i1, . . . , in) of agents a to regions
Gia . φa(ya; ia) is a cost function associated to region Gia , returning a low cost
if the end state ya of agent a lies in the region Gia and a high cost otherwise.
w(i) is a weight, grading the assignments i and thereby specifying the joint
task of the agents. Assignments that result in a better fulfilment of the task
have a higher weight. In a situation where all agents have to go to the same
target, for example, a vector i that assigns each agent to a different target
will have a low weight w(i).
With this choice of end cost, equation (4.19) factorizes as
Z(t, x) =
∑
i
w(i)
n∏
a=1
Za(t, xa; ia)
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where
Za(t, xa; ia) =
∫
wa(ya; ia)Za(t, xa;T, ya)dya
= E
[
exp
(
− 1
λ
φa(XT,a; ia)− 1λ
∫ T
t
V (s,Xs,a)ds
)∣∣∣∣Xt,a = xa
]
.
(4.23)
The interpretation of Za(t, xa; ia) is that −λ logZa(t, xa; ia) is the expected
cost for agent a to move from xa to target ia. The optimal control (4.20) of
a single agent a becomes
u∗a(t, x) =
m∑
ia=1
p(ia|t, x)u∗a(t, xa; ia), (4.24)
where
u∗a(t, xa; ia) = σaσ
⊤
a
∂
∂xa
logZa(t, xa; ia) (4.25)
is the control for agent a to go to target ia, and the weights p(ia|t, x) are the
single-agent marginals
p(ia|t, x) =
∑
i\ia
p(i|t, x) (4.26)
of the joint distribution
p(i|t, x) = 1
Z(t, x)
w(i)
n∏
a=1
Za(t, xa; ia). (4.27)
The weight p(i, |t, x) equals the ratio exp ( − 1
λ
J(t, x; i)
)
/ exp
( − 1
λ
J(t, x)
)
,
where J(t, x; i) = −λ logw(i)−∑na=1 λ logZa(t, x; ia) is the optimal expected
cost-to-go in case the agents have predetermined targets that are specified by
the assignment i; an assignment of agents to targets that has a low expected
cost J(t, x; i) will yield a high weight p(i|t, x), and the associated single-
agent to single-target controls u∗a(t, xa; ia) will be predominant in the optimal
controls u∗a(t, x).
4.3.2 Metropolis-Hastings sampling in multi-agent sys-
tems
In general, both the controls u∗a(t, xa; ia) and the marginals p(ia|t, x) in the
optimal control (4.24) do not have closed form expressions and have to be
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inferred approximately. The controls u∗a(t, xa; ia) can be approximated by
the Metropolis-Hastings sampling discussed in section 4.2.2. Inference of the
marginals involves the inference of the path integrals Za(t, xa; ia), the latter
will be done using finite dimensional approximations of Za(t, xa; ia):
Z˜a(t, xa; ia) =
( N∏
j=1
1√
det(2πσ2∆t)
)
×
∫
. . .
∫
exp
(
− 1
λ
E(t1, xt1 , . . . , tN+1, xtN+1)
)
dxt2 . . . dxtN+1
where (xt1 , . . . , xtN+1) are paths in the state space of agent a, with xt1 = xa,
t1 = t and
E(t1, xt1 , . . . , tN+1, xtN+1) = φ(xtN+1 ; ia) +
N∑
j=1
V (tj, xtj)∆t
+
N∑
j=1
1
2
∥∥∥∥Ra(xtj+1 − xtj∆t − ba(tj, xtj)
)∥∥∥∥
2
∆t.
The value of Za(t, xa; ia) is generally hard to determine (MacKay, 2003).
Possible approximations include the maximum a posteriori (MAP) estimate
and the inclusion of the variance in the sample paths. A third approximation
is to take the average of the path costs as an estimate of logZa(t, xa; ia); this
means that the entropy of the distribution in the path integral is neglected.
4.4 Graphical model inference
The additional computational effort in multi-agent control compared to single-
agent control lies in the computation of the marginals p(ia|t, x) of the joint
distribution p(i|t, x), which involves a sum over all mn assignments i. For
small systems this is feasible, but for large systems this is only so if the sum-
mation can be performed efficiently. An efficient approach is provided by
graphical model inference, which relies on a factor graph representation of
the joint distribution.
4.4.1 A factor graph representation of the joint distri-
bution
The complexity of the joint distribution is in part determined by the weights
w(i) in the end cost function (4.22). These weights determine how the agents
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Figure 4.1: Example of a factor graph for a multi-agent system of four
agents. The couplings are represented by the factors A, with A =
{1, 4}, {1, 2}, {2, 4}, {3, 4}, {2, 3}.
consider the states of the other agents. In the most complex case, the way
one agent takes the state of another agent into account will depend on the
states of all the other agents. The situation is less complicated when an agent
considers the states of some agents independently of the states of the others.
This means that the joint end cost has a factorized form:
w(i) =
∏
A
wA(iA), (4.28)
the A being subsets of agents. This structure is represented graphically by
a so-called factor graph (Kschischang et al., 2001). See Figure 4.1 for an
example. The agents a and the factors A are nodes in the factor graph,
represented by circles and squares respectively, and there is an edge between
an agent a and a factor A when a is a member of subset A, that is, when wA
in the factorization of w depends on ia. From (4.27) it is immediate that the
joint distribution p(i|t, x) factorizes according to the same factor graph.
4.4.2 The junction tree algorithm
Efficient inference of the distribution p(i|t, x) by means of its factor graph rep-
resentation is accomplished by using the junction tree algorithm (Lauritzen
and Spiegelhalter, 1988). The complexity of this algorithm is exponential in
the induced treewidth of the graph. A small treewidth can be expected in
systems where the factor graph is sparse, which is the case when the agents
take the states into account of a limited number of other agents. This im-
plies that multi-agent systems with sparse graphs and a limited number of
targets are tractable (Wiegerinck et al., 2006), see also chapter 3. The factor
graph in Figure 4.1 is an example of a sparse graph. On the other hand,
should each agent take the state of each other agent into account, then the
junction tree algorithm does not really help: the underlying factor graph is
fully connected and the treewidth of the graph equals the number of agents
in the system.
4.4. Graphical model inference 47
Exact computation of the optimal control will be intractable in large
and complex multi-agent systems, since the junction tree algorithm requires
memory exponential in the treewidth of the factor graph. Instead we can
use graphical model approximate inference methods to approximately infer
the marginals (4.26). We will proceed with a discussion of two such meth-
ods: naive mean field (MF) approximation (Jordan et al., 1999) and belief
propagation (BP) (Kschischang et al., 2001, Yedidia et al., 2001).
4.4.3 Naive mean field approximation
Our starting point is to note that the optimal expected cost-to-go is the
logarithm of a partition sum, also known as a free energy. Consider the
variational free energy
F (q) = −〈λ logw〉q −
∑
a
〈logZa〉qa − λH(q),
where 〈 〉q and 〈 〉qa denote expectation values with respect to distribution q
and marginals qa respectively, and H(q) is the entropy of q:
H(q) = −
∑
i
q(i) log q(i).
The optimal expected cost-to-go equals the variational free energy minim-
ized over all distributions q. In the naive mean field approximation one
considers the variational free energy restricted to factorized distributions
q(i) =
∏
a qa(ia). The minimum
JMF = min
q=
∏
a qa
F (q)
is an upper bound for the optimal expected cost-to-go J , it equals J in case
the agents are uncoupled. F has zero gradient in its local minima, that is,
0 =
∂
∂qa(ia)
F (q1(i1) · · · qn(in)) a = 1, . . . , n, (4.29)
with additional constraints for normalization of the distributions qa. Solu-
tions to this set of equations are implicitly given by the mean field equations
qa(ia) =
Za(ia)〈w|ia〉q∑n
j=1 Za(j)〈w|j〉q
(4.30)
where 〈w|ia〉q is the conditional expectation of w under q given ia:
〈w|ia〉q =
∑
i1,...,in\ia
(∏
a′ 6=a
qa′(ia′)
)
w(i1, . . . , in).
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The mean field equations are solved by means of iteration; this procedure
results in a convergence to a local minimum of the free energy.
The mean field approximation of the optimal control is found by taking
the gradient with respect to x of the minimum JMF of the free energy. This
is similar to the exact case where the optimal control is the gradient of the
optimal expected cost-to-go, equation (4.18). Using (4.29), we find
u∗a(t, x) = − 1λσaσ⊤a
∂
∂xa
JMF(t, x) =
∑
ia
qa(ia)u
∗
a(t, xa; ia).
Similar to the exact case, it is an average of the single-agent to single-target
optimal controls u∗a(t, xa; ia) given by equation (4.25), where the average is
taken with respect to the mean field approximate marginal qa(ia) of agent a.
4.4.4 Belief propagation
In belief propagation, we approximate the free energy by the Bethe free
energy, and we minimize the latter. The Bethe free energy is defined by
FBethe({qa, qA}) = −
∑
A
〈λ logwA〉qA −
∑
a
〈λ logZa〉qa
− λ
∑
A
H(qA) + λ
∑
a
(na − 1)H(qa). (4.31)
It is a function of ‘beliefs’ qa(ia) and qA(iA), which are non-negative normal-
ized functions that satisfy consistency relations:
∀a ∀A ∋ a :
∑
iA\a
qA(iA) = qa(ia).
The H(qa) and H(qA) are the entropies of the beliefs qa and qA, na denotes
the number of neighbours of node a in the factor graph.
Belief propagation is an algorithm that computes the beliefs (Kschischang
et al., 2001). In case the joint distribution p has a factor graph representation
that is a tree, belief propagation will converge to beliefs that are the exact
marginals of p, and the Bethe free energy of these beliefs equals the optimal
expected cost-to-go J . If the factor graph representation of p contains cycles,
we may still apply belief propagation. Yedidia et al. (2001) showed that the
fixed points of the algorithm correspond to local extrema of the Bethe free
energy. In particular, more advanced variations on the algorithm (Heskes
et al., 2003, Teh and Welling, 2001, Yuille, 2002) are guaranteed to converge
to local minima of the Bethe free energy (Heskes, 2003).
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We find the BP approximation of the optimal control by taking the gradi-
ent of the minimum JBethe of the Bethe free energy:
u∗a(t, x) = − 1λσaσ⊤a
∂
∂xa
JBethe(t, x) =
∑
ia
qa(ia)u
∗
a(t, xa; ia),
with the u∗a(t, xa; ia) given by equation (4.25). Similar to the exact case and
the mean field approximation, the BP approximation of the optimal control
is an average of single-agent single-target optimal controls, where the average
is taken with respect to the belief qa(ia).
4.5 Numerical results
In this section, we present numerical results of simulations of optimal con-
trol in multi-agent systems. The problem of computing the optimal con-
trols (4.24) consists of two parts: the inference of the single-agent to single-
target controls (4.25), and the inference of the marginals (4.26) of the global
distribution over agent to target assignments. When the dynamics are lin-
ear, and the instantaneous costs V are zero, the single-agent to single-target
controls can be given in closed form. Such multi-agent systems therefore
only know the issue of inferring marginal distributions. In section 4.5.1 we
will consider multi-agent systems of this kind. Section 4.5.2 deals with the
general problem of inferring the optimal controls when the dynamics are non-
linear and the instantaneous costs V are nonzero. In both sections the joint
end cost is given by equation (4.22), with
w(i) =
n∏
a,b
wa,b(ia, ib), wa,b(ia, ib) = exp
(
− c
nλ
δia,ib
)
, (4.32)
wa(ya; ia) = exp
(− 1
λ
φa(ya; ia)
)
, φa(ya; ia) =
1
2
Q2‖ya − qia‖2, (4.33)
where c determines the coupling strength between the agents, and the qia are
the target states.
4.5.1 Linear dynamics
We begin with an illustration of optimal control by showing a simulation
of an exactly solvable stochastic multi-agent system. In this system of two
agents in one dimension, the agents satisfy dynamics (4.15) with ba equal
to zero. There are two target states at q1 = −1 and q2 = 1. The task of
the agents is for each one to go to a different target. The instantaneous
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Figure 4.2: Two agents, with noise and control in their positions, need to
reach target locations at -1 and 1 at end time t = 2, each agent at a different
target location. The positions (a) and expected targets (b) over time.
costs V in the cost function are zero, and the end cost function is given by
equations (4.22), (4.32) and (4.33) with Q2 = 20 and c = −4. The negative
sign of the coupling strength c implies a repulsion between the agents. The
control cost parameter R equals 1, the noise level σ2 lies at 0.5. The agents
start at x = 0 at time t = 0, the end time lies at T = 2. To prevent
overshooting the targets, udt should be small compared to the distance to
the target states. This is done by choosing dt = 0.05(T − t+ 0.05).
Figure 4.2 shows the positions and expected targets
∑
ia=1,2
p(ia|t, x)qia
of the agents over time. We see that up to time t = 1, the agents have not
decided to which target each of them will go, and they remain between the
two targets. Then, after t = 1, a final decision seems to have been made.
This delayed choice is due to a symmetry breaking in the cost-to-go as time
increases. Before the symmetry breaking, it is better to keep options open,
and see what the effect of the noise is. After the symmetry breaking, time is
too short to wait longer and a choice has to be made. This phenomenon is
typical for multi-modal problems.
We proceed with a quantitative comparison of the different control meth-
ods that arise from the exact or approximate inferences of the marginals of
the joint distribution (4.27). The example we consider is a multi-agent system
of n = 18 agents in a two-dimensional state space with zero instantaneous
costs (V = 0) and no autonomous dynamics (ba = 0). The end cost function
is given by equations (4.22), (4.32) and (4.33). The two targets are located
at q1 = (−1, 0) and q2 = (1, 0). Q2 = 20 and c = −0.5. The control cost
matrix R equals the identity matrix. The agents start in (0, 0) at time t = 0,
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Figure 4.3: The deviation from the optimal cost (a) and the required CPU
Time in seconds (b) as functions of the noise. The lines represent exact (·−·),
Greedy (· · · ), MF (—) and BP (−−) control.
the end time lies at T = 2, and time steps are of size dt = 0.05(T − t+0.05).
The approximations are naive mean field approximation and belief propaga-
tion, as described in section 4.4, and greedy control. By greedy control we
mean that at each time step each agent chooses to go to its nearest tar-
get. We include this approximation because it is simple and requires little
computation time, and for those reasons it is an obvious choice for a naive
approximation. Because a greedy control policy neglects the choices of the
other agents, we expect that it will give an inferior performance.
For each approximation, Figure 4.3(a) shows the cost under the approxim-
ate (optimal) control minus the cost under exact (optimal) control, averaged
over 100 simulations, and for different noise levels. The same noise samples
were used for the approximate and the exact control. We see that both naive
mean field approximation and belief propagation yield costs that on aver-
age coincide with the cost under exact control: the average cost difference
under both methods does not significantly differ from zero. Greedy control,
on the other hand, yields costs that are significantly higher than the costs
under exact control; only in the deterministic limit does it converge to the
cost under exact control, when both controls coincide. Figure 4.3(b) shows
the CPU time required for the calculation of the controls under the differ-
ent control methods. This is the average CPU time of an entire simulation.
Each simulation consists of 73 time steps, and at each time step the control
is calculated for each agent. We observe that greedy control is at least 10
times faster than the other methods, and exact control is nearly 100 times
more time consuming than the other methods. Belief propagation gives a
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Figure 4.4: The cumulative control cost over time, in case of a strong repuls-
ive coupling c = −2 and a low noise level σ2 = 0.1. The curves represent
exact (· − ·), MF (—), and BP control (−−).
performance that for all considered noise levels is a bit quicker than the na-
ive mean field approximation, but this may be the result of implementation
details. We have also done simulations with attractive coupling c = 0.5; this
returned results similar to the ones with repulsive coupling c = −0.5 that we
presented here.
Although Figure 4.3 suggests that belief propagation and naive mean
field approximation perform equally well, this is not always the case, since
for certain combinations of the noise level and the coupling strength the BP
control is more costly than MF control and exact control. The origin of this
difference lies in the symmetry breaking, which tends to occur later under
BP and earlier under MF when compared to exact control. We observe this
in Figure 4.4, which shows the cumulative cost over time for the control
methods in the multi-agent system, now with a coupling strength c = −2
and a fixed noise level σ2 = 0.1. The cumulative costs are averages over
100 simulations. The cost under MF control lies a bit higher than the cost
under exact control, whereas the cost under BP control initially is lower than
the cost under the other control methods, but at t = 1.7 it starts to increase
much faster and eventually ends up higher. Including the end costs, we found
total costs 26.13± 0.12 under exact control, 26.19± 0.12 under MF control,
and 35.5 ± 0.4 under BP control. This suggests that it is better to have an
early symmetry breaking than a late symmetry breaking.
The time required for computing the control under the various methods
depends on the number of agents in the multi-agent system. Figure 4.5
shows the required CPU time as a function of the number of agents n in
the two-dimensional multi-agent system considered above. We see that the
exact method requires a CPU time that increases exponentially with the
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Figure 4.5: The required CPU time in seconds for the calculation of the
controls at a different number of agents. Exact (·− ·), greedy (· · ·), MF (—),
and BP control (−−).
number of agents. This is what may be expected from the theory, because the
exact method uses the junction tree algorithm which has a complexity that
is exponential in the treewidth of the underlying graph, i.e., exponential in
n. For the greedy method, the CPU time increases linearly with the number
of agents, which is in agreement with the fact that under greedy control
there is no coupling between the agents. The required CPU time increases
polynomially for both the mean field approximation and belief propagation.
4.5.2 Nonlinear dynamics
We now turn to multi-agent systems with nonlinear dynamics. To control
these systems, we must approximate both the graphical model inference as
well as the single-agent to single-target control problem (4.13). We consider
a multi-agent system in which the agents move in two dimensions and have a
four-dimensional state that is specified by the agents location (Xut,a, Y
u
t,a), its
forward velocity Ψut,a, and its driving direction Φ
u
t,a. The dynamics of each
agent is given by the equations
dXut,a = Ψ
u
t,a cosΦ
u
t,adt
dY ut,a = Ψ
u
t,a sinΦ
u
t,adt
dΨut,a = αa(t,X
u
t , Y
u
t ,Ψ
u
t ,Φ
u
t )dt+ σadWt,a
dΦut,a = ωa(t,X
u
t , Y
u
t ,Ψ
u
t ,Φ
u
t )dt+ νadΞt,a.
The first two equations model the kinematics of the agent’s position for a
given forward velocity and driving direction. The last two equations describe
the control of the speed and the driving direction by application of a forward
54 Chapter 4: Graphical Model Inference in Optimal Control of MASs
acceleration αa and an angular velocity ωa. The control ua = (αa, ωa)
⊤ of
agent a is a function of time t and the joint state (Xut , Y
u
t ,Ψ
u
t ,Φ
u
t ) of the
system. The noise in the control is modelled by the standard normal Wiener
processes Wt,a and Ξt,a and the noise level parameters σa and νa. Note that
the noise does not act in dimensions other than those of the control. Although
the control space counts less dimensions than the state space, the example
does fit in the general framework: we refer to chapter 2 and appendix A for
details, and we note that the implications for the MCMC sampling are that
the dimensions in which to sample are only those in which there is noise.
We look at two different tasks. The first task is that of obstacle avoidance
in a multi-agent system of three agents. The agents each have to reach
one of three target locations and avoid any obstacles in the environment.
Each target location should be reached by precisely one agent; we model this
with an end cost function, given by equations (4.22), (4.32) and (4.33), with
Q2 = ∞ and c = −0.5. The targets are located at (10, 15), (45, 12) and
(26, 45), and the agents should arrive with zero velocity. The control cost
matrix R is the identity matrix. λ = 0.1. The instantaneous cost V equals
1000 at the locations of the obstacles, and zero otherwise. The agents start
at time t = 0, the end time lies at T = 20, and time steps dt are of size 0.2.
The starting locations of the agents are (18, 31), (25, 12) and (39, 33), and the
agents start with zero velocity. The sample paths are discrete time paths in
the two-dimensional space of the forward velocity Ψ and the driving direction
Φ. They are specified by their values at times ti = t+ i∆t, i = 0, . . . , N − 1,
with ∆t = T−t
N−1
and N = 7, the value at time t0 equals the current state
of one of the agents, and the value at time tN equals one of the target end
states. The control for each agent to one of the targets is computed with a
Metropolis-Hastings sampling of paths, according to Subsection 4.3.2. The
proposal distribution is a 2N -dimensional Gaussian, centered around the
agent’s current planned path, and with a variance equal to the noise level in
the agent’s dynamics. The expectation values Za(t, xa; ia) are estimated by
the average costs of the sample paths. We have also tried MAP estimation
of Za(t, xa; ia) and an inclusion of the variance in the sample paths, but
the former did not show a significant difference, and the latter returned
estimates that fluctuated heavily. Figure 4.6(a) shows the environment and
the trajectories of the agents from their starting locations to the targets.
Each agent manages to avoid the obstacles and arrive at one of the targets
with zero velocity, such that each target is reached by a different agent.
The second task is that of coordination in the multi-agent system as
shown in Figure 4.7(a). In this system there are no instantaneous costs
(V = 0). The agents have to move from their initial positions to a number
of target locations. They should arrive at these locations with zero velocity
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Figure 4.6: Three agents, with noise and control in their forward velocit-
ies and driving directions, have to reach three targets (marked by ‘X’) in
an environment containing also a number of walls. Each agent starts at a
different location (marked by ‘O’) and with zero forward velocity, and each
agent should arrive at a different target with zero velocity without hitting
the walls. (a) The trajectories that the agents followed to reach the targets.
(b) Sample paths.
and horizontal driving direction. There is an equal number of agents and
target locations, and each agent has to reach a different target. The initial
locations are aligned vertically, and so are the target locations, but there is a
vertical displacement between the two. Thus the agents have to coordinate
their movements in order to reach the targets in a satisfactory way.
The agents start at time 0, the end time lies at 100, and they make time
steps of size dt = T−t
2(N−1)
, with N = 7, until dt < 0.01. At each time step
the controls are computed by a Metropolis-Hastings sampling of paths and a
naive mean field approximation to infer the marginals pa(ia|t, x) that weigh
the single-agent to single-target controls, equations (4.24) and (4.26). The
sample paths were discretized into seven equidistant time points from the
present time to the end time. The proposal distribution was taken a Gaus-
sian, which was centered around the agent’s current planned path and with
a variance equal to the noise level in the agent’s dynamics. Figure 4.7(a)
shows an example of the trajectories of a system of 10 agents. It was ob-
tained with 10 sample paths per agent-target combination. We observe that
the agents reach the targets, and that each target is reached by precisely one
agent, as required. Due to the noise in the second order dynamics of the
agents, it takes the agents less effort to approach a target than to remain
there, since the former allows exploitation of the noise while the latter re-
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quires a constant correction of the state changes caused by the noise. The
result is that the trajectories of the agents are more curved and elongated
than what would be expected in the situation without noise. The simulation
was carried out as well for a larger number of agents. Figure 4.7(b) shows the
required CPU time as a function of the number of agents, both under exact
and MF inference of the marginals of the agents. Note that the complexity
of the graphical model inference problem scales as nn, with n the number of
agents. Exact inference using the junction tree algorithm was only feasible
for n < 10.
4.6 Discussion
We studied the use of graphical model inference methods in optimal control of
stochastic multi-agent systems in continuous space and time where the agents
have a joint task to reach a number of target states. Rather than discretizing,
as is commonly done and typically makes large systems intractable due to the
curse of dimensionality, we followed the approach developed by Wiegerinck
et al. (2006), see chapter 3, modelling the system in continuous space and
time. Under certain assumptions on the dynamics and the cost function, the
solution can be given in terms of a path integral.
The path integral can be computed in closed form in a few special cases,
such as the linear-quadratic case, but in general it has to be approximated.
This can be done by a variety of methods. The method we considered here is
MCMC sampling. The dimension of the sample paths was kept low (N = 7)
to limit the curvature of the sample paths. The gain of limiting the curvature
is that the variance in the samples is reduced and less samples are needed.
By limiting the curvature, however, we introduce a bias. In addition, in the
presence of obstacles insufficient curvature would make the sampler return
sample paths that run through the obstacles. We believe that more advanced
MCMC methods such as Hybrid MC sampling (Duane et al., 1987) and
overrelaxation (Neal, 1998) can improve the inference of the path integrals.
Apart from MCMC sampling, there are other approximation methods
that one could consider, such as the Laplace approximation or a variational
approximation. The Laplace approximation becomes exact in the noiseless
limit and could be useful in low noise regimes as well. The variational approx-
imation approximates the path integral (4.7) by a Gaussian process (Archam-
beau et al., 2008), and could be particularly useful in the high noise regime. A
drawback of the variational approach, however, is that it cannot be straight-
forwardly applied to situations with infinite instantaneous costs, like hard
obstacles in the environment that we considered here.
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Figure 4.7: (a) The trajectories of 10 agents from starting locations ‘O’ to
10 targets ‘X’. (b) The required CPU time in seconds as a function of the
number of agents, with the number of targets equal to the number of agents.
The lines represent exact (· − ·) and MF (—) inference of the marginals.
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Wiegerinck et al. (2006) showed that for systems that are sufficiently
sparse and in which the single-agent to single-target controls can be determ-
ined in closed form, e.g. linear-quadratic control with time-independent coef-
ficients, exact inference can be achieved using the junction tree algorithm; see
also chapter 3. Van den Broek et al. (2008b) considered a multi-agent sys-
tem with second-order dynamics, linear autonomous dynamics and zero in-
stantaneous costs, and showed that graphical model inference by naive mean
field approximation significantly outperformed a greedy inference. Here we
showed that a close to optimal result can be achieved as well in dense systems,
using graphical model approximate inference methods. The approximation
methods that we considered were naive mean field approximation and belief
propagation. We demonstrated their performances in an example system
where exact inference is significantly more time consuming. Mean field ap-
proximation showed to work very well, returning costs for control equal to the
optimal ones, belief propagation performed similarly. Below a certain value
for the ratio of coupling strength to the noise level, the symmetry breaking in
the control process takes place earlier under mean field approximation when
compared to exact inference, and later under belief propagation. An early
symmetry breaking does not increase the costs for coordination much, how-
ever, a late symmetry breaking does, making the performance under belief
propagation suboptimal.
Some variations on the considered case are also possible within the gen-
eral framework. Wiegerinck et al. (2007) discuss situations where agents
sequentially visit a number of targets, and where the end time is not fixed.
It focusses on preferred trajectories in state space over time, instead of pre-
ferred states at the end time; this is achieved by modelling the path cost in
a way similar to how we have modelled the end cost. The problem where
agents have to intercept a moving target with noisy dynamics is also covered
there.
The control formalism developed by Kappen (2005b,a) and applied to
multi-agent coordination in this chapter and the previous one, demands that
the noise and the control act in the same dimensions. One way to satisfy
this constraint is to assume that the agents are identical. In addition, the
single agent dynamics should be such that the noise and the control act in the
same dimensions. We saw that for the two-dimensional second order system
in section 4.5.2 this condition was satisfied in a natural way. However, in
general one can think of examples of control problems where equation (4.3)
is violated. An interesting future direction of research is to investigate to
what extend the path integral approach can be used as an approximation in
such cases.
We assume that the joint state space of the agents is observable to all
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agents. For large multi-agent systems, however, it will be more realistic
that an agent only observes its own state and the states of agents that are
physically nearby. Our approach does not directly apply to such situations.
Depending on the joint task of the agents, it may be a valid approximation
to do optimal control in the sub-system consisting of those agents that one
agent does observe. If the task of the agents is to avoid collisions, then it will
be sufficient to consider only the states of agents that are nearby, but if the
task is to all go to the same target then it will be crucial to have information
about the states of all other agents. A natural alternative to deal with
partial observability is to describe the multi-agent system by a decentralized
POMDP (Seuken and Zilberstein, 2008). It is not clear however, how such
an approach would combine with the path integral formalism.
The topic of learning has not been addressed here, but clearly is of great
interest. However, one could argue that a sampling procedure to compute
the path integral corresponds to a learning of the environment. A discussion
on this line of thought can be found in (Kappen, 2007).
There are many more possible model extensions worthwhile exploring
in future research. Obvious examples are bounded controls, or a limited
observation of the global state of the system; these issues are already of
interest to study in the single agent situation. Others apply typically to the
multi-agent situation. In the context of physical agents, introducing penalties
for collisions between agents would become relevant. Typically, these types
of model extensions will not have a solution in closed form, and will require
additional approximate numerical methods. Some suggestions are given by
Kappen (2005a,b).
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CHAPTER 5
Stochastic Optimal Control of State Constrained Systems
In this chapter we consider the problem of stochastic optimal control
in continuous time and state-action space of systems with state con-
straints. These systems typically appear in the area of robotics, where
hard obstacles constrain the state space of the robot. A common ap-
proach is to solve the problem locally using a Linear-Quadratic Gaussian
(LQG) method. We take a different approach and apply path integral
control as introduced by Kappen (2005a,b). We use Hybrid Monte Carlo
(HMC) sampling to infer the control. We introduce an adaptive time
discretization scheme for the simulation of the controlled dynamics. We
demonstrate our approach on two examples, a simple particle in a half-
space and a more complex two-joint manipulator, and we show that in a
high noise regime our approach outperforms the iterative LQG method.
This chapter is based on (van den Broek et al., 2011).
5.1 Introduction
In stochastic optimal control problems, a system subject to random per-
turbations has to act so as to optimize some performance criterion. Real life
examples are manifold; they appear in finance, robotics and biology, amongst
other areas. A situation that is particularly common is where the state space
is constrained, for example, due to the presence of hard obstacles. Taking
such constraints into account is an important issue in the computation of the
optimal control.
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The dynamic programming (DP) principle by Bellman (1957a) provides
a well-known approach to a global solution in stochastic optimal control.
In the continuous time and state setting that we will consider, it follows
from the DP principle that the solution to the control problem satisfies the
so-called Hamilton-Jacobi-Bellman (HJB) equation, which is a second order
nonlinear partial differential equation (Fleming and Rishel, 1975, Fleming
and Soner, 2006). The HJB equation forms the basis for many approaches
to approximate inference in stochastic optimal control.
The HJB equation can be solved numerically by deterministic methods
based on discretization of the state and action spaces, such as a multi-grid
method (Akian, 1990). This approach is only feasible in low dimensions due
to the curse of dimensionality. Its probabilistic counterpart (Kushner, 1977,
Kushner and Dupuis, 2001) suffers from the same problem, though attempts
have been made to reduce this (Page`s et al., 2004).
The solution of higher dimensional problems demands a different ap-
proach. Rather than trying to solve the problem globally, one can look for a
locally optimal solution. This is usually achieved by first solving the problem
in the noise-free case, yielding an optimal trajectory, and then modelling the
influence of the noise around this trajectory. The locally optimal solution can
be computed by Differential Dynamic Programming (Jacobson and Mayne,
1970), or by Linear-Quadratic Gaussian (LQG) approximations around the
optimal trajectory (Li and Todorov, 2004, Todorov and Li, 2005).
Kappen (2005a,b) has proposed another approach, which applies to a class
of finite horizon linear-quadratic control problems with arbitrary autonomous
dynamics and state costs, and the control cost being inversely proportional
to the noise variance. In this approach, the HJB equation is transformed to a
linear partial differential equation by means of a logarithmic transformation,
the solution of which is given by a path integral. The path integral provides
a global solution to the control problem, and the distribution which underlies
it in general will not be Gaussian nor uni-modal. Inference of the optimal
control becomes possible by path integral inference methods. This is expected
to be more efficient than methods that directly try to solve the HJB equation
by discretization of the state space, which makes it a promising approach.
We consider the class of control problems introduced by Kappen (2005a,b),
and the path integral control derived there. Exact inference of path integrals
is intractable in general. There exist several methods for the approximate
inference of path integrals, such as variational inference, the Laplace approx-
imation, and Monte Carlo sampling. The variational approach of minimizing
the Kullback-Leibler (KL) divergence of an approximate Gaussian distribu-
tion with respect to the true distribution, see e.g. (Archambeau et al., 2007,
2008), where the integral of the true distribution is the path integral, breaks
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down in the presence of state constraints. This is because the constraints
make the support of the true distribution smaller than that of the Gaussian
one, hence the KL divergence will be infinite. Mensink et al. (2010) avoid
this issue by instead taking an Expectation Propagation approach, consider-
ing the KL divergence of the true distribution with respect to an approximate
truncated Gaussian distribution. The KL divergence then will be finite as
long as the noise in the dynamics is additive. For systems where the noise
is multiplicative rather than additive, such as a multi-joint manipulator, the
KL divergence will diverge in the continuous time limit, and a different ap-
proach is required. If the noise level is low, then the Laplace approximation
provides a good estimation, but otherwise the Laplace approximation is not
accurate (Kappen, 2005a,b). Forward sampling and importance sampling
have been considered by Kappen (2005a,b) for one-dimensional systems with
linear dynamics, and in particular for systems with multi-modal solutions,
the multi-modality leading to the phenomenon of symmetry breaking in the
optimal control. More advanced MC sampling methods are Metropolis-
Hastings sampling (Chib and Greenberg, 1995) and Hybrid Monte Carlo
(HMC) sampling (Duane et al., 1987, Neal, 1996). HMC sampling can be
seen as Metropolis-Hastings sampling combined with a dynamical simulation.
Though Metropolis-Hastings sampling is suitable for the computation of high
dimensional integrals, it is not very efficient because it takes small steps when
exploring the state space, which makes it slow. The introduction of the dy-
namical simulation in HMC sampling reduces this problem, by allowing it to
take large steps in the exploration of the state space. The main contribution
of this chapter lies in the novel application of HMC sampling to the inference
of path integral control in control problems with state constraints.
Sampling methods have been considered before in stochastic optimal con-
trol. Alterovitz et al. (2007) consider maximization of the probability of
avoiding collisions and reaching a goal. Gobet and Munos (2005), Munos
(2006) study Monte Carlo sampling methods in the context of control prob-
lems with a parametric representation of the admissible controls; solving the
control problem is equivalent to finding the optimal parameter values. Jasra
and Doucet (2009) apply sequential Monte Carlo methods to the inference
of path integrals and their gradients with respect to the initial condition of
the underlying diffusion process, but the problem of state constraints is not
considered. Hoffman et al. (2007, 2009) have used reversible jump MCMC
sampling in problems with infinite time horizon discounted costs. This is
based on the observation made by Toussaint and Storkey (2006), Toussaint
et al. (2006) that the infinite horizon problem is equivalent to an infinite
mixture of finite horizon problems with terminal costs only. These control
problems differ from the one considered in this chapter.
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The application of control inference methods that are defined in continu-
ous state and action spaces, such as LQG methods and path integral control,
requires that we can implement the controlled dynamics in continuous state
and action spaces. Common approaches to implementation are provided by
time discretization schemes with time steps of pre-defined sizes. A complic-
ation that arises when using such schemes if the state space is constrained,
is that with positive probability these constraints may become violated. In
this chapter we introduce a novel adaptive time discretization scheme. This
scheme is defined for continuous state and action spaces, and it applies to
control problems with state constraints.
We demonstrate the performance of path integral control inferred by
HMC sampling on two control problems with a constrained state space.
The first one is that of a simple one-dimensional particle in a halfspace,
with linear, first-order dynamics. The second one is that of a complex two-
joint manipulator with nonlinear, second order dynamics. We compare with
the Iterative Linear Quadratic Gaussian (ILQG) method of Todorov and Li
(2005), where constraints are approximated by a differentiable cost term, and
we show that our approach performs better in the high noise regime. We fur-
ther show that if the manipulator is redundant then path integral control by
HMC sampling still works well.
The outline of the chapter is as follows. In section 2 we state the stochastic
control problem. In section 3 we recall the path integral control method of
Kappen (2005a,b), and we recall HMC sampling (Duane et al., 1987, Neal,
1996), which we will use to infer the path integral control. In section 4 we
recall the ILQG method of Todorov and Li (2005). In section 5 we introduce
a novel adaptive time discretization scheme for the implementation of the
control problems. In section 6 we present numerical results. We finish with
a discussion in section 7.
5.2 The stochastic control problem
We consider a stochastic controlled system in continuous d-dimensional space
R
d and over a continuous time interval [0, T ], described by the dynamics
dXut = b(t,X
u
t )dt+ B(t,X
u
t )
(
u(t,Xut )dt+ σdWt
)
, (5.1)
where Xut is the state at time t under control u, the control u is a function of
time and state to control values in Rk, k ≤ d, b is the Rd-valued autonomous
dynamics, B is a full rank d× k matrix-valued function, σ is a constant full
rank k× k matrix, and W is a Wiener process in Rk which models the noise
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in the system. The noise increments dWt are normally distributed with mean
zero and variance dt times the unit matrix. Equation (5.1) is a stochastic
differential equation (SDE) that we will interpret in the sense of Itoˆ (Kloeden
and Platen, 1992, Øksendal, 2007).
The performance of the system is evaluated by the cost function
Cu(t,Xu) = φ(XuT ) +
∫ T
t
V (s,Xus )ds+
∫ T
t
1
2
‖Ru(s,Xus )‖2ds, (5.2)
where φ is the end cost function, V is a state cost function, and R ∈ Rk×k
is a constant matrix of full rank. The expected cost-to-go under control u is
the function Ju defined by
Ju(t, x) = E[Cu(t,Xu)|Xut = x]. (5.3)
The expectation is taken with respect to the probability measure under which
the controlled process Xu satisfies the dynamics (5.1) and starts in x at the
present time t. The control problem is to choose the control which returns a
minimal expected cost-to-go; this control is optimal by definition.
The optimal control can be given explicitly in terms of the optimal ex-
pected cost-to-go: we refer to chapter 2 for details. The optimal expected
cost-to-go J is the expected cost-to-go minimized over all controls u:
J(t, x) = min
u
Ju(t, x). (5.4)
The optimal control u∗ is proportional to the gradient of J :
u∗(t, x) = −(R⊤R)−1B(t, x)⊤∂J
∂x
(t, x). (5.5)
5.3 Control inference by the path integral con-
trol method
In this section we recall path integral control, as introduced by Kappen
(2005a,b), and HMC sampling (Duane et al., 1987, Neal, 1996). We will use
HMC sampling to infer the path integral control.
5.3.1 Path integral control
In the class of control problems that we consider, the matrices R and σ are
related by
σσ⊤ = λ(R⊤R)−1, (5.6)
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where λ is a positive real number. We define a logarithmic transformation
Z of J by
J(t, x) = −λ logZ(t, x). (5.7)
The function Z satisfies a linear HJB equation, see again chapter 2. It has a
probabilistic representation as the expectation value
Z(t, x) = E
[
exp
(
− 1
λ
φ(XT )− 1λ
∫ T
t
V (s,Xs)ds
)∣∣∣∣Xt = x
]
, (5.8)
that is, as an integral over paths of the uncontrolled process X with respect
to the probability measure under whichX satisfies the uncontrolled dynamics
dXt = b(t,Xt)dt+ B(t,Xt)σdWt (5.9)
and starts in x at the present time t. Combining equations (5.5), (5.6) and
(5.7), we obtain the formula
u∗(t, x) = σσ⊤B(t, x)⊤
∂
∂x
logZ(t, x) (5.10)
for the optimal control in terms of the path integral (5.8).
5.3.2 A discrete time approximation of path integral
control
The path integral (5.8) is an integral over an infinite dimensional space of
paths in continuous time, and to infer the path integral control we first have
to make a finite dimensional approximation. We present the approximation
here without a derivation, for the latter we refer to appendix A.
Consider a partition t = t1 < t2 < . . . < tn < tn+1 = T of the time
interval [t, T ]. The path integral (5.8) is approximated by the discrete time
path integral
Z˜(t, x) =
(
n∏
j=1
1√
det(2πσ2∆tj)
)
×
∫
. . .
∫
exp
(
− 1
λ
E(t1, x˜t1 , . . . , tn+1, x˜tn+1)
)
dx˜t2 . . . dx˜tn+1 (5.11)
where ∆tj = tj+1 − tj, E is the energy function defined by
E(t1, x˜t1 , . . . , tn+1, x˜tn+1) = φ(x˜tn+1) +
n∑
j=1
V (tj, x˜tj)∆tj
+
n∑
j=1
1
2
∥∥∥∥RB(tj, x˜tj)+
(
x˜tj+1 − x˜tj
∆tj
− b(tj, x˜tj)
)∥∥∥∥
2
∆tj (5.12)
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and
B(tj, x˜tj)
+ =
(
B(tj, x˜tj)
⊤B(tj, x˜tj)
)−1
B(tj, x˜tj)
⊤.
We then substitute the approximation (5.11) of the path integral in the for-
mula (5.10) to obtain the approximation
u˜∗(t, x) = −
〈
(R⊤R)−1B(t, x)⊤
∂
∂X˜t1
E(t1, X˜t1 , . . . , tn+1, X˜tn+1)
∣∣∣∣X˜t1 = x
〉
(5.13)
of the optimal control, where 〈 · |X˜t1 = x˜t1〉 denotes expectation value with
respect to the probability measure
p(X˜t2 ∈ dx˜t2 , . . . , X˜tn+1 ∈ dx˜tn+1 |X˜t1 = x˜t1) =
Z˜(t, x)−1
(
n∏
j=1
1√
det(2πσ2∆tj)
)
exp
(
− 1
λ
E(t1, x˜t1 , . . . , tn+1, x˜tn+1)
)
dx˜t2 . . . dx˜tn+1 . (5.14)
5.3.3 HMC sampling
We infer the expectation value in equation (5.13) by HMC sampling from the
distribution (5.14). Here we give a review of this sampling method. HMC
sampling (Duane et al., 1987, Neal, 1996) can be seen as Metropolis-Hastings
sampling (Chib and Greenberg, 1995) combined with a dynamical simulation.
The effect of the dynamical simulation is that large steps can be taken in the
exploration of the state space, which makes HMC sampling more efficient
than Metropolis-Hastings sampling.
HMC sampling originates from physics, and it will be convenient to re-
tain the original physical terminology, even though it is applicable in a much
wider context, including stochastic optimal control. Consider a system of n
particles with positions qi, i = 1, . . . , n, in a k-dimensional space, and with
total potential energy E(q), q = (q1, . . . , qn). In our control problem, the pos-
ition qi of particle i corresponds to the k-dimensional part of the state X˜ti+1 of
the system at time ti+1 that is directly influenced by the noise. The potential
energy E(q) corresponds to the energy (5.12) of the path (X˜t1 , . . . , X˜tn+1), for
a given value of X˜t1 . Our objective is to draw samples from the distribution
P (q) ∝ exp(− 1
λ
E(q)),
which in our control problem corresponds to the distribution (5.14).
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For each position qi we introduce a k-dimensional auxiliary variable pi,
and we introduce a kinetic energy K(p), p = (p1, . . . , pn). The total energy,
the sum of the potential and the kinetic energy, is called the Hamiltonian:
H(q, p) = E(q) +K(p).
It induces a distribution on the expanded system of position and momentum
variables:
P (q, p) ∝ exp(− 1
λ
H(q, p)).
The dynamics of the particles are given by the Hamilton equations of
motion
dqi
dτ
=
∂H
∂pi
, −dpi
dτ
=
∂H
∂qi
.
It is important to note that the time variable τ over which the dynamics
takes place is entirely artificial, i.e., without any physical meaning in our
control problem. Since the Hamiltonian does not explicitly depend on τ , it
follows that it is conserved along the dynamics:
dH
dτ
=
∑
i
(
∂H
∂pi
dpi
dτ
+
∂H
∂qi
dqi
dt
)
=
∑
i
(
dqi
dτ
dpi
dτ
− dpi
dτ
dqi
dt
)
= 0.
The conservation of the Hamiltonian over time implies that the dynamics
leave the probability of a state (q, p) invariant.
Since q and p are independent, we can draw samples from the distribu-
tion P (q) by drawing samples from the expanded distribution P (q, p) and
discarding the momentum variables p from each sample. Sampling from the
expanded distribution is realized by Gibbs sampling from the marginal dis-
tribution of the momenta p, followed by an execution of the dynamics. The
marginal distribution P (p) is assumed to be easy to sample from, e.g. a
Gaussian distribution.
Implementation of the dynamics requires that we discretize time τ . This is
achieved by employing the so-called leapfrog scheme, in which a number of L
leapfrog steps of equal length ∆τ are made. Each leapfrog step approximately
determines the values of q and p at a time τ +∆τ from their values at time
τ :
pi(τ +
1
2
∆τ) = pi(τ)− 1
λ
∂E
∂qi
(
q(τ)
)
1
2
∆τ
qi(τ +∆τ) = qi(τ) +
1
λ
∂K
∂pi
(
p(τ + 1
2
∆τ)
)
∆τ
pi(τ +∆τ) = pi(τ +
1
2
∆τ)− 1
λ
∂E
∂qi
(
q(τ +∆τ)
)
1
2
∆τ.
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Algorithm 2 HMC sampling
Input: initial q
Output: N samples q
1: for i = 1 : N do
2: qold = q
3: p ∼ P (p)
4: ∆τ ∼ N(0, σ2lf)
5: Hold = E(q) +K(p)
6: repeat
7: p← p− 1
2
∆τ · ∇E(q)/λ
8: q ← q + ∆τ · ∇K(p)/λ
9: p← p− 1
2
∆τ · ∇E(q)/λ
10: until L updates of q, or E(q) =∞
11: Hnew = E(q) +K(p)
12: draw r ∈ [0, 1] uniformly
13: if r > exp(− 1
λ
(Hnew −Hold)) then
14: q = qold
15: end if
16: end for
The time discretization in the dynamics introduces a systematic error in the
conservation of the Hamiltonian. This error is eliminated by accepting or
rejecting the new values for q and p based on the change of the total energy,
as in the Metropolis-Hastings algorithm. If during the leapfrog scheme a state
q is reached with infinite energy E(q), which corresponds to a state constraint
violation, then we stop the leapfrog scheme because the Hamiltonian is no
longer conserved, and the state q will be rejected. The leapfrog scheme is
reversible in time and preserves volume, which is necessary to have ergodicity
in the HMC algorithm. Pseudo-code for the entire algorithm is given by
Algorithm 2.
5.4 Control inference by the ILQG method
In this section we briefly recall the ILQG method of Todorov and Li (2005).
The ILQG method provides a locally optimal solution to the control problem
by iteratively solving linear-quadratic approximations of the control problem.
The algorithm starts with an initial open-loop control sequence (u(ti))i=1:n
and a corresponding state sequence (X˜uti)i=1:n+1 that is obtained by applying
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the open-loop control to the noise-free dynamics:
X˜uti+1 = X˜
u
ti
+ b(ti, X˜
u
ti
)∆ti + B(ti, X˜
u
ti
)u(ti)∆ti. (5.15)
The noise-free dynamics are linearly approximated in the state and the con-
trol, and in terms of the deviations δu(ti) and δX˜ti from the current control
and state this yields
δX˜ti+1 = AiδX˜ti + B(ti, X˜
u
ti
)∆tiδu(ti), (5.16)
where
Ai = 1 +
∂b(ti, X˜
u
ti
)
∂X˜uti
∆ti.
The cost function (5.2) is already quadratic in the control, and it is quad-
ratically approximated around the state X˜. In case such a quadratic ap-
proximation is not possible directly, for example, if the cost function is not
differentiable as a function of the state, then the cost function is first approx-
imated by a function that can be quadratically approximated. In sections
5.6.4 and 5.6.5 we suggest how to do this in the case of cost functions that
model hard constraints.
One verifies, by substitution in the HJB equation, that the solution to the
resulting linear-quadratic problem is given by an optimal expected cost-to-go
J˜ that is quadratic in the state deviation:
J˜(ti, δX˜ti) =
1
2
δX˜ti
⊤
SiδX˜ti + s
⊤
i δX˜ti + terms independent of δX˜ti .
It then follows from equation (5.5) that the optimal control is affine in the
state deviation:
δu(ti) = li + Li δX˜ti . (5.17)
The coefficients Si, si, Li and li are computed backwards over time. The
coefficients Si and si satisfy the boundary conditions
sn+1 =
∂φ(X˜utn+1)
∂X˜utn+1
Sn+1 =
∂2φ(X˜utn+1)
∂(X˜utn+1)
2
(5.18)
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at the end time tn+1 = T , and for times ti < T they follow from
Si =
∂2V (X˜uti)
∂(X˜uti)
2
∆ti + A
⊤
i Si+1Ai + L
⊤
i HiLi
+ L⊤i B(ti, X˜
u
ti
)⊤Si+1Ai∆ti + A
⊤
i Si+1B(ti, X˜
u
ti
)Li∆ti
si =
∂V (X˜uti)
∂X˜uti
∆ti + A
⊤
i si+1 + L
⊤
i Hili
+ L⊤i
(
R⊤Ru(ti)∆ti + B(ti, X˜
u
ti
)si+1∆ti
)
+ A⊤i Si+1B(ti, X˜
u
ti
)li∆ti,
(5.19)
with
Hi = R
⊤R∆ti + B(ti, X˜
u
ti
)⊤Si+1B(ti, X˜
u
ti
)(∆ti)
2.
The coefficients Li and li are given by
li = −H−1i
(
R⊤Ru(ti)∆ti + B(ti, X˜
u
ti
)⊤si+1∆ti
)
Li = −H−1i B(ti, X˜uti)⊤Si+1Ai∆ti.
(5.20)
It may happen that the matrix Hi is not positive definite, and when this is
the case it is replaced by a positive definite matrix H˜i that is obtained by
setting all negative eigenvalues in Hi equal to zero, and adding a nonnegative
Levenberg-Marquardt constant ε to all eigenvalues.
With the coefficients li and Li computed backwards over time, we apply
the control law (5.17) forwards over time to the linearized dynamics (5.16),
initialized at δX˜ut1 = 0. The new controls u(ti) + δu(ti) are computed along
the way. The entire process is iterated until the differences δu(ti) between
the old and the new controls are sufficiently small. Pseudo-code for the ILQG
method is given by Algorithm 3. We note that the solution provided by the
ILQG method does not depend on the noise.
5.5 Implementation of the controlled dynam-
ics
In addition to the time discretization that we perform in the approximate
inference of the optimal control, we wish to simulate the controlled dynamics
of the system in discrete time. This means that we want to generate state
trajectories in discrete time that are optimal on average. In continuous time
obstacles will be avoided if the system acts optimally. This is because any
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Algorithm 3 ILQG
Input: initial control and state sequences (u(ti))i=1:n, (X˜
u
ti
)i=1:n+1
Output: control and state sequences (u(ti))i=1:n, (X˜
u
ti
)i=1:n+1
1: repeat
2: make a linear-quadratic approximation around (u(ti))i=1:n and
(X˜uti)i=1:n+1
3: compute si, Si, li, Li using equations (5.18), (5.19), (5.20)
4: compute new controls u(ti) + δu(ti) by equations (5.17), (5.16)
5: compute new state sequence from dynamics (5.15) using new controls
6: if new cost < old cost then
7: decrease Levenberg-Marquardt constant ε
8: else
9: repeat
10: increase Levenberg-Marquardt constant ε
11: compute si, Si, li, Li using equations (5.18), (5.19), (5.20)
12: compute new controls u(ti) + δu(ti) by equations (5.17), (5.16)
13: compute new state sequence from dynamics (5.15) using new con-
trols
14: until new cost < old cost
15: end if
16: until convergence
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undesired movement due to noise will instantly be countered by the optimal
control. In a discrete time implementation of the dynamics, with time steps
of pre-defined sizes, a counteraction to the effects of noise can only occur
after a larger than infinitesimal time step ∆t, and since the noise is Gaussian
there is a non-zero probability that the noise realization over the time step
∆t will result in hitting an obstacle. Let us illustrate this on the problem of
a particle in a halfspace: the particle satisfies a controlled dynamics
dXut = u(t,X
u
t )dt+ σdWt
over a time interval [0, T ], and the particle is to remain in the positive half-
space defined by Xut > 0. In discrete time, given the (positive) state X˜
u
t = x
at the present time t, and a time step size ∆t, the state X˜ut+∆t at time t+∆t
should again be positive:
0 < X˜ut+∆t = X˜
u
t + u(t, X˜
u
t )∆t+ σ∆W.
The noise increment ∆W , however, is normally distributed with mean zero
and variance ∆t, implying that with positive probability
P(X˜ut+∆t ≤ 0|X˜ut = x) =
∫ 0
−∞
1√
2πσ2∆t
exp
(
− (x+ u(t, x)− w)
2
2σ2∆t
)
dw
the state constraint will be violated at time t+∆t.
To avoid any violation of the state constraints we have to employ an ad-
aptive time discretization scheme in which smaller time step sizes are chosen
when necessary. A direct approach could be as follows. We fix a realization of
the noise process W , and we specify its value at a sequence of time instances
0 = t1 < . . . < tn+1 = T , for example, by drawing values for the increments
Wti+1 −Wti , i = 1, . . . , n + 1. We recall that these increments are normally
distributed with zero mean and variance ti+1− ti. Each time that the system
moves from a state X˜uti to a state X˜
u
ti+1
, and violates a state constraint on
arriving, a smaller time step size, ∆t = (ti+1 − ti)/2 say, has to be chosen
and a realizationWti+∆t of the noise at time ti+∆t has to be drawn, and the
system will instead move to a state X˜uti+∆t that follows from the dynamics:
X˜uti+∆t = X˜
u
ti
+ b(ti, X˜
u
ti
)∆t+ B(ti, X˜
u
ti
)
(
u(ti, X˜
u
ti
)∆t+ σ∆W
)
,
where ∆W = Wti+∆t −Wti . It can be shown that this adaptive procedure
is biased in general (Gaines and Lyons, 1997). To solve this problem, we
make an approximation of the noise process, with the result that the SDE
is replaced by an ordinary differential equation (ODE). We then apply an
adaptive time discretization to the ODE.
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Figure 5.1: A realization of 1-dimensional noise processes W (—) and W˜
(−−), where W is Wiener noise and W˜ is a continuous, piecewise linear
approximation of W .
5.5.1 Approximation of the noise process
We approximate the noise process W by a process W˜ in the following way.
We fix a partition 0 = t1 < . . . < tnW+1 = T of the time interval from 0 to
T , and we define W˜ by
W˜t =
nW+1∑
i=1
1I[ti,ti+1)(t)
(
Wti +
Wti+1 −Wti
ti+1 − ti (t− ti)
)
,
ti = (i− 1)T/nW ,
(5.21)
where nW is a positive integer. It is a continuous, piecewise linear process;
see Figure 5.1 for an illustration. In substituting W˜ for W , we obtain a
dynamics with a solution X˜u:
dX˜ut = b(t, X˜
u
t )dt+ B(t, X˜
u
t )
(
u(t, X˜ut )dt+ σdW˜t
)
.
When we take the limit nW → ∞, we recover the original noise process W ,
but the approximate process X˜u will in general not converge to the solution
Xu to the controlled dynamics (5.1) but to a process Y u that satisfies a
controlled dynamics
dY ut,i = bi(t, Y
u
t )dt+
k∑
m=1
d∑
l=1
1
2
∂(B(t, Y ut )σ)im
∂Y ut,l
(B(t, Y ut )σ)lm
+
k∑
m=1
Bil(t, Y
u
t )
(
u(t, Y ut )dt+ σdWt
)
m
, i = 1, . . . , d.
We refer to (Wong and Zakai, 1965, Ikeda and Watanabe, 1981) for details.
Thus, to ensure that we recover the original process Xu when we take the
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limit nW →∞, we should replace the autonomous dynamics b by
b˜i(t, y) = bi(t, y)−
k∑
m=1
d∑
l=1
1
2
∂(B(t, y)σ)im
∂yl
(B(t, y)σ)lm, i = 1, . . . , d,
(5.22)
so that we have a controlled dynamics
dX˜u = b˜(t, X˜ut )dt+ B(t, X˜
u
t )
(
u(t, X˜ut )dt+ σdW˜t
)
. (5.23)
The transformation of the autonomous dynamics, equation (5.22), that is
necessary to have convergence to the original SDE, can be avoided by working
with the so-called Stratonovich interpretation of SDEs rather than with the
interpretation of Itoˆ that we adopt in this chapter—a definition of these two
interpretations can be found in many textbooks on SDEs, e.g (Øksendal,
2007). The reason that we have not done so, is that the interpretation of
Itoˆ has its own conveniences from which we have benefited in the derivation
of the solution to the control problem, see chapter 2. We note that the
transformation (5.22) does not always alter the autonomous dynamics. This
happens to be the case for both of the problems that we will consider in
the numerical section 5.6. In the problem of the particle in a halfspace,
B(t, y)σ = σ is constant. In the problem of the two-joint manipulator,
B(t, y)σ is a function of the angles only, but it only acts on the angular
velocities.
5.5.2 Adaptive time discretization
After that we have approximated the noise process W by a process W˜ as
described above, and we have substituted b˜ for b, we come to the adaptive
time discretization of the dynamics (5.23). We fix a realization of the ap-
proximate noise process W˜ . The adaptive time discretization is described in
Algorithm 4, and the idea of the algorithm is simple: we choose a time step
size ∆t, and we determine the state X˜ut+∆t at time t + ∆t from the discrete
time version of the controlled dynamics (5.23):
X˜ut+∆t = b˜(t, X˜
u
t )∆t+ B(t, X˜
u
t )
(
u(t, X˜ut )∆t+ σ∆W˜
)
, (5.24)
where ∆W˜ = W˜t+∆t − W˜t. If this choice of ∆t results in a state constraint
violation, which means that V (t + ∆t, X˜ut+∆t) = ∞, then we reduce ∆t to
a lower value and we compute X˜ut+∆t again. This is repeated until a small
enough value for ∆t is found.
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Algorithm 4 Adaptive time discretization
Input: initial time step size ∆t
1: determine X˜ut+∆t by equation (5.24)
2: while V (t+∆t, X˜ut+∆t) =∞, i.e. state constraint violation, do
3: ∆t← ∆t/2
4: determine X˜ut+∆t by equation (5.24)
5: end while
The error that we make when we discretize a realization of the controlled
dynamics (5.23) in time depends on how heavily the dynamics fluctuates over
time and space (Kloeden and Platen, 1992). The main contribution to such
fluctuations comes from the noise, but since we are working with a realization
of the approximate noise W˜ these fluctuations will be bounded. The error
furthermore depends on the sizes of the time steps. Time step sizes will differ
since the time discretization is adaptive, but we can set a maximal time step
size
∆t = T/(nt + 1), (5.25)
where T is the end time and nt is a positive integer. In the limit nt → ∞
where the step sizes go to zero, the discrete time realization will converge to
the continuous time realization of the dynamics (5.23). When this limit is
followed by the limit nW → ∞ in which W˜ converges to the Wiener noise
process W , we recover the original controlled process.
5.6 Numerical results
We consider two control problems, that of a particle in a halfspace and a two-
joint manipulator. A description of these two problems is provided first. We
then present numerical results on the approximation scheme of section 5.5
applied to the problem of the particle in a halfspace, and we consider the
continuous time limit. This is followed by numerical results on control infer-
ence by HMC sampling, on both the problem of the particle in a halfspace
and the problem of the two-joint manipulator, and we compare with noise-
free optimal control and control inference by the ILQG method of Todorov
and Li (2005). Finally, we compare the performance of control inference by
HMC sampling and by the ILQG method in the case where the manipulator
is redundant.
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5.6.1 The particle in a halfspace
The problem of the particle in a halfspace is a one-dimensional control prob-
lem in a constrained state space that is simple enough to allow for a closed
form solution. The dynamics of the particle reads
dXut = u(t,X
u
t )dt+ σdWt,
and the expected cost-to-go is given by (5.3), with end cost φ and state cost
V given by
φ(x) = 1
2
Q2(x− q)2, V (x) =
{ ∞ if x ≤ 0,
0 if x > 0,
q > 0. A minimal end cost is paid at the point q.
We will derive a closed form expression for the optimal control by first
deriving one for the path integral Z, equation (5.8), in this particular prob-
lem. The transition probability of the uncontrolled particle, conditioned on
not hitting the origin, is that of an absorbed Wiener process, and reads
P(XT ∈ dy|Xt = x) =
1√
2πσ2(T − t)
(
exp
(
− (y − x)
2
2σ2(T − t)
)
−exp
(
− (y + x)
2
2σ2(T − t)
))
dy, x, y > 0;
see e.g. (Karatzas and Shreve, 2000). It follows that the path integral satisfies
Z(t, x) =
∫ ∞
0
exp
(− 1
λ
φ(y)
)
P(XT ∈ dy|Xt = x)
= ψ(t, x) exp
(
− ε
2
t
λ
φ(x)
)
− ψ(t,−x) exp
(
− ε
2
t
λ
φ(−x)
)
,
for x > 0, where
ψ(t, x) = 1
2
εt
(
1 + erf
(
(1− ε2t )q + ε2tx√
2σ2ε2t (T − t)
))
,
εt =
√
R2
Q2(T − t) +R2 ,
and erf is the error function. According to equation (5.10), the optimal
control is given by
u∗(t, x) = σ2Z(t, x)−1
∂Z(t, x)
∂x
(5.26)
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in terms of Z(t, x) and its derivative with respect to x. The latter reads
∂Z(t, x)
∂x
=
(
∂ψ(t, x)
∂x
− ε
2
t
λ
Q2(x− q)ψ(t, x)
)
exp
(
− ε
2
t
2λ
Q2(x− q)2
)
−
(
∂ψ(t,−x)
∂x
+
ε2t
λ
Q2(x+ q)ψ(t,−x)
)
exp
(
− ε
2
t
2λ
Q2(x+ q)2
)
,
with
∂ψ(t, x)
∂x
=
ε2t√
2πσ2(T − t) exp
(
− ((1− ε
2
t )q + ε
2
tx)
2
2σ2ε2t (T − t)
)
.
Given a time discretization t = t1 < t2 < . . . < tn < tn+1 = T , the
optimal control as approximated in the path integral formalism follows from
equation (5.13) and reads
u˜∗(t, x) =
〈X˜t2|X˜t1 = x〉 − x
t2 − t . (5.27)
The approximately optimal control inferred by the ILQG method is given
by u(t1), where (u(ti))i=1:n+1 is the control sequence that is obtained after
convergence of the ILQG algorithm.
5.6.2 The two-joint manipulator
The two-joint manipulator is a 4-dimensional control problem that is de-
scribed by a second order nonlinear stochastic dynamics. The manipulator
consists of two links that move in a vertical plane, link 1 being attached to
a fixed point in the plane by joint 1, and link 2 being attached to link 1
by joint 2; see Figure 5.2. We give Cartesian coordinates (0, 0) to the fixed
point. Drawing similarities with a human arm, joint 1 may be thought of as
the shoulder, and joint 2 may be thought of as the elbow. The state of the
manipulator is specified by the angle Θt,i at time t between the ith link and
the vertical, and by the angular velocity Θ˙t,i = dΘt,i/dt at time t of the ith
link. The state space of the manipulator is constrained by vertical walls on
either of its side.
The dynamics of the uncontrolled manipulator follow from the rules of
classical mechanics (Goldstein, 1980). The kinetic energies T1 and T2 of the
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Θt,1
Θt,2
mi the mass of the ith link
ℓi the distance from the ith joint
to the center of mass of the ith link
Li the length of the ith link
Ii the moment of inertia of the ith link
g the gravitational acceleration
κi the friction in the ith joint
× target state,
Cartesian coordinates (0, L1 + L2)
⊤
Figure 5.2: The two-joint manipulator. The manipulator starts in a down-
ward directed initial state (solid line) and has to reach the target state ×
without hitting the vertical walls on either of its side. A possible later state
is also drawn (dashed line).
links 1 respectively 2 are given by
T1 =
1
2
m1
(
(ℓ1Θ˙t,1 cosΘt,1)
2 + (ℓ1Θ˙t,1 sinΘt,1)
2
)
+
1
2
I1Θ˙
2
t,1
=
1
2
(m1ℓ
2
1 + I1)Θ˙
2
t,1,
T2 =
1
2
m2
(
(L1Θ˙t,1 cosΘt,1 + ℓ2Θ˙t,2 cosΘt,2)
2
+ (L1Θ˙t,1 sinΘt,1 + ℓ2Θ˙t,2 sinΘt,2)
2
)
+
1
2
I2Θ˙
2
t,2
=
1
2
m2L
2
1Θ˙
2
t,1 +
1
2
(m2ℓ
2
2 + I2)Θ˙
2
t,2 +m2L1ℓ2Θ˙t,1Θ˙t,2 cos(Θt,2 −Θt,1).
The potential energies V1 and V2 of the links 1 respectively 2 read
V1 = m1gℓ1 cosΘt,1,
V2 = m2g(L1 cosΘt,1 + ℓ2 cosΘt,2).
The Lagrangian is defined as the total kinetic energy minus the total potential
energy:
L = T1 + T2 − V1 − V2.
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The dynamics of the uncontrolled manipulator now follow from the Lagrange
equations of motion:
−κ1Θ˙t,1 = d
dt
∂L
∂Θ˙t,1
− ∂L
∂Θt,1
−κ2(Θ˙t,2 − Θ˙t,1) = d
dt
∂L
∂Θ˙t,2
− ∂L
∂Θt,2
.
Introducing the vector
c(Θt, Θ˙t) =( − κ1Θ˙t,1 +m2L1ℓ2 sin(Θt,2 −Θt,1)Θ˙2t,2 + (m1ℓ1 +m2L1)g sinΘt,1
−κ2(Θ˙t,2 − Θ˙t,1)−m2L1ℓ2 sin(Θt,2 −Θt,1)Θ˙2t,1 +m2ℓ2g sinΘt,2
)
and the matrix
M(Θt) =
(
m1ℓ
2
1 +m2L
2
1 + I1 m2L1ℓ2 cos(Θt,2 −Θt,1)
m2L1ℓ2 cos(Θt,2 −Θt,1) m2ℓ22 + I2
)
,
the uncontrolled dynamics takes on the form
M(Θt)dΘ˙t = c(Θt, Θ˙t)dt.
A noisy torque control is introduced, yielding the controlled stochastic
dynamics
M(Θut )dΘ˙
u
t = c(Θ
u
t , Θ˙
u
t )dt+ u(t,Θ
u
t , Θ˙
u
t )dt+ σdWt.
Here u is a control vector, Θut,i is the angle at time t between the ith link and
the vertical, Θ˙ut,i = dΘ
u
t,i/dt is the angular velocity at time t of the ith link, σ
is a 2× 2 full rank matrix, and W is a 2-dimensional Wiener process. Note
that we can write the controlled dynamics in the form of equation (5.1) with
Xut =
(
Θut
Θ˙ut
)
, b(Xut ) =
(
Θ˙ut
M(Θut )
−1c(Θut , Θ˙
u
t )
)
, B(Xut ) =

 0 00 0
M(Θut )
−1

 .
The expected cost-to-go is given by (5.3), with end cost φ and state cost V
presently to be defined. The end cost is proportional to the square Euclidean
distance of the hand of the manipulator to the target state (0, L1 + L2)
⊤:
φ(ΘuT ) =
1
2
Q2
∥∥∥∥
(
L1 sinΘ
u
T,1 + L2 sinΘ
u
T,2
L1 cosΘ
u
T,1 + L2 cosΘ
u
T,2
)
−
(
0
L1 + L2
)∥∥∥∥
2
.
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The state space of the manipulator is constrained by two vertical walls. These
walls are modelled by the cost function
w(x) =


∞ if x ≤ −1.1L1,
0 if − 1.1L1 < x < 0.1L1,
∞ if 0.1L1 ≤ x,
(5.28)
which assigns infinite costs to any point in the plane with x-coordinate out-
side of the range −1.1L1 ≤ x ≤ 0.1L1. The state cost V is the integral of
w(x) over all x-coordinates of points on the manipulator, so it equals zero if
and only if the manipulator does not touch the walls.
The optimal control of the manipulator can be approximated in discrete
time given a time discretization t = t1 < t2 < . . . < tn < tn+1 = T . The
approximation follows from equation (5.13) and reads
u˜∗(t, θ, θ˙) =M(θ)
〈 ˜˙Θt2| ˜˙Θt1 = θ˙〉 − θ˙
t2 − t − c(θ, θ˙).
The approximately optimal control inferred by the ILQG method is given
by u(t1), where (u(ti))i=1:n+1 is the control sequence that is obtained after
convergence of the ILQG algorithm.
5.6.3 Continuous time limit
We consider the influence on the average cost of the discretization of time and
the approximation of the noise process, as they occur in the approximation
scheme of section 5.5, in the problem of the particle in a halfspace. Since
in this problem we have a closed form expression for the optimal cost-to-
go, we will be able to determine suitable values for the parameters in the
discretization of time and the approximation of the noise process.
The optimal control of the particle is computed from a closed form ex-
pression, see section 5.6.1. We let the particle start at time t = 0 in state
x(0) = 1, and the end time lies at T = 10. The control cost parameter is
R = 1, the parameters in the end cost are Q = 10 and q = 1. The noise
process has variance σ2 = 10 over unit time lengths (this noise level is suffi-
ciently high: we observed in about 95% of the cases that the particle would
violate the state constraint of avoiding the origin when the noise-free optimal
control would be applied).
Figure 5.3 shows the cost as a function of nt and for different values of
nW , with nt and nW as defined in equations (5.25) respectively (5.21). The
value of nW ranges over nW = 64, 128, 256, 512, 1024 and 2048, and a higher
value corresponds to a higher lying curve. For any fixed value of nW , we
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Figure 5.3: Dependence of the cost estimation on the choice of time dis-
cretization and noise approximation parameters, in the problem of the
particle in a halfspace. The cost is given as a function of the number
of points nt in the time discretization of the dynamics, for values nW =
64, 128, 256, 512, 1024, 2048 of the number of points in the discretization of
the noise process. Only upper error bars are shown. The control is com-
puted from the closed form expression. A higher value for nW corresponds
to a higher lying curve. The horizontal dashed line indicates the optimal
expected cost-to-go in the continuous time limit.
observe that the average cost stabilizes around a limit cost when we increase
nt, as predicted by the theory. The limit values all lie below the expected
cost J = 73.8 for the true noise process, so the approximation of the noise
process has the effect of an underestimation of the cost, but the amount
of underestimation decreases when we choose a higher value for nW . The
stabilization around the limit value occurs when nt is about 8 times as large
as nW . These points suggest good choices for nt and nW . Choosing equal
values for nt and nW does not work well because it yields costs that are not
very reliable due to occasional large standard deviations.
5.6.4 Control inference: the particle in a halfspace
We proceed with results on the inference of the optimal control by HMC
sampling and by the ILQG method in the control problem of the particle
in a halfspace. For control inference by HMC sampling, we initialize the
sampling at a path which at the start of a simulation is the optimal state
trajectory in the noise-free case and otherwise is the least costly sample path
drawn in the previous time instant. We draw 10 sample paths which we
discard in a burn-in period, then we proceed drawing samples and we stop
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Figure 5.4: The particle in a halfspace. The required CPU time in seconds
(a) and the cost (b) as a function of the margin µ in the approximate cost
function V˜ , in the control inference by the ILQG method. (c) The cost as a
function of the required CPU time in seconds for control inference by HMC
sampling (—) and by the ILQG method (−−). nW = 64. The horizontal
dash-dotted line corresponds to the cost under optimal control by the closed
form expression.
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once we have gathered N accepted sample paths. Drawing a sample invokes
the leapfrog scheme, Algorithm 1. In this scheme we take 10 leapfrog steps,
each of size ∆τ . ∆τ is normally distributed around 0 with variance σ2lf = 0.5,
and is different for each sample. The time range from the present time to
the end time in the path integral is discretized into steps of length T/(n+1),
n = 64, the first step possibly being smaller. The auxiliary momentum
variable p is normally distributed around the initial path with unit standard
deviation. From the N drawn sample paths we compute an estimate of the
optimal control by equation (5.27).
The ILQG method cannot be applied directly to the control problem
of the particle in a halfspace, since it is not possible to make a quadratic
approximation of the cost function
V (x) =
{ ∞ if x ≤ 0,
0 if x > 0.
We therefore approximate the cost function by a continuous, piecewise dif-
ferentiable function; we choose
V˜ (x) =


∞ if x ≤ 0,
x−1 − µ−1 if 0 < x ≤ µ,
0 if µ < x,
with the margin µ > 0. We stress that the approximate state cost V˜ is only
used in the inference of the control, and that the original state cost V is used
in the evaluation of the control. In each instance that we infer the control,
we start at an initial state trajectory, which at the start of a simulation
is the optimal trajectory in the noise-free case and otherwise is the state
trajectory returned by the ILQG method in the previous time instant. We
determine the optimal trajectory in the noise-free case by minimizing the
energy function (5.12) using constrained gradient descent. We take 0.01
for the tolerance in the control error, and 108 for the maximum number of
iterations in the control and state sequence update in the ILQG algorithm:
we observed no improvement below 0.01 tolerance.
In the simulations we choose a maximal time step size of T/(nt + 1),
nt = 1024, and nW = 64 for the number of points in the discretization of
the noise process. Figures 5.4 (a) and (b) show the required CPU time in
seconds for an entire simulation and the cost as functions of the margin µ in
the approximate cost function V˜ , when the control is inferred by the ILQG
method. We see that for small values of µ the required CPU time is relatively
low yet the cost is high, and vice versa. For further simulations we choose a
value of µ = 0.1. In Figure 5.4 (c) we compare the performance of control
inference by HMC sampling with the ILQG method. It shows the average
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Figure 5.5: The particle in a halfspace. The state and the control over time
when the optimal control is computed from the exact expression (a,d), by
HMC sampling (b,e), or by the ILQG method (c,f).
cost over simulations as a function of the required CPU time in seconds for
an entire simulation. We find that for the ILQG method the average cost
is reduced by a denser discretization of time in the ILQG algorithm, at the
expense of a higher CPU time. We consider time step sizes T/(n+ 1), with
n = 64, 128, 256, 512 and 1024. In the control inference by HMC sampling, we
vary the number of accepted samples N from N = 10 to N = 500: a higher
value for N corresponds to a higher CPU time and a lower average cost. For
N = 500 we obtain an average cost of 52± 4, which agrees with the cost of
50.6±2.7 under control by the closed form expression, and we conclude from
this that with HMC sampling we can accurately infer the optimal control.
When we compare the performances of the HMC sampling approach and the
ILQG method, we see that in the regime of little computation time, that is,
below 100 seconds for an entire simulation or 0.1 seconds per time step, both
methods do not perform significantly different from each other. However,
in any other case where more computation time is allowed, we see that the
HMC sampling approach significantly outperforms the performance by the
ILQG method.
Figure 5.5 shows the state and the control over time, when the control is
computed from the exact expression, equation (5.26), or by HMC sampling
with N = 500 accepted samples, or by the ILQG method with time step
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mi = 1 the mass of the ith link
ℓi = 0.5 the distance from the ith joint
to the center of mass of the ith link
Li = 1 the length of the ith link
Ii = miL
2
i /12 the moment of inertia of the ith link
g = 9.8 the gravitational acceleration
κi = 0.01 the friction in the ith joint
size T/(n + 1), n = 1024. Both the state and the control trajectories for
the case of control inference by HMC sampling closer resemble those of the
closed form control case. The state trajectories for the case of control by the
ILQG method avoid the origin less, and the control attains higher values on
average. The latter may be attributed to the fact that the origin is closely
approached more often; the control approach by HMC sampling also shows
this behaviour, but much less so.
5.6.5 Control inference: the two-joint manipulator
We consider the control problem of a two-joint manipulator, as described in
section 5.6.2, where the state space is constrained by two vertical walls, and
the manipulator has to arrive in an upward directed target state. The ma-
nipulator starts at time t = 0 in a downward directed state, Θ0 = (−π, π)⊤,
with zero angular velocities. The end time lies at T = 1. Parameter values of
the manipulator are specified in Table 5.6.5. The amplitude of the end cost
is Q = 103, and the control cost matrix R equals the identity matrix. The
matrix σ in the dynamics equals
√
λ times the identity matrix, hence we can
refer to the noise level by λ. We approximate the noise process according
to equation (5.21), with nW = 99, and we choose a maximal time step size
∆t = T/(nt + 1), with nt = 799.
The algorithm details for the inference of the optimal control by HMC
sampling and by the ILQG method are almost the same as for the problem
of the particle in a halfspace. In the HMC sampling approach, we choose
time steps of size T/50 in the energy function (5.12). The time step sizes
∆τ in the leapfrog scheme are normally distributed with mean zero and
variance σ2lf = 10
−4, 0.1, 1 for the cases λ = 0.01, 4, 25. The ILQG method
requires that we approximate the discontinuous state cost V by a continuous,
piecewise differentiable function V˜ , so that local quadratic approximations
of the state cost can be made. For the readers convenience we recall the cost
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function
w(x) =


∞ if x ≤ −1.1L1,
0 if − 1.1L1 < x < 0.1L1,
∞ if 0.1L1 ≤ x,
equation (5.28), which models the walls, and we recall that V is the integral
of w(x) over all x-coordinates of points on the manipulator. We choose
w˜(x) =


∞ if x ≤ −1.1L1,
105((x+ 1.1L1)
−1 − µ−1) if − 1.1L1 < x < −1.1L1 + µ,
0 if − 1.1L1 + µ ≤ x ≤ 0.1L1 − µ,
105((0.1L1 − x)−1 − µ−1) if 0.1L1 − µ < x < 0.1L1,
∞ if 0.1L1 ≤ x,
as an approximation for w, with the margin µ = 0.05L2. This by substitution
then yields V˜ .
In a low noise regime, λ = 0.01, the manipulator successfully avoids the
obstacles under noise-free optimal control, which we approximated here by
a tracking of the initial path, as well as under the optimal control inferred
by HMC sampling and by the ILQG method. The costs under the different
control methods do not significantly differ, given that sufficient computation
time is spent; see Figure 5.6 (a). Both control inference by HMC sampling
and by the ILQG method are outperformed in computation time by the
noise-free optimal control.
In a higher noise regime of λ = 4 we observe that under noise-free optimal
control the manipulator hits the obstacles in 25% of the cases. Under the
HMC sampling approach this happens in only 3% of the cases. The ILQG
method with the discontinuous state cost V does not work at all, for reasons
pointed out above. To achieve a consistent comparison we will use the ap-
proximate state cost V˜ instead of V in the inference of the control for both
HMC sampling and the ILQG method. The cost as a function of the required
computation time per simulation is shown in Figure 5.6 (b). We observe that
control inferred by HMC sampling performs significantly better than when
inferred by the ILQG method. The reason that we find for why the ILQG
method is so costly, is that it appears to act as a corrective control that
steers back to the deterministically optimal path; see Figure 5.7 (a), which
shows trajectories of the hand movement, the angular velocities of the two
joint angles, and the control. This corrective behaviour is most apparent in
the first part of the simulation, where both angular velocities stay close to a
specific trajectory. It is the result of a control that counteracts the noise, and
for that the control must attain very large values. We note that we observed
a corrective control behaviour as well in the absence of obstacles. In control
inference by HMC sampling a corrective aspect shows to be much less the
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Figure 5.6: The two-joint manipulator. The cost as a function of the required
CPU time in seconds for control inference by HMC sampling (—) and by
the ILQG method (−−). The considered noise levels are: (a) λ = 0.01, (b)
λ = 4, (c) λ = 25. The ◦ in (a) marks the cost and CPU time under noise-free
optimal control.
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Figure 5.7: The two-joint manipulator. Trajectories of the hand movement,
the joint angular velocities Θ˙ = (Θ˙1, Θ˙2)
⊤, and the control u = (u1, u2)
⊤,
where the control is inferred by either the ILQG method or by HMC
sampling, and for different noise levels λ.
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case, see Figure 5.7 (b).
When we raise the noise level to an even higher value of λ = 25, then
we see similar but more extreme behaviour as in the case of λ = 4. Control
inference by HMC sampling is more efficient in cost and computation time
than when inferred by the ILQG method; see Figure 5.6 (c). Figure 5.7 (c,d)
shows trajectories of the hand movement, the angular velocities of the two
joint angles, and the control. Again, the control provided by the ILQG
method appears to act as a corrective control, particularly in the first part
of the simulation, and the values that it attains are very high, resulting in
a high average total cost. The control provided by HMC sampling does not
attain such high values, and as a result has a lower average cost.
5.6.6 The redundant manipulator
In the problem of the two-joint manipulator considered so far, the manipu-
lator is nonredundant, since both joints are necessary for it to reach the target
state without hitting the walls on its left and right side. We now consider
the problem where there is only a wall on the right side. The manipulator
can now reach the target state without hitting the wall and without bending
at its second joint, the ‘elbow’. Hence the second joint is redundant.
We illustrate the performance of both control inference by the ILQG
method and by HMC sampling in this problem in Figure 5.8. It shows
trajectories of the hand movement, and of the angular velocities and the
controls at the two joints. We have set the gravitational acceleration g equal
to zero to allow for more variation in trajectories of the manipulator at equal
costs. The noise level is λ = 25, and any other settings are the same as in the
earlier case of the nonredundant manipulator. Under both control inference
methods, we observe that the manipulator succeeds in reaching the target
without hitting the wall. The absence of a wall on its left side provides the
manipulator with a larger working space, and we see that it takes benefit from
this as it uses the extra available space. In some simulations the manipulator
bends at its second joint and in others it does not, this depends on the noise
realisation. In general, the control will be such to keep the sum of control
cost and state costs low. The method of control inference by HMC sampling
is better in achieving this than the ILQG method, see Figure 5.9. As in the
problem of the nonredundant manipulator, we explain this difference by the
corrective aspect that we observe in the control inferred by the ILQG method,
which tries to steer the manipulator back to a specific trajectory, and which
does not take benefit from where the noise might bring the manipulator for
free as much as the HMC sampling method does.
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Figure 5.8: The Redundant manipulator. Trajectories of the hand movement,
the angular velocities Θ˙ = (Θ˙1, Θ˙2)
⊤, and the control u = (u1, u2)
⊤, when
the control is inferred by either the ILQG method or HMC sampling.
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Figure 5.9: The redundant manipulator. The cost as a function of the re-
quired CPU time in seconds for control inference by HMC sampling (—) and
by the ILQG method (−−). The considered noise level is λ = 25.
5.7 Discussion
In this chapter, we applied path integral control as introduced by Kappen
(2005a,b) to stochastic control problems with state constraints. We used
HMC sampling to infer the path integral control. We demonstrated this ap-
proach on a particle in a halfspace and a more complex two-joint manipulator
with nonlinear, second-order dynamics.
The class of control problems that path integral control applies to includes
important cases, such as that of the two-joint manipulator, but there are
other important cases which lie outside of this class. For instance, models in
which the control affects the noise level, which are used to model human arm
behaviour (Todorov and Jordan, 2002), are excluded. The assumed relation
between the control cost and the noise covariance is also restrictive in higher
dimensional problems.
The presence of state constraints introduced a problem in the imple-
mentation of the controlled stochastic dynamics. We managed to avoid state
constraint violation by introducing an adaptive time discretization scheme
for the dynamics. This was preceded by an approximation of the noise pro-
cess, such that the SDE describing the dynamics becomes an ODE. This
approach has the advantage that possible bias introduced by the adaptivity
is avoided, and that time step sizes will not have to be decreased an unfore-
seeable number of times due to the noise realization. A different adaptive
step size scheme for the problem of the simulation of SDEs has been con-
sidered by Gaines and Lyons (1997). Their approach is more direct in the
sense that they do not approximate the SDE by an ODE, but generally it is
more complex as it requires the use of double integrals of the Wiener process.
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We compared the performance of path integral control inferred by HMC
sampling with control inference by the ILQG method of Todorov and Li
(2005). In a high noise regime where the influence of noise cannot be neg-
lected, HMC sampling and the ILQG method return notably different con-
trols, with HMC sampling being significantly better in terms of expected
cost. In the problem of the particle in a halfspace, the ILQG method yields
a control that avoids the obstacle much less than under the true optimal
control or control by HMC sampling. In the problem of the two-joint ma-
nipulator, we observe that the complexity of the dynamics makes the ILQG
method return a control that is more like a corrective control when compared
to the HMC sampling approach.
Recently, Toussaint (2009) provided a local approximate solution ap-
proach, named Approximate Inference Control (AICO), that is shown to
improve on the ILQG method of Todorov and Li (2005). This approach dif-
fers from ILQG in that it is local in time, and as a result it converges faster
than ILQG. In our experiments, however, we observed that convergence time
was not the bottleneck for ILQG, hence we do not expect that AICO will
outperform path integral control by HMC sampling.
We have taken a uni-modal inference approach in the considered test
problems, inferring the path integral control by sampling around the op-
timal deterministic path. Multi-modal problems can be inferred efficiently
in a similar way by approximating the optimal control as a weighted sum of
uni-modal controls. This approach is described in more detail in (Kappen,
2005a,b), where it is applied to a two-slit control problem, and in chapter 4,
where it is used to control multi-agent systems. Following this approach will
allow us to efficiently infer multi-modal problems using HMC sampling.
We have always assumed knowledge of the model that describes the con-
trol problem. In many practical situations this assumption has to be relaxed,
because parameter values in the model are uncertain. For example, if a ma-
nipulator picks up a payload, then the total mass will be uncertain. The true
parameter values then have to be learned. The aspect of learning however
lies outside the scope of this chapter.
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CHAPTER 6
Risk Sensitive Path Integral Control
Recently path integral methods have been developed for stochastic op-
timal control for a wide class of models with non-linear dynamics in con-
tinuous space-time. Path integral methods find the control that minimizes
the expected cost-to-go. In this chapter we show that under the same
assumptions, path integral methods generalize directly to risk sensitive
stochastic optimal control. Here the method minimizes in expectation an
exponentially weighted cost-to-go. Depending on the exponential weight,
risk seeking or risk averse behaviour is obtained. We demonstrate the ap-
proach on risk sensitive stochastic optimal control problems beyond the
linear-quadratic case, showing the intricate interaction of multi-modal
control with risk sensitivity.
This chapter is based on (van den Broek et al., 2010).
6.1 Introduction
The objective in conventional stochastic optimal control is to minimize an ex-
pected cost-to-go (Fleming and Rishel, 1975). Risk sensitive optimal control
generalizes this objective by minimizing an expected exponentiated cost-to-
go. Depending on its risk parameter, expected exponentiated cost-to-go puts
more emphasis on the mode of the distribution of the cost-to-go, or on its
tail, and in that way allows for a modelling of more risk seeking or risk averse
behaviour. The conventional optimal control can be viewed as a special case
of risk sensitive optimal control with a risk neutral parameter.
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Risk sensitive control was first considered by Howard and Matheson
(1972) in discrete space, and by Jacobson (1973) in continuous space in the
LEQG (Linear Exponential Quadratic Gaussian) problem, which is the risk
sensitive analogue of the linear quadratic Gaussian (LQG) problem. Rela-
tions with other fields such as differential games (Jacobson, 1973, Fleming
and McEneaney, 1992) and robust control (Glover and Doyle, 1988, Dupuis
et al., 2000) have initiated a lot of interest for risk sensitive control.
The dynamic programming (DP) principle by Bellman (1957a) provides a
well-known approach to a global solution in stochastic optimal control. In the
continuous time and state setting that we will consider, it follows from the
DP principle that the solution to the control problem satisfies the so-called
Hamilton-Jacobi-Bellman (HJB) equation, which is a second order nonlinear
partial differential equation (Fleming and Rishel, 1975, Nagai, 1996, Ben-
soussan et al., 1998). If the dynamics is linear and the cost is quadratic in
both state and control, the HJB equation can be solved exactly, both for
LQG and LEQG.
Recently, a path integral formalism has been developed to solve the HJB
equation. This formalism is applicable if (1) both the noise and the con-
trol are additive to the (nonlinear) dynamics, (2) the increment in cost is
quadratic in the control, and (3) the noise satisfies certain additional condi-
tions. When these conditions are met, it can be shown that the nonlinear
HJB equation can be transformed into a linear partial differential equation,
which can be solved by forward stochastic integration of a diffusion pro-
cess (Kappen, 2005a,b). This formalism contains LQG control as a special
case. Recently, path integral optimal control has been identified as a member
of a richer framework of control models, in which the cost function is written
as a KL-divergence (Todorov, 2008).
An interesting observation by Kappen (2005a,b) is the phenomenon of
symmetry breaking in multi-modal systems, i.e, in problems where several
local minima of the cost co-exist. This symmetry breaking manifests itself
as a delayed choice, keeping options open and using the fact that the noise
may help to come closer to one of the options at no additional cost.
Path integral methods have been applied to optimal control of collabor-
ative multi-agent systemssee chapter 3 and (Wiegerinck et al., 2007). The
optimal control is written as a superposition of single-agent to single-target
controls, and the multi-agent control problem is mapped to a graphical in-
ference problem. Similar superposition principles have been used in applic-
ations, e.g. the control of character animation (da Silva et al., 2009). In
general, the path integral controls are intractable, and approximate infer-
ence methods must be applied, see chapter 4.
In this chapter we show how path integral control generalizes to risk
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sensitive control problems. The required conditions to apply path integral
control in the risk sensitive case are the same as those in the risk neutral
setting. As a consequence, the characteristics of path integral control, such
as superposition of controls, symmetry breaking and approximate inference,
carry over to the setting of risk sensitive control. Furthermore, we will make
use of the path integral solutions to obtain insight in the consequence of risk
sensitive control, and in particular interpret risk sensitive optimal control as
emergent behaviour of an agent with an optimistic or pessimistic attitude.
We start with a review of risk sensitive control in section 2. The novel
generalization of path integral control to risk sensitive control problems is
presented in section 3. In sections 4 and 5 we give a more informal account
on the behaviour of risk sensitive control problems with path integral control.
We finish with a discussion in section 6.
6.2 Risk sensitive stochastic optimal control
In this section we review risk sensitive stochastic optimal control. Risk neut-
ral stochastic optimal control is covered as a special case. Details can be
found in e.g. (Bensoussan et al., 1998, Fleming, 2006, James, 1992).
We consider a stochastic process Xu in Rd satisfying the controlled dy-
namics
dXut = b(t,X
u
t )dt+ B(t,X
u
t )
(
u(t,Xut )dt+ σdWt
)
, (6.1)
where b is the Rd-valued autonomous dynamics, B is a full rank d×k matrix-
valued function, k ≤ d, u is a Rk-valued control, σ is a constant full rank
k × k matrix, and W is a Wiener process in Rk which models the noise in
the system.
The performance of the system is evaluated by the cost function
Cu(t,Xu) = φ(XuT ) +
∫ T
t
Lu(s,Xus )ds,
where φ is the end cost and Lu is an instantaneous cost. For any θ ∈ R we
define
Juθ (t, x) =
{
E
[
Cu(t,Xu)
∣∣Xut = x] if θ = 0,
1
θ
logE
[
exp
(
θ Cu(t,Xu)
)∣∣Xut = x] otherwise,
where the expectation E is taken with respect to a probability measure P
under which the controlled process Xu satisfies the dynamics (6.1) and is in
state x at the present time t. We define the value function Jθ by
Jθ(t, x) = inf
u
Juθ (t, x).
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Note that the case θ = 0 is that of risk neutral control. A control u∗ which
satisfies Ju
∗
θ = Jθ is called optimal.
Around θ = 0, using series expansions of exp and log, the function Juθ
satisfies
Juθ (t, x) = E
[
Cu(t,Xu)
∣∣Xut = x]
+ θ
2
(
E
[
Cu(t,Xu)2
∣∣Xut = x]− E[Cu(t,Xu)∣∣Xut = x]2)+O(θ2).
We observe that in case of a negative θ it is favourable to have a large
variation in cost, and this is interpreted as a risk seeking behaviour. A
positive θ on the other hand corresponds to a risk averse behaviour.
6.2.1 Risk monotonicity
In the theorem below we describe how the function Juθ behaves as a function
of θ.
Theorem 6.2.1 For any fixed time t, state x, and control u, the mapping
R ∋ θ 7→ Juθ (t, x) ∈ [−∞,∞]
is constant if and only if the cost Cu(t,Xu) is constant with probability one,
and it is strictly increasing otherwise. Its limits at −∞ and ∞ are given by
the respective extremal costs, that is,
lim
θ→−∞
Juθ (t, x) = sup{a ∈ R : P(Cu(t,Xu) ≥ a|Xut = x) = 1}, (6.2)
lim
θ→∞
Juθ (t, x) = inf{a ∈ R : P(Cu(t,Xu) ≤ a|Xut = x) = 1}. (6.3)
Remark 6.2.2 The right-hand sides in (6.2) and (6.3) are respectively the
essential lower and upper bound of the cost Cu(t,Xu) under control u, es-
sential meaning that cost values that have zero probability are ignored.
Proof: By Jensen’s inequality, E[|Y |a] ≥ E[|Y |]a for any a > 1 and any
random variable Y , where equality holds if and only if Y is constant with
probability one. It follows that for any θ1 and θ2 satisfying 0 < θ1 < θ2,
E
[|Y |θ2]1/θ2 ≥ (E[|Y |θ1]θ2/θ1)1/θ2 = E[|Y |θ1]1/θ1 .
Choosing Y = exp(Cu(t,Xu)), we find that the mapping θ 7→ Juθ (t, x) is
constant on (0,∞) if and only if Cu(t,Xu) is constant with probability one,
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otherwise it is strictly increasing. We can extend this from θ ∈ (0,∞) to
θ ∈ R by the fact that Juθ (t, x) satisfies
Ju−θ(t, x) = − logE
[| exp(−Cu(t,Xu))|θ∣∣Xut = x]1/θ
for any θ ∈ (0,∞), and that θ 7→ Juθ (t, x) is continuous in θ = 0.
In the limit θ →∞ we have
lim
θ→∞
Juθ (t, x) = log ‖ exp(Cu(t,Xu))‖∞
= log inf
{
a ∈ R : P( exp(Cu(t,Xu)) ≤ a∣∣Xut = x) = 1}
= inf
{
a ∈ R : P(Cu(t,Xu) ≤ a∣∣Xut = x) = 1},
and in the limit θ → −∞ we have
lim
θ→−∞
Juθ (t, x) = − log ‖ exp(−Cu(t,Xu))‖∞
= − log inf {a ∈ R : P( exp(−Cu(t,Xu)) ≤ a∣∣Xut = x) = 1}
= sup
{
a ∈ R : P(Cu(t,Xu) ≥ a∣∣Xut = x) = 1}.
This finishes the proof. 2
6.2.2 The HJB equation
We give a formal derivation of the HJB equation for risk sensitive stochastic
optimal control problems in continuous space and time and with a finite
horizon.
By the dynamic programming principle, the value function Jθ satisfies
Jθ(t, x)
= inf
u
1
θ
logE
[
exp
(
θ Cu(r,Xur ) + θ
∫ r
t
Lu(s,Xus )ds
)∣∣∣∣Xut = x
]
= inf
u
1
θ
logE
[
exp
(
θJuθ (r,X
u
r ) + θ
∫ r
t
Lu(s,Xus )ds
)∣∣∣∣Xut = x
]
= inf
u
1
θ
logE
[
exp
(
θJθ(r,X
u
r ) + θ
∫ r
t
Lu(s,Xus )ds
)∣∣∣∣Xut = x
]
(6.4)
for any time r, t ≤ r ≤ T . The first two identities follow directly from the
definitions. We define a function Eθ by
Eθ(t, x) = exp(θJθ(t, x)).
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By Itoˆ’s chain rule for stochastic processes (Øksendal, 2007), Eθ(r,Xur ) sat-
isfies
Eθ(r,Xur ) = Eθ(t, x) +
∫ r
t
(∂Eθ
∂s
+ A uEθ
)
(s,Xus )ds
+
∫ r
t
( ∂
∂Xus
Eθ(s,Xus )
)⊤
B(s,Xus )σdWs,
where A u is the differential operator
A
u =
d∑
i=1
(b+ Bu)i
∂
∂xi
+ 1
2
d∑
i,j=1
(Bσσ⊤B⊤)ij
∂2
∂xi∂xj
.
In case of zero control we simply write A for A 0. We insert this expression
for Eθ(r,Xur ) in equation (6.4). If θ > 0, then we can drop the 1θ log, and we
find
0 = inf
u
E
[
Eθ(t, x)
(
exp
(
θ
∫ r
t
Lu(s,Xus )ds
)
− 1
)
+ exp
(
θ
∫ r
t
Lu(s,Xus )ds
)∫ r
t
(∂Eθ
∂s
+ A uEθ
)
(s,Xus )ds
+ exp
(
θ
∫ r
t
Lu(s,Xus )ds
)∫ r
t
( ∂
∂Xus
Eθ(s,Xus )
)⊤
B(s,Xus )σdWs
∣∣∣∣Xut = x
]
.
Dividing by r − t, and taking the limit r ↓ t yields
0 = inf
u
(
∂
∂t
+ A u + θ Lu
)
Eθ(t, x)
= inf
u
θEθ(t, x)
(
∂Jθ
∂t
+ A uJθ + L
u + 1
2
θ
∥∥∥σ⊤B⊤∂Jθ
∂x
∥∥∥2)(t, x).
Dividing by θEθ(t, x), we find the HJB equation
0 = inf
u
(
∂Jθ
∂t
+ A uJθ + L
u + 1
2
θ
∥∥∥σ⊤B⊤∂Jθ
∂x
∥∥∥2)(t, x). (6.5)
In the case θ < 0, the HJB equation (6.5) also holds, and it is derived in a
similar way.
6.3 Risk sensitive path integral control
The novel combination of path integral control and risk sensitive control is
the subject of the present section. It generalizes risk neutral path integral
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control which corresponds to the case θ = 0. We consider instantaneous
control cost functions Lu of the form
Lu(s, x) = 1
2
‖Ru(s, x)‖2 + V (s, x),
and we assume that
σσ⊤ = λ(R⊤R)−1 (6.6)
for some λ ∈ R. Substitution of Lu in the HJB equation (6.5) yields
0 = inf
u
(
∂Jθ
∂t
+ A uJθ +
1
2
‖Ru‖2 + V + 1
2
θ
∥∥∥σ⊤B⊤∂Jθ
∂x
∥∥∥2)(t, x)
=
(
∂Jθ
∂t
+ A Jθ + V +
1
2
(∂Jθ
∂x
)⊤
B
(
θσσ⊤ − (R⊤R)−1)B⊤(∂Jθ
∂x
))
(t, x)
with the optimal control given by
u∗θ(t, x) = −(R⊤R)−1B⊤(t, x)
∂Jθ
∂x
(t, x).
If θ = λ−1 then the HJB equation is linear, and its solution is given by the
path integral
Jθ(t, x) = E
[
φ(XT ) +
∫ T
t
V (s,Xs)ds
∣∣∣∣Xt = x
]
(6.7)
due to the Feynman-Kac formula (Karatzas and Shreve, 2000, Øksendal,
2007), where X satisfies the dynamics (6.1) without control. Otherwise, we
define a logarithmic transformation of Jθ by
Jθ = −λθ logZθ, λθ = λ
1− θλ. (6.8)
Substituting this expression for Jθ in the HJB equation, and subsequently
dividing by −λθZ−1θ , yields
0 =
(
∂Zθ
∂t
+ A Zθ − 1λθV Zθ
+ Z−1θ
1
2
(∂Zθ
∂x
)⊤
B
(
λθ(R
⊤R)−1 − (1 + λθθ)σσ⊤
)
B⊤
(∂Zθ
∂x
))
(t, x).
Since
0 = λθ(R
⊤R)−1 − (1 + λθθ)σσ⊤,
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as follows from (6.6) and (6.8), the term proportional to Z−1θ vanishes and
the resulting HJB equation is linear. The solution of the linear HJB equation
is given by the path integral
Zθ(t, x) = E
[
exp
(
− 1
λθ
φ(XT )− 1λθ
∫ T
t
V (s,Xs)ds
)∣∣∣∣Xt = x
]
. (6.9)
We conclude that the value function is given by
Jθ(t, x) =
{
E
[
C(t,X)
∣∣Xt = x] if θ = 1λ ,
−λθ logE
[
exp
(− 1
λθ
C(t,X)
)∣∣Xt = x] if θ 6= 1λ ,
where C is the cost function under zero control.
Since − 1
λθ
= θ− 1
λ
, we find in a way similar as in Theorem 6.2.1 that the
value function Jθ is constant as a function of θ if and only if the cost C(t,X)
under no control is constant with probability one, and it is strictly increasing
otherwise. In the limit θ → −∞ (i.e., − 1
λθ
→ −∞) we find
lim
θ→−∞
Jθ(t, x) = sup{a ∈ R : P(C(t,X) ≥ a|Xt = x) = 1}. (6.10)
This is the greatest essential lower bound of the cost C(t,X) under no control.
In the limit θ →∞ (i.e., − 1
λθ
→∞) we find
lim
θ→∞
Jθ(t, x) = inf{a ∈ R : P(C(t,X) ≤ a|Xt = x) = 1}. (6.11)
This is the least essential upper bound of the cost C(t,X) under no control.
In particular, this shows that if either of these limits is finite, Jθ(t, x) is
independent of x and the optimal control will be zero.
One could argue that θ → −∞ is the extreme optimistic limit. In this
limit, (6.10) is the cost under zero control following the most optimistic path
due to the noise leading to the lowest possible cost. In this extreme optimistic
view, the noise will lead the agent to the most optimal cost. There is no need
for control, since this will only lead to additional costs. On the other hand,
θ →∞ is the extreme pessimistic limit. In this limit, (6.11) is the cost under
zero control following the most pessimistic path due to the noise leading to
the highest possible cost. According to this extreme pessimistic view, any
additional control is pointless, since the noise realization will be such that
the worst path will be realized anyway.
6.4 Linear exponential quadratic Gaussian
The running example is a one-dimensional system with linear dynamics, b =
0, and zero path costs, V = 0, B = 1, R and σ are proportional to the
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identity and are considered as scalars. In this section we furthermore take a
quadratic end cost around a target q,
φ(x) = 1
2
Q2|x− q|2.
Under these assumptions, in particular the quadratic end cost, the optimal
control can be computed using LEQG (Linear Exponential Quadratic Gaus-
sian) theory (Bensoussan and Nagai, 2000). The results in this section are
mainly to illustrate the path integral approach to risk sensitive control.
Since V = 0, the expectation E can be computed by a convolution with
the transition probability from present state to end state of the uncontrolled
dynamics. In the present example, this transition probability is
P(XT ∈ dy|Xt = x) = 1√
2πσ2(T − t) exp
(
− (y − x)
2
2σ2(T − t)
)
dy,
so the path integral Zθ(t, x) follows from a convolution of two Gaussian func-
tions, P(XT ∈ dy|Xt = x) and exp
(− 1
2λθ
Q2|x− q|2), yielding
Zθ(t, x) =
√
R2
R2 + (1− θλ)Q2(T − t)∫ ∞
−∞
exp
(
− (y − x)
2
2σ2(T − t) −
Q2(y − q)2
2λθ
)
dy.
If
θ <
1
Q2σ2(T − t) +
1
σ2R2
(6.12)
is not satisfied, then the integral blows up and Zθ(t, x) is infinite, otherwise,
Zθ(t, x) is finite, and the resulting optimal control can be computed, yielding
u∗θ(t, x) =
Q2(q − x)
R2 + (1− θσ2R2)Q2(T − t) .
Generally speaking, we see that agents with larger θ have a larger control: if
θ1 < θ2 then |u∗θ1(t, x)| < |u∗θ2(t, x)|. Furthermore, we see that if θ < 1σ2R2 ,
so λ−1θ > 0, then the amplitude of the control |u∗θ(t, x)| for fixed x is zero
in the limit of large time horizons T − t, and it increases over time. If
θ = 1
σ2R2
, so λ−1θ = 0, then the amplitude of the control |u∗θ(t, x)| for fixed
x is constant in time. On the other hand, if θ > 1
σ2R2
, so λ−1θ > 0, then the
amplitude of the control |u∗θ(t, x)| is undefined if the time horizon is larger
than σ2Q2/(θ − λ−1θ ), it is infinite at exactly this limit and decreases over
time if the horizon is smaller than this limit. With larger horizon times, the
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expectation of reaching infinite costs in the tails of the quadratic function
due to the noise blows up. These results are well known from LEQG control
theory (Bensoussan and Nagai, 2000).
6.5 Piecewise constant end costs
In this section we again consider control problems with zero path costs V = 0.
We consider a piecewise constant end cost function φ. Thus, these control
problems are not of the LEQG kind. We assume that B is the identity matrix
for simplicity. We will show that the control with given θ can be expressed as
a weighted sum of controls with θ = 0, similar to the approach by Wiegerinck
et al. (2006, 2007), see also chapter 3, and later more general by Todorov
(2009). This expression will allow us to analyse the different behaviours for
agents with different θ’s.
6.5.1 A single region
First we consider the standard θ = 0 case where the agent starts in state x at
time t, and the end cost is finite in a certain region S and infinite otherwise:
φ(x) =
{
c if x ∈ S
∞ otherwise. (6.13)
The path integral Zθ(t, x), also interpreted as a partition function, is then
given by
Zθ(t, x) = exp
(− c
λθ
)
P(XT ∈ S|Xt = x)
with P(XT ∈ S|Xt = x) the transition probability from the present state to
the region S according to the uncontrolled dynamics. The θ = 0 optimal
control with this cost then is
u∗0(t, x|S) =
λ(R⊤R)−1
P(XT ∈ S|Xt = x)
∂P(XT ∈ S|Xt = x)
∂x
(6.14)
which is independent of the value of c.
6.5.2 Weighted sum of controls
Now we consider nonzero θ and an end cost function
φ(x) = ci if x ∈ Si, i = 0, . . . ,M (6.15)
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in which the Si are non-overlapping sets covering the whole state space.
The partition function according to (6.9) results in
Zθ(t, x) =
M∑
i=0
exp
(− ci
λθ
)
P(XT ∈ Si|Xt = x).
By taking the derivative of logZθ(t, x), the optimal control follows directly
and can be written as a weighted sum of θ = 0 optimal controls:
u∗θ(t, x) =
λθ
λ
M∑
i=0
wi(t, x)u
∗
0(t, x|Si) ,
with weights
wi(t, x) =
exp(− ci
λθ
)P(XT ∈ Si|Xt = x)∑M
j=0 exp
(− cj
λθ
)P(XT ∈ Sj|Xt = x)
.
6.5.3 Targets and threats
A special case is where there are M bounded regions Si, and an unbounded
remaining set S0 = R
d \ ∪Si. We may set c0 = 0, since a global additive
constant to the end cost will not affect the control. Then there are two types
of regions, those with a negative cost, ci < 0, and those with a positive cost,
ci > 0. The former are interpreted as targets, since it is favourable to arrive
there, and the latter as threats, since these are better avoided.
We rewrite the partition function as
Zθ(t, x) = 1 +
M∑
i=1
(
exp
(− ci
λθ
)− 1)P(XT ∈ Si|Xt = x).
The optimal control is now
u∗θ(t, x) =
λθ
λ
M∑
i=1
wi(t, x)u
∗
0(t, x|Si), (6.16)
with weights
wi(t, x) =
(exp(− ci
λθ
)− 1)P(XT ∈ Si|Xt = x)
1 +
∑M
j=1(exp(− cjλθ )− 1)P(XT ∈ Sj|Xt = x)
.
Here we note that if θ ≪ 0, so 1
λθ
≫ 0, then the control is dominated by the
targets, due to the weights wi with large factors exp(− ciλθ ). In a similar way,
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Figure 6.1: The control as a function of the state in case of an end target (a)
or end threat (b), with λθ = −13 (· · · ), −12 (−−), −1 (− ·−), ±∞ (− ·−), 1
(−), 1
2
(−−), 1
3
(· · · ).
if θ ≫ 0, so 1
λθ
≪ 0, then the control is dominated by the threats. Due to the
prefactor λθ
λ
in (6.16), which is negative in this case, the control is directed
away from the threats.
This is illustrated in the first example, see Figure 6.1. We consider the
end cost given by equation (6.15) with a single small region S1 around x = 0.
Depending on the sign of c, this models a single target (c < 0) or a single
threat (c > 0) in S1. We assume b = 0 so that P(XT ∈ dy|Xt = x) is
Gaussian and P(XT ∈ S1|Xt = x) can be expressed in closed form using
error functions. In the figure, the controls as a function of x for fixed t are
plotted for different θ’s, for both target and threat.
In the figure, we see indeed only significant controls in combinations of
positive λ−1θ and targets on the one hand and negative λ
−1
θ and threats on the
other hand. The case with λ−1θ = 0 is somewhere in between. Furthermore,
we see that the nonzero control has a bounded support, that increases if
|λ−1θ | increases. This can be understood from the fact that the control is
only significantly nonzero if the weight w1 is significantly nonzero, i.e., if the
product of |(exp(− c
λθ
)− 1)| and P(XT ∈ S1|Xt = x) is significantly big. For
the factor P(XT ∈ S1|Xt = x), which is independent of θ, this means that the
agent must get sufficiently close to the target/threat. If not, control towards
the target is too expensive compared to the reward, or the probability to hit
the threat is so small that a significant control is not needed. With larger
values of − c
λθ
, the domain for which |(exp(− c
λθ
) − 1)|P(XT ∈ S1|Xt = x)
and hence u∗θ(t, x) is significantly nonzero is larger, as can be seen in the
figure. On the other hand, with larger |λ−1θ | the prefactor λθλ in (6.16) will
be smaller, so that in the regime where |(exp(− c
λθ
)− 1)|P(XT ∈ S1|Xt = x)
is large, the control decreases with larger |λ−1θ |, as can be seen in the figure.
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The second example considers the phenomenon of symmetry breaking
with different values of θ and c. In the case of θ = 0 and two targets,
the phenomenon of symmetry breaking in the optimal control, leading to a
delayed choice, is described using the path integral formalism by Kappen
(2005a,b). Here we show that for other values of θ, such that cλ−1θ ≫ 0
the symmetry breaking with two targets remains essentially the same. See
Figure 6.2. There are two target regions of size ε, located at −1 and +1.
The left figure shows that if T − t = 1, the optimal control is towards the
middle for all values of x. The right figure shows that there is symmetry
breaking at time T − t = 0.5, i.e., depending on the state x, the agent makes
a choice towards which target it steers. Furthermore, we see that the point
of symmetry breaking is independent of θ, although the magnitude of control
does depend on θ. For instance, we see that if θ is such that λ−1θ < 0, the
control is about zero. This latter phenomenon can be understood from the
fact that with such θ, the control is much less sensitive to targets, as we have
discussed earlier.
The symmetry breaking for such θ where λ−1θ is large can be understood
as follows. Consider again b = 0, so that P(XT ∈ dy|Xt = x) is Gaussian.
We model two targets at q1 = 1 and q2 = −1 of infinitesimal width ε.
Furthermore, assume that −cλ−1θ is sufficiently large, so that the factor
exp(−cλ−1θ )P(XT ∈ [qi − ε/2, qi + ε/2]|Xt = x) ≈ αδ(y − qi)ρ(T, y|t, x),
with probability density ρ(T, y|t, x)dy = P(XT ∈ dy|Xt = x) and α > 0 a
global constant. In this limit, the optimal control is
u∗θ(t, x) =
λθ
λ(T − t)
(
tanh
( x
σ2(T − t)
)
− x
)
.
Regardless the precise value λ−1θ ≫ 0, the control displays a symmetry break-
ing at T − t = 1/σ2. For earlier times, it is best to steer towards x = 0
(between the targets) and delay the choice of which target to aim for until
later. The reason why this is optimal is that from that position the expected
diffusion alone is likely to reach any of the slits without control (although
it is not clear yet which target). Only sufficiently late in time should one
make a choice and steer towards one of the targets, instead of towards the
middle. A more careful analysis without using delta functions shows that the
phenomenon of symmetry breaking is also present with finite valued targets.
Also in that case, the time of symmetry breaking is independent of θ.
For threats, i.e., if the regions around qi have positive costs and are to
be avoided, a similar but reversed phenomenon occurs. See Figure 6.3. For
T − t = 1, the optimal control is outwards the middle for all values of x,
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Figure 6.2: The control as a function of the state in case of two end targets
with λθ = −12 (· · · ), ±∞ (− · −), 1 (−), 12 (−−). There is no symmetry
breaking at time t = 0 (a), but there is at time t = 0.5 (b).
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Figure 6.3: The control as a function of the state in case of two end threats
with λθ = −12 (· · · ), ±∞ (− · −), 1 (−), 12 (−−). There is no symmetry
breaking at time t = 0 (a), but there is at time t = 0.5 (b).
trying for a global escape away from both threats (left figure). For later
times, if the agent is somewhere in the middle, an escape passing one of the
threats would be too risky, and the agent decides to remain in the middle of
the two threats. Again, the point of symmetry breaking does not depend on
θ, but the magnitude of the control does. In particular, agents with λ−1θ < 0
now have large control values, whereas λ−1θ > 0 seems hardly to care, as we
discussed earlier.
A third case that we consider is a target and an adjacent threat: S1 =
{−0.1 < x < 0}, c1 = −10 and S2 = {0 < x < 0.1}, c2 = 10. We did runs
for θ = −1, 0, 1, 3. For each θ, we did 1000 runs. Each run started at time
t = 0 and position x = 0. End time is T = 1. For each run we monitored
the total cost. Histograms of the log-probability of the cost are plotted in
Figure 6.4. We see that with larger θ, the mode of the distribution shifts to
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Figure 6.4: The log-probability of the cost in the case of a target and an
adjacent threat.
higher costs. On the other hand, the tails of the distribution at the high cost
end are thinner with larger θ. This is what is to be expected: small θ is more
greedy, aiming at low cost, however at the expense of some outliers with high
costs. A larger θ is more cautious, reducing the probability of costly outliers.
6.6 Discussion
We showed that path integral control is applicable to risk sensitive control
problems. In particular, we showed that the path integral formalism is ap-
plicable whenever it is applicable to risk neutral (θ = 0) problems, provided
that the path integral does not diverge. Thus the class of stochastic optimal
control problems that can be solved exactly is enlarged.
Furthermore, we believe that the path integral solutions also provided
insight in what is the consequence of risk sensitive control, in terms of the
emerging optimistic and pessimistic behaviour. For example, in the case of
both extreme optimistic or pessimistic attitude, we found apathetic beha-
viour in the sense of zero optimal control. A nonzero θ has its effect on the
distribution of the cost. In general, we found that smaller θ leads to more
target oriented behaviour, while larger θ leads to more cautious behaviour,
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aimed to avoid threats and high costs.
From a practical point of view, risk sensitive control might be used to
make control more greedy or more robust. With lower θ, we found that the
mode of the cost distribution decreases, however at the expense of larger tails
of this distribution, i.e., more outliers with high cost. With higher θ, these
outliers with high costs are prevented.
The path integral method seems a promising approach, with in particular
the advantage of the linearity after the log transformation. Its practical
applicability is still a subject of research. One application is an algorithm
for efficient reinforcement learning applied to a robot dog (Theodorou et al.,
2010). Another recent application is in generating animations (Barbicˇ et al.,
2009, da Silva et al., 2009). Whenever path integrals are applied for optimal
control aimed to minimize expected cost, it can be applied for risk sensitive
optimal control.
General conditions for existence of nontrivial solutions in risk sensitive
control is an active area of research, see e.g. (Bensoussan and Nagai, 2000).
Providing such conditions for risk sensitive path integral control is beyond the
scope of this work and left for future research. Another possibility of future
research is to explore whether the generalization of risk sensitive control is
also applicable to the more general framework of KL-controls, which include
path integral control as a special case (Todorov, 2008).
CHAPTER 7
Time-Integrated Loss Accounts for Sensorimotor
Behaviour
Human behaviour in target-directed control tasks has been given con-
siderable attention in the literature, and many of its aspects have been
understood using optimality principles. The paradigm of optimal feed-
back control has shown to be particularly successful in describing tasks
where uncertainty is involved. Here we analyse data from target-directed
control tasks under uncertainty with a predetermined duration. The tasks
were performed by human subjects who were instructed to steer a mov-
ing cursor to a target. We describe the data by optimal feedback control
models that optimize both control effort and the loss that penalizes for
deviations from the target. Depending on whether the loss is measured
at the end of the task only or throughout the entire duration of the task,
the control model predicts a behaviour where the target is reached at the
end time or earlier, respectively. We find these two kinds of behaviour to
be in accordance with that of human subjects when the goal is to reach
a target in the presence of uncertainty: some subjects reach the target
earlier, others later. The robustness of the model over tasks is demon-
strated by its predictive quality in a second task where subjects have to
choose between two targets.
This chapter is based on (Tramper et al., 2012).
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7.1 Introduction
Target-directed movements such as pointing and grasping are basic actions
that we perform on a daily basis. Generally there are many ways to per-
form such movements, due to the freedom to approach a target location from
various directions, along different paths in space, and at different velocity
profiles.Typical behaviour however does not exploit all these dimensions of
freedom: for instance, target-directed movements follow smooth paths and
have bell-shaped velocity profiles (Morasso, 1981, Atkeson and Hollerbach,
1985). This has been explained by a preference for certain movement beha-
viours over others, and optimality principles have been suggested to describe
such preferences in behaviour (Flash and Hogan, 1985).
Several optimization criteria have been put forward to describe typical
movement characteristics. Minimization of jerk (third time derivative of the
position) has been shown to reproduce typical velocity profiles and straight
paths in point-to-point movements (Nelson, 1983, Flash and Hogan, 1985,
Hoff and Arbib, 1993, Todorov and Jordan, 1998, Nakano et al., 1999, Wada
et al., 2001). Optimization of endpoint accuracy in target-directed move-
ments also yields the typical smoothness of trajectories if the internal noise
in the motor system is taken into account (Harris and Wolpert, 1998), and it
explains the trade-off between endpoint accuracy and movement duration in
rapid movements as described by Fitts’ law (van Galen and de Jong, 1995,
van Beers et al., 2002).
Initially, these criteria were used for the purpose of optimal trajectory
planning, the optimal control then consisted of an open loop execution of the
planned trajectory. Recent years have seen an increased interest for optimal
feedback control models in which the constraint of a serial planning and ex-
ecution of trajectories is dropped (Scott, 2004, Todorov, 2004). External
disturbances coming from the environment are naturally taken into account
by optimal feedback control models. Saunders and Knill (2004, 2005) have
shown that humans actually use visual feedback in hand movements. Some
aspects of target-directed movements explained by optimal feedback control
models are redundancy in degrees of freedom (Todorov and Jordan, 2002)
and risk sensitivity (Nagengast et al., 2010, Braun et al., 2011). The optim-
ization criterion in feedback control models typically is to minimize a cost
that penalizes for endpoint deviations and control effort.
In this chapter we consider human behaviour under uncertainty in target-
directed control tasks of a predetermined duration. The optimization cri-
terion in optimal feedback control models usually minimizes control effort
and the loss for deviations from the target, where the loss is measured at
the end time of the task. It predicts an optimal behaviour where the tar-
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get location is reached at the end time of the task. We find that this kind
of behaviour is in agreement with that of some subjects only, and that the
other subjects reach the target location much earlier than at the end time.
The latter behaviour cannot be explained by the usual model, and a different
model is needed to explain the subject behaviour. We propose an optimal
feedback control model with an optimization criterion that minimizes control
effort and the loss for deviations from the target, similar to the usual model,
but now where the loss is measured both at the end time of the task (end
cost) and throughout the entire task duration (path cost). By choosing the
path cost equal to zero one recovers the usual model, hence our proposed
model can be considered as a generalization of the usual model, and it can
describe the behaviour of subjects that reach the target location at the end
time. The inclusion of (nonzero) path cost predicts an optimal behaviour
where the target location is reached much earlier than at the end time of the
task. We find that this behaviour is in agreement with that of the remaining
subjects who reach the target location before the end time. Thus there is
a consistency between the two models—the usual model and the proposed
model with path cost—and the subject behaviour. A similar consistency
between the two models and the behaviour of human subjects is found in
a second task where one has to choose between two target locations. This
suggests a task robustness of the models with and without path cost.
The computation of the optimal control in general is a difficult problem,
since for most stochastic optimal control problems there exists no closed
form expression. In the absence of path costs, and with a quadratic end cost
function, a closed form solution to the control problem exists for the control
task with one target. The same holds true for the task with two targets
when the end cost function is locally quadratic around the targets. In the
presence of path costs a closed form solution still can be derived if the path
cost function is quadratic (Stengel, 1994). However, we found that subject
behaviour is better described by path costs that are approximately quadratic
near the target but increase significantly less than quadratically when further
away from the target; this is also in accordance with findings by Ko¨rding
and Wolpert (2004) on the loss function in sensorimotor control. The control
problem with path cost has a solution in terms of a path integral (Kappen,
2005a) and we compute the solution approximately by means of dynamic
programming (Bellman, 1957a).
The outline of the article is as follows. In section 7.2 we consider data
from the control experiments in Tramper et al. (2012). Section 7.3 presents
the control models with and without path cost. As an alternative to the path
cost model we also consider a risk sensitive model. Results on the predictive
qualities of the models are given in section 7.4. We end with a discussion in
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Figure 7.1: Experimental setup. A cursor moves over a screen: horizontally
it moves from left to right with constant velocity, vertically it is controlled
by the subject. Gaussian white noise is added to the subjects’ control. The
goal is to reach a target state (i.e. vertical position) at the end time of
t = 3 seconds, which in the one-target task is located vertically at 0 (dashed
rectangle), and in the two-targets task has to be freely chosen from either of
two targets located vertically at −0.5 and +0.5 (solid rectangles).
section 7.5.
7.2 Data from human control experiments
We analyzed data from experiments (Tramper et al., 2012, see) in which sub-
jects were presented target-directed control tasks over a finite time horizon.
In the one-target task the subjects have to control a cursor that is moving
over a screen, see Figure 7.1. The cursor starts on the left side of the screen,
and it moves with constant velocity to the right, arriving at the right side of
the screen after three seconds. The vertical position of the cursor, which we
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Figure 7.2: The state over time in 100 trials, for three typical subjects and
at four different noise levels in the one-target task. From top to bottom:
subject 3, 6 and 7. From left to right: the noise level σ2.
will also refer to as the state, is controlled by the subject through a joystick.
We associate a state value of −1 with a cursor position at the bottom of the
screen and a state value of +1 with a cursor position at the top of the screen.
The joystick is held in its rest position by two springs. The rest position
corresponds to no control exertion on the cursor, and due to the springs any
nonzero control exertion on the cursor is proportional to a physical control
effort for the subject. The subject’s task is to reach a vertically centered
target on the right side of the screen, no further instructions are given. Un-
certainty in the control task is introduced by adding Gaussian white noise to
the control signal of the subject.
The subjects 1 to 8 participated in the experiment with one target. Fig-
ure 7.2 shows the trials of three typical subjects at four different levels σ2
of the added noise—the noise level σ2 is the variance per unit time of the
integrated white noise. At the lowest noise level, which corresponds to no
added noise, we clearly see that two subjects (Figure 7.2, top and middle
row) arrive at the vertically centered target location well before the end time
of three seconds. A third subject (Figure 7.2, bottom row) shows a differ-
ent behaviour and generally arrives at the target location at the end time
but not earlier. This distinction in behaviour remains when we add noise
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Figure 7.3: The state over time in 100 trials, for three typical subjects and
at four different noise levels in the two-targets task. From top to bottom:
subject 6, 7 and 10.From left to right: the noise level σ2.
to the control signals of the subjects. At a noise level of σ2 = 0.0093 we
see a behaviour similar to when there is no added noise, and at higher noise
levels, σ2 = 0.0370 and σ2 = 0.0833, we see that the first two subjects still
remain closer to the target during the control task when compared to the
third subject.
We then considered data from a different control experiment (see Tramper
et al., 2012) to see what the typical human behaviour is in an altered setting.
The task in this control experiment is similar to the one in the previous
experiment, except that now there are two target locations instead of one,
and the only instruction that was given is to be at one of the two target
locations at the end time, see Figure 7.1. The subjects 5 to 12 participated
in the experiment with two targets. Figure 7.3 shows the trials of three
typical subjects at four different noise levels σ2. At the lowest noise level,
σ2 = 0, we see that two subjects (Figure 7.3 top and middle row) generally
arrive near one of the two target locations well before the end time of three
seconds. A third subject (Figure 7.3 bottom row) shows a different behaviour
and arrives near one of the two target locations only at the end of the task
at three seconds time. This kind of behaviour remains when we add noise
to the control signals at noise levels σ2 = 0.0093 and σ2 = 0.0370. At the
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highest level of σ2 = 0.0833 it is hard to draw a distinction.
7.3 Optimal control models
The optimal control model for the target-directed control tasks consists of
a one-dimensional controlled dynamics and a performance criterion. The
controlled dynamics describes how the controlled state Xut changes over time
t, where time runs from t = 0 to t = T , and it is given by the stochastic
differential equation
dXut = u(t,X
u
t )dt+ σdWt. (7.1)
Here u(t,Xut ) is the control observed at time t and in state X
u
t , W = {Wt :
0 ≤ t ≤ T} is a Wiener process which models the noise in the dynamics,
and σ is a nonnegative parameter which specifies the noise variance per unit
time.
For the performance criterion in the control model we choose the min-
imization of an expected cost up to end time. This cost up to end time,
or cost-to-go, measures both control effort and the loss for deviations of the
controlled state from the target. As a measure of control effort we choose a
control cost which is an integral up to end time of the squared control. The
loss we measure at the end time by an end cost φ(XuT ) and prior to the end
time by a path cost V (Xus ) that is integrated over time s from the present
time t to the end time. The cost-to-go thus reads
Cu(t,Xu) = φ(XuT ) +
∫ T
t
V (Xus )ds+
∫ T
t
1
2
u(s,Xus )
2ds.
The optimal control problem consists of finding the control u∗ which
minimizes the expected cost-to-go
Ju(t, x) = E
[
Cu(t,Xu)
∣∣Xut = x], (7.2)
that is, which satisfies
Ju
∗
(t, x) = min
u
Ju(t, x).
7.3.1 Endpoint loss
When the loss for deviations from the target is measured at the end time
only, the cost-to-go reads
Cu(t,Xu) = φ(XuT ) +
∫ T
t
1
2
u(s,Xus )
2ds.
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Figure 7.4: The end cost function in the case of one target (a) and the case
of two targets (b).
In the control task with one target located at zero, we choose and end
cost function that is quadratic around the target location,
φ(x) = 1
2
Q2Tx
2. (7.3)
See Figure 7.4(a). The optimal control reads
u∗(t, x) = −K(t)x
where
K(t) =
Q2T
1 +Q2T (T − t)
. (7.4)
We refer to Appendix 7.A for a derivation.
In the control task with two targets located at −0.5 and +0.5, we choose
and end cost function that is locally quadratic around the target locations,
φ(x) =
{
1
2
Q2T
(
x+ 0.5
)2
if x ≤ 0
1
2
Q2T
(
x− 0.5)2 if x > 0. (7.5)
See Figure 7.4(b). The optimal control is given by
u∗(t, x) = −K(t)(x− q)
where K(t) is as given by (7.4),
q = −q sgn(x)−ψ−(t, x) + ψ+(t, x)
ψ−(t, x) + ψ+(t, x)
,
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q = 0.5, and
ψ±(t, x) =
√
K(t)
Q2
T
exp
(
− K(t)
2σ2
(|x| ± q)2
)(
1
2
+ 1
2
erf
(√
Q2T
2σ2(T−t)K(t)
µ∓(t, x)
))
µ∓(t, x) =
K(t)
Q2
T
(
∓ |x|+Q2T (T − t)q
)
.
For a derivation we again refer to Appendix 7.A. One verifies that this
expression for the optimal control reduces to that in the case of one target
in the limit where q goes to zero. In the deterministic limit σ → 0 we find
lim
σ→0
u∗(t, x) = −K(t)(x− q sgn(x)),
which is what is to be expected.
7.3.2 Endpoint and time-integrated loss
When the loss for deviations from the target is measured both at the end
time and prior to the end time, the cost-to-go reads
Cu(t,Xu) = φ(XuT ) +
∫ T
t
V (Xus )ds+
∫ T
t
1
2
u(s,Xus )
2ds.
In the case of one target located at zero, we again choose an end cost
function that is quadratic around the target location, equation (7.3), and a
path cost function that is approximately quadratic near the target location
but that increases less then quadratically when further away from the target,
V (x) = 1
2
Q2
(
tanh(Dx)
)2
.
See Figures 7.4(a) and 7.5(a).
In the case of two targets located at −0.5 and +0.5, we again choose
an end cost function that is locally quadratic around the target locations,
equation (7.5), and a path cost function that is locally quadratic near the
target locations but that increases less then quadratically when further away
from the targets,
V (x) =
{
1
2
Q2
(
tanh(D(x+ 0.5))
)2
if x ≤ 0
1
2
Q2
(
tanh(D(x− 0.5)))2 if x > 0.
See Figures 7.4(b) and 7.5(b).
In the presence of the path cost term in the cost-to-go we do not have
a closed form expression for the optimal control. Instead we can estimate
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Figure 7.5: The end cost function and the path cost function in the case of
one target (a) and the case of two targets (b).
the optimal control by estimation of the optimal expected cost-to-go through
dynamic programming. In Chapter 2 we saw that the optimal expected cost-
to-go
J(t, x) = min
u
Ju(t, x)
can be expressed in terms of a path integral, that is,
J(t, x) = −σ2 logE
[
exp
(
− 1
σ2
φ(XT )− 1σ2
∫ T
t
V (s,Xs)ds
)∣∣∣∣Xt = x
]
(7.6)
where the expectation is with respect to a probability measure under which
the process X = {Xs : t ≤ s ≤ T} satisfies the uncontrolled dynamics
dXs = σdWs
conditioned on Xt = x. There we also saw that the optimal control u
∗ equals
minus the gradient of the optimal expected cost-to-go:
u∗(t, x) = − ∂
∂x
J(t, x). (7.7)
At the end time T , the optimal expected cost-to-go equals the end cost
function φ. It follows from (7.6) that at any time t prior to the end time, and
for any time step ∆t with 0 < ∆t ≤ T − t, the optimal expected cost-to-go
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satisfies
J(t, x) = −σ2 logE
[
exp
(
− 1
σ2
J(t+∆t,Xt+∆t)− 1σ2
∫ t+∆t
t
V (Xs)ds
)∣∣∣∣Xt = x
]
≈ −σ2 logE
[
exp
(
− 1
σ2
J(t+∆t,Xt+∆t)− 1σ2V (x)∆t
)∣∣∣∣Xt = x
]
= V (x)∆t− σ2 log
∫ ∞
−∞
exp
(
− 1
σ2
J(t+∆t, z)
)
P(Xt+∆t ∈ dz|Xt = x)
where
P(Xt+∆t ∈ dz|Xt = x) = 1√
2πσ2∆t
exp
(
− (z − x)
2
2σ2∆t
)
dz
is the transition probability of the uncontrolled process to go from Xt = x
to Xt+∆t ∈ dz, so
J(t, x) ≈ V (x)∆t
− σ2 log
∫ ∞
−∞
1√
2πσ2∆t
exp
(
− (z − x)
2
2σ2∆t
− 1
σ2
J(t+∆t, z)
)
dz. (7.8)
With this relation we can compute the optimal expected cost-to-go at any
time prior to the end time, starting at the end time where J(T, x) = φ(x),
and then going backwards in time steps of size ∆t. The spatial integral
in (7.8) we approximate by a sum which is obtained by discretizing space
into steps of size ∆z. We assume that x is a multiple of ∆z, by means of
linear interpolation we can extend this to other values of x. We approximate
J(t+∆t, z) by a constant value J(t+∆t, A) outside a sufficiently large interval
[−A,A], where A = M∆z for some positive integer M . The approximation
of the spatial integral in (7.8) then reads
∫ ∞
−∞
1√
2πσ2∆t
exp
(
− (z − x)
2
2σ2∆t
− 1
σ2
J(t+∆t, z)
)
dz
≈ exp
(
− 1
σ2
J(t+∆t, A)
)(
1
2
+ 1
2
erf
(−A− x√
2σ2∆t
))
+
M∑
m=−M
1√
2πσ2∆t
exp
(
− (m∆z − x)
2
2σ2∆t
− 1
σ2
J(t+∆t,m∆z)
)
∆z
+ exp
(
− 1
σ2
J(t+∆t, A)
)(
1
2
− 1
2
erf
( A− x√
2σ2∆t
))
. (7.9)
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Having estimated the optimal expected cost-to-go, we estimate the op-
timal control by a finite difference similar to (7.7):
u∗(t, x) ≈ −J(t, x+∆z)− J(t, x−∆z)
2∆z
.
7.3.3 Risk sensitive performance criterion
The performance criterion of minimizing the expected cost-to-go, equation
(7.2), assumes that the certainty equivalent, i.e., the maximal cost one is
willing to pay for certain rather than the uncertain cost associated to the
control problem, equals the expected cost-to-go. The resulting control prob-
lem is said to be risk neutral. When the certainty equivalent is higher or
lower than the expected cost-to-go, the performance criterion is adjusted to
minimize an exponentially weighted cost-to-go, see Chapter 6:
Juθ (t, x) =
1
θ
logE
[
exp
(
θCu(t,Xu)
)∣∣Xut = x]
where θ is a parameter that quantifies the risk sensitivity. If θ is negative
then the certainty equivalent is lower than the expected cost-to-go and the
controller is said to be risk seeking, and if θ is positive then the certainty
equivalent is higher than the expected cost-to-go and the controller is said
to be risk averse. The case θ = 0 is the risk neutral case.
We will consider a risk sensitive control model with the loss for deviations
from the target measured at the end time only by means of an end cost
function φ. The cost-to-go then reads
Cu(t,Xu) = φ(XuT ) +
∫ T
t
1
2
u(s,Xus )
2ds.
In the control task with one target located at zero, we again choose an
end cost function that is quadratic around the target location, equation (7.3).
The optimal control reads
u∗(t, x) = −K(t)x
with
K(t) =
Q2T
1 + (1− θσ2)Q2T (T − t)
(7.10)
and under the condition that
0 < 1 + (1− θσ2)Q2T (T − t), (7.11)
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otherwise no optimal control exists. We refer to Appendix 7.A for a deriva-
tion.
In the control task with two targets located at −0.5 and +0.5, we again
choose an end cost function that is locally quadratic around the target loca-
tions, equation (7.5). The optimal control is given by
u∗(t, x) = −K(t)(x− q) (7.12)
where K(t) is as given by (7.10),
q = −q sgn(x)−ψ−(t, x) + ψ+(t, x)
ψ−(t, x) + ψ+(t, x)
,
q = 0.5, and
ψ±(t, x) =
√
K(t)
Q2
T
exp
(
− K(t)(1−θσ2)
2σ2
(|x| ± q)2
)
(
1
2
+ 1
2
erf
(√
Q2T
2σ2(T−t)K(t)
µ∓(t, x)
))
µ∓(t, x) =
K(t)
Q2
T
(
∓ |x|+ (1− θσ2)Q2T (T − t)q
)
,
and under the condition (7.11) for the optimal control to exist. For a deriv-
ation we again refer to Appendix 7.A. We obtain the optimal control for the
case that θ = 1
σ2
by taking a limit:
lim
θ→1/σ2
u∗(t, x) = −Q2T
(
x− q erf
(
x√
2σ2(T − t)
))
.
7.4 Model predictive results
We present results on the prediction by the optimal control models described
in section 7.3 of subject behaviour in the control tasks of Section 7.2. We start
with a description of the cross validation method that we used to determine
the generalization error of the models.
7.4.1 Model generalization error inference
For each subject and noise level we can estimate the generalization error of a
given model. The generalization error indicates how well the model predicts
the data. To estimate this quantity we apply the method of conservative
cross validation (Nadeau and Bengio, 2003) which takes into account both
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the variability due to the set of samples on which the model is trained and
due to the set of samples on which the model is tested. A description of this
method is given by Algorithm 5.
Algorithm 5 Conservative Cross Validation
Input: data of a given subject and noise level
Output: mean and variance estimates of generalization error, n2n′
1
µˆJ respect-
ively n2n′
1
σˆ2J
1: for m = 1 to M do
2: randomly split the data into two halves, Dm and D
c
m
3: for j = 1 to J do
4: train the model on n′1 training samples drawn randomly from set
Dm, test the model on the remaining n2 samples in Dm, yielding a
test error value µˆj
5: do similarly for set Dcm, yielding a test error value µˆ
c
j
6: end for
7: define µˆ(m) =
1
J
∑J
j=1 µˆj and µˆ
c
(m) =
1
J
∑J
j=1 µˆ
c
j
8: end for
9: define n2n′
1
µˆJ =
1
2M
∑M
m=1
(
µˆ(m) + µˆ
c
(m)
)
10: define n2n′
1
σˆ2J =
1
2M
∑M
m=1
(
µˆ(m) − µˆc(m)
)2
In Algorithm 5, the outer loop over m provides M pairs (µˆ(m), µˆ
c
(m)) of
estimates of the test error. For each m, µˆ(m) and µˆ
c
(m) are independent since
Dm and D
c
m are independent sets, hence
(
µˆ(m) −
µˆ(m) + µˆ
c
(m)
2
)2
+
(
µˆc(m) −
µˆ(m) + µˆ
c
(m)
2
)2
= 1
2
(
µˆ(m) − µˆc(m)
)2
is an unbiased estimator for the variance n2n′
1
σ2J of the generalization error.
In order to reduce estimation noise, we take the average n2n′
1
σˆ2J over M such
unbiased estimators to obtain a more accurate estimate of the generalization
error variance. We choose M = 5, which in practice has shown to yield
neither too liberal nor too conservative results (Nadeau and Bengio, 2003).
In the inner loop over j we train the model on n′1 samples drawn randomly
from the set Dm (or D
c
m), and we test the trained model on the remaining
n2 samples in Dm (D
c
m). We choose n
′
1 = 45, which corresponds to 90% of
the data in Dm (D
c
m), and n2 = 5. For J we choose J = 10. In the training
procedure, we minimize the mean square error (MSE) between the control
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according to model and the control according to the training data:
MSE =
1
Ns
Ns∑
s=1
1
Nt
tf∑
t=ti
(
us(t+∆t)− u∗(t, xs(t)|Θ)
)2
(7.13)
where us(t + ∆t) is the control according to the data at time t + ∆t and
in trial s, xs(t) is the state at time t in trial s, u
∗(t, xs(t)|Θ) is the model
control at time t and in state xs(t) given the model parameters Θ, Nt is
the number of time instances, and Ns equals the number of samples n
′
1. We
introduce a time delay ∆t of 200 milliseconds to take into account the time
that it typically takes for subjects to respond to their observations during the
control task (Day and Lyon, 2000, Franklin and Wolpert, 2008). The subjects
required about 0.8 seconds at the beginning of each trial to locate their
position on the screen (the starting position was random in the one-target
task) and bring their control signal to the desired value, therefore the first
0.8 seconds in the data are discarded. The sum over time t runs from ti = 0.8
seconds to tf = 2.8 seconds, which corresponds to Nt = 150 time instances.
Including the time delay, the MSE is thus determined between control values
over the time interval from t = 1 to t = 3. The test error is computed from
(7.13), but using the test samples instead, and given the model parameters
Θ that minimized the mean square error between the model and the training
data.
7.4.2 One-target task
For both the model with path cost and the model without path cost in
the one-target task we determined the model generalization error using the
method of cross validation as described in section 7.4.1. The difference in
generalization error between the two models is shown in Figure 7.6 for the
subjects 1 to 8. This difference is significantly larger than zero for subjects
1, 2, 3, 6 and 8 at all the nonzero noise levels, a single exception being
subject 1 at noise level σ2 = 0.0370, for the other subjects the two models
yield a generalization error difference which for these noise levels does not
significantly differ from zero. If we now consider the path cost parameter
Q2 that specifies the path cost height in the trained model with path cost,
see Figure 7.7, we see that this parameter is significantly larger than zero
for subjects 1, 2, 3, 6 and 8, a single exception being subject 2 at noise level
σ2 = 0.0093. For these subjects we find that the path cost parameter D,
which determines the steepness of the path cost function near the target, is
about constant over the noise levels and its value lies between 1 and 5. For
the other subjects the value of the parameter Q2 is close or equal to zero. So
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Figure 7.6: Mean value (grey bars) with standard deviation of generalization
error for model without path cost minus generalization error for model with
path cost in the one-target task for subjects 1 to 8 and for noise levels σ2 = 0,
0.0093, 0.0370 and 0.0833.
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Figure 7.7: The path cost height parameter Q2 in the trained model with
path cost as a function of the noise level σ2 in the one-target task for subjects
1 to 8.
the behaviour of subjects 1, 2, 3, 6 and 8 in the presence of noise is better
described by the model including path cost, whereas for subjects 4, 5 and 7
the usual model without path cost suffices to describe their behaviour, and
this holds true for each nonzero noise level. We note that the consistency over
the noise levels does not extend to the zero noise level, where some subjects’
behaviour is better described by the model that includes path cost.
In the one-target task the starting positions of the trials were drawn
randomly from a uniform distribution over the interval from −0.5 to +0.5.
We can observe the average behaviour of subjects over time by considering
the mean absolute state. Figure 7.8 shows the mean absolute state over
time for typical subjects in the one-target task. Both the mean absolute
state according to the data, to the trained model without path cost and the
trained model with path cost are shown. Only the time interval from time
t = 1 to t = 3 seconds is shown over which the models are fitted to the data.
We see that for subjects 3 and 6 the mean absolute state of the model with
path cost matches well to the one provided by the data: both arrive near
the target location at zero after about two seconds and remain near. For
subject 7 there is no difference between the model with path cost and the
one without, and both match equally well to the data: the mean absolute
state is nearest to the target location at the end time, which is in accordance
with the behaviour predicted by the model without path cost.
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Figure 7.8: Mean absolute state over time according to the data (grey line,
variation given by grey area), the model without path cost (−−), and the
model with path cost (—) in the one-target control task at noise levels σ2 = 0,
0.0093, 0.0370, 0.0833 (columns) for subjects 3 (top row), 6 (middle row) and
7 (bottom row).
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Figure 7.9: Mean value (grey bars) with standard deviation of generalization
error for model without path cost minus generalization error for model with
path cost in the two-targets task for subject 5 to 12 and for noise levels
σ2 = 0, 0.0093, 0.0370 and 0.0833.
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7.4.3 Two-targets task
We considered the model with path cost and the model without path cost in
the two-targets task. For subjects 5 to 12 who performed the two-targets task
we determined the generalization error of both models. Figure 7.9 shows the
difference in generalization error between the two models for the subjects
5 to 12. We observe that this difference is significantly larger than zero
for subjects 6, 9, 11 and 12 at all nonzero noise levels, with subject 11 at
noise level σ2 = 0.0093 being a single exception. Subjects 7 and 8 show a
difference in generalization error that is significantly larger than zero except
at the highest noise level σ2 = 0.0833. For subjects 5 and 10 the difference
in generalization error does not differ significantly from zero at all nonzero
noise levels. If we compare the value of the difference in generalization error
with the value of the path cost height parameter Q2, which is shown in
Figure 7.10, we see that a nonzero value for Q2 corresponds to a nonzero
difference in generalization error, a single exception being subject 8 at noise
level σ2 = 0.0833. We find that the path cost parameter D for subjects 6,
7, 8, 9, 11 and 12 is about constant over the noise levels and its value lies
between 1 and 5. We conclude that the behaviour of subjects 6, 7, 8, 9, 11
and 12 in the presence of noise is better described by the model including
path cost, with the exception of subjects 7 and 8 at the highest noise level,
whereas for subjects 5 and 10 the simpler model without path cost suffices to
describe their behaviour at all nonzero noise levels. Similar to the one-target
task the consistency over the noise levels does not extend to the zero noise
level.
The behaviour of typical subjects in the two-targets task is illustrated in
Figure 7.11. It shows the mean absolute state over time. Both the mean
absolute state according to the data, to the model without path cost and
the model with path cost are shown. Only the time interval from t = 1 to
t = 3 over which the models are fitted to the data is shown. We see that
for subjects 6 and 7 the mean absolute state according to the model with
path cost matches well to the mean absolute state according to the data.
In particular at lower noise levels the distinction between the two models
is clearest, and the mean absolute state in the model with path cost runs
rapidly to the target location at +0.5 and arrives there before the end time.
For subject 10 there is no difference between the two models and both match
equally well to the data.
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Figure 7.10: The path cost height parameter Q2 in the trained model with
path cost as a function of the noise level σ2 in the two-targets task for subjects
5 to 12.
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Figure 7.11: Mean absolute state over time according to the data (grey line,
variation given by grey area), the model without path cost (−−), and the
model with path cost (—) in the two-targets control task at noise levels
σ2 = 0, 0.0093, 0.0370, 0.0833 (columns) for subjects 6 (top row), 7 (middle
row) and 10 (bottom row).
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7.4.4 Risk sensitive control model
As an alternative model we consider risk sensitivity as an explanation for
the subject behaviour. We use the risk sensitive optimal control model as
described in section 7.3.3. In the presence of noise (σ2 > 0) this model gen-
eralizes the usual model without path cost, in the absence of noise (σ2 = 0)
both these two models coincide. The model with path cost, however, gener-
alizes the model without path cost even when σ2 = 0, and as we had already
seen it yields a significantly better fit than the model without path cost for
some subjects: see the top row in Figure 7.12 which gives the generaliza-
tion error difference between the (risk neutral, or equivalently, risk sensitive)
model without path cost and the model with path cost.
At nonzero noise levels the aspect of risk does truly add to the risk sens-
itive control model, and in Figure 7.12 we see that in terms of generalization
error the risk sensitive model and the model with path cost fit to the data
equally well for almost all subjects and nonzero noise levels in both the
one-target and the two-targets task. Figures 7.13 and 7.14 show the risk
sensitivity θ in the best model fit as a function of the noise level for the
subjects 1 to 12 in the one-target and the two-targets task. We see that
subjects 4, 5 (in the two-targets task), 7 and 11 have θ approximately equal
to zero, subject 10 has negative θ for small noise levels, and all the other sub-
jects (including subject 5 in the one-target task) show a risk sensitivity that
depends strongly on the noise level. From these observations we conclude
that the risk sensitive model can describe the subject behaviour at nonzero
noise levels, although it would require a risk sensitivity that depends on the
noise level, thereby leaving the model description incomplete. The inclusion
of path cost on the other hand does provide a model that is complete, since
the path cost parameters do not vary much with the noise level as we had
observed in sections 7.4.2 and 7.4.3. We conclude that the data is better
described by the inclusion of path cost than by the inclusion of risk.
7.5 Discussion
We proposed an optimal feedback control model for human behaviour under
uncertainty in target-directed tasks of a predetermined duration. The model
minimizes control effort and the loss for deviations from the target, and this
loss is measured both at the end time by an end cost and prior to the end
time by a path cost. We found that the behaviour for some subjects can be
described without path cost and for other subjects is better described when
including path costs. The predictive quality of the model in a second control
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subjects 1 to 12 and for noise levels σ2 = 0, 0.0093, 0.0370 and 0.0833.
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Figure 7.13: The risk sensitivity θ as a function of the noise level σ2 in the
one-target task for subjects 1 to 8.
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Figure 7.14: The risk sensitivity θ as a function of the noise level σ2 in the
two-targets task for subjects 5 to 12.
task suggests a robustness over tasks.
We had expected that the robustness over the tasks would hold per sub-
ject, but this turned out not to be the case: out of the twelve subjects
involved in the experiments, four subjects performed both tasks, three of
which showed consistent behaviour over the two tasks, yet the behaviour
of one subject could be described without path cost in the one-target task
but not in the two-targets task. It should be noted that a period of several
months lay between the performance of the two tasks, this may have played
a part in the observed inconsistency.
The predictive quality of the model showed to be consistent over nonzero
levels of externally imposed noise, yet there appeared to be no uniform con-
sistency when the nonzero noise level case was included. Some subjects that
would show zero path cost at nonzero noise levels would show a nonzero
path cost at the zero noise level. A possible explanation could be that these
subjects chose to perform the task rapidly: the only instruction given to
the subjects was to put the cursor at the target location at the end time,
if the cursor arrives at the target earlier then it will remain there with no
additional effort when the external noise level is zero. The cost associated
to the control effort in a rapid task performance is suboptimal in the model
that we consider at the nonzero noise level, an explanation in that case is
that subjects also minimize the time duration of their control effort. Min-
imal time control tasks that require maximal accuracy of reaching a target
show a time-accuracy trade-off described by Fitts’ law (Fitts, 1954) which
has been predicted by various models for sensorimotor behaviour (van Ga-
len and de Jong, 1995, Tanaka et al., 2006, Dean et al., 2007, Gawthrop
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et al., 2008). At nonzero noise levels, however, the noise continuously drifts
the cursor away from its present position, and minimal time criteria thereby
become less useful when the task duration is predetermined.
In a recent study Nagengast et al. (2010) showed that human subjects
show risk sensitive behaviour in the face of uncertainty. Here we compared
our model with time-integrated loss to a risk sensitive model with endpoint
loss, and we found that both models fit about equally well at nonzero levels
of externally imposed noise. However, most subjects either showed to be risk
neutral or have a risk sensitivity that strongly depends on the noise level. In
contrast, we found that the loss function in case of time-integrated loss barely
varies with the noise level. From this we conclude that a simpler explanation
of the data is obtained by the inclusion of time-integrated loss.
It is well-known that neural signals in the sensorimotor system are noisy,
and that this noise is multiplicative, i.e. signal dependent (Matthews, 1996).
The trial-to-trial variability in the absence of external noise can be accounted
for by the internal noise. Movement characteristics such as the time-accuracy
trade-off described by Fitts’ law are reproduced by models that minimize
endpoint loss in the presence of multiplicative noise (Harris and Wolpert,
1998). It would be interesting to consider the effect of multiplicative noise in
target-directed tasks with predefined durations that we considered here. The
inclusion of multiplicative noise, however, is problematic since generally it can
only be inferred approximately by computationally demanding methods such
as controlled Markov chain approximations (Kushner and Dupuis, 2001). We
leave this for future research.
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7.A Derivation of the optimal control in sec-
tions 7.3.1 and 7.3.3
We derive the optimal control in the control problem with controlled dynam-
ics
dXus = u(s,X
u
s )ds+ σdWs,
cost-to-go
Cu(t,Xu) = φ(XuT ) +
∫ T
t
1
2
u(s,Xus )
2ds,
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and end cost function
φ(x) =
{
1
2
Q2T
(
x+ q
)2
if x ≤ 0
1
2
Q2T
(
x− q)2 if x > 0
= 1
2
Q2T
(|x| − q)2
with q ≥ 0. There is no path cost. Note that for q = 0 this concerns the
control problem with one target located at zero, and for q > 0 this concerns
the control problem with two targets located at −q and at q.
The optimal control equals minus the gradient of the value function,
u∗(t, x) = − ∂
∂x
Jθ(t, x),
and the value function satisfies
Jθ(t, x) =
{
E
[
φ(XT )
∣∣Xt = x] if θ = 1σ2
− σ2
1−θσ2
logZθ(t, x) if θ 6= 1σ2
where
Zθ(t, x) = E
[
exp
(
− 1−θσ2
σ2
φ(XT )
)∣∣∣Xt = x]
and the process X = {Xs : t ≤ s ≤ T} satisfies the uncontrolled dynamics,
see Chapter 6. We will determine the optimal control by determining the
value function and taking its gradient.
In the case θ = 1
σ2
, the value function satisfies
Jθ(t, x) = E
[
1
2
Q2T
(|XT | − q)2∣∣Xt = x]
= 1
2
Q2T
(
E
[
X2T
∣∣Xt = x]− 2qE[|XT |∣∣Xt = x]+ q2).
The expectation value E
[
X2T
∣∣Xt = x] satisfies
E
[
X2T
∣∣Xt = x] = E
[(
x+
∫ T
t
σdWs
)2∣∣∣∣Xt = x
]
= x2 + σ2(T − t).
The distribution of |XT | conditioned onXt = x is that of a reflected Brownian
motion (Karatzas and Shreve, 2000) and reads
P
(|XT | ∈ dy∣∣Xt = x) =
1√
2πσ2(T − t)
(
exp
(
− (|x|+ y)
2
2σ2(T − t)
)
+ exp
(
− (|x| − y)
2
2σ2(T − t)
))
dy,
y ≥ 0,
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and we find
E
[|XT |∣∣Xt = x] =
∫ ∞
0
yP
(|XT | ∈ dy∣∣Xt = x)
=
2σ2(T − t)√
2πσ2(T − t) exp
(
− x
2
2σ2(T − t)
)
+ x erf
(
x√
2σ2(T − t)
)
.
The optimal control reads
u∗(t, x) = − ∂
∂x
Jθ(t, x)
= Q2T
(
erf
(
x√
2σ2(T − t)
)
q − x
)
The path integral Zθ(t, x) in the case θ 6= 1σ2 satisfies
Zθ(t, x) = E
[
exp
(
− Q2T (1−θσ2)
2σ2
(|XT | − q)2
)∣∣∣Xt = x]
=
∫ ∞
0
exp
(
− Q2T (1−θσ2)
2σ2
(y − q)2
)
P
(|XT | ∈ dy∣∣Xt = x)
= ψ−(t, x) + ψ+(t, x)
where
ψ±(t, x) =
1√
2πσ2(T − t)
∫ ∞
0
exp
(
−Q
2
T (1− θσ2)
2σ2
(y−q)2− (|x| ± y)
2
2σ2(T − t)
)
dy.
Let
K(t) =
Q2T
1 + (1− θσ2)Q2T (T − t)
µ∓(t, x) =
K(t)
Q2
T
(
∓ |x|+ (1− θσ2)Q2T (T − t)q
)
.
One verifies that
ψ±(t, x) =
1√
2πσ2(T − t) exp
(
− K(t)(1− θσ
2)
2σ2
(|x| ± q)2
)
∫ ∞
0
exp
(
− Q
2
T (y − µ∓(t, x))2
2σ2(T − t)K(t)
)
dy
=
√
K(t)
Q2
T
exp
(
− K(t)(1− θσ
2)
2σ2
(|x| ± q)2
)
(
1
2
+ 1
2
erf
(√
Q2T
2σ2(T−t)K(t)
µ∓(t, x)
))
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under the condition that
0 < 1 + (1− θσ2)Q2T (T − t),
otherwise ψ±(t, x) =∞. The optimal control reads
u∗(t, x) =
∂
∂x
σ2
1− θσ2 logZθ(t, x)
= Zθ(t, x)
−1
(
σ2
1− θσ2
∂
∂x
ψ−(t, x) +
σ2
1− θσ2
∂
∂x
ψ+(t, x)
)
and
σ2
1− θσ2
∂
∂x
ψ±(t, x) = −K(t)
(
x± q sgn(x))ψ±(t, x)
∓ sgn(x)√
2πσ2(T − t)
K(t)
Q2T
σ2
1− θσ2
exp
(
− K(t)(1− θσ
2)(|x| ± q)2
2σ2
− Q
2
Tµ∓(t, x)
2
2σ2(T − t)K(t)
)
= −K(t)(x± q sgn(x))ψ±(t, x)
∓ sgn(x)√
2πσ2(T − t)
K(t)
Q2T
σ2
1− θσ2 exp
(
− |x|
2
2σ2(T − t) −
1− θσ2
2σ2
Q2T q
2
)
,
so
u∗(t, x) = −K(t)
(
x+ q sgn(x)
−ψ−(t, x) + ψ+(t, x)
ψ−(t, x) + ψ+(t, x)
)
.
Note that
lim
θ→1/σ2
ψ±(t, x) =
1
2
+ 1
2
erf
( ∓|x|√
2σ2(T − t)
)
and so
lim
θ→1/σ2
u∗(t, x) = −Q2T
(
x− q sgn(x) erf
( |x|√
2σ2(T − t)
))
= −Q2T
(
x− q erf
(
x√
2σ2(T − t)
))
which coincides with the expression for u∗(t, x) that we derived above for the
case θ = 1
σ2
.
APPENDIX A
A discrete time approximation of path integral control
In general we do not have a closed form expression for the path integral (2.11),
and we can only compute it approximately. A first step towards approximate
inference of the path integral is to make a discrete time approximation, this
reduces integration over an infinite dimensional space of paths in continuous
time to a finite dimensional integration. Consider a partition t = t1 < t2 <
. . . < tn < tn+1 = T of the time interval [t, T ]. The path integral (2.11) is
approximated by the discrete time path integral
Z˜(t, x) = E
[
exp
(
− 1
λ
φ(X˜tn+1)− 1λ
n∑
j=1
V (tj, X˜tj)∆tj
)∣∣∣∣X˜t = x
]
, (A.1)
where ∆tj = tj+1 − tj and where X˜ = {X˜s : s = t1, . . . , tn+1} satisfies the
discrete time uncontrolled dynamics
X˜tj+1 = X˜tj + b(tj, X˜tj)∆tj + B(tj, X˜tj)σ∆Wj (A.2)
with ∆Wj = Wtj+1−Wtj and with initial condition X˜t1 = x. Equation (A.2) is
an Euler-Maruyama approximation of the uncontrolled dynamics (2.12). The
approximation of the path integral can be made within arbitrary accuracy.
Indeed, in the continuous time limit where the mesh max{∆tj : 1 ≤ j ≤ n}
of the partition of the time interval [t, T ] goes to zero, the distribution of
the process X˜ converges to that of the continuous time uncontrolled process
X, and consequently the discrete time path integral converges to the path
integral (2.11); see e.g. (Kushner and Dupuis, 2001).
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140 Appendix A: A discrete time approximation of path integral control
The distribution of the Markovian process X˜ is specified by the trans-
ition probabilities P(X˜tj+1 ∈ dx˜tj+1|X˜tj = x˜tj). We derive these probabilities
from (A.2). The matrix B(tj, X˜tj) has a left inverse
B(tj, X˜tj)
+ =
(
B(tj, X˜tj)
⊤B(tj, X˜tj)
)−1
B(tj, X˜tj)
⊤,
hence we can rewrite the dynamics (A.2) as
∆Wj = σ
−1B(tj, X˜tj)
+
(
X˜tj+1 − X˜tj − b(tj, X˜tj)∆tj
)
.
The noise increments ∆Wj are normally distributed with mean zero and a
covariance of ∆tj times the unit matrix, and if follows that the transition
probabilities of X˜ are given by
P(X˜tj+1 ∈ dx˜tj+1|X˜tj = x˜tj) =
1√
det(2πσ2∆tj)
exp
(
− 1
2λ
∥∥∥∥RB(tj, x˜tj)+
(
x˜tj+1 − x˜tj
∆tj
−b(tj, x˜tj)
)∥∥∥∥
2
∆tj
)
dx˜tj+1 ,
where we used relation (2.8).
If the dimension k of the noise increments ∆Wj is smaller than the dimen-
sion d of the state variables X˜tj of the system, then the dynamics impose d−k
constraints on the state X˜tj+1 when given X˜tj . In this case, the transition
probabilities are to be understood to be conditioned on these constraints.
We substitute the expression for the transition probabilities in the path
integral (A.1) to obtain
Z˜(t, x) =
(
n∏
j=1
1√
det(2πσ2∆tj)
)
×
∫
. . .
∫
exp
(
− 1
λ
E(t1, x˜t1 , . . . , tn+1, x˜tn+1)
)
dx˜t2 . . . dx˜tn+1 (A.3)
where E is the energy function defined by
E(t1, x˜t1 , . . . , tn+1, x˜tn+1) = φ(x˜tn+1) +
n∑
j=1
V (tj, x˜tj)∆tj
+
n∑
j=1
1
2
∥∥∥∥RB(tj, x˜tj)+
(
x˜tj+1 − x˜tj
∆tj
− b(tj, x˜tj)
)∥∥∥∥
2
∆tj. (A.4)
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We then substitute the approximation (A.3) of the path integral in the for-
mula (2.6) to obtain the approximation
u˜∗(t, x) = −
〈
(R⊤R)−1B(t, x)⊤
∂
∂X˜t1
E(t1, X˜t1 , . . . , tn+1, X˜tn+1)
∣∣∣∣X˜t1 = x
〉
of the optimal control, where 〈 · |X˜t1 = x˜t1〉 denotes expectation value with
respect to the probability measure
P(X˜t2 ∈ dx˜t2 , . . . , X˜tn+1 ∈ dx˜tn+1 |X˜t1 = x˜t1) =
Z˜(t, x)−1
(
n∏
j=1
1√
det(2πσ2∆tj)
)
exp
(
− 1
λ
E(t1, x˜t1 , . . . , tn+1, x˜tn+1)
)
dx˜t2 . . . dx˜tn+1 .
List of frequently used notation and symbols
1IS the indicator function of a set S; 1IS(s) = 1 if s lies in S and 1IS(s) = 0
otherwise, page 74
λ a positive real number, such that σσ⊤ = λ(R⊤R)−1, page 11
A a differential operator (A = A u for control u = 0), page 11
A
u a differential operator (under control u), page 10
φ the end cost function, page 8
σ a full rank matrix that multiplies the noise in the dynamics; σσ⊤ is
the covariance matrix of the noise over unit time intervals, page 9
X˜ a discrete time approximation of the process X, page 139
a⊤ the transpose of a vector or matrix a, page 9
B a full rank matrix-valued function that is multiplied with the control
in the controlled dynamics, page 8
b the autonomous dynamics, page 8
Cu the cost-to-go (under control u), page 8
E the energy function, page 140
J the optimal expected cost-to-go or value function, page 10
Ju the expected cost-to-go (under control u), page 10
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144 List of frequently used notation and symbols
R a full rank matrix that is multiplied with the control in the cost-to-go,
page 8
T the end time, page 8
u the control, page 8
u∗ the optimal control, page 11
V the path cost function, page 8
W W = {Wt : 0 ≤ t ≤ T} is a Wiener process, page 9
Wt the Wiener process W at time t, page 9
X X = {Xt : 0 ≤ t ≤ T} is the process of the uncontrolled state over
time, page 8
Xu Xu = {Xut : 0 ≤ t ≤ T} is the process of the controlled state over
time, page 8
Xut the controlled state at time t, page 8
Xt the uncontrolled state at time t, page 8
Z the logarithmic transformation of the value function J , page 11
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Summary
This thesis concentrates on the application of path integral control theory.
Path integral control theory is a theory of control problems that have a solu-
tion given by a path integral. These problems are a special kind of stochastic
optimal control problems in continuous time and space. They are of par-
ticular interest since there exist several efficient methods to approximately
compute path integrals, and thereby the solution to the control problems,
whereas optimal control problems in general are complex and computation-
ally demanding to solve. Depending on the considered application area new
problems of an applied nature are encountered and solved, the theory of path
integral control is expanded, or a predictive model is obtained.
Multi-agent systems
The first application area that we consider is that of optimally controlling
collaborative multi-agent systems (MASs), see chapter 3. We focus on MASs
in which the agents have to distribute themselves over a number of target
locations, and where the agents’ dynamics are independent in the case where
they perform no control. We show that the optimal control for the MAS is a
weighted sum of single-agent to single-target controls. The collaborative as-
pect of the control problem then equals a standard graphical model inference
problem, which is the main source of computational cost if the single-agent to
single-target controls are easy to compute, for example when they have closed
form expressions. This cost is exponential in the treewidth of the graph. The
treewidth of the graph equals the total number of agents at most, but it is
much smaller when each agent bases its choice of target on the state of few
other agents only.
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In chapter 4 we further develop the application of path integral control to
collaborative MASs. Whereas in chapter 3 we considered control problems
that allowed exact inference of the optimal control, we now look at MASs
where exact inference is intractable. Approximate inference becomes neces-
sary when the single-agent to single-target controls do not have closed form
expressions. These controls we express in terms of path integrals, which we
infer using Metropolis-Hastings sampling. The collaborative aspect in the
control problem is again equivalent to a graphical model inference problem.
Exact inference of the latter is no longer tractable when the treewidth of
the graph is large, and instead we apply a naive mean field approximation
or belief propagation for approximate inference. This allows us to control
MASs with up to 80 agents and an equal number of target locations.
State constrained systems
A common situation in control problems is where the state space is con-
strained, for example by the presence of obstacles. In chapter 5 we study the
control inference and simulation of path integral control problems with state
constraints. We introduce an adaptive time discretization scheme for the
simulation of the control problems in discrete time. An adaptive time dis-
cretization is required, because otherwise there is a possibility of violating the
state constraints, which is equivalent to a worst performance. For the control
inference we use Hybrid Monte Carlo (HMC) sampling. We compare with
a conventional control inference approach that is based on linear-quadratic
approximation, and show that control inference by HMC sampling performs
significantly better at higher noise levels.
Risk sensitive control
Conventional path integral control is about minimizing the expected cost. It
assumes that the certainty equivalent, i.e., the maximal price one is willing
to pay for sure rather than the uncertain cost associated to the control prob-
lem, equals the expected cost. This assumption of equality can be dropped
by instead minimizing an expected exponentially weighted cost. The res-
ulting control problem then has a certainty equivalent higher or lower than
the expected cost, depending on the sign of the exponential weight, and it is
known as a risk sensitive control problem. In chapter 6 we show that path
integral control generalizes to the risk sensitive setting, requiring no addi-
tional assumptions. We demonstrate risk sensitive path integral control on
problems beyond the linear-quadratic case, showing the intricate interaction
of multi-modal control with risk sensitivity.
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Human motor behaviour
In chapter 7 we apply path integral control theory to the modelling of human
motor behaviour. We analyse data from target-directed control tasks under
uncertainty with a predetermined duration. The tasks were performed by
human subjects who were given a minimum of information to perform the
task. We describe the data by optimal feedback control models that optimize
both control effort and the loss that penalizes for deviations from the target.
Depending on whether the loss is measured at the end of the task only or
also prior to the ending, the control model predicts a behaviour where the
target is reached at the end time or earlier, respectively. We find these two
kinds of behaviour to be in accordance with that of human subjects when the
goal is to reach a target in the presence of uncertainty: some subjects reach
the target earlier, others later. The robustness of the model over tasks is
demonstrated by its predictive quality in a second task where subjects have
to choose between two targets.
Samenvatting
Dit proefschrift concentreert zich op de toepassing van padintegraal controle
theorie. Padintegraal controle theorie is een theorie van controle problemen
die een oplossing hebben in termen van een padintegraal. Deze problemen
zijn een speciaal geval van stochastische optimale controle problemen in con-
tinue tijd en ruimte. Ze zijn van bijzonder belang aangezien er verschillende
efficiente methoden zijn voor het bij benadering uitrekenen van padintegra-
len, en daarmee de oplossing van het controle probleem, terwijl optimale
controle problemen in het algemeen complex zijn en computationeel duur
om op te lossen. Afhankelijk van het betreffende toepassingsgebied worden
nieuwe problemen van toegepaste aard aangetroffen en opgelost, de theorie
van padintegraal controle uitgebreid, of een voorspellend model verkregen.
Multi-agent systemen
Het eerste toepassingsgebied dat we beschouwen is dat van de optimale con-
trole van coo¨peratieve multi-agent systemen (MASs), zie hoofdstuk 3. We
concentreren ons op MASs waarin de agenten zich moeten verdelen over een
aantal doel locaties, en waarbij de dynamica van de agenten onafhankelijk
zijn in het geval waarin ze geen controle uitoefenen. We laten zien dat de
optimale controle voor het MAS een gewogen som is van enkele-agent naar
enkel-doel controles. Het samenwerkingsaspect van het controle probleem
is dan gelijk aan een standaard grafisch model inferentie probleem, wat de
voornaamste bron van computationele kosten is indien de enkele-agent naar
enkel-doel controles gemakkelijk uit te rekenen zijn, bijvoorbeeld wanneer zij
gesloten uitdrukkingen hebben. Deze kosten zijn exponentieel in de ‘tree-
width’ van de graaf. De ‘treewidth’ van de graaf is hooguit gelijk aan het
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totaal aantal agenten, maar ze is veel kleiner wanneer iedere agent zijn keuze
van doel baseert op de toestand van slechts enkele andere agenten.
In hoofdstuk 4 ontwikkelen we de toepassing van padintegraal controle
op coo¨peratieve MASs verder. Waar in hoofdstuk 3 we ons bezig hielden
met controle problemen die exacte inferentie van de optimale controle toe-
lieten, beschouwen we nu MASs waarbij exacte inferentie niet meer haalbaar
is. Benaderende inferentie wordt noodzakelijk wanneer de enkele-agent naar
enkel-doel controles geen gesloten uitdrukking hebben. Deze controles druk-
ken we uit in termen van padintegralen, welke we bij benadering bepalen
gebruikmakende van Metropolis-Hastings sampling. Het samenwerkingsas-
pect in het controle probleem is wederom equivalent aan een grafisch model
inferentie probleem. Exacte inferentie van laatstgenoemde is niet meer mo-
gelijk wanneer de ‘treewidth’ van de graaf groot is, en in plaats daarvan
passen we een ‘naive mean field’ benadering of ‘belief propagation’ toe voor
een benaderende inferentie. Dit stelt ons in staat om MASs te controleren
bestaande uit 80 agenten en een gelijk aantal doel locaties.
Systemen met een beperkte toestandsruimte
Een veel voorkomende situatie in controle problemen is dat de toestands-
ruimte beperkt is, bijvoorbeeld door de aanwezigheid van obstakels. In
hoofdstuk 5 bestuderen we de controle inferentie en simulatie van padin-
tegraal controle problemen met beperkingen in hun toestandsruimte. We
introduceren een adaptieve tijdsdiscretizatie voor de simulatie van controle
problemen in discrete tijd. Een adaptieve tijdsdiscretizatie is nodig, aan-
gezien zonder deze er een mogelijkheid bestaat dat de toestandbeperkingen
geschonden worden, wat gelijk is aan een ergst mogelijke situatie. Voor de
inferentie van de controle gebruiken we Hybrid Monte Carlo (HMC) sam-
pling. We vergelijken dit met een conventionele controle inferentie methode
die gebaseerd is op een lineair-kwadratische benadering, en we laten zien dat
controle inferentie door middel van HMC sampling significant beter presteert
bij hogere ruis niveaus.
Risico gevoelige controle
Conventionele padintegraal controle minimaliseert de verwachte kosten. Het
veronderstelt dat het ‘certainty equivalent’, dat wil zeggen, de maximale
prijs die men bereid is te betalen met zekerheid in plaats van de onzekere
kosten die geassocieerd zijn met het controle probleem, gelijk is aan de ver-
wachte kosten. Deze veronderstelling kan achterwege gelaten worden door in
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plaats daarvan een verwachte gee¨xponentieerde gewogen kosten te minimali-
seren. Het resulterende controle probleem heeft dan een ‘certainty equivalent’
hoger of lager dan de verwachte kosten, afhankelijk van het teken van het
gee¨xponentieerde gewicht, en het staat bekend als een risico gevoelig controle
probleem. In hoofdstuk 6 laten we zien dat padintegraal controle generali-
seert naar een risico gevoelige situatie zonder dat extra aannames nodig zijn.
We demonstreren risico gevoelige padintegraal controle op problemen buiten
het lineair-kwadratische kader, en we laten daarbij de intrinsieke interactie
zien tussen multi-modale controle en risico gevoeligheid.
Menselijk motor gedrag
In hoofdstuk 7 passen we padintegraal controle theorie toe op het modelleren
van menselijk motor gedrag. We analyseren data van doel-gerichte controle
taken in de aanwezigheid van onzekerheid en met een vooraf vastgestelde
duur. De taken zijn uitgevoerd door proefpersonen die een minimum aan
informatie kregen om de taak uit te voeren. We beschrijven de data door
middel van een optimale controle model met terugkoppeling dat zowel de
kosten voor controle minimaliseert als de kosten voor afwijkingen van het
doel. Afhankelijk van of de kosten voor afwijking van het doel slechts aan
het einde van de taak worden gemeten of ook voor het einde van de taak,
voorspelt het controle model een gedrag waarbij het doel wordt bereikt op
het einde van de taak respectievelijk eerder. We vinden dat deze twee soor-
ten van gedrag overeenstemmen met dat van de proefpersonen wanneer de
doelstelling is om op het doel te komen terwijl er onzekerheid in het spel
is: sommige proefpersonen komen eerder op het doel, anderen later. We de-
monsteren de robuustheid van het model over taken door zijn voorspellende
waarde in een tweede controle taak waarbij proefpersonen moeten kiezen uit
twee doel locaties.
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