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We investigate the quantum dynamics of two bosons, trapped in a two-dimensional harmonic trap,
upon quenching arbitrarily their interaction strength thereby covering the entire energy spectrum.
Utilizing the exact analytical solution of the stationary system we derive a closed analytical form of
the expansion coefficients of the time-evolved two-body wavefunction, whose dynamics is determined
by an expansion over the postquench eigenstates. The emergent dynamical response of the system
is analyzed in detail by inspecting several observables such as the fidelity, the reduced one-body
densities and the radial probability of the relative wavefunction in both real and momentum space.
It is found that when the system is initialized in its bound state it is perturbed in the most efficient
manner compared to any other initial configuration. Moreover, starting from an interacting ground
state the two-boson response is enhanced for quenches towards the non-interacting limit.
I. INTRODUCTION
Ultracold quantum gases provide an excellent and
highly controllable testbed for realizing a multitude of
systems without the inherent complexity of their con-
densed matter counterparts [1]. Key features of ultracold
atoms include the ability to manipulate their interparti-
cle interactions by employing Feshbach resonances [2, 3],
to tune the dimensionality of the system [4, 5], as well
as to trap few-body ensembles possessing unique proper-
ties [6–8]. Two-dimensional (2D) systems are of partic-
ular interest due to their peculiar scattering properties,
the emergent phase transitions, such as the Berezinskii-
Kosterlitz-Thouless transition [9–14] and the existence of
long-range thermal fluctuations in the homogeneous case.
These thermal fluctuations in turn prohibit the develop-
ment of a condensed phase, but can allow the occurence
of a residual quasi-ordered state [15].
One among the few solvable quantum problems, is the
system of two ultracold atoms confined in an isotropic
harmonic oscillator. Here the two atoms interact via a
contact pseudo-potential where only s-wave scattering is
taken into account [16], an approximation which is valid
at ultralow temperatures where two-body interactions
dominate [17]. The stationary properties of this system
have been extensively studied for various dimensionali-
ties and for arbitrary values of the coupling strength [18–
20]. Generalizations have also been reported including,
for instance, the involvement of anisotropic traps [21],
higher partial waves [22] and very recently long-range in-
teractions [23]. Remarkably enough, exact solutions of
few-body setups have also been obtained regarding the
stationary properties of three harmonically trapped iden-
tical atoms in all dimensions [24–28].
A quench of one of the intrinsic system’s parameters is
the most simple way to drive it out-of-equilibrium [29].
Quenches of 87Rb condensates confined in a 2D pancake
geometry have been employed, for instance, by chang-
ing abruptly the trapping frequency to excite collective
breathing modes [30, 31] in line with the theoretical pre-
dictions [32, 33]. Also, oscillations of the density fluctu-
ations being reminiscent of the Sakharov oscillations [34]
have been observed by quenching the interparticle repul-
sion. Furthermore, it has been shown that the dynamics
of an expanding Bose gas when switching off the external
trap leads to the fast and slow equilibration of the atomic
sample in one- and two-spatial dimensions respectively
[35]. Turning to two harmonically trapped bosons, the
existing analytical solutions have been employed in or-
der to track the interaction quench dynamics mainly in
one- [36–38], but also in three-dimensional systems [39].
Focusing on a single dimension, an analytical expression
regarding the eigenstate transition amplitudes after the
quench has been derived [36]. Moreover, by utilizing the
Bose-Fermi mapping theorem [40, 41] a closed form of
the time-evolved two-body wavefunction for quenches to-
wards the infinite interaction strength has been obtained
[38], observing also a dynamical crossover from bosonic
to fermionic properties.
Besides these investigations the interaction quench dy-
namics of the two-boson system in two spatial dimen-
sions employing an analytical treatment has not been
addressed. Here, the existence of a bound state for all
interaction strengths might be crucial giving rise to a very
different dynamics compared to its one-dimensional ana-
logue. Also, regarding the strongly interacting regime
the Bose-Fermi theorem does not hold. Therefore it is
not clear whether signatures of fermionic properties can
be unveiled although there are some suggestions for their
existence [42, 43]. The present investigation will enable
us to unravel the role of the different eigenstates for the
dynamical response of the system and might inspire fu-
ture studies examining state transfer processes [44, 45]
which are currently mainly restricted to one-dimensional
setups.
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2In this work we study the interaction quench dynam-
ics of two harmonically confined bosons in two spatial
dimensions for arbitrary interaction strengths. To set
the stage, we briefly review the analytical solution of the
system for an arbitrary stationary eigenstate and discuss
the corresponding two-body energy eigenspectrum [18].
Subsequently, the time-evolving two-body wavefunction
is derived as an expansion over the postquench eigen-
states of the system with the expansion coefficients ac-
quiring a closed form. The quench-induced dynamical
response of the system is showcased via inspecting the
fidelity evolution. The underlying eigenstate transitions
that predominantly participate in the dynamics are iden-
tified in the fidelity spectrum [46–48]. It is found that
initializing the system in its ground state, characterized
by finite interactions of either sign, it is driven more ef-
ficiently out-of-equilibrium when employing an interac-
tion quench in the vicinity of the non-interacting limit.
Due to the interaction quench the two bosons perform a
breathing motion, visualized in the temporal evolution of
the single-particle density and the radial probability in
both real and momentum space. These observables de-
velop characteristic structures which signal the participa-
tion of the bound and energetically higher-lying excited
states of the postquench system. Moreover, it is shown
that the system’s dynamical response crucially depends
on the initial state and in particular starting from an en-
ergetically higher excited state, the system is perturbed
to a lesser extent, and a fewer amount of postquench
eigenstates contribute in the dynamics [49–53]. However,
if the quench is performed from the bound state the sys-
tem is perturbed in the most efficient manner compared
to any other initial state configuration. Finally, we ob-
serve that quenching the system from its ground state at
zero interactions towards the infinitely strong ones the
time-evolved wavefunction becomes almost orthogonal to
the initial one at certain time intervals.
This work is structured as follows. In Sec. II we in-
troduce our setup, provide a brief summary of its energy
spectrum and most importantly derive a closed form of
the time-evolved wavefunction discussing also basic ob-
servables. Subsequently, we investigate the interaction
quench dynamics from attractive to repulsive interactions
in Sec. III and vice versa in Sec. IV as well as from zero
to infinitely large coupling strengths in Sec. V. We sum-
marize our results and provide an outlook in Sec. VI.
II. THEORETICAL FRAMEWORK
A. Setup and its stationary solutions
We consider two ultracold bosons trapped in a 2D
isotropic harmonic trap. The interparticle interaction is
modeled by a contact s-wave pseudo-potential, which is
an adequate approximation within the ultracold regime.
The Hamiltonian of the system, employing harmonic os-
cillator units (~ = m = ω = 1), reads
H = 1
2
2∑
i=1
[−∇2i + r2i ]+ 2Vpp(r1 − r2), (1)
where r1 and r2 denote the spatial coordinates of each
boson. Note that the prefactor 2 is used for later con-
venience in the calculations. The contact regularized
pseudo-potential can be expressed as [54]
Vpp(r) = − piδ(r)
ln(AaΛ)
(
1− ln(AΛr)r ∂
∂r
)
, (2)
with Λ being an arbitrary dimensionful parameter pos-
sessing the dimension of a wavevector and A = eγ/2
where γ = 0.577 . . . is the Euler-Mascheroni constant.
We remark that the parameter Λ does not affect the value
of any observable or the energies and eigenstates of the
system as it has been shown in [14, 54]. Furthermore,
the 2D s-wave scattering length is given by a.
To proceed, we perform a separation of variables in
terms of the centre-of-mass, R = 1√
2
(r1 + r2), and the
relative coordinates ρ = 1√
2
(r1 − r2). Employing this
separation, the Hamiltonian (1) acquires the form H =
HCM +Hrel with
HCM = −1
2
∇2R +
1
2
R2 and
Hrel = −1
2
∇2ρ +
1
2
ρ2 + Vpp(ρ). (3)
As a result, the Schro¨dinger equation can be casted
into the form HΨ(r1, r2) = EΨ(r1, r2). Here the to-
tal energy of the system has two contributions, namely
E = ECM + Erel, and the system’s wavefunction is a
product of a centre-of-mass and a relative coordinate
part i.e. Ψ(r1, r2) = ΨCM(R)Ψrel(ρ). Since the centre-
of-mass hamiltonian Hrel is interaction independent [see
Eq. (3)] its eigenstates correspond to the well-known
non-interacting 2D harmonic oscillator states [55]. We
assume that the centre-of-mass wavefunction takes the
form ΨCM(R) =
e−R
2/2√
pi
, namely the non-interacting
ground state of the 2D harmonic oscillator. Since we
are interested in the interaction quench dynamics of the
two interacting bosons we omit the centre-of-mass wave-
function in what follows for simplicity. Following the
above-mentioned separation of coordinates, the problem
boils down to solving the relative part of the Hamilto-
nian, Hrel, which is interaction dependent. For this pur-
pose, we assume an ansatz for the relative wavefunction,
which involves an expansion over the non-interacting en-
ergy eigenstates of the 2D harmonic oscillator
ϕn,m(ρ, θ) =√
n!
piΓ(n+ |m|+ 1)e
−ρ2/2ρ|m|L(m)n (ρ
2)eimθ.
(4)
3In this expression, Γ(n) is the gamma function while L
(m)
n
refer to the generalized Laguerre polynomials of degree
n and value of angular momentum m. Also, ρ = (ρ, θ)
where ρ is the relative polar coordinate and θ is the rel-
ative angle. The energy of the non-interacting 2D har-
monic oscillator eigenstates in harmonic oscillator units
is Erel,n,m = 2n + |m| + 1 [55]. Within our relative co-
ordinate wavefunction ansatz [see Eq. (5) below] we will
employ, however, only those states that are affected by
the pseudo-potential and thus have a non-vanishing value
at ρ = 0. These are the states with bosonic symmetry
m = 0, i.e. zero angular momentum. The states with
odd m are fermionic, since under the exchange θ → θ−pi,
they acquire an extra minus sign due to the term eimθ.
Therefore, the ansatz for the relative wavefunction reads
Ψrel(ρ) =
∞∑
n=0
cnϕn(ρ), (5)
where the summation is performed over the principal
quantum number n and we omit the angle θ since only
the states with m = 0 are taken into account. In or-
der to determine the expansion coefficients cn, we plug
Eq. (5) into the Schro¨dinger equation that Hrel satisfies
and project the resulting equation onto the state ϕ∗n′(ρ).
Following this procedure we arrive at
cn′(Erel,n′ − Erel) = piϕ
∗
n′(0)
ln(AaΛ)
×
[(
1− ln(
√
2AΛρ)ρ
∂
∂ρ
) ∞∑
n=0
cnϕn(ρ)
]
ρ→0
.
(6)
The right hand side of Eq. (6) is related to a normal-
ization factor of the relative wavefunction |Ψrel〉. Indeed
it has been shown [18, 36] that the coefficients take the
form cn = A1
ϕ∗n(0)
Erel,n−Erel , with A1 =
2
√
pi√
ψ(1)
(
1−Erel
2
) be-
ing a normalization constant and ψ(1)(z) the trigamma
function.
By inserting this expression of cn into Eq. (5), we
can determine the relative wavefunction. This can be
achieved by making use of the generating function of the
Laguerre polynomials i.e.
∑∞
n=0 t
nLn(x) =
1
1−te
− tx1−t .
Thus, the relative wavefunction takes the form
Ψrel,νi(ρ) =
Γ(−νi)√
piψ(1)(−νi)
e−ρ
2/2U(−νi, 1, ρ2), (7)
where U(a, b, z) refers to the confluent hypergeometric
function of the second type (also known as Tricomi’s
function) and 2νi + 1 is the energy of the i = 0, 1, . . . in-
teracting eigenstate [56]. In what follows we will drop the
subscript rel and denote these relative coordinate states
by |Ψνi〉.
To find the energy spectrum of Hrel, we employ Eq.
(6) along with the form of cn,i =
√
piϕ∗n(0)
(n−νi)
√
ψ(1)(−νi)
. Note
that in order to determine the right hand side of Eq. (6),
we make use of the behavior of the relative wavefunction
(7) close to ρ = 0. In this way, we obtain the following
algebraic equation regarding the energy of the relative
coordinates, 2νi + 1,
ψ(−νi) = ln
(
1
2a2
)
+ 2 ln 2− 2γ, (8)
where ψ(x) is the digamma function. Note here that a
different form of the algebraic Eq. (8) can be found in
[18] and stems from a different definition of the scattering
length a [19]. It is also important to emphasize that the
energy spectrum given by Eq. (8) is independent of the
form of the pseudo-potential, Vpp(r), i.e. independent of
Λ, A, or any short range potential, as long as its range
is much smaller than the harmonic oscillator length [19].
Denoting a0 ≡ a2eγ , the algebraic Eq. (8) can be casted
into the simpler form ψ(−νi) = ln
(
1
2a20
)
. To simplify
the notation, next, we omit the subscript from a0. Also,
we define the interparticle interaction strength to be g =
ln( 12a2 )
−1 [5, 13, 18, 19, 57, 58].
The energy Erel of the two bosons as a function of the
interparticle interaction strength is presented in Fig. 1.
As it can be seen, for g = 0 Erel has the simple form
Erel,n = 2n+ 1, and thus we recover the non-interacting
energy spectrum of a 2D harmonic oscillator with zero an-
gular momentum [17, 55]. In this case the energy spacing
between two consecutive eigenenergies is independent of
n, i.e. ∆E = Erel,n+1 − Erel,n = 2. For repulsive (at-
tractive) interactions, the energy is increased (lowered)
with respect to its value at g = 0. Also and in contrast
to the one-dimensional case, there are bound states |Ψν0〉
in both interaction regimes. The presence of these bound
states can be attributed to the existence of the centripetal
term − 14r2 , in the 2D radial Schro¨dinger equation [55],
which supports a bound state even for weakly attractive
potentials, in contrast to the 3D case [12, 59]. To fur-
ther appreciate the influence of these bound states we
also provide in the insets of Fig. 1 their radial proba-
bilities 2piρ|Ψ|2 [12] for various interaction strengths. In
the repulsive regime of interactions (right panel) the full-
width-at-half-maximum of 2piρ|Ψ|2 is smaller than the
one of the attractive regime (left panel). This behav-
ior is caused by the much stronger energy of the bound
state at g > 0 compared to the g < 0 case. For large
interaction strengths, |g| > 8, the widths of 2piρ|Ψ|2 tend
to be the same. Another interesting feature of the 2D
energy spectrum is the occurrence of a boundary signi-
fying a crossover from the bound to the ground state
(ν0 → ν1) at g = −0.51, see the corresponding vertical
line in Fig. 1. This crossover is captured, for instance,
by 2piρ|Ψ|2 which changes from a delocalized [e.g. at
g = 0.3] to a localized [e.g. at g = −1] distribution.
The existence of this boundary affects the labeling of all
the states and therefore νi becomes νi+1 as it is crossed
from the attractive towards the repulsive side of interac-
tions. For repulsive interactions the energy of the bound
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FIG. 1. Energy spectrum of two bosons trapped in a 2D harmonic trap for varying interaction strength g. The insets show the
radial probability of the bound states for different attractive (left panel) and repulsive (right panel) interactions. The black
solid horizontal lines indicate the asymptotic values of the energy determined by ψ(−νi) = 0, in the limit of strong interactions.
The black solid vertical line at g = −0.51 marks the boundary at which the bound state for negative interaction strengths
becomes the ground state for g > −0.51.
state diverges at g = 0 as −1/a2 [59] or as −2e1/g in
terms of the interparticle strength, while it approaches its
asymptotic value for very strong interactions [see Fig. 1].
The two bound states share the same asymptotic value
Erel = −1.923264 at g → ±∞. We also note that the
states |Ψνi〉 with i 6= 0, approach their asymptotic values
faster ( being close to their asymptotic value already for
g = 2) than the bound states. The asymptotic values
are determined via the algebraic equation ψ(−νi) = 0.
Moreover, it can be shown that approximately the posi-
tive energy in the infinite interaction limit is given by the
formula Erel ≈ 2n+ 1− 2ln(n) +O
(
(lnn)−2
)
when n 1
[56].
B. Time-evolution of basic observables
To study the dynamics of the two harmonically
trapped bosons, we perform an interaction quench start-
ing from a stationary state of the system, |Ψinνi(0)〉, at
gin to the value gf . The time-evolution of the system’s
initial wavefunction reads
|Ψνi(t)〉 = e−iHˆt |Ψinνi(0)〉
=
∑
j
e−i(2ν
f
j +1)t |Ψfνj 〉 〈Ψfνj 〉Ψinνi(0), (9)
where |Ψfνj 〉 denotes the j-th eigenstate of the postquench
Hamiltonian Hˆ with energy (2νfj + 1). Note that the
indices in and f indicate that the corresponding quanti-
ties of interest refer to the initial (prequench) and final
(postquench) state of the system respectively. Moreover,
the overlap coefficients, 〈Ψfνj 〉Ψinνi(0), between the initial
wavefunction and a final eigenstate |Ψfνj 〉 determine the
degree of participation of this postquench eigenstate in
the dynamics. Recall also here that the centre-of-mass
wavefunction, ΨCM(R), is not included in Eq. (9) since
the latter is not affected by the quench [see also Sec. II A]
and therefore does not play any role in the description of
the dynamics.
It can be shown that initializing the system in the
eigenstate |Ψinνi〉 at gin, the probability to occupy the
eigenstate |Ψfνj 〉 after the quench is given by
dνfj ,νini
≡ 〈Ψfνj 〉Ψinνi =
Γ(−νini )Γ(−νfj )√
ψ(1)(−νini )ψ(1)(−νfj )
×
×
∫ ∞
0
dre−rU(−νini , 1, r)U(−νfj , 1, r)
=
Γ(−νfj )G3233
(
1 0 0 −νfj
0 0 −1− νini
)
Γ(−νini )
√
ψ(1)(−νini )ψ(1)(−νfj )
, (10)
with Gp,qm,n
(
z a1, . . . ap
b1, . . . bq
)
being the Meijer G-function
[60]. Remarkably enough, the coefficients dνfj ,νini
can also
be expressed in a much simpler form if we make use of the
ansatz of Eq. (5). Indeed, by employing the orthonor-
mality properties of the non-interacting eigenstates ϕn(ρ)
and the explicit expression of the expansion coefficients
5appearing in the ansatz (5), the overlap coefficients be-
tween a final and the initial eigenstate reads
dνfj ,νini
=
[
1
gf
− 1gin
]
(νini − νfj )
√
ψ(1)(−νini )ψ(1)(−νfj )
. (11)
It should be emphasized here that this is a closed form
of the overlap coefficients and the only parameters that
need to be determined are the energies, which are deter-
mined from the algebraic equation (8). As a result in
order to obtain the time-evolution of |Ψinνi(0)〉 we need to
numerically evaluate Eq. (9) which is an infinite summa-
tion over the postquench eigenstates denoted by |Ψfνj 〉. In
practice this infinite summation is truncated to a finite
one with an upper limit which ensures that the values
of all observables have been converged with respect to a
further adding of eigenstates.
Having determined the time-evolution of the system’s
wavefunction [Eq. (9)] enables to determine any observ-
able of interest in the course of the dynamics. To inspect
the dynamics of the system from a single-particle per-
spective we monitor its one-body density
ρ(1)(r1, t) =
∫
dr2Ψ˜(r1, r2; t)Ψ˜
∗(r1, r2; t)
=
e−(x
2+y2)
pi2
∑
j,k
e2i(ν
f
j −νfk )tΓ(−νfk )Γ∗(−νfj )dνfk ,νini d
∗
νfj ,ν
in
i√
ψ(1)(−νfk )ψ(1)∗(−νfj )
×
×
∫ ∞
−∞
dzdwe−z
2−w2U∗
(
−νfj , 1, (x− z)2/2 + (y − w)2/2
)
U
(
−νfk , 1, (x− z)2/2 + (y − w)2/2
)
. (12)
In this expression, the total wavefunction
of the system is denoted by Ψ˜(r1, r2) =
ΨCM(R(r1, r2), t)Ψrel,νi(ρ(r1, r2), t) [61]. To arrive
at the second line of Eq. (12) we have expressed the
relative, ρ2 = 12 (r
2
1 +r
2
2−2r1 ·r2), and the centre-of-mass
coordinates, R2 = 12 (r
2
1 + r
2
2 + 2r1 · r2), in terms of the
Cartesian coordinates (r1, r2) and integrated out the
ones pertaining to the other particle. In particular, we
adopted the notation r1 = (x, y) and r2 = (z, w) for the
coordinates that are being integrated out. Moreover,
the integral Iνfj ,ν
f
k
appearing in the last line of Eq. (12)
can be further simplified by employing the replacements
z′ = x − z ,w′ = y − w and then express the new
variables in terms of polar coordinates. The emergent
angle integration can be readily performed and the
integral with respect to the radial coordinate becomes
Iνfj ,ν
f
k
= 2pie−(x
2+y2)
∫∞
0
dr re−r
2
I0
(
2r
√
x2 + y2
)
×
× U∗
(
−νfj , 1, r
2
2
)
U
(
−νfk , 1, r
2
2
)
. (13)
Here, I0(x) is the zeroth order modified Bessel function
of the first kind [56, 60].
Another interesting quantity which provides informa-
tion about the state of the system on the two-body level
is the radial probability of the relative wavefunction
B(ρ, t) = 2piρ|Ψ(ρ, t)|2. (14)
It provides the probability density to detect two bosons
for a fixed time instant t at a relative distance ρ. It can
be directly determined by employing the overlap coeffi-
cients of Eq. (11). Moreover, the corresponding radial
probability in momentum space reads
C(k, t) = 2pik|Ψ(k, t)|2. (15)
Here, the relative wavefunction in momentum space is
obtained from the two dimensional Fourier transform
Ψ(k, t) = 2pi
∫ ∞
0
dρ ρΨ(ρ, t)J0(2piρk) , (16)
where J0(x) is the zeroth order Bessel function.
To estimate the system’s dynamical response after the
quench we resort to the fidelity evolution F (t). It is de-
fined as the overlap between the time-evolved wavefunc-
tion at time t and the initial one [62], namely
F (t) = 〈Ψ(0)| e−iHˆt |Ψ(0)〉
=
∑
j
e−i(2ν
f
j +1)t|dνfj ,νini |
2.
(17)
Evidently, F (t) is a measure of the deviation of the sys-
tem from its initial state [36]. In what follows, we will
make use of the modulus of the fidelity, |F (t)|. Most
importantly, the frequency spectrum of the modulus of
the fidelity F (ω) = 1√
2pi
∫∞
−∞ dt |F (t)|eiωt grants access
to the quench-induced dynamical modes [46, 47, 63–65].
Indeed, the emergent frequencies appearing in the spec-
trum correspond to the energy differences of particular
postquench eigenstates of the system and therefore en-
able us to identify the states that participate in the dy-
namics (see also the discussion below).
Having analyzed the exact solution of the two bosons
trapped in a 2D harmonic trap both for the stationary
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FIG. 2. (a) Fidelity evolution of the two bosons following
an interaction quench from gin = −1 and |Ψinν1〉 to various
postquench interaction strengths. (b) Fidelity evolution at
representative postquench interaction strengths (see legend).
and the time-dependent cases, we subsequently explore
the corresponding interaction quench dynamics. In par-
ticular, we initialize the system into its ground state
|Ψinν1〉 for attractive interactions and perform interaction
quenches towards the repulsive regime (Sec. III) and vice
versa (Sec. IV).
III. QUENCH DYNAMICS OF TWO
ATTRACTIVE BOSONS TO REPULSIVE
INTERACTIONS
We first study the interaction quench dynamics of two
attractively interacting bosons confined in a 2D isotropic
harmonic trap. More specifically, the system is ini-
tially prepared in its corresponding ground state |Ψinν1〉 at
gin = −1. At t = 0 we perform an interaction quench to-
wards the repulsive interactions letting the system evolve.
Our main objective is to analyze the dynamical response
of the system and identify the underlying dominant mi-
croscopic mechanisms.
A. Dynamical response
To examine the dynamical response of the system af-
ter the quench we employ the corresponding fidelity evo-
lution |F (t)| [see Eq. (17)]. Figure 2 (a) shows |F (t)|
for various postquench interaction strengths gf . We ob-
serve the emergence of four distinct dynamical regions
where the fidelity exhibits a different behavior. In re-
gion I, −1 < gf < −0.27, |F (t)| performs small ampli-
tude oscillations in time [see also |F (t)| for gf = −0.5
in Fig. 2 (b)] and therefore the system remains essen-
tially unperturbed. Note that the oscillation period is
slightly smaller than pi [see also the discussion below],
e.g. see Fig. 2 (b) for gf = −0.5. Entering region II,
−0.27 < gf < 0.8, the system departs significantly from
its initial state since |F (t)| exhibits large amplitude os-
cillations in time (see the blue lobes in Fig. 2 (a) within
region II) deviating appreciably from unity [see also Fig.
2 (b) at gf = 0.5]. A more careful inspection of |F (t)|
reveals that it oscillates with at least two frequencies,
namely a faster and a slower one. Indeed, |F (t)| oscil-
lates rapidly (fast frequency) within a large amplitude
envelope of period ' pi (slow frequency). Within region
III, 0.8 < gf < 2.7, the oscillation amplitude of |F (t)|
becomes smaller when compared to region II. Most im-
portantly, we observe the appearance of irregular minima
and maxima in |F (t)| being shifted with time [Fig. 2 (b)
at gf = 1]. For strong interactions, 2.7 < gf < 10,
we encounter region IV in which |F (t)| > 0.9 performs
small amplitude oscillations that resemble the ones al-
ready observed within region I [Fig. 2 (b) at gf = 7].
An important difference with respect to region I is that
the oscillations of |F (t)| are faster and there is more than
one frequency involved, compare |F (t)| at gf = −0.5 and
gf = 7 in Fig. 2 (b).
To gain more insights onto the dynamics, we next
resort to the frequency spectrum of the fidelity F (ω),
shown in Fig. 3 (a) for a varying postquench interac-
tion strength. This spectrum provides information about
the contribution of the different postquench states that
participate in the dynamics. Indeed, the square of the
fidelity [see Eq. (17)] can be expressed as
|F (t)|2 =
∑
j
|dνfj ,νin1 |
4
+ 2
∑
j 6=k
|dνfj ,νin1 |
2|dνfk ,νin1 |
2 cos(ωνfj ,ν
f
k
t),
(18)
where dνfj ,νin1
are the overlap coefficients between the
initial (prequench) |Ψinν1〉 and the final (postquench)
|Ψfνj 〉 eigenstates. The corresponding overlap coeffi-
cients |dνfj ,νin1 |
2 for an increasing postquench interaction
strength are presented in Fig. 3 (b). Moreover, the
frequencies ωνfj ,ν
f
k
are determined by the energy differ-
ences between two distinct eigenstates of the postquench
Hamiltonian, namely ωνfj ,ν
f
k
= 2(νfj − νfk ) ≡ ωνj ,νk with
j 6= k. Note also that the amplitudes of the frequencies
[encoded in the colorbar of Fig. 3 (a)] mainly depend
on the product of their respective overlap coefficients,
i.e. |dνfj ,νin1 |
2|dνfk ,νin1 |
2. Finally, the values of the frequen-
cies ωνj ,νk along with the coefficients |dνfj ,νin1 |
2 [Fig. 3
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FIG. 3. (a) The fidelity spectrum F (ω) after an interac-
tion quench from gin = −1 to different final interaction
strengths gf . (b) The corresponding largest overlap coeffi-
cients |d
ν
f
j ,ν
in
1
|2 (see legend). The black dashed vertical line
at gf = −0.51 marks the boundary at which the bound state
for negative interaction strengths becomes the ground state
for gf > −0.51, see also Fig. 1. The inset presents a magni-
fication of |d
ν
f
j ,ν
in
1
|2 for −1 ≤ gf ≤ −0.4 .
(b)] determine the dominantly participating postquench
eigenstates [36, 46, 47, 63].
Focusing on region I we observe that in F (ω) there are
two frequencies, hardly visible in Fig. 3 (a). The most
dominant one corresponds to ων1,ν0 for −1 < gf < −0.51
and to ων2,ν1 for −0.51 < gf < −0.27. It is larger than 2
giving thus rise to a period of |F (t)| smaller than pi. The
fainter one corresponds to ων2,ν1 for −1 < gf < −0.51
and to ων3,ν2 for −0.51 < gf < −0.27. For reasons of
clarity let us mention that each of these frequencies, of
course, coincide with the corresponding energy difference
between the respective eigenstates of the system’s eigen-
spectrum [Fig. 1]. Recall that at gf = −0.51 indicated
by the vertical line in Fig. 3 [see also Fig. 1], the la-
beling of the eigenstates changes and e.g. the frequency
ων1,ν0 becomes ων2,ν1 . As it can be seen from Fig. 3 (a)
ων1,ν0 decreases for increasing g
f which is in accordance
with the behavior of the energy gap ων1,ν0 = 2(ν
f
1 − νf0 )
in the system’s eigenspectrum [Fig. 1]. Turning to re-
gion II, a multitude of almost equidistant frequencies ap-
pears. This behavior is clearly captured in the vicinity
of gf = 0, where the energy difference between consec-
utive eigenenergies exhibits an almost equal spacing of
the order of ∆E ' 2 [see also Fig. 1]. To characterize
the observed frequency branches in terms of transitions
between the system’s eigenstates we determine the cor-
responding overlap coefficients dνfj ,νin1
shown in Fig. 3
(b) and also the respective eigenstate energy differences
known from the eigenspectrum of the system [Fig. 1].
In this way, we identify the most prominent frequency
ων2,ν1 appearing in F (ω) which is near ω ≈ 2. Addi-
tionally, a careful inspection of Fig. 3 (b) reveals that
there is a significant decrease of |dνf2 ,νin1 |
2 for a larger
gf and subsequently energetically higher excited states
come into play, e.g. |Ψfν3〉. These latter contributions
give rise to the appearance of energetically higher fre-
quencies in F (ω). Indeed the bound state, |Ψfν0〉, pos-
sesses a non-negligible population already for gf > 0.27
[Fig. 3 (b)] giving rise to the frequency branch ων1,ν0
that at gf ≈ 0.54 has a quite large value of approxi-
mately 14.9 and decreases rapidly as gf increases. Of
course, this behavior stems directly from the energy gap
between the bound, |Ψfν0〉, and the ground, |Ψfν1〉, states
as it can be easily confirmed by inspecting the eigenspec-
trum [Fig. 1]. In the intersection between regions II and
III, ων1,ν0 becomes degenerate with the other frequency
branches [see the black circles in Fig. 3 (a)], e.g. ων4,ν1
in the vicinity of gf = 1 and ων3,ν1 close to g
f = 3 [Fig.
3 (a)]. The aforementioned frequency branches are much
fainter when compared to ων1,ν0 , since the overlap coef-
ficients between the relevant eigenstates are small, e.g.
|dνf3 ,νin1 |
2 < |dνf0 ,νin1 |
2 [Fig. 3 (b)]. Finally in region IV,
there are mainly two dominant frequencies, namely ων1,ν0
and ων2,ν1 , that acquire constant values as g
f increases.
Indeed, in this region |dνf1 ,νin1 |
2, |dνf0 ,νin1 |
2 and |dνf2 ,νin1 |
2
are the most significantly populated coefficients [Fig. 3
(b)], which in turn yield these two frequencies.
B. Role of the initial state
To investigate the role of the initial eigenstate in the
dynamical response of the two bosons, we consider an
interaction quench from gin = −1 to gf = 1 but initializ-
ing the system at energetically different excited states i.e.
|Ψinνk〉, k > 1, and the bound state |Ψinν0〉. In particular,
Fig. 4 (a) illustrates |F (t)| with a prequench eigenstate
being the bound state, the first, the third, the fifth and
the seventh excited state. In all cases, |F (t)| exhibits an
irregular oscillatory motion as in the case of |Ψinν1〉, see
also Fig. 2 (b). Evidently, for an energetically higher
initial eigenstate (but not the bound state) |F (t)| takes
larger values and therefore the system is less perturbed.
However, when the two bosons are prepared in the bound
state, |Ψinν0〉, of the system then |F (t)| drops to smaller
values as compared to the case of energetically higher
initial states and the system becomes more perturbed.
The impact of the initial state on the oscillation ampli-
tude of |F (t)| is reflected on the values of the correspond-
ing overlap coefficients that appear in the expansion of
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FIG. 4. (a) Fidelity evolution when performing a quench from
gin = −1 to gf = 1 starting from energetically higher excited
states |Ψinνk 〉, k > 1, as well as the bound state |Ψinν0〉 (see leg-
end). The corresponding fidelity spectrum when initializing
the system in (b) |Ψinν4〉 and (c) |Ψinν8〉. In all cases the system
consists of two bosons trapped in a 2D harmonic potential.
the fidelity in Eq. (18). More precisely, when an overlap
coefficient possesses a dominant population with respect
to the others then |F (t)| exhibits a smaller oscillation
amplitude than in the case where at least two overlap
coefficients possess a non negligible population. For con-
venience and in order to identify the states that take part
in the dynamics, we provide the relevant overlap coeffi-
cients, |dνfj ,νink |
2, for the quench gin = −1 → gf = 1 in
Table I for various initial eigenstates |Ψinνk〉. Indeed, an
initial energetically higher-lying excited state results in
the dominant population of one postquench state while
the other states exhibit a very small contribution, e.g.
see the last column of Table I. For this reason an initially
energetically higher excited state leads to a smaller oscil-
lation amplitude of |F (t)|. Moreover, the large frequency
oscillations appearing in |F (t)| are caused by the presence
of several higher than first order eigenstate transitions as
e.g. ων6,ν4 , ων7,ν4 , ων4,ν0 in the case of starting from |Ψinν4〉
[Fig. 4 (b)]. The transition mainly responsible for these
large frequency oscillations of |F (t)| involves the bound
state |Ψfν0〉. Indeed, by inspecting |F (t)| of different ini-
|d
ν
f
j ,ν
in
0
|2 |d
ν
f
j ,ν
in
2
|2 |d
ν
f
j ,ν
in
4
|2 |d
ν
f
j ,ν
in
6
|2 |d
ν
f
j ,ν
in
8
|2
νfj = ν0 0.7896 0.0367 0.0147 - -
νfj = ν1 0.1214 0.0198 - - -
νfj = ν2 0.0351 0.8765 - - -
νfj = ν3 0.0163 0.0464 0.0187 - -
νfj = ν4 0.0092 0.0092 0.9078 - -
νfj = ν5 - - 0.0351 0.0164 -
νfj = ν6 - - - 0.9249 -
νfj = ν7 - - - 0.0286 0.0145
νfj = ν8 - - - - 0.9358
νfj = ν9 - - - - 0.0243
TABLE I. Overlap coefficients |d
ν
f
j ,ν
in
i
|2 for the quench from
gin = −1 to gf = 1 starting from various excited states,
namely |Ψinν0〉, |Ψinν2〉, |Ψinν4〉, |Ψinν6〉, and |Ψinν8〉. Only the coef-
ficients with a value larger than 0.9% are presented.
tial configurations shown in Fig. 4 (a) we observe that
starting from energetically higher excited states such that
νj > ν4 the respective contribution of |Ψfν0〉 diminishes
[see also Table I] leading to a decay of the amplitude of
these large frequency oscillations of |F (t)|. The afore-
mentioned behavior becomes evident e.g. by comparing
|F (t)| for νin2 and νin8 in Fig 4 (a).
On the other hand, in order to unveil the participat-
ing frequencies in the dynamics of |F (t)| we calculate its
spectrum |F (ω)|, shown in Figs. 4(b), (c). We observe
that starting from an energetically higher excited state
several frequencies, referring to different eigenstate tran-
sitions, are triggered. Most of these frequencies which
refer to different initial states almost coincide e.g. ων5,ν4
with ων9,ν8 , since the energy gap of the underlying eigen-
states is approximately the same [see also Fig. 1]. They
possess however a distinct amplitude. Additionally, there
are also distinct contributing frequencies e.g. compare
ων4,ν0 with ων8,ν0 . The latter are in turn responsible
for the dependence of the oscillation period of |F (t)| on
the initial eigenstate of the system. Finally, let us note
that if the system is quenched to other final interaction
strengths (not shown here for brevity reasons), across the
four dynamical regions identified in Fig. 2(a), then |F (t)|
follows a similar pattern as discussed in Fig. 4 (a).
C. One-body density evolution
To monitor the dynamical spatial redistribution of
the two atoms after the quench at the single-particle
level, we next examine the evolution of the one-body
density ρ(1)(x, y, t) [Eq. (12)]. Figures 5 (a)-(f) de-
pict ρ(1)(x, y, t) following an interaction quench from
gin = −1 to gf = 1 when the system is initialized in its
ground state configuration |Ψinν1〉. Note that the shown
time-instants of the evolution lie in the vicinity of the
local minima and maxima of the fidelity [see also Fig. 2
(b)], where the system deviates strongly and weakly from
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FIG. 5. (a)-(f) Time-evolution of the one-body density fol-
lowing an interaction quench from gin = −1 to gf = 1. The
system of two bosons is initialized in its ground state, |Ψinν1〉,
trapped in a 2D harmonic oscillator. (g)-(j) The correspond-
ing one-body densities for the pre- and postquench eigenstates
(see legends) whose overlap coefficients are the dominant ones
for the specific quench.
its initial state respectively. Overall, we observe that the
atoms undergo a breathing motion manifested as a con-
traction and expansion dynamics of ρ(1)(x, y, t), see for
instance the increase of the density close to x = y = 0
[Figs. 5 (b), (c)] and its subsequent spread [Figs. 5 (d),
(e)]. To provide further hints on the dynamical super-
position [49, 50, 53] of states we show in Figs. 5 (g)-(j)
the corresponding ρ(1)(x, y, t = 0) of the initial state,
i.e. |Ψinν1〉, and the densities of the three most significant,
in terms of the overlap coefficients, final states namely
|Ψfν1〉 , |Ψfν0〉 and |Ψfν2〉. Comparing these ρ(1)(x, y, t = 0)
with the ρ(1)(x, y, t) we can deduce that during evolu-
tion the one-body density of the system is mainly in a
superposition of the |Ψfν1〉 and the |Ψfν0〉. The excited
state |Ψfν2〉 has a smaller contribution to the dynamics
of ρ(1)(x, y, t) [e.g. see Fig. 5 (e)] compared to the other
states.
D. Evolution of the radial probability
In order to gain a better understanding of the nonequi-
librium dynamics of the two bosons, we also employ the
time-evolution of the radial probability of the relative
wavefunction B(ρ, t) [Eq. (14)]. Recall that this quan-
tity provides the probability density of finding the two
bosons at a distance ρ apart for a fixed time-instant.
The dynamics of B(ρ, t) after a quench from gin = −1
to gf = 1, starting from |Ψinν1〉, is illustrated at selected
time-instants in Fig. 6 (a). We can infer that the emer-
gent breathing motion of the two bosons is identified via
the succession in time of a single [e.g. at t = 0.46, 1.31]
and a double peak [e.g. at t = 0.84, 2.63] structure in the
dynamics of B(ρ, t). Here, the one peak is located close
to ρ = 0 and the other close to the harmonic oscillator
length (unity in our choice of units). Moreover, by com-
paring B(ρ, t) [Fig. 6 (a)] with ρ(1)(x, y, t) [Fig. 5] sug-
gests that a double peak structure in B(ρ, t) refers to an
expansion of ρ(1)(x, y, t) [e.g. at t = 6.09], while a single
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FIG. 6. (a) Time-evolution of the radial probability, B(ρ, t),
of the two atoms at selected time-instants (see legend) for an
interaction quench from gin = −1 to gf = 1 starting from
the ground state |Ψinν1〉. The inset illustrates B(ρ) of the ini-
tial state and different postquench eigenstates (see legend).
(b) Temporal evolution of the corresponding radial probabil-
ity in momentum space, C(k, t) at specific time-instants (see
legend). The inset depicts C(k) of the initial state and various
postquench eigenstates (see legend).
peaked B(ρ, t) corresponds to a contraction of ρ(1)(x, y, t)
[e.g. at t = 1.31]. Indeed, for a double peak structure of
B(ρ, t), its secondary maximum always occurs at slightly
larger radii than the maximum of a single peak distribu-
tion of B(ρ, t), possessing also a more extended tail. This
further testifies the expanding (contracting) tendency of
the cloud in the former (latter) case. To reveal the mi-
croscopic origin of the structures building upon B(ρ, t)
we also calculate this quantity [see the inset of Fig. 6
(a)] for the states |Ψinν1〉, |Ψfν1〉, |Ψfν0〉 and |Ψfν2〉 that pri-
marily contribute to the dynamics in terms of the over-
lap coefficients [see also Fig. 3 (b)]. Indeed, comparing
B(ρ, t) [Fig. 6 (a)] with B(ρ) of the stationary eigenstates
[inset of Fig. 6 (a)], enables us to deduce that B(ρ, t) re-
sides mainly in a superposition of the ground (|Ψfν1〉), the
bound (|Ψfν0〉) and the first excited (|Ψfν2〉) eigenstates.
Also, it can be clearly seen that the main contribution
stems from the ground state, while the other two states
possess a smaller contribution. In particular, the partic-
ipation of the bound state can be inferred due to the ex-
istence of the peak close to ρ = 0, which e.g. for t = 0.84
becomes prominent, whereas the presence of the excited
state |Ψfν2〉 is discernible from the spatial extent of theB(ρ, t) e.g. at t = 2.63 [Fig. 6 (a)].
10
To showcase the motion of the two atoms in momen-
tum space we invoke the evolution of the radial proba-
bility in momentum space C(k, t) [66] illustrated in Fig.
6 (b) for the quench gin = −1 → gf = 1 starting from
|Ψinν1〉. We observe that in the course of the dynamics
a pronounced peak close to k = 0 and a secondary one
located at values of larger k appear in C(k, t). Moreover,
the breathing motion in momentum space is manifested
by the lowering and raising of the zero momentum peak
accompanied by a subsequent enhancement or reduction
of the tail of C(k, t), as shown e.g. at t = 0.84, 6.09. Note
also that the tail of C(k, t) decays in a much slower man-
ner compared to the tail of B(ρ, t). Indeed, the latter
decays asymptotically as ∼ e−ρ2 [see also Eq. (7)] while
by fitting the tail of C(k, t) we observe a decay law ∼ 1/k3
(not shown here for brevity reasons) [67]. Additionally, in
order to unveil the corresponding superposition of states
that contribute to the momentum distribution, the inset
of Fig. 6 (b) presents C(k) of the postquench eigenstates
that possess the most significantly populated overlap co-
efficients [see also Fig. 3 (b)]. As it can be seen, the
bound state (|Ψfν0〉) exhibits a broad momentum distri-
bution with a tail that extends to large values of k, while
C(k) of the ground state (|Ψfν1〉) contributes the most and
has a main peak around k = 0. On the other hand, the
excited state (|Ψfν2〉) contributes to a lesser extent, and
its presence is mainly identified when the momentum dis-
tribution exhibits two nodes, e.g. at t = 2.63.
IV. QUENCH DYNAMICS OF TWO
REPULSIVE BOSONS TO ATTRACTIVE
INTERACTIONS
As a next step, we shall investigate the interaction
quench dynamics of two initially repulsive bosons towards
the attractive side of interactions. In particular, through-
out this section we initialize the system in its ground state
configuration |Ψinν1〉 at gin = 1 (unless it is stated other-
wise) and perform an interaction quench to the attractive
side of the spectrum.
A. Dynamical response
In order to study the dynamical response of the sys-
tem, we invoke the fidelity evolution [Eq. (17)] shown in
Fig. 7 (a) with respect to gf . We observe the appear-
ance of three different dynamical regions, in a similar
fashion with the response of the reverse quench scenario
discussed in Section III A. Within region I, 0.35 < gf < 1,
|F (t)| undergoes small amplitude oscillations [see also
Fig. 7 (b)] and the system remains close to its initial
state. However, in region II characterized by −2.36 <
gf < 0.35 the system becomes significantly perturbed
since overall |F (t)| oscillates between unity and zero. For
instance, see |F (t)| in Fig. 7 (b) at gf = −0.2 where
e.g. at t ' pi/2, 3pi/2 |F (t)| ' 0.07. Region III where
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FIG. 7. (a) Fidelity evolution of two bosons after an interac-
tion quench from |Ψinν1〉 at gin = 1 to different final interaction
strengths gf . (b) Time-evolution of the fidelity for selected
postquench interaction strengths (see legend).
−10 < gf < −2.36 incorporates the intermediate and
strongly attractive regime of interactions. Here, |F (t)|
oscillates with a small amplitude, while its main differ-
ence compared to region I is that the oscillation period
is larger. Another interesting feature of |F (t)| is that as
we enter deeper into region III the oscillation amplitude
decreases and the corresponding period becomes smaller
(see also the discussion below).
To identify the postquench eigenstates that participate
in the nonequilibrium dynamics of the two bosons, we
next calculate the fidelity spectrum F (ω) [Fig. 8 (a)] as
well as the most notably populated overlap coefficients
|dνfj ,νin1 |
2 [Fig. 8 (b)] for a varying postquench interac-
tion strength. In region I we observe the occurrence of a
predominant frequency, namely ων2,ν1 , in F (ω). This fre-
quency is associated with the notable population of the
coefficients |dνf1 ,νin1 |
2 and |dνf2 ,νin1 |
2 [Fig. 8 (b)]. Recall
that the amplitude of the frequency peaks appearing in
F (ω) depends on the participating overlap coefficients,
as it is explicitly displayed in Eq. (18). Entering re-
gion II there is a multitude of contributing frequencies,
the most prominent of them being ων2,ν1 . The appear-
ance of the different frequencies is related to the fact that
in this regime |dνf1 ,νin1 |
2 drops significantly for more at-
tractive interactions accompanied by the population of
other states such as |Ψfν2〉 and |Ψfν3〉 [see Fig. 8 (b)].
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FIG. 8. (a) Frequency spectrum of the fidelity, F (ω), when
performing an interaction quench from gin = 1 to various fi-
nal interaction strengths. (b) The corresponding most signif-
icantly contributing overlap coefficients |d
ν
f
j ,ν
in
1
|2. The black
dashed vertical line at gf = −0.51 indicates the boundary at
which the bound state for negative interactions becomes the
ground state for gf > −0.51, see also Fig. 1.
It is important to remember here that at the vertical
line gf = −0.51 [see also Fig. 1] there is a change in
the labeling of the eigenstates, resulting in the alteration
of the frequencies from ωνj ,νk to ωνj−1,νk−1 when cross-
ing this line towards the attractive regime. In region
III there are essentially two excited frequencies, namely
ων1,ν0 and ων2,ν1 . The former is the most dominant since
here the mainly contributing states are |Ψfν1〉, |Ψfν0〉 as
it can be seen from Fig. 8 (b). Note also that ων1,ν0
increases for decreasing gf , a behavior that reflects the
increasing energy gap in the system’s energy spectrum
[Fig. 1]. On the other hand, the amplitude of ων2,ν1 is
weaker and essentially fades away for strong attractive
interactions. This latter behavior can be attributed to
the fact that the contribution of the |Ψfν2〉 state in this
region decreases substantially.
B. Role of the initial state
In order to expose the role of the initial state for
the two-boson dynamics, we explore interaction quenches
from gin = 1 towards gf = −1 but initializing the system
in various excited states |Ψinνk〉, k > 1, or the bound state
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FIG. 9. (a) Fidelity evolution of the two bosons when per-
forming a quench from gin = 1 to gf = −1 starting from var-
ious excited states (see legend). The fidelity spectrum when
the system is initially prepared in (b) |Ψinν4〉 and (c) |Ψinν8〉.
|Ψinν0〉. The emergent dynamical response of the system
as captured via |F (t)| is depicted in Fig. 9 (a) starting
from the bound, the first, the third, the fifth and the
seventh excited state. Inspecting the behavior of |F (t)|
we can infer that the system becomes more perturbed
when it is prepared in an energetically lower excited state
since the oscillation amplitude of |F (t)| increases accord-
ingly, compare for instance |F (t)| for νin2 and νin6 . More-
over, starting from the bound state the system is sig-
nificantly perturbed compared to the previous cases and
|F (t)| showcases an irregular oscillatory behavior. This
pattern is maintained if the quench is performed to other
values of gf which belong to the attractive regime (not
shown here for brevity reasons). Recall that a similar
behavior of |F (t)| occurs for the reverse quench process,
see Sec. III B and also Fig. 4 (a).
The above-mentioned behavior of the fidelity evolu-
tion can be understood via employing the corresponding
overlap coefficients |dνfj ,νink |
2, see also Eq. (18). As al-
ready discussed in Sec. III B, the fidelity remains close
to its initial value in the case that one overlap coefficient
dominates with respect to the others and deviates signif-
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|2
νfj = ν0 0.7896 0.0351 0.0092 - -
νfj = ν1 0.0729 0.0556 - - -
νfj = ν2 0.0367 0.8765 0.0092 - -
νfj = ν3 0.0221 0.0198 0.0399 - -
νfj = ν4 0.0147 - 0.9078 - -
νfj = ν5 - - 0.0175 0.0315 -
νfj = ν6 - - - 0.9248 -
νfj = ν7 - - - 0.0154 0.0262
νfj = ν8 - - - - 0.9357
νfj = ν9 - - - - 0.0138
TABLE II. The most significantly populated overlap coeffi-
cients, |d
ν
f
j ,ν
in
k
|2, for the quench from gin = 1 to gf = −1
initializing the system at various initial states. Only the co-
efficients with a value larger than 0.9% are shown.
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FIG. 10. (a)-(f) Snapshots of the one-body density evolu-
tion following an interaction quench from |Ψinν1〉 at gin = 1 to
gf = −0.2. (g)-(j) The corresponding one-body densities for
different stationary eigenstates (see legend), that possess the
largest overlap coefficients.
icantly from unity when at least two overlap coefficients
possess a notable population. The predominantly popu-
lated overlap coefficients, |dνfj ,νink |
2, are listed in Table II
when starting from different initial eigenstates |Ψinνk〉. A
close inspection of this Table reveals that starting from an
energetically higher excited state leads to a lesser amount
of contributing overlap coefficients with one among them
becoming the dominant one. This behavior explains the
decreasing tendency of the oscillation amplitude of |F (t)|
for an initially energetically higher excited state, e.g.
compare |F (t)| of |Ψinν2〉 and |Ψinν6〉 in Fig. 9 (a). Ac-
cordingly, an initially lower (higher) lying excited state
results in a larger (smaller) amount of excitations and
thus to more (less) contributing frequencies. The latter
can be readily seen by resorting to the fidelity spectrum
|F (ω)| show in Figs. 9 (b) and (c) when starting from
|Ψinν4〉 and |Ψinν8〉 respectively.
C. One-body density evolution
To visualize the nonequilibrium dynamics of the two-
bosons, we next monitor the time-evolution of the one-
body density [Eq. (12)] depicted in Figs. 10 (a)-(f) for
a quench from |Ψinν1〉 at gin = 1 to gf = −0.2. Note that
the time-instants portrayed in Fig. 10 refer to roughly
the minima and maxima of the respective fidelity evo-
lution [see Fig. 7 (b)]. Overall, the atomic cloud per-
forms a breathing motion during evolution, namely it
expands and contracts in a periodic manner. Moreover,
we deduce that when the fidelity is minimized [e.g. at
t = 1.5, 4.53, 7.54], the one-body density expands [Figs.
10 (a), (c) and (e)], while for the case of a maximum
fidelity ρ(1)(x, y, t) contracts [Figs. 10 (b), (f)]. To un-
derstand which states are imprinted in ρ(1)(x, y, t) we
further show in Figs. 10 (g)-(j) ρ(1)(x, y, t = 0) of the
initial state |Ψinν1〉 and the three most significantly popu-
lated, according to the overlap coefficients |dνfj ,νin1 |
2, final
states i.e. |Ψfν1〉, |Ψfν2〉 and |Ψfν3〉 [52, 53]. Comparing the
ρ(1)(x, y, t = 0) of these stationary states with ρ(1)(x, y, t)
it becomes evident that during evolution ρ(1)(x, y; t) is
mainly in a superposition of the ground state [Fig. 10
(i)] and the first excited state [Fig. 10 (h)].
D. Evolution of the radial probability
As a next step, we examine the evolution of the ra-
dial probability B(ρ, t) [Eq. (14)] presented in Fig. 11
(a) for a quench from |Ψinν1〉 and gin = 1 to gf = −0.2.
Note that the snapshots of B(ρ, t) depicted in Fig. 11
(a) correspond again to time-instants at which the fi-
delity evolution exhibits local minima and maxima [see
also Fig. 7 (b)]. We observe that when |F (t)| is mini-
mized, e.g. at t = 1.50, 4.00, 7.74, B(ρ, t) shows a double
peak structure around ρ ≈ 0.5 and ρ ≈ 2 respectively.
However, for times that correspond to a maximum of the
fidelity, e.g. at t = 3.1, 6.17, B(ρ, t) deforms to a single
peak distribution around ρ ≈ 1.2. To relate this alter-
nating behavior of B(ρ, t) with the breathing motion of
the two bosons we can infer that when B(ρ, t) possesses a
double peak distribution the cloud expands while in the
case of a single peak structure it contracts, see also Fig.
10. It is also worth mentioning here that for the times at
which B(ρ, t) exhibits a double peak structure there is a
quite significant probability density tail for ρ > 1.5. This
latter behavior is a signature of the participation of en-
ergetically higher-lying excited states as we shall discuss
below.
Indeed, the inset of Fig. 11 (a) depicts B(ρ) of the ini-
tial (|Ψinν1〉) and the postquench (|Ψfν1〉 and |Ψfν2〉) states
that have the major contribution for this specific quench
in terms of the overlap coefficients [see also Fig. 8 (b)].
Comparing B(ρ, t) with B(ρ) we can deduce that mainly
the ground, |Ψfν1〉, and the first excited, |Ψfν2〉, states of
the postquench system are imprinted in the dynamics of
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FIG. 11. (a) Temporal evolution of the radial probability,
B(ρ, t), upon considering a quench from gin = 1 to gf = −0.2
starting from the ground state, |Ψinν1〉. The inset shows B(ρ) of
the prequench state |Ψinν1〉 and of the postquench eigenstates
|Ψfν1〉, |Ψfν2〉 with the most relevant overlap coefficients. (b)
The corresponding C(k, t) of (a). The inset presents C(k) of
the |Ψinν1〉 and of the |Ψfν1〉, |Ψfν2〉.
the relative density. More specifically, |Ψfν2〉 gives rise to
the enhanced tail of B(ρ, t) [Fig. 11 (a)], while the partic-
ipation of |Ψfν1〉 (possessing also the major contribution)
leads to the central peak of B(ρ, t) close to ρ = 0.
The radial probability in momentum space [66], C(k, t),
is shown in Fig. 11 (b) for selected time instants of the
evolution following the quench gin = 1 → gf = −0.2.
We observe that C(k, t) exhibits always a two peak struc-
ture with the location and amplitude of the emergent
peaks being changed in the course of the evolution. In
particular, when the atomic cloud contracts e.g. at
t = 3.10, 9.19, see also Figs. 10 (b), (f), C(k, t) has a
large amplitude peak around k ≈ 0.1 and a secondary
one of small amplitude close to k ≈ 0.4. However, for an
expansion of the two bosons e.g. at t = 1.50 [Figs. 10
(a)] the radial probability in momentum space shows a
small and a large amplitude peak around k ≈ 0.05 and
k ≈ 0.3 respectively. Moreover, the momentum distribu-
tion during evolution is mainly in a superposition of the
ground |Ψfν1〉 and the first excited state |Ψfν2〉, see in par-
ticular the inset of Fig. 11 (b) which illustrates C(k) of
these stationary states. As it can be readily seen, |Ψfν2〉
is responsible for the secondary peak of C(k, t) at higher
momenta, while the ground state contributes mainly to
the peak close to k = 0.
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FIG. 12. Fidelity evolution when applying an interaction
quench gin = 0 → gf = ∞. The system is initialized in
different eigenstates (see legend).
V. QUENCH FROM ZERO TO INFINITE
INTERACTIONS
Up to now we have discussed in detail the interaction
quench dynamics of two bosons trapped in a 2D harmonic
trap for weak, intermediate and strong coupling in both
the attractive and the repulsive regime. Next, we aim at
briefly analyzing the corresponding interaction quench
dynamics from gin = 0 to gf =∞. We remark here that
when the system is initialized at gin = 0 the formula of
Eq. (11) is no longer valid and the overlap coefficients
between the eigenstates |Ψinνi〉 and |Ψfνj 〉 are given by
dνfj ,νini
=
2Γ(−νfj )√
ψ(1)(−νfj )
∫ ∞
0
dr re−r
2
U(−νfj , 1, r2)Lνini (r
2)
=
1
(νini − νfj )
√
ψ(1)(−νfj )
. (19)
The dynamical response of the system after such a
quench [gin = 0 → gf = ∞] as captured by the fidelity
evolution [Eq. (17)] is illustrated in Fig. 12 when con-
sidering different initial states |Ψinνk〉. Evidently, when
the system is initialized in its ground state |Ψinν1〉, |F (t)|
performs large amplitude oscillations. The latter im-
plies that the time-evolved wavefunction becomes almost
orthogonal to the initial one at certain time intervals
and as a consequence the system is significantly per-
turbed. Also, it can directly be deduced by the fidelity
evolution that when the system is prepared in an ener-
getically higher excited state it is less perturbed since
the oscillation amplitude of |F (t)| is smaller, e.g. com-
pare |F (t)| for |Ψinν1〉 and |Ψinν5〉. This tendency which
has already been discussed in Secs. III B and IV B can
be explained in terms of the distribution of the ampli-
tude of the overlap coefficients, see also Eq. (18). In-
deed, if there is a single dominant overlap coefficient
then |F (t)| ≈ 1, while if more than one overlap coef-
ficients possess large values |F (t)| deviates appreciably
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FIG. 13. (a) Radial probability, B(ρ, t), at specific time-
instants of the evolution following an interaction quench
gin = 0→ gf =∞. The system is prepared in its ground state
|Ψinν1〉. The inset illustrates B(ρ) of the initial state |Ψinν1〉 and
some of the postquench eigenstates |Ψfν0〉, |Ψfν1〉 and |Ψfν2〉.
(b) Time-evolution of the corresponding radial probability in
momentum space, C(k, t). The inset shows C(k) of the ini-
tial state |Ψinν1〉 and of certain postquench eigenstates, namely
|Ψfν0〉, |Ψfν1〉 and |Ψfν2〉.
from unity. Here, for instance, the first two most domi-
nant overlap coefficients when starting from |Ψinν1〉 and
|Ψinν5〉 are |dνf0 ,νin1 |
2 = 0.4837, |dνf1 ,νin1 |
2 = 0.4402 and
|dνf4 ,νin5 |
2 = 0.6453, |dνf5 ,νin5 |
2 = 0.1894 respectively.
To further unravel the motion of the two bosons we
next employ the time-evolution of their radial probabil-
ity, B(ρ, t), in real space [see also Eq. (14)]. Figure
13 (a) shows snapshots of B(ρ, t) after an interaction
quench from |Ψinν1〉 at gin = 0 to gf = ∞. As it can
be seen for the time intervals that |F (t)| is minimized
[Fig. 12], e.g. at t = 0.78, 2.42, 5.61, B(ρ, t) exhibits a
pronounced peak close to ρ = 0 and a secondary one
at a larger radii ρ ≈ 1.5. However, when |F (t)| ≈ 1
(t = 1.62, 3.13, 8.04) B(ρ, t) shows a more delocalized dis-
tribution. To explain this behavior of B(ρ, t) we next
calculate B(ρ) of the initial state (i.e. |Ψinν1〉) and of the
postquench eigenstates that possess the most dominant
overlap coefficients, namely |Ψfν0〉, |Ψfν1〉 and |Ψfν2〉, fol-
lowing the above-described quench scenario [see the inset
of Fig. 13 (a)]. Comparing B(ρ, t) with B(ρ) we observe
that the bound state, |Ψfν0〉, gives rise to the prominent
peak close to ρ = 0 [see Fig. 13 (a)]. Moreover, the
states |Ψfν1〉 and |Ψfν2〉 are responsible for the emergent
spatial delocalization of B(ρ, t). Of course, the ground
state (|Ψfν1〉) plays a more important role here than the
first excited state (|Ψfν2〉), since |dνf1 ,νin1 |
2 = 0.4402 and
|dνf2 ,νin1 |
2 = 0.0406 respectively [see the inset of Fig. 13
(a)].
Turning to the dynamics in momentum space, Fig.
13 (b) presents C(k, t) at specific time-instants for the
quench gin = 0→ gf =∞ starting from the ground state
|Ψinν1〉. We observe that when the system deviates notably
from its initial state (i.e. t = 0.78, 2.42, 5.61) meaning
also that |F (t)|  1, then C(k, t) shows a two peak struc-
ture with the first peak located close to k = 0 and the
second one at k ≈ 0.4. Notice also here that the tail of
C(k, t) has an oscillatory behavior. On the other hand, if
|F (t)| is close to unity (e.g. at t = 1.62, 3.13, 8.04) where
also B(ρ, t) is spread out [Fig. 13 (a)], the corresponding
C(k, t) has a narrow momentum peak close to zero and a
fastly decaying tail at large k.
The inset of Fig. 13 (b) illustrates C(k) of the initial
eigenstate and some specific postquench ones which pos-
sess the largest contributions for the considered quench
according to the overlap coefficients. It becomes evident
that both the bound state, |Ψfν0〉, and the ground state,
|Ψfν1〉, of the postquench system are mainly imprinted inC(k, t). Indeed, the bound state has a broad momentum
distribution whereas the ground state possesses a main
peak close to k = 0. On the other hand, the first ex-
cited state (|Ψfν2〉) has a smaller contribution compared
to the previous ones and its presence can be discerned in
Fig. 13 (b) from the oscillatory tails of C(k, t) at large
momenta.
VI. CONCLUSIONS
We have explored the quantum dynamics of two bosons
trapped in an isotropic two-dimensional harmonic trap,
and interacting via a contact s-wave pseudo-potential.
As a first step, we have presented the analytical solution
of the interacting two-body wavefunction for an arbitrary
stationary eigenstate. We also briefly discuss the corre-
sponding two-body energy eigenspectrum covering both
the attractive and repulsive interaction regimes, show-
casing the importance of the existing bound state.
To trigger the dynamics we consider an interaction
quench from repulsive to attractive interactions and vice
versa as well as a quench from zero to infinite interac-
tions. Having the knowledge of the stationary properties
of the system the form of the time-evolving two-body
wavefunction is provided. Most importantly, we show-
case that the expansion coefficients can be derived in a
closed form and therefore the dynamics of the two-body
wavefunction can be obtained by numerically determin-
ing its expansion with respect to the eigenstates of the
postquench system. In all cases, the dynamical response
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of the system has been analyzed in detail and the un-
derlying eigenstate transitions that mainly contribute to
the dynamics have been identified in the fidelity spectrum
together with the system’s eigenspectrum.
We have shown that initializing the system in its
ground state, characterized by either repulsive or at-
tractive interactions, it is driven more efficiently out-of-
equilibrium, as captured by the fidelity evolution, when
performing an interaction quench towards the vicinity of
zero interactions. However, if we follow a quench towards
the intermediate or strong coupling regimes of either sign,
then the system remains close to its initial state. As a
consequence of the interaction quench the two bosons un-
dergo a breathing motion which has been visualized by
monitoring the temporal evolution of the single-particle
density and the radial probability, in both real and mo-
mentum space. The characteristic structures building
upon the above-mentioned quantities enable us also to
infer about the participation of energetically higher-lying
excited states of the postquench system.
To inspect the dependence of the system’s dynamical
response we have examined also quenches for a variety of
different initial states such as the bound state or an en-
ergetically higher excited state in both the repulsive and
attractive interaction regimes. It has been found that
starting from energetically higher excited states, the sys-
tem is perturbed to a lesser extent, and a fewer amount
of postquench eigenstates contribute in the emergent dy-
namics. A crucial role here is played by the bound state
of the postquench system, both in the attractive and the
repulsive regime, whose contribution is essentially dimin-
ished as we initialize the two bosons at higher excited
states. On the other hand, when the quench is performed
from the bound state, independently of the interaction
strength, the system is driven out-of-equilibrium in the
most efficient manner than any other initial state config-
uration.
Additionally, upon quenching the system from zero to
infinite interactions starting from its ground state the
time-evolved wavefunction becomes even orthogonal to
the initial one at certain time intervals. Again here, if
the two bosons are prepared in an energetically higher ex-
cited state then the system becomes more unperturbed.
Inspecting the evolution of the radial probability we have
identified that it mainly resides in a superposition of
the bound and the ground state alternating from a two
peaked structure to a more spread distribution.
There is a variety of fruitful directions to follow in fu-
ture works. An interesting one would be to consider two
bosons confined in an anisotropic two-dimensional har-
monic trap and examine the stationary properties of this
system in the dimensional crossover from two- to one-
dimensions. Having at hand such an analytical solution
would allow us to study the corresponding dynamics of
the system upon changing its dimensionality e.g. by con-
sidering a quench of the trap frequency in one of the spa-
tial directions which enable us to excite higher than the
monopole mode. Also one could utilize the spectra with
respect to the different anisotropy in order to achieve
controllable state transfer processes [44, 45]. Besides the
dimensionality crossover, it would be interesting to study
the effect of the presence of the temperature in the inter-
action quench dynamics examined herein. Finally, the
dynamics of three two-dimensional trapped bosons re-
quires further investigation. Even though the Efimov ef-
fect is absent in that case [68], the energy spectrum is
rich possessing dimer and trimer states [27] and the cor-
responding dynamics might reveal intriguing dynamical
features when quenching from one to another configura-
tion.
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