The development of reliable objective image quality assessment (IQA) metrics coordinate to the human"s perception is crucial in numerous image processing applications. State-of-art perceptual IQA methods focus on two techniques using the sensitivities of human visual system (HVS). One is perceptual pooling strategy in spatial domain while the other is multi-channel model in spectral domain. In this paper, we incorporate the two directions and propose a novel method which employs the interaction of spatial and frequency sensitivities of HVS. Experimental results demonstrate that the proposed metric achieves a better subjective perception consistent than those using Structural Similarity (SSIM), Multi-scale SSIM (MS-SSIM) and singular value decomposition (SVD). The metric also outperforms the methods only considering the spatial or spectral sensitivities of HVS.
Introduction
Image Quality Assessment (IQA) is an essential, meanwhile challenging work which has gained much interest in applications such as the choice of parameters in coding system, dynamic monitoring image quality and performance comparison of different image processing systems/algorithms. In the literature IQA can be classified as subjective and objective methods [1] . For human beings are the final users in most image processing environments, the subjective evaluation is the most straightforward and acceptable one. However it is cumbersome in practice as it is quite complex and time-consuming [2] . Therefore, it is important to develop an objective image quality technique that can estimate the image quality as closely as that of the subjective perception.
In the course of the last 30 years, a number of researchers have devoted to this open problem to develop reliable objective image distortion prediction methods, which can be roughly classified into three categories:
1. Mathematically convenient metrics, which adopt mathematical statistic to represent pixels distortions, e.g., mean Squared Error (MSE) and peak signal-to-noise ratio (PSNR) [3] . 2. HVS-based bionics metrics, which attempt to simulate well-modeled functionalities of the human visual system (HVS), such as the Daly and Lubin models [4] . 3. HVS-based engineering metrics, which consider the relationship of input and output of the HVS and model it as a "black box", e.g., Structural Similarity (SSIM) [5] , visual information fidelity (VIF) [6] and singular value decomposition (SVD) [7] . It is well-known that MSE and PSNR do not match well to the perceived visual quality [8] . A lot of drawbacks such as unreasonable assumption and suprathreshold problem also restrict further development of the bionics methods [9] . However, those engineering metrics have received widespread attention for lower complexity and better performance in the past few years [10] .
Recently, a lot of HVS characteristics have been considered to improve the assessment accuracy of these engineering methods. Most are focused on the sensitivities of HVS in the spatial or frequency domain. In the first approach, using the idea that different image regions have different image perceptual significances, the performance is improved by assigning visual importance weights to local distortions, e.g., entropy weighting [11] , local-contrast weighting [12] , saliency weighting [13] , information content weighting [14] and visual attention data based weighting [15] . The effect of different pooling strategies has been compared by Wang et al [16] . In the second approach, researchers predict image distortions in the frequency domain by using the well-known multi-channel model, i.e., a large number of neurons of the primary visual cortex are tuned to visual stimuli with specific spatial locations, frequencies and orientations [9] . A lot of signal representation methods including Gabor decomposition, steerable pyramid transform, wavelet transform, multiscale geometric analysis and compressive sensing have been introduced into the design of the IQA algorithms to mimic this effect [17] [18] [19] [20] [21] . All these metrics have been claimed to be correlated well with perceptual judgment.
However, all those aforementioned IQA methods only take into account the sensitivities of HVS in spatial or spectral domain separately. There isn"t any sufficient research concerning the interaction between them. It is intuitively obvious that those sensitivities are not contradictive to each other in the implementation of IQA algorithm. A multi-channel model based local IQA approach can be employed before the spatial pooling strategy. Furthermore, different image regions influence not only the perceptual significance, but also the visual behaviour that is depicted by the multi-channel model. To further improve the performance of IQA, it is important to employ the incorporation of these two properties of HVS. In this paper, we propose a novel IQA approach which incorporating the approaches of image content partition, multi-channel model and perceptual spatial pooling strategy. Experiments with the LIVE and CSIQ database show that the proposed method outperforms those state-of-art perceptual metrics such as Mean SSIM (MSSIM), Multi-scale SSIM (MS-SSIM) and singular value decomposition (SVD).
The rest of this paper is organized as follows. Section 2 describes the details of the proposed IQA metric. Experimental results compared with other metrics are presented in Section 3. Finally, the conclusion and future work of the paper are given in Section 4.
The Proposed IQA Metric
Conventional perceptual IQA methods just only consider the sensitivities of HVS in spatial or spectral domain. Actually they are not contradictive to each other in the implementation of IQA algorithm. A multi-channel model based local IQA approach can be employed before the spatial pooling strategy. Furthermore, different image contents affect both the perceptual importance and the visual behaviour. The influence of frequency domain sensitivities can be extremely different according to specific local image region. Generally, the multiple channel effect is significant enough only in the complex Figure 1 . The local-block-DCT transform of image 'Lena' areas such as structure and texture because those areas not only enjoy more complicated spectrums but also implicate most visual attention. A local spectrum analysis of image "Lena" is shown in figure 1 . It can be observed that the spectrum structure of patch A is much more abundant than patch B. Therefore, it will be a more reliable strategy to adopt different local quality measurements in different local regions
In this paper, a novel IQA approach is proposed by taking into account the interaction of the sensitivities of the spatial and spectral sensitivities of HVS. Firstly, an information content-based image partition algorithm is utilized to segment the image into complex and smooth areas. Then, a simple SSIM or a wavelet-based SSIM (WSSIM) is chosen for each local region according to the result of content classification to obtain local image qualities. Finally, the local image qualities are merged into a single quality score with a spatial pooling strategy based on the local structure information. The three stages are detailed in the following sub-sections.
Image Content Partition
In order to use different local quality measurements within variational local regions, an information content based-image content partition algorithm is employed to decompose the image into complex and smooth areas. The underlying justification is that high-complex image regions are likely to contain more information content [16] . Assume that the source power is and the channel noise power is . The received information can be computed as: (1) To keep the algorithm tractable, the local regions are obtained by applying a 16 × 16 sliding window which enjoys a half overlap between the neighbouring two. Assume that the source power of each block can be estimated as their variance, and the channel noise is set at unity for it is a known parameter. We also remove the front scalar constant, which has no effect on the following normalization process. Then the primitive local image complexity (IC) is given by:
(2) Here is the standard deviation of the ith block. Supposing is the maximum of the IC set of all the blocks. The normalized local image complexity is given in eq. (3) by the ratio of and .
The image content classification is carried out by using a chosen threshold as the following rules:  R1: If , then the block-i is considered as a complex region.  R2: Otherwise, the block-i is regarded as a smooth region. Figure 2 presents the result of such manipulation of image "Monarch". The threshold we adopt here is 0.7.
The selection of threshold will be discussed in section 3. 
Local Quality Assessment
Generally, the multiple channel effect is significant enough only in the complex image areas. Inspired by this idea, we utilize a wavelet-based SSIM (WSSIM) algorithm in those blocks belonging to the complex regions and a simple SSIM algorithm [5] in the smooth blocks to measure the local image quality (LIQ). Denoting the ith local 16 × 16 block of reference image and distorted image by and respectively, the LIQ of the ith block extracted from the reference and distorted image is given by:
is the normalized local image complexity of the ith block of the reference image and TH is the threshold for image content partition.
The wavelet transform (DWT) can dispose images into a set of independent and spatially oriented frequency subbands, which is similar to response feature of mammalian cortical simple cells. An N-level DWT can result in 3N+1 different frequency and orientation bands, LL, LH, HL, and HH. The WSSIM is developed based on this multi-channel model by comparing the luminance and contrast in LL subband and measuring the structure distortion in LH, HL, and HH subbands. Here we use a three-level DWT. Supposing the DWT transforms of and are and . The sequences of different frequency and orientation subbands yield:
The WSSIM is defined as:
(5) Where:
And:
Spatial Pooling Strategy
HVS processes local regions of image with different visual acuities and represents more sensitivities about the distortions that present in the structure areas such as edges. The authors in [22] propose a spatial pooling strategy by using the structure information of original image. From [23] we know that the properties of distorted images should also be included to measure the spatial importance. Following these ideas, we propose a local structure information-based weighing model for pooling. The original structure information is generated using the Sobel edge detection operator. In order to reduce the effect of texture, a 5×5 Gaussian smoothing filter, whose standard deviation is equal to the local statistic of smoothing window adaptively, is applied to smooth the image. Let and denote the structure information map of the original and the distorted images, and let E and G, respectively, be the Sobel operator and Gaussian smoothing filter. Then:
The local structure information weight of block-i is given by:
A spatial pooling strategy is performed subsequently to generate the final global scalar perceptual image quality (PIQ), which is shown in eq. (8) . Figure 3 shows the flow chat of the proposed algorithm. 
Experimental Results
We validate the proposed PIQ measure by comparing it with five standard state-of-art methods, i.e., PSNR, SVD [7] , MSSIM [5] , information content-weighted SSIM (IC-SSIM) [16] and MS-SSIM [24] , and two improved SSIM approaches that only employ the multi-channel model or spatial pooling strategy which is used in PIQ, i.e. ,block-based SSIM (BSSIM) and wavelet-based SSIM (WSSIM). The studies include a consistency experiment and a rationality experiment. At the beginning of this section, let we brief the experiment conditions first. The joint of subjective and objective study was undertaken by using the laboratory for image & video engineering (LIVE) [25, 26] database and Categorical Image Quality (CSIQ) database [27] , which comprise the most prevailing distortion types and a large number of distorted images. According to the video quality experts group (VQEG) phase Ⅱ TR-TV [28] , we report the Correlation Coefficient (CC), the root Mean Squared error (RMSE) and the Spearman rank correlation (SROCC) after a five-parameter logistic regression [24] between objective results and subjective scores (difference of mean opinion, DMOS). The CC and RMSE are combined to evaluate the prediction accuracy and the SROCC measures the prediction monotonicity. A better IQA measure should have higher CC, SROCC while lower RMSE.
In the simulation of PIQ, we chose the Daubechies-2 wavelets and image content partition threshold values 0.7. Since chrominance data can usually be processed at a lower resolution than luminance data, the experiment worked only with the luminance of the images by separating luminance and chrominance in the YCbCr color space. The reference images in these two databases were excluded in our experiment in order to carry out an accurate nonlinear regression.
Consistency Experiment
In this subsection, we compare the performance of the proposed PIQ metric with PSNR, SVD, MSSIM, IC-SSIM and MS-SSIM using LIVE and CSIQ database. The evaluation results for all IQA methods are listed in Table 1 .For each evaluation on each database, the best result is highlighted with boldface. Figure 4 presents the scatter plots and fitting curves of DMOS versus the predicted score by objective methods after the nonlinear regression.
As can be seen, PSNR is not a reliable IQA method in practice. SVD and MSSIM outperform PSNR by using a top-down approach to mimic the HVS. But these two measures treat distortions in different scale and location equally. IC-SSIM employs a nonuniform spatial pooling strategy, and MS-SSIM accounts for the HVS sensitivity in different scales. All these two metrics perform better than MSSIM. However, our method PIQ considers the HVS sensitivities in different spectrum scales, orientations and spatial locations, which yields the best performance on both databases. The same conclusion can be got from Figure 4 which shows that the results of PIQ scatter more closely around the fitting line. The success of PIQ provides a strong indicator of the effect and reliability of introducing the interaction of the spatial and spectral sensitivities of HVS into the design of IQA algorithms. 
Rationality Experiment
To examine the effect of the incorporation of the spatial and spectral sensitivities of HVS, we carried out an additional test on the individual data sets in the LIVE database by comparing the proposed PIQ metric with two improved SSIM approaches. These include BSSIM, which estimating the LIQ with SSIM in all blocks as shown in eq. (8); and WSSIM, which using the above WSSIM in a global image region. The results are shown in Table 2 . Moreover, in order to make quantitative statements about the soundness of the conclusion of this rationality experiment, a statistical significance test was performed by using the F-statistic. The F-statistic is given by the ratio of the variance of the residuals form one IQA method and another. Values of (or ) represent that, at a given confidence level, the compared method is statistically better (or worse) than the reference method. The confidence level that we used is 99%. The lower half of Table 2 lists the F-statistic performed on the residuals from BSSIM and WSSIM versus the residuals from PIQ, and values of are shown in boldface. It can be observed that the proposed PIQ method generally outperforms BSSIM and WSSIM, which only employs the sensitivities of HVS in spatial or spectral domain both in the terms of performance comparison and statistical significance. This is probably a stronger and more straightforward demonstration of the power of incorporating the interaction of the spatial and spectral sensitivities of HVS.
Another issue worthy of study is the setting of the parameter TH for image content partition, which is associated to the utilization of different local quality measurements in different local regions. In order to provide quantitative measures of the effect of TH, we computed the PIQ for different threshold values TH = 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 1.0. A value of TH = 0 indicates that all blocks are evaluated by WSSIM and TH = 1.0 means all blocks are estimated using SSIM. For each value of TH, we calculate the CC between PIQ and DMOS on the LIVE database. The result is shown in Figure 5 . As can be seen, the scatter plot of CC versus TH has a full regular distribution close to the fitting curve. The best performance is obtained for a threshold value of 0.7 approximately, suggesting the rationality of using different local quality measurements in different local regions. 
Conclusion
In this paper, based on the interaction of HVS sensitivities in spatial and spectral domain, we propose a novel IQA approach by incorporating the metrics of image content partition, multi-channel model and perceptual spatial pooling strategy. The general idea of the proposed PIQ algorithm is using different local quality measurements according to specific image contend. The experiment results on the LIVE and CSIQ database show that this PIQ method outperforms other state-of-art approaches such as SVD, MSSIM and MS-SSIM, and also those methods only considering the spatial or spectral sensitivities of HVS. Further work will focus on optimizing the sub-strategy in the PIQ model and extending this method to colour image and video quality assessment. 
