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Introduction
Slew bearings are commonly used in large industrial machineries such as turntables, steel mill cranes, off-shore cranes, rotatable trolleys, excavators, reclaimers, stackers, swing shovels and ladle cars. They typically support high axial and radial loads. In the steel industry, slew bearings are often critical production parts. An unplanned downtime caused by the breakdown of the bearing can be very costly due to the interruption in production. In addition, since it takes a long time to replace the slew bearing due to long manufacturing and delivery times, plants often need to carry spare bearings in order to guard against such unforeseen circumstances, adding extra cost. In order to prevent extended unplanned downtime, an accurate method to monitor and analyse the condition of the bearings is needed.
To date, the signal processing technique based on vibration is the main technique used in the detection of change of bearing conditions and as a warning of impending deterioration of rotating machinery. In the case of slew bearings, special signal processing is necessary to detect the changes in the condition of the bearing based on the vibration signal. With appropriate signal processing, the fault signal can be detected from the processed signal. It is well known that the vibration characteristic of rotating machinery is altered when a bearing has failed. As the change is identified by the non-linear trend, a non-linear dynamical analysis technique is necessary for fault detection and diagnosis [1] . Unlike linear dynamic systems where the system has constant natural frequencies and vibrates at the frequency of an externally applied harmonic excitation, in non-linear systems there are amplitude-dependant natural frequencies called 'internal resonances' and this kind of system may vibrate at a frequency different from an externally applied harmonic excitation [2] . In practice, a rolling element bearing has internal resonances due to the different parts of the system (e.g. interactions between shaft and bearing, between rolling element and raceway) vibrating at different frequencies, all with steady amplitudes. The combination of these internal resonances appears in the non-linear vibration signal. Certain methods which can analyze the non-linear time series characteristic (in this paper referred to as the 'vibration signal characteristic') are phase space dissimilarity techniques [3, 4] which are Kolmogorov entropy, fractal dimension, correlation dimension, approximate entropy, permutation entropy, and the largest Lyapunov exponent. These techniques use reconstruction vectors or phase space as the input matrix to identify the existence and to measure the degree of non-linearity of the time series data. Most of these techniques have already been applied to vibration signal monitoring for machine health diagnostic, for example: the Kolmogorov-Smirnov test [5] , fractal dimension [6] , correlation dimension [7] , approximate entropy [8] and permutation entropy [9] .
This paper presents a new application of the largest Lyapunov exponent (LLE) algorithm as a feature extraction method for low speed slew bearing vibration signals. Although the LLE algorithm has been widely used in some disciplines such as the bio-medical [10, 11] and finance [12] areas, it has not been explored previously in vibration-based condition monitoring. For instance, in biomedical applications [10, 11] , the LLE algorithm is used to analyze the EEG signals to detect epileptic seizures. In finance, [12] the LLE algorithm is used to analyze the stability of electricity prices. The LLE algorithm is usually used for non-linear time series analysis to quantify the appearance of signal non-linearity. Basically, the LLE algorithm measures the exponential divergence (positive or negative) of two initial neighboring trajectories in the phase space based on the Euclidean distance. The LLE algorithm is presented in detail in section 2.
The paper is organized as follows: Section 2 discusses the theoretical background of the LLE algorithm as a non-linear feature extraction method; Section 3 describes the experimental set-up of the laboratory slew bearing test rig; Section 4 describes the coal bridge reclaimer data; Section 5 presents the results and discussion of the vibration-based FFT, statistical time domain feature extraction, empirical mode decomposition (EMD)-based feature extraction and the LLE results including the comparison between the LLE feature and the time domain features extracted from raw vibration data and from selected IMFs of EMD; Section 6 presents results and discussion of coal bridge reclaimer data; Section 7 presents the assessment or evaluation criteria; and Section 8 presents the conclusions of the current work.
The largest Lyapunov exponent (LLE) algorithm
To analyze the non-linearity or chaotic characteristic of time-series data, the vibration data, ) ..., , , (
with N samples is reconstructed first. The reconstructed vector is done in phase space [13] . The phase space reconstruction technique used is the method of delays (MOD) introduced by Takens [14] . The phase space has been used in non-linear time series analyses [3] [4] [5] [6] [7] [8] [9] where the phase space matrix is defined as follows: (  3  2  3  3  3   )  1  (  2  2  2 Once J and m are determined, and the sampling rates of the vibration data N, is known, the relation between these variables and the number of reconstructed vectors M can be calculated in the following way: M = N -(m -1)J. The preparatory LLE algorithm flowchart including the phase space and the initial Euclidean distance calculation is presented in Fig. 1 .
Vibration data Parameter determination
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Further explanation of the LLE algorithm in this section is based on the actual slew bearing data.
In the case of slew bearing data, the parameters J and m have been determined as J = 48 and m = 100. The number of samples of slew bearing data N is 4880. Hence, the number of reconstructed vector M can be calculated, M = 128. The reason why these values were selected is explained in detail in section 5.4. Once the phase matrix X and the replicated matrix X rep have been obtained, the initial Euclidean distance, vector d 0 , can be calculated as shown in Fig. 1 . It should be noted that the calculation of the Euclidean distance vector in the LLE algorithm plays an important role. The divergence of the LLE result (λ 1 ) can be analysed based on the Euclidean distance. The divergence represents the characteristic of the vibration signal being analysed. If the bearing vibration signal is linear, typical of normal condition, the calculated Euclidean distance between each row in the phase space matrix is constant and divergence is not detected, and thus the λ 1 will be negative. On the other hand, if the vibration signal has non-linear characteristics, the Euclidean distance between each row in the phase space matrix is no longer constant (it typically manifests exponentially), and thus the value of λ 1 will be positive. The physical reason for the LLE result (λ 1 ) mentioned above is discussed again in detail at the end of the LLE algorithm procedure in this section. However, the important Euclidean distance vector for the LLE result (λ 1 ) is not d 0 . To get the appropriate Euclidean distance vector for calculating λ 1 , the initial Euclidean distance vector d 0 described above needs to be processed by the two following steps:
Step when i = 64, the nearest neighbors which need to be changed are 50 points before the zero value and 50 points after the zero value. Thus the result is shown in Fig. 3(b) . When i reaches the last number i.e. i = 128, the fifty points before the nearest neighbors of the zero value are replaced by the maximum value and became constant as well, as shown in Fig. 4 (b). Note that points are the result of Eq. (2) or line 6 in the LLE algorithm for j's progression from 1, 2, …, 128.
Once the d 0_new (j) is computed, the minimum value of d 0_new (j) denoted by Δ a (i) and the index of the minimum value as denoted by Δ b (i) are defined as follows:
Eq. (3) is incorporated in the LLE algorithm shown in Table 1 for j = 1 to M do 6:
end for j 10:
Vector 
Even though the LLE result (λ 1 ) can be computed using the measured distance d(i), to improve the accuracy of the measured distance d(i), Sato et. al. [16] used k iteration. In this paper k = 1, 2, …, 70 iteration is used. In order to show an adequate exponential graph of the measured distance d and to decrease the computational time, it is recommended that k be any value which is greater than the mean period μ and less than the embedding dimension m. The algorithm used to improve the accuracy of the measured distance d(i) is presented in Table 2 . The algorithm in Table 2 is an extension of the algorithm shown in Table 1 . The result after the k iteration is called the new 
By taking the natural logarithm of both sides and removes the part 'ln S i ', the largest Lyapunov exponent can be computed using a least-square fit equation defined by 
Laboratory slew bearing data
The vibration of accelerated wear test data used in this paper was acquired from a laboratory slew bearing test rig as shown in 
Coal bridge reclaimer data
Industrial bearing data used in this paper was acquired from a slew bearing used in a coal bridge 
Results and discussion of laboratory slew bearing data

Vibration-based FFT
Initially, the vibration-based fast Fourier transform (FFT) was used to identify the dominant frequencies of the vibration signal. The bearing fault frequencies of the slew bearing when the bearing runs at 1 rpm are presented in Table 2 . It has been known that if the FFT of the vibration signal contains one or more dominant frequencies which are identical to or match one of the fault frequencies shown in Table 2 , a certain fault type has occurred. The three selections of slew bearing data and their FFT are presented in Figs. 6 to 8. The vibration data and its FFT before dust contamination on February 24, one month after dust insertion on May 3 and three days before bearing failure on August 30 are depicted in Fig. 6, Fig. 7 and Fig. 8 , respectively. The FFT result in Fig. 6(b) shows that the frequency is less than 100 Hz.
After dust insertion, the frequency of the vibration signal is dominated by high frequencies of 1356 Hz, 1770 Hz and 2167 Hz, as shown in Fig. 7(b) . When the level of bearing deterioration has increased and the time remaining is close to bearing collapse, the frequency is dominated by a frequency of 103.1 Hz as shown in Fig. 8(b) . According to the results, it can be concluded that the fault frequencies listed in Table 2 are difficult to identify using the FFT from the incipient defect (after dust insertion) to complete failure.
One piece of information which can be identified from the raw vibration data is that the amplitude of the vibration signal increased gradually from 
Time domain feature extraction
As seen in the previous section, the vibration-based FFT is unable to provide the information related to the changes in the bearing condition, so the common time domain features such as mean, root mean square (RMS), shape factor, crest factor, skewness, kurtosis and entropy are extracted from the raw vibration signal of the slew bearing. These features have been applied for vibrationbased condition monitoring and have shown superior performance [17] . Recent study shows the application of the aforementioned features in low speed slew bearings [6] . According to the feature extraction result presented in [6] , the changes in the condition of the slew bearing are not clearly visible in the mean, the RMS or the skewness feature. Only kurtosis can better show the changes in the bearing condition than those features. In this paper, the RMS, the skewness and the kurtosis are extracted from 10 seconds of vibration signal. The extracted features for 139 days of measurement are presented in Fig. 9 . Due to the unsatisfactory result of the time domain features, the advanced signal processing method, empirical mode decomposition (EMD), is used. 
EMD-based feature extraction
EMD [19] has been demonstrated to be useful in a wide variety of applications for extracting signals from data generated in noisy non-linear and non-stationary processes [20] . Recently, EMD has been applied for slew bearing data as presented in [21, 22] . In [21] , the open source EMD MATLAB program developed by Rilling et al. [23] is utilized to decompose the slew bearing signal into several frequency components called intrinsic mode functions (IMFs). Since the low frequency components are important in the case of slew bearings, the results of IMF with low frequency a b c content are then compared to the bearing fault frequencies presented in Table 2 . Similar to the method presented in section 4.1, the three distinct data acquired on different days, namely February 24, May 3, and August 30, are used. According to the results, EMD was able to reveal bearing fault frequencies such as: a rolling element fault frequency of 0.43 Hz on May 3 and a bearing inner race fault of 1.37 Hz on August 30 [21] . In [22] Table 3 . It is worth noting that the EMD result in this paper can also be found in [22] . It can also be seen that one identical fault frequency presented in Table 2 (from day 90 to 139), the trend is not increased. As a consequence, the progressive deterioration is difficult to identify based only on the features extracted from raw vibration data and the features extracted from EMD. 
LLE feature LLE algorithm for one second vibration data
The objective of using the LLE algorithm in this paper is to identify the onset of the deterioration of the bearing. As the slew bearing rotates at very low rotational speed (≈ 1 rpm), the bearing signal generated from the contact between the rolling element and the defective point is very weak and buried in unwanted noise, thus the onset of the deterioration in the condition of the bearing and the progression of the deterioration cannot be clearly identified as shown in the extracted features of the raw vibration data presented in section 5.2 and the extracted features from EMD as presented in section 5.3.
The total data length for laboratory slew bearing data is 60 seconds multiplied by the 4880 samples produced 292800 samples acquired at the same time each day. In the first application of the LLE algorithm for laboratory slew bearing data, the 30 second data containing 146400 samples was processed by the LLE algorithm. To identify non-linear characteristic of the vibration data, every one second containing 4880 samples (N=4880) was inputted into the LLE algorithm. The illustration of the LLE algorithm applied at one second intervals is presented in Fig. 11 . The result is the LLE feature denotes by λ 1 . As can be seen in the table in Fig. 11 , the result of the LLE feature (λ 1 ) can be positive or negative depending on the input data at a certain time (second). The detail λ 1 result for each second during the 30 second vibration signal is depicted in Table 4 . It can be seen from Fig. 11 and Table 4 The LLE parameters to obtain the LLE features (λ 1 ), as shown in Fig. 11 , are determined as follows: It has been mentioned in section 2 that J is equal to 48. This value is determined based upon the dominant frequency of the vibration signal and the number of samples N. From Fig. 8(b) , it can be seen that the dominant frequency of the vibration signal is 103.1 Hz. J is calculated as follows:
(1/103.1 Hz) multiplied by 4880 samples = 47.33 (rounding it up to the nearest integer, thus J = 48).
For selection of the μ, it is recommended to remove the first sinusoidal cycle of d 0 (i) which is the nearest neighbor of zero value at particular i, as shown, for example, in Fig. 2 (at i = 1) . This is because the first sinusoidal cycle that is close to zero value at particular i typically demonstrates 
LLE algorithm for ten second vibration data
One practical challenge in monitoring low speed slew bearings is the large amount of data acquired over a long duration (e.g. 30 to 60 seconds). An efficient method that can be applied for only short duration vibration data is, therefore, necessary. The method must also be able to provide rapid condition monitoring information for maintenance engineers to make the computational time faster. Instead of using the 30 second or 60 second vibration data, 10 second vibration data is used.
The LLE algorithm is applied to every one second, as shown previously, but in this case, the duration of the vibration data used in only 10 seconds. The maximum (λ 1 ) is collected from 10 results for each day. To explain the advantage of the proposed method, the LLE feature (largest λ 1 )
extracted from the 10 second vibration data each day during 139 measurement days is plotted in the same figure with other comparable methods: kurtosis feature extracted from raw vibration data and kurtosis feature extracted from EMD, as shown in Fig. 13(a) . The LLE feature is normalized to the minimum and maximum values of the kurtosis feature extracted from raw vibration data before it is plotted in the same figure. Although the three comparable kurtosis features presented in Fig. 13(a) show fluctuation in the last measurement days which indicates changes in the condition of the bearing, the LLE has an additional benefit. It can be seen that the LLE feature also increases To present clearly the progression of the deterioration, a smoothing technique is used. The standard smoothing technique of 100 samples is employed. Using a moving window, an average of 100 samples is calculated. The moving window progresses from 1, 2, …, 139. It can be seen from Fig. 13(b) that the LLE feature after smoothing is increased exponentially. In contrast, the kurtosis of the raw vibration signal and the kurtosis of EMD did not increase exponentially and suddenly dropped over the last few days. Table 6 . Although the exact age of the bearing was not provided, the vibration data collected on 1
May 2003 (the first measurement) indicated that it was still in a normal condition. The coal bridge reclaimer was located in the open air and subjected to the elements, including all the various forms of dust particles that are part of a steelmaking complex. Because the vibration data were acquired in a dusty environment, it was supposed that the bearing was in fault mode (even if at a low level of fault) after having run continuously for more than two years. Thus, the FFT of the vibration data on 14 September 2005, as shown in Fig. 15(c) , should have the dominant frequencies which match a b bearing fault frequencies. However, it was difficult to detect the fault frequencies of slew bearing using FFT as shown in Fig. 15 . In addition, it was found that none of the dominant frequencies of FFT shown in Fig. 15 matched with the fault frequencies depicted in Table 6 . This indicates that the level of fault is very low and masked by the background noise. Further, feature extraction methods based on time domain features and the LLE feature are applied to the similar raw vibration data. In contrast to the result of the time domain features, the LLE feature (λ 1 ) presented in Fig. 16(d) shows the significant increase on the last measurement dates, especially in measurement 44 and measurement 45. It also clearly seen that the two high peaks which are identified on the skewness and the kurtosis feature were also appear in the LLE feature. The first peak indicates the onset of deteriorating bearing condition and the second peak shows the deterioration of the bearing will increase in the future. Additional information can also be found from the LLE feature that the second peak is greater that the first peak. This indicates that LLE feature can extract more information regarding to the development of bearing deterioration. In contrast, the second high peak of the time domain kurtosis is remaining in the same level with the first high peak which is difficult to evaluate the bearing deterioration. Unfortunately, the measurement had to stop at measurement 45, which is 30 November 2006, due to the commencement of preparation for the acquisition of vibration data from the laboratory slew bearing test rig. The LLE feature of the bridge reclaimer data shows that the actual vibration slew bearing data is more non-linear than the laboratory slew bearing vibration data. It is proved by the fact that the number of positive λ 1 is greater than the number of negative λ 1 . In the beginning, there is negative λ 1 , but as time progresses, the λ 1 will swift become positive. As wear developed, the value of the positive λ 1 will increase correspondently.
The LLE parameters to obtain the LLE features (λ 1 ) as shown in Fig. 16 (d) and Table 7 
Evaluation criteria in tracking progressive slew bearing failure
In this study, four evaluation criteria for tracking the progressive failure of low speed slew bearings were proposed. The criteria are:
1. Count of high peaks 2. High peak difference 3. Time of first peak detection
Interval between peaks
In order to substantiate the benefits of the LLE method, the four criteria above were applied to the time domain kurtosis feature, the EMD kurtosis feature and the LLE feature for laboratory slew bearing data and were also applied to the kurtosis and the LLE feature of coal bridge reclaimer data.
The result is presented in Tables 8 and 9 . The definition of and the formula for each evaluation criterion are described in Appendix B. In the case of laboratory slew bearing data, it can be seen that the overall evaluation score of the LLE feature was higher than the time domain kurtosis feature and the EMD feature. A negative of the E 2 criterion of EMD kurtosis feature is due to the anterior peaks are lower than the detection of the first peak. In the same way, the overall evaluation score of the LLE feature was greater than the kurtosis feature extracted from original vibration data for the case of coal bridge reclaimer data. proposed a simple and effective technique to select parameter J. Four evaluation criteria has also been proposed and described to substantiate the benefits of LLE method.
Appendix B:
The definition and the formula for evaluation of features extracted from laboratory slew bearing data 1. Count of high peaks (E 1 ): Since the deterioration of the slew bearing can be detected by the peaks in the monitored parameter or feature, this criterion counts the number of peaks which exceed the predetermined threshold level. The greater the number of such peaks detected, the more damaged the slew bearing. The formula for this calculation (E 1 ) is as follows:
where C is the number of peaks which exceed the predetermined threshold level (threshold = 12), and c is the constant to normalize the E 1 value (c = 0.1). It should be noted that each criterion value is expected to have a normalization value of less than 1. This is illustrated below: where P a is the anterior peaks and P is the average peak amplitude. If the most anterior peak levels P a are lower than the detection of the first peak P 1 , the result will be a negative value. This is illustrated below: 
