Beiträge zur Erfassung von Wirbelschleppen mit Lidar by Hirschberger, Markus Christoph
Beitra¨ge zur Erfassung von Wirbelschleppen mit Lidar
Simulation und Analyse ru¨ckgestreuter Signale
zur Windfeldbestimmung vor Flugzeugen
Markus Christoph Hirschberger
Dissertation
an der Fakulta¨t fu¨r Mathematik, Informatik und Statistik
der Ludwig–Maximilians–Universita¨t
Mu¨nchen
Eingereicht am 06. Mai 2013
Erstgutachter: Prof. Dr. rer. nat. Ulrich G. Oppel
Zweitgutachter: Apl. Prof. Dr. Ing., Dr. rer. nat. habil. Ulrich Schumann
Tag der Disputation: 01. August 2013
Zusammenfassung
Die im Nachlauf von Flugzeugen durch Auftrieb generierten, langlebigen Wirbelschleppen stellen auf-
grund ihres in Kernna¨he starken Windfeldes ein Risiko fu¨r die Flugstabilita¨t nachfliegender Flugzeuge
dar. Als Fernerkundungsinstrumente zur Windmessung eignen sich sog. Lidars (
”
Light Detection and
Ranging“). Von einem Lidar wird gepulste Laserstrahlung emittiert und die von Partikeln der Atmo-
spha¨re ru¨ckgestreuten Photonen werden reichweitenaufgelo¨st wieder am Ort der Emission empfangen.
Im Rahmen dieser Dissertation wird die Machbarkeit flugzeuggetragener Lidar-Sensoren zur akti-
ven Steuerung bei Durchfliegen von Scherwinden und turbulenten Luftstro¨mungen (speziell Wirbel-
schleppen) mittels realita¨tsnaher Simulationen untersucht. Dazu wird die Ausbreitung der Photonen
des gepulsten Laserlichts des Lidar-Sensors in der Atmospha¨re mittels eines partiell determinis-
tischen Markovschen (Sprung-)Prozesses (PDMP) modelliert. Auf einem geeignet gewa¨hlten Zu-
standsraum und mit U¨bergangswahrscheinlichkeiten, bestehend aus Markov-Kernen fu¨r zufa¨llige Kol-
lision, Streuerselektion, Wellenla¨ngena¨nderung, Richtungsa¨nderung sowie deterministischer Referenz-
und Stokesvektora¨nderung, ergibt sich ein zeitdiskreter stationa¨rer Markovscher Prozess. Daraus kann
ein zeitstetiger stationa¨rer korpuskularer Prozess mit Mehrfachstreuung, ein PDMP, inklusive Pola-
risation und Wellenla¨nge, hergeleitet werden.
Dieser Prozess ist in Form eines Monte-Carlo-Programmes zur Simulation mit Mehrfachstreu-
ung und Polarisation realisiert. Fu¨r Messentfernungen u¨ber mehrere hundert Meter muss Mehrfach-
streuung fu¨r eine realistische Analyse ebenso beru¨cksichtigt werden wie Polarisation wegen nicht-
spha¨rischer Streupartikel in der Atmospha¨re.
Eine aufgrund der Messanforderungen notwendige, fu¨r die Simulationen neu entwickelte Mess-
geometrie erlaubt die Emission und Detektion der Photonen in viele Einzelrichtungen gleichzeitig,
normiert auf Richtung und Distanz. Dadurch kann die ru¨ckgestreute Intensita¨t in zur Flugrichtung
transversalen Schichtebenen vor einem bewegten Objekt gemessen werden. Realistische Verteilungen
von Extinktionskoeffizienten dienen als Maß fu¨r das variable Streuvermo¨gen auf dem Photonenpfad.
Solche Extinktionsprofile werden unter anderem aus den Konzentrationen passiver Tracerverteilungen
von Wirbelschleppen generiert, die u¨ber Large-Eddy-Simulationen (LES) durch numerische Lo¨sung
von Navier-Stokes-Gleichungen erzeugt werden. Aus dem zu einem Zeitpunkt t1 gegebenen Extink-
tionsprofil kann fu¨r einen kleinen Zeitschritt ∆t ein gema¨ß dem LES-Windfeld zu t1 verschobenes
Extinktionsprofil zum Zeitpunkt t2 erzeugt werden. Die aus vielen Richtungen in den Extinktions-
profilen zu Zeiten t1 und t2 ru¨ckgestreuten Photonen werden im Lidar-Detektor gesammelt, wodurch
2D-Bilder der Ru¨ckstreuung entstehen.
Zur Berechnung der 2D-Verschiebungs- bzw. Windvektoren werden vier Methoden entwickelt,
bei denen je zwei Bilder miteinander verglichen werden. Zum Ersten kann eine Bewegung durch Ver-
schiebung der ra¨umlich gemittelten Schwerpunktpositionen erfasst werden. Der Schwerpunkt wird
dabei als Position des Mittelwertes aufgefasst. Zum Zweiten wird ein Algorithmus entwickelt, der
u¨ber das Shift-Theorem fu¨r Fourier-Transformierte eine Berechnung der Translation erlaubt. Zum
Dritten lassen sich Windvektoren durch eine Variante der Kreuzkorrelation mit Subpixelgenauigkeit
statistisch berechnen. Zum Vierten kombiniert eine neue, als
”
Weight-Shift“ bezeichnete Methode die
Prinzipien von Kreuzkorrelation und Verschiebung der ra¨umlich gemittelten Schwerpunktpositionen.
Berechnungen in Echtzeit im Flugzeug sind im Prinzip mit allen vier Methoden mo¨glich. Je nach
Extinktionsmuster und Windfeld sind die Methoden unterschiedlich gut zur Auswertung geeignet.
Die Ru¨ckstreuintensita¨ten der Simulationen obigen Lidars fu¨r variable Laser-Wellenla¨ngen und
Flugho¨hen werden mit durch Zufallszahlen erzeugtem Rauschen versehen. Kreuzkorrelation liefert
fu¨r Wirbelschleppen eine Auswertung solcher verrauschten Signalbilder in weniger als einer Sekunde.
Die zur Flugrichtung transversalen Wind-Geschwindigkeiten und -Richtungen ließen sich mit dem
simulierten Lidar sehr viel genauer rekonstruieren als mit bisherigen Lidar-Windmessmethoden.
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Abstract
The long-lived wake vortices generated by lift behind aircraft pose a severe risk to the flight sta-
bility of following aircraft due to their powerful wind field near the core. Lidars (“Light detection
and ranging“) are suited remote sensing instruments for wind measurements. A lidar emits pulsed
laser radiation and the photons backscattered by the particles of the atmosphere are received range-
resolved at the point of emission.
Within the scope of this dissertation the feasibility of aircraft-based lidar sensors for active con-
trol at fly-throughs of crosswinds and turbulent air motion (especially wake vortices) is investigated
by realistic simulations. For this the propagation of the photons of pulsed laser light of the lidar
sensor in the atmosphere is modelled by a partially deterministic Markovian process (PDMP). On
a suitably chosen state space and with transition probabilities including Markov kernels for random
collision, scatterer selection, change of wavelength, change of direction as well as deterministic change
of reference and Stokes vector, a time-discrete stationary Markovian process is constructed. From
this a stationary corpuscular process with multiple scattering in continuous time, a PDMP, including
polarization and wavelength can be derived.
This process is transferred in the form of a Monte Carlo program for simulations including multiple
scattering and polarization. For measurement distances of a few hundred meters multiple scattering
has to be taken into consideration for realistic analyses as well as polarization due to non-spherical
scattering particles in the atmosphere.
With a newly developed measurement geometry for the simulations, necessary due to the mea-
surement requirements, emission and detection of photons in a multitude of single directions simul-
taneously and normalized relating to direction and distance is possible. This way the backscattered
intensity can be measured in slabs transverse to flight direction in front of a moving object. Realistic
distributions of extinction coefficients serve as a measure for the variable scattering potential on the
photon path. Such extinction profiles are created for instance from the concentrations of passive tra-
cer distributions of wake vortices that were generated with Large Eddy Simulations (LES) by solving
the Navier-Stokes equations numerically. From the extinction profile at a time t1 for a small time
step ∆t a shifted extinction profile at a time t2 can be created by using the wind field from LES. The
photons backscattered from many directions in the extinction profiles at times t1 and t2 are collected
in the lidar detector, whereby 2D images of backscattered radiation are created.
For the calculation of 2D shift or wind vectors four methods are developed, that compare two
images with each other. The first one uses shifts of spatially averaged gravity centers for detecting
motion. The gravity center is interpreted here as the position of the mean value. The second one is
an algorithm that makes use of the shift theorem for Fourier transforms in order to calculate the
translation. The third one calculates the wind vectors statistically by a variant of the cross-correlation
with sub-pixel accuracy. The fourth one, called “Weight-Shift“-method, combines the principles of
cross-correlation and shifts of spatially averaged gravity centers. Real-time processing in the aircraft
is possible with all four methods in principle. Depending on the extinction pattern and wind field,
the methods are suited for evaluation differently well.
The backscattering intensities of simulations of the above lidar for variable laser wavelengths and
flying altitudes are provided with noise created by random numbers. Cross-correlation of such noisy
signal images for wake vortices yields an evaluation in less than one second. The wind velocities
and directions transversal to the flight path could be reconstructable much more precisely with the
simulated lidar than with present lidar wind measurement methods.
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Einleitung und kurzer U¨berblick
Das wesentliche Anliegen von Flugpassagieren ist eine sichere und pu¨nktliche Ankunft am Zielort.
Winde mit hohen Geschwindigkeiten wie etwa Bo¨en oder die von vorausfliegenden Flugzeugen er-
zeugten Wirbelschleppen stellen jedoch ein Sicherheitsrisiko fu¨r sie durchfliegende Flugzeuge dar. Hier
kann ein flugzeuggetragener, vorausschauender Fernerkundungssensor durch Messung vonWindsta¨rke
und Windrichtung atmospha¨rischer Sto¨rpha¨nomene vor dem Flugzeug dazu beitragen, die u.U. star-
ken Kra¨fte auf ein Flugzeug bei Zusammentreffen mit einer solchen Luftmasse mittels einer aktiven
Steuerung durch einen automatischen Feed-Forward-Controller kompensieren zu ko¨nnen (Hahn et al.,
2010). Ziel ist eine Reduktion der Bo¨enlast auf das Flugzeug sowie eine Erho¨hung des Flugkomforts
durch Verringerung von Zwischenfa¨llen mit Verletzungen von Passagieren.
1.1 Gefa¨hrdung der Flugsicherheit in turbulenter Atmospha¨re
Hauptaugenmerk der vorliegenden Arbeit ist die Reduktion der Gefa¨hrdung von Flugzeugen durch
starke Windbo¨en und wirbelfo¨rmige Stro¨mungen der Luft, in denen extrem hohe Geschwindigkei-
ten auftreten ko¨nnen. Neben Jetstreams in der oberen Tropospha¨re bis zur Stratospha¨re, Clear Air
Turbulence (CAT) und Wirbelstu¨rmen ko¨nnen horizontale oder vertikale Windscherungen insbe-
sondere in Bodenna¨he zu einer ernsthaften Gefahr fu¨r sie begegnende Flugzeuge werden.
Turbulenz kann in Wolken oder klarer Luft auftreten, v. a. in der Grenzschicht in 2000− 3000 ft
(1 ft ≈ 0.3048m) Ho¨he (Wolkensinger, 2010). Ein wesentliches Turbulenzpha¨nomen fu¨r nachfolgende
Flugzeuge stellen die von vorausfliegenden Flugzeugen im Nachlauf erzeugten Wirbelschleppen
(WS) dar (Gerz et al., 2002). Sie sind eine unvermeidliche Folge des Auftriebs. Der Druckunterschied
zwischen Flu¨gelunterseite und -oberseite sorgt fu¨r Randwirbel (Wirbel an den Flu¨gelspitzen) und
fu¨r eine Wirbelschicht, die sich von der Hinterkante der Flu¨gel ablo¨st. Ein System (Paar) solcher
gegenla¨ufig rotierender, hochenergetischer Nachlaufwirbel oder WS (siehe Abb. 1.1) erha¨lt man durch
das gemeinsame Aufrollen der beiden Randwirbel und der Wirbelschicht (Breitsamter (2007), S. 11).
Nachlaufwirbel sind das Hauptrisiko wa¨hrend Starts und Landungen, da nahe ihrer Zentren rotie-
rende Windfelder mit Spitzengeschwindigkeiten bis zu 100 ms und damit hohe Drehmomente auftreten
ko¨nnen (siehe Abb. 1.2 fu¨r ihre Vertikalgeschwindigkeitskomponenten). Sie ko¨nnen bei Begegnung
sogar zu Kontrollverlust u¨ber das Flugzeug fu¨hren, wenn das durch sie induzierte Rollmoment z. B.
von einem kleinen Flugzeug, das in die WS eines großen, vorausfliegenden Flugzeugs einfliegt, nicht
mehr kompensiert (ausgesteuert) werden kann.
Abbildung 1.3 zeigt die zeitliche Entwicklung der Struktur von Flugzeug-WS, wie sie wa¨hrend
des Projekts AWIATOR (siehe auch Kap. 1.3) fotografiert wurde. Man unterteilt das Entwick-
lungsstadium von WS in vier Stufen: Nahfeld, erweitertes Nahfeld, Fernfeld und Zerfallsbereich (eine
ausfu¨hrliche Beschreibung zeigt Breitsamter (2007), S. 11-18). Das entstehende gegensinnig rotieren-
de Wirbelpaar hat nach dem Aufrollvorgang und Verschmelzen der Wirbel im Bereich des erweiterten
Nahfeldes einen geringeren lateralen Abstand b0 als die Flu¨gelspannweite B (vgl. auch Abb. 1.2).
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(a) Mit Rauchgeneratoren sichtbar gemachte Wir-
belschleppen des Forschungsflugzeuges ATTAS
(VFW-614) des DLR in Braunschweig. Bild: DLR,
CC BY.
(b) Wirbelschleppen einer B777. Bild: Asociacio´n de
Spotters de Canarias, CIF:G-38968558,
CC BY-NC-ND,
http://www.cispotting.net/cms/?p=1152 .
Abbildung 1.1: Beispiele von realen, sichtbaren Wirbelschleppen.
Fu¨r die anfa¨ngliche Zirkulation der WS als Maß ihrer Sta¨rke gilt im Stationa¨rflug bei Gleichge-
wicht von Auftriebs- und Gewichtskraft mit dem Auftriebstheorem von Kutta-Joukovsky
Γ0 ≈ M g
sB ρ vA/C
, (1.1)
mit Flugzeugmasse M , Erdbeschleunigung g = 9.81 ms2 , Lastfaktor s, Spannweite B, Luftdichte ρ in
der Atmospha¨re sowie Fluggeschwindigkeit vA/C. Je schwerer ein Flugzeug ist und je geringer seine
Spannweite und Fluggeschwindigkeit, desto sta¨rker sind die sich ausbildenden Wirbel zu Beginn. Je
nach Atmospha¨reneigenschaften und gegebenem Γ0 kann der Zerfall der WS (durch Instabilita¨ten
und atmospha¨rische Einflu¨sse) mehrere Minuten dauern (Ko¨pp et al., 2004).
Scher- und Seitenwinde ko¨nnen die WS oder ihre Zerfallsprodukte auf seitlich benachbarte Start-
und Landebahnen bewegen. Daher wurden schon fru¨h gestaffelte Mindestabsta¨nde (WS-Staffelung)
fu¨r den Instrumentenflug aufeinanderfolgender Flugzeuge definiert (Breitsamter, 2007), die sich an
den Startgewichten voraus- und nachfliegender Flugzeuge orientierten. Hierbei fand eine Unterteilung
in drei Gewichtsklassen statt, wobei bei Folge eines schweren Flugzeugs (> 137 t) auf ein kleines kein
Abstandsreglement einzuhalten ist, ein auf ein schweres Flugzeug folgendes Leichtflugzeug (< 7 t)
dagegen mindestens 6 nautische Meilen (NM) (ca. 11 km, da 1NM ≈ 1852m) Sicherheitsabstand
einhalten soll. Entsprechende Kombinationen mit der mittleren Klasse (7 t − 137 t) ergeben alle
weiteren Fa¨lle, die zwischen den eben erwa¨hnten Extremen liegen. Die Kapazita¨t von Flugha¨fen wird
dadurch begrenzt. Bei meteorologischen Bedingungen fu¨r schnellen Wirbelzerfall oder Entfernung der
WS aus dem Flugkorridor kann der Abstand aber deutlich verku¨rzt werden, was ku¨rzere Intervalle
fu¨r Starts und Landungen und eine Reduktion von Warteschleifen und damit Treibstoffverbrauch
ermo¨glicht.
Dennoch kann die Langlebigkeit der Nachlaufwirbel und ihrer zum Teil noch energiereichen Frag-
mente nicht vo¨llig ausgeschlossen werden (Hennemann, 2010), vgl. auch Abb. 1.3. Bisherige Unfa¨lle
im Zusammenhang mit WS resultierten allesamt aus Flu¨gen auf Sicht (Gerz et al., 2002). Wa¨hrend in
großer Flugho¨he ausreichend Platz fu¨r Ausweichmano¨ver und Korrekturen von Ablenkungen durch
Kra¨fte vorhanden ist, ist dies in Bodenna¨he (Start und Landung) nicht mehr sicher gewa¨hrleistet. Ver-
tikale Ho¨henunterschiede zwischen Flugkorridoren werden durch erho¨hte Auslastung des Luftraums
immer geringer. All dies zeigt, dass ein sicheres Steuern des Flugzeugs durch das in Ku¨rze zu durch-
fliegende Volumen unter beliebigen Atmospha¨reneinflu¨ssen nur unter Kenntnis des u.U. kleinskaligen
Wirbel- bzw. Windfeldes mo¨glich ist.
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Ziel ist daher der Bau eines Gera¨tes zur Wirbeldetektion, das dem Piloten bei ausreichend vor-
handener Zeit Ausweichmano¨ver zum weitra¨umigen Umfliegen des Gefahrenbereichs fu¨r derartige
Situationen bereitstellt, oder aber zumindest eine automatische Aussteuerungsregelung am Flugzeug
zur Bo¨enlastminderung bei Durchfliegen des Gefahrenbereichs erlaubt.
Hochreichweitige kurzwellige Radar-Systeme an Bord eines Flugzeugs ko¨nnen bei Vorhanden-
sein von Hydrometeoren den Wind vorausschauend messen (Halldo´rsson et al., 2005). Fehlen die-
se Hydrometeore (wie etwa bei klarem Wetter mit ausreichender Sichtweite), so ist es nur noch
mit Lidar-Systemen u¨ber gerichtete Laserstrahlung mo¨glich, aus den an Aerosolen und Moleku¨len
ru¨ckgestreuten Photonen (Lichtteilchen) den Wind zu bestimmen.
(a) Skizze der Vertikalgeschwindigkeitsprofile zweier
Lamb-Oseen-Wirbel in einem Abstand von b0
(du¨nne Linien) und zugeho¨rige Vertikalgeschwin-
digkeitseinhu¨llende des Nachlaufwirbelpaars (dicke
Linie). Fu¨r den linken Wirbel ist in Grau das Radi-
enintervall rl ≤ r ≤ ru gezeigt, das zur Mittelung
der Zirkulation mittels der sog. vt-Methode ver-
wendet wird (Holza¨pfel et al. (2003), c©American
Meteorological Society. Used with permission.).
(b) Mit Lidar am Boden gemessene, gemittelte Profile
der maximalen und minimalen Vertikalgeschwin-
digkeiten w (in m
s
) bei x = 192m (x die Flugrich-
tung) fu¨r verschiedene Zeitpunkte. Die y-Werte (in
m) im Bild entsprechen der Breite transversal zur
Flugrichtung (Holza¨pfel et al. (2003), c©American
Meteorological Society. Used with permission.).
Abbildung 1.2: Vertikalgeschwindigkeitsprofile von Wirbelschleppen (simuliert und gemessen).
Abbildung 1.3: Fotografische Aufnahme von WS wa¨hrend des Projekts AWIATOR, deren fortschreitende zeit-
liche Entwicklung (Deformation und Zerfall) in vier Zeilen von links nach rechts dargestellt ist.
Ausgehend vom Startzeitpunkt 0 s links oben entspricht jede Zeile einem Intervall von 32 s, so
dass rechts unten eine Zeit von 128 s verstrichen ist. Es ist τ∗ = 2.1 pro Zeile und ∆x = 2.9NM
pro Zeile (Bild aus de Bruin und Schrauf (2007), NLR Report no. NLR-TP-2007-527).
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1.2 Lidar-Sensoren an Bord von Flugzeugen
Prinzipiell besteht ein Lidar aus einem Emitter in Form eines Lasers, und einem Receiver in Form
eines Teleskops mit Detektor(en) inklusive Analysegera¨t(en), siehe Abb. 1.4. Im Gegensatz zum
Radar sendet ein Lidar bevorzugt gepulste, nahezu monochromatische, kollimierte Laserstrahlung in
die Atmospha¨re aus, wo die Photonen (oder Lichtwellen) an unterschiedlich großen, mengenma¨ßig und
in ihren Reflektions- und Brechungseigenschaften variierenden Teilchen (Partikeln) in alle mo¨glichen
Richtungen gestreut werden. Die kurzen Laser-Wellenla¨ngen im Bereich zwischen etwa 250 nm und
10µm fo¨rdern zwar die Streuung, jedoch gelangt nur ein sehr kleiner Teil dieser Strahlung in den
Receiver, zum einen durch den schmalen Winkelbereich des Receiver-Teleskops, zum anderen durch
Extinktion (d. h. Streuung und Absorption) im Strahlengang. Die folgende Studie beschra¨nkt sich
auf monostatische Lidars (Emitter und Receiver am selben Ort), d. h. die detektierbaren Photonen
werden bei einfacher Streuung unter einemWinkel von etwa 180◦ zuru¨ckgestreut. Zeitliche Triggerung









Abbildung 1.4: Aufbau eines Lidars (Erkla¨rung siehe Text).
Lidar-Sensoren dienen der Erforschung von Atmospha¨reneigenschaften mittels beru¨hrungsloser
aktiver Fernerkundung. Ihre Anwendung umfasst z. B. die Messung der physikalischen Charakteristika
von Saharastaub mittels High Spectral Resolution Lidar (HSRL) (Esselborn et al., 2008), das
Aufspu¨ren von Spurengasen mittels Differential Absorption Lidar (DIAL) (Wirth et al., 2009) und
Integrated Path Differential Absorption (IPDA) (Ehret et al., 2008, Amediek et al., 2008) oder die
Messung von Windsta¨rke und Windrichtung mittels Doppler Wind Lidar (DWL), z. B. auch hinter
Windkraftanlagen (Ka¨sler et al., 2010).
Anfangs beschra¨nkte man sich auf bodengestu¨tzte Messungen, auch auf Bergen. Bald nach Erfin-
dung des Lasers (Maiman, 1960) begann man dort auch mit Windmessungen (Benedetti-Michelangeli
et al., 1972). Aufgrund der beschra¨nkten Reichweite bei gleichzeitigem Wissen um die Wichtigkeit
der stratospha¨rischen und tropospha¨rischen Klimaaktivita¨ten wurde das Anwendungsspektrum auf
bewegte, fliegende Plattformen ausgeweitet (Bilbro et al., 1984, Keeler et al., 1987). Lidars auf Kli-
masatelliten wie LITE (Winker et al., 1996) fu¨r reine Streumessungen, oder zuku¨nftige Systeme wie
das HSRL der EarthCARE -Mission (Durand et al., 2007) oder das Wind-Lidar von ADM-Aeolus
(Stoffelen et al., 2005) , sind der derzeit letzte Schritt in dieser Entwicklung.
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1.3 Anforderungen an Windmessungen vor Flugzeugen mit
Lidar im kleinskalig-turbulenten Bereich
Was bisher jedoch fehlt, ist ein Lidar fu¨r hochaufgelo¨ste Windmessungen vor einem Flugzeug, die
zum weitra¨umigen Ausweichen, d. h. Umfliegen gefa¨hrlicher Luftstro¨mungen, bzw. zum Aussteuern
beim Durchfliegen einer Luftstro¨mung verwendet werden ko¨nnen.
Aufgrund ihrer ra¨umlichen Kleinskaligkeit (vgl. Abb. 1.1 bis 1.3) sind die Charakteristika von
WS mittels vorausschauender beru¨hrungsfreier Sensoren extrem schwer zu bestimmen, gerade vor
und von einem Flugzeug aus. Messungen des Windfeldes mit einer ra¨umlichen Auflo¨sung zumindest
in der Gro¨ßenordnung von wenigen Metern sind hierfu¨r notwendig. Geeignete scannende Verfahren
mu¨ssen zeitaufgelo¨ste Informationen aus z. B. 2D Schichten der 3D WS liefern. Die Relativbewegung
des messenden Flugzeugs (Fluggeschwindigkeit zwischen ca. 70 ms wa¨hrend Starts und Landungen
und ca. 200 ms und ho¨her wa¨hrend des Reiseflugs) zum Volumenbereich der WS muss beru¨cksichtigt
werden, wobei sich die WS ebenfalls zeitlich (wenn auch viel langsamer) in ihrer Struktur und ihrem
Aufenthaltsort vera¨ndert. Die mo¨gliche Zeitspanne fu¨r eine Messung inklusive Signalauswertung ist
somit stark einschra¨nkt.
Wie wir in Kap. 3 sehen werden, lassen sich WS heute durch Simulationen relativ genau re-
produzieren, inklusive den Zerfallsmechanismen durch Turbulenz, die ihre Struktur in Abha¨ngigkeit
vom sie erzeugenden Flugzeugtyp verformen oder zersto¨ren. Die Windfelder aus solchen Simulationen
werden u. a. fu¨r Untersuchungen des Einflusses der Wirbelkru¨mmung auf das Gefahrenpotential bei
Einflu¨gen in Wirbelschleppen an einem Flugsimulator genutzt (Vechtel, 2012).
Turbulenz weist immer auch chaotische Zu¨ge auf, d. h. kleine A¨nderungen der Anfangsbedin-
gungen in den beschreibenden nichtlinearen Differentialgleichungen ko¨nnen immense Abweichungen
des Endzustandes zur Folge haben (
”
Schmetterlingseffekt“). Hier sto¨ßt man mit der gegenwa¨rtig
verfu¨gbaren Rechnerleistung selbst mit Supercomputern unter Verwendung vereinfachender Annah-
men an seine Grenzen. Die Pha¨nomene WS und Turbulenz an sich stellen also schon eine echte
Herausforderung dar. Es muss zur Gewa¨hrleistung ausreichender Sicherheit daher eine den Simula-
tionen von WS gleiche ra¨umliche Auflo¨sung angestrebt werden, was einem 3D Gitter mit Messwerten
im Abstand von 1m entspra¨che.
Schon vor einigen Jahren wurde mit Entwicklung und Tests geeigneter Lidar-Windmesssysteme
im Rahmen einiger EU-Projekte die Arbeit an einer Umsetzung begonnen.
Im Projekt MFLAME (1997 − 2000) wurden am Flughafen Toulouse im Jahr 2000 die von
Airbus A320 und A340 erzeugten WS mit DWL in einer Entfernung zwischen 400m und 2000m
vom Boden aus vermessen, siehe Abb. 1.5(a). Resultate der Messungen sind beispielhaft in Abb.
1.5(b) gezeigt: die aufgrund des Dopplereffektes frequenzverschobenen sog.
”
Line-Of-Sight“(LOS)-
Geschwindigkeitskomponenten vLOS (siehe auch Anhang B) wurden fu¨r verschiedene Schichten vor
dem Flugzeug aus den Messungen ermittelt (Keane et al., 2002). Der horizontale Scanbereich betrug
hier 12◦ und der vertikale 3◦. Dadurch hat man hier einen großen x-Beitrag zu vLOS in Laser-
Ausbreitungsrichtung, wa¨hrend die dazu transversalen y- und z-Beitra¨ge von vLOS sehr klein und
damit stark fehlerbehaftet sind. Die transversal zur Flugrichtung verlaufenden Windrichtungen v
und w wa¨ren damit eher schlecht messbar. Nur die Komponente u des Windes parallel zur Flugachse
ließe sich bei obiger Messgeometrie gut bestimmen.
Im Nachfolgeprojekt I-WAKE (2002 − 2005) wurde ein modifiziertes MFLAME-Lidar fu¨r erste
flugzeuggestu¨tzte Messungen eingesetzt. Zudem wurden die Anforderungen an ein flugzeuggetragenes
Lidar, basierend auf den in den Messungen gemachten Erfahrungen, genauer definiert (Mutuel, 2005).
In FIDELIO (2004 − 2007) wurde ein Erbium-dotierter Faserlaser bei 1.5µm Wellenla¨nge (an-
stelle des bisherigen Tm:LuAG-Lasers bei 2µm) entwickelt (Dolfi-Bouteyre et al., 2009).
In den bisher erwa¨hnten Projekten wurden DWL mit Laser-Transmittern im Infrarotbereich zwi-
schen 1.5µm und 2µm eingesetzt, die auf einem Heterodynempfang basierten. Als unu¨berwind-
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(a) Draufsicht (links) und Elevati-
on (rechts) der bodengestu¨tzten
WS-Messungen von MFLAME.
Das Blickfeld der Lidarmessun-
gen und die Landeanflugkurve des
WS-erzeugenden Flugzeugs sind
dargestellt. Bild aus Keane et al.
(2002). Reprinted with permission of
the American Institute of Aeronautics
and Astronautics.
(b) Messgeometrie mit Bildern gemittelter vLOS-
Komponenten, aufgenommen wa¨hrend der Landung
eines A340. Links: gemittelte Draufsicht der mittleren
vLOS; rechts: Bilder einzelner Schichten transversal zur
Messrichtung. Die +-Markierungen im linken Teil des
Bildes zeigen die Position der im rechten Teil darge-
stellten Schichten. Der Abstand zwischen zwei Markern
in den Schichtbildern (rechts) betra¨gt 20m. Bild aus
Keane et al. (2002). Reprinted with permission of the
American Institute of Aeronautics and Astronautics.
Abbildung 1.5: Bodengestu¨tzte WS-Messungen von MFLAME: Messgeometrie und LOS-Resultate.
bare Einschra¨nkung blieb die hohe Pulsdauer (Pulsla¨nge) τp von weit u¨ber 100 ns, die aufgrund des
Fourier-Limits (Unscha¨rfebeziehung) ∆f τp ∼= 1 (∼= steht hier fu¨r ”von der selben Gro¨ßenordnung“)
nicht mehr weiter verku¨rzt werden kann, ohne das Frequenz-Spektrum ∆f gleichzeitig zu verbreitern.
Bei gro¨ßerem ∆f versagt aber der notwendige Heterodynempfang seinen Dienst, der zudem nur auf
Ru¨ckstreuung von Aerosolen und nicht auf Moleku¨le, die das Spektrum noch mehr verbreitern, aus-
gelegt ist. Diese Art von DWL sind also fu¨r Messungen in großer Flugho¨he und mit hoher ra¨umlicher
Auflo¨sung ungeeignet, auch wenn sie sehr weit vorausschauende Resultate erlauben.
Deshalb wurde im Rahmen des Projekts AWIATOR (2002 − 2007) ein vorausschauender DWL-
Sensor bei 355 nm fu¨r zuku¨nftige Bo¨enlastminderung durch automatische Aussteuerung (z. B. durch
Flu¨gelklappen) mit Fringe-Imaging(FI)-Direktempfang entwickelt und im Flugzeug getestet (Schmitt
et al., 2007). Auch wenn die Reichweite dieses Systems auf den Nahbereich (kurzreichweitig) bis
200m vor dem Flugzeug beschra¨nkt war (wesentlich ho¨here Zahl an ru¨ckgestreuten Photonen fu¨r
Auswertung no¨tig als beim Heterodynempfang), lieferte es eine ra¨umliche Auflo¨sung von 30m und
60 LOS-Komponenten pro Sekunde, und war damit das erste System dieser Art, das Windmessungen
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auch in großer Flugho¨he in Fluggeschwindigkeit erlaubte.
AWIATOR fand seine Fortfu¨hrung im Projekt Green-Wake (2008 − 2012). Daneben wurden
im Projekt DELICAT (2009 − 2012) langreichweitige CAT-Messungen in großer Flugho¨he durch-
gefu¨hrt, die Ausweichmano¨ver erlauben und ausreichend Zeit zur Warnung der Passagiere bieten
sollen (Vrancken et al., 2010).
Diese Dissertation wurde im Rahmen des DLR-internen Projekts Wetter & Fliegen (2008 −
2011) angefertigt (Gerz und Schwarz, 2012). In diesem Projekt ging es unter anderem um die
Untersuchung der Eigenschaften bordgestu¨tzter Sensoren zur vorausschauenden Bestimmung at-
mospha¨rischer Sto¨rungen im Nah- und Fernbereich, die fu¨r eine Vorsteuerung zur Aussteuerung
der Sto¨rung (Nahbereich) und zur Bestimmung von Ausweichmano¨vern (Fernbereich) dienen sollen.
Langfristiges Ziel ist die Entwicklung eines Assistenzsystems, das bei Gefahr den Piloten warnt oder
ein automatisches Entgegenwirken zu den gefa¨hrlichen Stro¨mungen bietet.
Die Hauptfrage zu Beginn dieser Dissertation lautete: Ist ein geeigneter Sensor fu¨r aktive Steu-
ermaßnahmen (Aussteuerung) bei Turbulenz-Durchflu¨gen schon verfu¨gbar (Antwort: nein) oder in
naher Zukunft unter dem momentanen Stand der Lasertechnik und Optik u¨berhaupt machbar?
Die allgemeine Messsituation wird in Abb. 1.6 hier zuna¨chst fu¨r ein flugzeuggestu¨tztes DWL
dargestellt und beschrieben. Durch die an Atmospha¨renpartikeln ins Lidar ru¨ckgestreuten Photonen
kann die Teilchenbewegung und damit der Wind, der sie transportiert, vor dem Flugzeug erfasst
werden. Da ein oder mehrere Lidar(s) in, an, auf oder unter den Flu¨geln von der Analyse ausge-
schlossen werden sollte(n), bleibt als einziger wirklich geeigneter Ort fu¨r einen Lidar-Sensor nur noch
die Flugzeugnase. Daher beschra¨nken wir unsere Analyse auf ein monostatisches Lidar in oder nahe
der Flugzeugnase, wodurch auch die Zeit zwischen Messung einer Schicht vor dem Flugzeug und dem
wirklichen Kontakt der Flu¨gel mit dieser Schicht etwas verla¨ngert wird.
Dennoch wurde in einer generellen Analyse untersucht, wie sich Kombinationen mehrerer gleich-
zeitig messender DWL-Sensoren an verschiedenen Positionen des Flugzeugs (Nase, Seitenleitwerk und
u¨ber oder unter dem Rumpf) auf die Messgenauigkeit auswirken (Wolkensinger, 2010). Abha¨ngig von
den Elevations- und Azimutwinkeln wurde die jeweilige Leistungsfa¨higkeit der Sensoren in x-, y- und
z-Richtung inklusive ihrer Standardabweichungen bezu¨glich ihrer LOS-Geschwindigkeitskomponenten
verglichen. Die Quintessenz ist, dass nur fu¨r große LOS-Blickwinkel die Standardabweichung der
Komponenten transversal zur Flugrichtung im Rahmen gehalten werden kann. Der Nachteil in die-
sem Fall wa¨re jedoch ein Verlust an ra¨umlichem Auflo¨sungsvermo¨gen, d. h. man hat so nur wenige
oder gar nur einen Windvektor direkt vor dem Flugzeug. Somit kann man dann allenfalls großskalige
Windscherungen oder Bo¨en detektieren, aber keine kleinskaligen Strukturen wie WS.
Vom DLR Institut fu¨r Flugsystemtechnik wurden die Anforderungen an einen zur Feed-Forward-
Kontrolle geeigneten vorausschauenden Sensor genauer bestimmt. Bezu¨glich der no¨tigen Pra¨zision der
Daten aus DWL-Messungen wird unterschieden zwischen den Anforderungen zur Bestimmung des
Sto¨rpha¨nomens aus reinen LOS-Geschwindigkeiten vLOS =
√





beitra¨gen vx, vy, vz (Wolkensinger, 2011), und der Verwendung des vollsta¨ndigen 3D Windvektors
(u, v, w)T zur Flugsteuerung im Falle eines Landeanflugs (Horn und Schwarz, 2009). Beide Anforde-
rungsprofile werden in Tabelle 1.1 verglichen. Die Anforderungen zur Bestimmung des Sto¨rpha¨nomens
sind ho¨her, da hier nicht drei LOS-Richtungen (d. h. drei LOS-Geschwindigkeiten vLOS) genommen
werden, wie dies zur Bestimmung eines 3D Windvektors no¨tig ist, sondern immer nur ein vLOS .
Aufgrund der kleinen Blickwinkel der LOS-Richtungen fu¨r Lidars in vorausschauender Konfiguration
sind die Fehler fu¨r vy und vz (transversal zur Flugrichtung) weitaus gro¨ßer als fu¨r vx.
Im Falle der Flugsteuerung erlaubt die Kenntnis von 3D Windvektoren in geeigneten Entfernun-
gen vor einem Flugzeug die Herleitung der Kra¨fte und Impulse (Momente) durch den Wind auf das
Flugzeug, wodurch die notwendigen Steuerbefehle zur Kompensation bestimmt werden ko¨nnen. Der
Messfehler wird durch normalverteilte Werte mit vorgegebener Standardabweichung modelliert.
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(a) Messgeometrie eines DWL mit drei LOS-Vektoren
v1,v2,v3 (orange), d. h. drei Messrichtungen, und
vollsta¨ndige 3D Windvektoren (u, v, w)T (rot), die
jeweils aus drei LOS-Messungen generiert werden.
Strahldurchmesser Bw und Range Bin ∆R definie-
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(b) LOS-Geschwindigkeitsvektor v (rot) und seine Kom-
ponenten vx, vy , vz (gru¨n, optisches Koordinatensy-
stem!) in einer Messentfernung r fu¨r einen Azimutwin-
kel θ und einen Elevationswinkel ϕ, und resultieren-
der Absolutwert vLOS in einem konstanten Windfeld
(u, v, w)T (blau). In dieser Abbildung sind zwei Reali-
sationen von (θ, ϕ) mit vLOS dargestellt (Hirschberger
und Ehret (2011), S. 208, Abb. 2; with kind permission
from Springer Science and Business Media).
Abbildung 1.6: Geometrie und Prinzip eines DWL an Bord eines Flugzeugs fu¨r vorausschauende Messungen.
Anforderungen
Messparameter Ermittlung Sto¨rpha¨nomen Flugsteuerung
(nur LOS-Geschwindigkeiten) (volle 3D Windvektoren)
Entfernung 150m (−500m) 30− 150m (120 − 600m)
Punkte pro Ebene min. 63 LOS-Richtungen min. 20 volle 3D Windvektoren
Abtastrate (Ebenen pro s) min. 10Hz min. 10Hz
Messtiefe max. 3% der Entfernung, max. 10% der Entfernung,
d.h. 4.5m (−15m) d.h. 3− 15m (12− 60m)
Fehler (Standardabweichung) max. 0.5 ms fu¨r vLOS max. 2.5
m
s fu¨r jeweils u, v, w
Tabelle 1.1: Allgemeine Messanforderungen fu¨r (Doppler-Wind-)Lidar-Systeme.
Alle Anforderungen in Tab. 1.1 gelten fu¨r den Landeanflug, mit Ausnahme derjenigen in Klam-
mern, die bei Reisefluggeschwindigkeit gelten (4-5 mal ho¨here Fluggeschwindigkeit). Im Allgemeinen
wird fu¨r die Flugsteuerung der kleinstmo¨gliche Wert der Messentfernung in Abha¨ngigkeit von der
Fluggeschwindigkeit pra¨feriert. Der Scanwinkel ha¨ngt von der Messentfernung ab und sollte so ange-
passt werden, dass immer die volle Flu¨gelspannweite abgedeckt wird.
Der Feed-Forward-Controller beno¨tigt eine der folgenden Arten gemessener Lidar-Daten als Input:
1. Gemessener voller 3D Windvektor, v. a. aber die beiden Windkomponenten transversal zur
Flugrichtung. Dann kann der Feed-Forward-Controller die erforderlichen Befehle direkt ableiten.
2. Kenntnis der Zirkulation, Kernradien und Position von Wirbelschleppen. Dann ko¨nnen ideali-
sierte Modelle wie Burnham-Hallock oder Lamb-Oseen die no¨tigen Windvektoren herleiten.
Den Anforderungen von Tab. 1.1 und Punkt 1 oder 2 wird bislang kein Lidar-Sensor anna¨hernd
gerecht. Falls Punkt 1 mit ausreichender Auflo¨sung erfu¨llt wird, ist Punkt 2 ebenfalls erfu¨llt. Daher
versuchen wir im Folgenden die vx-, aber v. a. die vy- und vz-Komponenten bzw. die transversalen
Windkomponenten v und w gema¨ß Punkt 1 so gut wie mo¨glich bestimmen zu ko¨nnen.
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Im Rahmen dieser Dissertation wird im Wesentlichen ein neues monostatisches gepulstes
Lidar zur Windmessung vor Flugzeugen fu¨r obige Anforderungen untersucht, das, anders als
DWL, Windmessungen ohne Gebrauch des Doppler-Effekts gestattet. Dazu wird ein zukunftswei-
sender Ansatz zur Windmessung mit einem Ru¨ckstreulidar (RSL) durch numerisch-stochastische
Simulationen ausfu¨hrlich dargelegt, speziell hinsichtlich der Messgeometrie, Umwelt- und Laserfak-
toren sowie der Signalauswertung, welche den Schwerpunkt dieser Arbeit bildet (siehe Kap. 2 bis 5).
Dieses RSL erfordert ein neues Design und eine erho¨hte Anzahl an Messrichtungen. Zur Berechnung
der Windfelder wurden eine Reihe neu entwickelter oder bereits erprobter Verfahren sowie Kombi-
nationen daraus miteinander verglichen, von denen jede fu¨r sich unter bestimmten Voraussetzungen
gut anwendbar ist. Wie die Ergebnisse der Simulationen zeigen, ko¨nnte es mit einem solchen RSL
mo¨glich sein, mit weitaus ho¨herer Pra¨zision und Geschwindigkeit Daten u¨ber den Wind vor einem
Flugzeug zu sammeln, als dies mit bisher erprobten Techniken (z. B. DWL) mo¨glich ist.
Die Dissertation ist wie folgt gegliedert:
In Kapitel 2 befassen wir uns mit dem theoretischen Unterbau des fu¨r die RSL-Simulationen ver-
wendeten C++-Monte-Carlo Programmes pbs. Dazu wird die Ausbreitung der Photonen des gepulsten
Laserlichts des Lidar-Sensors in der Atmospha¨re mittels eines partiell deterministischen Markov-
schen (Sprung-)Prozesses (PDMP) modelliert. Auf einem geeignet gewa¨hlten Zustandsraum und
mit U¨bergangswahrscheinlichkeiten (TP), bestehend aus Markov-Kernen fu¨r zufa¨llige Kollision,
Streuerselektion, Wellenla¨ngena¨nderung, Richtungsa¨nderung sowie deterministischer Referenz- und
Stokesvektora¨nderung, ergibt sich ein zeitdiskreter stationa¨rer Markovscher Prozess. Daraus kann ein
zeitstetiger stationa¨rer korpuskularer Prozess mit Mehrfachstreuung, ein PDMP, inklusive Polarisa-
tion und Wellenla¨nge, hergeleitet werden. Dieser ist in Form von pbs zur Simulation realisiert. Fu¨r
Messentfernungen u¨ber mehrere hundert Meter muss Mehrfachstreuung fu¨r eine realistische Analyse
ebenso beru¨cksichtigt werden wie Polarisation aufgrund nicht-spha¨rischer Streupartikel.
Eine neu entwickelte Messgeometrie in pbs zur Simulation von hochauflo¨senden WS-Messungen
im Nahbereich vor Flugzeugen erlaubt die Emission und Detektion der Photonen in viele Einzelrich-
tungen gleichzeitig, normiert auf Richtung (Blickwinkel) und Distanz. Dadurch kann die ru¨ckgestreute
Intensita¨t (oder Photonenzahl) in zur Flugrichtung transversalen Schichtebenen vor einem beweg-
ten Objekt gemessen werden. Realistische Verteilungen von Extinktionskoeffizienten in Form von 3D
Quadern oder 3D Wu¨rfeln dienen als Maß fu¨r das variable Streuvermo¨gen auf dem Photonenpfad.
Die Streuung des Laserlichts wird durch verschiedene Arten von Mueller-Matrizen beschrieben.
In Kapitel 3 wird gezeigt, wie durch numerische Lo¨sung von Navier-Stokes-Gleichungen
(NSG) mittels Large Eddy Simulationen (LES) passive Tracerverteilungen von WS inklusive
Turbulenz generiert werden ko¨nnen, deren Konzentrationsverteilungen spa¨ter in den RSL-Simula-
tionen (siehe Kap. 5) in Form realita¨tsnaher Extinktions- bzw. Streuprofile verwendet werden.
Danach geht es in Kapitel 4 um Methoden zur Berechnung von Verschiebungs- bzw. Wind-
vektoren aus i. Allg. leicht unterschiedlichen 2D Bildern. Aus dem zu einem Zeitpunkt t1 gegebenen
(Tracer-)Profil kann fu¨r einen kleinen Zeitschritt ∆t ein gema¨ß dem LES-Windfeld zu t1 verschobe-
nes (Tracer-)Profil zum Zeitpunkt t2 erzeugt werden. Zum Ersten kann dann eine Bewegung durch
Verschiebung der Schwerpunktpositionen (Gravity Center Shift, kurz GCS) erfasst werden. Der
Schwerpunkt wird dabei als Position des Mittelwertes aufgefasst. Zum Zweiten wird ein Algorithmus
entwickelt, der u¨ber das Shift-Theorem fu¨r Fourier-Transformierte eine Berechnung der Translation
erlaubt (Fourier-Shift, kurz FS). Zum Dritten lassen sich Windvektoren durch eine Variante der
Kreuzkorrelation (KK) mit Subpixelgenauigkeit statistisch berechnen. Zum Vierten kombiniert
eine neue, als Weight-Shift (WSh) bezeichnete Methode die Prinzipien von KK und GCS.
In Kapitel 5 werden die Tracerverteilungen der gleichen Schicht zu Zeiten t1 und t2 in Form von
Extinktionsprofilen zur Simulation in die neue pbs-Version eingelesen. Die aus vielen Richtungen in
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den Extinktionsprofilen zu t1 und t2 ru¨ckgestreuten Photonen werden im Lidar-Detektor gesammelt,
wodurch 2D Bilder der Ru¨ckstreuung (inklusive Rauschen) entstehen, aus denen sich mit den Metho-
den von Kap. 4 die Verschiebungen bzw. Windvektoren berechnen lassen. Die Extinktionswerte und
Streumatrizen werden dabei entsprechend Flugho¨he und Messsituation variiert. Auch aus simulierten
Messungen mehrerer Schichten zu einem einzelnen Zeitpunkt t und fu¨r alternative Extinktionsver-
teilungen ko¨nnen die ra¨umlichen Verschiebungen der Luftmassen festgestellt werden.
Kapitel 6 fasst die Resultate zusammen. Es wird ein Fazit gezogen und ein Ausblick auf ku¨nftige
Weiterentwicklungen der Simulationen bzw. Lidar-Gera¨te gegeben.
Anhang A beschreibt rein auf Streuung von Laserstrahlung basierende Messmethoden fu¨r Wind.
Anhang B bescha¨ftigt sich in Abschnitt B.1 aus Gru¨nden der Kompaktheit der Dissertation nur
sehr verku¨rzt mit der Windmessung durch ein FI-DWL. Fu¨r eine detaillierte Analyse eines solchen
Systems sei hier auf Hirschberger und Ehret (2011) verwiesen. Eine ausfu¨hrliche Darstellung zur
Windmessung mit DWL vor Flugzeugen soll Teil eines zuku¨nftigen DLR-Forschungsberichtes sein.
Zusammenfassend werden realistische Ringmuster eines Fabry-Pe´rot-Interferometers (FPI) auf ei-
nem 2DCCD-Bildsensor (ein Array lichtempfindlicher Dioden) in der Brennebene dahinter simuliert.
Unter Beru¨cksichtigung der Streueigenschaften in der Atmospha¨re und durch Zufallszahlen (ZZen)
erzeugtem Rauschen wird getestet, wie genau eine Messung der Doppler-Verschiebung und damit
des Windes in großer Flugho¨he und Messdistanzen u¨ber 50m in eine einzelne Blickrichtung (LOS)
mo¨glich ist. Hierzu werden zwei geeignete Algorithmen zur Berechnung des Zentrums und des Ra-
dius von 2D Ringen mit Subpixel-Pra¨zision erla¨utert und angewandt. Der Abschnitt B.2 u¨ber einen
3D Ray-Tracing-Simulator eines FPI mit CCD hingegen wurde bislang nicht vero¨ffentlicht und wird
daher vollsta¨ndig beschrieben.
Abschließend noch einige Hinweise:
• Die Vektoren und Punkte in den Bildern sind in der auf dem Dissertationsserver der Univer-
sita¨tsbibliothek Mu¨nchen (http://edoc.ub.uni-muenchen.de/) verfu¨gbaren pdf-Version bei
Vergro¨ßerung exakt erkennbar.
• Bei der graphischen Pixel-Darstellung in den Abbildungen sorgt eine bilineare Interpolation
(
”
Texture mapping“) dafu¨r, dass immer vier Werte gewichtet gemittelt werden zu einem Wert
in der Mitte zwischen den Punkten (Pixel). Dessen Farbe wird angezeigt.
• Bei der Beschreibung optischer Instrumente in Kap. 2, 5 und Anhang A, B kommt das opti-
sche Koordinatensystem zum Einsatz. Hier ist die Ausbreitungsrichtung des Laserstrahles die
z-Achse und die x- bzw. die y-Achse transversal dazu. Dagegen verwendet man in den LES
das aeronautische Koordinatensystem (siehe Kap. 3 und 4) . Dabei ist x die Flugrichtung und
die y- bzw. z-Achse senkrecht dazu. Wir werden zwischen beiden Koordinatensystemen je nach
Situation wechseln.
Erga¨nzend zu dieser Dissertation seien dem Leser folgende Publikationen empfohlen:
M.C. Hirschberger, G. Ehret (2011),
”
Simulation and high-precision wavelength determination of noi-
sy 2D Fabry-Pe´rot interferometric rings for direct-detection Doppler lidar and laser spectroscopy“,
Applied Physics B – Lasers and Optics, Volume 103, Number 1, S. 207–222, DOI 10.1007/s00340-011-
4391-9. Originaldatei erha¨ltlich auf http://www.springerlink.com/content/u3311lvg67060665/ .
M.C. Hirschberger, T. Misaka, F. Holza¨pfel, C. Horn (2012),
”
Simulated Lidar Signals for Wake Vor-
tex Detection ahead of the Aircraft“, in: T. Gerz und C. Schwarz (Hrsg.), The DLR Project Wetter
& Fliegen, DLR-FB 2012-02, S. 130–143. Deutsches Zentrum fu¨r Luft- und Raumfahrt Oberpfaffen-







Dieses Kapitel behandelt die Theorie und Anwendung von Monte-Carlo Simulationen eines gepulsten
Laserstrahles in Verbindung mit der hier fu¨r WS-Windmessungen speziell verwendeten Messgeome-
trie, um (polarisierte) Lidar-Ru¨cksignale zur weiteren Analyse (v. a. in Kap. 5) berechnen zu ko¨nnen.
In Kap. 2.1 werden Ansa¨tze zur Lo¨sung der zur Beschreibung der Mehrfachstreuung von Pho-
tonen eines Laserpulses an Aerosolen oder Moleku¨len der Atmospha¨re no¨tigen Strahlungstransport-
Gleichungen (RTE) fu¨r die RSL-Simulationen dargestellt. Es wird verku¨rzt gezeigt, wie ein zeitlich
diskreter Markov-Prozess (S,P) in einen zeitlich stetigen (d. h. kontinuierlichen) verallgemeinert wer-
den kann, in einen sog. PDMP (U ,Q) , dessen Markov-Kerne aus den Markov-Kernen des zeitlich
diskreten Prozesses entstehen. Dazu wird die sog. Methode der fiktiven Kollision, wenn mo¨glich, ite-
riert angewandt. U¨ber die so erhaltene infinitesimale Erzeugende dieses assoziierten PDMP erha¨lt
man RTE fu¨r polarisiertes Licht. Dieser stochastische Ansatz ist also einem allgemeinen RTE-Ansatz
a¨quivalent, und kann zur Lo¨sung verwendet werden. In diesem Zusammenhang werden auch die ver-
wendeten Streueigenschaften kurz zusammenfasst. Fu¨r eine ausfu¨hrlichere Darstellung der PDMP
und Streueigenschaften siehe Wengenmayer (2008) oder Hirschberger (2007).
In Kap. 2.2 wird die hier verwendete, vorgeschlagene Messmethodik eines geeigneten RSL fu¨r
Simulationen und Realita¨t beschrieben. Dieses neue, simulierte RSL vereinigt die Messprinzipien
der in Anhang A dargestellten, auf (Ru¨ck)Streuung basierenden und zum Teil zur Windmessung
geeigneten Messsysteme in Form eines Lidars. Wichtig ist dabei die Messbarkeit des Windes durch
dieses RSL ohne Zuhilfenahme des Dopplereffekts.
Die dafu¨r no¨tigen Eigenschaften wurden in einer erweiterten Version des Programmes pbs, ge-
nannt pbs5, zur Simulation von Lidar-Ru¨cksignalen inklusive Mehrfachstreuung und Polarisation
implementiert, dessen grundlegende Funktionsweise inklusive der Neuerungen in Kap. 2.3 erla¨utert
wird.
2.1 Partiell deterministische Markovsche Sprungprozesse und
Streueigenschaften zur Modellierung des Lichttransports
Mehrfachstreuung muss in Lidar-Simulationen beru¨cksichtigt werden, um physikalische Pha¨nomene
wie Depolarisation durch spha¨rische Streuer, Laserpuls-Verbreiterung und Laserpuls-Verla¨ngerung
(
”
Pulse Stretching“) oder den Verlauf der Photonen in dichten Wolken oder weit entfernten Zirren zu
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erkla¨ren. Richtungsstreuung polarisierten Lichts durch kugelfo¨rmige und nicht-kugelfo¨rmige Streuer
ist nicht rotationsinvariant in Bezug auf den einfallenden Laserstrahl. Extinktion, also der Energie-
verlust des Laserstrahls durch Wechselwirkung mit der Atmospha¨re, setzt sich aus zwei Anteilen
zusammen: Absorption und Streuung. Absorption wird hier innerhalb der zu messenden Extinkti-
onsschicht vernachla¨ssigt werden (obwohl pbs dies beru¨cksichtigen kann), d. h. wir fokussieren uns
in den Messschichten auf elastische (Ru¨ck)Streuung monostatischer Lidars. Jeder Laserpuls besteht
aus einer großen Anzahl (zu simulierender) Photonen.
Der Transport polarisierten Lichts durch die Atmospha¨re wird im Folgenden als stochastischer
korpuskularer Mehrfach-Streuprozess durch einen Markov-Prozess in diskreter (und spa¨ter auch steti-
ger) Zeit mit Streuerselektion und Polarisation beschrieben. Dieser besteht aus einer iterativen Folge
von Einfachstreuungen korpuskularer Photonen 1 an Streuern der Atmospha¨re (z. B. Staubpartikel,
Wassertro¨pfchen in Wolken oder Gasmoleku¨le). Jedes solche elementare Streuereignis wird wiederum
unterteilt in einige Berechnungsschritte.
Ausgangspunkt ist ein vollsta¨ndiger physikalischer Zustand
s := (x, ψ, λ, φ, ρ, st) ∈ S ⊂ R3 ×Ψ× R+ × S2 × S2 × R4 (2.1)
eines Photons in einem ausreichend hoch dimensionierten Zustandsraum S, wobei x ∈ R3 die
Photonen-Position, ψ ∈ Ψ die Art des letzten Streuteilchens aus der Menge Ψ aller Streuteilchen,
λ ∈ R+ die Photonen-Wellenla¨nge, φ ∈ S2 die Photonen-Flugrichtung aus der Einheitskugel S2 des
R3, ρ ∈ S2 mit ρ ⊥ φ der Referenzvektor und st der darauf bezogene sog. normierte Stokes-Vektor
sind. Auf ρ und st, die zur Beschreibung des Polarisationszustands des Photons dienen, werden wir
weiter unten noch genauer eingehen.
Fu¨r die Borelsche σ-Algebra S := B(S) = B(R3×Ψ×R+×S2×S2×R4) auf dem Zustandsraum
S werden die zugeho¨rigen Rechtecksmengen R ∈ S definiert durch
R := Rx ×Rψ ×Rλ ×Rφ ×Rρ ×Rst (2.2)
mit Rx ∈ B(R3), Rψ ∈B(Ψ), Rλ ∈ B(R+), Rφ ∈ B(S2), Rρ ∈ B(S2) und Rst ∈ B(R4).
Wir ko¨nnen nun den Markov-Kern bzw. die U¨bergangswahrscheinlichkeit, engl. Transition Proba-
bility (TP)
P : S ×S 3 (sm,R) 7−→ P(sm,R) ∈ [0, 1] (2.3)
von einem Zustand sm ∈ S in einen neuen Zustand sm+1 ∈ R wiederum als Komposition der Markov-
Kerne fu¨r Kollision (Stoß), Streuerselektion, Wellenla¨nge, Streurichtung, Referenzvektor und Stokes-
Vektor beschreiben, so dass durch die Abfolge bzw. Aneinanderreihung dieser P ein Markov-Prozess
in diskreter Zeit definiert werden kann. Dabei bewegt sich das Photon ausgehend vom letzten, dem
m-ten Streupunkt xm entlang der Halbgeraden mit Fußpunkt xm mit konstanter Lichtgeschwindigkeit
c in Richtung φm, bis es zum Zeitpunkt tm+1 ∈ R+ an der Position xm+1 := xm + c(tm+1 − tm)φm
auf einen Streuer trifft. Da sich bei Bewegung im Vakuum zwischen dem m-ten und (m + 1)-ten
Streuereignis nur der Ortsvektor x vera¨ndert, gilt in diesem Zeitraum mit tm ≤ t < tm+1 fu¨r den
Zustand des Photons
s tm := (xm + c(t− tm)φm, ψm, λm, φm, ρm, stm) . (2.4)
Die Zeitintervalle zwischen den Streuereignissen sind durch die Streupunkte und Trajektorien bei
konstantem c schon eindeutig festgelegt und damit in den sm bereits implizit enthalten. Nun sollen
die einzelnen TPs, aus denen sich P zusammensetzt, definiert werden.
Zuna¨chst definieren wir die TP fu¨r eine Kollision (einen Stoß) des Photons mit einem Streuer.
Der atmospha¨rische Extinktionskoeffizient σ : S → R+0 mit σ(s) ∈ R+0 (auch Stoßintensita¨t genannt),
1Wir verwenden zur Beschreibung von Lichtstreuung ein rein klassisches Modell mit Licht als Teilchen, blenden also
die Koha¨renzeigenschaft von Licht als Welle aus.
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der spa¨ter der Sprungintensita¨t eines PDMP entsprechen wird, entscheidet, wie hoch die Wahrschein-
lichkeit eines (m+1)-ten Stoßes des Photons entlang der Halbgeraden xm+ c(t− tm)φm ist. Dieses σ
ha¨ngt also von xm und φm (v. a. bei Eiskristallen), aber auch von ψm, λm (v.a. bei Raman-Streuung),
ρm und stm ab. Seinen Ursprung hat dieses σ im Beer-Lambert-Gesetz:
Γ : S ×B(R+0 ) −→ [0, 1] mit





σ(xm + c s φm, ψm, λm, φm, ρm, stm) ds
)
(2.5)
gibt die Wahrscheinlichkeit dafu¨r an, dass das Photon im Zeitintervall [0, t] nach bereits verstrichener
Zeit tm auf der Strecke von xm nach xm+c(t− tm)φm mit einem Partikel der Atmospha¨re kollidieren
wird. Dabei ist Γ(sm ; . ) ein Wahrscheinlichkeitsmaß auf den Borel-messbaren Teilmengen B(R
+
0 ) (da
t ∈ R+0 ) fu¨r beliebiges sm.
Sei Col (sm ; . ) das Bildmaß von Γ(sm ; . ) unter der wegen f
−1(B(R3)) = {f−1(Rx) : Rx ∈
B(R3)} ⊂ B(R+0 ) messbaren Abbildung
f : (R+0 ,B(R
+
0 )) −→ (R3,B(R3))
t 7−→ xm + c t φm
(2.6)
von R+0 nach R
3 mit Messra¨umen (R+0 ,B(R
+
0 )) , (R
3,B(R3)) und zwei Maßen Γ und Col auf B(R+0 )
bzw. B(R3), so dass Col (sm ;Rx) = Γ(sm ; f
−1(Rx)) fu¨r Rx ∈ B(R3) gilt. Col (sm ; . ) konzentriert
sich auf die in xm startende und in Richtung φm ausbreitende Halbgerade. Dann ist die Abbildung
Col : S ×B(R3) −→ [0, 1]
(sm ;Rx) 7−→ Γ(sm ; f−1(Rx)) =: Col (sm ;Rx)
(2.7)
mit Borel-messbarer Teilmenge Rx ∈ B(R3) von R3 ein Markov-Kern von (S,S) nach (R3,B(R3)),
und wird als Stoß-TP bezeichnet. Col (sm ;Rx) gibt also die Wahrscheinlichkeit dafu¨r an, dass ein
Photon mit Zustand sm mit einem Streuer kollidieren wird, der sich im Punkt xm+1 ∈ Rx befindet.
Weiter ko¨nnen wir eine TP der Selektion des Streuertyps einfu¨hren. Die Menge Ψ aller Streu-
ertypen ist bei nur einer Teilchensorte in der Atmospha¨re eine einelementige Menge, wa¨hrend bei
mehreren Teilchensorten endlich oder sogar unendlich viele Streuertypen auftreten ko¨nnen. In Si-
mulationen sind nur endliche Ψ umsetzbar. Fu¨r endliches Ψ wird hier jeder Streuertyp ψ mit einer
Wahrscheinlichkeit entsprechend der Relation seiner lokalen Dichte (z. B. Extinktionskoeffizient σ)
zu den lokalen Dichten der anderen Streuertypen ausgewa¨hlt. Eine so definierte TP fu¨r die Streuerse-
lektion entspricht einer unabha¨ngigen Mischung der verschiedenen Streuertypen. Fu¨r weitere Details,
auch zu unendlich vielen Streuertypen, siehe etwa Wengenmayer (2008) oder Hirschberger (2007).
Im Falle einer endlichen Menge Ψ verschiedener Streuertypen wird das Photon im Punkt xm+1
mit einem Teilchen vom Typ ψm+1 ∈ Ψ zusammenstoßen. Ein solcher Streuertyp ψm+1 kann ein
Ensemble von Moleku¨len, Mie-Streuern (z. B. gemischt gema¨ß einer gegebenen Gro¨ßenverteilung)
oder zufa¨llig orientierten nicht-spha¨rischen Streuern sein. Statt einer einzelnen Stoßintensita¨t σ gibt
es jetzt mehrere Stoßintensita¨ten σψ der verschiedenen Arten von Streupartikeln, die additiv sind.
Dies impliziert eine Art stochastische Unabha¨ngigkeit der damit verbundenen Stoß-Punktprozesse.
Es gilt:




mit der Stoßintensita¨t σψ fu¨r den Streuertyp ψ.
Fu¨r jedes ψ ∈ Ψ und fu¨r jedes sm existiert eine Stoßintensita¨t σψ : S → R+0 mit sm 7→ σψ(sm).
Dieses σψ(sm) ist abha¨ngig von sm und von der Gestalt des Streuers ψ in xm+1. Mit
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wird (a¨hnlich wie in Gl. (2.5)) auf B(R+0 ) eine zeitliche Stoß-TP, diesmal mit einem Partikel vom
Typ ψ, definiert. Da σψ nicht abha¨ngig von ψm ist, kann ψm aus Gl. (2.9) gestrichen werden.
Der Markov-Kern Colψ induziert auf der Halbgeraden {xm + c t φm : t ∈ R+0 } durch Einbettung
dieser Halbgeraden einen Markov-Kern Colψ : S ×B(R3) → [0, 1] mit (sm ;B) 7→ Colψ(sm ;B) und
der Dichtefunktion










Damit ist also die TP Colψ , die sich auf σψ bezieht, gegeben durch
(sm ;B) 7−→ Colψ (sm ;B) fu¨r B ∈ B(R3) . (2.11)
Als zur Additivita¨t der σψ (siehe Gl. (2.8)) a¨quivalente Unabha¨ngigkeit gilt nun
Col (sm ;B) :=
∏
ψ∈Ψ
Colψ (sm ;B) fu¨r B ∈ B(R3) . (2.12)
A¨hnlich der Dichte von Colψ aus Gl. (2.10) besitzt Col (sm ; . ) die Wahrscheinlichkeitsdichte










Die bedingten Dichten von Col und Colψ fu¨r ein Ausbleiben der Streuung bis zu einem Ort xm+c t φm
auf der Halbgeraden (d. h. bis zur Zeit t) sind proportional zu ihren jeweils zugeho¨rigen σ und σψ .
Damit ist
Sel (sm,xm + c t φm; {ψm+1}) := σψ (xm + c t φm, ψm, λm, φm, ρm, stm)∑
ν∈Ψ σν (xm + c t φm, ψm, λm, φm, ρm, stm)
(2.14)
die Wahrscheinlichkeit fu¨r eine Kollision des Photons im Zustand sm mit einem Streuer vom Typ
ψm+1 im Punkt xm+ c t φm . Die zufa¨llige Auswahl des Streuers vom Typ ψm+1 im Stoßpunkt xm+1
ist somit stochastisch bestimmt durch die TP der Streuerselektion
Sel : (S × R3)×B(Ψ) −→ [0, 1]
(sm,xm+1;Rψ) 7−→ Sel (sm,xm+1;Rψ)
(2.15)
aus Gl. (2.14) mit einer einelementigen Menge Rψ := {ψm+1}, bestehend aus dem (m + 1)-ten
Streuer vom Typ ψm+1. Dabei ist Sel unabha¨ngig von der bisherigen Streuhistorie (s0, s1, . . . , sm−1)
des Photons und ha¨ngt nur von sm und von xm+1 ab, das xm in sm ersetzt.
Manche Streuer in der Atmospha¨re wie etwa die O2- oder N2-Moleku¨le, die die beiden Haupt-
komponenten der Luft darstellen, ko¨nnen die Wellenla¨nge λ der einfallenden Strahlung (Photonen)
wa¨hrend eines Streuereignisses a¨ndern. Da diese Raman-Streuung ein quantenmechanischer Effekt
ist, erfolgt die λ-A¨nderung zufa¨llig. Somit kann die TP fu¨r eine A¨nderung der Wellenla¨nge zu λm+1 ,
Wav : (S × R3 ×Ψ)×B(R+) −→ [0, 1]
(sm,xm+1, ψm+1;Rλ) 7−→ Wav (sm,xm+1, ψm+1;Rλ) ,
(2.16)
fu¨r beliebiges (sm,xm+1, ψm+1) und eine beliebige Borel-messbare Teilmenge Rλ von R
+ definiert
werden (siehe auch Oppel und Czerwinski (1998)). Dabei ist Wav unabha¨ngig von der bisherigen
Streuhistorie (s0, s1, . . . , sm−1) des Photons und ha¨ngt nur von sm, xm+1 (ersetzt xm in sm) und
ψm+1 (ersetzt ψm in sm) ab. Speziell fu¨r die O2- oder N2-Moleku¨le aber existieren exakte Lo¨sungen
14
2.1 Partiell deterministische Markovsche Sprungprozesse und Streueigenschaften zur Modellierung
des Lichttransports
fu¨r die TPs von der Wellenla¨nge der einfallenden zur gestreuten Strahlung (Penney et al., 1974, Wen-
genmayer, 2002). Die meisten anderen Streuer wie Mie-Teilchen (in Wasserwolken) oder Eiskristalle
(in Zirren) a¨ndern die Wellenla¨nge der einfallenden Wellen nicht.
Als Na¨chstes wird die stochastische A¨nderung der Flugrichtung des Photons nach φm+1 am Streu-
ort xm+1 durch die TP der Richtungsstreuung
Dir : (S × R3 ×Ψ× R+)×B(S2) −→ [0, 1]
(sm,xm+1, ψm+1, λm+1;Rφ) 7−→ Dir (sm,xm+1, ψm+1, λm+1;Rφ)
(2.17)
fu¨r beliebiges (sm,xm+1, ψm+1, λm+1) und eine beliebige Borel-messbare Teilmenge Rφ von S
2 defi-
niert. Dieses Dir ist wieder unabha¨ngig von (s0, s1, . . . , sm−1) und ha¨ngt nur von sm, xm+1 (ersetzt
xm in sm), ψm+1 (ersetzt ψm in sm) und λm+1 (ersetzt λm in sm) ab. Dabei ist Dir abha¨ngig vom
Streuverhalten der Partikel der Atmospha¨re fu¨r polarisiertes Licht. Polarisation wird hier in Form
von Stokes-Vektoren beru¨cksichtigt, wa¨hrend Mueller-Matrizen das Streuverhalten der Streuer wie-
dergeben und die Transformation der Stokes-Vektoren bei einer Streuung erlauben. Im Folgenden
soll dieser Formalismus kurz erla¨utert werden.
Wie man natu¨rliches Licht polarisiert und welche Arten von Polarisation es gibt, ist z. B. in Zinth
und Zinth (2009) beschrieben. Mittels des sog. Stokes-Vektors (G.G. Stokes, 1852), der aus vier sog.
Stokesschen Parametern besteht, die allesamt reelle Intensita¨ten angeben, werden die Polarisations-





























3 → C3, x 7→ v(x) die komplexen E-(Vektor-)Feld-Anteile und I(x) =
I‖(x) + I⊥(x) die Gesamtintensita¨t sind (∗ das komplex Konjugierte, ‖ die parallelen und ⊥ die
senkrechten Anteile). In der Literatur (z. B. Born und Wolf (1999)) wird auch die a¨quivalente Form
ST := (I,Q,U,V)T = (I‖ + I⊥, I‖ − I⊥,U,V)T (2.19)
verwendet. Hierbei sind I die Intensita¨t, Q der Polarisationsgrad und U sowie V Phasenbeziehungen.
Der Polarisationszustandsvektor eines Photons (der zwischen zwei Streuungen von x unabha¨ngig und
konstant ist) wird im stochastischen Modell durch den normierten Stokes-Vektor















fu¨r I 6= 0 ,(
0 , 0 , 0 , 0
)T
fu¨r I = 0 .
(2.20)
ausgedru¨ckt. Intensita¨t und Photonenzahl sind proportional zueinander, so dass sich durch gewich-
tete Summation der Stokes-Vektoren einzelner Photonen der Stokes-Vektor des gesamten Strah-
lungsflusses ergibt (Kerscher, 1994). Die (normierten) Stokes-Vektoren werden nun zur Berechnung
einzelner Streuungen von polarisiertem, monochromatischem Licht an einzelnen spha¨rischen oder
nicht-spha¨rischen Partikeln verwendet.
Ein einzelner Streuvorgang (wir betrachten nun wieder das (m + 1)-te Streuereignis) startet al-
so mit einem normierten Stokes-Vektor stm in der Form von Gl. (2.20), der bezu¨glich der Ebene
dargestellt ist, die durch die Einfallsrichtung φm ∈ S2 des Photons auf den Streuer, und die neue
Ausbreitungsrichtung φm+1 ∈ S2 nach der Streuung aufgespannt wird. Damit bilden φm und φm+1
den Streuwinkel ϑ = ϑ (φm, φm+1). Die von φm und dem Referenzvektor ρm mit ρm ⊥ φm aufge-
spannte Referenzebene (ρm, φm) vor der Streuung erfa¨hrt beim Streuvorgang die Rotation L(ξ).
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cos2(ξ) sin2(ξ) 12 sin(2ξ) 0
sin2(ξ) cos2(ξ) −12 sin(2ξ) 0
− sin(2ξ) sin(2ξ) cos(2ξ) 0
0 0 0 1
 . (2.21)
Die durch die Ebene (φm, φm+1) festgelegte Referenzebene (ρm+1, φm+1) nach der Streuung (sog.
Streuebene) entha¨lt den neuen Referenzvektor ρm+1 mit den Eigenschaften ρm+1 ⊥ φm, ρm+1 ⊥ φm+1
und ρm+1 ∈ (φm, φm+1) . Es gilt:
ρm+1 :=
(φm+1 × φm)× φm+1
‖(φm+1 × φm)× φm+1‖ . (2.22)
Sei ξ := Ξ(α, β) := arccos(< α, β >) der Winkel zwischen α := φm × ρm und β := φm+1 × ρm+1.
Fu¨r die Drehung des Stokes-Vektors stm gilt dann
L (Ξ (φm × ρm , φm+1 × ρm+1)) · stm . (2.23)
Um die Streuung polarisierten Lichts an einem Partikel in eine Richtung r zu berechnen, wird
der Stokes-Vektor der einfallenden Strahlung durch eine lineare Transformation mittels einer sog.
Mueller-Matrix M(θ, ϕ) ∈ R4×4 mit Azimutwinkel θ ∈ [0, 2pi[ und Elevationswinkel ϕ ∈ [0, pi] in











 mit M(θ, ϕ) := (mij)i,j=1,...,4 : [0, 2pi[×[0, pi] → R4×4 (2.24)
mit Wellenzahl k und La¨nge r = |r| ; s steht fu¨r
”
scattered“ und i fu¨r
”
incoming“. Dieselbe Darstel-
lung ergibt sich auch fu¨r die (I,Q,U,V)-Form des Stokes-Vektors aus Gl. (2.19). Explizite Angaben
der einzelnenmij finden sich z. B. bei Mishchenko et al. (2000), S. 11. Im allgemeinsten Fall ko¨nnen die
16 Winkelelemente mij einer solchen Phasenmatrix allesamt von 0 verschieden sein. Jedes mij stellt
fu¨r sich eine winkelabha¨ngige Funktion der Wellenla¨nge, Teilchengro¨ße, Form und Komposition dar.
Je symmetrischer die Streuer, desto weniger verschiedene Eintra¨ge ungleich 0 hat die Mueller-Matrix
oftmals. Die Streumatrizen lassen sich nach Bohren und Huffman (1983) in verschiedene Klassen ein-
teilen. Wir werden in Kap. 2.3 auf hier verwendete Mueller-Matrizen noch na¨her eingehen. Bezogen
auf das (m+ 1)-te Streuereignis haben wir generell eine Mueller-Matrix der Form
M (λm, φm, ρm, stm,xm+1, ψm+1, λm+1, φm+1) ∈ R4×4 . (2.25)
Dadurch erhalten wir den Stokes-Vektor STm+1 des gestreuten Photons (im Fernfeld) mit neuer
Flugrichtung φm+1 in einer Entfernung r = |r| = 1 als
STm+1 :=M (λm, φm, ρm, stm,xm+1, ψm+1, λm+1, φm+1) · L
(
Ξ (φm × ρm , φm+1 × ρm+1)
) · stm ,
(2.26)
und schließlich stm+1 durch Normierung von STm+1 .
Die neue Richtung φm+1 ∈ S2 des Photons wird in Koordinaten des Drehwinkels ξ ∈ [0, 2pi] und
des Streuwinkels ϑ ∈ [0, pi] transformiert, um die TPD zu erhalten. Dazu fu¨hren wir eine Wahrschein-
lichkeitsdichte phpol ein, die als polarisierte Phasenfunktion bezeichnet wird. Die Streurichtungsver-
teilung eines beliebigen Streuers muss nicht immer eine Dichte haben (orientierte Eiskristalle z.B.
streuen nur in eine diskrete Anzahl an Richtungen). Die Mueller-Matrizen mu¨ssen gewisse Regula-
rita¨tseigenschaften erfu¨llen, damit eine Dichte der Streurichtungsverteilung existiert (siehe Kerscher
(1994)). Die polarisierte Phasenfunktion ist abha¨ngig von der Gesamtintensita¨t der Streuung:
phpol (ϑ, ξ) :=
Im+1(ϑ, ξ)
4pi
mit Im+1(ϑ, ξ) := (I‖,m+1 + I⊥,m+1) (ϑ, ξ) . (2.27)
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phpol (ϑ, ξ) dξ . (2.28)
Um die Berechnung der gemeinsamen Verteilungsfunktion D von ϑ und ξ zu erleichtern wird die
bedingte polarisierte Phasenfunktion als Dichte eingefu¨hrt:
phbed ( ξ |ϑ ) :=

phpol (ϑ,ξ)
ph(ϑ) fu¨r ph(ϑ) 6= 0 ,
0 fu¨r ph(ϑ) = 0 .
(2.29)
Falls ph(ϑ) und phbed( ξ |ϑ ) existieren, ko¨nnen wir D definieren durch





phbed ( ξ |ϑ ) dξ ph(ϑ) sinϑ dϑ (2.30)
mit einer messbaren Rechtecksmenge C := Cϑ × Cξ ⊂ [0, pi] × [0, 2pi] und dem Bild Rφ := Φ−1(C)
der Inversen der Koordinatentransformation von φ nach ϑ und ξ.
Dann ist Dir (sm,xm+1, ψm+1, λm+1; . ) das Bildmaß von D (sm,xm+1, ψm+1, λm+1; . ) unter der
inversen Koordinatentransformation von [0, pi] × [0, 2pi]→ S2 .
Der U¨bergang vom Referenzvektor ρm zum neuen Referenzvektor ρm+1 (wird nach Gl. (2.22)
berechnet) ist deterministisch. ρm+1 ha¨ngt von sm, xm+1, ψm+1, λm+1 und φm+1 ab. Dadurch kann
die TP fu¨r den Referenzvektor
Ref : (S × R3 ×Ψ× R+ × S2)×B(S2) −→ [0, 1]
(sm,xm+1, ψm+1, λm+1, φm+1;Rρ) 7−→ Ref (sm,xm+1, ψm+1, λm+1, φm+1;Rρ)
(2.31)
mit dem Dirac-Maß
Ref (sm,xm+1, ψm+1, λm+1, φm+1;Rρ) := δρm+1(Rρ) (2.32)
fu¨r beliebiges (sm,xm+1, ψm+1, λm+1, φm+1) und eine beliebige Borel-messbare Teilmenge Rρ der
Einheitsspha¨re S2 definiert werden. Das Dirac-Maß besitzt Einheitsmasse in ρm+1 ∈ S2 .
Ebenso ist der U¨bergang vom normierten Stokes-Vektor stm zum neuen normierten Stokes-Vektor
stm+1 deterministisch und ha¨ngt von sm, xm+1, ψm+1, λm+1, φm+1 sowie ρm+1 ab. Fu¨r die Berech-
nung von STm+1 gilt Gl. (2.26). Anschließend wird STm+1 normiert, wodurch man stm+1 erha¨lt.
Damit ist die TP fu¨r den normierten Stokes-Vektor
Pol : (S × R3 ×Ψ× R+ × S2 × S2)×B(R4) −→ [0, 1]
(sm,xm+1, ψm+1, λm+1, φm+1, ρm+1;Rst) 7−→ Pol (sm,xm+1, ψm+1, λm+1, φm+1, ρm+1;Rst) ,
(2.33)
mit dem Dirac-Maß
Pol (sm,xm+1, ψm+1, λm+1, φm+1, ρm+1;Rst) := δstm+1(Rst) (2.34)
fu¨r beliebiges (sm,xm+1, ψm+1, λm+1, φm+1, ρm+1) und eine beliebige Borel-messbare Teilmenge Rst
des R4 definiert. Das Dirac-Maß hat Einheitsmasse in stm+1 ∈ R4 .
Insgesamt la¨sst sich damit aus dem m-ten Zustandstupel sm := (xm, ψm, λm, φm, ρm, stm) der
na¨chste Zustand sm+1 := (xm+1, ψm+1, λm+1, φm+1, ρm+1, stm+1) eines Photons nach erfolgter Streu-
ung konstruieren. Diese Prozedur wird mehrmals iteriert, wodurch Mehrfachstreuung simuliert wer-
den kann.
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Die TP P des Markovschen korpuskularen multiplen Streuprozesses in diskreter Zeit (S,P) aus Gl.
(2.3) setzt sich also aus den TPs von Kollision (Gl. (2.7) ), Streuerselektion (Gl. (2.15) ), A¨nderung
der Wellenla¨nge (Gl. (2.16) ), Streurichtung (Gl. (2.17) ), Referenzvektor (Gl. (2.31) ) und normier-
tem Stokes-Vektor (Gl. (2.33) ) zusammen. Wir fu¨hren also eine Markov-Komposition folgender
Markov-Kerne durch:
(sm ;Rx) 7−→ Col (sm ;Rx)
(sm,xm+1;Rψ) 7−→ Sel (sm,xm+1;Rψ)
(sm,xm+1, ψm+1;Rλ) 7−→ Wav (sm,xm+1, ψm+1;Rλ)
(sm,xm+1, ψm+1, λm+1;Rφ) 7−→ Dir (sm,xm+1, ψm+1, λm+1;Rφ)
(sm,xm+1, ψm+1, λm+1, φm+1;Rρ) 7−→ Ref (sm,xm+1, ψm+1, λm+1, φm+1;Rρ)
(sm,xm+1, ψm+1, λm+1, φm+1, ρm+1;Rst) 7−→ Pol (sm,xm+1, ψm+1, λm+1, φm+1, ρm+1;Rst) .
(2.35)
Dies geschieht durch iterative Integration:












1R (xm+1, ψm+1, λm+1, φm+1, ρm+1, stm+1)
Pol (sm,xm+1, ψm+1, λm+1, φm+1, ρm+1; d stm+1)
Ref (sm,xm+1, ψm+1, λm+1, φm+1; d ρm+1)
Dir (sm,xm+1, ψm+1, λm+1; dφm+1)
Wav (sm,xm+1, ψm+1; dλm+1)
Sel (sm,xm+1; dψm+1)
Col (sm ; dxm+1)
(2.36)
fu¨r eine beliebige Borel-messbare Teilmenge R des Zustandsraumes S ⊂ R15 . Wir haben damit die
TP fu¨r den stationa¨ren Markov-Prozess in diskreter Zeit (S,P) berechnet.
Um spa¨ter eine Verknu¨pfung zu einem PDMP herstellen zu ko¨nnen, muss die Konstruktion der
TP P leicht angepasst in Abha¨ngigkeit von t erfolgen. Dazu fu¨hren wir zeitabha¨ngige Zusta¨nde
um := (tm; sm) ∈ U := R+0 × S , m ∈ N0 (2.37)
des Photons auf dem Zustandsraum U ein, wobei sm der Zustand des Photons nach dem m-ten
Streuereignis zum Zeitpunkt tm ∈ R+0 ist. Durch die Folge (um)m∈N0 bzw. durch den Prozess {um :
m ∈ N0} in diskreter Zeit wird somit der komplette Weg (Pfad) des einzelnen Photons angegeben,
der zwischen den einzelnen Streuereignissen linear verla¨uft. Derartige Prozesse {um : m ∈ N0} in
diskreter Zeit werden vom Programm pbs5 berechnet, um Lidar-Ru¨cksignale zu simulieren.
Zum Startzeitpunkt t0 := 0 mit Startzustand u0 := (t0; s0) ∈ U des Photons herrscht eine gewisse
Startverteilung vor, die durch das Wahrscheinlichkeitsmaß υ : Υ → [0, 1] beschrieben wird. In pbs5
entspricht diese Startverteilung den Eigenschaften des Emitters wie Position, Laser-Wellenla¨nge sowie
Richtung, Divergenz und Polarisation des ausgesandten Laserpulses. Ausgehend von υ beginnt eine
deterministische Bewegung des Photons zu den einzelnen Streupunkten. Der Extinktionskoeffizient
σ : S → R+0 (auch als Stoßintensita¨t bezeichnet, siehe oben) entspricht nun der Sprungintensita¨t eines
PDMP, denn mit der Dichtefunktion γ(sm ;B) von Col(sm ; . ) aus Gl. (2.13) mit t ∈ R+ anstelle
von B ko¨nnen wir die TP zum na¨chsten Stoßzeitpunkt tm+1 ∈ R+ durch T : U ×B(R+)→ [0, 1] mit
T (um ;Rt) :=
∫
Rt ∩ [tm,∞)
σ (xm + c (t− tm)φm, ψm, λm, φm, ρm, stm)
· exp(− t−tm∫
0
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angeben. Der Markov-Kern Col kann also durch den Markov-Kern T ersetzt werden.
Die TP fu¨r ein einzelnes Streuereignis am na¨chsten Streupunkt xm+1 := xm + c (tm+1 − tm)φm
ist a¨quivalent zur Sprung-TP Q : S × S → [0, 1] , die die nicht-stetigen Spru¨nge in einem PDMP
beschreibt. Dieser Markov-Kern Q wiederum setzt sich iterativ aus den TPs fu¨r Streuerselektion,
A¨nderung der Wellenla¨nge, A¨nderung der Richtung, A¨nderung des Referenzvektors und A¨nderung des
Stokes-Vektors zusammen. Fu¨r den Zustand des einfallenden Photons unmittelbar vor dem Streuer-
eignis an der Stelle xm+1 gilt hier
s˜m+1 := (xm+1, ψm, λm, φm, ρm, stm) . (2.39)
Durch die stetige Bewegung auf Halbgeraden a¨ndert sich die Ortskoordinate x = xm+1 eines Photons
bei einem Streuereignis nicht. Die Positions-TP ist also ein Dirac-Maß, und es gilt:
Pos : S ×B(R3)→ [0, 1]
(s˜m+1, Rx) 7→ δxm+1(Rx)
(2.40)
fu¨r ein beliebiges s˜m+1 ∈ S und fu¨r eine beliebige Borel-messbare Teilmenge Rx von R3.
Durch Ersetzen der Zusta¨nde sm durch s˜m+1 in den Gleichungen fu¨r die Markov-Kerne von
Streuerselektion (2.15), A¨nderung der Wellenla¨nge (2.16), Streurichtung (2.17), Referenzvektor (2.31)
und normiertem Stokes-Vektor (2.33) erhalten wir die vollsta¨ndige Streu-TP
Q : S ×S −→ [0, 1]
(s˜m+1 ;R) 7−→ Q (s˜m+1 ;R)
(2.41)
fu¨r eine beliebige Borel-messbare Teilmenge R := Rx×Rψ×Rλ×Rφ×Rρ×Rst des Zustandsraums
S wiederum ( vgl. Gl. (2.36) ) durch iterative Integration:












1R (xm+1, ψm+1, λm+1, φm+1, ρm+1, stm+1)
Pol (s˜m+1,xm+1, ψm+1, λm+1, φm+1, ρm+1; d stm+1)
Ref (s˜m+1,xm+1, ψm+1, λm+1, φm+1; d ρm+1)
Dir (s˜m+1,xm+1, ψm+1, λm+1; dφm+1)
Wav (s˜m+1,xm+1, ψm+1; dλm+1)
Sel (s˜m+1,xm+1; dψm+1)
Pos (s˜m+1 ; dxm+1) .
(2.42)
Dabei wird im Vergleich zu Gl. (2.36) Col durch Pos ersetzt. Das Streuereignis im Punkt xm+1 wird
in unserem Modell also durch Q (s˜m+1 ;R) komplett beschrieben.
Die vollsta¨ndige TP Q des korpuskularen multiplen Streuprozesses {um : m ∈ N0} mit Pola-
risation in diskreter Zeit kann wiederum durch Markov-Komposition der Markov-Kerne T und Q
angegeben werden:
Q : U ×Υ −→ [0, 1]







1R′ (t, s) Q
(
(xm + c (t− tm)φm, ψm, λm, φm, ρm, stm); ds
)
T (um; dt) . (2.43)
Hierbei ist U := R+0 ×S der Zustandsraum und Υ := B(R+0 )⊗S die zugeho¨rige Borelsche Produkt-
σ-Algebra mit Elementen R′ . Es gilt Q (um ;R′) = Q ( (tm, sm) ;R′) . Die Lo¨sung der Differenti-
algleichung zur Beschreibung der deterministischen Bewegung des Photons zwischen den Spru¨ngen
lautet
ϕ (t, sm) = (xm + c (t− tm)φm, ψm, λm, φm, ρm, stm) (2.44)
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fu¨r die Integralkurve t 7→ ϕ(t, s) .
Damit haben wir den U¨bergang von einem stationa¨ren Markov-Prozess (S,P) in diskreter Zeit
zu einem partiell deterministischen Markovschen Sprungprozess (U ,Q) in kontinuierlicher (stetiger)
Zeit vollzogen, der sich aus einem hoch-dimensionierten Zustandsraum U sowie aus Trajektorien,
die in der Ortskoordinate x stetig und in den anderen Gro¨ßen ψ, λ, φ, ρ und st rechtsstetig (mit
linksseitigen Limiten, d.h.
”
ca`dla`g“) sind, und aus einer stationa¨ren Markovschen Familie von TPs
(Q (um ;R′) : um ∈ U ,R′ ∈ Υ) in kontinuierlicher Zeit zusammensetzt. Dieser Prozess (U ,Q)
ist der von den Programmen pbs4 und pbs5 (siehe Kap. 2.3) simulierte, um polarisierte Lidar-
Ru¨cksignale zu berechnen.
Abschließend kann eine Bru¨cke vom korpuskularen Mehrfachstreuprozess zum Strahlungstrans-
port von Licht geschlagen werden. Die so erhaltene RTE ist hier von skalarer Form und beru¨cksichtigt
die Polarisation und Wellenla¨nge von Licht. Zusammengefasst erhalten wir unter Verwendung der
Theorie von PDMPs fu¨r den korpuskularen multiplen Streuprozess mit Polarisation und A¨nderung
der Wellenla¨nge als sog. infinitesimalen Erzeuger
(A f) (s) = (AD f) (s) + (AS f) (s) mit einer messbaren Funktion f : S → R , (2.45)
bestehend aus einem deterministischen Teil zur Beschreibung der deterministischen Bewegung zwi-
schen den Spru¨ngen
(AD f) (s) := < cφ ,∇x f(s) > (2.46)
und einem stochastischen Teil zur Beschreibung des Sprungverhaltens




f(s′)− f(s)) Q(s, ds′) ∀ s ∈ S , f ∈ D(A) (2.47)
mit Q nach Gl. (2.42) . Hierbei heißt D(A) := {f ∈ B(S) : Af existiert als ‖ · ‖-Limes} Gebiet oder
Bereich des infinitesimalen Erzeugers A. Durch Einfu¨gen des Erzeugers A in eine skalare RTE ohne
Quellterm erhalten wir das folgende Anfangswertproblem:
∂
∂t




w(0, s) = g(s) ,
(2.48)
wobei die Lo¨sung w(t, s) des Anfangswertproblems als Photonendichte in Abha¨ngigkeit von der Zeit
t ∈ R+0 und dem Photonenzustand s ∈ S mit Anfangsbedingung g ∈ D(A) interpretiert werden kann.
Um die Berechnung der Photonen-Pfade zu beschleunigen, kann die sog.
”
Methode der fiktiven
Kollisionen“ benutzt werden, die auch als
”
fictitious shock technique“ oder
”
maximale Wirkungsquer-
schnitt-Methode“ bekannt ist (Lapeyre et al. (2003), S. 78 oder Marchuk et al. (1980), S. 9).
Sie wandelt den Prozess mit lokal variablen σ in einen Prozess mit einem konstanten σ˜ :=
sups∈S σ(s) < ∞ um. Durch σ˜ ≥ σ(s) ∀ s ∈ S werden im Mittel mehr Sto¨ße auftreten, was durch
Anpassung des Markov-Kerns fu¨r die reine Streuung, Q (s˜ ;R) , in Form eines neuen Markov-Kerns







Q (s˜ ;R) (2.49)
geschieht. Damit muss der Extinktionskoeffizient σ(s˜) nun nur noch an den fiktiven Stoßpunkten
genommen werden (und nicht mehr alle σ), um t aus Gl. (2.5) zu erhalten. Die Methode der fiktiven
Kollisionen kann auch als PDMP geschrieben werden. Fu¨r weitere Details zur Verbesserung dieser
Methode durch Iteration und zur Darstellung des multiplen Streuprozesses in den Simulationen siehe
Oppel und Wengenmayer (2006), Wengenmayer (2008) oder Hirschberger (2007).
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2.2 Messmethodik eines geeigneten Ru¨ckstreulidars (RSL)
fu¨r Simulationen und Realita¨t
Bislang gibt es kein RSL, das ohne Ausnutzung des Dopplereffekts den Wind vor Flugzeugen messen
kann. DWL aber haben die in Kap. 1 erwa¨hnten Schwierigkeiten bei Windmessungen transversal
zur Flugrichtung. Darum werden im Anhang A (A.1 bis A.4) rein auf Ru¨ckstreuung basierende
Messverfahren, die zum Teil Windmessung erlauben, beschrieben und analysiert.
Von ihnen sind jedoch jeweils nur Teile fu¨r ein fu¨r Messungen vor bewegten Objekten in Nahdi-
stanz brauchbares RSL geeignet. Aus der Particle Imaging Velocimetry (PIV) von Anhang A.1 ist
dies das Scannen in Ebenen, aus der Speckle Imaging Velocimetry (SIV) von Anhang A.2 das
Scannen von Volumenschichten und der Strahlteiler, und vom Volume Imaging Lidar (VIL) von
Anhang A.4 die Messgeometrie und der in verschiedene Richtungen scannende Laser (alternativ zum
Strahlteiler), der ein großes Emitter-Blickfeld (EFOV) liefert. Aus dem Wide Angle Imaging Lidar
(WAIL) von Anhang A.3 wa¨ren das große EFOV und Receiver-Blickfeld (RFOV) mit Abbildung
der Intensita¨ten auf dem CCD wu¨nschenswert, was aber aus im Anhang A.3 genannten Gru¨nden
nicht geht. Ein großes RFOV liefert zudem ho¨here mehrfach-gestreute Beitra¨ge im Receiver.
Abbildung 2.1 zeigt das allgemeine Messprinzip eines fu¨r Windmessungen vor dem Flugzeug
geeigneten RSL. Die Intensita¨ten der Ru¨ckstreuung von Laserlicht aus einer du¨nnen Messschicht
(Tiefe i. Allg. einige Meter) fu¨r eine Vielzahl an Messrichtungen werden zu Zeitpunkten t1 (Abb.
2.1(a)) und t2 = t1 + ∆t (Abb. 2.1(b)) gemessen. Aufgrund der Fluggeschwindigkeit von vA/C auf
die Ebene zu mu¨ssen die Winkel der Messrichtungen angepasst werden (d.h. zur Zeit t2 mu¨ssen
sie im Vergleich zur Zeit t1 entsprechend vergro¨ßert werden, um fu¨r beide Zeitpunkte jeweils genau
die gleichen Punkte der selben Messschicht zu scannen). Mit den beiden Bildern aus einer festen
Schicht d wird jeweils eine KK oder a¨hnliche Operation durchgefu¨hrt. Alternativ ist dies auch fu¨r
zwei unterschiedliche Schichten d und d+∆d zu gleichem Zeitpunkt t mo¨glich. Dies ist nur fu¨r grobe
Verschiebungen sinnvoll, bei denen keine Rotationsbewegung rekonstruiert werden muss (siehe Kap.
5.5), da durch die beiden leicht unterschiedlichen Messpositionen entlang der Flugachse (x) die beiden
Bilder bei zwar gleicher Pixelzahl leichte Gro¨ßenunterschiede bezu¨glich der y- und z-Dimensionen
aufweisen. Bedingt durch die no¨tige Messanordnung mit Strahl-Auffa¨cherung, die von einer einzelnen
Lidar-Position ausgeht, bleibt eine Verzerrung, da in dem Bild aus der weiter entfernten Schicht im
Vergleich zu dem aus der na¨heren Schicht ein Informationsverlust in der Mitte des Bildes auftritt
(Seitenla¨nge der Pixel unterschiedlich).
Anstatt wie bei SIV je zwei hochaufgelo¨ste CCD-Bilder (∼ 1000 × 1000 Pixel) fu¨r einen Spot
zu korrelieren, um den Wind in einem nur kleinen Ausschnitt vor dem Flugzeug zu bestimmen,
wird beim neuen RSL einem solchen Spot nur ein einziger Intensita¨tswert pro Bild zugeordnet. Die
Intensita¨tswerte der einzelnen Spots zweier Bilder des RSL werden korreliert, wodurch sich die trans-
versalen y-z-Windvektoren fu¨r den gesamten wichtigen Bereich vor dem Flugzeug in einem Schritt
berechnen lassen. Die Berechnungsdauer fu¨r nur einen ca. 1m2 großen Spot in SIV ist in etwa so groß
wie die einer ca. 100m×60m großen Windfeld-Ebene fu¨r dieses RSL. Damit ist eine Echtzeitauswer-
tung mo¨glich, da hier deutlich weniger Pixel (ca. 200 × 120) zu korrelieren sein werden als bei PIV,
wo Echtzeitauswertung mo¨glich ist (Raffel et al., 2007). Vergro¨ßerungs- oder Verkleinerungsfaktoren
bei der Abbildung der realen Stro¨mung auf ein CCD oder CMOS wie bei PIV treten hier nicht auf.
Die Aufnahme beim RSL kann nicht direkt per CCD, sondern nur u¨ber den Umweg der Tren-
nung der Ru¨cksignale in Abha¨ngigkeit von ihrer Richtung erfolgen (die Anordnung der Ru¨cksignale
erfolgt dann in einer Ebene, die aussieht wie ein CCD-Bild). Da das RSL (anders als das VIL)
im Meterbereich messen muss, wird bei einem Zeitintervall von zumeist ∆t = 0.1 s bei transversa-
len Windgeschwindigkeiten von u¨ber 10 ms eine Strukturverschiebung von mehr als 1m stattfinden.
Wenn man das volle ∆t ausnutzt 2, um die Pulse fu¨r Bild 1 zeitversetzt nacheinander in die einzelnen
2 Je ho¨her die Messdistanz, desto la¨nger dauert es, bis das Ru¨cksignal eines emittierten Laserpulses wieder zuru¨ck im
Receiver ist. Erst dann kann der na¨chste Puls in die na¨chste Richtung ausgesandt werden. Bei z.B. 500m Messdistanz
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(b) Messung zum Zeitpunkt t2.
Abbildung 2.1: Messprinzip eines fu¨r Windmessungen vor dem Flugzeug geeigneten RSL. Die Intensita¨ten der
Ru¨ckstreuung von Laserlicht aus einer du¨nnen Messschicht fu¨r eine Vielzahl an Messrichtungen
werden zu Zeiten t1 (Abb. 2.1(a)) und t2 = t1 +∆t (Abb. 2.1(b)) gemessen. Dargestellt sind
Intensita¨tsverteilungen der Ru¨ckstreuung aus Simulationen wie in Kap. 5. Aufgrund der Fort-
bewegung des Flugzeugs mit vA/C mu¨ssen die Winkel der Messrichtungen angepasst werden,
um fu¨r beide Zeitpunkte jeweils genau die gleichen Punkte der selben Messschicht zu scannen.
Richtungen zu schicken, wie dies mit einem Scanner beim VIL im großskaligen Bereich der Fall ist,
ha¨tte man beim RSL bereits minimale Verschiebungen/Wanderungen der Strukturen wa¨hrend der
Aufnahme von Bild 1. Man kann bei zu langsamem zeilen- oder spaltenweisem Scannen also durch-
aus mehrmals ein und dieselbe Intensita¨tsstruktur der Ru¨ckstreuung erfassen, wa¨hrend eine andere,
zwischenzeitlich oder vorher vorhandene nie gemessen wird. Diese Verfa¨lschung/Verwaschung der
Ru¨ckstreuergebnisse spielt beim VIL trotz sequentiellem Scannen aufgrund der Großskaligkeit der
Range Bins und Absta¨nde der Azimut- und Elevationswinkel in großer Messentfernung kaum eine
Rolle. Wir dagegen ha¨tten beim neuen RSL leicht verschwommene Messbilder.
Eine Mo¨glichkeit zur Lo¨sung dieses Problems wa¨re die gleichzeitige/zeitgleiche Emission aller
Laserpulse in die verschiedenen Richtungen zu einem Zeitpunkt und eine ra¨umliche Trennung der
zeitgleich im Teleskop empfangenen Signale durch Projektion auf ein CCD oder CMOS u¨ber geeig-
nete optische Bauteile im Strahlengang. Dies scheint (momentan) etwas unrealistisch. Besser wa¨re es
wohl, alle 0.1 s einen extrem starken Laserpuls zu erzeugen und diesen u¨ber Strahlteiler 3/Fasern und
Prismen/Gitter oder A¨hnlichem vor Emission in die Atmospha¨re in einzelne Photonenbu¨ndel gleicher
Intensita¨t mit diskreten, minimal unterschiedlichen Wellenla¨ngen λ zu spalten 4. Diese λ-Unterschiede
mu¨ssen gro¨ßer sein als die maximal mo¨glichen Doppler-Shifts und Raman-Verschiebungen, die Licht
bei Ru¨ckstreuung erfahren kann, damit das ru¨ckgestreute Licht einer bestimmten Wellenla¨nge wieder
eindeutig seiner Emissionsrichtung zugeordnet werden kann, aber auch noch so klein, dass die von λ
abha¨ngigen Streueigenschaften der Atmospha¨renpartikel keinen Einfluss bekommen. Zum Beispiel ein
Frequenzkamm oder ein anderes spektral trennendes Messgera¨t liefert dann die den einzelnen empfan-
genen Wellenla¨ngen zugeordneten Intensita¨ten, die im Detektor zeitgleich empfangen werden. Dann
weiß man, wie viel Licht aus welcher Richtung zuru¨ckkommt und erha¨lt eine Intensita¨tsverteilung,
da in jede Richtung (nahezu) gleich viel Lichtenergie geschickt wurde.
und 30000 zu messenden Richtungen reichen 0.1 s gerade noch, um einen Scan der gesamten Ebene zu vervollsta¨ndigen
(Photonen mit Lichtgeschwindigkeit c, Hin- und Ru¨ckweg ca. 1000m), bevor das na¨chste Bild zum na¨chsten
”
Zeitpunkt“
erstellt werden muss, um in der Zeitspanne ∆t = 0.1 s zu bleiben.
3 Siehe Abb. 2.2(a) fu¨r ein Beispiel einer holographischen Linse. Es gibt auch winzige, um zwei Achsen drehbare
(scannende) Mikrospiegel (MEMS), die durch Laserprojektion in sehr kurzer Zeit zeilenweise (Farb)Bilder auf Ebenen
erzeugen, siehe Queren et al. (2011), S. 80. Ein solches Bauteil ko¨nnte auch in unserem Fall hilfreich sein.
4 Auf jeden Fall mu¨ssen Photonenbu¨ndel mit leicht unterschiedlichem λ in die Richtungen ausgesandt werden. Dies
ko¨nnte auch eine Vielzahl von energiearmen (praktisch zeitgleichen) Pulsen mit minimal verschiedenen λ sein.
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2.3 Monte-Carlo-Simulationen eines RSL mit pbs5: Allgemeine
Funktionsweise von pbs und Neuerungen in pbs5
Die fu¨r unsere Monte-Carlo-Simulationen eines gepulsten Laserstrahles in der Atmospha¨re verwendete
Mehrfachstreuungs-Lidargleichung fußt auf einer von Marchuk et al. (1980) am Computing Center in
Novosibirsk in den siebziger Jahren hergeleiteten Lidar-RTE aus einer Summe iterierter Integrale ho-
her Ordnung, den einzelnen Mehrfachstreuungsbeitra¨gen. Zur Beschleunigung der Berechnung dieser
Integrale wurden damals varianzreduzierende Methoden entwickelt. Ende der achtziger Jahre wurde
am Mathematischen Institut der LMU Mu¨nchen ein stochastisches Modell zur Berechnung mehr-
fachgestreuter Lidar-Ru¨cksignale mit dem Satz von Ionescu-Tulcea definiert und Simulationen von
Zweifachstreuungen mit Inversion durchgefu¨hrt (Oppel et al., 1989). Mit Beginn der neunziger Jahre
wurde in Zusammenarbeit mit dem damaligen Institut fu¨r Optoelektronik des DLR in Oberpfaffen-
hofen und obigem Computing Center der Russischen Akademie der Wissenschaften in Novosibirsk
am Mathematischen Institut der LMU Mu¨nchen eine exakte Mehrfachstreuungs-Lidargleichung mit
Polarisation hergeleitet und als Codes pbs und pbs2 5 unter Verwendung varianzreduzierender Monte-
Carlo-Methoden zur Berechnung sa¨mtlicher Anteile der Lidar-Ru¨cksignale implementiert (Kerscher,
1994, Kerscher et al., 1995, Starkov et al., 1995, Noormohammadian, 1996).
Der stochastische Prozess der Mehrfachstreuung von Licht kann auch als korpuskularer Markov-
scher Lidar-Mehrfachstreuprozess mit Polarisation formuliert werden, siehe Kap. 2.1 bzw. Oppel und
Wengenmayer (2003, 2006). Damit ko¨nnen z. B. mit TPs auch A¨nderungen der Wellenla¨nge stochas-
tisch simuliert werden, wie dies bei Rotations-Ramanstreuung von Photonen (d. h. Raman-Lidars)
u¨blich ist (Wengenmayer et al., 2003) und in pbs3 implementiert wurde. Außerdem konnten damit
auch Mischungen verschiedener Streupartikel wie Mie-Teilchen, O2- oder N2-Moleku¨le fu¨r Simula-
tionen verwendet werden. Zuletzt fand eine Weiterentwicklung bezu¨glich der Detektor- und Extink-
tionseigenschaften statt. Die in C++ objekt-orientiert programmierte Version pbs4 ist in der Lage,
Ru¨ckstreusignale eines Laserpulses zeitaufgelo¨st mit CCDs variabler Auflo¨sung als Detektor (statt
bisher einer einzelnen Photodiode oder A¨hnlichem) und in Atmospha¨ren mit beliebiger, variabler Ex-
tinktionsfunktion zu simulieren (Prigarin et al., 1998, Oppel et al., 2007, Wengenmayer, 2008). Die
Auswirkung verschiedener Streuer(mischungen) auf das resultierende Ru¨cksignal-Streumuster unter
Beru¨cksichtigung der Polarisation auf dem CCD konnte damit analysiert und Vergleiche mit echten
Messungen (Roy et al., 2004, Oppel et al., 2006) und anderen Codes (Chaikovskaya et al., 2009)
gezogen werden.
Neben pbs gibt es eine Reihe meteorologisch-physikalischer Codes zur Simulation von Strah-
lungstransport durch die Atmospha¨re, etwa das Programm MYSTIC des Meteorologischen Instituts
der LMU Mu¨nchen (Mayer, 2009). Varianzreduzierende Monte-Carlo-Methoden spielen heute vor
allem noch bei extrem dichten Wolken mit hoher optischer Tiefe eine Rolle und werden dazu wei-
terentwickelt (Buras und Mayer, 2011). Fu¨r die im Rahmen dieser Arbeit simulierten, eher du¨nnen
atmospha¨rischen Strukturen spielen sie keine Rolle und daher wird darauf auch zugunsten einer
ho¨heren Photonenanzahl durch beschleunigte Berechnung verzichtet.
In diesem Abschnitt sollen die wichtigsten Wesensmerkmale der Software pbs und Neuerungen
der Weiterentwicklung pbs5 zur Simulation von Wirbelschleppenmessungen mit RSL vor Flugzeugen
dargestellt werden. Wie pbs4 gehorcht auch pbs5 dem ANSI C++-Standard und kann damit von
jedem ANSI C++-kompatiblen Compiler wie gcc auf UNIX- oder Windows-Systemen kompiliert
werden.
5 In pbs wurde das Programm rbs (ohne Polarisation) mittels Mueller-Matrizen um Polarisation als Eigenschaft
erweitert. Die Programme pbs und pbs2 unterschieden sich im Format der Mueller-Matrizen.
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2.3.1 Der Lidar-Emitter (Laser) in pbs5
Jede Simulation mit pbs startet mit dem Einlesen einer Eingabeparameter-Datei. Diese beinhaltet
die Parameter fu¨r die Emission eines Laserpulses, zu denen
• die Position des Zentrums der Pulsemission xE ∈ R3 (in kartesischen Koordinaten),
• der Normalenvektor nE ∈ S2 , nE = −φE (φE ∈ S2 die Emissionsrichtung) auf die Emitter-
Ebene, die eine Kreisscheibe der Fla¨che AE := {x ∈ R3 : 〈x−xE,nE〉 = 0 und ‖x−xE‖ < rE}
mit Mittelpunkt xE und Radius rE ∈ R+ ist,
• der Winkel der Semidivergenz γE ∈ [0, pi2 ] der Photonen, die gema¨ß einer Gleichverteilung auf
der Kugelkappe in S2 um die Hauptachsenrichtung φE (koaxialer Kegel) ausgesandt werden,
• der Referenzvektor des Emitters ρE ∈ S2 mit ρE ⊥ φE ,
• die Polarisation der Photonen am Start in Form des normierten Stokes-Vektors stE ∈ R4 , und
• die Pulsla¨nge des ausgesandten Laserpulses sp ∈ R+0
za¨hlen (siehe auch Abb. 2.2(b), die bereits die Neuerungen beinhaltet). Fu¨r das Emitter-Blickfeld
gilt FOVE := {φ ∈ S2 : 〈φ, φE〉 > cos(γE)} . Die Startverteilung aus Kap. 2.1 ist definiert durch
υ : Υ→ [0, 1] , B 7→ υ(B) := µt,E × µx,E × µψ,E × µλ,E × µφ,E × µρ,E × µst,E , B ∈ Υ. (2.50)
Hierbei bezeichnen
µt,E die Dichte der normierten Gleichverteilung auf [0,
sp
c ] bezu¨glich des Lebesgue-Maßes λ1
auf R (Rechteckimpuls) ,
µx,E die Dichte der normierten Gleichverteilung auf AE bezu¨gl. des Lebesgue-Maßes λ2 auf S
2,
µψ,E das Dirac-Maß von ψE (in pbs5 nicht verwendet) ,
µλ,E das Dirac-Maß von λE (in pbs5 nicht verwendet) ,
µφ,E die Dichte der normierten Gleichverteilung auf FOVE bezu¨glich des Lebesgue-Maßes λ3
auf R3 ,
µρ,E das Dirac-Maß von ρE , und
µst,E das Dirac-Maß von stE .
Die Verwendung eines zuverla¨ssigen und dabei mo¨glichst schnellen Zufallszahlengenerators
(RNG) ist fu¨r gute Resultate in Monte-Carlo-Simulationen wie pbs unerla¨sslich. Als Algorithmus
zur Generierung auf dem Intervall [0, 1] gleichverteilter Pseudo-ZZen wird in pbs5 eine aktuelle C++-
Variante des Mersenne Twisters (MT) verwendet (Matsumoto und Nishimura, 1998). In den
fru¨heren Versionen bis pbs4 wurde statt des MT ein auf D. Lehmer’s Residualmethode basierender
Pseudo-RNG von Starkov eingesetzt. Zur Analyse des Rauschens in Kap. 5 und Anhang B.1 wird
der RNG Ran nach Press et al. (2007), S. 342-343, verwendet werden.
Der MT weist als rekursiver Algorithmus bei 32 Bit Genauigkeit in Bezug auf Tempo, Periode
(219937 − 1) und Ordnung der Gleichverteilung (623-dimensional) deutliche Vorteile zu a¨lteren RNG
auf (siehe Tab. 2.1), die (wie z. B. RANDU) ha¨ufig Lineare Kongruenzgeneratoren waren. Bei MT,
Ran und Starkov traten Probleme wie die Anordnung der ZZen in Ebenen bei RANDU (siehe z. B.
Kolonko (2008), S. 60, Abb. 6.5) als Ausdruck der Korreliertheit der ZZen bislang nicht auf. Sie hielten
bisher (soweit bekannt) allen Tests stand und sind damit gute RNGs. Fu¨r Details zu analytischen
Gu¨tekriterien von RNGs siehe z. B. Kolonko (2008), Kap. 6.
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(a) Bild eines holographischen Strahlteilers
fu¨r das vorgeschlagene RSL. Der hier
gru¨ne Laserstrahl (und damit die Ener-
gie eines seiner Pulse) wird in vie-














(b) Die Emitter-Geometrie in pbs5. φ0,i,j bezeich-
net die zufa¨llige Emissionsrichtung eines Pho-
tons mit zufa¨lligem Startpunkt x0. Nach Streu-
ung in x1 bewegt sich das Photon in Richtung







(c) Begru¨ndung fu¨r die Emission in vie-
le getrennte Einzelrichtungen anstel-
le eines einzelnen aufgeweiteten Laser-














(d) Die Receiver-Geometrie in pbs5. φn−1,i,j be-
zeichnet die vorletzte Flugrichtung eines Pho-
tons. Nach Streuung in xn bewegt sich das Pho-
ton in der Richtung φn,i,j weiter und trifft im
FOV-Bereich die Receiver-Ebene. Weitere De-
tails siehe Text.
(e) Allgemeine Messsituation fu¨r ein nach-
folgendes Flugzeug. Messstrahlen weiten
sich mit gro¨ßerer Messentfernung immer
weiter auf. Weiter entfernte Messschich-














(f) Messschichten einer gewissen Dicke (orange,
rot, lila) in einem Messvolumen (gru¨n) be-
finden sich in pbs5 innerhalb des variablen
Extinktionsvolumens (gelb). Positionierung der
Messebenen (Wirbelbild) in der Mitte jeder
Messschicht zwischen zwei Messgrenzebenen.
Abbildung 2.2: Funktionsweise des neuen Ru¨ckstreulidars und Simulationsparameter in pbs5.
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RNG Mersenne Twister RANDU Starkov Ran (Num. Rec.)
Zeit fu¨r Berechnung in s 0.01516 0.02258 0.02745 0.01946
Periodenla¨nge 219937 − 1 229 > 108 + 1 ≈ 3.138 × 1057
Ordnung der Gleichverteilung 623
Tabelle 2.1: Geschwindigkeitsvergleich von RNGs bei Erzeugung (hier 1000000) auf [0, 1] gleichverteilter ZZen
sowie Vergleich der Periodenla¨nge und Ordnung der Gleichverteilung (soweit bekannt).
Bezu¨glich µx,E entha¨lt pbs5 eine weitere wesentliche Neuerung: Die ZZen sind nun nicht mehr
nur gleichverteilt, sondern es wird ein Gauß’sches Strahlprofil eines Lasers in Form normalverteilter
Pseudo-ZZen beru¨cksichtigt (Mackowski und Mishchenko, 2011). Das heißt, µx,E bezeichnet in pbs5
(anders als oben) die Dichte der normierten Normalverteilung auf AE.
Allgemein gilt fu¨r die Dichte der n-dimensionalen Normalverteilung N nµ,Σ auf (Rn,Bn) (siehe auch
Bauer (2001), S. 263, Satz 30.2 und S. 266, Satz 30.4 fu¨r Gauß’sches Maß) mit Erwartungswertvektor









(t− µ)T Σ−1 (t− µ)
)
, (2.51)
wobei t = (t1, . . . , tn) ∈ Rn ist (Kolonko (2008), S. 250). Die n-dimensionale Standard-Normal-
verteilung N n0,I mit 0 := (0, . . . , 0) ∈ Rn und (n× n)-Einheitsmatrix I ist die gemeinsame Verteilung
fu¨r die n-dimensionale Zufallsvariable (ZVe) bzw. den Vektor von ZVen X := (X1, . . . ,Xn) ∈ Rn
genau dann, wenn die ZVen X1, . . . ,Xn jeweils unabha¨ngig und identisch N0,1-verteilt sind. Da







N n0,I = N0,1 × . . . × N0,1 bei uns speziell
(2.52)
gilt, und weil die Kovarianz und damit auch der Korrelationskoeffizient unabha¨ngiger ZVen 0 ist
(ZVen unkorreliert) (Kolonko (2008), S. 251), muss der MT als RNG nur n-mal hintereinander
aufgerufen werden. In den Simulationen von Kap. 5 haben wir fu¨r n = 2 Werte von µ = (0, 0) und
Σ = I2 (I2 die 2D Einheitsmatrix). Abbildung 2.3(a) zeigt ein Beispiel von mit dem MT erzeugten
2D N0,1-verteilten ZZen, wie sie in pbs5 zum Einsatz kommen. Als Produkt zweier 1D N0,1-verteilter
ZZen werden sie mit der Ratio-of-Uniforms-Methode (Press et al. (2007), S. 369) erzeugt.
Da der Laserstrahl am Emissionspunkt achsensymmetrisch um die z-Achse ist und damit optima-
lerweise in der x-y-Ebene kreisfo¨rmig um das Zentrum bei x = y = 0 abfa¨llt, darf µ1 = µ2 = 0 und




2 gewa¨hlt werden. Die zufa¨lligen x-y-Positionen (siehe Abb. 2.3(a) und 2.3(b))
werden dann mit dem Emitter-Radius rE multipliziert, um die echte Emissionsposition x0, bezogen
auf das Emissionszentrum bei (hier) xE = (0, 0, 0)
T , zu erhalten. Fu¨r die gema¨ß der N0,1-verteilten





µ1 + σ1 · RN(N0,1)
)




µ2 + σ2 ·RN(N0,1)
)
(2.53)
bei gleichzeitigem z = 0 . Nur falls (RN2x + RN
2
y) > 2 (σ1 + σ2) ist, wird die mo¨gliche Photonen-
Startposition x0 nicht fu¨r die pbs-Simulation verwendet. Ansonsten findet eine Multiplikation mit rE





fu¨r den Radius (Abstand von der Mitte). Abbildung 2.3 zeigt die normale N0,1×N0,1-Verteilung von
ZZen in 2D. Dabei wird in Abb. 2.3(a) mit zufa¨lligen Positionen (RNx,RNy) ∈ R2 (in a.u.) nach
Gl. (2.53) eine gema¨ß exp(−2 (RN 2x + RN 2y )) gegebene Intensita¨tsverteilung der Zufallspositionen
dargestellt, wa¨hrend in Abb. 2.3(b) die ra¨umliche Verteilung der Tupel (RNx,RNy) gezeigt wird. Die
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nen (RNx,RNy) liefern mit Funk-
tionswerten exp(−2 (RN 2x +RN 2y ))
na¨herungsweise eine normierte 2D-
Gauß-Kurve.
Normalverteilte Zufallszahlen in 2D



















(RNx,RNy) in a.u. eines Gauß’schen
Laserstrahl-Profils nach Gl. (2.53)
vor Multiplikation mit rE. Es gilt
RN 2x +RN
2
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Abbildung 2.3: Standard-normalverteilte ZZen in 2D. Die zufa¨lligen x- bzw. y-Positionen werden mit RNx
bzw. RNy bezeichnet. Radien bzw. Positionswerte in a.u. gehen durch Multiplikation mit rE in
Radien bzw. Positionen in m u¨ber, so dass ein Gauß’sches Strahlprofil simuliert werden kann.
Ha¨ufigkeit der Punkte nimmt (siehe v. a. Abb. 2.3(b)) wie gewu¨nscht nach außen hin normalverteilt
ab, was Abb. 2.3(c) besta¨tigt. Es wurden insgesamt 50000 N0,1-verteilte ZZen simuliert, was in 25000




y . Daraus wird eine
Radienverteilung, d.h. eine Aufteilung der Radienwerte gema¨ß der Ha¨ufigkeit ihres Vorkommens in
einem Intervall der Breite ∆r = 0.04, berechnet. Diese ist in Abb. 2.3(c) fu¨r die ZZen aus Abb.
2.3(a) und 2.3(b) gezeigt, wobei die mittleren Radialpositionen 0.5(ri−1 + ri) eines Intervalls ∆r
gegen die fla¨chennormierte Anzahl der Werte Nr im Intervall [ri−1, ri) (mit i = 1, . . . , 100), na¨mlich
Nr/(pi(r
2
i − r 2i−1)), aufgetragen ist. Die Intervalle sind festgelegt gema¨ß ri = i∆r .
Abbildung 2.2(b) zeigt die erweiterte Messgeometrie in pbs5, deren Neuerungen nun erla¨utert wer-
den. Die Photonen-Startpositionen x0 auf der Kreisscheibe sind nicht mehr gleich- sondern normal-
verteilt. Die Ausbreitungsrichtung φ0 ist durch den Elevationswinkel (außer-axialer Zenitalwinkel) ϕ
(der gema¨ß der Gleichverteilung auf [0, γE] zufa¨llig gewa¨hlt wird) und den Azimutwinkel θ (der gema¨ß
der Gleichverteilung auf [0, 2pi] zufa¨llig gewa¨hlt wird) u¨ber die Rotation φ0 = Rot(φE, ρE, ϕ, θ) · φE
festgelegt (Details zur Vektorrotation mit Definition der Referenzebene z. B. in Hirschberger (2007)).
Aus φE, ρE, stE und φ0 ko¨nnen auch der Stokes-Vektor st0 u¨ber st0 = L(θ) · stE und der Referenz-
vektor ρ0 u¨ber ρ0 = Rot(φE, ρE, φ0) · ρE berechnet werden. Die Werte von rE und FOVE werden in
den Simulationen von Kap. 5 zumeist klein gewa¨hlt (i. Allg. rE < 0.5m und FOVE < 1mrad).
Zur gleichzeitigen Simulation/Emission vieler Einzelstrahlen in verschiedene Richtungen ko¨nnen
nun in pbs5 die φE entsprechend der Emissionsrichtung angepasst werden, d. h. man hat eine Viel-
zahl an φE und ρE. Die dazu no¨tigen Parameter werden aus einer zusa¨tzlichen Input-Datei eingelesen.
Angegeben sind dort die ungerade Zahl nθ ∈ N der Azimutwinkel θ mit zugeho¨riger Winkelschritt-
weite ∆θ und der erste Azimutwinkel θ1 ganz links, so dass der jeweils i-te Azimutwinkel durch
θi = θ1 + (i − 1)∆θ, 1 ≤ i ≤ nθ gegeben ist (d. h. ganz rechts befindet sich θnθ und der zentrale
Azimutwinkel ist θ(nθ+1)/2). Ebenso angegeben sind die ungerade Zahl nϕ ∈ N der Elevationswinkel
ϕ mit zugeho¨riger Winkelschrittweite ∆ϕ und der erste Elevationswinkel ϕ1 ganz unten, so dass der
jeweils j-te Elevationswinkel durch ϕj = ϕ1+(j−1)∆ϕ, 1 ≤ j ≤ nϕ gegeben ist (d. h. ganz oben be-
findet sich ϕnϕ und der zentrale Elevationswinkel ist ϕ(nϕ+1)/2). Die θ bzw. ϕ werden wie gewohnt als
y- bzw. x-Vektorkomponenten zusammen mit einer festen z-Vektorkomponente von z = 1 definiert.
Der Scan erfolgt in pbs5 zuna¨chst zeilenweise von links nach rechts (variables θ) und erho¨ht nach
jeder Zeile den Elevationswinkel ϕ von unten nach oben. Bei zeitgleicher Emission in viele Richtungen
spielt die Scan-Reihenfolge in der Realita¨t keine Rolle. Insgesamt ergeben sich also nθ ×nϕ verschie-
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dene Messrichtungen. Die Emissionswinkel werden entsprechend der Kombination der θi und ϕj mit
φE,i,j := φE(θi, ϕj) bezeichnet. Um den zentralen Emissionswinkel φE,Z := φE,(nθ+1)/2,(nϕ+1)/2 =
φE(θ(nθ+1)/2, ϕ(nϕ+1)/2) gilt Symmetrie bezu¨glich θ und ϕ. Es findet eine eigene RNG-Initialisierung
fu¨r jede Emissionsrichtung φE,i,j durch ebenfalls mit dem MT erzeugte variable Seed-Werte statt, die
auch zur Erzeugung des Gauß’schen Strahlprofils von Gl. (2.53) verwendet werden.
Die Normalenvektoren nE,i,j ∈ S2 auf die Emitter-Ebene mit dem Gauß’schen Strahlprofil va-
riieren entsprechend der Winkel gema¨ß nE,i,j = −φE,i,j, d. h. die Orientierung des Laserstrahles ist
variabel fu¨r alle i und j. Fu¨r die kreissymmetrischen Fla¨chen des Gauß’schen Strahlprofils gilt nun
jeweils AE,i,j := {x ∈ R3 : 〈x−xE,nE,i,j〉 = 0 und ‖x−xE‖ < rE} mit Mittelpunkt xE und Radius
rE ∈ R+ . Fu¨r die variierenden Emitter-Blickfelder gilt FOVE,i,j := {φ ∈ S2 : 〈φ, φE,i,j〉 > cos(γE)} .
Zu jedem φE,i,j wird u¨ber das Vektorprodukt der zugeho¨rige Referenzvektor ρE,i,j ∈ S2 fu¨r al-
le 1 ≤ θi ≤ nθ und 1 ≤ ϕj ≤ nϕ gema¨ß ρE,i,j = (1, 0, 0)T × φE,i,j berechnet, so dass wieder
ρE,i,j ⊥ φE,i,j ∀ i, j gilt. Fest bleiben (unabha¨ngig vom Winkel) jedoch wie fru¨her die Emitter-Position
xE = (0, 0, 0)
T und der Stokes-Vektor stE = (i1, i2, u, v)
T = (1, 0, 0, 0)T .
2.3.2 Der Lidar-Receiver (Detektor) in pbs5
Weiter entha¨lt die Input-Datei die Parameter fu¨r die Receiver-Geometrie. Dazu za¨hlen
• die Position des Receivers xR ∈ R3. Im monostatischen Fall gilt xR = xE; es ist stets xR =
(0, 0, 0)T , so dass die Position des Emitters xE fu¨r bistatische Lidars in Bezug auf die Position
des Receivers xR entsprechend verschoben wird. Auch die Extinktionsprofile, Absorptionskoef-
fizienten und Mueller-Matrizen werden dementsprechend positioniert.
• die (frei wa¨hlbare) Receiver-Fla¨che AR := {x ∈ R3 : 〈x− xR, φR〉 = 0 und ‖x − xR‖ < rR}
in Form einer Kreisscheibe mit Mittelpunkt bei xR = (0, 0, 0)
T und Radius rR ∈ R+.
• der (frei wa¨hlbare) Normalenvektor nR ∈ S2 auf die Receiver-Fla¨che mit nR := −φR (φR ∈ S2
der nR entgegengesetzte Vektor), der die Orientierung der Kreisscheibe festlegt.
• das Receiver-Blickfeld FOVR in Form eines koaxialen Kegels mit zentraler Blickrichtung −φR
und Semi-Blickwinkel γR ∈ [0, pi2 ] , sowie der Referenzvektor ρR ∈ S2 mit ρR ⊥ φR . Fu¨r das
RFOV gilt FOVR := {φ ∈ S2 : 〈φ,−φR〉 > cos(γR)} .
Wenn also um := (tm;xm, ψm, λm, φm, ρm, stm) den zeitabha¨ngigen Zustand eines Photons nach
dem m-ten Streuereignis bezeichnet, so gilt ein Photon als im Receiver detektiert, falls es zum ersten
Mal die Fla¨che AR aus der Richtung φm ∈ FOVR kommend schneidet, d. h. falls
AR ∩ {x ∈ R3 : x = xm + c t φm mit t ∈ [0, tm+1 − tm[ und φm ∈ FOVR} 6= ∅ (2.54)
gilt, wobei tm+1 den Zeitpunkt des (m+ 1)-ten Streuereignisses bezeichnet, das durch die Receiver-
Erfassung nicht mehr eintritt, und c die Lichtgeschwindigkeit ist. Fu¨r die Polarisation des auf den
Receiver treffenden Photons (d. h. fu¨r seinen Stokes-Vektor) gilt
STR := L
(
Ξ (φm × ρm , φR × ρR)
) · stm , (2.55)
wobei der Stokes-Vektor stm des ankommenden Photons in die Polarisation STR der durch φR× ρR
festgelegten Referenzebene des Receivers transformiert wird (L und Ξ nach Gl. (2.23)).
Entsprechend der neuen Emitter-Eigenschaften umfasst pbs5 auch eine Erweiterung der Receiver-
Geometrie (siehe Abb. 2.2(d)). Zum zentralen Emissionswinkel φE,Z gibt es einen zentralen Receiver-
Winkel φR,Z. Bei variierenden Emitter-Winkeln φE,i,j ∀ i, j mit Normalenvektoren nE,i,j kann nun der
Receiver-Winkel entsprechend mitgedreht werden, d. h. es gilt nR,i,j = nE,i,j bzw. φR,i,j = φE,i,j ∀ i, j.
Fu¨r die kreissymmetrischen Receiver-Fla¨chen gilt jeweils AR,i,j := {x ∈ R3 : 〈x − xR,nR,i,j〉 =
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0 und ‖x− xR‖ < rR} mit Mittelpunkt xR und Radius rR ∈ R+ . Fu¨r die variierenden Receiver-
Blickfelder gilt FOVR,i,j := {φ ∈ S2 : 〈φ,−φR,i,j〉 > cos(γR)} . Fu¨r die Referenzvektoren haben wir
ρR,i,j = ρE,i,j ∀ i, j, so dass wieder ρR,i,j ⊥ φR,i,j ∀ i, j ist. Es wa¨re denkbar, eine entsprechend der
Emissionsrichtung orientierte gewo¨lbte Fla¨che zum Empfang auf Photodioden (bzw. einen festen
CCD-artigen Empfa¨nger mit gewo¨lbten Pixel-Fla¨chen) oder einen drehbaren Scanner zu konstruie-
ren. Ein derartiges System wird in Kap. 5 simuliert. In diesem Fall mu¨ssen die einzelnen AR,i,j und
FOVR,i,j klein gewa¨hlt werden. Alternativ ko¨nnte auch der Receiver bei variierenden Emissionsrich-
tungen eine feste Richtung (Teleskop fester Orientierung) haben (vorzugsweise φR,Z). Dann ko¨nnen
AR und FOVR viel gro¨ßer gewa¨hlt werden (in einer fu¨r Lidars typischen Gro¨ße). In jedem Fall fest
bleibt (unabha¨ngig vom Winkel) wie fru¨her die Receiver-Position xR = (0, 0, 0)
T .
2.3.3 Atmospha¨re in pbs5: Extinktionsfunktion und Streueigenschaften
Zur Modellierung der gesamten Atmospha¨re H := R3 wird diese in pbs5 (wie fru¨her) in s ∈ N ver-




Hk , Hj ∩Hk 6= ∅ fu¨r j, k ∈ {1, . . . , s} mit j 6= k (2.56)
unterteilt, wobei die Ra¨nder (Begrenzungen) zwischen den Schichten an gewissen z-Positionen als
r1, r2, . . . , rs−2, rs−1 ∈ R mit r1 < r2 < . . . < rs−2 < rs−1 bezeichnet werden. Fu¨r x = (x, y, z)T kann
H somit zuna¨chst unterteilt werden in
H1 :=
{
R3 falls s = 1 ,{





x ∈ R3 : z ≥ ri−1, z < ri
}
fu¨r i = 2, . . . , s− 1 ,
Hs :=
{
R3 falls s = 1 ,{




Die Trennebenen zwischen den Schichten verlaufen also parallel zur Receiver-Fla¨che zentraler Orien-
tierung {x ∈ R3 mit 〈x− xR,Z ,nR,Z〉 = 0} . Mit den Zustandsra¨umen SHk := Hk ×Ψ× R+ × S2 ×
S2 × R4 , k = 1, . . . , s , in der jeweils k-ten Schicht ko¨nnen nun die atmospha¨rischen Eigenschaften
wie Extinktionskoeffizienten σk, U¨berlebenswahrscheinlichkeiten (Absorptionskoeffizienten) qk und
Mueller-Matrizen mk in jeder dieser s Schichten definiert werden.
Fu¨r die Extinktionsfunktion auf dem gesamten Zustandsraum S =
s⋃
k=1
SHk gilt (wie in pbs4)
σ : S −→ R+0 mit σ(s) :=
s∑
k=1
1SHk (s) σk(s) , (2.58)
wobei die Extinktionskoeffizienten u¨ber die messbare Abbildung 6
σk : SHk −→ R+0 fu¨r k = 1, . . . , s (2.59)
festgelegt sind. Obergrenzen σmax,k ∈ R+0 mit σmax,k ≥ sups∈SHk σk(s) mu¨ssen fu¨r alle σk auf SHk
angegeben werden, um die Methode der fiktiven Sto¨ße (siehe Kap. 2.1) anwenden zu ko¨nnen.
Ebenso wie die Extinktionsfunktion σ aus Gl. (2.58) ko¨nnen auch Funktionen fu¨r die U¨berlebens-
wahrscheinlichkeit durch
q : S −→ [0, 1] , q(s) :=
s∑
k=1
1SHk (s) qk(s) mit qk : SHk −→ [0, 1] fu¨r k = 1, . . . , s
6 In der Realita¨t ist diese Abbildung stetig, was durch die Diskretisierung in der Simulation nicht erreichbar ist.
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und fu¨r die Mueller-Matrix durch
m : S −→M , m(s) :=
s∑
k=1
1SHk (s) mk(s) mit mk : SHk −→M fu¨r k = 1, . . . , s
auf S angegeben werden, wobei M die Menge aller Mueller-Matrizen bezeichne. Die qk geben die
Wahrscheinlichkeiten dafu¨r an, dass ein Photon von einem Atmospha¨renteilchen in der Schicht k
nicht absorbiert, d. h. eliminiert, wird (großes qk bedeutet hohe U¨berlebenswahrscheinlichkeit). Fu¨r
qk = 1.0 tritt somit keine Absorption auf und es kommen statistisch mehr Photonen im Receiver an.
Anders als die Absorptionskoeffizienten und Mueller-Matrizen, die nur in Schichten Hk, k =
1, . . . , s mit Grenzen ri, i = 1, . . . , s − 1 transversal zur z-Richtung variiert werden ko¨nnen, ist es
mo¨glich, die Extinktionskoeffizienten in Rechtecken mit Seitenla¨ngen ∆x und ∆y in der x-y-Ebene
bei gleichbleibender Schicht Hk der Dicke ∆z zu definieren, wodurch also insgesamt in 3D Quader
oder im Spezialfall ∆x = ∆y = ∆z Wu¨rfel entstehen, die einzelne Extinktionswerte vorgeben. Fu¨r die
Extinktionskoeffizienten σi,j,k , i, j, k ∈ N einzelner Quader (Wu¨rfel) hat man also folgende Abbildung
σi,j,k : R
3 −→ R+0 , x = (xi, yj , zk)T 7−→ σ(x) . (2.60)
Aus pbs4 bekannte Spezialfa¨lle davon, wie z. B. konstante Extinktion innerhalb einer Schicht un-
endlicher transversaler Ausdehnung, konstante Extinktion innerhalb eines Quaders oder Wu¨rfels mit
endlichen Seitenla¨ngen (wurde fu¨r die Pulse-Stretching-Simulationen verwendet, siehe Kap. 4.2.2),
schachbrettartige oder beliebige 3D Wolken ko¨nnen auch weiterhin simuliert werden (Details zu die-
sen Extinktionsfunktionen bei Wengenmayer (2008), S. 67 ff.).
Fu¨r alle k ∈ N sind die in pbs5 zu den Schichten Hk (ho¨henma¨ßig begrenzt durch xmin, xmax ∈ R
und seitlich durch ymin, ymax ∈ R) geho¨rigen Extinktionskoeffizienten σk der verwendeten Wirbel-
strukturen definiert durch
σk(x) := σin,(i,j,k) 1Win,k(x) + σout 1Wout,k(x) , mit
Win,k :=
{
x ∈ Hk : (xmin ≤ x ≤ xmax) ∧ (ymin ≤ y ≤ ymax)
}
und
Wout,k := Win,k ∩ Hk ,
(2.61)
wobei die Win,k alle Werte innerhalb der k-ten Schicht und die Wout,k alle Werte außerhalb der k-ten
Schicht bezeichnen. Außerdem findet die Diskretisierung in jeder z-Schicht Hk entlang der x- und
y-Achse durch (a¨quidistante) Grenzwerte xmin = x0 < . . . < xi < . . . < xl = xmax mit Indizes
i = 0, . . . , l ∈ N und ymin = y0 < . . . < yj < . . . < ym = ymax mit Indizes j = 0, . . . ,m ∈ N
statt. Fu¨r diese Diskretisierung gilt xi = xmin + i∆x ∈ R bzw. yj = ymin + j∆y ∈ R , wobei
in unseren Simulationen ∆x = ∆y = 0.5m oder ∆x = ∆y = 1m sein werden. Die l,m ∈ N sind
z. B. in den Simulationen (Kap. 5) mit Tracer-Daten (Kap. 3) l = 129 und m = 209 oder l = 65
und m = 105 . Die Extinktionskoeffizienten σin,(i,j,k) jeder inneren z-Schicht Win,k werden als eigene
Extinktionsdatei mit konstantem k gesondert in pbs eingelesen. Die a¨ußeren Extinktionskoeffizienten
σout haben einen in der Input-Datei variierbaren Wert, der wa¨hrend der Simulation konstant bleibt
und zumeist (viel) niedriger als das minimale σin,(i,j,k) gewa¨hlt wird, um Photonen, die das eigentliche
Simulationsgebiet verlassen haben nicht noch fa¨lschlicherweise im Receiver einzufangen.
Allen Extinktionsfunktionen aus pbs4 und pbs5 sind der maximale Extinktionskoeffizient σmax in
der betreffenden z-Schicht sowie die Zahl steps der a¨quidistanten Integrationsintervalle zur Berech-
nung der optischen Schichtdicke als Eingabeparameter gemeinsam. Dabei muss steps umso gro¨ßer
gewa¨hlt werden je variabler die Extinktionsprofile sind, um eine gute Na¨herung fu¨r das Integral der
optischen Dichte zu erhalten (fu¨r die Wirbelprofile wurden hier ha¨ufig ein großes steps = 50 und
σmax = 5.0 km
−1 gewa¨hlt).
Um die Ru¨ckstreuung an Wirbelschleppen z. B. seitlich unter schra¨gen Winkeln mit pbs5 simu-
lieren zu ko¨nnen, mu¨sste das Extinktionsprofil vor dem Einlesen als Datei zuna¨chst um den entspre-
chenden Winkel in Bezug zur gleichbleibenden Orientierung des Lidars gedreht werden.
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Abbildung 2.4: Atmospha¨re in pbs5 (Extinktions- und Absorptionskoeffizienten sowie Mueller-Matrizen).
Trapezfo¨rmige Quader als Messschichten in pbs5. Die a¨ußeren Messrichtungen
φE,1,1, φE,nθ,1, φE,1,nϕ , φE,nθ,nϕ begrenzen in x- und y-Richtung die Messgrenzebenen
Mk und Messebenen Fm. Die Extinktionskoeffizienten σk in einer Extinktionsschicht Hk
werden weiter unterteilt in Quader bzw. Wu¨rfel, so dass sie nicht mehr nur von k (z-Achse)
sondern auch von i und j (x- und y-Achse) abha¨ngen (σi,j,k). Weitere Details siehe Text.
Als Mueller-Matrizen (siehe auch Kap. 2.1) zur Berechnung einzelner Streuereignisse von Pho-
tonen kommen in pbs5 zufa¨llig orientierte Streuverteilungen 7 zum Einsatz, die fu¨r eine bestimmte,
einzelne Wellenla¨nge aus Programmen wie POLYMIE (modifizierte Gammaverteilung der Streuer ba-
sierend auf einem Mie-Algorithmus von W. J. Wiscombe (Wiscombe, 1980) mittels Sekantenmetho-
de mit a¨quidistanter Schrittweite zur Integration u¨ber die Gro¨ßenverteilung; programmiert von W.
Krichbaumer und M. Kerscher), POLY 3 (von S. Prigarin zur Generierung einer Lognormalverteilung
fu¨r kugelfo¨rmige Streuer geschrieben) oder Mieschka (prolate Spha¨roide und kreisrunde Zylinder bei
355 nm; Details siehe Kap. 5) speziell berechnet wurden. Außerdem werden in den Simulationen von
Kap. 5 aus Berechnungen von L. Xu mit der T-Matrix-Methode stammende Mueller-Matrizen (pro-
late oder oblate Zylinder und Spha¨roide bei 532 nm) und eine Rayleigh-Mueller-Matrix verwendet
werden. Diese Mueller-Matrizen und Phasenfunktionen sind in Abb. 5.26 bis 5.28 dargestellt.
In POLYMIE kommt eine modifizierte Gamma-Verteilung nach Deirmendjian (1969), S. 75 ff., in
Form einer Familie von Gro¨ßenverteilungsfunktionen (Dichte)
n(r) = a rα exp(−b rγ) , 0 ≤ r <∞ , a, b, γ ∈ R+, α ∈ Z+ , (2.62)
mit variablen Radien r zum Einsatz, die bei r = 0 und r = ∞ verschwindet. Fu¨r γ = 1 hat man
wieder die gewo¨hnliche Gamma-Verteilung. Dabei geht der Mie-Gro¨ßenparameter x˜ = k r = 2piλ r mit
Wellenvektor k in die Gro¨ßenverteilung n(r) ein, da die Brechungsindizes nBr der meisten Materialien








7 Solche Mueller-Matrizen zufa¨llig orientierter Streuer ha¨ngen nur vom Zenitwinkel ϕ und nicht vom Azimutwinkel
θ ab, ebenso wenig wie von der Polarisation der einfallenden Lichtwelle.
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mit Variable x˜ statt r gegeben. Damit ko¨nnen der Volumen-Streuquerschnitt und die zur normier-
ten Streumatrix geho¨rigen Eintra¨ge fu¨r Polydispersionen angegeben werden. Die voneinander un-
abha¨ngigen Konstanten a, b, α, γ beziehen sich auf Gro¨ßen der Frequenzverteilung, die durch Mes-
sungen bestimmt werden ko¨nnen. Durch Kenntnis der Gesamtteilchenanzahl pro Einheitsvolumen,
N , bzw. des sog. Modenradius rc (in POLYMIE einstellbar) ist bei beliebigen Parametern α und γ eine
Bestimmung von a und b mo¨glich (Details z. B. bei Hirschberger (2007), S. 34/35). So erha¨lt man
Gro¨ßenverteilungen fu¨r Regenwolken, Dunstwolken, Hagelko¨rner oder Cumulus-, Corona-, MOP-,
Doppelcorona-Wolken vom Typ C1 bis C4 nach Deirmendjian (1969), S. 78 . Als Parameter zur Er-
zeugung von Mueller-Matrizen gema¨ß Gl. (2.62) wurden z. B. fu¨r die Pulse-Stretching-Simulationen
(Kap. 4.2.2) a = 0.4 · 106, b = 0.2 · 102, α = 2 und γ = 1 (Dunst Typ H, vgl. Hirschberger (2007), S.
36) mit nBr = 1.33− i · 0.1 · 10−5 und λ = 1064nm fu¨r variable r verwendet (Wengenmayer, 2008).
In POLY 3 werden als Parameter der kugelfo¨rmigen Streuer wie Wasser und O¨l der Median als
mittlerer Teilchenradius, die Standardabweichung fu¨r die Normalverteilung sowie die Feinheit der
Approximation eingelesen. Man erha¨lt so den lognormal-verteilten Modenradius und die Approxima-
tionen der Gro¨ßenverteilungen in Teilchen pro m3 in Abha¨ngigkeit von r (hier 500 diskrete Werte
fu¨r r). Durch Hinzunahme der Laserwellenla¨nge (λ des einfallenden Photons), der Brechungsindizes
innerhalb und außerhalb des Streumediums und der Winkelauflo¨sung fu¨r den Zenitwinkel ϕ ko¨nnen
daraus die Mueller-Matrix und die Phasenfunktion fu¨r spha¨rische Partikel ermittelt werden.
Um z. B. Aerosole als Streupartikel zu simulieren, werden zufa¨llig orientierte oblate und prola-
te Spha¨roide verwendet. Unter einem oblaten Spha¨roid versteht man eine um ihre schmalere Achse
rotierte Ellipse, so dass sich ein Ellipsoid als Rotationsko¨rper ergibt. Das Seitenverha¨ltnis (
”
aspect ra-
tio“) a/b von horizontaler Halbachse a zu vertikaler Rotationshalbachse b des Spha¨roids ist (a/b) > 1 .
Dagegen ist ein prolates Spha¨roid eine um ihre breitere Achse rotierte Ellipse mit einem Seiten-
verha¨ltnis (a/b) < 1 . Die Mueller-Matrizen sind unabha¨ngig vom Azimutwinkel θ und ha¨ngen nur
vom Elevationswinkel ϕ ab. Zur Berechnung der zugeho¨rigen Mueller-Matrizen wird die T-Matrix-
Methode verwendet, die z. B. bei Mishchenko et al. (2000) beschrieben wird. Es gilt
MSpha¨roid(ϕ) :=

m11(ϕ) m12(ϕ) 0 0
m12(ϕ) m22(ϕ) 0 0
0 0 m33(ϕ) −m43(ϕ)
0 0 m43(ϕ) m44(ϕ)
 fu¨r Spha¨roide. (2.64)
Betrachtet man das Verhalten der Richtungsstreuintensita¨ten obiger Streuer bei einem einfallenden
linear polarisierten Laserstrahl, so zeigt sich ein Fehlen der Rotationsinvarianz (siehe Abb. 5.27(a)).
Die Streuintensita¨t des gestreuten Photons ha¨ngt also sehr wohl von θ und ϕ ab. Dies wird z. B. bei
Wengenmayer (2008) auf S. 46 und S.102-103 gezeigt. Es gilt:
















wobei stm der normierte Stokes-Vektor (i‖ und u Elemente davon) zur Beschreibung der Polarisation
ist. Daraus kann eine von ϕ und θ abha¨ngige polarisierte Phasenfunktion hergeleitet werden.
Als Spezialfall betrachten wir Mueller-Matrizen fu¨r die Streuung an spha¨rischen Teilchen. Falls
der Durchmesser d des kugelfo¨rmigen Streuzentrums sehr viel kleiner als die Wellenla¨nge λ des Lichts
ist, liegt Rayleigh-Streuung vor. Die Mueller-Matrix fu¨r Rayleigh-Streuung (siehe auch Simulation in
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m11 m12 0 0
m12 m11 0 0
0 0 m33 0
0 0 0 m33
 fu¨r den Fall d λ, bzw.
MRayl,2 :=

m11 m12 0 0
m12 m11 0 0
0 0 m33 m34
0 0 −m34 m33
 bei beliebiger Teilchengro¨ße und -zusammensetzung.
(2.66)
Falls der Durchmesser d ≈ λ ist, spricht man fu¨r kugelfo¨rmige Streuer von Mie-Streuung . In diesem
Bereich muss mit starker Variation der Streueigenschaften mit der Wellenla¨nge gerechnet werden 8.
In Abha¨ngigkeit vom Elevationswinkel ϕ ∈ [0, pi] gilt fu¨r die Mueller-Matrix bei Mie-Streuung:
MMie(ϕ) :=

m11(ϕ) 0 0 0
0 m22(ϕ) 0 0
0 0 m33(ϕ) −m34(ϕ)
0 0 m34(ϕ) m33(ϕ)
 fu¨r den Fall d ≈ λ . (2.67)
Neben Mueller-Matrizen von Zylindern fu¨r Eispartikel als Streuer (siehe z. B. Xu und Ding (2002)
oder Ding und Xu (2002)) gibt es noch welche fu¨r die Streuung an zufa¨llig orientierten hexagonalen
Eiskristallen, siehe etwa Rother et al. (2001) oder Borovoi et al. (2003) (Simulationen bei Prigarin
et al. (2007)).
Bei uns besitzen die Mueller-Matrizen Eintra¨ge fu¨r die Matrixelemente mij gema¨ß z. B. Gl. (2.64)
fu¨r Zenitalwinkel 0◦ ≤ ϕ ≤ 180◦ in Schritten von 0.1◦, d. h. eine Winkelauflo¨sung von 1801 Werten.
Sie verwenden die senkrecht-parallele Darstellung der Stokes-Vektoren 9. Die fu¨r die Simulationen von
Kap. 5 erzeugten und in pbs5 eingelesenen Streumatrizen werden dort noch detailliert beschrieben.
2.3.4 Messzeitintervalle und Intensita¨ten in pbs5-Simulationen
Die Abbildungen 2.2(e) und 2.2(f) veranschaulichen noch einmal die zu simulierende Situation.
In fru¨heren pbs-Versionen galt fu¨r die konstante Messrichtung φE fu¨r das jeweils m-te Messzei-
tintervall (MZI) Tm aus der Indexmenge m = 1, . . . , NT mit Anzahl der Unterteilungen NT ∈ N
zwischen den minimalen und maximalen Photonenwegla¨ngen (PWL, auch
”
Range“ genannt)










smin,m := smin +
m− 1
NT
· (smax − smin) ,
smax,m := smin +
m
NT
· (smax − smin) .
(2.68)
Es wird also fu¨r jedes der NT MZI entsprechend der Folge gleichma¨ßiger Unterteilungen (Tm :
m ∈ NT ) des kompletten MZI ] sminc , smaxc ] der normierte, zeitabha¨ngige, polarisierte Photonenfluss
berechnet. Die zeitliche Auflo¨sung des ru¨ckgestreuten Lidarsignals betra¨gt also (smax−smin)/(c ·NT ) .
Fu¨r die La¨nge der simulierten Laserpulse muss stets sp <
1
2NT
· (smax − smin) gelten.
Durch die variablen Emissionsrichtungen φE,i,j ∀ i, j haben wir es in pbs5 mit unterschiedlich
langen MZI zu tun, was eine Unterscheidung in s i,jmin und s
i,j
max bei den minimalen und maximalen
8 Fu¨r λ > d hat man versta¨rkt Vorwa¨rtsstreuung, wa¨hrend fu¨r kleinere λ die Ru¨ckwa¨rtsstreuung zunimmt.
9 Daneben gibt es noch die IQ-Form von Mueller-Matrizen mit IQ-Stokes-Vektoren.
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PWL bzw. s i,jmin,m und s
i,j
max,m fu¨r deren NT a¨quidistante Unterteilungen sowie T i,jm bei den MZI je
nach Richtung (θi, ϕj) bei gleichbleibender Anzahl an Intervallen m = 1, . . . , NT erforderlich macht.
Wie dies in pbs5 genau implementiert wurde, wird im Folgenden detailliert erla¨utert.
Die Zahl s−2 der quaderfo¨rmigen variablen Extinktions-Volumenschichten 10 entspricht ha¨ufig zu-
gleich der Zahl der MZINT pro Richtung φE,i,j, d. h. der Zahl der Messschichten (zeitliches ”
Gating“).
Die minimale und maximale PWL werden relativ zur zentralen Emissionsrichtung φE,Z = (0, 0, 1)
T
angegeben. Die Orientierung der Messebenen (Messschichten) Fm, m ∈ N, m = 1, . . . , NT sowie der
Messgrenzebenen 11 Mk, k ∈ N, k = 1, . . . , NT + 1 in Bezug auf die zentrale Emissionsrichtung φE,Z
wird u¨ber die Normalenvektoren nFm = nMk = (0, 0, 1)
T bestimmt. In der Regel werden die x-y-
EbenenMk mit konstantem zk den Randschichten mit ri, i = 1, . . . , s−1 einer jeden quaderfo¨rmigen
Volumenschicht V1, . . . , Vs (bzw. H1, . . . ,Hs) aus Extinktionskoeffizienten (siehe Abb. 2.4 und Kap.
2.3.3) entsprechen 12. Fu¨r die 3D Schnittpunkte der durch die einzelnen φE,i,j gegebenen Geraden
mit den Messebenen gilt xFmi,j := xE + c tm φE,i,j ∀ tm ∈ R+0 . Um die Distanz c tm von xE zur m-ten
Messschicht Fm zu bestimmen, werden skalare La¨ngen
lFm(θi, ϕj) = −
−〈nFm ,xFm1,1 〉 + 〈nFm ,xE〉
〈nFm , φE,i,j〉
(2.69)
fu¨r alle θi und ϕj berechnet, wobei 〈· , ·〉 das euklidische Skalarprodukt und xFm1,1 der gegebene Rand-
punkt links unten in jeder rechteckigen Messebene Fm ist (bekanntes zFm reicht, x und y beliebig
wa¨hlbar). Einsetzen von lFm(θi, ϕj) ∈ R+ liefert aus der jeweiligen Geradengleichung die exakte 3D
Position
xFmi,j = xFm(θi, ϕj) := xE + lFm(θi, ϕj)φE,i,j (2.70)
des Schnittpunkts mit derm-ten Messebene Fm. Wir bekommen also auch die Randpunkte derm-ten
Messebene xFm1,1 (aus φE,1,1) links unten, x
Fm
nθ,1
(aus φE,nθ,1 = φE,1,1+ (nθ − 1)∆θ) rechts unten, xFm1,nϕ
(aus φE,1,nϕ = φE,1,1+(nϕ−1)∆ϕ) links oben, und xFmnθ,nϕ (aus φE,nθ,nϕ = φE,1,1+(nθ−1)∆θ+(nϕ−
1)∆ϕ) rechts oben. Fu¨r die z-Position zFm der m-ten Messebene (mit 1 ≤ m ≤ NT ) gilt jeweils
zFm := zF1 + (m− 1) ·
zFNT − zF1




Durch Ersetzen von Fm, m ∈ N, m = 1, . . . , NT durch Mk, k ∈ N, k = 1, . . . , NT + 1 ko¨nnen die
skalaren La¨ngen lMk(θi, ϕj) = − (−〈nMk ,xMk1,1 〉 + 〈nMk ,xE〉)/(〈nMk , φE,i,j〉) fu¨r die Distanz c tk
von xE zur k-ten Messgrenzebene Mk mit zu Gl. (2.70) a¨quivalenten 3D Schnittpunktpositionen
xMki,j = xMk(θi, ϕj) := xE+ lMk(θi, ϕj)φE,i,j . Fu¨r die z-Position zMk der k-ten Messgrenzebene gilt
jeweils
zMk := zM1 + (k − 1) ·
zMNT +1 − zM1
NT
, (2.72)
wobei zM1 den Vorderrand und zMNT +1 das Ende des gesamten Messbereichs bezeichne. So ko¨nnen in
der Mitte zwischen den Ra¨ndern der Messebenen mit konstantem zFm die La¨ngenskalen der Streuin-
tensita¨ten in der x-y-Ebene (d. h. die ∆x und ∆y) entsprechend der Messentfernung normiert werden
(Messebenen in ho¨herer z-Entfernung sind gro¨ßer, haben aber nicht mehr Messpunkte als na¨here;
10 Wegen s Extinktionsschichten minus vorderer und hinterer Schicht, die hier generell konstante Extinktion erhalten
oder nicht zur Messung herangezogen werden.
11 Die Messgrenzebenen (oder auch Messgrenzschichten) sind hier die Schichten/Ebenen mit konstantem z, die
die MZI vorne und hinten begrenzen. Dagegen wird die Mitte eines MZI, d.h. die an der z-Position zwischen zwei
Messgrenzebenen gelegene Ebene als Messebene oder Messschicht bezeichnet.
12 Das muss aber nicht so sein. Die MZI ko¨nnen im Vergleich zu den fest vorgegebenen Extinktionsschichten ku¨rzer
oder la¨nger gewa¨hlt werden. Dennoch kann aus einer Simulation am meisten Information in mo¨glichst kurzer Zeit
gewonnen werden, wenn die Grenzen der Messschichten und der Extinktionsschichten einander entsprechen.
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trotzdem sind die Seitenla¨ngen der x-y-Pixel gro¨ßer, die somit auf gleiche La¨ngen normiert werden
mu¨ssen). Manche Auswerteverfahren werden jedoch nur fu¨r gleich große ∆x und ∆y funktionieren.
Weiter mu¨ssen der minimale Abstand zwischen Emitterposition bei xE und der ersten Mess-
grenzschicht bei zM1 (genannt x
M1
Z mit Z fu¨r zentrale Emissionsrichtung) sowie zwischen xE und
der letzten Messgrenzschicht bei zMNT +1 (genannt x
MNT +1
Z ) berechnet werden. Zur Betrachtung
werden also wieder die zentrale Emissionsrichtung φE,Z = (0, 0, 1)
T und die Normalenvektoren
nM1 = nMNT +1 = (0, 0, 1)
T der ersten und letzten Grenzschicht herangezogen, so dass



















fu¨r die Schnittpunkte mit der vorderen Grenzschicht M1 bzw. hinteren Grenzschicht MNT +1 gilt,
wobei i = nθ+12 und j =
nϕ+1
2 die Indizes der zentralen Winkel θi und ϕj bezeichnen und die
lMk ∈ R+ wieder die oben definierten skalaren La¨ngen sind. Dadurch kann nun die minimale PWL









min = 2 · |xM1Z − xE| = 2 ·
√
(xM1Z − xE)2 + (yM1Z − yE)2 + (zM1Z − zE)2 (2.74)
ebenso wie die maximale PWL zwischen xE und x
MNT +1
Z durch
sZmax := 2 · |x
MNT +1




Z − xE)2 + (y
MNT +1
Z − yE)2 + (z
MNT +1
Z − zE)2 (2.75)
angegeben werden, so dass fu¨r die minimale Wegla¨nge eines Photons zwischen vorderer Messgrenz-
schicht M1 und hinterer Messgrenzschicht MNT +1 des gesamten Messbereichs
sZdiff = s
Z
max − sZmin (2.76)





berechnet) auch fu¨r alle φE,i,j die minimalen PWL s
i,j
min von xE nach x
M1
i,j und die maximalen PWL
s i,jmax von xE nach x
MNT +1
i,j bestimmt werden, um die minimalen Wegla¨ngen
s i,jdiff = s
i,j
max − s i,jmin ≥ sZdiff ∀ i, j , (2.77)
eines Photons innerhalb des gesamten Messbereichs in Abha¨ngigkeit von φE,i,j zu erhalten. Fu¨r
a¨quidistante Anordnung aller zwischen M1 und MNT +1 gelegenen Messgrenzschichten ko¨nnen gleich
lange MZI fu¨r jede Messrichtung (θi, ϕj) zwischen den Messgrenzschichten definiert werden.
Fu¨r jede Messrichtung φE,i,j gilt in pbs5 fu¨r das jeweils m-te MZI T i,jm mit m = 1, . . . ,NT ∈ N
zwischen den minimalen und maximalen PWL (
”















· (s i,jmax − s i,jmin) ,





· (s i,jmax − s i,jmin) .
(2.78)





c ] der normierte, zeitabha¨ngige, polarisierte Photonenfluss in Abha¨ngigkeit
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von der variablen Messrichtung φE,i,j berechnet. Die zeitliche Auflo¨sung des Lidar-Ru¨cksignals aus
der Richtung (θi, ϕj) betra¨gt also (s
i,j




· (sZmax−sZmin) gelten. Werte fu¨r sZmin, sZmax und NT ko¨nnen im Input festgelegt werden.
Aufgrund der vera¨nderten Anforderungen an die Messgeometrie in pbs5 sind hier auch die Output-
Dateien, die die simulierten Intensita¨tswerte der Ru¨ckstreuung bzw. die Anzahl empfangener Photo-
nen beinhalten, entsprechend angepasst. Prinzipiell werden die klassischen Ru¨cksignale eines Lidars
simuliert, jedoch fu¨r viele Richtungen gleichzeitig. Gema¨ß der Anzahl der MZI ergeben sich NT
Output-Dateien, d. h. fu¨r jede Messschicht eine. Fu¨r jede einzelne der nθ × nϕ Richtungen (θi, ϕj)
werden folgende Eintra¨ge in Form je einer Zeile in die m-te Output-Datei (1 ≤ m ≤ NT ) geschrieben:
• Die x-Entfernung in km vom monostatischen Lidar in xE := xR = (xE, yE, zE)T = (0, 0, 0)T





nϕ − 1 = |x
Fm
j −xE| , j = 1, . . . , nϕ , m = 1, . . . , NT ∈ N . (2.79)
Die xmmin und x
m
max bezeichnen dabei die unteren und oberen Ra¨nder des x-Bereichs fu¨r die m-te
Messschicht Fm .
• Die y-Entfernung in km vom Lidar in xE zum Schnittpunkt mit der Messebene Fm in Abha¨ngig-
keit vom Winkel θi :




nθ − 1 = |y
Fm
i − yE| , i = 1, . . . , nθ , m = 1, . . . , NT ∈ N . (2.80)
Die ymmin und y
m
max bezeichnen dabei die linken und rechten Ra¨nder des y-Bereichs fu¨r die m-te
Messschicht Fm .
• Die Gesamt-Entfernung in km vom Lidar in xE zum Schnittpunkt mit Fm in Abha¨ngigkeit von
den Winkeln θi und ϕj (a¨quivalent zu Gl. (2.69)) :
lFm(θi, ϕj) := |xFmi,j − xE| , i = 1, . . . , nθ , j = 1, . . . , nϕ , m = 1, . . . , NT ∈ N . (2.81)
Die z-Positionen der Messebenen Fm (a¨quivalent zu Gl. (2.71)) kennen wir durch die gegebenen
zentralen minimalen und maximalen PWL sZmin und s
Z
max u¨ber
zFm := 0.5 ·
(




, m = 1, . . . , NT . (2.82)
Nun folgen nach den geometrischen Daten der Messpunkte die simulierten Werte fu¨r die einzelnen
Richtungen (θi, ϕj). Dazu za¨hlen:
• Die Gesamtzahl der im Receiver aus der m-ten Messschicht und Richtung (θi, ϕj) empfange-
nen Photonen n i,jrec,m fu¨r die spezifische emittierte Laserwellenla¨nge λ, umgerechnet auf Pho-
toelektronen (PE) oder auch Ladungstra¨ger (LT) n i,jPE,rec,m. Dazu wird wie in fru¨heren
pbs-Versionen das Verha¨ltnis aus in der Simulation aus der m-ten Messschicht empfangenen
Photonen (nsim,m) zu insgesamt simulierten (d.h. emittierten) Photonen(pfaden) nsim berech-
net. Dies geschieht in pbs5 nun fu¨r jede Richtung (θi, ϕj) einzeln, so dass fu¨r dieses Verha¨ltnis
n i,jsim,m
ni,jsim
mit m = 1, . . . , NT , i = 1, . . . , nθ , j = 1, . . . , nϕ
gilt. Diese Wahrscheinlichkeit oder relative Scha¨tzung dafu¨r, dass ein Photon aus einer be-
stimmten Messschicht zuru¨ckgestreut wieder im Receiver ankommt wird auch als Intensita¨t
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(in a.u.) bezeichnet. Um von der Intensita¨t auf die reale (d.h.
”
physikalische“) Photonenzahl
oder LT-Zahl schließen zu ko¨nnen, werden im Input zu pbs5 einige physikalische Parame-
ter eingelesen. Dies sind die emittierte Laser-Energie E i,jL (in J) pro Richtung (i. Allg. fu¨r





L = (nθ · nϕ) · EL), die Laser-Wellenla¨nge λL (in m), die Quanteneffizienz
ηrec des Detektors wie z.B. Photodioden bei λL (ηrec = 1.0, um Photonenzahl zu erhalten;
0 < ηrec ≤ 1, um LT zu erhalten) und die sog. Instrumentenkonstante kLidar des Lidars
(mit 0 ≤ kLidar ≤ 1). Zusa¨tzlich beno¨tigen wir als Konstanten das Planck’sche Wirkungs-
quantum hPlanck = 6.626 · 10−34 J s und die Lichtgeschwindigkeit in Luft (a¨hnlich Vakuum)






Schließlich erhalten wir zusammen mit den durch pbs5 simulierten ru¨ckgestreuten Intensita¨ten
die im Receiver aus der m-ten Messschicht und (i, j)-ten Richtung detektierten Photonen und
daraus dann die PE-Zahlen (ohne zusa¨tzliches Rauschen) durch






mit 0 < kLidar ≤ 1.0 und 0 < ηrec ≤ 1.0 .
• Die ru¨ckgestreute, empfangene Gesamtintensita¨t, normiert entsprechend der quadrierten Di-
stanz lFm(θi, ϕj) nach Gl. (2.81) und der ebenfalls nach Messrichtung variablen MZI (s
i,j
max −













(s i,jmax − s i,jmin)
, (2.85)
mit zFm nach Gl. (2.82). Diese normierten Intensita¨ten I
i,j
rec,norm,m werden in Kap. 5 von Be-
deutung sein, da im Gegensatz zur PE-Zahl von Gl. (2.84) bei ihnen der Tatsache Rechnung
getragen wird, dass mit zunehmender Entfernung der Winkel θi und ϕj von der zentralen
Messrichtung bei θZ = ϕZ = 0
◦ in der Mitte (wo die MZI am ku¨rzesten sind) die MZI entspre-
chend la¨nger werden. Durch die ho¨here PWL außen ist dort auch die Strecke fu¨r einen mo¨glichen
Stoß wegen schra¨gen Einfalls in einen Extinktions-Wu¨rfel bzw. -Quader (bei θZ = ϕZ = 0
◦ da-
gegen gerader Einfall) entsprechend la¨nger, d.h. die Stoßwahrscheinlichkeit wa¨re dort gro¨ßer











kompensiert. Wichtig ist bei diesen normierten Intensita¨tswerten lediglich dass ihre Relativita¨t
untereinander gewahrt bleibt, nicht jedoch ihre absolute Gro¨ße. Insgesamt werden also aus der
jeweiligen Messschicht empfangene Intensita¨ten n i,jsim,m/n
i,j
sim bei großen Winkeln θi und ϕj im
Vergleich zu Intensita¨ten unter kleineren Winkeln entsprechend obiger Faktoren erniedrigt, was
Unabha¨ngigkeit der empfangenen Intensita¨ten von der Messrichtung ermo¨glicht 13.
• Die ru¨ckgestreute, empfangene Photonenzahl, normiert entsprechend der quadrierten Distanz
lFm(θi, ϕj) nach Gl. (2.81) und der ebenfalls nach Messrichtung variablen MZI (s
i,j
max − s i,jmin) .
Sie berechnet sich bis auf den Faktor kLidar n
i,j
ph wie die Gesamtintensita¨t nach Gl. (2.85):














(s i,jmax − s i,jmin)
. (2.86)
13 In der Realita¨t wa¨re es auch denkbar, Kugeloberfla¨chen-fo¨rmige, d.h. gewo¨lbte
”
Schichten“ mit zum Lidar
a¨quidistanten Messpunkten zu haben. Dann bra¨uchten die Intensita¨ten/Photonenzahlen nicht mehr normiert werden.
Eine bessere ra¨umliche Einteilung der gemessenen Windvektoren und damit brauchbarere Vorhersagen fu¨r das Flugzeug
erlaubt mit diesem Messverfahren aber meist eine Messung in echten Ebenen transversal zur Flugrichtung.
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f q jE,i,j Z Z=( , )+/-i +/-jDq Dj
D fz( )>E,i,j D fz( )E,ZD fz( )=E,Z Dz
D fz( )=E,Z Dz
Abbildung 2.5: Begru¨ndung fu¨r die Notwendigkeit der La¨ngennormierung. Aus zentraler Richtung φE,Z kom-
mend ist die Wegstrecke ∆z zwischen den Schnitten der Vorder- und Ru¨ckseite eines Quaders
(Wu¨rfels) ku¨rzer als fu¨r schra¨gen Einfall unter φE,i,j 6= φE,Z unter Winkeln θZ ± i∆θ und
ϕZ ± j∆ϕ (i, j ∈ N). Die zMk/zMk+1 bezeichnen die vorderen/hinteren Messgrenzebenen.
Die normierte Photonenzahl wird als reelle Zahl gespeichert und spa¨ter in Kap. 5 mit Rauschen
verschiedener Formen versehen, um aus den pbs5-Simulationsdaten realistische Messdaten fu¨r
die Auswertungen mit den Algorithmen zur Windberechnung zu generieren.
• Der normierte Gesamtpolarisationsvektor in Form eines normierten Stokes-Vektors st i,jR,m =
(i1, i2, u, v)
T , der wieder von der Messrichtung (θi, ϕj) und der Messschicht abha¨ngt.
• Schließlich die Gro¨ßen der vorhergehenden vier Punkte, jedoch gesplittet nach Anteilen der
Streuordnung q ∈ N0. Das heißt, die unnormierte Gesamtzahl der PE, die normierten Gesamt-
intensita¨ten und Photonenzahlen sowie die normierten Gesamtpolarisationsvektoren ko¨nnen in
ihre Anteile gema¨ß der in pbs simulierbaren Mehrfachstreuung gesplittet werden, was bei einer
realen Messung nicht mo¨glich wa¨re. Wenn wir davon ausgehen, dass die pbs-Simulationen die
Streueigenschaften der Realita¨t gut widerspiegeln, dann ko¨nnen daraus fu¨r die echten Mes-
sungen wichtige Schlu¨sse gezogen werden, wenn zwischen Anteil der Einfachstreuung und dem
gesamten Ru¨cksignal (siehe z.B. Gesamtphotonenzahl), das alle Anteile der Mehrfachstreuung
schon entha¨lt, die Unterschiede ausreichend gering sind, so dass mit den Windberechnungsver-
fahren von Kap. 4 noch gute Ergebnisse mo¨glich sind. Da in den Auswertungen von Kap. 5
immer das durch Mehrfachstreuung verfa¨lschte Gesamtsignal verwendet wird, ist eine Nachbil-
dung des Fehlers durch Mehrfachstreuung bei realen Messungen mo¨glich (eigentlich wu¨nscht
man sich nur Einfachstreuung, was aber nie mo¨glich sein wird).
Auf die Intensita¨ten und Stokes-Vektoren zuru¨ckkommend kann auch eine mathematisch vertief-
tere Darstellung angegeben werden. Wie in Kap. 2.1 beschrieben, simuliert pbs einen polarisierten
korpuskularen multiplen Streuprozess (Ω˜, K˜, P˜υ ; um : m ∈ N0 ; U ,Υ) . Dabei bezeichne Ω˜ = Ω \ N˜
den Raum der diskreten Pfade mit isolierten Sprungzeiten (N˜ eine Nullmenge), K˜ die σ-Algebra
auf Ω˜ , P˜υ das Wahrscheinlichkeitsmaß des Prozesses {um : m ∈ N0} (zeitabha¨ngige Zusta¨nde um
nach Gl. (2.37) ) mit Startverteilung in υ : Υ → [0, 1] und U := R+0 × S der Zustandsraum sowie
Υ := B(R+0 ) ⊗S die zugeho¨rige Borelsche Produkt-σ-Algebra mit Elementen R′, siehe auch Kap.





ω ∈ Ω˜ : φr,i,j ∈ FOVR,i,j
} ∩{
ω ∈ Ω˜ : AR,i,j ∩ {x ∈ R3 : x = xr,i,j + c t φr,i,j mit t ∈ [0, t i,jr+1 − t i,jr [ } 6= ∅
} ∩{
ω ∈ Ω˜ : ti,jr +
−〈xr,i,j , φr,i,j〉
c · 〈φr,i,j , φR,i,j〉
}
mit r ∈ N , m = 1, . . . , NT , i = 1, . . . , nθ , j = 1, . . . , nϕ
(2.87)
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die Menge aller Photonenpfade ω ∈ Ω˜, die die Receiver-Ebene mit Fla¨che AR,i,j und Blickfeld FOVR,i,j
aus der Richtung (θi, ϕj) kommend inklusive des r-ten Streuereignisses innerhalb des MZI T i,jm schnei-
den. Bei festem Receiver fa¨llt die Abha¨ngigkeit von i und j weg, d.h. festes AR und FOVR erset-
zen AR,i,j und FOVR,i,j . Von den Mengen W
i,j
Tm,r mu¨ssen noch die Pfade subtrahiert werden, die
die Receiver-Ebene vor der r-ten Streuung gekreuzt haben, um nur die Pfade zu erhalten, die die
Receiver-Ebene nach der r-ten Streuung im MZI T i,jm aus der Richtung (θi, ϕj) kommend getroffen
haben. Fu¨r letztere Menge gilt







Tm,k ∀ r ∈ N . (2.88)
Die Intensita¨t einer bestimmten Streuordnung von oben ist nun die Wahrscheinlichkeit dafu¨r, dass ein
mit Startverteilung υ in Richtung (θi, ϕj) ausgesandtes Photon nach seiner r-ten Streuung innerhalb







(ω) P˜υ(dω) . (2.89)
Wie oben erwa¨hnt kann ein Lidar in der Realita¨t natu¨rlich nicht messen, um welche Streuordnung es
sich bei einem empfangenen Photon handelt, sondern nur Gesamtintensita¨t, Richtung und MZI. Die
Simulation kann dies jedoch. Fu¨r die im MZI T i,jm aus der (i, j)-ten Richtung im Receiver empfangene
Gesamtintensita¨t n i,jsim,m/n
i,j



















P i,jTm,k . (2.90)
Dazu wird vorausgesetzt, dass die Mengen W i,jTm,k mit k ∈ N disjunkt sind.





L (Ξ (φr,i,j(ω)× ρr,i,j(ω) , φR,i,j × ρR,i,j)) · sti,jr (ω) · 1W i,j
Tm,r
(ω) P˜υ(dω) (2.91)









berechnet werden. Durch g(ω) wird dabei die (endliche) Anzahl der Streuereignisse beschrieben be-
vor das aus Richtung (θi, ϕj) kommende Photon mit Trajektorie ω im m-ten MZI zum ersten Mal
die Receiver-Fla¨che im FOV-Bereich schneidet. Aus den Gleichungen (2.91) und (2.92) ko¨nnen dann




Daneben gibt es eine weitere Serie von Output-Dateien fu¨r die NT Schichten, die die relativen
Fehler (Wurzel der empirischen Varianz, d.h. Standardabweichung) der Gesamtintensita¨t und auch
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Da nur eine begrenzte Anzahl an emittierten Photonen pro Richtung simuliert werden kann, und
(wie wir in Kap. 5 sehen werden) die Extinktion an den Ra¨ndern der zu vermessenden Schichten zum
Teil sehr gering ist, ist dort aufgrund der wenigen ru¨ckgestreuten Photonen die durch die Simulation
bedingte Varianz hoch, wa¨hrend sie in der Mitte bei hoher Extinktion sehr viel geringer ist.
Außerdem kann in einer Zusatz-Datei die gesamte Simulationsdauer fu¨r alle Richtungen (i, j) und
die durchschnittliche Dauer fu¨r eine einzelne Richtung ausgegeben werden.
pbs5 wird durch Einlesen der Input-Dateien mit den Parametern zusammen mit der Gesamtzahl
n i,jsim der zu simulierenden Photonen pro Richtung (θi, ϕj) u¨ber die Kommandozeile gestartet.
Was nun noch fehlt sind Extinktionsprofile (Verteilungen der σi,j,k), die der Struktur eines Wirbels
oder eines Paares von WS in der Realita¨t mo¨glichst gut entsprechen. Ihre Generierung wird in
Kap. 3 und 5 ausfu¨hrlich erla¨utert werden. Eine geeignete Mo¨glichkeit ist z.B. die Verwendung der
Konzentrationen von Tracer-Verteilungen wie in den Abb. 3.4(a) und 3.4(c), jedoch multipliziert
mit einem geeigneten Faktor in der Einheit km−1, so dass realistische Werte fu¨r die (maximalen)
Extinktionskoeffizienten entstehen. Sogar Absolutwerte von Tangentialgeschwindigkeitsprofilen wie in
den Abb. 3.3(g) und 3.3(h) wu¨rden bei entsprechender Normierung geeignete Verteilungen der Streuer
bzw. Extinktionen liefern, die dann fu¨r die pbs5-Simulationen verwendet werden ko¨nnten. Aber
auch selbsterzeugte spiralen- oder ringfo¨rmige Verteilungen werden als Extinktionsprofile angewandt
werden, siehe Kap. 5.
Bei der Erzeugung der Wirbel-Extinktionsprofile wird vorausgesetzt, dass große Teilchen von der
Stro¨mung weniger gut mitgerissen werden als kleinere. Da in der Natur i. Allg. nur kleinere Streuer
vorkommen, ko¨nnen wir die Annahme machen, dass die Streuer der lokalen Luftstro¨mung im Wesent-
lichen folgen und sich damit mit der lokalen Stro¨mungsgeschwindigkeit bewegen. Die Ru¨ckstreu-Bilder
bestehen (anders als bei PIV) nicht aus diskreten Punkten/Flecken einzelner Tracer-Partikel, sondern
sind ha¨ufig kontinuierliche Verteilungen ohne extreme Intensita¨tsspru¨nge.
Die in Kap. 2.1 beschriebenen RTE-Lo¨sungsverfahren werden also in Form des Programmes pbs5 und





Ziel dieses Kapitels ist die realita¨tsnahe Beschreibung turbulenter atmospha¨rischer Stro¨mungen, spe-
ziell von WS und ihrem Windfeld. Wa¨hrend in Kap. 3.1 (in)kompressible physikalische und ma-
thematische Navier-Stokes-Gleichungen (NSG) zur Beschreibung inkompressibler Stro¨mungen
aufgestellt werden, bescha¨ftigt sich Kap. 3.2 mit ihrer numerischen Lo¨sung durch Large Eddy Si-
mulation (LES) fu¨r den Spezialfall von WS. Zudem wird gezeigt, wie groß das von einem vorausflie-
genden auf ein nachfolgendes Flugzeug induzierte Rollmoment ist, und wie passive Tracerverteilungen
von WS inklusive Turbulenz erzeugt werden ko¨nnen.
Durch Kombination experimenteller Messungen (z. B. mittels PIV) mit theoretischen Grundlagen
ist es heute mo¨glich, sich ein in wesentlichen Teilen richtiges Bild vieler turbulenter Stro¨mungen zu
verschaffen. Dennoch bleiben mathematische Schwierigkeiten bei der Lo¨sung der zugrundeliegenden
nichtlinearen Gleichungen in 3D, die außer in Spezialfa¨llen nur numerisch umgangen werden ko¨nnen.
3.1 Navier-Stokes-Gleichungen (NSG) zur Beschreibung
(in)kompressibler Stro¨mungen
Ausgehend von der allgemeinsten Form der NSG fu¨r kompressible Gasstro¨mungen soll hier der Spe-
zialfall der NSG fu¨r inkompressible Stro¨mungen von Fluiden 1 in physikalischer und mathematischer
Form angegeben werden, welcher zur Beschreibung von WS verwendet wird.
Fu¨r u¨berschallfreie kompressible Gasstro¨mungen variierender Dichte aus nicht-reaktiven (d. h.
ru¨ckwirkungsfreien) Moleku¨len einer Sorte lassen sich die kompressiblen NSG als Erhaltungsglei-
chungen fu¨r Masse (Kontinuita¨tsgleichung), Impuls und Energie formulieren. Diese werden durch die
























(ρE + p)uj =
∂
∂xj
(σij ui) − ∂
∂xj
qj , i, j = 1, 2, 3
(Energieerhaltung).
(3.1)
Dabei sind t die Zeit, x∗ (mit ∗ ∈ {1, 2, 3}) die kartesischen ra¨umlichen Koordinaten, u = (u1, u2, u3)T
der Geschwindigkeitsvektor aus Komponenten u∗, σij der Scherspannungstensor,E die Gesamtenergie
1 Fluide sind Gase und Flu¨ssigkeiten, die einer beliebig langsamen Scherung keinen Widerstand entgegensetzen,
also endliche Viskosita¨t haben.
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pro Einheitsmasse und qj der molekulare Wa¨rmestrom (Fro¨hlich, 2006, Garnier et al., 2009). In den
Gleichungen (3.1) fu¨r kompressible Gasstro¨mungen gingen die Annahme Newton’scher Fluide 2 und



















mit der dynamischen Viskosita¨t µ, dem Kronecker-Delta δij (δij = 1 fu¨r i = j und δij = 0 fu¨r
i 6= j) und den Komponenten Sij des Scherratentensors S(u). Die Gesamtenergie ist durch E =
CvT +
1
2uiui mit der spezifischen Wa¨rmekapazita¨t Cv (bei konstantem Volumen) und Temperatur
T = T (p, ρ) gegeben. Der molekulare Wa¨rmestrom ha¨ngt u¨ber qj = −κ ∂∂xj T , j = 1, 2, 3 , von einem
Temperaturgradient und der Wa¨rmeleitfa¨higkeit κ ab. Die Gro¨ßen ρ, p und T sind durch das ideale
Gasgesetz miteinander verknu¨pft.
Mit der Abku¨rzung ∂  anstelle von
∂
∂  fu¨r eine beliebige Variable  , Impulsdichte m = ρu =
(m1,m2,m3)
T sowie Gravitationsvektor g = (g1, g2, g3)
T lassen sich die Gl. (3.1) schreiben als:








 + ρ gi , i = 1, 2, 3 ,
∂ t (ρE) + 〈∇x,
((









σij ui − qj
)
+ Q − 〈ρu,g〉 ,
(3.3)
wobei Q ein Quellterm ist, und das Subskript x in ∇x auf das Wirken des Nabla-Operators nur auf x-
Komponenten hinweist, wa¨hrend∇ eine Wirkung auf t inkludiert. Im Falle von U¨berschallstro¨mungen
oder stark aufsteigender (und abfallender) Luftmassen sind obige kompressiblen NSG fu¨r eine pas-
sende Beschreibung der Realita¨t notwendig.
Da wir uns im Folgenden auf (bezu¨glich der Temperatur) neutral oder stabil geschichtete At-
mospha¨re bei geringen Ho¨henunterschieden und Turbulenz unterhalb des U¨berschallbereichs (kleine
Machzahl) fokussieren werden, kann die geringe A¨nderung der Luftdichte mit der Ho¨he oder im Kern
eines Wirbels vernachla¨ssigt, d. h. konstante Dichte angenommen werden. Die dadurch vereinfachten,
sog. inkompressiblen NSG, lauten damit (Fro¨hlich, 2006):





ui = 0 , i = 1, 2, 3 (Kontinuita¨tsgleichung),
∂t ui + ∂xj (ui uj) + ∂xi p − ∂xj (ν 2Sij) = Fi , i, j = 1, 2, 3 (Impulserhaltung).
(3.4)
Dabei bedeutet die erste Bedingung von Gl. (3.4) (divu = 0), dass das Fluid als homogen und inkom-
pressibel angenommen wird. Bei den Fi handelt es sich um Komponenten einer a¨ußeren Volumenkraft,
und ν heißt kinematische Viskosita¨t. Es gilt hier der Satz von Schwarz, der ein Vertauschen der Rei-
henfolge der Ableitungen erlaubt, sofern die zweiten partiellen Ableitungen ∂xj ∂xi ui bzw. ∂xi ∂xj ui
von ui fu¨r i = 1, 2, 3 stetig sind: ∂xj (ui uj) = ∂xj (uj ui) . Gleichungssysteme wie in Gl. (3.1) oder
(3.4) sind erst in Verbindung mit passenden Anfangs- und Randbedingungen umfassend beschrieben.
Insgesamt besteht (3.4) aus vier Gleichungen, da die Fi in drei Richtungen auftreten.
2 Ein Newton’sches Fluid ist ein Gas/eine Flu¨ssigkeit, dessen/deren Scherspannung τ u¨ber die (konstante) dy-
namische Viskosita¨t µ proportional zur Schergeschwindigkeit du/dy ist: τ = µ du
dy
, mit Stro¨mungsgeschwindigkeit u und
Ortskoordinate y normal zur Wand. Newton’sche Fluide sind etwa Wasser und Luft, aber auch viele O¨le und Gase.
3 Die Kontinuumshypothese setzt Kontrollvolumina mit ausreichend großer Anzahl an Moleku¨len zur statistischen
Mittelung und dadurch makroskopischen Beschreibung mit Druck p, Dichte ρ und Geschwindigkeit u voraus.
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+ 〈∇x, ρu〉 = 0 , (3.5)
und der Divergenzterm in obiger Gleichung kann auch geschrieben werden als
∂
∂xj






mit j = 1, 2, 3 , (3.6)
oder ku¨rzer:
〈∇x, ρu〉 = ρ 〈∇x,u〉+ 〈u,∇xρ〉 = ρ divu+ 〈u, grad ρ〉 . (3.7)
Da ρ = const. vorausgesetzt wird, verschwindet der Gradient (keine ra¨umliche Dichteschwankung)





+ 〈∇x,u〉 = 0 , (3.8)
wobei Dρ/Dt die A¨nderungsrate der Dichte eines Fluidpartikels ist. Diese Ableitung kann fu¨r A¨nde-
rungen von p,T oder der Zusammensetzung von Null verschieden sein. Ein Fluid heißt in der Regel
inkompressibel, wenn sich seine Dichte nicht mit dem Druck vera¨ndert. Flu¨ssigkeiten sind na-
hezu inkompressibel, ebenso wie Gase fu¨r Geschwindigkeiten bis etwa 100 ms , wo die anteilsma¨ßige
Vera¨nderung des Absolutdrucks innerhalb der Stro¨mung auch klein ist (Kundu und Cohen, 2008).
Aufgrund der sog. Boussinesq-Approximation kann der erste Term in Gl. (3.8) vernachla¨ssigt
werden, und so erha¨lt man die inkompressible Form der Kontinuita¨tsgleichung :
〈∇x,u〉 = 0 . (3.9)
Die inkompressiblen NSG (INSG) von Gl. (3.4) ko¨nnen auch mathematisch (hier nach Sohr
(2001)) formuliert werden.
Sei dazu Ω ⊆ Rn eine offene, nichtleere, zusammenha¨ngende Teilmenge des n-dimensionalen
euklidischen Raumes Rn := {(x1, . . . , xn) : xj ∈ R, j = 1, . . . , n}, der einen Spezialfall eines topo-
logischen Raumes darstellt. Es gelte x = (x1, . . . , xn) ∈ Ω fu¨r die Raumpunkte x und t ∈ T ⊂ R
fu¨r die Zeitpunkte t der Menge aller Zeitpunkte T = [0, tmax) mit 0 < tmax ≤ ∞. Der Rn sei ver-
sehen mit der 2-Norm ‖x‖2 :=
√
x21 + . . .+ x
2
n. Weiter sei u : (Ω, T ) → (Rn,R), (x, t) 7→ u(x, t) =
(u1(x, t), . . . , un(x, t)) ein zeitabha¨ngiges Vektorfeld, das die Geschwindigkeitskomponenten ui , i =
1, . . . , n eines sich zeitlich und ra¨umlich bewegenden Fluids angibt. Ebenso seien p(x, t) ∈ (Rn,R) die
zugeho¨rigen (skalaren) Dru¨cke. Die (ra¨umliche) Skalierung kann so gewa¨hlt werden, dass die Dichte
auf 1 normiert ist (Ladyzhenskaya, 1975). Durch die vom Feld F(x, t) = (F1(x, t), . . . , Fn(x, t)) ∈
(Rn,R) a¨ußerer Kra¨fte verursachte Bewegung des Fluids erha¨lt man folgende
Definition 3.1 (Instationa¨re, d.h. zeitabha¨ngige INSG fu¨r n = 2, 3):
divu = 〈∇x,u〉 = 0 ,
ut − ν∆xu +
n∑
i=1
ui uxi = − grad p + F .
(3.10)
Dabei seien ut und uxi die partiellen Ableitungen ∂t ui bezu¨glich der Zeit bzw. ∂xi uj bezu¨glich











grad (divu) − rot (rotu) = ∇x 〈∇x,u〉 − ∇x × (∇x × u) = ∇x 〈∇x,u〉 − (∇x 〈∇x,u〉 − (∇x)2u).
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Zudem gelte fu¨r den nichtlinearen Term
n∑
i=1
ui uxi = 〈u,∇x u〉, und ν = c ∈ R+0 sei der konstante
kinematische Viskosita¨tskoeffizient. Zur Lo¨sung obiger Gleichungen sind in jedem Fall Anfangs- und
Randwertbedingungen no¨tig. Diese lauten fu¨r Gl. (3.10):
u(t = 0) = u0 und u|∂Ω = 0 . (3.11)
Dabei sei u0 der Anfangswert der Geschwindigkeit und ∂Ω der Rand von Ω, so dass u|∂Ω = 0 einen
Randwert darstellt. Bedingung u|∂Ω = 0 in (3.11) entfa¨llt, falls Ω = Rn ist.
Damit gilt es jeweils die unbekannten Gro¨ßen u und p zu bestimmen. Fu¨r die instationa¨re,
nichtlineare INSG (3.10) mit der Eigenschaft (3.11) la¨sst sich z. B. nach Sohr (2001) eine sog. schwache
Lo¨sung u ermitteln. Dort wird auch nach einem Satz von Serrin (1963) und Masuda (1984) die
Existenz schwacher Lo¨sungen sowie ihre Eindeutigkeit unter Zusatzbedingungen bewiesen. Fu¨r n = 2
sind diese Zusatzbedingungen immer erfu¨llt, wa¨hrend sie fu¨r n = 3 (nur) eine beschra¨nkte Klasse
schwacher Lo¨sungen bestimmen. Regularita¨t und Eindeutigkeit schwacher Lo¨sungen u sind ungelo¨ste
Probleme in 3D (d.h. fu¨r n = 3). Ziel ist aber die Suche nach starken Lo¨sungen der INSG. Bei Sohr
(2001) wird die Existenz starker Lo¨sungen unter Einschra¨nkungen auf die gegebenen Gro¨ßen F und
u0 fu¨r n = 3 gezeigt. Außerdem wird dort fu¨r n = 2 ein Existenz- und Eindeutigkeitssatz starker
Lo¨sungen der Gl. (3.10) bewiesen. Anders als fu¨r n = 2 la¨sst sich fu¨r n = 3 die Existenz nur lokal
zeigen. Die Frage, ob fu¨r n = 3 auf dem gesamten Intervall eine starke Lo¨sung u ohne Bedingungen
an die Kleinheit des Intervalls existiert, konnte (und kann) bislang nicht beantwortet werden. Die
Ergebnisse von Fujita und Kato (1964) und Kozono und Ogawa (1994) werden von Sohr (2001) auf
allgemeinere Ω und F erweitert, um einen Satz u¨ber die lokale Existenz und Eindeutigkeit starker
Lo¨sungen in 3D zu beweisen. Nur fu¨r ein ausreichend kleines (d.h. kurzes) Anfangs-Zeitintervall [0, t′)
mit t′ ≤ t ∈ T erha¨lt man immer eine starke Lo¨sung.
Insgesamt gibt es, Stand heute, keine allgemeingu¨ltige Lo¨sung im klassischen Sinne ohne irgend-
welche zusa¨tzlichen Bedingungen und Annahmen. Fu¨r n = 2 gibt es bereits weitreichende Existenz-
und Eindeutigkeitsaussagen sowie Regularita¨tseigenschaften, wa¨hrend die Frage nach der Existenz
und Eindeutigkeit glatter Lo¨sungen fu¨r n = 3 bisher ungekla¨rt ist und deshalb zu den Millennium-
Problemen za¨hlt, siehe Fefferman (2000) oder Sonar (2009). Aufgrunddessen gibt es momentan selbst
theoretisch keine analytische Lo¨sung fu¨r die instationa¨ren INSG und man ist gezwungen, diese Glei-
chungen numerisch zu approximieren.
3.2 Modellierung von Wirbelschleppen mittels Large Eddy Simu-
lation (LES)
Numerische Stro¨mungsmechanik (CFD) modelliert (turbulente) Stro¨mungen physikalisch und
versucht die mathematischen Gleichungen zu ihrer Beschreibung numerisch diskretisiert per Compu-
ter zu lo¨sen (Wesseling, 2001). Im Gegensatz zur a¨lteren, rechenintensiveren direkten numerischen
Simulation (DNS) berechnet eine Large Eddy Simulation (LES) nur die energiereichen großska-
ligen Wirbelstrukturen in direkter Weise (u(x, t)) und modelliert zur Reduktion der Rechendauer die
energiearmen kleinskaligen (u′) durch ein sog. Feinstrukturmodell. Die Berechnungen erfolgen in 3D
auf einem gro¨beren Gitter und fanden anfangs neben der Meteorologie v. a. in Stro¨mungssimulationen
zwischen Grenzfla¨chen wie ebenen Platten (Deardorff, 1970) oder ebenen Kana¨len und Ringspalten
(Schumann, 1975) mit Finite-Differenzen-Gittern Anwendung. DNS und LES liefern mehr Informa-
tionen und Parameter u¨ber turbulente Stro¨mungen, als dies eine experimentelle Messung meist kann.
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3.2.1 Numerische Lo¨sungsmethoden fu¨r instationa¨re, inkompressible NSG
Zweck der Lo¨sung instationa¨rer INSG ist die Gewinnung detaillierter turbulenter Geschwindigkeits-,
Druck-, Temperatur- oder Dichtefelder in Raum und Zeit. Zur ra¨umlichen Diskretisierung kommen
Finite-Differenzen-, Finite-Elemente- oder Finite-Volumen-Verfahren sowie Spektralmethoden oder
Partikelverfahren zum Einsatz (Fro¨hlich, 2006). Desweiteren gibt es inzwischen Splinemethoden oder
Methoden mit Wavelets als Basisfunktionen. Letztere ermo¨glichen das Aufspu¨ren der energiereichen
Stro¨mungsanteile, so dass nur diese Bereiche berechnet werden mu¨ssen.
Hier soll nur die Finite-Differenzen(FD)-Methode zur Lo¨sung der instationa¨ren INSG nach
Geschwindigkeit (u1, u2, u3)
T = (u, v, w)T ∈ R3 und Druck p ∈ R kurz dargestellt werden (allgemein
bei Ladyzhenskaya (1985) ab S. 212). Der Druck p wird ha¨ufig durch Lo¨sung einer Poisson-Gleichung
berechnet (z. B. bei Williams (1969)). Um sicherzustellen, dass die numerische Lo¨sung gegen einen
sinnvollen Wert konvergiert, mu¨ssen das ra¨umliche Gitter und auch die Zeitschritte nach und nach
verfeinert werden (d.h. Erho¨hung der Maschenzahl und Verkleinerung von ∆t).
Bei der FD-Methode wird (mehrmalige und/oder partielle) Differenzierbarkeit der Funktionen in
den NSG vorausgesetzt, wodurch sich der sog. Differenzenquotient angeben la¨sst, der eine Approxi-
mation fu¨r die lokale Differentiation darstellt. Man unterscheidet je nach Differenzbildung zwischen
Vorwa¨rts-, Ru¨ckwa¨rts- und zentralen Differenzenquotienten. Diese sollen auf einem Gitter mit Wu¨rfel-
Struktur (3D) kurz definiert werden.
Sei Ω ⊂ R3 ein beschra¨nktes Gebiet mit Rand ∂Ω und Abschluss Ω = Ω ∪ ∂Ω . Mit Indizes
i, j, k ∈ Z und einer konstanten Schrittweite (auch Maschenweite) h ∈ R+ in allen drei Raumrichtun-
gen definiert man die Gitterpunkte (i h, j h, k h)T . Nun muss man nach einer approximativen Lo¨sung
der instationa¨ren INSG von Gl. (3.10) unter den Anfangs- und Randwerten von Gl. (3.11) an endlich
vielen (Gitter-)Punkten in Ω suchen. Fu¨r die Ableitungen nach u in Gl. (3.10) und (3.11) in einer
Dimension gilt (vgl. auch Knabner und Angermann (2000)) :
Gegeben sei ein Intervall Ωi := (xi−h, xi+h) fu¨r xi ∈ R, i = 1, 2, 3, und 0 < h <∞ . Der Rest res
ha¨ngt von ui und h ab, ist aber von h unabha¨ngig beschra¨nkbar. Weiter sei ‖·‖∞ die Maximumnorm
auf Ωi . Es gilt:
• Fu¨r ui ∈ C2(Ωi) mit Ωi kompakt :
ui
′(xi) =
ui(xi + h)− ui(xi)
h
+ resh mit |res| ≤ 1
2
‖ui ′′‖∞ <∞ , (3.12)
ui
′(xi) =
ui(xi)− ui(xi − h)
h
+ resh mit |res| ≤ 1
2
‖ui ′′‖∞ <∞ . (3.13)
• Fu¨r ui ∈ C3(Ωi) :
ui
′(xi) =
ui(xi + h)− ui(xi − h)
2h
+ resh2 mit |res| ≤ 1
6
‖ui ′′′‖∞ . (3.14)
• Fu¨r ui ∈ C4(Ωi) :
ui
′′(xi) =
ui(xi + h)− 2ui(xi) + ui(xi − h)
h2
+ resh2 mit |res| ≤ 1
12
‖u (4)i ‖∞ . (3.15)
Der Beweis obiger Gleichungen folgt durch Anwendung der Taylor-Formel auf eine stetig differen-
zierbare Funktion ui, d. h. es gilt ui(xi ± h) = pn(xi ± h) + resn(xi ± h), n ∈ N0 (pn das n-te
Taylor-Polynom mit Rest resn), vgl. Knabner und Angermann (2000), S. 20.
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Definition 3.2 (Differenzenquotienten) :
Der Quotient aus Gl. (3.12) heißt Vorwa¨rts-Differenzenquotient (kurz: ∂+ ui(xi)) , der Quotient
aus Gl. (3.13) Ru¨ckwa¨rts-Differenzenquotient (kurz: ∂− ui(xi)) , und der Quotient aus Gl. (3.14)
Zentraler Differenzenquotient (kurz: ∂0 ui(xi)) . Diese sind alle Ableitungen erster Ordnung.
Dagegen bezeichnet Gl. (3.15) einen Differenzenquotient zweiter Ordnung (als Approximation
der zweiten Ableitung, viermalige Differenzierbarkeit von ui vorausgesetzt; kurz: ∂
−∂+ ui(xi)) .
Wa¨hrend man fu¨r die zweiten Ableitungen (d.h. die Divergenz) nach u in 2D bei Anwendung des
Differenzenverfahrens einen sog. 5-Punkte-Stern erha¨lt (Knabner und Angermann, 2000), bekommt
man in 3D eine Art
”
7-Punkte-Stern“. Das heißt, fu¨r die zweite Ableitung um den Punkt (i h, j h, k h)
in 3D gilt aufgrund von Gl. (3.15) :
u ′′(x) =
u1((i + 1)h, j h, k h) − 2u1(i h, j h, k h) + u1((i − 1)h, j h, k h)
h2
+
u2(i h, (j + 1)h, k h) − 2u2(i h, j h, k h) + u2(i h, (j − 1)h, k h)
h2
+
u3(i h, j h, (k + 1)h) − 2u3(i h, j h, k h) + u3(i h, j h, (k − 1)h)
h2
+ res(i h, j h, k h)h2 , oder ku¨rzer
u ′′(x) ≈ 1
h2
(ui−1,j,k + ui,j−1,k + ui,j,k−1 − 6ui,j,k + ui+1,j,k + ui,j+1,k + ui,j,k+1 ) .
(3.16)
Fu¨r die Randpunkte zu (i h, j h, k h) gelten entsprechende Randbedingungen. Durch Vernachla¨ssigung
des Restterms ko¨nnen fu¨r viele Systeme partieller Differentialgleichungen gena¨herte Lo¨sungen er-
mittelt werden. Die auftretenden, ho¨herdimensionalen Matrizen, sind du¨nnbesetzt und ko¨nnen mit
speziellen Verfahren (siehe z. B. Press et al. (2007), § 20) beschleunigt berechnet werden. Man kann
in 3D einen 27-Punkte-Stern definieren, wenn man außer den Punkten entlang der Achsen um den
zentralen Punkt mit (i h, j h, k h) noch die Diagonalpunkte (Eckpunkte) beru¨cksichtigt.
3.2.2 Mathematisch-numerische Modellierung mittels LES
Wirbelschleppen bzw. turbulente Stro¨mungen werden am Institut fu¨r Physik der Atmospha¨re des
DLR in Oberpfaffenhofen mit den LES-Codes LESTUF und MGLET simuliert (Holza¨pfel et al.,
2010, Hennemann und Holza¨pfel, 2011, Misaka et al., 2012). Mit LES kann die WS-Deformation mit
fortschreitender Zeit fu¨r verschiedene Grade atmospha¨rischer Turbulenz und stabiler Temperatur-
schichtung dargestellt werden.
Fu¨r zeitlich hochaufgelo¨ste LES sind zeitliche Mittel fu¨r u und p (sog. Reynolds-Mittel) ungeeig-
net. Stattdessen versucht LES lokale ra¨umliche Mittel von u (und p) zu berechnen, im einfachsten
Fall fu¨r FD auf strukturierten Gittern u¨ber Gitterzellen-Mittelung. Um die fehlende Rotationsinvari-
anz solcher Volumenmittelungen zu umgehen, ko¨nnen die Mittel alternativ durch Faltung mit einem
ra¨umlichen Filterkern (glatte, rotationssymmetrische Funktion) definiert werden (Berselli et al., 2006,
John, 2004). Oft verwendet werden der Gauß’sche Filter oder der Box-Filter (auch Moving-Average-,
Zylinderhut- oder Rechtecksfilter genannt). Durch Operation eines solchen Filters mit u ergibt sich
der gemittelte Geschwindigkeitswert u und die (turbulente) Fluktuation (Schwankung) u′ = u− u .
LESTUF ist eine Erweiterung des DNS-Codes DISTUF (Gerz, 1987, Gerz et al., 1989), der auf
FD- und Subgrid-Scale(SGS)-Prinzipien aufbaut (Schumann, 1975, Kaltenbach et al., 1994). Die fu¨r
WS no¨tige ra¨umliche Auflo¨sung ko¨nnte mit einer DNS wie DISTUF nicht in endlicher Zeit erreicht
werden: die Schwankung der relevanten Gro¨ßen reicht von bis zu ' 103m fu¨r die Wellenla¨nge der
dominierenden Crow-Instabilita¨t und der auf sie wirkenden Wirbel bis hinunter zu ' 10−3m fu¨r den
Dissipationsbereich (Hennemann, 2010). In LES werden nur die großen, energiereichen Wirbel genau
berechnet, wa¨hrend die kleinen Wirbel durch einen dissipativen Schließungsansatz gena¨hert werden.
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LESTUF verwendet eine implizite Filterung, die den Gitterabstand zur Filterung benutzt und
dadurch obige explizite Filter ersetzt. Es kann vorkommen, dass der zur Berechnung der Grobstruk-
tur herangezogene Parameterwert (wie etwa u) innerhalb der einzelnen Gitter (Maschen) schlecht
dargestellt wird (Informationsverlust, wenn mehr Werte gegeben sind als die diskrete Schrittweite
darstellen kann). Diese implizite Filterung kann jedoch einer expliziten Filterung entsprechen, wenn
Gitterschrittweite und Filterbreite diskretisiert einander entsprechen (Fro¨hlich (2006), S.127–129).
Die Gleichungen aus (3.4) bzw. (3.10) werden numerisch integriert. Fu¨r konsistente Anfangs- und
Randbedingungen ist ein Spiegelwirbelkonzept fu¨r das Wirbelpaar no¨tig. Details zu den durch die Wir-
bel induzierten Geschwindigkeitskomponenten und zur Positionierung der Wirbel zum Startzeitpunkt
sind in Hennemann (2010) auf S. 20-22, beschrieben. LESTUF lo¨st Gleichungen, die die U¨berlagerung
homogener, (stabil) geschichteter turbulenter (Scherungs-)Felder mit Flugzeug-generierten 3D Wir-
belfeldern beschreiben (Gerz und Holza¨pfel, 1999). Diese Gleichungen sind die Kontinuita¨tsgleichung,
die Impulserhaltungsgleichung, und die Energiegleichung zur Berechnung der potentiellen Tempera-
tur θ als Abweichung vom mittleren Hintergrundzustand Θ (diese drei Gleichungen bilden die in-
stationa¨ren, Boussinesq-approximierten 3D INSG, um die Geschwindigkeitsvektoren (u1, u2, u3)
T zu
berechnen), sowie (falls no¨tig) die Erhaltungsgleichung einer dynamischen und chemisch inaktiven
Abgaskonzentration (normiert durch ihren maximalen Anfangswert c). Es gilt
∂ui
∂xi
































Dabei sind g der Wert der Gravitationsbeschleunigung, und dΘ/dx3 der ra¨umlich und zeitlich kon-
stante Gradient der mittleren Temperatur des atmospha¨rischen Hintergrunds (mit der potentiel-
len Referenztemperatur Θ). Die σ-Terme sind Feinstrukturterme, die modelliert werden (vgl. auch
die Formeln (3.1) und (3.2) fu¨r σij). Der Auftriebsanteil in der Impulsgleichung ist gegeben durch
ρ = −ρ0 β θ , wobei ρ0 der Referenzwert der Dichte, β der thermische Ausdehnungskoeffizient, und θ
die potentielle Temperatur bezeichnen.
Die SGS-Flu¨sse werden durch einen modifizierten Schließungsansatz von Smagorinsky mo-
delliert (siehe z.B. auch Fro¨hlich (2006), S. 155 ff.). Ausgehend von Deardorff (1970) bezeichnen die
gestrichelten Gro¨ßen die Abweichungen von lokalen Gittervolumenmitteln, so dass u′i u
′
j im Term
σij := u′i u
′
j − 13δiju′l u′l = −2 νt Sij der SGS-Reynolds-Spannungstensor ist (mit Sij nach Gl. (3.2)
und der stoffunabha¨ngigen, turbulenten Viskosita¨t νt). Der zur SGS-Viskosita¨tsmodellierung ver-




(theoretischen) Konstante von cs = 0.165 fu¨r den Fall isotroper Turbulenz (Gerz und Holza¨pfel
(1999), Herleitung bei Hennemann (2010)), die die Dissipationsrate des Modells bestimmt, und ei-
ner Filterweite ∆ als charakteristischem La¨ngenmaß. Das berechnete νt wird zur Modellierung der
Feinstruktur in der Energiegleichung im System (3.17) herangezogen: σθj = −νt (Prt)−1 (∂θ/∂xj)
mit turbulenter Prandtlzahl Prt = 0.419 (Gerz und Holza¨pfel, 1999). Ebenso gilt in Gl. (3.17)
σcj = −νt (Prt)−1 (∂c/∂xj) . Zur Reduktion der Dissipativita¨t des turbulenten Schließungsmodells
von Smagorinsky innerhalb der Wirbelkerne (siehe auch Abschnitt 3.2.3) und der dadurch numerisch
bedingten Abnahme der Tangentialgeschwindigkeiten sowie des Wachstums der Kernradien kommt
die sog. NaCoo-Korrektur zum Einsatz (Holza¨pfel, 2004, Hennemann und Holza¨pfel, 2011).
Die in (3.17) beschriebene Form der in LESTUF zu lo¨senden INSG muss nun in eine diskrete,
d.h. nur an endlich vielen Raum- und Zeitpunkten definierte Form umgewandelt werden, damit sie
numerisch lo¨sbar wird (Gustafsson, 2008).
47
3. Eigenschaften turbulenter Stro¨mungen in der Atmospha¨re
Zur ra¨umlichen Diskretisierung wird ein das zu simulierende Gebiet u¨berstreichendes, in ein-
zelne Maschen unterteiltes, gleichma¨ßiges Gitter eingefu¨hrt. Zur Berechnung der ra¨umlichen Ab-
leitungen kommen zentrale Finite Differenzen zweiter Ordnung wie in Gl. (3.15) (also Dis-
kretisierungsfehler 2. Ordnung und weitestgehende Energieerhaltung) auf einem kartesischen ver-
setzten Gitter (engl.
”
staggered grid“) zum Einsatz, siehe Abb. 3.1. Dabei werden die skalaren
Gro¨ßen, das sind der Druck p und die Temperatur T , zwischen den Maschen angegeben (d.h. im
Mittelpunkt eines Wu¨rfels), die vektoriellen Gro¨ßen, das sind hier die Geschwindigkeitskomponenten
(u1, u2, u3)
T = (u, v, w)T , jedoch an den einzelnen Knotenpunkten (d.h. an den Ecken eines Wu¨rfels)
(Gerz, 1987). Der ra¨umliche Differenzenoperator erster Ordnung zur Approximation von beliebigen
Variablen f (steht hier fu¨r p, θ, ui, usw.) fu¨r i = 1, 2, 3 in (3.17) ist in der zentrierten Differenzen-
form (siehe auch Gl. (3.14)) gegeben durch ∂0f(xi) ≈ (∆xi)−1
(
f(xi + 0.5∆xi)− f(xi − 0.5∆xi)
)




f(xi + 0.5∆xi) − 2 f(xi) + f(xi − 0.5∆xi)
)
. Fu¨r den Mittelungsoperator fu¨r die xi-
Richtung gilt f(xi) = 0.5
(




















Abbildung 3.1: Kartesisch versetztes Gitter (
”
staggered grid“): Ausschnitt einer Reihe von Wu¨rfeln eines
(x, y, z)T -Volumens des Modellgitters mit Maschenla¨ngen ∆x, ∆y und ∆z und Positionierung
der Variablen hier in der Masche (i+1, j, k)T . Dabei werden die skalaren Gro¨ßen (das sind der
Druck p und die Temperatur T ) zwischen den Maschen angegeben, d.h. in den Mittelpunkten
(gru¨n) eines Wu¨rfels, die vektoriellen Gro¨ßen (das sind hier die Geschwindigkeitskomponenten
(u, v, w)T ) jedoch an den einzelnen Knotenpunkten (rot), d.h. auf den Fla¨chen eines Wu¨rfels.
Zeitlich erfolgt die Diskretisierung mittels des Adams-Bashforth-Schemas, das ein explizites
Ein-Schritt-Verfahren mit einer Genauigkeit zweiter Ordnung (Verwendung der beiden zeitlich vor-
hergehenden Berechnungsschritte) darstellt. Zwar hat es wie das
”
leapfrog“-Verfahren drei Zeitni-
veaus, jedoch entha¨lt es einen zeitlichen Vorwa¨rtsschritt von t nach t+∆t (Pra¨diktor). Es kann als
Approximation durch FD der zweiten Ableitungen der Variable f nach der Zeit angesehen werden:












2 und w2 = −12 , falls n ≥ 1 (n, n+ 1, . . . sind Zeitpunkte) ,
w1 = 1 und w2 = 0 , falls n = 0 (aus den Startfeldern fu¨r t = 0 ⇒ Eulerschritt) .
(3.18)
Zur Berechnung eines neuen, erneut divergenzfreien Geschwindigkeitsfeldes zum Zeitpunkt t+∆t
ausgehend vom alten Geschwindigkeitsfeld zur Zeit t mittels Integration wird folgender Algorithmus
angewendet (siehe Gerz (1987) und Hennemann (2010)):
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3.2 Modellierung von Wirbelschleppen mittels Large Eddy Simulation (LES)
1. Berechne die expliziten Beschleunigungen in der Impulsgleichung von (3.17) aus den vorherigen
Berechnungsschritten unter vorla¨ufiger Vernachla¨ssigung des Druckterms. Man erha¨lt ein neues
vorla¨ufiges (gekennzeichnet durch Tilde) Geschwindigkeitsfeld
u˜(t+∆t) = u(t) + ∆t AF(t) (3.19)




aus der zweiten Gleichung in (3.17).
2. Die durch die Kontinuita¨tsgleichung gewa¨hrleistete Divergenzfreiheit von u liefert eine Pois-
songleichung








wobei man das neue Druckfeld durch Lo¨sung dieser Poisson-Gleichung erha¨lt (siehe unten).
Wir schreiben p˜, um den U¨bergang vom alten zum neuen Geschwindigkeitsfeld auszudru¨cken.
3. Das mit neuen Druckgradienten korrigierte Geschwindigkeitsfeld berechnet sich schließlich durch
u(t+∆t) = u(t) + ∆t [AF(t)−∇p(t)] . (3.21)
Das zur Lo¨sung der Gleichungen (3.17) no¨tige Druckfeld wird fu¨r jeden Zeitschritt durch einen
direkten Lo¨ser der diskreten Poisson-Gleichung in Gl. (3.20) mittels
pi−1,j,k − 2 pi,j,k + pi+1,j,k
(∆x)2
+
pi,j−1,k − 2 pi,j,k + pi,j+1,k
(∆y)2
+
pi,j,k−1 − 2 pi,j,k + pi,j,k+1
(∆z)2
= fi,j,k (3.22)
mit i, j = 0, 1, . . . , n − 1, k = 1, 2, . . . , n und ∆x = ∆y = ∆z = n−1 (unter Annahme einer nor-
mierten La¨nge von 1 zwischen den Punkten) berechnet (Details hierzu bei Schumann (1985)).
Nach einem a¨hnlichen Grundprinzip ist auch der zweite LES-CodeMGLET aufgebaut (Manhart,
2004, Hokpunna, 2009, Hokpunna und Manhart, 2010, Holza¨pfel et al., 2010, Misaka et al., 2011,
2012), in dem andere, zum Teil rechenintensivere Methoden als in LESTUF implementiert sind.
MGLET lo¨st (ebenso wie LESTUF) die Boussinesq-approximierten NSG (vgl. Gl. (3.17); siehe
auch Bannon (1995)), jedoch mittels einer Finite-Volumen-Methode mit zonalem Gitter und nicht-
a¨quidistanter, versetzter, variabler Anordnung (Manhart, 2004, Holza¨pfel et al., 2010, Misaka et al.,
2012). Zusa¨tzlich finden noch Gleichungen fu¨r passive Tracer Anwendung, die Advektion und Diffu-
sion beru¨cksichtigen. Typische Referenzwerte fu¨r Luftdichte (ρ0 = 0.35
kg
m3
) und potentielle Tempe-
ratur (θ0 = 332.1K) bei Reiseflugho¨he werden fu¨r die WS-Simulationen verwendet (Misaka et al.,
2012). Die Pra¨zision der notwendigen Geschwindkeitsfelder und sonstiger Informationen u¨ber das
Stro¨mungsfeld kann durch eine Vergro¨ßerung der Anzahl an Gitterpunkten oder Vergro¨ßerung der
Ordnung der Genauigkeit der numerischen Approximationen erho¨ht werden. Letztere Eigenschaft
wird hier ausgenutzt, und so kommt in MGLET ein sog. kompaktes Schema vierter Ordnung (statt
zweiter Ordnung in LESTUF) zum Einsatz. Hiermit werden die Variablen implizit ra¨umlich inter-
poliert und differenziert, indem ein tridiagonales (Gleichungs-)System gelo¨st wird, das spektralartige
Auflo¨sung erreichen kann (Hokpunna und Manhart, 2010).
Die zeitliche Integration wurde als Runge-Kutta-Verfahren dritter Ordnung implementiert (Wil-
liamson (1980); siehe z.B. auch allgemein bei Wesseling (2001), S. 199 ff.).
Das Druckfeld wird iterativ durch Anwendung der sog. HSMAC 4 -Methode (Hirt und Cook,
1972) berechnet. Dadurch wird die Divergenz des Geschwindigkeitsfeldes verringert und unterhalb





3. Eigenschaften turbulenter Stro¨mungen in der Atmospha¨re
3.2.3 Wirbel, Schichtung, Turbulenz und Anfangsbedingungen fu¨r LES
Dieser Abschnitt fasst die Eigenschaften von Wirbeln sowie Schichtung und Turbulenz in LES
zusammen. Weiter werden die in den LES von I. Hennemann und T. Misaka verwendeten Anfangs-
bedingungen angegeben. In dieser Arbeit beschra¨nken wir uns auf Daten aus gegensinnig rotieren-
den Zwei-Wirbelsystemen (siehe auch Breitsamter (2007), S. 112-114), deren Zerfall und Dissipation
durch die Crow-Instabilita¨t (Crow, 1970) ausgelo¨st wird. In der Realita¨t treten im Nachlauf des Flug-
zeuges auch vielwirbelige, gleich- oder gegensinnig rotierende Nachlaufstrukturen auf (Breitsamter
(2007), S. 114-119). Das auch in der Realita¨t auftretende
”
Wirbelplatzen“ bzw. der Wirbelzerfall wur-
de mit Simulationen untersucht (Moet et al., 2005, Misaka et al., 2012), ebenso wie die Kru¨mmung
der Wirbel (Hennemann und Holza¨pfel, 2011).
Nach Saffman (1992) oder Kundu und Cohen (2008) ist die Wirbelsta¨rke ω (engl. vorticity)
eines Fluidelements definiert als der Vektor
ω = curlu = rotu = ∇× u . (3.23)
Generell unterscheidet man zwei Arten von Wirbeln: Die rotationsbehafteten Festko¨rperwirbel
(auch erzwungene Wirbel genannt; fu¨r sie gilt ω = rotu 6= 0 ) und die rotationsfreien (oder wir-
belfreien) Potentialwirbel (auch freie Wirbel genannt; fu¨r sie gilt rotu = 0 ). Festko¨rperwirbel
beschreiben die Drehung eines starren Ko¨rpers mit konstanter Winkelgeschwindigkeit ω0, d.h. fu¨r die
Tangentialgeschwindigkeiten in Polarkoordinaten (r, θ) gilt vθ = ω0 r und fu¨r die Radialgeschwin-
digkeiten gilt vr = 0 . Fu¨r Potentialwirbel gilt vθ =
K
r mit einer Konstante K ∈ R, sowie vr = 0 .








〈ω, dA〉 , (3.24)
wobei u der Vektor der Tangentialgeschwindigkeit ist, und ds die infinitesimale Breite in drei Raum-
richtungen (Konturelement), so dass man zum einen Γ als Linienintegral von u entlang einer be-
liebigen, abgeschlossenen Kurve C erha¨lt. Ebenso kann Γ durch den Satz von Stokes auch als
Fla¨chenintegral mit der Rotation von u u¨ber ω als Integranden berechnet werden (Kundu und
Cohen, 2008) . Fu¨r die Zirkulation entlang einer Kreisbahn vom Radius r eines Festko¨rperwirbels
gilt Γ = 2pir2 ω0 , d.h. die Zirkulation entspricht der Wirbelsta¨rke 2ω0 mal der Fla¨che A = pir
2 . Fu¨r
einen Potentialwirbel gilt Γ =
∫ 2pi
0 vθ r dθ = 2piK .
Von Bedeutung ist zum einen der viskose bzw. innere Kernradius rc, der den inneren Kernbereich
eines Wirbels begrenzt. Er reicht vom Wirbelzentrum bei r = 0 mit minimalem vθ = 0 bis zu r = rc
mit dem Maximum fu¨r vθ (nach dem Aufrollvorgang). Zum anderen gibt es den Wirbelsta¨rkeradius
bzw. a¨ußeren Kernradius rv, der den rotierenden Kern mit fast der gesamten Zirkulation des Wirbels
beinhaltet. Die jeweiligen Werte von rc bzw. rv variieren zum Teil erheblich (Breitsamter, 2007).
Zwischen rc und rv treten die gro¨ßten Geschwindigkeiten und Kra¨fte auf einfliegende Flugzeuge auf.
Als einfache Beispiele idealisierter Wirbel seien hier der Rankine-Wirbel und der Lamb-
Oseen-Wirbel erwa¨hnt (Saffman, 1992, Gerz et al., 2002, Breitsamter, 2007). Wir betrachten sie
in Polarkoordinaten in der y-z-Ebene. Der Rankine-Wirbel besitzt einen Kern mit Festko¨rperwirbel-
Eigenschaften, aber vom Rand des Kerns an nach außen ist er rotationsfrei. Im Wirbelkern nimmt
die Tangentialgeschwindigkeit vθ linear zu von vθ(r = 0) = 0 auf den maximalen Wert vθ(r = rc) =







falls r ≤ rc
Γ0
2pir falls r > rc ,
und vr = 0 . (3.25)
Realistischer aus Sicht des Tangentialgeschwindigkeitsprofils ist jedoch der Lamb-Oseen-Wirbel. Er
wird im Folgenden ausschließlich als Initialisierungswirbel bei t = 0 fu¨r die LES angewandt werden.
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1− e−1.25643 ( rrc )2
)
und vr = 0 . (3.26)
Ideale und gemessene Vertikalgeschwindigkeitsprofile zweier Einzelwirbel wurden bereits in Abb. 1.2
dargestellt und zum Teil in Kap. 1.1 beschrieben.
In den LES wird ein Paar gegensinnig rotierender Lamb-Oseen-Wirbel in die Domain eingesetzt,
die als unendlich lange Wirbelfa¨den entlang der Flugrichtung x aufgefasst werden und fu¨r die der
Aufrollvorgang bereits abgeschlossen ist (siehe z. B. Abb. 3.3(a)), was z. B. nach Breitsamter (2007)
ab einem Abstand von 10 bis 20 Spannweiten des hinterherfliegenden zum wirbelerzeugenden Flug-
zeug vorausgesetzt werden darf. In diesem sog.
”
vortex regime“ ist die Ausstro¨mgeschwindigkeit des
Triebwerksstrahls bereits deutlich reduziert (siehe Hennemann (2010) fu¨r weitere Details).
Diese beiden Wirbel induzieren fu¨r gleich große Zirkulationsbetra¨ge | − Γ1| = |Γ2| = |Γ0| an




(Breitsamter, 2007). Ebenso gibt t0 =
b0
w0
die Zeit fu¨r ein Absinken des Wirbelpaares um
b0 mit der Geschwindigkeit w0 an (t0 ist eine Art Zeitmaß fu¨r die Lebensdauer der WS).
Die Gefa¨hrdung eines Flugzeugs beim Einflug in eine WS entlang der x-Achse entsteht im We-
sentlichen durch die induzierten Querstro¨mungs- bzw. Tangentialgeschwindigkeiten vθ =
√
v2 + w2
entlang der y-z-Ebene mit konstantem x, und mit Lateral- bzw. Vertikalgeschwindigkeiten v bzw.
w. Die Gefahr, dass ein Flugzeug dabei ein sog. induziertes Rollmoment bzw. Auf- oder Abtrieb
erfa¨hrt, ist speziell im Landeanflug in kurzem Abstand zum vorausfliegenden Flugzeug auf a¨hnlicher
Flugbahn groß. Das nachfolgende Flugzeug muss ein ausreichend hohes Rollsteuerpotential besitzen,
so dass das Rollmoment ausgesteuert werden kann und sich die Lage des Flugzeugs wieder stabili-
siert. Fu¨r den Beiwert Cl des induzierten statischen Rollmoments gilt nach Herleitung bei Hennemann

















y dy . (3.27)
Fu¨r einen Landeanflug wird u0 = 70
m
s als Fluggeschwindigkeit des nachfolgenden Flugzeugs ver-
wendet. Die volle Flu¨gelspannweite B ha¨ngt vom jeweiligen Flugzeug ab. Diskretisiert erfolgt die
Berechnung u¨ber die Sehnentrapezformel gema¨ß


























wenn man in Gl. (3.27) diskrete y-Positionen einsetzt, um die Cl(y) zu erhalten. Es ist ∆y = 1m der
Gitterabstand und 2n = B/(∆y) (n ∈ N) die Anzahl der Stu¨tzstellen entlang der Spannweite.
In Abb. 3.2 sind Ergebnisse eigener Berechnungen von Rollmomentenbeiwerten C numl mit Daten
aus LESTUF-Simulationen von I. Hennemann dargestellt. Mit Ausnahme von Abb. 3.2(b) sind ent-
lang der x-Achse mit Werten von 2m bis 401m im Gitterabstand von 1m gemittelte C numl abgebildet,
wie sie durch die zum Zeitpunkt t = 0 von einem A340 erzeugten WS auf ein nachfolgendes Flugzeug
bei senkrechtem Einflug in der y-z-Ebene hervorgerufen wu¨rden. Wa¨hrend u0 = 70
m
s konstant bleibt,
variiert die volle Flu¨gelspannweite fu¨r die untersuchten Flugzeugtypen A320 (B = 33.9m), B737
(B = 28.8m) und Falcon (B = 18.9m). Es wird um (y, z) = (−20m, 0m) bzw. (y, z) = (20m, 0m)
deutlich sichtbar, dass ein kleines Flugzeug wie die Falcon ho¨here C numl bei Einflug in eine WS erfa¨hrt
als ein gro¨ßeres wie der A320. Ein Schnitt durch die z-Achse bei z = 0m, d.h. eine x-y-Ebene, zeigt
die relative Konstanz der C numl entlang der x-Achse, u¨ber die jeweils gemittelt wird (siehe Abb.
3.2(b)). Der Verlauf der Wirbelro¨hren ist dabei auch gut rekonstruierbar.
Bei genauerer Analyse des maximal zu erwartenden Rollmoments anhand von LES stellt sich
jedoch die Schwierigkeit ihrer genauen Vorhersagbarkeit heraus (Hennemann, 2010), da es situati-
onsbedingt zu starken Schwankungen kommen kann. Um so wichtiger wa¨ren daher genaue Kenntnisse
des Windfeldes vor Durchfliegen der turbulenten Luftmasse.
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Wirbel-erzeugendes Flugzeug: A340 , nachfolgendes Flugzeug: A320
 (mit voller Flügelspannweite von 33.9 m)
Rollmomenten-



















(a) U¨ber x-Domain gemittelte Rollmomentenbeiwerte
C numl auf einen A320 bei Einflug in Wirbelschleppen
eines A340.
Wirbel-erzeugendes Flugzeug: A340 , nachfolgendes Flugzeug: A320
 (mit voller Flügelspannweite von 33.9 m), Schnitt bei z=0m Rollmomenten-
beiwert
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(b) Contour-Plot eines Schnitts bei z = 0m durch
die Domain mit Rollmomentenbeiwerten C numl auf
einen A320.
Wirbel-erzeugendes Flugzeug: A340 , nachfolgendes Flugzeug: B737
 (mit voller Flügelspannweite von 28.8 m)
Rollmomenten-



















(c) U¨ber x-Domain gemittelte C numl auf eine B737 bei
Einflug in Wirbelschleppen eines A340.
Wirbel-erzeugendes Flugzeug: A340 , nachfolgendes Flugzeug: B737
 (mit voller Flügelspannweite von 28.8 m)
Rollmomenten-
beiwert
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(d) Wie Abb. 3.2(c), nur als Contour-Plot.
Wirbel-erzeugendes Flugzeug: A340 , nachfolgendes Flugzeug: Falcon
 (mit voller Flügelspannweite von 18.9 m)
Rollmomenten-



















(e) U¨ber x-Domain gemittelte C numl auf eine Falcon bei
Einflug in Wirbelschleppen eines A340.
Wirbel-erzeugendes Flugzeug: A340 , nachfolgendes Flugzeug: Falcon
 (mit voller Flügelspannweite von 18.9 m)
Rollmomenten-
beiwert
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(f) Wie Abb. 3.2(e), nur als Contour-Plot.
Abbildung 3.2: Rollmomentenbeiwerte C numl auf verschiedene Flugzeugtypen (A320, B737, Falcon) beim Ein-
flug in die Wirbelschleppen eines A340. Eine Mittelung der Werte entlang der x-Achse liefert
die C numl in der y-z-Ebene. Die Varianz der Rollmomentenbeiwerte entlang der x-Achse ist
gering (siehe Abb. 3.2(b)). Die kleine Falcon (Abb. 3.2(e)) erfa¨hrt ho¨here Rollmomente als die
gro¨ßeren A320 (Abb. 3.2(a)) und B737 (Abb. 3.2(c)).
Die Gro¨ßen der Simulationsgebiete betrugen X × Y × Z = 400m × 256m × 256m fu¨r LESTUF
und X × Y × Z = 400m × 384m × 512m fu¨r MGLET bei einem gleichma¨ßigen Gitterabstand von
∆x = ∆y = ∆z = 1m. Die WS eines A340-300 wurden in Form zweier gegensinnig rotierender Lamb-
Oseen-Wirbel mit einem anfa¨nglichen Wirbelabstand von b0 = 47.1m und einem Wirbelkernradius
von rc = 3m in das jeweilige Simulationsgebiet ”
eingesetzt“. Die anfa¨ngliche maximale Zirkulation
Γ0 unterscheidet sich: wa¨hrend LESTUF einen Landeanflug mit Γ0 = 458
m2
s nachbildet, verwendet




3.2 Modellierung von Wirbelschleppen mittels Large Eddy Simulation (LES)
obigen Formeln gelten fu¨r die mittleren anfa¨nglichen Absinkgeschwindigkeiten der Wirbel w0 =
1.54 ms fu¨r LESTUF bzw. w0 = 1.79
m
s fu¨r MGLET, sowie fu¨r die Referenz-Zeitskala t0 = 30.5 s fu¨r
LESTUF bzw. t0 = 26.3 s fu¨r MGLET
5. Die konstanten Zeitschritte sind fu¨r ein explizites Schema
wie LESTUF mit ∆t = 0.01 s ausreichend klein gewa¨hlt. Zur Beru¨cksichtigung der wa¨hrend des
Aufrollvorgangs eingemischten Turbulenz aus Abgasstrahl, Flu¨gel und Rumpf des Flugzeugs sowie
der Grenzschichtturbulenz wird zusa¨tzlich eine rms-Geschwindigkeit von σ = 2 ms fu¨r LESTUF bzw.
σ = 1 ms fu¨r MGLET in Na¨he des Wirbelkernradius hinzugefu¨gt. Bei einer molekularen kinematischen
Viskosita¨t von ν = 4 × 10−5 m2s betra¨gt fu¨r MGLET die Reynoldszahl Re = Γ0/ν ≈ 107 (Holza¨pfel
et al., 2010, Hennemann und Holza¨pfel, 2011, Misaka et al., 2012).
In MGLET wurden den Lamb-Oseen-Wirbeln drei anfa¨ngliche y-z-Querschnittsverteilungen pas-
siver Tracer u¨berlagert (siehe auch Abb. 2 in Misaka et al. (2012)). Der Tracer ist dabei entweder
in den Wirbelkernen oder in den Halbovalen um die Wirbelzentren oder in einem Gesamtoval um
beide Zentren gemeinsam eingeschlossen. Die Halboval-Tracerverteilung mit einer Querschnittsfla¨che
von 3150m2 deckt sich gut mit Beobachtungen von Kondensstreifen nach Abschluss des Wirbel-
Aufrollvorgangs und entspricht scha¨tzungsweise einer 38 s alten Abgasfahne (Misaka et al., 2012).
Wir beschreiben hier nur die Verteilung der Tracerkonzentration in Halbovalen, die dem Betrag
der modifizierten Stro¨mungsfunktion ch(y, z) = |Ψ(y, z)| eines Wirbelpaares entspricht (Formeln fu¨r

















y > 0 , Ψ < −0.128 oder
y < 0 , Ψ > 0.128 ,
0 sonst ,
(3.29)
mit einem Normierungsfaktor 0.761 des maximalen Konzentrationswertes auf 1 und 0.128 zur Anpas-
sung der durch den Tracer bedeckten Fla¨che auf die Ha¨lfte der Querschnittsfla¨che des Gesamtovals.
Die zweiwirbeligen WS sind hier eingebettet in unterschiedlich stark turbulente und geschichte-
te Umgebungen; der Wandel ihrer Struktur mit fortschreitender Zeit wird unter verschiedenen at-
mospha¨rischen Bedingungen untersucht. Zu den Eigenschaften turbulenter Stro¨mungen geho¨ren
Schwankungen der 3D Gro¨ßen u, p und T und v. a. Instationarita¨t und Nichtlinearita¨t. Turbulenz
entsteht, wenn Tra¨gheitskra¨fte im Vergleich zur Viskosita¨t u¨berwiegen, was durch die Reynolds-
zahl Re ≡ Tra¨gheitskraftViskosita¨t ausgedru¨ckt wird. Jede turbulente Stro¨mung ist lokal isotrop und hat einen
Tra¨gheitsbereich, wenn Re hoch genug ist. Es ergibt sich die beru¨hmte Darstellung des Energie- und
Dissipationsspektrums isotroper Turbulenz mit dem k−
5
3 -Gesetz von Kolmogorov (z. B. bei Kundu
und Cohen (2008), S. 562 ff., oder Fro¨hlich (2006), S. 23 ff.). Das Aussehen von WS kann v. a. in Bo-
denna¨he wegen dort starker Turbulenz (aufgrund von Orografie oder Konvektion) enorm beeinflusst
werden, d.h. bei Starts und Landungen entstehen zum Teil chaotische Strukturen.
Drei verschiedene Arten von Umweltparametern kommen in LESTUF und MGLET zum Ein-
satz. Dies ist zum ersten die Sta¨rke atmospha¨rischer Turbulenz, ausgedru¨ckt durch die normierte
Eddy(Wirbel)-Dissipationsrate ε∗ = (ε b0)
1
3 (w0)
−1 , wobei ε die unnormierte Eddy-Dissipationsrate
ist. Werte von ε∗ = {0.01, 0.05, 0.23} beschreiben dabei jeweils niedrige, ma¨ßige bzw. starke Turbu-
lenz. Zum zweiten dienen die normierten Brunt-Va¨isa¨la¨-Frequenzen zur Beschreibung stabiler Tem-
peraturschichtung in den LES bei Verwendung eines konstanten Temperaturgradienten. Fu¨r sie gilt







wobei θ (θ0) die potentielle (Anfangs-)Temperatur der Atmospha¨re und g ≈ 9.81 ms2 die Fallbeschleu-
nigung ist. Werte von N∗ = {0.0, 0.35, 1.0} stehen hierbei fu¨r neutrale, ma¨ßig stabile bzw. sehr
5 Zum besseren Vergleich der Resultate aus Experimenten im Kleinformat mit der Realita¨t ko¨nnen durch passende
Referenzwerte dimensionslose Werte fu¨r t, Γ, etc., definiert werden, die mit ∗ gekennzeichnet sind (t∗, Γ∗, etc.).
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stabile Schichtungsbedingungen. Und zum dritten kommt ein durch b0 normiertes turbulentes inte-
grales La¨ngenmaß L∗t u¨ber alle Raumrichtungen zum Einsatz, um eine mittlere Wirbelgro¨ße angeben














mit k = |(k1, k2, k3)T | und dem Spektrum Eˆ(k) der turbulenten kinetischen Energiedichte im Fou-
rierraum (Hennemann und Holza¨pfel, 2011, Misaka et al., 2012).
Die Analyse von In-Situ-Messungen mit dem Forschungsflugzeug Falcon in 9 − 11 km Flugho¨he
(Schumann et al., 1995) la¨sst Werte von 10−8 m
2
s3 ≤ ε ≤ 2 × 10−7 m
2
s3 und 0.011 s
−1 ≤ N ≤ 0.023 s−1
fu¨r die Simulationen als sinnvoll erscheinen. Im Falle der MGLET-Simulationen repra¨sentieren also
Werte von ε∗ = 0.01 (d.h. ε = 1.2 × 10−7 m2
s3
) fu¨r niedrige Turbulenz und N∗ = 0.35 (d.h. N =
0.013 s−1) fu¨r ma¨ßige Temperaturschichtung die typischen Umweltparameter bei Reiseflugho¨he im
Tropopausenbereich. Dagegen ist in der Grenzschicht (unter ca. 1 km Flugho¨he) eher starke Turbulenz
(ε∗ = 0.23) mit starker Temperaturschichtung (N∗ = 1.0) zu erwarten (Misaka et al., 2012).
3.2.4 Resultate von LES
Dieser Abschnitt zeigt einige Resultate aus LESTUF-Simulationen von I. Hennemann und MGLET-
Simulationen von T. Misaka fu¨r unterschiedliche Parameter und Anfangsbedingungen, sowie Er-
gebnisse eigener Berechnungen der Dichte aus LESTUF-Daten. Die Ergebnisse werden zumeist als
2D-Schnittbilder senkrecht zur x-Achse in y-z-Ebenen dargestellt.
Abbildung 3.3 zeigt Ergebnisse von LESTUF-Simulationen. Wa¨hrend die Abb. 3.3(a) bis 3.3(f)
Ergebnisse fu¨r den Fall ε∗ = 0.23 und N∗ = 0.35 (starke Turbulenz, ma¨ßig stabile Schichtung) zeigen,
stellen die Abb. 3.3(g) und 3.3(h) 2DWindfelder fu¨r den Fall ε∗ = 0.23 undN∗ = 0 (starke Turbulenz,
neutrale Schichtung) dar. Alle Simulationsergebnisse mit LESTUF beruhen auf den Eigenschaften
eines Airbus A340-300 (Spannweite B = 60.3m) im Landeanflug (Hennemann, 2010).
Neben Druck p, Temperatur T und Windvektoren (u, v, w)T ist die Dichte ρ eine wesentliche
Gro¨ße. Wir werden ρ hier aus LESTUF-Daten fu¨r den Fall ε∗ = 0.23 und N∗ = 0.35 zur Zeit t = 60 s
berechnen. Bekannt sind der konstante Standard-Druck p0 = 1013hPa, die konstante Standard-
Temperatur T0 = 288.15K (p0 und T0 fu¨r einen Landeanflug bei 15
◦C), die (u¨ber N∗ = 0.35 und
t0 = 30.5 s bekannte) Brunt-Va¨isa¨la¨-Frequenz N ≈ 0.01 s−1, die Erdbeschleunigung g ≈ 9.81 ms2 ,
der Adiabatenkoeffizient κ = 1.402 fu¨r Luft unter Normalbedingungen und die Gaskonstante R =
287.058 JkgK fu¨r trockene Luft. Weiter sind aus den LESTUF-Daten der fluktuierende Druck p
′
i,j,k
in Pa (siehe auch Abb. 3.3(c); i, j, k ∈ N) und die fluktuierende Temperatur T ′i,j,k in K (siehe auch
Abb. 3.3(e) und 3.3(f)) zusa¨tzlich gegeben. Diese Fluktuationen p′i,j,k und T
′
i,j,k sind im Vergleich zu
den Standardwerten p0 und T0 relativ klein. Abbildung 3.3(c) zeigt deutlich das in den Wirbelkernen
vorherrschende Druckminimum im Vergleich zur Umgebung. Die Strukturen fu¨r die T ′i,j,k ko¨nnen sich
je nach x-Position in der y-z-Ebene stark voneinander unterscheiden, siehe Abb. 3.3(e) und 3.3(f).
Daraus la¨sst sich nun der mittlere Temperaturgradient dT/dz := ∂θ/∂z = −N2 T0 g−1 aus Gl.
(3.30) berechnen. Der Gradient dT/dz ist negativ, da bei steigender Ho¨he die Temperatur abnimmt.
Ebenso kann die Standarddichte unter Normalbedingungen, ρ0 := p0 (RT0)
−1, berechnet werden, und
daraus wiederum der mittlere Druckgradient dp/dz := −ρ0 g unter der Boussinesq-Approximation.
Der Gradient dp/dz ist wieder negativ, da der Druck mit zunehmender Ho¨he abnimmt. Daraus
la¨sst sich die echte Temperatur T in K mittels Ti,j,k := T0 + k
′ · (dT/dz) + T ′i,j,k (hier mit k′ =
0m, . . . , 69m) und der echte Druck p in Pa mittels pi,j,k := p0 + k
′ · (dp/dz) + p′i,j,k berechnen.
Schließlich erhalten wir die echte Dichte ρ in kg/m3 durch ρi,j,k := pi,j,k (R Ti,j,k)
−1 . Abbildung
3.3(b) zeigt die Dichteverteilung der ρi,j,k u¨ber die gesamte 3D Domain, wie sie sich aus LESTUF-
Daten zur Zeit t = 60 s ergibt. Die 9 grauen Konturfla¨chen zeigen gleich große Absta¨nde zwischen dem
minimalen ρ = 1.21385 kg
m3
und dem maximalen ρ = 1.22513 kg
m3
an. Abbildung 3.3(d) zeigt einen 2D-
Querschnitt bei x = 302m aus Abb. 3.3(b). Die Wirbelkerne (blau) weisen einen leicht erniedrigten
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(a) Tangentialgeschwindigkeiten vθ =
√
v2 + w2 als y-







(b) Dichte ρ in kg/m3 u¨ber gesamte Domain fu¨r t = 60 s.
Konturlinien zeigen die Fluktuation von ρ.




























(c) Fluktuation des Drucks bei x = 202m fu¨r t = 60 s.
Dichte aus LESTUF-Daten Dichte [kg/m
3]




















(d) Fluktuation der Dichte bei x = 302m fu¨r t = 60 s.



























(e) Temperatur-Fluktuation bei x = 2m fu¨r t = 60 s.



























(f) Temperatur-Fluktuation bei x = 202m fu¨r t = 60 s.

























(g) Tangentialgeschwindigkeiten und 2D Windvektoren
in einer y-z-Ebene bei x = 202m fu¨r t = 60 s.

























(h) Tangentialgeschwindigkeiten und 2D Windvektoren
in einer y-z-Ebene bei x = 202m fu¨r t = 80 s.
Abbildung 3.3: Ergebnisse aus LESTUF-Simulationen. Details siehe Text.
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Dichtewert im Vergleich zur Umgebung auf. Die Dichteunterschiede wa¨ren jedoch relativ gering und
fu¨r ein Lidar schwer detektierbar. Man kann dennoch durch Messung von Dichteunterschieden mit
Lidar in gewissen Situationen großra¨umig auf den Wind schließen (Vrancken et al., 2010).
Die Abb. 3.3(a), 3.3(g) und 3.3(h) zeigen Tangentialgeschwindigkeiten vθ =
√
v2 + w2 z. T. zu-
sammen mit den zugeho¨rigen 2D Windvektoren aus LESTUF-Simulationen. Die Ausgangsstruktur
eines Lamb-Oseen-Wirbels nach Gl. (3.26) ist sowohl nach t = 60 s (Abb. 3.3(a), 3.3(g)) als auch nach
t = 80 s (Abb. 3.3(h)) noch deutlich sichtbar. Die Wirbel sinken jedoch mit fortschreitender Zeit ab
und auch die Werte fu¨r vθ in Kernna¨he verringern sich (Abb. 3.3(g) verglichen mit Abb. 3.3(h)).
Dieses Absinken verdeutlichen auch noch einmal die Bilder aus MGLET-Simulationen in Abb. 3.4.
Links sind Verteilungen der Tracerkonzentration als 2D-Schnitte fu¨r x = 198.5m zu den Zeitpunkten
t = 44 s (Abb. 3.4(a)) und t = 60 s (Abb. 3.4(c)) dargestellt. Die Tracer, deren Startverteilung bei
t = 0 s durch Gl. (3.29) gegeben war, werden mit fortschreitender Zeit mit ihrer Umgebung vermischt,
ihre Intensita¨t im Wirbelzentrum sinkt leicht und die Wirbel verschwinden fu¨r t = 60 s (Abb. 3.4(c))
im gezeigten Ausschnitt nach unten aus dem Bild. Ebenso wie mit der Tracerkonzentration verha¨lt
es sich mit der Tangentialgeschwindigkeit vθ in den rechten Abbildungen 3.4(b) (zur Zeit t = 44 s)
und 3.4(d) (zur Zeit t = 60 s) an derselben Stelle x = 198.5m. Auch vθ ist fu¨r t = 60 s nahe des
Wirbelkerns leicht niedriger als fu¨r t = 44 s.
Im Folgenden muss nun untersucht werden, wie gut sich diese Tracerverteilungen und die zu-
























(a) Verteilung passiver Tracer in einer y-z-Ebene bei
x = 198.5m zur Zeit t = 44 s.






















(b) Tangentialgeschwindigkeiten und 2D Windvektoren
























(c) Verteilung passiver Tracer in einer y-z-Ebene bei
x = 198.5m zur Zeit t = 60 s.






















(d) Tangentialgeschwindigkeiten und 2D Windvektoren
in einer y-z-Ebene bei x = 198.5m fu¨r t = 60 s.
Abbildung 3.4: Ergebnisse aus MGLET-Simulationen. Details siehe Text.
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Kapitel 4
Berechnung von Shift-Vektoren zur
Darstellung von Windfeldern
Nachdem in Kap. 2 u. a. eine zur Visualisierung von Windfeldern geeignete Lidar-Messmethode vor-
geschlagen und implementiert wurde, und in Kap. 3 gezeigt wurde, wie aus LES Wind-, Temperatur-,
Druck-, Dichte- und Konzentrationsfelder erzeugt werden ko¨nnen, werden in diesem Kap. 4 Algo-
rithmen zur Rekonstruktion eines vorgegebenen Windfeldes durch Vergleich zeitlich und ra¨umlich
hochauflo¨sender 2D Schichtbilder im 3D Raum erla¨utert und analysiert. Auch fu¨r je zwei beliebige,
leicht unterschiedliche Strukturen lassen sich solche Verschiebungs- oder Shift-Vektoren berechnen.
In Kap. 4.1 werden einige neue Verfahren zur Shift-Berechnung definiert. Das erste neue Verfah-
ren zur Berechnung der Luftmassen-Verschiebungen beruht auf ra¨umlich gemittelten Schwerpunkt-
verschiebungen (genannt Gravity-Center-Shift-Methode, kurz GCS). Ebenso wird ein zweites
neues, von der Verschiebungseigenschaft fu¨r Fourier-Transformierte (FTe) Gebrauch machendes
Shift-Verfahren (genannt Fourier-Shift-Methode, kurz FS) mathematisch begru¨ndet und Lo¨sungs-
mo¨glichkeiten zur Berechnung der Shift-Vektoren aufgezeigt. Als Drittes wird eine Variante der be-
kannten Kreuzkorrelation (KK) als Verfahren zur Shift-Berechnung mit Subpixelgenauigkeit ein-
gefu¨hrt, die mittels Fast Fourier Transformation (FFT) beschleunigt werden kann. Abschließend
wird als viertes, wiederum neues Verfahren eine Kombination aus KK und GCS entwickelt, die als
Weight-Shift-Methode (WSh) bezeichnet wird.
In Kap. 4.2 werden die Fa¨higkeiten dieser vier Methoden dargestellt und miteinander verglichen.
Je nach Situation (d. h. je nach zu vergleichenden Bildern) haben sie Vor- und Nachteile gegenu¨ber
einander. Eine Methode, die in jeder Situation gute Ergebnisse liefert, gibt es nicht. Die KK und WSh
haben Vorteile bei der Rekonstruktion wirbelfo¨rmiger Windfelder von WS aus Tracerstrukturen (vgl.
Abb. 3.4(a) und 3.4(b)), wa¨hrend die FS beispielsweise bei Scherwinden oder Bo¨en (gleichma¨ßige
Luftbewegung in eine Hauptrichtung) etwas besser geeignet ist. Die GCS kann z. B. Expansionen
oder Kontraktionen von Ringstrukturen gut berechnen.
4.1 Formulierung und Implementierung der neuen Shift-Verfahren
In Abb. 4.1 wird das generelle Prinzip der Berechnung von Shift-Vektoren (hier in 2D) aus zwei leicht
unterschiedlichen Bildern dargestellt, auf dem die in den folgenden Unterabschnitten definierten
Verfahren allesamt beruhen. Bild 1 und 2 haben gleiches Seitenformat der y- und z-Achsen und
setzen sich damit aus gleich vielen Pixeln zusammen. Wir wa¨hlen eine Reihe von (in Abb. 4.1 beige
dargestellten) Sub-Rechtecken (nur eines je Bild eingezeichnet) an in Bild 1 und 2 jeweils a¨quivalenten
Positionen und fu¨hren darauf gleiche mathematische Operationen aus, deren Resultate verglichen
werden, um dadurch pro Sub-Rechteck je einen Shift-Vektor τ zu erhalten. In Abb. 4.1 verschiebt
sich die gelb-orange-rote Masse im beigen Sub-Rechteck von Bild 1 nach rechts in Bild 2, wodurch
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der Shift-Vektor nach rechts zeigen wu¨rde. Durch Wiederholung fu¨r viele Sub-Rechtecke erha¨lt man
schließlich ein ganzes Feld von Shift-Vektoren (hier nur ein Vektor und ein Sub-Rechteck gezeigt).











Abbildung 4.1: Generelles Prinzip der Berechnung von Shift-Vektoren (hier in 2D) aus zwei leicht unterschied-
lichen Bildern. Details siehe Text.
Es sollen zuna¨chst noch einige mathematisch relevante Vorbemerkungen gemacht werden. Es sei
n ∈ N und X := Rn mit n-Tupeln x = (x1, . . . , xn) ∈ X und y = (y1, . . . , yn) ∈ X . Zusammen mit
der gewo¨hnlichen Topologie und der komponentenweisen Addition ist X eine lokalkompakte abelsche
topologische Gruppe. Weiter ist X polnisch (Bauer, 1992) und ein Hilbertraum (Werner, 2005b).
Es bezeichne M+b (X) die Menge der beschra¨nkten (endlichen) nichtnegativen Maße auf der σ-
AlgebraBX der Borelschen Teilmengen von X . Ebenso seiMb(X) der R-lineare Raum der allgemeinen
beschra¨nkten Maße auf BX , sowie Mb(X) := {µ + ν i : µ, ν ∈ Mb(X)} der C-lineare Raum der
Maße auf BX mit Werten in C . Schließlich sei M
+
1 (X) := {µ ∈ M+b (X) | ‖µ‖ = 1} die Menge der
beschra¨nkten normierten Maße, d.h. Wahrscheinlichkeitsmaße, auf BX .
Theoretische Aspekte der Fourier-Analyse werden hier mit Maßen und Funktionen auf dem eu-
klidischen Raum Rn angegeben, siehe etwa Bauer (2001). Fourier-Analysis auf dem Schwartz-Raum
S (Rn) wird z.B. in Reed und Simon (1975) beschrieben. Die Fourier-Analyse kann auch auf Gruppen
definiert werden, siehe etwa Rudin (1962) oder Loomis (1953).
Definition 4.1 (Fourier-Transformierte und Fourier-Transformation fu¨r Maße auf Rn) :
1. Fu¨r µ ∈ Mb(X) ist die Fourier-Transformierte (FTe) des Maßes µ definiert durch
µ̂ : X −→ C , y 7−→ µ̂(y) :=
∫
X
e i 〈y,x〉 µ (dx) . (4.1)
2. Als Fourier-(Stieltjes-)Transformation (FT) fu¨r Maße bezeichnet man die Abbildung
κ : Mb(X) −→ CX , µ 7−→ κ(µ) := µ̂ . (4.2)
Hierbei steht CX fu¨r eine Abbildung X→ C .
Fu¨r die Stetigkeit der Fourier-Transformierten µ̂ eines Maßes µ gilt:
Die Fourier-Transformierte µ̂ ist fu¨r alle Maße µ ∈ M+b (X) gleichma¨ßig stetig auf X (Beweis dazu
siehe z. B. Bauer (2001), S. 189).
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Weiter gilt fu¨r die Eindeutigkeit der Fourier-Transformation κ eines Maßes µ:
Die Fourier-Transformation κ : Mb(X) → CX , µ 7→ µ̂ fu¨r Maße ist injektiv, d.h. jedes Maß µ ∈
Mb(X) ist durch seine Fourier-Transformierte µ̂ eindeutig bestimmt (Beweis etwa mit dem Satz von
Fubini und dem Rieszschen Darstellungssatz bei Bauer (2001), S. 199).
Beispiel 4.2 (Dirac-Maß und seine Fourier-Transformierte) :
Fu¨r jedes x ∈ X heißt das durch die Einheitsmasse in x definierte Wahrscheinlichkeitsmaß εx auf BX
ein Dirac-Maß, und es gilt:
εx(B) :=
{
1 falls x ∈ B
0 sonst
∀ B ∈ BX . (4.3)
Fu¨r die Fourier-Transformierte eines zu x ∈ X geho¨rigen Dirac-Maßes εx ∈M+1 (X) gilt
ε̂x(y) = e
i 〈y,x〉 ∀ y ∈ X . (4.4)
Insbesondere gilt der fu¨r uns wichtige Spezialfall ε̂0 = 1 fu¨r einen Nullvektor aus X .
Es sei λ : BX → R˜+0 mit λ := λn und R˜+0 := R+0 ∪ {+∞} das n-dimensionale Lebesgue-Maß.






λ := λn ist das translations- und rotationsinvariante Haar-Maß auf X .
Definition 4.3 (Fourier-Transformierte und Fourier-Transformation fu¨r Funktionen auf Rn) :
1. Fu¨r f ∈ L1(X, λ) ist die Fourier-Transformierte der Funktion f definiert durch
f̂ : X −→ C , y 7−→ f̂(y) :=
∫
X
e i 〈y,x〉 f(x)λ (dx) . (4.6)
2. Als Fourier-Transformation fu¨r Funktionen bezeichnet man die Abbildung
K : L1(X, λ) −→ CX , f 7−→ K (f) := f̂ . (4.7)
Bemerkung (A¨quivalenz der Fourier-Transformierten von Maßen und Funktionen):
Sei µ : BX → C , B 7→ µ(B) :=
∫
B f(x)λ(dx) mit der fast eindeutig bestimmten Radon-Nikodym-
Ableitung f ∈ L1(X, λ) von µ nach λ . Dann gilt µ̂(y) = f̂(y) ∀ y ∈ X .
Satz 4.4 (Einige wichtige Eigenschaften der Fourier-Transformation von Maßen) :
Gegeben seien Maße µ, ν ∈ Mb(X) . Weiter sei
τa : X −→ X , x 7−→ τa(x) := x+ a (4.8)
die Translationsabbildung bzw. der Shift(-Vektor) eines x ∈ X um ein a ∈ X . Zudem sei γa : X→ T
mit γa(x) := e
i 〈x,a〉 fu¨r a ∈ X ein Charakter (T die Einheitskreislinie: T fu¨r
”
Torus“). Dann gilt:
(a) Faltungstheorem : µ̂ ∗ ν = µ̂ · ν̂
(b) Shift-Theorem : µ̂ ◦ τ−1a = µ̂ γa
59
4. Berechnung von Shift-Vektoren zur Darstellung von Windfeldern
Beweis von Satz 4.4 nach Bauer (2001), S. 190 :
(a) Nach Bauer (1992), S. 167, gilt mit dem allgemeinen Transformationssatz und dem Satz von
Fubini fu¨r je zwei Maße µ, ν ∈ Mb(X) und jede BX-messbare beschra¨nkte numerische Funktion
f : X → C mit einer stetigen Abbildung A2 : X2 → X, (x, z) 7→ A2(x, z) := x + z folgende
Gleichung: ∫
f d(µ ∗ ν) =
∫
f ◦A2 d(µ ⊗ ν) =
∫∫
f(x+ z) µ(dx) ν(dz) . (4.9)
Setzt man f(x+ z) = e i 〈y,x+z〉 mit y ∈ X in Gl. (4.9) ein, so gilt:





e i 〈y,x+z〉 µ(dx) ν(dz) =
∫
X
e i 〈y,x〉 µ(dx) ·
∫
X
e i 〈y,z〉 ν(dz) = µ̂(y) · ν̂(y) .
(b) Fu¨r alle µ ∈ Mb(X) mit ‖µ‖ := |µ|(X) < +∞ ist jede beschra¨nkte, stetige Funktion g : X → C
auf X µ-integrierbar. Die Funktion
γa : X −→ T := {z ∈ C : |z| = 1} ⊂ C , x 7−→ γa(x) := e i 〈x,a〉 (x ∈ X) (4.10)
fu¨r alle a ∈ X erfu¨llt diese Voraussetzungen, denn γa ist wegen |e i 〈x,a〉| = 1 ∀ a, x ∈ X beschra¨nkt
und ein stetiger Homomorphismus von der additiven Gruppe (X,+) in die multiplikative Gruppe
(T, ·) , d.h. es gilt γa(s + t) = γa(s) · γa(t) ∀ s, t ∈ X (d. h. γa ist ein Charakter). Fu¨r alle
a ∈ X gilt damit ε̂a(x) Gl.=
(4.4)
e i 〈x,a〉 = γa(x) (x ∈ X) . Zusammen mit Eigenschaft (a) und da
µ ◦ τ−1a (x) = (µ ∗ εa)(x) ∀x ∈ X ist, gilt
µ̂ ◦ τ−1a (x) = µ̂ ∗ εa(x) (a)= µ̂(x) · ε̂a(x) = µ̂(x) γa(x) ∀x ∈ X .

Diese Eigenschaften fu¨r die FT von Maßen µ 7→ µ̂ lassen sich vermo¨ge der Zerlegung Re(f) =
u+−u− und Im(f) = v+−v− (siehe Gl. (4.5) ) fu¨r ein Maß der Form µ = fλmit einer λ-integrierbaren
Dichte f ≥ 0 auch auf die FT von Funktionen f 7→ f̂ (siehe Def. 4.3) mittels f̂ = û+λ − û−λ +(
v̂+λ− v̂−λ) i u¨bertragen. Es gilt
Bemerkung 4.5 (Wichtige Eigenschaften der Fourier-Transformation von Funktionen) :
Fu¨r zwei Funktionen f, g ∈ L1(X, λ) gilt:
(a) f 7→ f̂ ist eine C-lineare Abbildung ; f̂ ist gleichma¨ßig stetig.
(b) Faltungstheorem : f̂ ∗ g = f̂ · ĝ .
(c) Shift-Theorem : f̂ ◦ τ−1a (x) = f̂(x) e i 〈x,a〉 fu¨r a, x ∈ X .
Bemerkung (Inverse der Fourier-Transformation) :




f̂(y) e−i 〈y,x〉 λ(dx) (y ∈ X). (4.11)
Hier sollen noch einige Eigenschaften der Faltungsoperation (siehe auch Satz 4.4 und Bemerkung
4.5) dargestellt werden (allgemeinere Definitionen bei Bauer (1992) oder Ga¨nssler und Stute (1977)).
Beispiel 4.6 (Spezialfall: Faltung mit Dirac-Maß) :
Sei τa mit a ∈ X der Shift aus Gl. (4.8) und εa das durch die Einheitsmasse in a gegebene Dirac-Maß
auf BX aus Beispiel 4.2 mit εa ∈M+b (X) und ‖εa‖ = 1 . Es gilt:
µ(τ −1a (B)) = µ(B − a) = εa ∗ µ(B) ∀µ ∈M+b (X) ∀B ∈ BX bzw. µ τ −1a = εa ∗ µ . (4.12)
Dabei ist ε0 die eindeutig bestimmte Einheit bezu¨gl. ∗. Ist µ = εa′ , so gilt εa ∗εa′ = εa+a′ ∀ a, a′ ∈ X .
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Beispiel (Faltung von Funktionen) :
Seien µ = f λ und ν = g λ zwei Maße mit λ-integrierbaren Dichten bzw. λ-integrierbaren numerischen
Funktionen f, g : X→ R˜+0 . Dann ist
f ∗ g (x) := f ∗ (g λ) (x) =
∫
X
f(x− y) g(y) λ(dy) ∀x ∈ X (4.13)
die Dichte von µ ∗ ν bezu¨glich λ, kurz (f ∗ g)λ = (f λ) ∗ (g λ) . Dabei heißt f ∗ g ≥ 0 die Faltung
der Funktionen f, g ≥ 0 und ist selbst wieder λ-integrierbar. Die Kommutativita¨t von ∗ folgt in
diesem Fall mit der Spiegelungs- und Translationsinvarianz von λ fu¨r alle x ∈ X durch
f ∗ g (x) =
∫
X
f(x− y) g(y) λ(dy) =
∫
X




f(y) g(x− y) λ(dy) = g ∗ f (x) .
(4.14)
Ebenso zeigt man die Assoziativita¨t (f ∗ g) ∗ h = f ∗ (g ∗ h) fu¨r je drei λ-integrierbare Funk-
tionen f, g, h ≥ 0 , das Distributivgesetz f ∗ (g + h) = f ∗ g + f ∗ h sowie die Homogenita¨t
f ∗ (r g) = (r f) ∗ g = r (f ∗ g) (r ∈ R+) .
Einzelne Details zu theoretischen Aspekten von FTen und zum Zentralen Grenzwertsatz (der in
Kap. 4.1.1 eine Rolle spielen wird) sind z. B. auch bei Pinsky (2002), Folland (1992), Grafakos (2008),
Luong (2009) oder Ga¨nssler und Stute (1977) beschrieben.
Zumeist beschra¨nkt sich die folgende Darstellung auf den R3 (3D Raum) und den R2 (2D Raum).
Letzterer wird in den hier gezeigten Simulationen angewandt, doch die Methodik la¨sst sich auch auf
den 3D Fall ausweiten. Ho¨herdimensionale Darstellungen ergeben sich in a¨quivalenter Weise.
4.1.1 Gravity Center Shift (GCS): ra¨umlich gemittelte Schwerpunkt-Shifts
Faltungen ko¨nnen als sog.
”
Moving Weighted Averages“, d.h. bewegte gewichtete Mittelwerte, inter-
pretiert werden (vgl. Folland (1992), S. 207). Fu¨r n = 3, d.h. fu¨r X = R3 , gilt fu¨r den Mittelwert
f : X→ R einer reellen Funktion f : X→ R mit Punkten (x, y, z) ∈ [a1, a2]× [b1, b2]× [c1, c2] ⊂ R3 :
f(x, y, z) =
1







f(x, y, z) dz dy dx . (4.15)
Allgemeiner lautet das gewichtete Mittel fw : X → R von f auf [a1, a2] × [b1, b2] × [c1, c2] in Bezug
auf eine nicht-negative Gewichtsfunktion w : X→ R+0 :














w(x, y, z) dz dy dx
. (4.16)






−∞ g(x, y, z) dz dy dx = 1 . Dann ist aber
die Faltung nach Gl. (4.14)
f ∗ g (x′, y′, z′) =
∫
R3
f(x, y, z) g(x′ − x, y′ − y, z′ − z) dz dy dx (4.17)
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gerade das gewichtete Mittel von f (auf ganz R3) in Bezug auf die Gewichtsfunktion w(x, y, z) =
g(x′ − x, y′ − y, z′ − z) .
Falls g(x′, y′, z′) = 0 fu¨r |x′| > a1, |y′| > b1 und |z′| > c1 , dann ist g(x′ − x, y′ − y, z′ − z) = 0 fu¨r
|x′ − x| > a1, |y′ − y| > b1 und |z′ − z| > c1 , so dass f ∗ g (x′, y′, z′) ein gewichteter Mittelwert von f
auf dem Intervall-Produkt [x′ − a1, x′ + a1]× [y′ − b1, y′ + b1]× [z′ − c1, z′ + c1] ist. Speziell, falls





−1 falls − a1 < x′ < a1,−b1 < y′ < b1 und − c1 < z′ < c1 ,
0 sonst
ist, so gilt
f ∗ g (x′, y′, z′) = 1







f(x, y, z) dz dy dx ,
das ist der (gewo¨hnliche) Mittelwert von f auf [x′ − a1, x′ + a1]× [y′ − b1, y′ + b1]× [z′ − c1, z′ + c1] .
Der Schwerpunkt S wird als Position des Mittelwertes mit einer gewissen Varianz angesehen.
Man hat also eine mehrfache Anwendung des eindimensionalen Zentralen Grenzwertsatzes getrennt
fu¨r jede Dimension.
Nach Brigola (1997), S. 101, gilt fu¨r eine Dirac-Distribution (Dirac-Impuls) δ in 1D sogar fu¨r
beliebige stetige Funktionen f : R→ R (statt Testfunktionen, siehe unten) und ∀ t0 ∈ R :∫ ∞
−∞




f(t) εt0 (dt) = f(t0) , t ∈ R. (4.18)
Definition 4.7 (δ-Impuls) :
Fu¨r eine Funktionenfolge ∞-oft differenzierbarer Funktionen fn(t) mit lim
n→∞
fn(t) = 0 ∀ t ∈ R und∫∞










fn(t) dt = 1 .
Das heißt, δ(t) ist keine klassische Funktion von t ∈ R und wird deshalb nicht punktweise fu¨r t defi-
niert, sondern durch Integralwerte mit Testfunktionen ϕ ∈ D (Mittelbildung mit Gewichtsfunktionen
ϕ) fu¨r n→∞ u¨ber∫ ∞
−∞
ϕ(t) ε0 (dt) =
∫ ∞
−∞




fn(t)ϕ(t) dt . (4.19)
Dabei bezeichnet D den Raum aller ∞-oft differenzierbaren Testfunktionen ϕ : R → R mit Tra¨ger
Tr(ϕ) = {t ∈ R |ϕ(t) 6= 0} ⊂ [a1, a2] ⊂ R .
Daher ist die Verwendung von δ-Impulsen fu¨r Punktauswertungen und Abtastvorga¨nge bei ste-
tigen Funktionen geeignet. Damit kann Gl. (4.18) als verallgemeinerte
”
δ-Funktion“ zur Definition
diskreter Verteilungen angewandt werden. Wir betrachten hierzu wieder den R3 . Verallgemeinerte
δ-Funktionen mit drei Variablen werden definiert durch (vgl. Brigola (1997), S. 117)
〈 δ(x − x0, y − y0, z − z0), ϕ(x, y, z) 〉 = 〈 ε(x0,y0,z0), ϕ(x, y, z) 〉 = ϕ(x0, y0, z0)
fu¨r ϕ ∈ D(R3) und (x0, y0, z0) ∈ R3, und ko¨nnen als verallgemeinerte Dichtefunktionen zur Beschrei-
bung ra¨umlich diskreter Verteilungen verwendet werden. Als verallgemeinerte Massendichte erha¨lt
man damit
%(x, y, z) =
r∑
i=1
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fu¨r rMassenpunkte wi ∈ R an den Positionen (xi, yi, zi) ∈ R3 . Fu¨r Berechnungen mit kontinuierlichen
und diskreten Verteilungen gelten dann dieselben Formeln.
Fu¨r GCS liegen in x, y, z a¨quidistant verteilte Massenpunkte (Funktionswerte) vor. Damit gilt














ε(xi,yj ,zk) wi,j,k , (4.20)
wenn dabei l, m bzw. n jeweils die Anzahl der x-, y- bzw. z-Werte bezeichnen und wi,j,k ∈ R die
Massenpunkte sind. Seien Sx, Sy und Sz jeweils die Schwerpunkte in x-, y- und z-Richtung. Fu¨r den




x %(x, y, z) dx
∞∫
−∞

































































y %(x, y, z) dy
∞∫
−∞
































insgesamt fu¨r den 3D Schwerpunkt also S = (Sx, Sy, Sz)
T .
(4.21)
Durch Ersetzen von x durch y bzw. z ko¨nnen wir also auch die Schwerpunkte in y- bzw. z-Richtung
berechnen. Fu¨r die Varianz gilt


































































Die Distribution % aus Gl. (4.20) la¨sst sich zu einem diskreten Maß im R3 fortsetzen. Fu¨r jedes Maß



















ϕ(x, y, z) %(x, y, z) dz dy dx (ϕ ∈ D(R3) )
eine Distribution D definiert. Distributionen verallgemeinern also Maße und Funktionen.
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Aus obigen Ausfu¨hrungen kann ein diskretisierter Algorithmus zur Berechnung der Verschiebung
der Schwerpunktposition und damit der Windbewegung hergeleitet werden.
Abbildung 4.2 zeigt das GCS-Verfahren zur Berechnung von Shift-Vektoren in 3D aus zwei Vo-
lumina, bestehend aus einer Reihe von 2D Schichten (Bildern). Die Volumina 1 und 2 ersetzen in
3D also die Bilder 1 und 2 in 2D (vgl. Abb. 4.1). Wir betrachten immer die Schwerpunkte von Un-
termengen z.B. des R3. Diese Untermengen (Untervolumina) tragen Indizes i ∈ {i′, i′ + xjump, i′ +
2xjump, . . . , i
′ + xdim − xstep} in x-Richtung, j ∈ {j′, j′ + yjump, j′ + 2 yjump, . . . , j′ + ydim − ystep} in
y-Richtung und k ∈ {k′, k′ + zjump, k′ + 2 zjump, . . . , k′ + zdim − zstep} in z-Richtung, wobei jeweils
die i′, j′, k′ ∈ N seien, die xjump, yjump, zjump ∈ N der Sprung zur na¨chsten Position einer Unter-
menge, xstep, ystep, zstep ∈ N jeweils eine Anzahl diskreter Werte fu¨r Intervalle auf einer Achse, und
xdim, ydim, zdim die jeweilige Gesamtzahl an Positionen in eine bestimmte Richtung sei. Die Positionen












w (x,y ,z )A l m n
(i,j,k)-te Position
des Untervolumens
w (x,y ,z )B l m n
ti,j,k
Abbildung 4.2: Methode zur Berechnung von 3D Shift-Vektoren u¨ber ra¨umlich gemittelte Schwerpunktver-
schiebungen (GCS) aus zwei Volumina, bestehend aus einer Reihe von 2D Schichten (Bildern).
Die Volumina 1 und 2 ersetzen in 3D also die Bilder 1 und 2 in 2D (vgl. Abb. 4.1). An den
Positionen mit Koordinaten (xl, ym, zn)
T mit Indizes l,m, n ∈ N hat man in Volumen 1 die
Werte wA(xl, ym, zn) und in Volumen 2 die Werte wB(xl, ym, zn) . Wir wa¨hlen nun fu¨r jedes
der beiden Volumina je einen Sub-Quader (speziell: Unterwu¨rfel) mit Indizes i, j, k ∈ N. Jedes
solche Untervolumen setzt sich aus einer Reihe von Einzelwu¨rfeln zusammen. Durch Verwen-










B,n (siehe Text) kann fu¨r
beide Sub-Quader der gemittelte Positions-Schwerpunkt errechnet werden, und die Differenz
der Schwerpunkte von Sub-Quader 1 und 2 liefert schließlich einen 3D Shift-Vektor τi,j,k . Durch
Wiederholung dieser Vorgehensweise fu¨r eine Vielzahl von Sub-Quadern, d.h. fu¨r alle (i, j, k),
erhalten wir schließlich ein 3D Shift-Vektorfeld (hier nur fu¨r einen Shift-Vektor τi,j,k gezeigt).







T der 3D Schwerpunkt eines 3D Ausschnitts (Untervolumen








Schwerpunkt eines 3D Ausschnitts von Volumen 2, jeweils mit unterem Rand an der Koordinate









Schwerpunkte in y-Richtung, und A zi,j,k und B
z
i,j,k die Schwerpunkte in z-Richtung.
Dann gelte mit Funktionswerten wA : R
3 → R von Volumen 1 und wB : R3 → R von Volumen 2
an Koordinaten (xl, ym, zn)
T mit Indizes l,m, n ∈ N und den Gewichten (Positionen) in Volumen 1,
f x,SA,l : R→ R, x 7→ xl in x-Richtung, f y,SA,m : R → R, y 7→ ym in y-Richtung, f z,SA,n : R→ R, z 7→ zn in
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wA (xl, ym, zn)
.
(4.23)
A xi,j,k ist der Schwerpunkt in x-Richtung im (i, j, k)-ten Untervolumen von Volumen 1. In Integraldar-
stellung gilt





wA (xl, y, z) dz
)











wA (x, y, z) dz dy
)







wA (x, y, z) dz dy dx
.
(4.24)
In zu Gl. (4.23) a¨quivalenter Weise gilt fu¨r den x-Schwerpunkt im (i, j, k)-ten Untervolumen von
Volumen 2 in diskreter Form


































wB (xl, ym, zn)
.
(4.25)
Ebenso erhalten wir durch Substitution der A von Gl. (4.24) durch B wieder die Integraldarstellung
von Gl. (4.25). In gleicher Weise berechnet man die y- und z-Schwerpunkte der (i, j, k)-ten Untervo-
lumina der Volumina 1 und 2 (hier fu¨r diskreten Fall gezeigt; integrale Darstellungen fu¨r A und B


























































wB (xl, ym, zn)
(4.26)
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wB (xl, ym, zn)
.
(4.27)
Aus den Gl. (4.23), (4.25), (4.26) und (4.27) lassen sich nun durch Vergleich der berechneten Schwer-








T = (B xi,j,k −A xi,j,k, B yi,j,k −A yi,j,k, B zi,j,k −A zi,j,k)T (4.28)
bestimmen. So ist es mo¨glich eine Vielzahl an (hier 3D) Shift-Vektoren zu erhalten.
Im folgenden Kap. 4.2 findet die Berechnung dann fu¨r 2D Schichtbilder (Slabs) des 3D statt. Da
diese in der Flugzeug-Terminologie senkrecht zur Flugrichtung x orientiert sein werden, wird hier




























































mit Funktionswerten wA : R
2 → R von Bild 1 und wB : R2 → R von Bild 2 an Punkten (ym, zn)T .
4.1.2 Fourier-Shift (FS)
Eine weitere Mo¨glichkeit zur Berechnung von Verschiebungsvektoren ergibt sich durch Anwendung
von Gl. (4.6) in Kombination mit dem Shift-Theorem aus Bem. 4.5 fu¨r Funktionen bzw. Verteilungen.
Wir betrachten wieder X = R3. Sei G die Verteilung der (Intensita¨ts-)Werte, Streupartikel, etc.,
in Volumen 1 (Anfangszustand), τa : R
3 → R3 die Translationsabbildung aus Satz 4.4 , und H die
Verteilung der Werte in Volumen 2 (Endzustand) nach der Translation um a mittels τa . Es gilt
H = G ◦ τ−1a = {h(x) := a+ g(x) : g ∈ G, x ∈ X} mit a,x ∈ R3 . (4.30)
Nach Bsp. 4.6 mit Gl. (4.12) hat man hier eine Faltung mit dem Dirac-Maß εa von a gema¨ß
H = εa ∗ G mit der FTen Ĥ = ε̂a ∗G , (4.31)
d.h. H ist das Bild von εa ×G unter der Addition. Fu¨r die FTe Ĥ gilt nach dem Faltungstheorem
aus Bem. 4.5 Ĥ = ε̂a · Ĝ . Dabei ist nach Gl. (4.4) ε̂a(x) = e i 〈x,a〉 ∀x ∈ R3 . Fu¨r die FTen Ĝ und
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e i 〈y,x〉 dG(x) und Ĥ(y) =
∫
R3
e i 〈y,x〉 dH(x) (x,y ∈ R3) . (4.32)
Fu¨r die Verteilungen G und H gilt G = {g(xl, ym, zn) : R3 → R}, H = {h(xl, ym, zn) : R3 → R}
an Positionen (xl, ym, zn)
T mit l,m, n ∈ N, und fu¨r ihre FTen Ĝ = {ĝ(xl, ym, zn) : R3 → R},
Ĥ = {ĥ(xl, ym, zn) : R3 → R} an Positionen (xl, ym, zn)T mit l,m, n ∈ N. Andererseits gilt mit Gl.
(4.30) fu¨r alle x = (xl1 , ym1 , zn1)
T ∈ R3 :
Ĥ(x) = e i 〈x,a〉 Ĝ(x) . (4.33)
Fu¨r alle R3 3 y = (xl2 , ym2 , zn2)T und R3 3 z = (xl3 , ym3 , zn3)T gilt:
Ĥ(y) = e i 〈y,a〉 Ĝ(y) und Ĥ(z) = e i 〈z,a〉 Ĝ(z) . (4.34)
Durch Kombination je dreier solcher Fourier-Formeln wie in den Gl. (4.33) und (4.34) mit unter-
schiedlichen Punkten x, y und z ergibt sich je ein 3D Shift-Vektor a = (ax, ay, az)
T = τi,j,k , wenn
man die drei Gleichungen nach den drei Unbekannten ax, ay und az auflo¨st.
Wir beschra¨nken uns fu¨r die Berechnung nun auf den R2 in der y-z-Ebene. Obige Gl. (4.30) bis
(4.34) gelten entsprechend, wobei Vektoren aus dem R3 durch solche aus R2 ersetzt werden. Seien
also x1 = (ym1 , zn1)
T ∈ R2 und R2 3 x2 = (ym2 , zn2)T 6= x1 zwei verschiedene Punkte im R2 , und
G ∼ {g(ym, zn) : m = 1, . . . , ydim, n = 1, . . . , zdim} =
 g(y1, z1) · · · g(y1, zzdim)... . . . ...
g(yydim , z1) · · · g(yydim , zzdim)
 ,
Ĝ = {ĝ(ym, zn) : m = 1, . . . , ydim, n = 1, . . . , zdim} =
 ĝ(y1, z1) · · · ĝ(y1, zzdim)... . . . ...
ĝ(yydim , z1) · · · ĝ(yydim, zzdim)
 ,
H ∼ {h(ym, zn) : m = 1, . . . , ydim, n = 1, . . . , zdim} =
 h(y1, z1) · · · h(y1, zzdim)... . . . ...
h(yydim, z1) · · · h(yydim, zzdim)
 ,
Ĥ = {ĥ(ym, zn) : m = 1, . . . , ydim, n = 1, . . . , zdim} =
 ĥ(y1, z1) · · · ĥ(y1, zzdim)... . . . ...
ĥ(yydim, z1) · · · ĥ(yydim, zzdim)

(4.35)
Matrizen von Funktions- und FT-Werten. Man hat also ein diskretes System von Gleichungen
Ĥ(xr) = e
i 〈xr ,a〉 Ĝ(xr) (4.36)
fu¨r endlich viele Punkte xr = (ym, zn)
T ∈ R2 , r,m, n ∈ N . Fu¨r je zwei x mit unterschiedlichen Indi-
zes der Positionen (d.h. x1 = (ym1 , zn1)
T 6= x2 = (ym2 , zn2)T , aber m1 = m2 ∈ N oder n1 = n2 ∈ N
durchaus mo¨glich) ko¨nnen die FTen-Matrizen von Gl. (4.36) komponentenweise ausgewertet werden,
um je einen 2D Shift-Vektor a = (a1, a2)
T (zwei Unbekannte a1 und a2) aus je zwei Gleichungen
(4.36) zu berechnen. Eine Vielzahl solcher a in einer bestimmten Umgebung kann zur Verbesserung
der Ergebnisse gemittelt werden. Wir werden im Folgenden ein Lo¨sungsverfahren dazu angeben.
Zuna¨chst werden die FTen aus Gl. (4.6), ihre Inversen aus Gl. (4.11) sowie die FTen des Dirac-
Maßes aus Gl. (4.4) auf eine fu¨r die numerischen Berechnungen besser geeignete Darstellung mit
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einem zusa¨tzlichen Faktor von −2pi im Exponenten umgestellt. Nach z. B. Pinsky (2002), S. 90/91,




e−2pii 〈y,x〉 f(x)λ (dx) , x, y ∈ X (4.37)





f̂(y) e 2pii 〈y,x〉 λ (dx), x, y ∈ X (4.38)
schreiben. Entsprechend gilt fu¨r die FTe des Dirac-Maßes aus Gl. (4.4) dann
ε̂x(y) = e
−2pii 〈y,x〉 ∀ y ∈ X . (4.39)
Das heißt fu¨r Gl. (4.36) gilt
e−2pi i 〈xr ,a〉 =
Ĥ(xr)
Ĝ(xr)
(r ∈ N) (4.40)




e−2pi i 〈xr ,y〉G dy und Ĥ(xr) =
∫
R2
e−2pi i 〈xr ,y〉H dy (xr,y ∈ R2 , r ∈ N) , (4.41)
oder in numerischer, diskreter Form mit Funktionswerten g : R2 → C , (ym, zn) 7→ g(ym, zn) und
h : R2 → C , (ym, zn) 7→ h(ym, zn) an endlich vielen Positionen (ym, zn)T mit m = 1, . . . , ydim ∈ N
und n = 1, . . . , zdim ∈ N fu¨r die diskreten FTen:
e−2pi i 〈(ym,zn)













T 〉 g(yj , zk) und
ĥ(ym, zn) =








T 〉 h(yj , zk) .
(4.42)
Um korrekte, normierte Ru¨cktransformierte ( Inverse, vgl. Gl. (4.38) ) von ĝ und ĥ zu erhalten, findet
folgende symmetrische Implementierung fu¨r ĝ und seine Inverse ̂̂g Anwendung (vgl. Burger und Burge
(2006), S. 331 ff.):































mit gj,k = g(yj , zk) , ĝj,k = ĝ(yj , zk) und m = 0, . . . , ydim − 1 ∈ N und n = 0, . . . , zdim − 1 ∈ N .
Ebenso wird ĥ (und wo notwendig
̂̂
h) berechnet. Die Inversen ̂̂g und ̂̂h dienen hier zumeist nur der
Kontrolle der Richtigkeit der FTen (Ausnahme: KK mit FFT). Zur beschleunigten Berechnung kann
2D FFT (wo sie aufgrund von z.B. Zweierpotenzen von ydim und zdim anwendbar ist) zum Einsatz
kommen (Brigham, 1997, Press et al., 2007).
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Wir fu¨hren nun wieder Berechnungen auf Sub-Rechtecken in 2D (in 3D: Sub-Quader oder Sub-
Volumina), sog. Templates (dt.
”
Schablonen, Masken“), fu¨r zwei leicht unterschiedliche Bilder durch.
Wie in Kap. 4.1.1 haben wir wieder ydim , zdim ∈ N als Gesamtzahl der Positionen der jeweiligen
Achse der Gesamtbilder 1 und 2, yjump , zjump ∈ N als Spru¨nge (u¨ber eine Anzahl von Positionen) zum
na¨chsten Sub-Rechteck, sowie (neu) y Tempdim , z
Temp
dim ∈ N mit y Tempdim mod 2 = 0 und z Tempdim mod 2 =
0 fu¨r eine gerade Zahl der y- bzw. z-Positionen von Sub-Rechtecken der Gesamtbilder (y Tempdim ≤
ydim , z
Temp
dim ≤ zdim) . Auch ungerade y Tempdim und z Tempdim sind mo¨glich. Wir berechnen nun die FTen














































mit hier m = 0, . . . , y Tempdim − 1 ∈ N und n = 0, . . . , z Tempdim − 1 ∈ N sowie gj,k = g(yj , zk) und




dim kann wieder 2D FFT verwendet werden.
Durch die Sub-Intervallstruktur, d.h. durch den lokaleren und eingeschra¨nkten Informationsgehalt der
Funktionswerte gj,k bzw. hj,k , unterscheiden sich die FTen von Gl. (4.44) essentiell von denen aus Gl.
(4.43) an gleichen Stellen (ym, zn)
T , daher auch die Unterscheidung ĝTemp , ĥTemp von ĝ , ĥ . Alterna-
tiv kann anstelle eines Sub-Quadrats auch um den Mittelpunkt des Sub-Quadrats eine kreisfo¨rmige
Umgebung definiert werden, auf der FTe berechnet werden; FFT ist hier nicht mehr mo¨glich.
Es werden nun jeweils zwei unterschiedliche Punkte (ym1 , zn1)
T und (ym2 , zn2)
T des Subbereichs
ausgewa¨hlt und fu¨r sie die Gleichungen
e−2pi i 〈(ym1 ,zn1)





und e−2pi i 〈(ym2 ,zn2 )






nach einem einzelnen Shift-Vektor (a1, a2)
T = a aufgelo¨st. Alle mo¨glichen Kombinationen an Punkten
und Werten fu¨r Gleichungen gema¨ß (4.45) um den Mittelpunkt des Sub-Bereichs werden berechnet,
d.h. eine endliche Anzahl an Vektoren ar , r ∈ N werden pro Sub-Bereich bestimmt, die dann gemittelt
pro Sub-Bereich je einen Shift-Vektor












y Tempdim + yjump ,
1
2










z Tempdim + zjump ,
1
2





ergeben. Die Fußpunkte dieser Vektoren τj,k befinden sich am jeweiligen Mittelpunkt des Sub-
Bereichs, u¨ber den gemittelt wird.
Eine exakte Berechnung von τj,k ist allenfalls bei exakt gleichbleibendem Muster mo¨glich, d.h.
alle Punkte (Werte) von Bild 1 sind in Bild 2 um die gleiche La¨nge und in die gleiche Richtung
verschoben (vgl. Abb. 4.8). Durch die Mittelung vieler Vektoren pro Sub-Bereich ist es mo¨glich, auch
bei verrauschten, nur noch fast identischen verschobenen Strukturen der Bilder 1 und 2 einen weniger
schwankungsanfa¨lligen (fehlerbehafteten) Shift-Vektor τj,k zu erhalten. U¨ber die zu erwartende Ver-
schiebung einzelner Punkte oder Strukturen gibt es in der Realita¨t keine Vorahnung (die einzelnen
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Pixel-Werte ko¨nnen sich vera¨ndern, ebenso die im Bild enthaltene Gesamtmasse), so dass Mittelung
u¨ber definierte, a¨quidistante Sub-Bereiche dringend erforderlich ist.
Eine erste Lo¨sungsmo¨glichkeit zur Berechnung eines einzelnen a wa¨re die Zerlegung der Expo-


















































Wenn man obige Gleichungen fu¨r km1,n1 und km2,n2 nach Real- und Imagina¨rteilen trennt und diese


















































Die folgende Betrachtung beschra¨nkt sich auf die Realteile aus Gl. (4.48) ; a¨quivalente Berechnungen
fu¨r die Imagina¨rteile zur Bestimmung von a1 und a2 ergeben sich einfach durch Ersetzen von Re durch
























































































zn2 − ym2 zn1ym1
+
ym2 arccos(Re(km1,n1))
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zn2 − ym2 zn1ym1
− zn1 ym2 arccos(Re(km1,n1))




Die Nenner in Gl. (4.51) und Gl. (4.52) mu¨ssen jeweils 6= 0 sein, um eine Lo¨sung fu¨r (a1, a2)T erhalten
zu ko¨nnen. Das heißt, es gibt Punkte (ym, zn)
T , fu¨r die keine Berechnung von (a1, a2)
T mo¨glich ist.
Solche (a1, a2)
T gehen also nicht in die Mittelung fu¨r ein aj,k = τj,k ein! Eventuell ko¨nnen der Faktor
2pi und die y Tempdim und z
Temp
dim vernachla¨ssigt werden (durch Setzen von 2pi = 1, y
Temp
dim = 1 und
z Tempdim = 1 in obigen Gleichungen).
Die Trennung in Real- und Imagina¨rteile erlaubt jedoch keine gleichzeitige und damit keine
vollsta¨ndige Lo¨sung fu¨r (a1, a2)
T . Auch gibt es z. B. immer nur dann eine Lo¨sung, wenn −1 ≤
Re(km1,n1) ≤ +1 und −1 ≤ Re(km2,n2) ≤ +1 gilt, da nur dort der arccos und arcsin definiert ist. Da




gTempmi,ni , i = 1, 2, kaum unterscheiden, liegen die dann
berechneten Funktionswerte fu¨r arccos und arcsin noch na¨her beieinander, was die Fehleranfa¨lligkeit
der Berechnung erho¨ht. Bei Punkten um (0, 0)T gibt es Schwierigkeiten und die Linearita¨t der (y, z)T -






= e−2pi i 〈(ym1 ,zn1)






= e−2pi i 〈(ym2 ,zn2)
T ,(a1,a2)T 〉 ⇐⇒ log (km2,n2) = −i 2pi〈(ym2 , zn2)T , (a1, a2)T 〉 .
(4.53)
Daraus folgt Im (log (km1,n1)) = −2pi (ym1a1+zn1a2) und Im (log (km2,n2)) = −2pi (ym2a1+zn2a2).













Fu¨r lineare Systeme gibt es eine eigene Theorie, siehe etwa Saleh und Teich (2007) und die dortigen
Literaturhinweise. Soweit bekannt gibt es aber fu¨r obiges System bisher kein Lo¨sungsverfahren zur
Bestimmung von Shift-Vektoren. Als Lo¨sungsverfahren dieses linearen Gleichungssystems kann eine
simple Gauß-Jordan-Elimination nach Press et al. (2007), S. 44-45, angewandt werden, denn es gilt

















Der Faktor −2pi kann wieder gleich 1 gesetzt werden. Ebenso wu¨rde die Berechnung u¨ber die Inverse
Matrix A−1 zu Lo¨sungen fu¨hren:
x = A−1 b =
1










ym1 zn2 − zn1 ym2
(
zn2 Im (log (km1,n1)) − zn1 Im (log (km2,n2))
−ym2 Im (log (km1,n1)) + ym1 Im (log (km2,n2))
)
=⇒ a1 = 1
ym1 zn2 − zn1 ym2
(





ym1 zn2 − zn1 ym2
(−ym2 Im (log (km1,n1)) + ym1 Im (log (km2,n2))) .
(4.56)
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Die maximale Anzahl mo¨glicher Shift-Vektoren pro Sub-Rechteck betra¨gt (y Tempdim z
Temp
dim − 1) ·
(y Tempdim z
Temp
dim ) (fu¨r jeden Punkt gibt es potentiell Kombinationsmo¨glichkeiten mit jedem anderen
Punkt auf dem Sub-Rechteck). Es ko¨nnen alternativ nur Punkte (ym, zn)
T miteinander kombiniert
werden, die einen Mindestabstand voneinander haben oder (fu¨r eine kreisfo¨rmige Umgebung statt
eines Sub-Rechtecks) die in einem gewissen Radialbereich um einen bestimmten Punkt liegen. Es gilt
∀ k = 0, . . . , z Tempdim − 1 ∀ j = 0, . . . , y Tempdim − 1 ∀n = 0, . . . , z Tempdim − 1 ∀m = 0, . . . , y Tempdim − 1 :
Berechnungen laut Gl. (4.54) mit Gauß-Jordan-Elimination werden durchgefu¨hrt, falls
m 6= j und/oder n 6= k ,
und
√
((m− j)∆y)2 + ((n− k)∆z)2 ≥ dLimit fu¨r Sub-Rechtecke ,
bzw.
√
((m− j)∆y)2 + ((n − k)∆z)2 ≤ dLimit fu¨r kreisfo¨rmige Umgebungen .
Dabei sei ∆y bzw. ∆z der a¨quidistante Abstand zwischen zwei benachbarten y- bzw. z-Positionen,
und dLimit ein Grenzwert fu¨r die minimale oder maximale Distanz zwischen zwei 2D Punkten. Als
Problem bleibt beim Logarithmus weiterhin die Abha¨ngigkeit der Berechnung von den Positionen
(ym, zn)




gTempmi,ni , i = 1, 2, alle etwa 1 sind, ist der Logarithmus solcher
Bru¨che nahe 0 , was zu hohen Schwankungen der Werte fu¨r die (a1, a2)
T fu¨hren kann.
Die Verallgemeinerung obiger Vorgehensweise zur Berechnung eines einzelnen τj,k auf viele In-
dextupel (j, k) zeigt Abb. 4.3 fu¨r den Fall von Sub-Rechtecken (Templates). Die Spru¨nge zwischen
den Zentren der einzelnen Templates an Punkten (yj, zk)
T sind jeweils von der Gro¨ße/Pixelanzahl
yjump bzw. zjump . Die Templates haben hier jeweils 5 × 5-Pixel; sie du¨rfen die Ra¨nder der Gesamt-
bilder 1 und 2 nicht u¨berschreiten. Wir vergleichen immer Templates an den selben Stellen in Bild
1 und 2 (daher gleiche Nummerierung), in der Abbildung ist dies das gru¨ne Template 1. Da wir
uns in 2D befinden, reichen je zwei Pixel und ihre Werte (g(ym1 , zn1) , g(ym2 , zn2) in Bild 1, sowie
h(ym1 , zn1) , h(ym2 , zn2) in Bild 2) an den selben Positionen im Template 1 in Bild 1 und 2 aus,
und wir berechnen die auf die Templates 1 bezogenen FTen ĝTemp(ym1 , zn1) , ĝ
Temp(ym2 , zn2) sowie
ĥTemp(ym1 , zn1) , ĥ
Temp(ym2 , zn2) , um schließlich durch Gauß-Jordan-Elimination von Gl. (4.55) oder
durch Gl. (4.56) einen einzelnen Vektor (a1, a2)
T zu erhalten. Wie oben beschrieben wird das dar-
gestellte Vorgehen fu¨r viele Kombinationen von je zwei Punkten auf den Templates 1 durchgefu¨hrt,
so dass am Ende ein gemittelter 2D Shift-Vektor τj,k pro (j, k) steht. Durch Wiederholung fu¨r viele
(j, k) erha¨lt man ein ganzes 2D Shift-Vektorfeld.






= e−2pi i 〈(xl1 ,ym1 ,zn1 )












= e−2pi i 〈(xl2 ,ym2 ,zn2 )












= e−2pi i 〈(xl3 ,ym3 ,zn3 )








Wie in Gl. (4.54) ko¨nnen obige Gleichungen wieder als lineares Gleichungssystem geschrieben werden:Im (log (kl1,m1,n1))Im (log (kl2,m2,n2))
Im (log (kl3,m3,n3))
 = −2pi




 mit Ax = b wie in Gl. (4.55) fu¨r 3D.
(4.58)
Die Lo¨sung nach x = a = (ax, ay, az)
T erfolgt dann wie oben mittels Gauß-Jordan-Elimination.
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Template 1 Template 2
Template 15
Abbildung 4.3: Methode zur Berechnung von 2D Shift-Vektoren u¨ber Fourier-Transformationen aus zwei Bil-
dern. Details siehe Text (Kap. 4.1.2).
4.1.3 Kreuzkorrelation (KK)
Die Berechnung zweier kurzzeitig hintereinander aufgenommener Bilder findet bei PIV (vgl. An-
hang A.1) u. a. mittels KK statt. Mathematische Darstellungen zu statistischen PIV-Berechnungen
bzw. zu digitaler PIV findet man z. B. bei Keane und Adrian (1992) bzw. Westerweel (1993, 1997).
Wa¨hrend in der PIV-Theorie die ra¨umliche (Intensita¨ts-)Verteilung einer bestimmten Zahl an Tracer-
Partikeln innerhalb der Stro¨mung zu verschiedenen Zeitpunkten in Abfragefenstern mittels KK ana-
lysiert wird (vgl. Raffel et al. (2007), Kap. 3), haben wir es fu¨r unser RSL mit einer kontinuierlichen
Ru¨ckstreuverteilung ohne getrennte Peaks bei einzelnen Tracern zu tun, da Streupartikel auf die
große Messdistanz nicht mehr einzeln sichtbar/detektierbar sind.
In PIV treten v. a. zwei Arten von Bildaufnahmen auf: einerseits sog.
”
Single Frame/Double
Exposure“-Aufnahmen, bei denen zu zwei Zeitpunkten t und t + ∆t die Tracer-Streuverteilungen
gleichzeitig miteinander auf einem Bild akkumuliert werden und die Auswertung u¨ber Autokor-





Multi-Frame/Single Exposure“), bei denen zu zwei (oder mehr) Zeitpunkten t und t + ∆t
(und t + 2∆t , usw. bei
”
Multi-Frame“) die Tracer-Streuverteilungen jeweils auf einem einzelnen
CCD/CMOS-Bild dargestellt werden und die Auswertung mit KK durchgefu¨hrt wird. Letztere Me-
thode wird in den RSL-Simulationen Anwendung finden, da jedes Bild durch eigensta¨ndige Lichtpulse
zur Belichtung (Scans zu unterschiedlichen Zeitpunkten) entsteht, so dass eine eindeutige zeitliche
Einordnung der Bildreihenfolge vorhanden ist (Raffel et al. (2007), Kap. 4). Wa¨hrend die hier ange-
wandte KK unterschiedliche Bilder korreliert, wird bei der Autokorrelation das Bild mit sich selbst
bzw. zwei identische Bilder miteinander verglichen. Nach Werner (2005a), S. 329 kann die KK auch
zur Scherwind-Bestimmung in der Atmospha¨re verwendet werden. Wir werden zeigen, dass damit
sogar Geschwindigkeitsvektorfelder von WS rekonstruiert werden ko¨nnen.
Die Korrelation ist von der Faltung nur durch die implizite Spiegelung des Faltungskerns verschie-
den, siehe Burger und Burge (2006), S. 414. Wa¨hrend fu¨r die Faltung ∗ zweier Maße das Faltungs-
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theorem aus Gl. (4.4) gilt, unterscheidet sich die Korrelation ? im Korrelationstheorem zweier
Maße hiervon nur durch das Auftreten eines komplex konjugierten Maßes ν : µ̂ ? ν = µ̂ · ν̂ .
In der Signalanalyse wird eine zeitliche 1D Verschiebung zwischen zwei a¨hnlichen bzw. gleichen
Signalen mittels Korrelation bestimmt (Schru¨fer (1990), Kap. 7). Die 1D Theorie fu¨r Zeitsignale
kann erweitert werden auf die KK zweier stochastischer Prozesse (von Storch und Zwiers (1999),
S. 228) und auf ra¨umliche 2D Bilder oder 3D Volumina mit Werteverteilungen. Zur Berechnung
der Shift-Vektoren werden wie bei FS je zwei Bilder zerlegt in eine Vielzahl von Untergebieten
(Sub-Rechtecken), die hier wie in PIV als
”
Abfragefenster“ bezeichnet werden. Die Zeitspanne ∆t
zwischen den beiden Bildern sollte nicht zu groß sein, um zumindest noch na¨herungsweise Linearita¨t
der Shift-Bewegung annehmen und die Shifts nachweisen zu ko¨nnen, aber auch nicht zu kurz, um
u¨berhaupt eine Bewegung feststellen zu ko¨nnen und damit die Teilchen am Rand nicht den Bild-
Bereich verlassen. Die zeitlichen Absta¨nde zwischen den Bildern sollten angepasst werden, je nachdem
ob starke, schnelle Bewegung (ku¨rzere Zeitabsta¨nde) oder langsame Bewegung (gro¨ßere Zeitabsta¨nde)
























mittels FT oder FFT
oder
FT










Abbildung 4.4: Die Berechnung von 2D Shift-Vektoren u¨ber KK aus zwei hintereinander aufgenommenen Bil-
dern erfolgt entweder direkt oder mittels FT bzw. FFT. Die Intensita¨tsverteilungen I1 von Bild
1 und I2 von Bild 2 werden beim Fourier-Weg transformiert (Î1 und Î2), von Î2 wird das kom-
plex Konjugierte Î2
∗
gebildet und dann das Produkt Î1 · Î2
∗
, welches noch ru¨cktransformiert
wird. Die Berechnung findet auf Referenz-Templates (RTp) und Templates (Tp) statt.
Beim Einzelprozess der Verschiebung haben wir es, wie schon in Kap. 4.1.2 , mit einem linearen
System zu tun: die anfa¨ngliche Intensita¨tsverteilung I1 von Bild 1 (mit Werten wA) wird durch
eine Verschiebungsfunktion τa (und in der Realita¨t einen Rausch-Term R aus mehreren Formen des
Rauschens) auf die neue Ausgabe-Intensita¨tsverteilung I2 (mit Werten wB) abgebildet. Bei genauer
Kenntnis von τa undR ko¨nnen diese als U¨bergangsfunktionen verwendet werden, um aus I1 schließlich
I2 zu generieren. Jedoch kennen wir immer nur die I1 und I2 , nicht aber τa und R . Die Aufgabe
besteht nun darin, das Feld von Shift-Vektoren a u¨ber τa statistisch bestmo¨glich zu scha¨tzen, wobei
gleichzeitig das Rauschen R ausgeschlossen wird (oder werden muss, da man sein Ausmaß nicht
kennt; R ist ein zusa¨tzlicher Fehlerterm). In Kap. 4.1.2 wurde u¨ber FS mittels einer Entfaltung, d. h.
durch Division je zweier FTer, die Shift-Funktion τa ru¨ckberechnet. Hier wird τa dadurch bestimmt,
die beste U¨bereinstimmung zwischen zwei Bildausschnitten auf statistische Weise zu berechnen.
Die zwei 2D Bilder zu Zeitpunkten t und t+∆t werden mittels Abfragefenstern einer bestimmten
Gro¨ße (z.B. 16× 16 oder 32× 32 Pixel, damit FFT genutzt werden kann) abgetastet, siehe Abb. 4.4 .
Fu¨r jedes solche Abfragefenster wird die KK (genauer der Kreuzkorrelationskoeffizient, kurz
KKKoeff) zwischen Bild 1 und 2 berechnet, und daraus dann die Verschiebung der Peak-Position,
d.h. der Shift-Vektor. Wir mu¨ssen hier ein ausgewa¨hltes Teilbild (Abfragefenster) von Bild 1 mit
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Werten wA an Positionen (ym, zn)
T , das sog. Referenz-Template (RTp), innerhalb eines gro¨ßeren
Bildbereichs (Bildausschnitts) von Bild 2 mit Werten wB , dem sog. Template (Tp), suchen, vgl.
Abb. 4.4 und 4.5. Man spricht hierbei von
”
Template Matching“ (Burger und Burge, 2006), da der
gesuchte Bildteil (das RTp) des ersten Bildes u¨ber einen erweiterten Bereich (das Tp) des zweiten
Bildes bewegt wird und die Differenz zwischen RTp von Bild 1 und darunterliegendem Bereich des
Tp von Bild 2 gemessen wird. Wir speichern die Positionen ho¨chster U¨bereinstimmung zwischen RTp
und Tp. Dadurch kann ein Feld linearer Verschiebungsvektoren berechnet werden, wobei jeder Vektor
durch die Analyse der Bewegung lokaler Bildausschnitte zustande kommt, deren Inhalte bestmo¨glich
u¨bereinstimmen. Seien ∆y und ∆z die Verschiebungen des Tp-Ausschnitts von Bild 2 gegenu¨ber
dem gleich großen RTp aus Bild 1 auf den y- bzw. z-Achsen. Die Kreuzkorrelationsfunktion fu¨r eine
Verschiebung um (∆y,∆z) in 2D ist definiert durch






















wA(y, z)wB(y +∆y, z +∆z) dy dz, (4.59)
mit den jeweiligen Seitenla¨ngen yRefdim und z
Ref
dim des Referenz-Templates. Fu¨r die diskrete Kreuzkorre-
lationsfunktion an der um (∆y,∆z) verschobenen Stelle (yj , zk) in 2D gilt allgemein





wA(ym, zn)wB(ym +∆y, zn +∆z) . (4.60)
In den Berechnungen wird diese Kreuzkorrelationsfunktion Kf ersetzt durch den besser geeigneten,
pra¨ziseren KKKoeff Kc (siehe unten).
Die Summe der quadratischen Absta¨nde zwischen den wA und wB dient bei der Herleitung der
KKKoeff als Ausgangspunkt (Burger und Burge (2006), S. 413 ff.). Da die Quadratsumme der wB
u¨ber die dem RTp entsprechenden Bereiche der Templates Tp i. Allg. nicht konstant ist und damit
das Resultat von Variationen der Intensita¨ten in Bild 2 abha¨ngt, fu¨hrt man zur Verbesserung von
Gl. (4.60) die normierte Kreuzkorrelation Kn ein. Fu¨r sie gilt
















wB(ym +∆y, zn +∆z)
)2) 12 . (4.61)
Die nun folgende Prozedur zur Berechnung der Shifts mittels KKKoeff Kc wird in den Abb. 4.4
und 4.5 veranschaulicht. Zentrum des Templates Tj,k ⊂ Bild 2 ist das Pixel mit Position (yj, zk), d.h.
Index (j, k). Ebenso wird um dieses Zentrum ein kleinerer Ausschnitt Rj,k ⊂ Bild 1 selektiert, das
RTp mit Rj,k ⊂ Tj,k . In unserem Fall wird ein ra¨umlicher U¨berlapp der einzelnen Templates Tj,k von
Bild 2 in Abha¨ngigkeit von j und k zugelassen, siehe Abb. 4.4 .
Seien yRefdim und z
Ref
dim die Anzahl der Positionen des gewa¨hlten RTp entlang der jeweiligen Achsen
y und z, sowie yTempdim und z
Temp
dim die Anzahl der Positionen des gewa¨hlten Tp. Weiter seien y
Ref
c =
b12 yRefdimc die na¨chstkleinere positive ganze Zahl der Ha¨lfte von yRefdim (bei ungeradzahligen Werten wird
abgerundet) und ebenso zRefc = b12 zRefdimc , yTempc = b12 yTempdim c , zTempc = b12 zTempdim c . Mit diesen Zahlen
aus N ko¨nnen die Positionen der zentralen (j, k)-ten Shift-Vektoren angegeben und die Ra¨nder des
Bildbereichs bei den Berechnungen ausgeschlossen werden.
Wir definieren als Zentren der (j, k)-ten Templates (d.h. als Fußpunkte der Shift-Vektoren τj,k)
die Positionen yjTemp und zkTemp mit Indizes
jTemp = yTempc , y
Temp
c + yjump , y
Temp
c + 2 yjump , . . . , ydim − yTempc und
kTemp = zTempc , z
Temp
c + zjump , z
Temp
c + 2 zjump , . . . , zdim − zTempc .
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y = ym j
Ref
z = zn k
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Wiederholen dieses Vorgangs für alle T bei gleichem R , d.h. Bestimmung aller K ,











Daraus Bestimmung des maximalen K (zusammen mit seiner Position) aus allenc K .
Dies liefert ausgehend vom Fußpunkt (y ,z ) das für dieses Paar aus R und T .
c,i






Wiederholung dieser Prozedur für alle j und k liefert ein Feld
von 2D-Shift-Vektoren mit Fußpunkten (y ,z ) und Spitzen
























































Abbildung 4.5: Methode zur Berechnung von 2D Shift-Vektoren u¨ber Kreuzkorrelation aus zwei Bildern mittels
RTp und Tp des zweiten Bildes, auf denen das RTp des ersten Bildes jeweils gesucht wird. Die
Zentrumsposition des optimalen U¨berlapps wird fu¨r jedes (yj , zk) bestimmt. Die Strecke von
(yTempj , z
Temp
k ) zur Position des maximalen KK-Koeffizienten Kc gibt La¨nge und Richtung des
Shift-Vektors τj,k an. Durch Wiederholung kann ein ganzes Shift-Vektorfeld aus vielen τj,k
berechnet werden. Nachteil bei einem 7 × 5-Tp: ein starkes Wandern nach links oder rechts
wird bevorzugt erkannt. Quadratisch (d. h. 7× 7 oder 8× 8) wa¨re in diesem Fall besser.
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Weiter wa¨hlen wir zu jedem solchen Tp aus Bild 2 mit Zentrum (yjTemp , zkTemp) ein RTp aus Bild 1
mit Werten wA an den Stellen (ymRef , znRef ) mit Indizes
mRef = jTemp − yRefc , jTemp − yRefc + 1 , . . . , jTemp + yRefc − 1 , jTemp + yRefc und
nRef = kTemp − zRefc , kTemp − zRefc + 1 , . . . , kTemp + zRefc − 1 , kTemp + zRefc .
Wir berechnen zu jedem solchen (j, k)-ten RTp





wA (ymRef , znRef )












Die Zahl der Pixel des RTp bleibt wa¨hrend der Berechnung konstant und fu¨r sie gilt
pR = y
Ref
dim · zRefdim . (4.63)




· ΣRj,k , (4.64)
















Nun berechnen wir die U¨bereinstimmung zwischen diesem RTp (das sich um die Mitte des gro¨ßeren
Tp aus Bild 2 befindet) mit gleichgroßen Bereichen aus dem Tp. Wir legen dazu das RTp-Rechteck
an alle mo¨glichen Positionen innerhalb des Tp aus Bild 2, ohne dabei seine Grenzen zu u¨berschreiten
(siehe Abb. 4.5), und fu¨hren folgende Operationen aus:
Zuna¨chst setzen wir den KKKoeff auf seinen minimal mo¨glichen Wert Kc = −1.0. Der KKKoeff
ist das Maß fu¨r die U¨bereinstimmung zwischen zwei Bildbereichen. Fu¨r alle Punkte mit Indizes
mTemp = jTemp − yTempc , jTemp − yTempc + 1 , . . . , jTemp + yTempc − yRefdim − 1 , jTemp + yTempc − yRefdim ;
nTemp = kTemp − zTempc , kTemp − zTempc + 1 , . . . , kTemp + zTempc − zRefdim − 1 , kTemp + zTempc − zRefdim
des Tp aus Bild 2 werden nun die Werte wB aus Bild 2 mit den Indizes
mTempcc = j
Temp − yTempc + j′ , jTemp − yTempc + 1 + j′ , . . . , jTemp − yTempc + yRefdim + j′
= mRef + yRefc − yTempc + j′, . . . ,mRef + yRefc − yTempc + yRefdim + j′ , j′ ∈ N , und
nTempcc = k
Temp − zTempc + k′ , kTemp − zTempc + 1 + k′ , . . . , kTemp − zTempc + zRefdim + k′
= nRef + zRefc − zTempc + k′, . . . , nRef + zRefc − zTempc + zRefdim + k′ , k′ ∈ N ,
verglichen mit den in Bild 1 an den entsprechenden Positionen liegenden Werten wA mit Indizes m
Ref
und nRef wie oben definiert. Dies wird ∀ j′ = 0, 1, . . . , yTempdim − yRefdim und ∀ k′ = 0, 1, . . . , zTempdim − zRefdim
wiederholt und dabei jeweils der i-te (i ∈ N) Wert Kc,i von Kc = max
i∈N
Kc,i ermittelt gema¨ß










) · (wA(ymRef , znRef )−Rj,k))
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eines Ausschnitts des (j, k)-ten Tp an der Stelle (ymTemp , znTemp)











































Durch Wiederholung fu¨r alle Tp-Ausschnitte (in Abb. 4.5 mit T ij,k bezeichnet) mit RTp-Gro¨ße an
allen Stellen (ymTemp , znTemp)
T und Vergleich mit dem RTp nach obigem Prinzip erha¨lt man eine ganze
KK-Ebene um das jeweilige Template-Zentrum (yjTemp , zkTemp)
T . Diese KK-Ebene hat allgemein eine
Gro¨ße von ((yTempdim − yRefdim) + 1) · ((zTempdim − zRefdim) + 1) Pixeln. Aus allen Kc,i der KK-Ebene wird der
maximale Wert als Kc fu¨r jedes (j, k) zusammen mit den Positionsindizes gespeichert. Die Werte von
Kc ∈ R liegen zwischen −1 und +1 . Aus der Differenz der Positionen mit Indizes (jTemp, kTemp) der
RTp-Mitte zur neuen Position maximaler Korrelation mit Indizes (jcc, kcc) , d.h. eine Verschiebung
im Pixelbereich um r = jcc − jTemp , s = kcc − kTemp , erhalten wir schließlich einen einzelnen 2D
Shift-Vektor τj,k = (yr, zs)





















Wiederholung dieser Prozedur für alle j und k liefert ein Feld
von 2D-Shift-Vektoren mit Subpixel-Präzision sowie
Fusspunkten (y ,z ) und Spitzen bei (y ,z ).
tj,k


































































Gauß-Peak-Fit über alle K , i=1,...,9.c,i
sub
Dadurch genauere
Bestimmung der Shift-Vektor-Spitzen statt mit Pixel-
Präzision (y ,z ) jetzt mit Subpixel-Präzision (y ,z ).j,cc k,cc j,cc k,cc
sub sub
Abbildung 4.6: Verbesserte Berechnung von 2D Shift-Vektoren mit Sub-Pixel-Pra¨zision u¨ber Kreuzkorrelation
aus zwei Bildern. Details siehe Text.
Die Bestimmung der Vektor-Spitzen von τj,k kann z. B. durch einen Gauß-Peak-Fit von Pixel-
Pra¨zision (d. h. Vektorspitze bei (yjcc , zkcc)
T ) auf Subpixel-Pra¨zision (Vektorspitze bei (yjsubcc , zksubcc )
T )
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verbessert werden, siehe Abb. 4.6. Dazu wa¨hlen wir eine symmetrische Umgebung um die Punkte
(yjcc, zkcc)
T mit den Indizes (jcc, kcc) im Tp von Bild 2. Wie in Abb. 4.6 ist dies i. Allg. eine y
sub
dim ×
z subdim = 3×3 Umgebung, genannt T subj,k . Dieses hellgru¨ne Quadrat wird nun kreuzkorreliert gema¨ß Gl.
(4.66) mit je einem gleich großen Ausschnitt R ij,k , i = 1, . . . , 9, mit ebenfalls jeweils y
sub
dim×z subdim = 3×3
Pixeln des RTp Rj,k von Bild 1 (blau; in Abb. 4.6 5×5 Pixel groß, wa¨hrend das rote Tp Tj,k diesmal
9× 7 Pixel groß ist). Es gilt






wB(ymsub , znsub)− T
sub
j,k








mit msub = jcc−1, jcc, jcc+1 , nsub = kcc−1, kcc, kcc+1 des Sub-Tp, und gleich großen Indexmengen
mRefi ⊂ mRef , nRefi ⊂ nRef der i-ten Ausschnitte des RTp, sowie der Pixelanzahl des Sub-Tp und
damit der Ausschnitte des RTp pT,sub = y
sub
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Nun kommt der Gauß-Peak-Fit zur verbesserten Scha¨tzung der Position maximaler Korrelation
(a¨hnlich Raffel et al. (2007), S. 160). Wir haben neun RTp-Ausschnitte R 1j,k, . . . , R
9
j,k und durch
Kombination mit dem Sub-Tp um (yjcc , zkcc)
T dadurch neun KKKoeff K subc,1 , . . . ,K
sub
c,9 auf dem Sub-
Tp. Die Berechnung von (jsubcc , k
sub
cc ) ∈ R2 (”reelle Indizes“, anders als (jcc, kcc) ∈ N
2) folgt u¨ber
j subcc = jcc +
ln
(
Ksubc (yjcc − 1, zkcc)
)− ln(Ksubc (yjcc + 1, zkcc))
2 ln
(
Ksubc (yjcc − 1, zkcc))− 4 ln
(
Ksubc (yjcc , zkcc)) + 2 ln
(
Ksubc (yjcc + 1, zkcc))
und
k subcc = kcc +
ln
(
Ksubc (yjcc, zkcc − 1)
)− ln(Ksubc (yjcc, zkcc + 1))
2 ln
(
Ksubc (yjcc , zkcc − 1)) − 4 ln
(
Ksubc (yjcc , zkcc)) + 2 ln
(
Ksubc (yjcc , zkcc + 1))
mit
Ksubc (yjcc − 1, zkcc) = K subc,4 , Ksubc (yjcc , zkcc) = K subc,5 , Ksubc (yjcc + 1, zkcc) = K subc,6 ,
Ksubc (yjcc , zkcc − 1) = K subc,2 , Ksubc (yjcc , zkcc + 1) = K subc,8 .
(4.71)
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Es sind also nur je drei Punkte in jeder Richtung zur Anwendung eines sog. Drei-Punkt-Scha¨tzers
no¨tig, jedoch sind auch andere Scha¨tzer mit mehr Punkten und diagonal denkbar. Wegen des natu¨r-





6= 0 sein. Dies liefert schließlich eine Vektorspitze an der Stelle (yjsubcc , zksubcc )T mit Subpixel-Genauigkeit
und damit einen einzelnen 2D Shift-Vektor τj,k (der dunkelgru¨ne Pfeil in Abb. 4.6).
Alternativ kann man fu¨r den Gauß-Peak-Fit auch ohne weitere Berechnung die angrenzenden Kc,i
aus Gl. (4.66) verwenden. Man spart sich dann die Gl. (4.70) und ersetzt die Ksubc (. , .) einfach durch
dieKc,i := Kc(. , .) . Um Ausreißer bei den Vektoren zu minimieren, ko¨nnen auch mehrere Peaks (d. h.
ho¨chste KKKoeff) detektiert und gespeichert werden (Raffel et al. (2007), S. 161). Man sammelt eine
gewisse Anzahl an ho¨chsten Korrelations-Peaks und scannt dann die Korrelations-Ebene, d. h. man
sucht die zentralen Korrelationspunkte, deren z. B. acht umgebende Korrelationswerte zusammen
mit dem Zentrum im Mittel ein lokales Maximum liefern. Der zentrale Korrelationspunkt mit dem
ho¨chsten Mittel kann dann als Peak und damit Vektorspitze des Shift-Vektors genommen werden;
Subpixel-Operationen ko¨nnen dann wie oben angewandt werden.
Dann kommt das na¨chste RTp mit zugeho¨rigem Tp, dessen Index-Tupel (j, k) bezu¨glich j und/
oder k gema¨ß yjump und/oder zjump erho¨ht ist, und die komplette obige Prozedur wird in gleicher Wei-
se fu¨r ein weiteres τj,k wiederholt. Dadurch erhalten wir das komplette Shift-Vektorfeld. Bei der KK
liefert ein scha¨rferer, eindeutigerer Peak des KKKoeff eine ho¨here Peak-Erkennungswahrscheinlichkeit
und Rausch-Effekte fu¨hren nicht mehr so ha¨ufig zu fehlerhaften Peakpositionen.
Obige Formulierung einer direkten KK kann im Fall von RTp und Tp mit Dimensionen von Zwei-
erpotenz auch ersetzt werden durch eine schnellere aber auch ungenauere 2D FFT. Da die Berechnung
der KKKoeff als lokales Maß nach Gl. (4.66) anders als die durch globale lineare Korrelation nach Gl.
(4.60) nicht mehr so einfach und effizient im Spektralraum erfolgen kann (Burger und Burge, 2006),
wird hier die Berechnung im Ortsraum ohne FFT erfolgen. Ebenso ist der Geschwindigkeitsvorteil
zuna¨chst marginal, da die Tp maximal 32× 32 Pixel Gro¨ße haben (geringe Anzahl an Messwerten!).
Erst fu¨r Echtzeit-Zwecke ko¨nnte eine FFT von Vorteil sein, wenn durch sie im Vergleich zur optima-
len FT keine zu großen Fehler bei der Berechnung entstehen. In Raffel et al. (2007), S.135-139, Lewis
(1995) oder Zucker und Mazeh (1994) werden Mo¨glichkeiten zur Implementation beschrieben.
Die hier berechneten 2D Shift-Vektoren sind nur bis zu einem gewissen Grad unabha¨ngig, da ein
U¨berlappbereich der beiden aktuellen Abfragefenster (RTp von Bild 1 und Tp von Bild 2) zu den
beiden Abfragefenstern des vorangehenden Geschwindigkeitsvektors existiert. In der Mitte der WS
um den Wirbelkern sind viele Vektoren in kleinen Absta¨nden no¨tig, um die Rotationsbewegung der
Wirbel ra¨umlich auflo¨sen zu ko¨nnen. Jede Verschiebungsbewegung eines RTp liefert je einen Vektor
und kann fu¨r sich genommen keine Rotation oder Deformation beschreiben oder detektieren.
4.1.4 Weight-Shift (WSh): Kreuzkorrelation mit Gravity Center Shift
Als vierte Mo¨glichkeit zur Shift-Berechnung sei abschließend die WSh-Methode erla¨utert. Sie stellt
eine Kombination der Methoden aus Kap. 4.1.1 und 4.1.3 dar und ist (soweit bekannt) wieder ein
neues Verfahren, das so vorher nicht angewandt wurde. Allgemein sucht man wie bei der KK, an
welcher Position sich eine Eigenschaft des RTp von Bild 1 in einem gro¨ßeren Tp von Bild 2 am
ehesten wiederfindet. In diesem Fall wird die Position des Schwerpunkts des RTp bezogen auf seine
linke untere Ecke berechnet. Dann werden Ausschnitte des Tp von der Gro¨ße des RTp genommen
und fu¨r diese ebenfalls jeweils der Schwerpunkt bezogen auf die linke untere Ecke berechnet. Ist der
ra¨umliche Abstand der Position der Schwerpunkte (mit Referenzpunkt linke untere Ecke) zwischen
einem der Ausschnitte des Tp und dem RTp minimal, so wird von der Mitte des RTp von Bild 1
(Fußpunkt) zur Mitte des jeweiligen Ausschnitts des Tp von Bild 2 (Spitze) ein Shift-Vektor τj,k
gebildet. Durch Wiederholung dieses Vorgehens wie oben bei der KK (siehe Kap. 4.1.3) erha¨lt man
ein ganzes Shift-Vektorfeld. Die WSh-Methode kann ra¨umlich wiederum fu¨r Verschiebungen in 2D
oder 3D zum Einsatz kommen. Sie kann auch auf Subpixel-Pra¨zision erweitert werden. Voraussetzung
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bzw. Grundannahme fu¨r die Funktionsweise von WSh ist, dass die Gesamtmasse (d. h. die Gesamtin-
tensita¨t) in Bild 1 und 2 bzw. in den Tp und dem RTp praktisch gleich bleiben, damit auch gleiche
Schwerpunkte einer gleichen Intensita¨tsverteilung mit gleichen Intensita¨tsmaxima entsprechen.
In Abb. 4.7 ist die Vorgehensweise zur Berechnung der Shift-Vektoren in 2D mit Pixel-Pra¨zision





T in Bild 1. In Abb.
4.7 hat es 5× 5 Pixel. Nun wird der Schwerpunkt (SR,yj,k , SR,zj,k )T von Rj,k in Bezug auf den Referenz-
punkt (yR,0j,k , z
R,0
j,k )
T von Rj,k der linken unteren Ecke berechnet. Es sei hierbei an die GCS-Methode
aus Kap. 4.1.1 erinnert, v. a. an die Formel zur Berechnung der Schwerpunkte in 2D, Gl. (4.29) . Es
wird also zuna¨chst (SR,yj,k , S
R,z
j,k )
T berechnet und dann (yR,0j,k , z
R,0
j,k )
T davon subtrahiert, wodurch die
Absta¨nde (dR,yj,k , d
R,z
j,k )
T = (SR,yj,k −yR,0j,k , SR,zj,k −zR,0j,k )T des Schwerpunkts von Rj,k getrennt nach y- und
z-Achse bezogen auf die linke untere Ecke des RTp angegeben werden ko¨nnen. Alternativ kann der
Abstand zur linken unteren Ecke von Rj,k statt in kartesischen Koordinaten auch in Polarkoordinaten
(in 2D; Kugelkoordinaten in 3D) ausgedru¨ckt werden, wie in Abb. 4.7 durch den Winkel γR und die




2 + (dR,zj,k )
2 . Implementiert wurde die kartesische Variante.







Vergleich der Schwerpunkte bzgl. ihres Abstands d für alle i. Dasj,k
i
mit T mit mini-
malem Abstand zu R bzgl. der Schwerpunkte stellt das am besten geeignete Shift-Gebiet dar, und der






(S ,S ) (S ,S )j,k j,k j,k j,k












) der Schwerpunkt von Rj,k
( ,zy ) die linke untere Ecke vonj,k j,k
R,0 R,0 T
Rj,k
( ,dd ) = ( - , - ) der Abstand
von linker unterer Ecke zum Schwerpunkt von
getrennt nach y und z, mit Radius r
j,k j,k
S,RTp











( ,zy )j,k j,k
T1,0 T1,0 T
gT1






















Sei i=1,...,25. Dann seien
gT25
(S ,Sj,k j,k j,k
Ti,y Ti,z T i
) die Schwerpunkte der T
( ,zy ) die linken unteren Ecken der Tj,k j,k j,k
Ti,0 Ti,0 T i
( ,dd ) = ( - , - ) die Abstände
der linken unteren Ecken zu den Schwerpunkten
der T getrennt nach y und z, mit Radien r
j,k j,k
j,k S,Tp:i





























Abbildung 4.7: Berechnung von 2D Shift-Vektoren u¨ber WSh-Methode aus zwei Bildern. Details siehe Text.
Nun wird auf einem das RTp umgebenden, gro¨ßeren Tp in Bild 2 derjenige Ausschnitt gesucht,
der den dem RTp na¨chstgelegenen Schwerpunkt (wieder bezogen auf die linke untere Ecke des Aus-
schnitts) besitzt. Da das Tp Tj,k in Abb. 4.7 9 × 9 Pixel hat, ergeben sich in diesem Beispiel 25
Sub-Tp T ij,k . Fu¨r jedes dieser T
i





T ) werden die Schwerpunkte
(ST i,yj,k , S
T i,z
j,k )




hiert, so dass erneut die Absta¨nde (dT i,yj,k , d
T i,z
j,k )
T = (ST i,yj,k − yT i,0j,k , ST i,zj,k − zT i,0j,k )T der Schwerpunkte
der T ij,k getrennt nach y- und z-Achse bezogen auf die linken unteren Ecken der Tp-Ausschnitte T
i
j,k
angegeben werden ko¨nnen. In Polarkoordinaten ha¨tte man wieder fu¨r alle i ∈ I (mit im Beispiel
I = {1, . . . , 25}) die Winkel γT i und die Radien rS,Tp:i :=
√
(dT i,yj,k )
2 + (dT i,zj,k )
2 .
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Da hier kartesische Koordinaten verwendet werden, reicht es, den Tp-Ausschnitt T ij,k zu bestim-
men, dessen dT i,yj,k sowie d
T i,z




j,k des RTp unter allen
solchen Absta¨nden d ij,k haben. Dies geschieht nach folgender Formel:
dminj,k := min
i∈I
d ij,k = min
i∈I
√(




dT i,zj,k − dR,zj,k
)2
. (4.72)
Zum Fußpunkt des Vektors im Zentrum des RTp bei (yjRef , zkRef )
T erhalten wir im Zentrum des
Tp-Ausschnitts mit dem minimalen dminj,k mit zugeho¨rigem i ∈ I bei (yjTemp,i, zkTemp,i)T die Spitze des
2D Shift-Vektors.
Weiter ist eine Verbesserung der Pra¨zision in den Subpixel-Bereich mo¨glich. Bisher hat man bei
Pra¨zision im Pixel-Bereich Kenntnis der Positionen (yjWSh, zkWSh)
T mit Indizes (jWSh, kWSh)
T ∈ N2
mit nur natu¨rlichen Werten. Durch Erho¨hung der Pra¨zision hat man Werte fu¨r die Indizes (bzw.
Positionen) im Reellen, d.h. (j subWSh, k
sub
WSh)
T ∈ R2 (bzw. (yj subWSh, zk subWSh)












(dT i,zj,k − dR,zj,k ) , (4.73)
wobei die dT i,yj,k bzw. d
T i,z
j,k die Schwerpunkt-Absta¨nde zum linken bzw. unteren Rand fu¨r den be-
sten, mit Pixel-Pra¨zision bestimmten Tp-Ausschnitt und die 8 Tp-Ausschnitte in der direkt daran
angrenzenden Umgebung sind.
Durch Wiederholung obiger Prozedur fu¨r alle Indizes (j, k) , d.h. Punkte (yj, zk)
T (mit Spru¨ngen
yjump und zjump) als Zentren, erha¨lt man wieder ein ganzes Feld von (2D) Shift-Vektoren.
Durch das Speichern mehrerer na¨chst-minimaler Schwerpunktsabsta¨nde zwischen RTp und Tp-
Ausschnitten zum minimalen ko¨nnen wie bei KK Ausreißer bei den Shift-Vektoren reduziert werden.
Man wa¨hlt also je einen dieser mo¨glichen na¨chst-minimalen Schwerpunktsabsta¨nde und natu¨rlich
den minimalen und bezieht die Schwerpunktsabsta¨nde zwischen dem RTp und den Ausschnitten des
Tp in ihrer direkten Umgebung mit ein. Man bildet dann den (arithmetischen) Mittelwert u¨ber alle
Schwerpunktabsta¨nde, und dort, wo dieser minimal ist, ist dann der statistisch mit dieser Methode
berechenbare, minimale Schwerpunktsabstand und damit die Spitze des Shift-Vektors.
4.2 Anwendung und Vergleich der Leistungsfa¨higkeit der Shift-
Algorithmen
Nach der Beschreibung der vier potentiellen Shift-Algorithmen zur Analyse von (RSL-)Bildern in
Kap. 4.1 folgt nun ein genereller Vergleich ihrer Leistungsfa¨higkeit anhand fu¨r Wind und Wirbel cha-
rakteristischer Strukturen, wie sie spa¨ter als Extinktionsprofile in die RSL-Simulationen eingelesen
werden ko¨nnen. Dadurch ist bereits eine Abscha¨tzung ihrer Brauchbarkeit mo¨glich, ohne eine lang-
wierige Simulation mit pbs durchfu¨hren zu mu¨ssen. Die absolute Gro¨ße der einzelnen Werte ist oft
nicht entscheidend, sondern nur die relative Gro¨ße zueinander. Effekte wie Varianz durch reduzierte
Photonentrajektorien-Zahl in den Monte-Carlo-Simulationen oder Rauschen werden (mit Ausnahme
von Kap. 4.2.2) erst in Kap. 5 beru¨cksichtigt.
4.2.1 Shifts einfacher Strukturen
Als einfache Strukturen betrachten wir hier Rechtecke, speziell Quadrate, die eine bezu¨glich Rich-
tung und La¨nge vorgegebene konstante Verschiebung erfahren, welche in der Realita¨t einem konstan-
ten, homogenen Windfeld entspricht. Dies kann vereinfacht als Wo¨lkchen-artige Struktur mit hohem
Ru¨ckstreuvermo¨gen (verglichen mit ihrer direkten Umgebung) angesehen werden.
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Als Bildbereich in 2D betrachten wir auf der Fla¨che Y × Z = [−25m, 25m] × [−25m, 25m] eine
Quadrat-Verschiebung nach rechts oben relativ in der Mitte des gesamten Bildbereichs, siehe Abb.
4.8(a), 4.8(c). Der Wert des Quadrats ist konstant 2 und kann beliebig gewa¨hlt sein; seine Gro¨ße ist
3m× 3m. Die ra¨umliche Auflo¨sung betra¨gt 1m, d. h. man hat Werte im Abstand von 1m entlang y-
und z-Achse. Die vorgegebene Verschiebung betra¨gt 5m in positive y-Richtung und 5m in positive
z-Richtung, zusammen also eine Verschiebung der La¨nge
√
2 · (5m)2 ≈ 7.07m . Bei einem Zeitab-







2 · (5 ms )2 ≈ 7.07 ms nach rechts oben, siehe Abb. 4.8(b). Natu¨rlich kann man
die ra¨umliche Dimensionierung um einen beliebigen Faktor (z. B. 10) vergro¨ßern, um eher Wolken-
typische Gro¨ßen der Strukturen zu erhalten. Jedoch muss dann bei gleichbleibender ra¨umlicher
Auflo¨sung die konstante Verschiebung in Metern auch dementsprechend gro¨ßer sein, gleichbedeutend
bei gleichbleibendem Windfeld mit einem entsprechend gro¨ßeren Zeitintervall zwischen Bild 1 und
2 (z. B. 10 s). Ansonsten wird es fu¨r die Auswertealgorithmen schwerer, gute Resultate ru¨ckzurechnen.
Bild 1 Wert [a.u.]



























(a) Bild 1 entspricht einer Verteilung
mit Funktionswerten zum Zeit-
punkt t1 auf der Fla¨che Y ×Z . Hier
hat man ein einfaches Quadrat mit
konstantem Wert 2.



























(b) Das Quadrat wird entsprechend
des vorgegebenen homogenen kon-
stanten 2D Windfeldes nach rechts







, d. h. vges ≈ 7.07 ms .
Bild 2 Wert [a.u.]



























(c) Bild 2 zum Zeitpunkt t2 ist das Er-
gebnis einer Verschiebung der Ver-
teilung, d. h. des Quadrats aus Abb.
4.8(a) gema¨ß des Windfeldes von
Abb. 4.8(b).
Abbildung 4.8: Einfache Verschiebungen eines Werte-Quadrats auf einer quadratischen Fla¨che der Gro¨ße Y ×
Z = [−25m, 25m] × [−25m, 25m]. Die schwarze Berandung in den Abb. 4.8(a) und 4.8(c)
zeigt den in den folgenden Abbildungen dargestellten Bildausschnitt, fu¨r den die Verschiebung
berechnet werden kann (Rand ohne Masse, d. h. keine Shift-Detektion mo¨glich).
Als Erstes untersuchen wir das Potential der GCS-Methode aus Kap. 4.1.1 fu¨r diese Art von
Struktur, deren Werte von Bild 1 nach 2 konstant bleiben. Dargestellt ist in Abb. 4.9 jeweils ein
vergro¨ßerter Ausschnitt von Y × Z = [−25m, 25m] × [−25m, 25m] (entspricht 51 × 51 Pixeln), der
nur noch die Region zeigt, auf der die Verschiebung der Struktur in dieser Situation natu¨rlicherweise
rekonstruierbar ist. Wo keine Werte (bzw. Intensita¨tsmasse) vorliegen, kann man auch keine Shifts
berechnen. Abbildung 4.9(a) zeigt nochmal einen vergro¨ßerten Ausschnitt von Bild 1 zur Zeit t1, d. h.
von Abb. 4.8(a). Der schwarze Kasten in Abb. 4.9 gibt die jeweils 10m× 10m große Region wieder,
auf der die Schwerpunkte von Bild 1 und 2 in der Auswertung verglichen werden. Die Spru¨nge von
einer solchen Region zur na¨chsten betragen hier yjump = zjump = 2m. Abbildung 4.9(b) zeigt einen
vergro¨ßerten Ausschnitt von Bild 2 zur Zeit t2, d. h. von Abb. 4.8(c), und mittels GCS berechnete
Shift-Vektoren (rot). Wie man deutlich sieht, stimmen Richtung und La¨nge der Vektoren relativ gut
mit dem vorgegebenen Windfeld aus Abb. 4.8(b) u¨berein (Abb. 4.9(c) besta¨tigt dies fu¨r die La¨nge,
die gemittelt u¨ber 9 La¨ngen-Werte etwa 5.6 ms betra¨gt; 7.07
m
s wa¨re optimal). Vier Vektoren an den
Ra¨ndern eines Farbquadrats liefern einen gemittelten Vektorla¨ngen-Farbwert (
”
Texture mapping“!).
Als Zweites wird die FS-Methode aus Kap. 4.1.2 zur Vektor-Ru¨ckgewinnung auf die Verschiebung
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Ausschnitt von Bild 1 Wert [a.u.]





















(a) Vergro¨ßerter Ausschnitt von Bild 1
zur Zeit t1, d. h. von Abb. 4.8(a).
Ausschnitt von Bild 2 mit Shifts Wert [a.u.]





















(b) Vergro¨ßerter Ausschnitt von Bild 2
zur Zeit t2, d. h. von Abb. 4.8(c),
und mittels GCS berechnete Shift-
Vektoren (rot).























(c) La¨nge der Shift-Vektoren (siehe
Farbskala) zusammen mit gru¨nen
Vektoren wie in Abb. 4.9(b) zur
Kennzeichnung ihrer Fußpunkte.
Abbildung 4.9: Berechnung von Shift-Vektoren mittels Gravity Center Shift (GCS). Einfache Verschiebun-
gen eines Werte-Quadrats auf einer quadratischen Fla¨che (vgl. Abb. 4.8). Hier ist jeweils ein
vergro¨ßerter Ausschnitt von Y × Z = [−25m, 25m] × [−25m, 25m] der zur Berechnung we-
sentlichen Region dargestellt. Der schwarze Kasten zeigt jeweils die Gro¨ße eines Bereichs zur
Berechnung von Schwerpunkten zum Erhalt eines einzelnen Shift-Vektors.
aus Abb. 4.8 angewandt. Wir betrachten wieder den Ausschnitt von Bild 1 zur Zeit t1 aus Abb.
4.9(a). In Abb. 4.10(a) ist derselbe Ausschnitt, jedoch von Bild 2 zur Zeit t2, zusammen mit den
mittels FS berechneten Shift-Vektoren (rot) dargestellt. Der schwarze Kasten zeigt wieder die Gro¨ße
eines Bereichs zur Mittelung von Fourier-Shifts zur Gewinnung eines einzelnen Shift-Vektors (je
10m × 10m). Die FTen werden dann bezogen auf jedes solche quadratische Gebiet neu berechnet.
Es gilt yjump = zjump = 2m fu¨r die Spru¨nge, d. h. das Wandern der schwarzen Quadrate. Lediglich
der Vektor mit Fußpunkt in der Mitte des hier dargestellten schwarzen Quadrats liefert die richtige
Richtung, die Vektorla¨ngen sind mit FS nicht genau rekonstruierbar (siehe auch Abb. 4.10(b)). Der
Einfluss der Umgebung in den FTen anderer schwarzer Quadrate verfa¨lscht die u¨brigen Ergebnisse.
Bei Verschiebung einer kontinuierlichen Struktur (anstelle eines diskreten, kleinen Quadrats) la¨sst
sich zumindest die Richtung an den passenden Stellen besser rekonstruieren, siehe Kap. 4.2.2.
Die dritte Methode zur Rekonstruktion der Shift-Vektoren in der Situation von Abb. 4.8 ist die KK
aus Kap. 4.1.3. Abbildung 4.11(a) zeigt die mit KK ru¨ckgerechneten Vektoren (rot), im Hintergrund
ist wieder der Ausschnitt von Bild 2 dargestellt. Die La¨nge der Shift-Vektoren zusammen mit roten
Vektoren wie in Abb. 4.11(a) zur Kennzeichnung ihrer Fußpunkte zeigt Abb. 4.11(b). Der schwarze
Kasten in den Abb. 4.11(a) und 4.11(c) zeigt jeweils die Gro¨ße (16× 16 Pixel) eines Tp-Bereichs zur
Suche nach einem Bildbereich von Bild 2, der dem vorgegebenen, im Zentrum des schwarzen Kastens
befindlichen RTp (8 × 8 Pixel) von Bild 1 am ehesten entspricht. Es sind yjump = zjump = 2m.
Die Vektor-Bestimmung erfolgt mit Subpixel-Genauigkeit auf Basis der in Kap. 4.1.3 beschriebenen
Methoden. Wie man schon in den Abb. 4.11(a) und 4.11(b) gut erkennen kann, stimmen La¨nge und
Richtung der Vektoren im Wesentlichen sehr gut mit den vorgegebenen (Abb. 4.8(b)) u¨berein. Die
Abb. 4.11(c) und 4.11(d) zur Fehleranalyse besta¨tigen dies: lediglich in der Mitte tauchen einige
sta¨rker fehlerbehaftete La¨ngen und Richtungen auf. Hauptgrund fu¨r die Fehler du¨rfte die geringe
Anzahl an zur Verfu¨gung stehenden Wertepunkten, d. h. Pixeln, sein. Damit hat man auch nur
wenige Werte fu¨r die RTp und Tp.
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Ausschnitt von Bild 2 mit Shifts Wert [a.u.]





















(a) Vergro¨ßerter Ausschnitt von Bild 2 zur Zeit
t2, d. h. von Abb. 4.8(c), und mittels FS be-
rechnete Shift-Vektoren (rot). Der nicht dar-
gestellte vergro¨ßerte Ausschnitt von Bild 1
ist wieder Abb. 4.9(a).


























(b) La¨nge der Shift-Vektoren (siehe Farbskala)
zusammen mit roten Vektoren wie in Abb.
4.10(a) zur Kennzeichnung ihrer Fußpunk-
te. Vier Vektoren an den Ra¨ndern eines
Farbquadrats liefern einen gemittelten Vek-
torla¨ngen-Farbwert.
Abbildung 4.10: Berechnung von Shift-Vektoren mittels der Fourier-Shift-Methode (FS) aus Kap. 4.1.2. Ein-
fache Verschiebungen eines Werte-Quadrats auf einer quadratischen Fla¨che (vgl. Abb. 4.8).
Hier ist jeweils ein vergro¨ßerter Ausschnitt von Y ×Z = [−25m, 25m]× [−25m, 25m] der zur
Berechnung wesentlichen Region dargestellt. Der schwarze Kasten zeigt jeweils die Gro¨ße eines
Bereichs zur Mittelung von Fourier-Shifts zur Gewinnung eines einzelnen Shift-Vektors. Der
Vektor in der Mitte des dargestellten schwarzen Kastens gibt die Richtung (nach rechts oben)
richtig wieder, die La¨nge jedoch nicht. Andere Mittelungsquadrate der Gro¨ße 10m× 10m in
der Umgebung liefern bezu¨glich La¨nge und Richtung verfa¨lschte Vektoren.
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Ausschnitt von Bild 2 mit Shifts Wert [a.u.]





















(a) Vergro¨ßerter Ausschnitt von Bild 2 zur Zeit
t2 , d. h. von Abb. 4.8(c), und mittels KK be-
rechnete Shift-Vektoren (rot).
























(b) La¨nge der Shift-Vektoren (siehe Farbskala)
zusammen mit roten Vektoren wie in Abb.
4.11(a) zur Kennzeichnung ihrer Fußpunkte.
Fehler der Vektor-Längen Längen-Fehler [m/s]


























(c) Abweichungen zwischen den La¨ngen der mit
KK ru¨ckgerechneten Shift-Vektoren und den
La¨ngen der vorgegebenen Shift-Vektoren des
Windfeldes von Abb. 4.8(b) (vges ≈ 7.07 ms ),
d. h. Geschwindigkeitsabweichung in m
s
.
Fehler der Vektor-Richtungen Richtungs-Fehler [rad]

























(d) Abweichungen zwischen den Richtungen der
mit KK ru¨ckgerechneten Shift-Vektoren und
denen der vorgegebenen Shift-Vektoren des
Windfeldes (nach rechts oben) von Abb.
4.8(b), d. h. Winkelabweichung in rad.
Abbildung 4.11: Berechnung von Shift-Vektoren mittels Kreuzkorrelation (KK) nach Kap. 4.1.3. Einfache
Verschiebungen eines Werte-Quadrats auf einer quadratischen Fla¨che (vgl. Abb. 4.8). Der
schwarze Kasten in den Abb. 4.11(a) und 4.11(c) zeigt jeweils die Gro¨ße (16× 16 Pixel) eines
Tp-Bereichs zur Suche nach einem Bildbereich von Bild 2, der dem vorgegebenen, im Zen-
trum des schwarzen Kastens befindlichen RTp (8× 8 Pixel) von Bild 1 am ehesten entspricht.
Subpixel-Methoden wurden angewandt. Abweichungen der La¨nge und Richtung des mit KK
ru¨ckgerechneten vom vorgegebenen Windfeld (siehe Abb. 4.8(b)) sind dargestellt.
Als Viertes untersuchen wir noch das Potential der WSh-Methode aus Kap. 4.1.4 in Bezug auf
die Struktur von Abb. 4.8. In zu Abb. 4.11(b) fu¨r KK a¨quivalenter Weise zeigt Abb. 4.12(a) mit WSh
berechnete Vektoren (rot) in Verbindung mit ihrer La¨nge (siehe Farbskala). Hier sind die ku¨rzeren
Vektoren rechts oben fehlerhaft, wie auch die Analyse bezu¨glich La¨nge und Richtung in den Abb.
4.12(b) und 4.12(c) zeigt, denn dort du¨rfte keine Bewegung detektierbar sein. Im wichtigen Bereich
links unten sind sie jedoch relativ korrekt wiedergegeben. Man ko¨nnte somit die zu kurzen Vektoren
rechts oben als Ausreißer lo¨schen. Die Eigenschaften von RTp und Tp sind die gleichen wie eben bei
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der KK; wieder sind yjump = zjump = 2m. Die Subpixel-Berechnung erfolgt nach Gl. (4.73).
























(a) Mit WSh berechnete Shift-
Vektoren (rot) zusammen mit
ihrer La¨nge. Die Aussage dieser
Abbildung entspricht der von
Abb. 4.11(b) fu¨r WSh statt KK.
Fehler der Vektor-Längen Längen-Fehler [m/s]



























den La¨ngen der mit WSh
ru¨ckgerechneten Shift-Vektoren
und den La¨ngen der vorge-
gebenen Shift-Vektoren des
Windfeldes von Abb. 4.8(b)
(vges ≈ 7.07 ms ).
Fehler der Vektor-Richtungen Richtungs-Fehler [rad]


























(c) Abweichungen zwischen den
Richtungen der mit WSh
ru¨ckgerechneten Shift-Vektoren
und den Richtungen der vor-
gegebenen Shift-Vektoren des
Windfeldes (nach rechts oben)
von Abb. 4.8(b).
Abbildung 4.12: Berechnung von Shift-Vektoren mittels Weight-Shift-Methode (WSh) nach Kap. 4.1.4. Ein-
fache Verschiebungen eines Werte-Quadrats auf einer quadratischen Fla¨che (vgl. Abb. 4.8).
Jedes Tp von Bild 2 besteht aus 16 × 16 Pixeln, jedes RTp von Bild 1 aus 8× 8 Pixeln. Die
Subpixel-Berechnung erfolgte nach Gl. (4.73). Abweichungen der La¨nge und Richtung des mit
WSh ru¨ckgerechneten vom vorgegebenen Windfeld (siehe Abb. 4.8(b)) sind dargestellt. In
Abb. 4.12(a) sind die ku¨rzeren Vektoren rechts oben fehlerhaft.
In der hier untersuchten Situation eines konstanten Windfeldes ko¨nnen alle Shift-Methoden als
zur Bewegungsdetektion brauchbar bezeichnet werden. Die Richtung wird von allen Methoden richtig
detektiert; lediglich die FS-Methode weist bei der La¨nge große Abweichungen auf.
4.2.2 Shifts aus Pulse-Stretching-Simulationen mit pbs4
Als Na¨chstes folgt zuna¨chst eine Analyse der Gu¨te der Methoden anhand einer komplexen Struktur
mit variablen Werten, die gleichma¨ßig mittels eines konstanten, homogenen Windfeldes verschoben
wird. Das zur Verschiebung gewa¨hlte Muster stammt aus sog. Pulse-Stretching(PS)-Simulationen
der Streuung fu¨r ein bistatisches Lidar von M. Wengenmayer (Details zu ihrer Erzeugung mit pbs4
siehe Wengenmayer (2008), S. 86-90). Es ist in Abb. 4.13(a) als Bild 1 ohne Ra¨nder dargestellt.
Fu¨r unsere Shift-Berechnungen ist nur die gegebene Verteilung der Werte und ihre Position
entscheidend, nicht ihr Absolutwert; Werte in
”
arbitrary units“ (a. u.) genu¨gen daher. Die Punkt-
Positionen liegen auf der Fla¨che Y × Z = [−0.49 km, 0.49 km] × [−0.49 km, 0.49 km] (50 × 50 Pixel)
und die Punkt-Absta¨nde (ra¨umliche Auflo¨sung) betragen 0.02 km. Das Zeitintervall ∆t zwischen den
Bildern soll hier 10 s sein, um realistische Geschwindigkeitswerte fu¨r eingelesenes und ru¨ckgewonnenes
Windfeld erhalten zu ko¨nnen. Die Positionswerte ko¨nnten aber genauso um z. B. einen Faktor 10 in
den Meter-Bereich verringert werden (Y × Z = [−49m, 49m] × [−49m, 49m]) und ∆t ebenso auf
1.0 s. Hier mu¨ssen die Ra¨nder des Bildbereichs rechts unten entfernt (d. h. ihre Pixel-Werte verworfen)
werden, da eine (Wind-)Bewegung nach links oben stattfindet und diese Positionen im verschobenen
Bild 2 (siehe Abb. 4.13(c)) nicht mehr auftauchen.
Das konstante, homogene Windfeld (siehe Abb. 4.13(b)), gema¨ß dem Bild 1 in Bild 2 u¨bergeht,
setzt sich aus den Komponenten vy =
−0.120 km
10 s = −12 ms und vz = 0.040 km10 s = 4 ms zusammen, mit





1/2 ≈ 12.65 ms .
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Bild 1 ohne Ränder Wert [a.u.]

























(a) Bild 1 entspricht einer Verteilung
mit beliebigen Funktionswerten
gema¨ß eines PS-Intensita¨tsbildes
zur Zeit t1 auf der an den Ra¨ndern
zugeschnittenen Fla¨che Y × Z .























(b) Bild 1 aus Abb. 4.13(a) wird gema¨ß
diesem vorgegebenen homogenen
konstanten 2D Windfeld nach links
oben verschoben mit vy = −12 ms
und vz = 4
m
s
, d. h. vges ≈ 12.65 ms .
Bild 2 ohne Ränder Wert [a.u.]

























(c) Bild 2 zum Zeitpunkt t2 ist das Er-
gebnis einer Verschiebung der Ver-
teilung aus Abb. 4.13(a) gema¨ß des
Windfeldes von Abb. 4.13(b).
Abbildung 4.13: Konstante Verschiebungen eines Pulse-Stretching(PS)-Intensita¨tsmusters auf einer quadrati-
schen Fla¨che der Gro¨ße Y × Z = [−0.49 km, 0.49 km] × [−0.49 km, 0.49 km] (50 × 50 Pixel).
Die Bilder 4.13(a) und 4.13(c) wurden am rechten unteren Rand entsprechend der Bewegung
nach links oben (siehe Abb. 4.13(b)) zugeschnitten.
Als Erstes zuna¨chst wieder zur Ru¨ckgewinnung des obigen Windfeldes mittels GCS aus Kap.
4.1.1. Die Resultate sind in Abb. 4.14 dargestellt. Es wurde yjump = zjump = 0.08 km (d. h. je 4 Pixel)
gewa¨hlt. Der Skalierungsfaktor zur besseren graphischen Darstellung der Vektoren betra¨gt sc = 10.0,
d. h. die Vektoren wurden in den Abbildungen um einen Faktor 10 gestreckt. Abbildung 4.14(a) zeigt
im Hintergrund die Funktionswerte von Bild 2 zur Zeit t2, d. h. von Abb. 4.13(c). Außerdem sind
die mit GCS berechneten Shift-Vektoren (schwarz) mit sc = 10.0 dargestellt. Diese sind auch in
Abb. 4.14(b) in gru¨n gezeigt, jedoch diesmal in Verbindung mit der ru¨ckgerechneten Vektorla¨nge,
die allgemein im Vergleich zur vorgegebenen viel zu klein ausfa¨llt und auch nicht (wie zu erwarten
wa¨re) konstant ist. Dies spiegeln dann auch die großen Abweichungen in der Analyse der La¨ngen in
Abb. 4.14(c) wider. Dagegen wird die Richtung zum Teil relativ gut wiedergegeben, wie Abb. 4.14(d)
zeigt. Zwar sind im unteren und im rechten Teil die Abweichungen auch hier groß, links oben dagegen
sind sie relativ gering (< 1 rad). Jedoch haben auch die Vektor-Richtungen hohe Varianz.
Fu¨r Verbesserung sorgt hier die FS-Methode aus Kap. 4.1.2 zur Vektor-Ru¨ckrechnung. Die Gro¨ße
eines Bereiches zur Mittelung von Fourier-Shifts zur Gewinnung eines einzelnen Shift-Vektors betra¨gt
wie eben (Abb. 4.14) wieder 12×12 Pixel. Ebenso ist wieder yjump = zjump = 0.08 km. Wenn man im
Hintergrund von Abb. 4.15(a) statt der dort gezeigten Vektorla¨ngen wieder Bild 2 (vgl. Abb. 4.13(c))
betrachtet, sieht man, dass das Wandern der Struktur nach links oben mit FS relativ gut rekonstruiert
werden kann. Fu¨r die Vektoren gilt hier sc = 2.0. Die Abweichungen von La¨ngen (Abb. 4.15(b)) und
Richtungen (Abb. 4.15(c)) sind insgesamt relativ gering. Nur links oben sind die ru¨ckgerechneten
Vektoren viel zu lang, rechts unten sind dagegen z.T. die Richtungen stark fehlerbehaftet.
Als Na¨chstes folgt die Rekonstruktion des Windfeldes von Abb. 4.13(b) mit KK aus Kap. 4.1.3.
Alle Eigenschaften sind wie eben bei FS gewa¨hlt. Lediglich die Suchbereiche, das sind hier die Tp,
haben eine Gro¨ße von 12×12 Pixeln, wa¨hrend die dort zu suchenden, verschobenen RTp nur 6×6 Pixel
haben. Die Werte-Anzahl des Gesamtbildes und damit der Tp ist sehr gering, was bei der Berechnung
mit KK wohl der Hauptgrund fu¨r die auftretenden Fehler sein du¨rfte. Wieder zeigt Abb. 4.16(a) die
mit KK ru¨ckgerechneten Vektorla¨ngen zusammen mit den Shift-Vektoren. Die Abb. 4.16(b) und
4.16(c) zeigen wiederum die dabei entstehenden Abweichungen (Fehler) zwischen vorgegebenem und
ru¨ckgerechnetem Windfeld. Die Fehler sind akzeptabel; jedoch treten zwei grobe Ausreißer bezu¨glich
der La¨nge auf. Auch weichen die Richtungen rechts und unten sta¨rker ab.
88
4.2 Anwendung und Vergleich der Leistungsfa¨higkeit der Shift-Algorithmen
Bild 2 mit Shift-Vektoren Wert [a.u.]

























(a) Funktionswerte von Bild 2 zur Zeit t2, d. h.
von Abb. 4.13(c), im Hintergrund, und mit
GCS berechnete Shift-Vektoren (schwarz)
mit Skalierungsfaktor sc = 10.0.


























(b) La¨nge der Shift-Vektoren zusammen mit


































(c) Abweichungen zwischen den La¨ngen der
mit GCS ru¨ckgerechneten Shift-Vektoren
und den La¨ngen der vorgegebenen Shift-
Vektoren des Windfeldes von Abb. 4.13(b)






























(d) Abweichungen zwischen den Richtun-
gen der mit GCS ru¨ckgerechneten Shift-
Vektoren und den Richtungen der vor-
gegebenen Shift-Vektoren des Windfeldes
(nach links oben) von Abb. 4.13(b).
Abbildung 4.14: Berechnung von Shift-Vektoren mittels GCS nach Kap. 4.1.1. Gleichma¨ßige Verschiebung eines
komplexen PS-Musters auf einer an den Ra¨ndern zugeschnittenen quadratischen Fla¨che (vgl.
Abb. 4.13). Der schwarze Kasten in Abb. 4.14(a) zeigt die jeweilige Gro¨ße (hier 12×12 Pixel)
eines Bereichs zur Berechnung von Schwerpunkten zum Erhalt eines einzelnen Shift-Vektors.
Die Abweichungen der La¨nge des mit GCS ru¨ckgerechneten vom vorgegebenenWindfeld (siehe
Abb. 4.14(c)) sind variabel und sehr groß. Die Richtungsfehler halten sich in Grenzen.
Am besten schneidet in der Situation von Abb. 4.13 die WSh-Methode von Kap. 4.1.4 ab. Die
Voraussetzungen sind wie eben bei der KK (RTp mit 6× 6 Pixeln, Tp mit 12× 12 Pixeln) und den
anderen Verfahren oben. Lediglich die Skalierung der Vektoren ist sc = 4.0. Die Abweichungen der
La¨ngen und Richtungen der mit WSh ru¨ckgerechneten Vektoren und dem vorgegebenen Windfeld
(siehe Abb. 4.13(b)) sind zumeist gering. Die La¨nge der ru¨ckgerechneten Vektoren ist generell um
ca. 0.004 kms zu gering; rechts treten hier gro¨ßere Abweichungen auf. Insgesamt zeigen die La¨ngen
aber bei WSh die geringste Varianz verglichen mit den anderen Methoden. Auch treten hier fu¨r die
Richtungen im oberen Bereich die mit Abstand geringsten Abweichungen auf. Unten sind die Rich-
tungsfehler hier auch wieder erho¨ht. Die Bewegung nach links wird im unteren Bildbereich zwar noch
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rekonstruiert (siehe gru¨ne Vektoren in Abb. 4.17(a)), nicht jedoch die nach oben gerichtete.
























(a) La¨nge der Shift-Vektoren (siehe
Farbskala) zusammen mit gru¨nen,































(b) Abweichungen zwischen den
La¨ngen der mit FS ru¨ckgerechneten
und vorgegebenen Shift-Vektoren






























(c) Abweichungen zwischen den Rich-
tungen der mit FS ru¨ckgerechneten
und vorgegebenen Shift-Vektoren
des Windfeldes von Abb. 4.13(b).
Abbildung 4.15: Berechnung von Shift-Vektoren mittels FS nach Kap. 4.1.2. Gleichma¨ßige Verschiebung eines
komplexen PS-Musters auf einer an den Ra¨ndern zugeschnittenen quadratischen Fla¨che (vgl.
Abb. 4.13). Die Abweichungen der La¨ngen und Richtungen des mit FS ru¨ckgerechneten vom
vorgegebenen Windfeld (siehe Abb. 4.13(b)) sind großteils gering. Nur links oben sind die
ru¨ckgerechneten Pfeile viel zu lang, rechts unten sind die Richtungen fehlerbehaftet.























(a) La¨nge der Shift-Vektoren (siehe
Farbskala) zusammen mit gru¨nen,





























(b) Abweichungen zwischen La¨ngen
der mit KK ru¨ckgerechneten und
vorgegebenen Shift-Vektoren des






























(c) Abweichungen zwischen Richtun-
gen der mit KK ru¨ckgerechneten
und vorgegebenen Shift-Vektoren
des Windfeldes von Abb. 4.13(b).
Abbildung 4.16: Berechnung von Shift-Vektoren mittels KK nach Kap. 4.1.3. Gleichma¨ßige Verschiebung eines
komplexen PS-Musters auf einer an den Ra¨ndern zugeschnittenen quadratischen Fla¨che (vgl.
Abb. 4.13). Die Abweichungen der La¨ngen und Richtungen des mit KK ru¨ckgerechneten vom
vorgegebenen Windfeld (siehe Abb. 4.13(b)) sind großteils gering. Lediglich zwei Vektoren
(rechts und unten) sind viel zu lang. Rechts und unten sind die Richtungen ebenfalls sta¨rker
fehlerbehaftet.
90
4.2 Anwendung und Vergleich der Leistungsfa¨higkeit der Shift-Algorithmen



























(a) La¨nge der Shift-Vektoren (siehe
Farbskala) zusammen mit gru¨nen,
































(b) Abweichungen zwischen La¨ngen
der mit WSh ru¨ckgerechneten und
vorgegebenen Shift-Vektoren des






























(c) Abweichungen zwischen Richtun-
gen der mit WSh ru¨ckgerechneten
und vorgegebenen Shift-Vektoren
des Windfeldes von Abb. 4.13(b).
Abbildung 4.17: Berechnung von Shift-Vektoren mittels WSh nach Kap. 4.1.4. Gleichma¨ßige Verschiebung ei-
nes komplexen PS-Musters auf einer an den Ra¨ndern zugeschnittenen quadratischen Fla¨che
(vgl. Abb. 4.13). Die Abweichungen der La¨ngen und Richtungen des mit WSh ru¨ckgerechneten
vom vorgegebenen Windfeld (siehe Abb. 4.13(b)) sind großteils gering. Die La¨nge der
ru¨ckgerechneten Vektoren ist generell um ca. 0.004 km
s
zu gering; rechts treten hier gro¨ßere
Abweichungen auf. Die Richtungen passen oben sehr gut, unten sind sie schlechter.
Abschließend wird noch kurz gezeigt, wie gut die vier Shift-Berechnungsmethoden fu¨r zwei belie-
bige komplexe PS-Strukturen mit variablen Werten, die nicht gleichma¨ßig mittels eines konstanten,
homogenen Windfeldes verschoben werden, geeignet sind. Diese beiden Bilder 1 und 2 stammen
direkt aus den PS-Simulationen und beinhalten ein Verschwinden der (Intensita¨ts-)Masse aus den
Bildern. Dies macht die Sache hier kompliziert. Zudem ist kein Windfeld vorgegeben, so dass kei-
ne quantitative La¨ngen- und Richtungsanalyse durchgefu¨hrt werden kann. Dennoch sollte sich das
Wandern der Struktur nach links qualitativ rekonstruieren lassen. Man ha¨tte somit Kenntnis u¨ber
die Richtung eines Windfeldes und (durch den zeitlichen Abstand ∆t zwischen beiden Bildern) auch
u¨ber die Sta¨rke. La¨nge und Richtung der Verschiebung du¨rfen als variabel angenommen werden.
Die beiden Bilder sind in Abb. 4.18 dargestellt. Abbildung 4.18(a) zeigt ein PS-Intensita¨tsbild
zu einem beliebigen Zeitpunkt t1 auf einer quadratischen Fla¨che Y × Z = [−0.49 km, 0.49 km] ×
[−0.49 km, 0.49 km] (50 × 50 Pixel). Dagegen ist das PS-Intensita¨tsbild von Abb. 4.18(b) zu einem
spa¨teren Zeitpunkt t2 nach links verschoben und die Intensita¨t (in a. u.) hat an Gesamtmasse im
Vergleich zum ersten Bild verloren.
In Abb. 4.19 werden dann die mit den vier Methoden aus Kap. 4.1 berechneten Shift-Vektorfelder
fu¨r die Bilder 1 und 2 miteinander verglichen. Die Parameter wurden optimiert gewa¨hlt und sind in
Tab. 4.1 zusammengefasst. Die vor allem im linken Bereich stattfindende Verschiebung der Hauptmas-
se (siehe Abb. 4.18) nach links oben und links unten wird von GCS am besten wiedergegeben (Abb.
4.19(a)). Relativ gut schneidet auch die mit GCS
”
verwandte“ WSh-Methode ab (Abb. 4.19(d)). Die
KK weist einige Ausreißer auf, kann aber die Bewegung nach links oben und unten im linken Bereich
einigermaßen rekonstruieren (Abb. 4.19(c)). Die FS-Methode dagegen liefert hier ein unbrauchbares,
uneinheitliches Vektorfeld, das die Shift-Bewegung nicht anzeigt (Abb. 4.19(b)).
Um die Geeignetheit von GCS fu¨r die Situation mehrerer solcher PS-Bilder zu verdeutlichen, ist
in Abb. 4.20 noch einmal eine Bildfolge mit mit GCS bestimmten Verschiebungsvektoren dargestellt.
Die Bilder jeweils links zeigen die Ausgangsverteilung der Intensita¨t (sozusagen Bild 1 zur Zeit t1)
und die Bilder jeweils rechts im Hintergrund die Verteilung der Intensita¨t von Bild 2 zur Zeit t2 sowie
davor die mit GCS berechneten Shift-Vektoren. Masse verschwindet immer mehr aus den Bildern.
Das Wandern nach links ist aber jeweils deutlich rekonstruierbar.
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Diffusion des Strahles (parallel polarisiert) aus zum Strahl senkrechtem Blickwinkel. 
RFOV = 10 mrad, EFOV = 0.1 mrad, Entfernung 1000 km; Würfel 1x1x1 km; 
 M101.sp oblate Zylinder; Zeitintervall 1001.5-1001.6
-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4  0.5















































(a) Bild 1 entspricht einer Verteilung mit be-
liebigen Funktionswerten gema¨ß eines PS-
Intensita¨tsbildes zum Zeitpunkt t1.
Diffusion des Strahles (parallel polarisiert) aus zum Strahl senkrechtem Blickwinkel. 
RFOV = 10 mrad, EFOV = 0.1 mrad, Entfernung 1000 km; Würfel 1x1x1 km; 
 M101.sp oblate Zylinder; Zeitintervall 1001.7-1001.8
-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4  0.5















































(b) Bild 2 entspricht einer Verteilung mit be-
liebigen Funktionswerten gema¨ß eines PS-
Intensita¨tsbildes zum spa¨teren Zeitpunkt t2.
Abbildung 4.18: Variable Verschiebungen eines PS-Intensita¨tsmusters auf einer Fla¨che der Gro¨ße Y × Z =
[−0.49 km, 0.49 km]× [−0.49 km, 0.49 km] (50×50 Pixel). Das Muster von Abb. 4.18(b) ist im
Vergleich zu dem von Abb. 4.18(a) nach links verschoben und hat deutlich an Gesamtmasse der
Intensita¨t verloren. Die pbs4-Parameter u¨ber den Abbildungen sind fu¨r die Shifts irrelevant.
Diffusion des Strahles (parallel polarisiert) aus zum Strahl senkrechtem Blickwinkel. 
RFOV = 10 mrad, EFOV = 0.1 mrad, Entfernung 1000 km; Würfel 1x1x1 km; 
 M101.sp oblate Zylinder; Zeitintervall 1001.7-1001.8
-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4  0.5















































(a) Mit GCS ermittelte Shift-Vektoren.
Diffusion des Strahles (parallel polarisiert) aus zum Strahl senkrechtem Blickwinkel. 
RFOV = 10 mrad, EFOV = 0.1 mrad, Entfernung 1000 km; Würfel 1x1x1 km; 
 M101.sp oblate Zylinder; Zeitintervall 1001.7-1001.8
-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4  0.5















































(b) Mit FS ermittelte Shift-Vektoren.
Diffusion des Strahles (parallel polarisiert) aus zum Strahl senkrechtem Blickwinkel. 
RFOV = 10 mrad, EFOV = 0.1 mrad, Entfernung 1000 km; Würfel 1x1x1 km; 
 M101.sp oblate Zylinder; Zeitintervall 1001.7-1001.8
-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4  0.5















































(c) Mit KK ermittelte Shift-Vektoren.
Diffusion des Strahles (parallel polarisiert) aus zum Strahl senkrechtem Blickwinkel. 
RFOV = 10 mrad, EFOV = 0.1 mrad, Entfernung 1000 km; Würfel 1x1x1 km; 
 M101.sp oblate Zylinder; Zeitintervall 1001.7-1001.8
-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4  0.5















































(d) Mit WSh ermittelte Shift-Vektoren.
Abbildung 4.19: Rekonstruktion der Verschiebungen von Bild 1 nach 2 (von Abb. 4.18) mittels der vier bekann-
ten Methoden: Nur GCS (Abb. 4.19(a)) und mit Abstrichen WSh (Abb. 4.19(d)) schneiden
hierbei gut ab und ko¨nnen die Bewegung nach links im linken Bereich von Abb. 4.18(b), die
hier im Hintergrund dargestellt ist, wiedergeben.
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Shift-Algorithmus GCS-Methode FS-Methode KK-Methode WSh-Methode
Skalierungsfaktor sc 1.0 1.0 0.5 0.5
yjump / zjump 2 / 2 4 / 4 2 / 2 2 / 2
Tp-Gro¨ße (Pixel) 10× 10 16× 16 16× 16 16× 16
RTp-Gro¨ße (Pixel) – – 8× 8 8× 8
Tabelle 4.1: Parameter fu¨r Algorithmen zur Berechnung der Shift-Vektoren von Abb. 4.19.
Diffusion des Strahles (parallel polarisiert) aus zum Strahl senkrechtem Blickwinkel. 
RFOV = 10 mrad, EFOV = 0.1 mrad, Entfernung 1000 km; Würfel 1x1x1 km; 
 M101.sp oblate Zylinder; Zeitintervall 1001.1-1001.2
-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4  0.5















































(a) Bild 1 zur Zeit t1.
Diffusion des Strahles (parallel polarisiert) aus zum Strahl senkrechtem Blickwinkel. 
RFOV = 10 mrad, EFOV = 0.1 mrad, Entfernung 1000 km; Würfel 1x1x1 km; 
 M101.sp oblate Zylinder; Zeitintervall 1001.3-1001.4
-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4  0.5















































(b) Bild 2 zur Zeit t2 mit Shifts.
Diffusion des Strahles (parallel polarisiert) aus zum Strahl senkrechtem Blickwinkel. 
RFOV = 10 mrad, EFOV = 0.1 mrad, Entfernung 1000 km; Würfel 1x1x1 km; 
 M101.sp oblate Zylinder; Zeitintervall 1001.3-1001.4
-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4  0.5















































(c) Bild 1 zur Zeit t1.
Diffusion des Strahles (parallel polarisiert) aus zum Strahl senkrechtem Blickwinkel. 
RFOV = 10 mrad, EFOV = 0.1 mrad, Entfernung 1000 km; Würfel 1x1x1 km; 
 M101.sp oblate Zylinder; Zeitintervall 1001.5-1001.6
-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4  0.5















































(d) Bild 2 zur Zeit t2 mit Shifts.
Diffusion des Strahles (parallel polarisiert) aus zum Strahl senkrechtem Blickwinkel. 
RFOV = 10 mrad, EFOV = 0.1 mrad, Entfernung 1000 km; Würfel 1x1x1 km; 
 M101.sp oblate Zylinder; Zeitintervall 1001.5-1001.6
-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4  0.5















































(e) Bild 1 zur Zeit t1.
Diffusion des Strahles (parallel polarisiert) aus zum Strahl senkrechtem Blickwinkel. 
RFOV = 10 mrad, EFOV = 0.1 mrad, Entfernung 1000 km; Würfel 1x1x1 km; 
 M101.sp oblate Zylinder; Zeitintervall 1001.7-1001.8
-0.5 -0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4  0.5















































(f) Bild 2 zur Zeit t2 mit Shifts.
Abbildung 4.20: Mit GCS berechnete Verschiebungen aus PS-Simulationsdaten fu¨r verschiedene Bilder 1 und
2.
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4.2.3 Shifts ringfo¨rmiger Strukturen
Als Na¨chstes werden selbsterzeugte ringfo¨rmige Strukturen mit idealisierten Streuer-Verteilungen
um die Zentren eines fiktiven WS-Paares untersucht (siehe Abb. 4.21(a) und 4.21(b); Verfahren zur
Erzeugung siehe Kap. 5.5). Die Bilder haben eine ra¨umliche Auflo¨sung von 1.5m bei einem Gebiet von
jeweils Y ×Z = [−64.5m, 64.5m]× [−37.5m, 37.5m], was 87× 51 Pixeln entspricht. Es geht hier die
Annahme ein, dass im Wirbelkern (der hier sehr groß gewa¨hlt wurde) keine Partikel vorhanden sind
und sich um den Kern, wo die Stro¨mung am sta¨rksten ist, die Teilchen wa¨hrend des Aufrollvorgangs
immer sta¨rker sammeln und zur Mitte wandern. Die Streuintensita¨t ist dann unmittelbar außerhalb
des Kerns am gro¨ßsten. Da es sich hierbei noch um keine Extinktionsprofile handelt, genu¨gen beliebige
Werte in a. u. (nur ihre Verteilung ist entscheidend).
Nun kann man wieder die vier Shift-Methoden auf das Bild 1 zum Zeitpunkt t1 (Abb. 4.21(a))
und Bild 2 zum Zeitpunkt t2 (Abb. 4.21(b)) anwenden. Die optimierten Parameter fu¨r ihre Anwen-
dung sind in Tab. 4.2 aufgelistet. Ihre Resultate sind in Abb. 4.21(c) bis 4.21(f) gezeigt. Sie zeigen
deutliche Vorteile fu¨r die KK (Abb. 4.21(e)), deren Shift-Vektoren fast ausschließlich zur Mitte der
Ringe zeigen und die damit die Ringkontraktion von Bild 1 nach 2 richtig wiedergeben. Relativ gut
schneidet auch GCS ab (Abb. 4.21(c)). Nahe der Ringe zeigen die Vektoren nach innen (was richtig
ist), außerhalb der Ringe jedoch nach außen (dort sollte keine Bewegung mehr detektiert werden).
Die beiden anderen Algorithmen sind in der hier gegebenen Situation eher unbrauchbar. Die WSh-
Methode liefert noch einige Vektoren die zur Mitte zeigen (Abb. 4.21(f)). Die FS-Methode dagegen
liefert eine eher ungeordnete Mischung von Vektoren verschiedenster Richtungen und La¨ngen, die
meist nicht passen (siehe Abb. 4.21(d)). Dort, wo die Ringe sind und damit die Bewegung, sind sie
jedoch am besten, und damit dort durchaus hilfreich.
4.2.4 Shifts aus Tracer-Simulationen
Zum Schluss wenden wir die Shift-Algorithmen auf komplexe Strukturen von passiven Tracern mit
vorgegebenen Lamb-Oseen-Wirbeln aus MGLET an (Misaka et al., 2012). Hier ist also ein stark
variables Geschwindigkeitsfeld schon vorgegeben. Die Tracer-Verteilung von Abb. 4.22(a) ist eine
mittels eigener Interpolation in der ra¨umlichen Auflo¨sung von 1m (MGLET-Daten) auf 0.5m erho¨hte
Struktur bei einem Wirbelalter von 44 s. Ebenso wurde die ra¨umliche Auflo¨sung der hier verwendeten
vy- und vz-Komponenten der Windvektoren von 1m auf 0.5m erho¨ht. Das selektierte Gebiet ist
ein 2D Schnitt mit Y × Z = [−52.5m, 51.5m] × [348.5m, 412.5m] (209 × 129 Pixel) senkrecht zur
Flugrichtung des Flugzeugs (x-Achse) bei x = 201.5m. Da die Anforderungen an das Lidar Wind-
Messwerte alle 0.1 s erfordern, wird hier ∆t = 0.1 s gewa¨hlt. MGLET-Daten werden aufgrund der
großen Datenmengen nur alle 2 oder 4 Sekunden ausgegeben, so dass Bild 2 hier explizit aus dem
gegebenen Bild 1 und dem Lamb-Oseen-Windfeld fu¨r ∆t = 0.1 s konstruiert werden musste.
Erneute Anwendung der vier Shift-Algorithmen auf Bild 1 und 2 liefert die in den Abb. 4.22(c) bis
4.22(f) dargestellten Vektorfelder (verwendete optimierte Parameter fu¨r die Algorithmen zeigt Tab.
4.3). KK und, mit leichten Abstrichen, WSh schneiden hier am besten ab, auch vor allem was die
La¨nge und Richtung der Shift-Vektoren angeht. Dies zeigen die absoluten Vektorla¨ngen in Abb. 4.23
und die Analyse der Abweichungen zwischen Lamb-Oseen- und rekonstruiertem Windfeld in Abb.
4.24. KK und WSh ko¨nnen die Drehbewegung rekonstruieren, was fu¨r GCS und FS nicht der Fall
ist. Die beiden letzteren liefern auch viel zu kurze Vektoren zuru¨ck (siehe Abb. 4.23(a) und 4.23(b)).
Die Ergebnisse und Gu¨te der Auswertealgorithmen in den in Kap. 4.2 dargestellten Situationen
sind in Tab. 4.4 zusammengefasst. Die Gu¨te der einzelnen Shift-Algorithmen wird dort in folgende
Kategorien unterteilt: + steht fu¨r gut, o fu¨r mittelma¨ßig und − fu¨r schlecht. Die Bewertung wur-
de (soweit vorhanden) anhand der La¨ngen- und Richtungsfehler (siehe z. B. in den Abb. 4.11, 4.12,
4.14 bis 4.17, Abb. 4.24) zwischen den vorgegebenen und den rekonstruierten (Wind-)Vektoren eher
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Verschiebung)“ und
”
Ringfo¨rmige Strukturen mit Ringkontraktion“, wo eine Klassifizierung allein an-
hand der Richtung vorgenommen wurde) erfolgt die Bewertung der berechneten Vektorfelder anhand
der aus den vorgegebenen Mustera¨nderungen (Windfelder) zu erwartenden La¨ngen und Richtungen.
Entscheidend ist in diesen Fa¨llen, dass die Massenbewegung im Wesentlichen richtig wiedergegeben
wird. Eine objektivere Bewertung z. B. durch Mittelung u¨ber alle La¨ngen- und Richtungsfehler wird
fu¨r die in diesem Kap. 4.2 dargestellten Situationen nicht durchgefu¨hrt und ist auch nicht sinnvoll, da
die Bedeutung der einzelnen Vektoren an den jeweiligen Positionen sich voneinander unterscheiden.
So sind z. B. im Fall des Windfeldes von Abb. 4.22(b) die la¨ngeren Vektoren um die Wirbelkerne
und in der Bildmitte von wesentlich gro¨ßerer Bedeutung als die kurzen Vektoren am Rand. Theore-
tisch wa¨re allenfalls eine Gewichtung mo¨glich, die den Vektoren z. B. um den Wirbelkern eine ho¨here
Bedeutung verleiht als am Bildrand. Doch auch dies ist problematisch, da die Windvektorverteilung
bzw. -struktur von Windfeld zu Windfeld unterschiedlich ist.
Aus Tab. 4.4 ist in Verbindung mit den Abbildungen der rekonstruierten Vektorfelder, auf die in
der Tabelle verwiesen wird, ersichtlich, dass je nach gegebenem Muster und je nach vorgegebenem
Wandern dieses Musters (Windfeld) die einzelnen Shift-Algorithmen unterschiedlich gut geeignet sind
(wurde in diesem Kap. 4.2 analysiert). Die KK-Methode liefert im Durchschnitt die besten Resultate,
vor allem aber fu¨r Wirbelstrukturen wie in Abb. 4.22(b). Darum ist die KK die Methode, die in Kap.
5 bevorzugt auf die Ru¨ckstreubilder zur Berechnung des Windfeldes angewandt werden wird.
Entscheidend ist aber auch die Echtzeit-Tauglichkeit der einzelnen Shift-Vektor-Berechnungs-
methoden fu¨r Windmessungen an Bord vor einem Flugzeug. Es bleibt bei 10 kontinuierlich zu mes-
senden Windfeldern pro Sekunde nur eine Zeitspanne von maximal 0.1 s, um ein 2D Windfeld aus
den gemessenen (bzw. in Kap. 5 simulierten) Ru¨ckstreudaten zu berechnen. Darum wird in Tab.
4.5 das Tempo (der Rechenzeitaufwand) der Methoden zur Auswertung auf einem Rechner mit
2.5GHz-Prozessor in den einzelnen Situationen untersucht und miteinander verglichen. Es sind in
den Ka¨stchen von Tab. 4.5 jeweils neben den Nummern der Shift-Vektor-Abbildungen zuna¨chst die
Gesamtzeit (in s) der Berechnung des kompletten Vektorfeldes und dann darunter in Klammern die
zugeho¨rige Zeit fu¨r die Berechnung eines Einzelvektors angegeben. Indem man die Gesamtzeit durch
die Zeit zur Berechnung eines Einzelvektors teilt, kann man auf die ungefa¨hre Zahl der so berechne-
ten 2D Shift-Vektoren schließen. In den Abbildungen sind ha¨ufig aufgrund hoher Datenmengen nicht
alle berechneten Vektoren dargestellt. Unterschiede in der Durchschnittszeit pro berechnetem Shift-
Vektor entstehen durch die je nach Muster optimale Dimensionierung z. B. der Template-Parameter.
Als am schnellsten erweist sich die GCS-Methode, die bei Wirbelfeldern jedoch qualitative Schwie-
rigkeiten hat (siehe Kategorie
”
Passive Tracer mit Lamb-Oseen-Windfeld“ in Tab. 4.4). Die FS-
Methode erweist sich als sehr langsam, kann aber durch FFT, Verringerung der Anzahl zu berech-
nender Vektoren auf die no¨tige Anzahl (20-100 pro Windfeld) und Herunterschrauben der verwen-
deten Parameter-Spezifikationen (Verringerung der Tp-Gro¨ße) auch um etwa einen Faktor 10 bis
100 beschleunigt werden (Zeiten < 1 s). Die KK- und die WSh-Methode dagegen erreichen auch
ohne Einschra¨nkungen leicht die Echtzeit-Geschwindigkeitsanforderungen und sind beide fu¨r die Re-
konstruktion des Windfeldes von Wirbelschleppen geeignet (insbesondere die KK). In 0.032 s erha¨lt
man mit KK unter den Parametern von Tab. 4.3 ca. 1360 2D Shift-Vektoren (Zeit fu¨r einen Vektor:
2.35 · 10−5 s), bra¨uchte also fu¨r eine ausreichende Zahl von 100 Windvektoren nur ca. 0.002 s, was
weit unterhalb der erlaubten 0.1 s pro Windfeldebene bliebe. Das heißt dann fu¨r die Windfeldbe-
rechnung aus je zwei aus den pbs5-Simulationen in Kap. 5 erhaltenen Ru¨ckstreubildern bei gleicher
ra¨umlicher Auflo¨sung (maximal 209×129 Pixel, so wie in Abb. 4.22(b)) und gleichen KK-Parametern,
dass auch fu¨r diese eine Windfeldberechnung mit KK in Echtzeit an Bord eines Flugzeugs mo¨glich ist.
Fazit: Eine Universalmethode, die jedes Wandern eines Musters wiedergeben kann (ohne dazu
zusa¨tzliche Annahmen oder Kenntnisse u¨ber das Aussehen der Struktur und des Windfeldes hinein-
zustecken), gibt es nicht. Welches Muster als Ru¨ckstreubild auftreten wird weiß man von vornherein
nicht. Man ko¨nnte aber dann das unmittelbar vorhergehende Ru¨ckstreubild als Referenz nehmen und
ha¨tte so die Mo¨glichkeit den dafu¨r geeigneten Algorithmus zur Windfeld-Rekonstruktion zu wa¨hlen.
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Alle vier Shift-Algorithmen sind zur Echtzeit-Berechnung von Windfeldern an Bord geeignet.
Im anschließenden Kapitel 5 werden nun die Methoden und Resultate der vorangegangenen Ka-
pitel 2 bis 4 gemeinsam angewandt.
Shift-Algorithmus GCS-Methode FS-Methode KK-Methode WSh-Methode
Skalierungsfaktor sc 3.0 10.0 1.0 1.0
yjump / zjump 3 / 3 3 / 3 3 / 3 3 / 3
Tp-Gro¨ße (Pixel) 10× 10 10 × 10 20 × 20 16× 16
RTp-Gro¨ße (Pixel) – – 10 × 10 8× 8
Tabelle 4.2: Parameter fu¨r Algorithmen zur Berechnung der Shift-Vektoren von Abb. 4.21.
Bild 1 Wert [a.u.]


















(a) Bild 1 entspricht einer idealisierten Streuer-
Verteilung um die Zentren von WS zu einem
Zeitpunkt t1.
Bild 2 Wert [a.u.]


















(b) Bild 2 entspricht einer idealisierten Streuer-
Verteilung um die Zentren von WS zu t2.
Verglichen mit Bild 1 findet in Bild 2 eine
”
Ringkontraktion“ mit Massenerho¨hung zu
den Kernen hin statt.
Bild 2 mit Shift-Vektoren Wert [a.u.]


















(c) Bild 2 mit Shift-Vektoren aus GCS.
Bild 2 mit Shift-Vektoren Wert [a.u.]


















(d) Bild 2 mit Shift-Vektoren aus FS.
Bild 2 mit Shift-Vektoren Wert [a.u.]


















(e) Bild 2 mit Shift-Vektoren aus KK.
Bild 2 mit Shift-Vektoren Wert [a.u.]


















(f) Bild 2 mit Shift-Vektoren aus WSh.
Abbildung 4.21: Zwei Bilder 1 (Abb. 4.21(a)) und 2 (Abb. 4.21(b)) auf Y × Z = [−64.5m, 64.5m] ×
[−37.5m, 37.5m] (87× 51 Pixel) mit idealisierten Streuer-Verteilungen um die Zentren eines
fiktiven WS-Paares. Die Abb. 4.21(c) bis 4.21(f) zeigen wieder die mittels der vier Algorithmen
aus Kap. 4.1 berechneten Shift-Vektorfelder.
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Bild 1
Wert [a.u.]






















(a) Bild 1: Tracer-Verteilung zur Zeit t1 aus MGLET-
Simulationsdaten.
























(b) vy- und vz-Komponenten des vorgegebenen Lamb-
Oseen-Windfeldes zur Zeit t1 (zusammen mit den re-
sultierenden Vektorla¨ngen) aus MGLET-Daten (sc =
0.2). Daraus wird Bild 2 mit der Tracer-Verteilung
zur Zeit t2 konstruiert.
Bild 2 mit Shift-Vektoren Wert [a.u.]






















(c) Bild 2 mit Shift-Vektoren aus GCS.
Bild 2 mit Shift-Vektoren Wert [a.u.]






















(d) Bild 2 mit Shift-Vektoren aus FS.
Bild 2 mit Shift-Vektoren Wert [a.u.]






















(e) Bild 2 mit Shift-Vektoren aus KK.
Bild 2 mit Shift-Vektoren Wert [a.u.]






















(f) Bild 2 mit Shift-Vektoren aus WSh.
Abbildung 4.22: Zwei Bilder 1 (Abb. 4.22(a)) und 2 (z. B. im Hintergrund von Abb. 4.22(c)) auf Y × Z =
[−52.5m, 51.5m]× [348.5m, 412.5m] (209× 129 Pixel) mit Tracer-Verteilungen aus MGLET-
Simulationsdaten (Werte in a. u. genu¨gen hier, da keine Extinktionsprofile). Das vorgegebene
Lamb-Oseen-Wirbelfeld (Abb. 4.22(b)) dient (neben der Fehleranalyse) der Erzeugung von
Bild 2 zur Zeit t2 = t1 + 0.1 s. Unterschiede zwischen Bild 1 und 2 sind aufgrund des sehr
kleinen ∆t = 0.1 s mit bloßem Auge nicht zu erkennen. Die mittels der Shift-Algorithmen
ru¨ckgerechneten Windvektoren sind zusammen mit Bild 2 in den Abb. 4.22(c) bis 4.22(f)
dargestellt.
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Shift-Algorithmus GCS-Methode FS-Methode KK-Methode WSh-Methode
Skalierungsfaktor sc 2.0 1.0 0.2 0.2
yjump / zjump 8 / 8 8 / 8 4 / 4 4 / 4
Tp-Gro¨ße (Pixel) 16× 16 12 × 12 16 × 16 8× 8
RTp-Gro¨ße (Pixel) – – 8× 8 4× 4
Tabelle 4.3: Parameter fu¨r Shift-Algorithmen zu den Abbildungen 4.22 bis 4.24.
Shift-Algorithmus GCS-Methode FS-Methode KK-Methode WSh-Methode
Einfache Strukturen Abb. 4.9 Abb. 4.10 Abb. 4.11 Abb. 4.12
(Rechtecke, z.B. Quadrate) L: + , R: + L: − , R: + L: + , R: + L: + , R: +
PS-Muster Abb. 4.14 Abb. 4.15 Abb. 4.16 Abb. 4.17
(gleichma¨ßige Verschiebung) L: − , R: o L: o , R: + L: o , R: o L: o , R: o
PS-Muster (inhomogene Abb. 4.19(a) Abb. 4.19(b) Abb. 4.19(c) Abb. 4.19(d)
Verschiebung) R: + R: − R: o R: o
Ringfo¨rmige Strukturen Abb. 4.21(c) Abb. 4.21(d) Abb. 4.21(e) Abb. 4.21(f)
mit Ringkontraktion R: + R: o R: + R: o
Passive Tracer mit Abb. 4.22(c) Abb. 4.22(d) Abb. 4.22(e) Abb. 4.22(f)
Lamb-Oseen-Windfeld L: − , R: − L: − , R: − L: + , R: + L: o , R: o
Tabelle 4.4: Klassifizierung und Leistungsfa¨higkeit der Shift-Algorithmen entsprechend der gegebenen zwei
Bildstrukturen fu¨r Zeitpunkte t1 und t2 (alternativ auch fu¨r zwei Schichten in Entfernungen d und
d+∆d), wie in diesem Kap. 4.2 analysiert. Neben der Nummer der Abbildung, in der das berechnete
Vektorfeld dargestellt ist, stehen die Abku¨rzungen L und R jeweils fu¨r die Gu¨te der Wiedergabe
der La¨nge (d. h. der Windsta¨rke) bzw. Richtung der vorgegebenen bzw. zu erwartenden Vektoren.
Die Gu¨te wird in Kategorien unterteilt: + steht fu¨r gut, o fu¨r mittelma¨ßig und − fu¨r schlecht. Bei
”
PS-Muster (inhomogene Verschiebung)“ und
”
Ringfo¨rmige Strukturen mit Ringkontraktion“ ist
nur eine Bewertung anhand der Richtung der berechneten Vektorfelder mo¨glich.
Vektorlängen mit Shift-Vektoren Vektor-
länge [m/s]























(a) Vektorla¨ngen mit Shift-Vektoren aus GCS.
Vektorlängen mit Shift-Vektoren Vektor-
länge [m/s]




















(b) Vektorla¨ngen mit Shift-Vektoren aus FS.
Vektorlängen mit Shift-Vektoren Vektor-
länge [m/s]






















(c) Vektorla¨ngen mit Shift-Vektoren aus KK.
Vektorlängen mit Shift-Vektoren Vektor-
länge [m/s]





















(d) Vektorla¨ngen mit Shift-Vektoren aus WSh.
Abbildung 4.23: Vektorla¨ngen rekonstruierter 2D Shift-Vektoren getrennt nach angewandtem Shift-
Algorithmus. Ru¨ckgerechnete Vektoren sind eingezeichnet (Skalierung nach Tab. 4.3).
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Shift-Algorithmus GCS-Methode FS-Methode KK-Methode WSh-Methode
Einfache Strukturen Abb. 4.9 Abb. 4.10 Abb. 4.11 Abb. 4.12
(Rechtecke, z.B. Quadrate) 0.00057 s 5.53 s 0.0076 s 0.0155 s
(1.43 · 10−6 s) (0.0138 s) (2.35 · 10−5 s) (4.79 · 10−5 s)
PS-Muster Abb. 4.14 Abb. 4.15 Abb. 4.16 Abb. 4.17
(gleichma¨ßige Verschiebung) 0.00014 s 6.05 s 0.00073 s 0.0019 s
(2.0 · 10−6 s) (0.084 s) (8.95 · 10−6 s) (2.67 · 10−5 s)
PS-Muster (inhomogene Abb. 4.19(a) Abb. 4.19(b) Abb. 4.19(c) Abb. 4.19(d)
Verschiebung) 0.00047 s 26.3 s 0.0072 s 0.014 s
(1.18 · 10−6 s) (0.41 s) (2.47 · 10−5 s) (4.80 · 10−5 s)
Ringfo¨rmige Strukturen Abb. 4.21(c) Abb. 4.21(d) Abb. 4.21(e) Abb. 4.21(f)
mit Ringkontraktion 0.00043 s 11.03 s 0.013 s 0.015 s
(1.33 · 10−6 s) (0.034 s) (5.94 · 10−5 s) (6.0 · 10−5 s)
Passive Tracer mit Abb. 4.22(c) Abb. 4.22(d) Abb. 4.22(e) Abb. 4.22(f)
Lamb-Oseen-Windfeld 0.0011 s 33.64 s 0.032 s 0.022 s
(3.43 · 10−6 s) (0.090 s) (2.35 · 10−5 s) (1.46 · 10−5 s)
Tabelle 4.5: Tempo (Rechenzeitaufwand in Sekunden) der Shift-Algorithmen zur Berechnung von 2D-
Vektorfeldern entsprechend der gegebenen zwei Bildstrukturen fu¨r Zeitpunkte t1 und t2 (alternativ
auch fu¨r zwei Schichten in Entfernungen d und d+∆d), wie in diesem Kap. 4.2 analysiert. In den
einzelnen Ka¨stchen stehen zusammen mit der Nummer der Abbildung, in der das berechnete Vek-
torfeld dargestellt ist, die Gesamtzeit (in s) der Berechnung des kompletten Vektorfeldes und in
Klammern die zugeho¨rige Zeit fu¨r die Berechnung eines Einzelvektors. Weitere Details siehe Text.
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Fehler der Vektor-Längen Längen-
Fehler [m/s]

















(a) Abweichungen der Vektorla¨ngen fu¨r GCS.
Fehler der Vektor-Richtungen Richtungs-Fehler [rad]























(b) Abweichungen der Vektorrichtungen fu¨r GCS.
Fehler der Vektor-Längen Längen-
Fehler [m/s]





















(c) Abweichungen der Vektorla¨ngen fu¨r FS.
Fehler der Vektor-Richtungen Richtungs-Fehler [rad]























(d) Abweichungen der Vektorrichtungen fu¨r FS.
Fehler der Vektor-Längen Längen-
Fehler [m/s]



















(e) Abweichungen der Vektorla¨ngen fu¨r KK.
Fehler der Vektor-Richtungen Richtungs-Fehler [rad]























(f) Abweichungen der Vektorrichtungen fu¨r KK.
Fehler der Vektor-Längen Längen-
Fehler [m/s]





















(g) Abweichungen der Vektorla¨ngen fu¨r WSh.
Fehler der Vektor-Richtungen Richtungs-Fehler [rad]























(h) Abweichungen der Vektorrichtungen fu¨r WSh.
Abbildung 4.24: Abweichungen zwischen den La¨ngen (links) und Richtungen (rechts) der mittels der vier
verschiedenen Algorithmen ru¨ckgerechneten Shift-Vektoren und den La¨ngen/Richtungen der
vorgegebenen Shift-Vektoren des Windfeldes von Abb. 4.22(b).
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Kapitel 5
Simulationen der Signale eines
Ru¨ckstreulidars zur Messung des
transversalen Windes von
Wirbelschleppen vor Flugzeugen
Nun wird mit pbs5 das in Kap. 2.2, 2.3 und 4.1 begru¨ndete, neue Messverfahren eines RSL simuliert,
das eine Reihe von Vorteilen gegenu¨ber der Doppler-Technik bietet:
• verbesserte ra¨umliche Auflo¨sung in der Breite, Ho¨he und Tiefe
• ho¨here Messfrequenz (bei wenigen Wind-Vektoren) und ho¨here Messentfernung mo¨glich
• transversale Komponenten des Windes (d. h. senkrecht zur Flugrichtung) sind direkt messbar
⇒ keine zusa¨tzlichen Messungenauigkeiten durch parallele Geschwindigkeitskomponenten wie
bei den LOS-Komponenten des DWL
• Verzicht auf mechanische (langsame) Bauteile, wie z. B. Scanner, mo¨glich
• keine hohen Verluste der ru¨ckgestreuten Anteile im Strahlengang durch Filter, nur solares Filter
no¨tig ⇒ Verwendung einfacherer und evtl. billigerer Systemkomponenten mo¨glich
• insgesamt kompaktere Bauweise ⇒ geeignet zum Einbau auch in kleinere, leichtere Flugzeuge,
die durch WS besonders gefa¨hrdet sind.
Ein weiterer großer Vorteil eines solchen RSL im Vergleich zu einem DWL ist seine Unabha¨ngigkeit
von Frequenz- bzw. Wellenla¨ngen-Shifts. Eine Kalibrierung wie beim FI-DWL in Anhang B.1 ist
also nicht no¨tig, da keine Doppler-Verschiebung gemessen werden braucht. Das RSL aus Kap. 2.2
funktioniert allein durch Detektion der ru¨ckgestreuten Photonen (Intensita¨ten) und damit PE auf
dem Detektor aus Schichten einer gewissen Dicke (d. h. MZI einer gewissen La¨nge) in variable LOS-
Richtungen (siehe Kap. 2.3), zusammen mit den Auswerteverfahren von Kap. 4.1. Dabei mu¨ssen die
Anteile des Rauschens wie in Anhang B.1 ebenfalls beru¨cksichtigt werden.
Der Nachteil des RSL ist, dass zwei Schichtmessungen zu leicht unterschiedlichen Zeitpunkten
t1 und t2 erfolgen mu¨ssen, um die Bewegung der Partikel in der Atmospha¨re, d. h. Richtung und
Geschwindigkeit des Windes, bestimmen zu ko¨nnen. Die Zeit zwischen zwei Scans ist abha¨ngig von
der Fluggeschwindigkeit. Dennoch reicht nach den unten folgenden Simulationen beim RSL eine
Einzelmessung pro Zeitpunkt aus, so dass auf eine Mittelung je LOS-Richtung wie bei DWL verzichtet
werden kann 1. Je zwei Ru¨cksignal-Bilder der gleichen Messschicht d zu zwei Zeitpunkten t und t+∆t
werden dann vorzugsweise mit KK oder WSh (Kap. 4.1) ausgewertet, um den Wind zu erhalten. Mit
1 Beim DWL wu¨rde prinzipiell auch eine Messung, d. h. das Ru¨cksignal eines Laserpulses pro LOS-Richtung reichen.
Durch das hohe Rauschen muss aber i. Allg. u¨ber Signale mehrerer Pulse gemittelt werden.
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diesen Auswertemethoden ko¨nnen aber auch zwei ra¨umlich unterschiedliche Schichten d und d+∆d
zum selben Zeitpunkt t miteinander verglichen und dadurch eine Bewegung detektiert werden.
Sogar unter fu¨r DWL schlechten Winkeln (winzige vx und vy) und fu¨r gro¨ßere Entfernungen
ko¨nnen transversale Windkomponenten u und v senkrecht zur optischen Flugachse z mit einem sol-
chen RSL schneller und mo¨glicherweise pra¨ziser gemessen und bestimmt werden. Diese transversalen
Komponenten von Windvektoren sind entscheidend fu¨r die Flugstabilita¨t von Flugzeugen. Die Dicken
der Messschichten ko¨nnen fu¨r das RSL kleiner als 5 Meter sein und die Messentfernungen ko¨nnen
weit u¨ber 100m liegen. Die True Air Speed des Flugzeuges braucht beim RSL nicht wie bei DWL
von den Messergebnissen abgezogen zu werden, um die Windgeschwindigkeit zu erhalten.
Anders als in Hirschberger et al. (2012) wird in den RSL-Simulationen in diesem Kapitel die
solare Hintergrundstrahlung (SHG) beru¨cksichtigt, da die Anzahl ru¨ckgestreuter Photonen des
Laserpulses pro LOS-Richtung im Vergleich zu den solaren Photonen viel geringer sein wird als bei
den FI-DWL-Simulationen in Hirschberger und Ehret (2011) (d. h. geringere Pulsenergie pro Rich-
tung, dafu¨r aber mehr getrennte Richtungen) und auch etwas geringer als in der RSL-Simulation in
Hirschberger et al. (2012). Es wird hier ein gleichma¨ßig verteilter, gleich großer Untergrund zu den
Photonen pro Richtung (Pixel) angenommen, was der Realita¨t nahe kommen du¨rfte 2. Mehr Puls-
energie pro Richtung oder versta¨rkte Ru¨ckstreuung wu¨rde den Einfluss der SHG deutlich reduzieren.
Ergebnisse einer Simulation eines RSL inklusive Analyse der Signale zur Windbestimmung vor
Flugzeugen, speziell von kleinskaligen Strukturen wie WS, sind auch in Hirschberger et al. (2012)
dargestellt. Dort wurde jedoch außer der Varianz des Signals aufgrund der endlichen Zahl simulierter
Photonen keine andere Form von Rauschen betrachtet. Dies wird im Folgenden nachgeholt.
5.1 Ru¨ckstreulidar in Bodenna¨he bei 532 nm Wellenla¨nge
Zur Simulation eines RSL brauchen wir realistische Schichten komplexer turbulenter Strukturen wie
WS und ein Programm das diese Profile in Form von Extinktionen in 3D einliest. Die Extinktion,
also die Abschwa¨chung eines Lichtstrahles in einer bestimmten Richtung, variiert je nach ra¨umlicher
Position, und ist die Summe aus Streuung und Absorption. Hier wird Absorption in der zu messenden
Schicht ausgeschlossen, so dass die Extinktionskoeffizienten letztlich als Maß fu¨r die Wahrscheinlich-
keit der Streuung eines Photons auf seinem Richtungspfad innerhalb der Messschicht an Teilchen der
Atmospha¨re dienen. Die ru¨ckgestreuten Photonen (Intensita¨ten) aus einer Schicht von WS aus den
verschiedenen Messrichtungen werden aus Sicht des nachfolgenden Flugzeuges zu einem Schichtbild
aneinandergefu¨gt. Schließlich ko¨nnen die empfangenen Photonen zusammen mit Rauschtermen in
PE-Zahlen zur Auswertung umgerechnet werden. Abschließend liefern dann bevorzugt die KK oder
die WSh-Methode die transversalen u- und v-Komponenten (in Kap. 3 und 4 waren dies v und w
bzw. vy und vz) aus zwei kompletten Ru¨ckstreubildern zu leicht verschiedenen Zeitpunkten.
Fu¨r das Extinktionsprofil von WS kommen hier die Konzentrationen des Tracer-Profils von Abb.
3.4(a) zum Einsatz (Umrechnung dimensionsloser Konzentrationen auf Extinktionen in km−1 siehe
weiter unten). Das vorherrschende, vorgegebene Windfeld bei einem Wirbelalter von t = 44 s ent-
spricht dem von Abb. 3.4(b). Die Auflo¨sung aus den LES betra¨gt fu¨r die Tracer-Verteilungen und die
Geschwindigkeiten jeweils 1m in jede der drei ra¨umlichen Richtungen. Unter Beachtung von Abb.
3.1 werden fu¨r die RSL-Simulationen die Geschwindigkeitskomponenten u und v der LES von den
Ecken ins Zentrum des Wu¨rfels (hier Pixels) verschoben. Dadurch ko¨nnen dann die Extinktionswerte
des zweiten Profiles u¨ber dieses (u, v)-Feld aus dem ersten Extinktionsprofil konstruiert werden.
Da Messungen von Schichten (Messebenen) nach den Messanforderungen aus Tabelle 1.1 minde-
stens mit 10Hz stattfinden sollten, darf die Bewegung der Tracer zwischen zwei Bildern nur ∆t = 0.1 s
dauern. Dies ist auch optimal fu¨r die Auswerteverfahren zur Windberechnung (z. B. KK). Leider wur-
2 Die empfangene SHG ist aber natu¨rlich auch zu einem gewissen Teil leicht abha¨ngig von der Blickrichtung des
Receivers. Damit ist sie also in der Realita¨t leicht variabel.
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den die Daten von LES aufgrund ihrer hohen Datenmenge nur alle 2-4 s ausgegeben (gespeichert),
so dass also Tracer-Profile im Abstand von 0.1 s nicht gegeben sind. Deshalb werden hier die ge-
gebenen 2D (u, v)-Geschwindigkeitsfelder aus Schichten senkrecht zur optischen z-Achse nach Abb.
3.4(b) herangezogen und das erste Teilchenbild zum Zeitpunkt t1 wird entsprechend der gegebenen u-
und v-Geschwindigkeitskomponenten bewegt (z. B. bedeutet ein Vektor (u, v)T = (10 ms ,−5 ms )T bei
einem Zeitintervall von ∆t = 0.1 s eine Bewegung von 1m in x-Richtung und −0.5m in y-Richtung),
so dass durch Zuweisung der neuen verschobenen Positionen ein zweites Teilchenbild zum Zeitpunkt
t2 = t1+∆t erzeugt wird. Das Konstruktionsprinzip (das auch zuvor zur Erzeugung von Abb. 4.22(b)
zum Einsatz kam) beruht darauf, zu schauen ob sich die Spitze des Vektors mit im obigen Beispiel
(1m,−0.5m)T in den Bereich eines anderen Pixels mit 1m Seitenla¨nge bewegt hat. Ist dies der
Fall, wird der Pixelwert (Tracer-Intensita¨t) des Fußpunktes in den entsprechenden neuen Pixel ver-
schoben. Bei mehreren Werten fu¨r ein Pixel wird der entsprechende Mittelwert gebildet. Fu¨r dieses
kurze ∆t sollte die Teilchenbewegung durch diese Methode physikalisch ada¨quat beschrieben werden
und kann somit zum Beweis des Prinzips und der Tauglichkeit des RSL angewandt werden. Nur
in na¨chster Na¨he zu den Wirbelzentren liefert dieses Konstruktionsprinzip fehlerbehaftetere radiale
Geschwindigkeitskomponenten (Divergenz), siehe z. B. Abb. 5.3 oder (besser) Abb. 5.11 unten.
Aus Tests mit den Auswertealgorithmen ging hervor, dass eine ra¨umliche Auflo¨sung von 1m
die Pra¨zision der Berechnung der Windfelder aus den Bildern reduziert (vgl. auch Abb. 5.3 und
5.11 fu¨r KK). Deshalb ko¨nnen sowohl die Tracerverteilungen als auch die Geschwindigkeitsfelder
aus MGLET-Simulationen zur Berechnung des zweiten Bildes ra¨umlich interpoliert werden, um eine
ra¨umliche Auflo¨sung von 0.5m zu erhalten. Damit ha¨tten die Bilder statt bisher 105 × 65 = 6825
Pixel fu¨r 1m Auflo¨sung dann sogar 209×129 = 26961 Pixel fu¨r 0.5m Auflo¨sung. In beiden Fa¨llen ist
es jedoch mo¨glich, die Rotationsbewegung des Windes um die Kerne der WS in axialer Blickrichtung
mehr oder weniger genau sichtbar zu machen und zu rekonstruieren.
Abschließend werden dieWerte obiger kontinuierlicher Tracer-Verteilungen durch einen geeigneten
linearen Faktor (in der Einheit km−1) gestreckt oder gestaucht. Dieser Faktor orientiert sich am fu¨r
die zu simulierende Flugho¨he gegebenen Extinktionswert, der nach Vaughan et al. (1998) und den dor-
tigen Gleichungen fu¨r klare Luft definiert ist (siehe auch Hirschberger und Ehret (2011)). Die relative
Struktur des Tracer-Profils bleibt im Extinktionsprofil erhalten, das nun realistische Extinktionskoef-
fizienten entha¨lt. In der nun folgenden Simulation war dieser Streckungsfaktor 0.30 km−1, da in 500m
Ho¨he bei λ = 532nm Laser-Wellenla¨nge die Extinktion α = αmol+αaer = (0.134+1.566)×10−4 m−1 =
0.17 km−1 betrug. Durch den Streckungsfaktor erha¨lt man in den Extinktionsbildern mittlere Werte
von etwa 0.15 km−1 und maximale von etwa 0.25 km−1 .
Wir betrachten zuna¨chst Simulationen mit einer ra¨umlichen Auflo¨sung von nur 1m. Abbildung
5.1 zeigt die mit obiger Methode erhaltenen Extinktionsprofile zu den Zeitpunkten t1 und t2, wie sie
nachfolgend in die pbs5-RSL-Simulationen eingelesen werden. Mit bloßem Auge ist kein Unterschied
erkennbar. Dies liegt an der Winzigkeit der Verschiebung der Extinktionen wa¨hrend ∆t = 0.1 s.
Die Angabe der x- und y- Positionen bezieht sich auf die Original-Positionen aus den MGLET-
Simulationen und nicht auf die eigentliche simulierte Flugho¨he. Die x-Position ist jeweils als Relativ-
wert zu betrachten, siehe auch Abb. 5.4 unten, wo die Positionen in Metern um 0 angegeben werden.
Abbildung 5.2 zeigt links (Abb. 5.2(a)) das durch MGLET vorgegebene Windfeld (Vektoren geben
Richtung und La¨nge an; La¨nge ist auch farbig im Hintergrund dargestellt), sowie rechts (Abb. 5.2(b))
das durch KK aus den beiden Extinktionsbildern von Abb. 5.1 rekonstruierte Windfeld. Hier sind
jeweils die u- und v-Komponenten des Windfeldes transversal zur Flugrichtung (optische z-Achse)
gezeigt. Die Werte an den Ra¨ndern gehen durch die KK-typischen RTp von 8× 8 Pixeln und Tp von
16 × 16 Pixeln in Abb. 5.2(b) verloren. Zur besseren Sichtbarkeit wurden die Vektoren in Abb. 5.2
jeweils mit dem Faktor 0.2 gestaucht und zudem nur jeder vierte Vektor je Richtung/Achse darge-
stellt. Abbildung 5.3 zeigt die Abweichungen der Vektorla¨ngen (Abb. 5.3(a)) und Vektorrichtungen
(Abb. 5.3(b)) der mittels KK rekonstruierten Geschwindigkeitsvektoren (Abb. 5.2(b)) von den op-
timalen eingelesenen Geschwindigkeitsvektoren (Abb. 5.2(a)). Die leichte ra¨umliche Asymmetrie der
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dargestellten Werte in den Abb. 5.2(b), 5.3(a) und 5.3(b) um die Zentren der urspru¨nglichen Domain
von [−52m,+52m] × [348.5m, 412.5m] (rechts und oben scheinen eine Reihe von Pixeln zu fehlen)
ist auf die Reduktion der urspru¨nglichen Domain durch die Tp und die Berechnung nur jedes vierten
Vektors je Achse zuru¨ckzufu¨hren. Die Suche auf den Tp startet immer links unten. Ein negativer (po-
sitiver) Wert beim La¨ngenfehler bzw. Fehler des Geschwindigkeitsbetrags ∆v (Abb. 5.3(a))
bedeutet dabei, dass das mit KK rekonstruierte Windfeld an dieser Position zu lange (kurze) Wind-
vektoren zuru¨ckliefert. Das heißt im Fall von Abb. 5.3(a), dass die mit KK rekonstruierten Vektoren
in der Mitte des Windfeldes, die nach unten zeigen, insgesamt deutlich zu lang sind (blau-schwarz),
wa¨hrend sie im Wirbelkern und außen deutlich zu kurz sind (orange-gelb). Dagegen berechnet sich
der Richtungsfehler bzw. Winkelfehler ∆α der Vektoren nach der Formel
∆α = arccos
(
uMGLET · uKK + vMGLET · vKK
( (uMGLET)2 + (vMGLET)2 )
1
2 · ( (uKK)2 + (vKK)2 ) 12
)
∈ [0, pi] , (5.1)
wobei uMGLET, vMGLET bzw. uKK, vKK die jeweiligen u- und v-Komponenten des vorgegebenen
MGLET- bzw. des mit KK aus den Extinktionsprofilen rekonstruierten Windfeldes bezeichnen. Ab-
bildung 5.3(b) zeigt dabei in der Mitte die geringste Winkelabweichung (schwarz-blau), wa¨hrend
weiter außen die Richtungsfehler deutlich erho¨ht sind (orange-rot). Diesen Rekonstruktionsfehler,
der sich in den La¨ngen- und Richtungsabweichungen bemerkbar macht, schleppen wir aber weiterhin
mit, und er beruht auf der zu geringen Pixelzahl (Richtungen). Bei einer Verdoppelung der Auflo¨sung
von 1m auf 0.5m tritt aber eine deutliche Verbesserung ein (siehe auch Abb. 5.11 unten).
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(a) Extinktionsprofil zum Zeitpunkt t1.
Extinktion


















(b) Extinktionsprofil zum Zeitpunkt t2.
Abbildung 5.1: Extinktionsprofile zu den Zeitpunkten t1 und t2 = t1+0.1 s in 500m Flugho¨he und bei 532 nm
Laser-Wellenla¨nge fu¨r eine einzelne Schicht bei niedriger ra¨umlicher Auflo¨sung von 1m, d. h.
105× 65 = 6825 Pixeln. Unterschiede sind ho¨chstens in den dunkelgelben Zentren der Wirbel-
verteilungen sichtbar.
Fu¨r die Simulationen des RSL kommt nun das Monte-Carlo Programm fu¨r polarisierte Ru¨cksignale
pbs5 aus Kap. 2 zum Einsatz. Damit kann der Beitrag aus einer bestimmten Messrichtung ru¨ckge-
streuter und vom Receiver eingefangener Photonen inklusive Polarisation berechnet werden. Die
Struktur des Ru¨ckstreuvolumens (Extinktionsprofils) kann mehr oder weniger exakt rekonstruiert
werden, wenn einzelne, schwa¨chere Pulse in eine Vielzahl an Richtungen mit einem kleinen EFOV
emittiert werden (a¨quivalent zu einem starken Laserpuls, der in viele schwa¨chere aufgespalten wird,
die dann auf die einzelnen Richtungen verteilt werden). Fu¨r einen einzelnen starken Puls mit aufge-
weitetem großem EFOV ist dies aus den in Anhang A.3 genannten Gru¨nden nicht mo¨glich.
Diese Schwierigkeiten werden hier durch eine hohe Zahl an simulierten (in der Realita¨t: ge-
messenen) Richtungen (zuna¨chst 105 × 65, spa¨ter 209 × 129) aus einer festen Position (monosta-
tisches Lidar) fu¨r die Zeiten t1 und t2 bei 2 Millionen emittierten, simulierten Photonenpfaden pro
Richtung 3 eliminiert. Die Divergenz, d. h. das EFOV jedes Strahles betra¨gt in den Simulationen
3 Dies liefert bei 105× 65 Richtungen 13.65 Milliarden simulierte Photonenpfade.
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(a) Vorgegebenes Windfeld aus MGLET.
Vektorlängen mit Shift-Vektoren
Vektor-





















(b) Mittels KK rekonstruiertes Windfeld.
Abbildung 5.2: u- und v-Komponenten des vorgegebenen (links) und des aus den Extinktionsprofilen von Abb.
5.1 mittels KK rekonstruierten (rechts) Windfeldes.
Fehler der Vektor-Längen
Längen-





















(a) La¨ngenabweichungen ∆v zwischen den Vektoren des
optimalen und rekonstruierten Windfeldes.
Fehler der Vektor-Richtungen
Richtungs-



















(b) Richtungsabweichungen ∆α zwischen den Vektoren
des optimalen und rekonstruierten Windfeldes.
Abbildung 5.3: Relative Abweichungen der Geschwindigkeitsbetra¨ge (links; in m/s) zwischen dem Windfeld
aus MGLET und dem mittels KK aus den Extinktionsprofilen berechneten Windfeld mit zu-
geho¨rigen relativen Abweichungen der Windrichtungen (rechts; in rad).
FOVE = 0.2mrad, wa¨hrend das Semi-RFOV 0.5 · FOVR = 0.25mrad ist, also FOVR = 0.5mrad.
Weiter wird ein Gauß’sches Laserstrahlprofil nach Gl. (2.53) mit µ1 = µ2 = 0 und σ1 = σ2 = 1 und
einem Emitter-Radius von rE = 0.02m simuliert, wa¨hrend der Receiver-Radius rR = 0.05m war.
Zu t1 betrug die z-Distanz vom Lidar bei xE = (0, 0, 0)
T zum Beginn der zu messenden Schicht
250m. Genauer reichte das Extinktionsprofil von z = 250m bis z = 255m. Erfasst wird aber nur das
MZI, das so gewa¨hlt wurde, dass Signale aus dem Bereich zwischen z = 250m und z = 252.5m vom
Receiver empfangen werden. Da die zentralen Positionen der Extinktionsquader in der transversalen
x-y-Schicht von −52m bis +52m in y-Richtung und von −32m bis +32m in x-Richtung reichen,
















die bezu¨glich (x, y)T = (0, 0)T symmetrischen maximalen Azimutwinkel θmax bzw. Elevationswinkel
ϕmax des Laser-Emitters. Fu¨r den zentralen Emissionswinkel gilt φE,Z = (θZ, ϕZ) = (0 rad, 0 rad). Die
um φE,Z spiegelsymmetrischen Winkel zur Zeit t1 lagen damit zwischen −0.2041 rad ≤ θ ≤ 0.2041 rad
fu¨r den Azimutwinkel mit 105 a¨quidistanten Unterteilungen und −0.1267 rad ≤ ϕ ≤ 0.1267 rad fu¨r
den Elevationswinkel mit 65 a¨quidistanten Unterteilungen.
Bei vA/C = 150
m
s Fluggeschwindigkeit bewegt sich das Flugzeug wa¨hrend ∆t = 0.1 s entlang der
z-Achse um 15m auf diese erste Messschicht zu. Damit hat man zum Zeitpunkt t2 eine um 15m
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verku¨rzte Messdistanz zwischen 235m und 237.5m. Die Winkel des Emitters mu¨ssen also entspre-
chend vergro¨ßert werden, um wieder die gleichen transversalen Stellen der x-y-Messebene im Zentrum
bei z = 236.25m zu treffen, die zu t1 bei z = 251.25m lagen. Zu t2 gilt dann −0.2166 rad ≤ θ ≤
0.2166 rad fu¨r den Azimutwinkel und −0.1346 rad ≤ ϕ ≤ 0.1346 rad fu¨r den Elevationswinkel.
Die MZI werden so gewa¨hlt, dass bei φE,Z (also Strahlen die das Zentrum der Extinktionsschicht
anvisieren) nur eine ∆z = 2.5m dicke Schicht komplett gemessen wird. Dies a¨ndert sich fu¨r außer-
zentrale Winkel, wo die Strahlen je nach Richtung eine leicht ho¨here Distanz als 2.5m zuru¨cklegen
werden, was durch die Normierung bezu¨glich Distanz und Richtung aus Kap. 2.3 korrigiert wird.
Dadurch werden die Quader der Extinktionsschicht durch die Laserstrahlen erfasst.
Der linear polarisierte Laserstrahl des Emitters hat eine Pulsdauer von τp = 10ns (Pulsla¨nge
von 3m). Damit sind ra¨umliche Auflo¨sungen bis hinunter zu 1.5m mo¨glich. Die Pulsenergie in jede
der 105× 65 Messrichtungen soll im Folgenden zuna¨chst konstant 0.5mJ sein 4, was insgesamt einer
Laserenergie von 3.4 J pro Sekunde, also 3.4W, entspra¨che. Mit einem leistungsstarken Lasersystem
wie WALES (Wirth et al., 2009), das bei λ = 532nm eine Leistung von 10W liefert, ko¨nnten also
etwa 3 Schichtbilder pro Sekunde gemessen werden, was ca. 1.5 kompletten Windfeldern pro Sekunde
entspra¨che (10 Windfelder, also 20 Schichtbilder, wa¨ren nach den Messanforderungen no¨tig).
Die Extinktion in der Umgebung der zu messenden Schicht wird auf einen konstanten Wert von
0.1 km−1 gesetzt, und beru¨cksichtigt neben der Streuung (anders als fu¨r die Messschicht) auch die Ab-
sorption. Sie wird vom MZI nicht erfasst. Gemessen wird dagegen in der 5m tiefen Extinktionsschicht,
siehe Abb. 5.1. Durch die kurze Messdistanz und die geringen Extinktionen wird hier auf varianz-
reduzierende Monte-Carlo-Methoden verzichtet. pbs5 beru¨cksichtigt die Beitra¨ge aller Ordnungen
der Mehrfachstreuung im Gesamtsignal. Anders als bei existierenden Lidars ko¨nnen die Beitra¨ge der
Mehrfachstreuung fu¨r jedes MZI einzeln ausgegeben werden (hier wurden immer nur die ersten bei-
den Streuordnungen mit Stokes-Vektoren gespeichert). Aufgrund der kurzen Messentfernungen und
des geringen RFOV sind die Beitra¨ge der Mehrfachstreuung zumeist aber gering.
Als Streuermischungen bei λ = 532nm kommen bei niedriger Flugho¨he zufa¨llig orientierte oblate
bzw. prolate Spha¨roide von L. Xu (siehe Kap. 2.3.3) in Frage, die aerosole Streupartikel darstellen.
Es wird in Kap. 5.1 nur die Mueller-Matrix J4.sp prolater Spha¨roide mit einem Seitenverha¨ltnis von
a/b = 0.5882 zum Einsatz kommen (a/b = 1 wa¨re eine Kugel mit Radius a). Fu¨r die Gro¨ßenverteilung
der Streuer wird nach Hansen und Travis (1974) ein effektiver Radius von rEff = 0.5µm und eine ef-
fektive Varianz von vEff = 0.20 (dimensionslos) verwendet. Der komplexe Brechungsindex der Streuer
betra¨gt nBr = 1.53 + i · 0.008. Fu¨r die Messungen in großer Flugho¨he bei 532 nm in Kap. 5.2 sind
zufa¨llig orientierte oblate bzw. prolate Zylinder besser geeignet, da sie Eispartikel darstellen. Das
Verha¨ltnis von Durchmesser d zu La¨nge l der kreiszylinderfo¨rmigen Streuer betra¨gt d/l < 1 fu¨r pro-
late und d/l > 1 fu¨r oblate Zylinder. Hier werden nur prolate Zylinder (Mueller-Matrix M180.sp
von L. Xu) mit einem Verha¨ltnis von d/l = 0.5 und rEff = 1.0160µm und vEff = 0.11 zum Einsatz
kommen. Der komplexe Brechungsindex von Eis betra¨gt dabei nBr = 1.312 + i · 2.553 · 10−9. Fu¨r die
Zylinder wird mehr Mehrfachstreuung auftreten als fu¨r die Spha¨roide (Oppel, 2005), wodurch die
Ru¨cksignale zur Windberechnung sta¨rker verfa¨lscht sein werden. Daneben wird bei 532 nm in großer
Flugho¨he noch eine Mueller-Matrix fu¨r Rayleigh-Streuung verwendet, wie sie z. B. nach Hansen und
Travis (1974), Gl. (2.14) oder (2.15), definiert ist.
Das Richtungsstreuverhalten in Abha¨ngigkeit von Elevations- und Azimutwinkel (ausgedru¨ckt
durch Richtungsstreuintensita¨ten) aller in dieser Arbeit verwendeten Mueller-Matrizen ist in den
Abb. 5.27 (fu¨r 532 nm) bzw. 5.28 (fu¨r 355 nm; siehe weiter unten) dargestellt. Die zugeho¨rigen Pha-
senfunktionen zeigt Abb. 5.26 (Definitionen (un)polarisierter Phasenfunktionen siehe Gl. (2.27) bis
(2.29); als Intensita¨tswerte werden immer die linken oberen Eintra¨ge m11 einer Mueller-Matrix ge-
nommen).
4 Die pro Richtung emittierte Pulsenergie kann nachtra¨glich bei der Auswertung der Ru¨ckstreubilder noch reduziert
oder erho¨ht werden. Ein Wert von 0.5mJ ist aber in klarer Luft meist no¨tig, um genu¨gend ru¨ckgestreute Photonen zu
empfangen und damit das Rauschen ausreichend niedrig zu halten.
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Die im Receiver empfangenen ru¨ckgestreuten Intensita¨ten bzw. Photonen werden anschließend
entsprechend ihrer Laser-Emissionsrichtungen zu Bildern zusammengefu¨gt, die den eingelesenen Ex-
tinktionsprofilen von Abb. 5.1 a¨hneln. Dadurch entstehen die Bilder normierter Intensita¨ten der
Abb. 5.4(a) und 5.4(b) nach Gl. (2.85), sowie die Bilder normierter Photonenzahlen der Abb. 5.4(c)
und 5.4(d) nach Gl. (2.86). Die durch die verku¨rzte Messdistanz erho¨hten Ru¨ckstreuintensita¨ten
bzw. Photonenzahlen (beide als reelle Werte) zum Zeitpunkt t2 erfordern einen Korrekturfaktor von
(236.25/251.25)2 , der die Werte der zweiten Bilder auf das Niveau der ersten Bilder reduziert, um
eine a¨quivalente Masse zu Zeiten t1 und t2 fu¨r die Auswertealgorithmen zur Verfu¨gung zu haben.
Der Faktor orientiert sich dabei an der quadratischen Zunahme der ru¨ckgestreuten Intensita¨t mit
abnehmender Messdistanz in der Lidargleichung. In der Realita¨t muss also zum Zeitpunkt t2 ei-
ne entsprechend obigen Korrekturfaktors im Vergleich zu t1 reduzierte Menge an Photonen in die
einzelnen Messrichtungen emittiert werden.
Um die normierten Photonenzahlen der Bilder auf PE- bzw. LT-Zahlen umzurechnen, wie sie auf
einem echten Photodetektor vorkommen 5, mu¨ssen eine Reihe von Gro¨ßen beru¨cksichtigt werden.
Zuna¨chst muss bei Messungen wa¨hrend des Tages zu den Photonenzahlen die SHG addiert werden.
Sie kann hier, anders als beim FI-DWL in Hirschberger und Ehret (2011), nicht vernachla¨ssigt werden,
da man bei jeder einzelnen Blickrichtung nur einen einzelnen Pixelwert hat und nicht wie beim CCD
des FI-DWL eine Vielzahl an Pixeln, auf die die solaren Photonen verteilt wu¨rden. Das Programm
libRadtran (Mayer und Kylling, 2005) lieferte hier eine maximale solare Photonenzahl von n ≈ 51
pro Messrichtung (Pixel) bei einer Flugho¨he von 500m und λ = 532nm. Diese wurde wie folgt
berechnet: Fu¨r die vom Sonnenfilter abgeschwa¨chte SHG auf dem Photodetektor gilt die Formel
Pbackgr(λ) = Latmo(λ)Ar pi (0.5Θ)
2 Beff(λ) τf τt , (5.2)
mit der Atmospha¨renstrahlung Latmo [W/(m
2 nm sr)] fu¨r die mit libRadtran berechneten spezifi-
schen Wellenla¨ngen λ, der Teleskopfla¨che Ar ≈ 0.0078m2 (Receiver-Radius von 0.05m), dem EFOV
(voller Winkel) von Θ = 0.5mrad, dem Teleskop-Transmissionsfaktor τt = 0.15 (Lidar-Konstante
ohne Sonnenfilter) und dem Produkt Beff(λ) τf (Maximalwert von αf = 0.60 bei 532 nm bzw. spa¨ter
355 nm, siehe unten) eines Filters und seines Transmissionsfaktors. Fu¨r das kurze MZI betra¨gt die
Energie ∆E(λ) = Pbackgr(λ)∆t = nEph, mit einer Photonenanzahl n(λ) und der Energie eines
einzelnen Photons Eph(λ) = hcλ
−1 mit Planck’schem Wirkungsquantum h, Lichtgeschwindigkeit
c und verschiedenen, verteilten λ-Werten. Fu¨r ein Fabry-Pe´rot-Etalon(FPE)-Sonnenfilter kann
eine Lorentz-Funktion als Approximation zur Darstellung einer Filterfunktion fu¨r einen einzelnen







∈ (0, . . . , αf ] (5.3)
verwendet werden (Flesia und Korb, 1999, Ehret et al., 2008), wobei αf die angenommene Ho¨chst-
transmission (engl. peak transmission) des Filters, λc = 354.7 nm die zentrale Wellenla¨nge und ∆λ
die FWHM (Full Width at Half Maximum) des Filters ist. Fu¨r obige Berechnungen mit den Gl. (5.2)
und (5.3) wurden zudem ∆t = 8.33 · 10−9 s fu¨r ein MZI von 2.5m, zentrale Wellenla¨nge λc = 532nm
und FWHM des Filters von ∆λ = 0.2 nm bei Ho¨chsttransmission αf = 0.60 als Parameter verwendet.
Da hier ein Worst-Case-Szenario simuliert wurde, du¨rften nsolar = 20 (statt 51) Photonen bei 2.5m
Messschichttiefe als konstantem Rauschterm ausreichend sein, d. h. jeweils 20 solare Photonen werden
hier pro Richtung zur Zahl nlaser der ru¨ckgestreuten Laser-Photonen addiert.
Wie in Gl. (B.5) fu¨r das FI-DWL ko¨nnen durch ZZen Photonenrauschen und das Ausleserauschen
des Detektors hinzugefu¨gt werden, so dass fu¨r die Zahl der LT auf dem Photodetektor insgesamt
nC,i,j = RNPoi,i,j +RNN ,i,j (5.4)
5 Ungleich der PE-Zahl von Gl. (2.84), die nur eine grobe Abscha¨tzung ohne Rauschterme liefert.
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(a) Ru¨ckgestreute, bezu¨glich Entfernung und
Messrichtung normierte Intensita¨t zum
Zeitpunkt t1 aus pbs5.
Intensität [a.u.]




















(b) Ru¨ckgestreute, bezu¨glich Entfernung und
Messrichtung normierte Intensita¨t zum



























(c) Ru¨ckgestreute, bezu¨glich Entfernung und
Messrichtung normierte Photonenzahlen zum



























(d) Ru¨ckgestreute, bezu¨glich Entfernung und
Messrichtung normierte Photonenzahlen zum
Zeitpunkt t2 aus pbs5.
Photo-



















(e) Zahl der Photoelektronen zur Zeit t1 inklusive
Rauschen.
Photo-



















(f) Zahl der Photoelektronen zur Zeit t2 inklusive
Rauschen.
Abbildung 5.4: Ru¨ckstreuprofile aus pbs5-Simulationen: links jeweils die Bilder zum Zeitpunkt t1, rechts
die Bilder zum Zeitpunkt t2. Wa¨hrend die Intensita¨t und Photonenzahl noch kein Rauschen
außer der Monte-Carlo-Varianz beinhalten, enthalten die Bilder der PE-Zahl bereits das SHG
sowie Photonen- und Detektorauslese-Rauschen.
Varianz [%]





















(a) Varianz der gesamten normierten Intensita¨t
zum Zeitpunkt t1 aus pbs5.
Varianz [%]





















(b) Varianz der gesamten normierten Intensita¨t
zum Zeitpunkt t2 aus pbs5.
Abbildung 5.5: Monte-Carlo-Varianzen der ru¨ckgestreuten Intensita¨ten aus pbs5-Simulationen zum Zeitpunkt
t1 (links) und zum Zeitpunkt t2 (rechts).
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fu¨r alle Richtungen θi und ϕj gilt. Dabei seien wieder RNPoi,i,j ∈ N0 die Zahl der LT inklusive Pho-
tonenrauschen nach Gl. (B.3) (mit nsg,i,j = ηrec · (nlaser,i,j +nsolar,i,j) ∀ i, j nach Gl. (B.2), wobei ηrec
die Quanteneffizienz zur Umwandlung von Photonen in PE ist; hier sei ηrec = 0.50) und RNN ,i,j ∈ Z
die LT des Ausleserauschens nach Gl. (B.4). Als Parameter der Normalverteilung fu¨r das Ausleserau-
schen wurden hier µ = 0 und σ = 1 verwendet. Die Lidar-Konstante von kLidar = 0.15 ist in den
Photonenzahlen nlaser und nsolar schon eingerechnet. Werte von nC,i,j < 0 werden gleich 0 gesetzt.
Die resultierenden Bilder der PE-Verteilungen sind in den Abb. 5.4(e) und 5.4(f) dargestellt.
Die Varianzen der pbs5-Simulation nach Gl. (2.94) aufgrund endlicher Anzahl an simulierten
Photonenpfaden (2 Millionen pro Richtung) zu den Zeitpunkten t1 und t2 sind in den Abb. 5.5(a)
und 5.5(b) gezeigt. Die Varianzen halten sich v. a. in den zentralen Wirbelbereichen, also da, wo viel
(Ru¨ck-)Streuung auftritt, in Grenzen; nur am Rand sind sie teilweise sehr hoch. Die Dauer fu¨r eine
pbs5-Simulation in 6825 Messrichtungen betrug mit einem 2.5GHz Prozessor ca. 3 Stunden.
Zur Signalanalyse mit dem KK-Algorithmus von Kap. 4.1.3 werden jeweils die Intensita¨ten von
Abb. 5.4(a) und 5.4(b) oder die PE-Zahlen von Abb. 5.4(e) und 5.4(f) miteinander verglichen. Weiter
unten wird obige Analyse auch noch bei ho¨herer Auflo¨sung (0.5m statt 1m) und mit der WSh-
Methode von Kap. 4.1.4 anstelle der KK durchgefu¨hrt werden. Die hier verwendeten Algorithmen
zur Windfeldbestimmung basieren also im Wesentlichen auf dem Suchen bester U¨bereinstimmungen
zwischen einem gewa¨hlten RTp von Bild 1 zu t1 und einer Zahl ebensogroßer Tp-Ausschnitte in einem
bestimmten Bereich von Bild 2 zu t2. Fu¨r KK wurden bei den Bildern mit 105 × 65 Pixeln und 1m
Auflo¨sung 8× 8 Pixel umfassende RTp auf einer 16× 16 Pixel umfassenden Suchregion verwendet.
Abbildung 5.6 zeigt mittels KK aus den Ru¨ckstreubildern rekonstruierte Windfelder, berechnet
aus den PE-Zahlen inklusive Rauschen (links; Abb. 5.6(a)) sowie aus den pbs5-Intensita¨ten (rechts;
Abb. 5.6(b)). Wa¨hrend die Shifts aus Intensita¨ten noch ein zumeist relativ sauber rekonstruiertes
Windfeld zeigen, entha¨lt das Windfeld aus PE mit Rauschen viele grobe Ausreißer hinsichtlich Ge-
schwindigkeit (v. a. rote Punkte fu¨r hier zu lange Vektoren) und Pfeilrichtung. Die zum Teil starken
Abweichungen liegen in beiden Fa¨llen an der zu geringen Anzahl an Pixeln an den und um die
Wirbelkerne, wodurch die Suchprozedur mit KK dort deutlich an Pra¨zision verliert. Dies spiegelt
sich auch in den relativen Differenzen wieder. Abbildung 5.7 vergleicht die relativen Differenzen von
eingelesenem Windprofil aus Abb. 5.2(a) und dem aus PE-Bildern mit KK rekonstruierten Windfeld
aus Abb. 5.6(a) bezu¨glich ihrer La¨ngen- bzw. Geschwindigkeitsbetragsfehler (links; Abb. 5.7(a)) und
ihrer Richtungsfehler (rechts; Abb. 5.7(b)). Hierbei bedeutet ein positiver Wert beim La¨ngenfehler,
dass die rekonstruierten Windvektoren im Vergleich zu den vorgegebenen zu lange sind. Die Abb.
5.7(c) und 5.7(d) zeigen die La¨ngen- und Richtungsfehler zwischen eingelesenem Windfeld aus Abb.
5.2(a) und dem aus Intensita¨ten mit KK rekonstruierten Windfeld aus Abb. 5.6(b). Der negative
Effekt des Rauschens zeigt sich deutlich in den erho¨hten Fehlern der oberen Abb. 5.7(a) und 5.7(b)
im Vergleich zu den unteren Abb. 5.7(c) und 5.7(d).
Da aber bei der Rekonstruktion des vorgegebenen Windfeldes aus den eingelesenen Extinktions-
profilen mittels KK (Abb. 5.2) Fehler auftraten (siehe Abb. 5.3), mu¨ssen diese subtrahiert werden,
um die eigentlich durch die geringe Ru¨ckstreuung und das Rauschen verursachten Fehler bezu¨glich
La¨nge und Richtung zu erhalten. Es werden also in Abb. 5.8 die relativen Differenzen zwischen
dem mit KK berechneten Windfeld aus PE-Zahlen (oben) oder Intensita¨ten (unten) von dem aus
den eingelesenen Extinktionsprofilen mit KK rekonstruierten Windfeld dargestellt, und zwar wieder
bezu¨glich ihrer Vektorla¨ngen (links; Abb. 5.8(a) bzw. 5.8(c)) sowie Vektorrichtungen (rechts; Abb.
5.8(b) bzw. 5.8(d)). Die unteren Abbildungen zeigen fu¨r die berechneten Intensita¨ten einen stark
verringerten Fehler im Vergleich zu denen von Abb. 5.7. Auch fu¨r die PE sind die Fehler in Abb.
5.8 etwas geringer als in Abb. 5.7. Dennoch ist das Ergebnis wenig zufriedenstellend, da sehr viele
Vektoren in den verrauschten Ru¨ckstreubildern unzureichend rekonstruiert werden.
Abhilfe schafft hier eine Erho¨hung der Zahl der Messrichtungen und damit der Auflo¨sung um
einen Faktor 2 von bisher 1m auf 0.5m je Achse. Man hat auf diese Weise 193×129 = 24897 anstelle
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(a) Mit Kreuzkorrelation aus den Photoelektronenzahlen
(mit Rauschen) rekonstruiertes Windfeld: Absolutge-





























(b) Mit Kreuzkorrelation aus den Intensita¨ten der pbs5-
Simulationen rekonstruiertes Windfeld: Absolutge-
schwindigkeiten mit Richtungen von t1 nach t2.
Abbildung 5.6: Rekonstruktion des Windfeldes mittels Kreuzkorrelation aus Photoelektronenzahlen mit Rau-
schen (links) und aus pbs5-Intensita¨ten ohne Rauschen (rechts).
von 105 × 65 = 6825 Pixeln in den Extinktionsprofilen (Abb. 5.9), wobei die Zahl der y-Positionen
von eigentlich 209 auf 193 aufgrund der vergro¨ßerten Tp-Struktur (nun 16× 16 Pixel große RTp, die
auf 32×32 Pixel großen Quadratfla¨chen gesucht werden) und der anschließenden Fehleranalyse redu-
ziert werden musste. Die zusa¨tzlich geschaffenen Pixelwerte wurden durch Interpolation aneinander
angrenzender Werte in den Extinktionsprofilen von Abb. 5.1 erzeugt, so dass ein kontinuierlicherer
U¨bergang als bisher entsteht. Die nachfolgenden Abb. 5.9 bis 5.15 entsprechen dann den Abb. 5.1 bis
5.4 und 5.6 bis 5.8, nur fu¨r erho¨hte Auflo¨sung von 0.5m anstelle von 1m. Abschließend zeigt Abb.
5.16 das mit KK aus den PE-Zahlen rekonstruierte Windfeld von Abb. 5.13(a) (links; Abb. 5.16(a)),
sowie das mit KK aus den pbs5-Intensita¨ten rekonstruierte Windfeld von Abb. 5.13(b) (rechts; Abb.
5.16(b)), jedoch jeweils ohne Windvektoren, deren La¨nge und Richtung um mehr als 5.0 ms und 0.8 rad
vom vorgegebenen MGLET-Windfeld abweicht. Im Hintergrund sind die zugeho¨rigen PE-Zahlen bzw.
Intensita¨ten zum Zeitpunkt t2 gezeigt.
Durch Verdoppelung der Auflo¨sung erho¨ht sich die pbs5-Simulationsdauer von ca. 3 Stunden um
einen Faktor 4 auf etwa 11-12 Stunden. Jedoch sind signifikante Verbesserungen in jeglicher Hinsicht
zu erkennen. Es gibt nur noch sehr wenige Ausreißer hinsichtlich La¨nge und Richtung der mit KK
rekonstruierten Windvektoren. Die Gesamtzahl der potentiellen Windvektoren in den relevanten Be-
reichen vervierfacht sich, man hat also einen großen Informationsgewinn. Der wesentliche Nachteil
ist, dass die Verbesserungen mit einer vierfach ho¨heren notwendigen Energie einhergehen. Außerdem
mu¨ssen in der Realita¨t viermal mehr Richtungen (nahezu) zeitgleich gescannt werden. Die Berech-
nungsdauer des Windfeldes mit KK steigt durch hier gro¨ßere Tp und RTp auf 0.225 s fu¨r 960 2D
Windvektoren an, wu¨rde aber wegen einer Dauer von 0.000234 s pro Einzelvektor in einer Zeitspanne
von 0.1 s fu¨r absolut ausreichende ca. 420 2D Windvektoren pro Windfeld in Echtzeit reichen.
Abschließend soll noch kurz auf die WSh-Methode anstelle der KK eingegangen werden. Bei hoher
Auflo¨sung von 0.5m bleiben die Ru¨ckstreubilder (PE und Intensita¨ten) gleich (siehe Abb. 5.12), nur
die ru¨ckgerechneten Windfelder und die Fehler bezu¨glich La¨nge und Richtung der Vektoren weisen
Unterschiede auf. Bei WSh kommen hier 4× 4 Pixel große RTp auf 8× 8 Pixel großen Suchregionen
zum Einsatz (liefert die besten Ergebnisse). In Abb. 5.17 sind eine Reihe von Vektorfeldern dargestellt:
Abb. 5.17(a) zeigt das aus den Extinktionsprofilen von Abb. 5.9 mit WSh rekonstruierte Windfeld
entsprechend Abb. 5.10(b) fu¨r KK, nur ohne Vektoren, die la¨ngen- oder richtungsma¨ßig um mehr
als 5.0 ms oder 0.8 rad abweichen. Es treten in den Windfeldern der Extinktionsprofile v. a. in den
Wirbelzentren zum Teil gro¨ßere Fehler auf. Die anschließende Ru¨ckrechnung der pbs5-Intensita¨ten
(entsprechend Abb. 5.13(b) fu¨r KK) liefert ein verschwommenes, ungeordnetes Bild von Vektorla¨ngen
und Richtungen, siehe Abb. 5.17(b). Jedoch ko¨nnen daraus noch relativ viele brauchbare Vektoren
gewonnen werden, wie Abb. 5.17(c) zeigt, wo wieder Vektoren, die la¨ngen- oder richtungsma¨ßig um
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(a) Abweichungen der La¨ngen (Geschwindigkeitsbetra¨ge)
zwischen den Vektoren des vorgegebenen und des aus
PE-Zahlen mittels KK rekonstruierten Windfeldes.
Richtungs-



















(b) Abweichungen der Richtungen zwischen den Vekto-
ren des vorgegebenen und des aus PE-Zahlen mittels
KK rekonstruierten Windfeldes.
Längen-

















(c) Abweichungen der La¨ngen (Geschwindigkeitsbetra¨ge)
zwischen den Vektoren des vorgegebenen und des aus
pbs5-Intensita¨ten mittels KK rekonstruierten Wind-
feldes.
Richtungs-



















(d) Abweichungen der Richtungen zwischen den Vekto-
ren des vorgegebenen und des aus pbs5-Intensita¨ten
mittels KK rekonstruierten Windfeldes.
Abbildung 5.7: Relative Abweichungen der Geschwindigkeitsbetra¨ge (oben links; in m/s) zwischen dem opti-
malen Windfeld aus MGLET und dem mittels KK aus den Photoelektronenzahlen berechneten
Windfeld mit zugeho¨rigen relativen Abweichungen der Windrichtungen (oben rechts; in rad).
Die unteren Bilder zeigen das Gleiche wie die oberen, nur fu¨r pbs5-Intensita¨ten.
mehr als 5.0 ms oder 0.8 rad abweichen, entfernt wurden. Anders sieht es bei den PE-Bildern aus,
wo Rauschen explizit beru¨cksichtigt wird. Hier gibt es kaum noch anna¨hernd korrekte Windvekto-
ren, was Abb. 5.17(d) verdeutlicht. Die WSh ist deutlich weniger zur Rekonstruktion wirbelfo¨rmiger
Windfelder geeignet als die KK. Auf eine Darstellung der Fehleranalyse wird hier deswegen verzichtet.
Man kann mit WSh aber auf deutlich kleineren Templates und damit schneller teilweise brauchbare
Shift-Resultate erzielen.
Insgesamt zeigen die Ergebnisse der Simulationen eines RSL fu¨r Windmessungen mittels obigen
Beweisprinzips in diesem Fall die Machbarkeit der Detektion der Rotationsbewegung der Wirbel,
v. a. mit dem KK-basierten Algorithmus. Die Fehler fu¨r die aus den Ru¨ckstreuprofilen mit KK re-
konstruierten La¨ngen und Richtungen der Windvektoren sind bei hoher Auflo¨sung (193× 129 Pixel)
v. a. fu¨r die Intensita¨ten recht gering; auch die Vektorrekonstruktion fu¨r die PE funktioniert bis auf
die Wirbelkern-nahen Bereiche ganz gut, siehe Abb. 5.13, 5.14 und 5.15 . Die Zahl der Windvektoren
pro Messebene ist bezogen auf die Messanforderungen mehr als ausreichend. Die Windkomponente
in Flugrichtung (optische w-Komponente) kann mit dieser Messmethode nicht durch Simulation mit
den Auswertealgorithmen bestimmt werden und du¨rfte im Flug auch nur schwer messbar sein.
Eine Hauptschwierigkeit dieser Art eines RSL du¨rfte in der Realita¨t die Notwendigkeit vieler
hochauflo¨sender Schichtmessungen in sehr kurzen Zeitabsta¨nden sein, da die KK-Algorithmen zur
Windberechnung nur fu¨r extrem kurze Zeitintervalle (0.05 ≤ ∆t ≤ 0.2 Sekunden in unserem Fall;
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(a) Abweichungen der La¨ngen (Geschwindigkeitsbetra¨ge)
zwischen den Vektoren des aus den Extinktionsprofi-
len und des aus PE-Zahlen mittels KK rekonstruier-
ten Windfeldes.
Richtungs-



















(b) Abweichungen der Richtungen zwischen den Vekto-
ren des aus den Extinktionsprofilen und des aus PE-
Zahlen mittels KK rekonstruierten Windfeldes.
Längen-



















(c) Abweichungen der La¨ngen (Geschwindigkeitsbetra¨ge)
zwischen den Vektoren des aus den Extinktionsprofi-
len und des aus pbs5-Intensita¨ten mittels KK rekon-
struierten Windfeldes.
Richtungs-



















(d) Abweichungen der Richtungen zwischen den Vekto-
ren des aus den Extinktionsprofilen und des aus pbs5-
Intensita¨ten mittels KK rekonstruierten Windfeldes.
Abbildung 5.8: Relative Abweichungen der mittels KK berechneten Geschwindigkeitsbetra¨ge (oben links; in
m/s) zwischen den Windfeldern aus Extinktionsprofilen und den Windfeldern aus Photoelek-
tronenzahlen mit zugeho¨rigen relativen Abweichungen der Windrichtungen (oben rechts; in
rad). Die unteren Bilder zeigen das Gleiche wie die oberen, nur fu¨r pbs5-Intensita¨ten.
siehe auch PIV) zwischen zwei Bildern geeignet sind. Dies deckt sich aber auch mit den Messanforde-
rungen (mo¨glichst 10Hz, also 20 Messungen pro Sekunde). Auch wenn die Bewegung der Streuer fu¨r
derart kleine ∆t kaum sichtbar ist, ko¨nnen die KK- und WSh-Algorithmen sie detektieren; Rauschen
beliebiger Form wa¨hrend der Messung sorgt aber zum Teil fu¨r große Berechnungsfehler.
Eine ra¨umliche Auflo¨sung von 0.5m (d. h. 193× 129 Pixel) ist mindestens notwendig, um die Ro-
tationseigenschaft der Wirbel detektieren zu ko¨nnen. Dies zeigen auch die eher schlechten Ergebnisse
bei 1m (105 × 65 Pixel) von oben. In PIV-Labormessungen und unter geeigneteren Messgeome-
trien als der hier notwendigen sind gewo¨hnlich Streuverteilungen weitaus ho¨herer Auflo¨sungen auf
ICCD-Kameras in Echtzeit messbar (Raffel et al., 2007).
Simulationen fu¨r ku¨rzere Messdistanzen (z. B. 120m zu t1 und 110m zu t2 = t1 + 0.1 s bei einer
angenommenen Fluggeschwindigkeit von vA/C = 100
m
s ) ergaben bei Tag keine Verbesserungen, da
durch Vergro¨ßerung der Winkel das MZI entsprechend verku¨rzt werden muss (bei 1m transversaler
Auflo¨sung der Messschichten auf 2m zentraler Messtiefe und bei 0.5m Auflo¨sung auf 1m Messtiefe),
wodurch weniger ru¨ckgestreute Photonen im Receiver ankommen. Schlimmer ist aber die notwendige
Vergro¨ßerung des RFOV und des EFOV, durch die zwar einerseits wegen ku¨rzerer Messdistanz um
einen quadratischen Faktor mehr Photonen eingefangen werden (hier im Vergleich zu 235m bzw.
250m Messentfernung etwa viermal so viele), dafu¨r aber tagsu¨ber auch entsprechend mehr solare
Photonen, was den Vorteil der verku¨rzten Distanz wieder zunichtemacht.
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Extinktion


















(a) Extinktionsprofil zum Zeitpunkt t1.
Extinktion


















(b) Extinktionsprofil zum Zeitpunkt t2.
Abbildung 5.9: Extinktionsprofile zu Zeitpunkten t1 und t2 = t1+0.1 s in 500m Flugho¨he und bei λ = 532 nm
fu¨r eine einzelne Schicht bei erho¨hter ra¨umlicher Auflo¨sung von 0.5m, d. h. 193× 129 Pixeln.
Unterschiede sind ho¨chstens in den dunkelgelben Zentren der Wirbelverteilungen sichtbar.























(a) Vorgegebenes Windfeld aus MGLET.
Vektorlängen mit Shift-Vektoren
Vektor-





















(b) Mittels KK rekonstruiertes Windfeld.
Abbildung 5.10: u- und v-Komponenten des vorgegebenen (links) und des aus den Extinktionsprofilen von
Abb. 5.9 mittels KK rekonstruierten (rechts) Windfeldes bei 0.5m transversaler Auflo¨sung.
Fehler der Vektor-Längen
Längen-





















(a) La¨ngenabweichungen ∆v zwischen den Vektoren des
optimalen und rekonstruierten Windfeldes.
Fehler der Vektor-Richtungen
Richtungs-



















(b) Richtungsabweichungen ∆α zwischen den Vektoren
des optimalen und rekonstruierten Windfeldes.
Abbildung 5.11: Relative Abweichungen der Geschwindigkeitsbetra¨ge (links; in m/s) zwischen dem Windfeld
aus MGLET und dem mittels KK aus den Extinktionsprofilen berechneten Windfeld mit zu-
geho¨rigen relativen Abweichungen der Windrichtungen (rechts; in rad) bei 0.5m transversaler
Auflo¨sung.
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Intensität [a.u.]




















(a) Ru¨ckgestreute, bezu¨glich Entfernung und
Messrichtung normierte Intensita¨t zum
Zeitpunkt t1 aus pbs5.
Intensität [a.u.]




















(b) Ru¨ckgestreute, bezu¨glich Entfernung und
Messrichtung normierte Intensita¨t zum



























(c) Ru¨ckgestreute, bezu¨glich Entfernung und
Messrichtung normierte Photonenzahlen zum



























(d) Ru¨ckgestreute, bezu¨glich Entfernung und
Messrichtung normierte Photonenzahlen zum
Zeitpunkt t2 aus pbs5.
Photo-



















(e) Zahl der Photoelektronen zur Zeit t1 inklusive
Rauschen.
Photo-



















(f) Zahl der Photoelektronen zur Zeit t2 inklusive
Rauschen.





























(a) Mit Kreuzkorrelation aus den Photoelektronen-
zahlen (mit Rauschen) rekonstruiertes Wind-
feld: Absolutgeschwindigkeiten mit Richtungen





























(b) Mit Kreuzkorrelation aus den Intensita¨ten der
pbs5-Simulationen rekonstruiertes Windfeld:
Absolutgeschwindigkeiten mit Richtungen von
t1 nach t2.
Abbildung 5.13: Rekonstruktion des Windfeldes wie in Abb. 5.6, aber mit 0.5m transversaler Auflo¨sung.
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Längen-


















(a) Abweichungen der La¨ngen (Geschwindigkeitsbetra¨ge)
zwischen den Vektoren des vorgegebenen und des aus
PE-Zahlen mittels KK rekonstruierten Windfeldes.
Richtungs-



















(b) Abweichungen der Richtungen zwischen den Vekto-
ren des vorgegebenen und des aus PE-Zahlen mittels
KK rekonstruierten Windfeldes.
Längen-

















(c) Abweichungen der La¨ngen (Geschwindigkeitsbetra¨ge)
zwischen den Vektoren des vorgegebenen und des aus
pbs5-Intensita¨ten mittels KK rekonstruierten Wind-
feldes.
Richtungs-



















(d) Abweichungen der Richtungen zwischen den Vekto-
ren des vorgegebenen und des aus pbs5-Intensita¨ten
mittels KK rekonstruierten Windfeldes.
Abbildung 5.14: Relative Abweichungen der Geschwindigkeitsbetra¨ge (oben links; in m/s) zwischen demWind-
feld aus MGLET und dem mit KK aus PE-Zahlen berechneten Windfeld mit zugeho¨rigen
relativen Abweichungen der Windrichtungen (oben rechts; in rad) bei 0.5m transversaler
Auflo¨sung. Die unteren Bilder zeigen das Gleiche wie die oberen, nur fu¨r pbs5-Intensita¨ten.
Bei Nacht oder ohne Sonne ha¨tte eine ku¨rzere Messdistanz aber einen Vorteil, da keine SHG vor-
handen wa¨re und damit das Signal-zu-Rauschen-Verha¨ltnis (SNR) gro¨ßer wu¨rde. Dann zeigen
sich auch in Simulationen fu¨r ein EFOV von 0.5mrad und ein Semi-RFOV von 1mrad Vorteile ge-
genu¨ber Messungen in gro¨ßerer Distanz, siehe Abb. 5.18(a) fu¨r 1m transversale Auflo¨sung. Die Zahl
mit pbs5 simulierter Photonenpfade wurde von 2 auf 3 Millionen erho¨ht, um durch die Verku¨rzung
des MZI von 2.5m auf 2m keine erho¨hte Varianz zu erhalten. Wa¨hrend die Ergebnisse fu¨r das
Windfeld aus den ru¨ckgestreuten Intensita¨ten zwischen verku¨rzter (110m und 120m) und normaler
Messdistanz (235m und 250m) sich gema¨ß der Abb. 5.18(b) und 5.6(b) kaum unterscheiden, ist der
Vorteil fu¨r die aus den PE-Zahlen rekonstruierten Windfelder fu¨r kurze Messdistanz bei Nacht (Abb.
5.18(a)) im Vergleich zu normaler Messdistanz bei Tag/Sonne (Abb. 5.6(a)) deutlich sichtbar.
Alle Parameter der Messgeometrie sowie Laser- und Detektoreigenschaften wie EFOV, RFOV
oder Messdistanz sind in allen hier gezeigten Simulationen und ihren Ergebnissen bis zu einem ge-
wissen Grad schon optimiert bzw. mo¨glichst realita¨tsnah gewa¨hlt. Der Receiver z. B. sollte mo¨glichst
klein sein, was er bei einem Radius von rR = 0.05m auch ist.
In den folgenden Abschnitten 5.2 bis 5.4 werden wir nacheinander mit der gleichen Vorgehens-
weise wie in diesem Kap. 5.1 mittels KK die Windfelder aus Ru¨ckstreuverteilungen in ca. 8500m
Flugho¨he bei λ = 532nm Laserwellenla¨nge und in 500m sowie ca. 8500m Flugho¨he bei λ = 355nm
Laserwellenla¨nge rekonstruieren, um zu untersuchen, ob auch in großer Flugho¨he und fu¨r eine au-
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Längen-


















(a) Abweichungen der La¨ngen (Geschwindigkeitsbetra¨ge)
zwischen den Vektoren des aus den Extinktionsprofi-
len und des aus PE-Zahlen mittels KK rekonstruier-
ten Windfeldes.
Richtungs-



















(b) Abweichungen der Richtungen zwischen den Vekto-
ren des aus den Extinktionsprofilen und des aus PE-
Zahlen mittels KK rekonstruierten Windfeldes.
Längen-



















(c) Abweichungen der La¨ngen (Geschwindigkeitsbetra¨ge)
zwischen den Vektoren des aus den Extinktionsprofi-
len und des aus pbs5-Intensita¨ten mittels KK rekon-
struierten Windfeldes.
Richtungs-



















(d) Abweichungen der Richtungen zwischen den Vekto-
ren des aus den Extinktionsprofilen und des aus pbs5-
Intensita¨ten mittels KK rekonstruierten Windfeldes.
Abbildung 5.15: Relative Abweichungen der mit KK berechneten Geschwindigkeitsbetra¨ge (oben links; in m/s)
zwischen den Windfeldern aus Extinktionsprofilen und denen aus PE-Zahlen mit zugeho¨rigen
relativen Abweichungen der Windrichtungen (oben rechts; in rad) bei 0.5m transversaler
Auflo¨sung. Die unteren Bilder zeigen das Gleiche wie die oberen, nur fu¨r pbs5-Intensita¨ten.
Bild 2 mit Shift-Vektoren von
t1 nach t2 aus pbs5-Simulationen
Photo-



















(a) Mittels Kreuzkorrelation aus den Photoelektronen-
zahlen (mit Rauschen) rekonstruiertes Windfeld.
Bild 2 mit Shift-Vektoren von
t1 nach t2 aus pbs5-Simulationen
Intensi-




















(b) Mittels Kreuzkorrelation aus den Intensita¨ten der
pbs5-Simulationen rekonstruiertes Windfeld.
Abbildung 5.16: Rekonstruktion des Windfeldes aus PE-Zahlen mit Rauschen (links) und aus pbs5-
Intensita¨ten ohne Rauschen (rechts) bei 0.5m ra¨umlicher Auflo¨sung. Zu fehlerhafte Vektoren
wurden entfernt.
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(a) Mit WSh-Methode aus den eingelesenen Extinktions-





























(b) Mit WSh-Methode aus pbs5-Intensita¨ten rekonstru-
iertes Windfeld: Absolutgeschwindigkeiten mit Rich-
tungen von t1 nach t2.
Bild 2 mit Shift-Vektoren von
t1 nach t2 aus pbs5-Simulationen
Intensi-




















(c) Mit WSh-Methode aus pbs5-Intensita¨ten (ohne Rau-
schen) rekonstruiertes Windfeld.
Bild 2 mit Shift-Vektoren von
t1 nach t2 aus pbs5-Simulationen
Photo-



















(d) Mit WSh-Methode aus den Photoelektronenzahlen
(mit Rauschen) rekonstruiertes Windfeld.
Abbildung 5.17: Rekonstruktion des Windfeldes mit der WSh-Methode aus Extinktionsprofilen (links oben),
pbs5-Intensita¨ten (rechts oben und links unten) und PE-Zahlen mit Rauschen (rechts unten)
bei 0.5m transversaler Auflo¨sung. Vektoren, die vom vorgegebenenWindfeld aus Abb. 5.10(a)
um mehr als 5.0 m
s






























(a) Mit KK aus den Photoelektronenzahlen (Rauschen
ohne solare Photonen, da bei Nacht) rekonstruiertes
Windfeld: Absolutgeschwindigkeiten mit Richtungen





























(b) Mit KK aus den Intensita¨ten der pbs5-Simulationen
rekonstruiertes Windfeld: Absolutgeschwindigkeiten
mit Richtungen von t1 nach t2.
Abbildung 5.18: Rekonstruktion des Windfeldes mittels Kreuzkorrelation aus Photoelektronenzahlen mit Rau-
schen bei Nacht (links) und aus pbs5-Intensita¨ten ohne Rauschen (rechts). Die transversale
ra¨umliche Auflo¨sung war 1m (wie in Abb. 5.6). Die Messdistanz war hier auf 120m bei t1
und 110m bei t2 verku¨rzt, wodurch das EFOV und RFOV entsprechend vergro¨ßert wurde.
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gensicherere Wellenla¨nge akzeptable Messergebnisse zu erwarten sind. Dazu werden die Extinktion
und die Streueigenschaften (Mueller-Matrizen) mit der Flugho¨he und Wellenla¨nge variiert.
5.2 Ru¨ckstreulidar in großer Flugho¨he bei 532 nm Wellenla¨nge
In gro¨ßerer Flugho¨he tritt vermehrt Streuung an Eispartikeln auf. Ihr Streuverhalten wird (wie
in Kap. 5.1 erla¨utert) durch Mueller-Matrizen prolater Zylinder (M180.sp) beschrieben, siehe auch
Abb. 5.26(a) und 5.27(b). Bei gleichbleibendem λ = 532nm ist in großer Flugho¨he das Extinkti-
onsvermo¨gen und damit das Streuvermo¨gen reduziert, vgl. Abb. B.1. Wir betrachten wieder eine
Messung bei 1m transversaler Auflo¨sung in normaler Entfernung (235m bzw. 250m) mit den glei-
chen Parametern wie oben in Kap. 5.1 (Abb. 5.1 bis 5.8), nur eben mit Mueller-Matrix M180.sp und
mit mittlerer Extinktion nach Vaughan et al. (1998) von α(532 nm, 8500m Ho¨he) ≈ 0.0055 km−1.
Die in pbs5 eingelesenen Extinktionsprofile haben eine maximale Extinktion von 0.0083 km−1, und
ihr Mittelwert entspricht etwa 0.005 km−1. Man konnte aus den Simulationen in Bodenna¨he (Kap.
5.1) bereits abscha¨tzen, dass 200 ru¨ckgestreute Photonen in Wirbelkernumgebung (also ca. 100 PE)
pro Messrichtung das Minimum darstellen, um unter den Annahmen an das Rauschen akzeptable Er-
gebnisse fu¨r den Wind zu bekommen. Doch selbst bei 25-facher Pulsenergie von 25 ·0.5mJ = 12.5mJ
pro Messrichtung im Vergleich zu den Simulationen in Bodenna¨he erha¨lt man hier in 8500m Ho¨he
maximal vo¨llig unzureichende 50 Photonen (ca. 25-30 PE), was insgesamt stark verrauschte PE-
Bilder zu t1 und t2 liefert (siehe Abb. 5.19(a) fu¨r t1). Die solare Photonenzahl ist etwa die gleiche
wie in 500m Flugho¨he (maximal 54 statt 51; 20 solare Photonen im Mittel angenommen).
Außerdem hat man durch M180.spmehr Mehrfachstreuung und etwa 5-mal weniger Ru¨ckstreuung
im Vergleich zu J4.sp. Dies zeigt sich, wenn man das Extinktionsprofil in Bodenna¨he (Kap. 5.1, Abb.
5.1) mit α(532 nm, 500m Ho¨he) ≈ 30·α(532 nm, 8500m Ho¨he) zusammen mit den Mueller-Matrizen
M180.sp verwendet. Dann hat man bei normaler Pulsenergie von 0.5mJ pro Richtung statt vorher
maximal ca. 200 Photonen in 500m Ho¨he (siehe Abb. 5.4(c) bzw. 5.4(d)) nur noch maximal 40 Pho-
tonen. Dies wa¨ren dann maximal ca. 25 PE, was indiskutable Ergebnisse liefern wu¨rde. Abbildung
5.19(b) zeigt dagegen ein mit KK rekonstruiertes Windfeld bei 5-facher Pulsenergie von 2.5mJ je
Richtung. Die PE-Zahl betra¨gt in den Bildern dann maximal etwa 120 (nicht gezeigt), doch selbst
die erho¨hte Pulsenergie reicht hier nicht aus, um gute Ergebnisse zu erzielen. Man wu¨rde hier mit
einem 10W Laser gerade mal ein halbes Windfeld pro Sekunde messen, also viel zu wenig gema¨ß der
Messanforderungen von Tab. 1.1. Simulationen mit ho¨herer Auflo¨sung machen hier wenig Sinn, da
noch mehr Laserenergie dazu no¨tig wa¨re. Dennoch kann die Simulation mit hoher Extinktion einer
Messung in 8500m Ho¨he in einer dichteren Eiswolke entsprechen. Bei 355 nm Wellenla¨nge wu¨rde man
gema¨ß Abb. B.1 mehr ru¨ckgestreute Photonen empfangen (siehe unten).
Eine weitere Simulation untersucht das Ru¨ckstreuverhalten und die Windfeld-Rekonstruktion an-
hand einer Rayleigh-Mueller-Matrix (allgemein bei Hansen und Travis (1974) oder Abb. 5.26(a) und
5.27(c)). Die Extinktion kann als in 8500m Ho¨he in klarer Luft realistisch angesehen werden, da
sie nur maximal 0.017 km−1 (also doppelt so viel wie oben) betra¨gt. Unter sonst gleichen Messpa-
rametern wie oben wird die Varianz durch 8 Millionen simulierte Photonenpfade ausreichend gering
gehalten. Die Pulsenergie je Richtung betra¨gt hier wieder 0.5mJ. Die Rayleigh-Streumatrix liefert
hier bis zu 400 PE (siehe Abb. 5.20(a)), wodurch auch die Auswertung mit KK sehr gute Ergebnisse
liefert (siehe Abb. 5.20(b)). Deshalb halten sich auch die Abweichungen in Grenzen: Abb. 5.20(c)
zeigt die relativ niedrigen Vektorla¨ngenabweichungen zwischen Windfeld aus Extinktionsprofil und
Windfeld aus PE (wie in Abb. 5.8(a)) und Abb. 5.20(d) die zugeho¨rigen Vektorrichtungsabweichun-
gen (wie in Abb. 5.8(b)).
Außerdem wurde noch eine Simulation mit 0.5m transversaler Auflo¨sung fu¨r eine sehr hohe
Extinktion von maximal 1.25 km−1, wie sie fu¨r Kondensstreifen oder Zirren u¨blich ist, durchgefu¨hrt.
Als Mueller-Matrix kommt wieder M180.sp (prolate Zylinder) zum Einsatz.
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(a) Zahl der Photoelektronen zum Zeitpunkt t1 aus pbs5
inklusive Rauschen bei 25-facher Pulsenergie von
12.5mJ pro Messrichtung und mittlerer Extinktion





























(b) Mit KK aus PE-Zahlen rekonstruiertes Windfeld bei
hoher mittlerer Extinktion von 0.15 km−1 wie in
500m Flugho¨he, aber Mueller-Matrix M180.sp und
5-facher emittierter Pulsenergie von 2.5mJ: Absolut-
geschwindigkeiten mit Richtungen von t1 nach t2.
Abbildung 5.19: Photoelektronenzahl bei geringer Extinktion (links) und rekonstruiertes Windfeld (rechts) bei
hoher Extinktion fu¨r Mueller-Matrix M180.sp.
Vom Institut fu¨r Physik der Atmospha¨re wurde (zum Teil in Kooperation mit anderen For-
schungseinrichtungen) eine Reihe von In-Situ-Messungen der Eigenschaften von Streuteilchen in der
Atmospha¨re durchgefu¨hrt. Unter anderem wurden dabei in den Experimenten SULFUR 1-7 die Eigen-
schaften von Aerosolpartikeln und der Kondensstreifenbildung aus Flugzeugabgasfahnen untersucht
(Schumann et al., 2002). Jedes der In-Situ-Messgera¨te kann jeweils nur Teilchen mit einem gewissen
minimalen und maximalen Durchmesser erfassen. Daraus kann dann eine Teilchengro¨ßenverteilung in
Abha¨ngigkeit vom Durchmesser angegeben werden. Petzold und Schro¨der (1998) z. B. zeigen einige
solche aus Messungen bestimmte Verteilungen fu¨r Aerosole aus Flugzeugabgasen.
Generell la¨sst sich feststellen, dass die Durchmesser der Aerosolpartikel aus Flugzeugabgasen
je nach emittierendem Flugzeugtyp, Flugbedingungen oder Zeit zwischen Emission und Messung
stark variieren. In einer Messung wurde die mittlere Mode von Eiskristallen in jungen Abgasfahnen
zu 1µm bestimmt, die Teilchengro¨ßenverteilungen variierten aber zwischen dem Zentrum und den
Randbereichen der Abgasfahne stark (Schumann et al., 2002).
Durch neuere In-Situ-Messungen wa¨hrend der CONCERT-Kampagne konnten Extinktion und
optische Tiefe von 14 jungen (weniger als 10 Minuten alten) Kondensstreifen 9 verschiedener Flug-
zeuge ermittelt werden (Voigt et al., 2011). Davon wurden 6 Kondensstreifen in wolkenfreier Luft
beobachtet, wa¨hrend alle anderen in du¨nne Zirruswolken eingebettet waren. Die Kondensstreifen
wurden bei Temperaturen von 214-224K und Flugho¨hen von 8.8-11.1 km untersucht. Es wurde unter
Annahme nicht-spha¨rischer Partikel mit einem Brechungsindex von 1.31 (Eis) ein effektiver Radius
von rEff = 2.9µm mit einem Seitenverha¨ltnis von 0.5 ermittelt. In weniger als 180 Sekunden al-
ten Kondensstreifen wurden Eiskristalle mit rEff = 1 − 3µm gemessen (Voigt et al., 2010). All das
deckt sich einigermaßen mit den Eigenschaften unserer Mueller-Matrix M180.sp prolater Zylinder
mit d/l = 0.5, rEff = 1.0160µm und komplexem Brechungsindex von Eis (1.312 + i · 2.553 · 10−9).
Eine ausfu¨hrliche Analyse der variierenden Teilchenformen und -gro¨ßen in Zirren und Kondens-
streifen unter Beru¨cksichtigung von Messdaten findet sich bei Schumann et al. (2011). Die mittleren
Radien der Streuteilchen in Zirren und Kondensstreifen wachsen mit fortschreitender Zeit nach der
Emission an und ko¨nnen (viel) gro¨ßer als 1µm werden (siehe etwa Voigt et al. (2010) und darin zitier-
te Literatur). Im Allgemeinen kann man bei Lidar-Messungen vor einem Flugzeug nicht auf so große
Streupartikel aus einem vorausfliegenden Flugzeug hoffen, sondern muss sich an den Extinktionen
fu¨r klare Luft und den Streueigenschaften fu¨r Partikel mit rEff ≤ 1µm orientieren.
Der Extinktionskoeffizient berechnet sich aus Messungen durch das Integral u¨ber das Produkt
aus projeziertem Teilchenquerschnitt und der gro¨ßenabha¨ngigen Extinktionseffizienz Qext bei sicht-
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(a) Zahl der Photoelektronen zum Zeitpunkt t1 aus pbs5






























(b) Mittels Kreuzkorrelation aus den Photoelektronen-
zahlen rekonstruiertes Windfeld: Absolutgeschwin-
digkeiten mit Richtungen von t1 nach t2.
Längen-

















(c) Abweichungen der La¨ngen (Geschwindigkeitsbetra¨ge)
zwischen den Vektoren des aus den Extinktionsprofi-
len und des aus PE-Zahlen mittels KK rekonstruier-
ten Windfeldes.
Richtungs-



















(d) Abweichungen der Richtungen zwischen den Vekto-
ren des aus den Extinktionsprofilen und des aus PE-
Zahlen mittels KK rekonstruierten Windfeldes.
Abbildung 5.20: PE-Zahlen (links oben), rekonstruiertes Windfeld (rechts oben) sowie zugeho¨rige Abweichun-
gen zwischen dem Windfeld aus Extinktionen und dem aus PE-Bildern bezu¨glich La¨nge (links
unten) und Richtung (rechts unten) bei geringer mittlerer Extinktion von ca. 0.01 km−1 in
8500m Flugho¨he fu¨r eine Rayleigh-Mueller-Matrix.
baren Wellenla¨ngen (550 nm) 6. Eine Wahrscheinlichkeitsdichtefunktion der Extinktion ergab einen
mittleren Wert von α = 1.2 (0.7) km−1 (Voigt et al., 2011). Der Maximalwert von α in der na¨chsten
Simulation wird bei 1.25 km−1 und der Mittelwert unter 1 km−1 liegen, was gut mit den gemessenen
Werten u¨bereinstimmt. Die Kondensstreifen eines A340 fu¨r Teilchen gro¨ßer als 3µm zeigen Extink-
tionen bis zu 5 km−1 (Abb. 5 in Voigt et al. (2010)). Die fu¨r die RSL-Simulationen in Kap. 5 als
Extinktionsprofile verwendeten passiven Tracer-Verteilungen erlauben die Untersuchung von turbu-
lentem Transport und Mischprozessen von Eispartikeln (Misaka et al., 2012). Andererseits ko¨nnen
diese Tracer-Verteilungen mit WS, wie sie in Lidar-Messungen an Kondensstreifen (Sussmann, 1999)
visualisiert wurden, verglichen werden. Auch mit Lidar wurde die Mikrophysik der Eiskristalle in
Verbindung mit der Dynamik der Nachlaufwirbel analysiert, um den Bedeckungsgrad und die opti-
sche Dicke der Kondensstreifen genauer bestimmen zu ko¨nnen (Sussmann und Gierens, 1999).
Nun zu unserer Simulation fu¨r Kondensstreifen oder Zirren mit 0.5m transversaler Auflo¨sung bei
einer Extinktion von maximal 1.25 km−1 mit prolaten Zylindern (M180.sp) als Streuern. Fast alle
Parameter wurden wie bei den Simulationen mit 0.5m Auflo¨sung zuvor gewa¨hlt. Lediglich das MZI
wurde von 1m auf 2.5m verla¨ngert (reduziert die Varianz), die Zahl simulierter Photonenpfade je
Richtung betra¨gt wieder 2 Millionen. Die wesentlichen Ergebnisse sind in Abb. 5.21 in zu Abb. 5.20
(oben) a¨quivalenter Form dargestellt. Lediglich in und an den Wirbelkernen sowie am a¨ußeren Rand
6 Der Unterschied zwischen der Extinktion bei 532 nm Wellenla¨nge in unserer Simulation und der angegebenen
Extinktion bei 550 nm du¨rfte gering sein.
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treten gro¨ßere Fehler bei der Rekonstruktion des Windfeldes auf. Die Zahl der erhaltenen PE reicht
aber aus, um abscha¨tzen zu ko¨nnen, wo sich die Wirbel und ihre Kerne befinden.
Photo-




















(a) Zahl der Photoelektronen zum Zeitpunkt t1 aus pbs5






























(b) Mittels Kreuzkorrelation aus den Photoelektronen-
zahlen rekonstruiertes Windfeld: Absolutgeschwin-
digkeiten mit Richtungen von t1 nach t2.
Längen-

















(c) Abweichungen der La¨ngen (Geschwindigkeitsbetra¨ge)
zwischen den Vektoren des aus den Extinktionsprofi-
len und des aus PE-Zahlen mittels KK rekonstruier-
ten Windfeldes.
Richtungs-



















(d) Abweichungen der Richtungen zwischen den Vekto-
ren des aus den Extinktionsprofilen und des aus PE-
Zahlen mittels KK rekonstruierten Windfeldes.
Abbildung 5.21: PE-Zahlen (links oben), rekonstruiertes Windfeld (rechts oben) sowie zugeho¨rige Abweichun-
gen zwischen dem Windfeld aus Extinktionen und dem aus PE-Bildern bezu¨glich La¨nge (links
unten) und Richtung (rechts unten) bei starker Extinktion eines Kondensstreifens von ca.
1 km−1 in 8−11 kmFlugho¨he fu¨r prolate Zylinder (M180.sp) bei 0.5m transversaler Auflo¨sung.
Zusammenfassend kann man bislang sagen, dass die Energie heutiger Spitzen-Laser fu¨r Lidar-
messungen ho¨chstens fu¨r 1 bis 2 volle Windfelder pro Sekunde reichen du¨rfte. Wenn man also nur
ein Windfeld messen mo¨chte, mu¨ssen zwei Messungen von Schichten in einem kurzen Zeitintervall
∆t < 0.2 s mo¨glichst mit einem Doppelpuls-Laser durchgefu¨hrt werden (Halldo´rsson et al., 2006).
5.3 Ru¨ckstreulidar in Bodenna¨he bei 355 nm Wellenla¨nge
Von Bennett et al. (2010) wurden an den Flugha¨fen von Manchester und London Heathrow mit
einem schnell scannenden Lidar bei λ = 355nm Messungen der Verteilung von Abgasfahnen von
Flugzeugen in verschiedenen Modi (z. B. Start, Landung, Landeanflug, etc.) durchgefu¨hrt. Es wurde
seitlich zur Start- und Landebahn gemessen, wodurch sich Schichtbilder a¨hnlich den hier simulierten
ergaben. Eine wesentliche Erkenntnis war das geringe Ru¨ckstreuvermo¨gen der Laserphotonen aus den
Abgasfahnen. Der verwendete Scanner ist fu¨r unsere Anforderungen viel zu langsam (1 Scan dauerte
2 s) und das ra¨umliche Auflo¨sungsvermo¨gen (nur 5m) reicht nicht. Die Ergebnisse lassen sich in un-
sere Simulationen nur schwer einbinden, da die Gro¨ßen und Einheiten dort andere waren. Lediglich
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die Streupartikelradien bei Landungen ko¨nnten interessant sein. Dort vermischt sich der Rauch des
Reifenabriebs mit den Abgasfahnen. Dies wird bei uns aber nicht untersucht, da die Ru¨ckstreuung
bei der Landung dann viel gro¨ßer als sonst u¨blich wa¨re.
Wir wollen nun Ergebnisse von Simulationen fu¨r ein bei 355 nm Wellenla¨nge emittierendes Lidar
zeigen. Da die von L. Xu berechneten, nicht-spha¨rischen Mueller-Streumatrizen nur fu¨r λ = 532nm
vorhanden sind, mu¨ssen fu¨r Simulationen bei anderen Wellenla¨ngen (hier speziell λ = 355nm) an-
dere (nicht-spha¨rische) Mueller-Matrizen gesucht oder erzeugt werden. Dazu eignet sich z. B. das
Programm Mieschka (Rother, 2009), fu¨r das auch eine Datensammlung fu¨r Spha¨roide unterschied-
licher Streueigenschaften existiert (Schmidt et al., 2009) 7. In 500m Flugho¨he werden mit Mieschka
prolate Spha¨roide mit (außer der Wellenla¨nge) zu Xu (J4.sp) a¨quivalenten Eigenschaften gene-
riert (Brechungsindex von Aerosol: 1.53 + i · 0.008). In Kap. 5.4 (unten) brauchen wir bei 8500m
Flugho¨he noch kreisrunde Zylinder, die mit Mieschka fu¨r einen Durchmesser von 2µm bei einem
Seitenverha¨ltnis von d/l = 1 erzeugt wurden (Brechungsindex von Eis: 1.312 + i · 2.553 · 10−9).
Wie in Kap. 2.3.3 geschildert, ko¨nnen aber auch die Programme POLYMIE und POLY 3 verwendet
werden, um Streumatrizen zu kreieren. Hier wird in 500m Ho¨he eine Mueller-Matrix aus POLYMIE von
Dunst Typ L mit den Parametern a = 4.9757 · 106, b = 15.1186, α = 2, γ = 0.5, N = 100 cm−3 und
Modenradius rc = 0.07µm bei einem Brechungsindex von nBr = 1.537−i·0.008 und bei λ = 355nm fu¨r
variable r verwendet (siehe auch Gl. (2.62)). Eine weitere Mueller-Matrix zur Simulation der Streuung
in einer Wasserwolke wird mittels POLY 3 erzeugt. Bei λ = 355nm und einem Brechungsindex von
nBr = 1.33 − i · 1.0 · 10−5 wird eine Lognormalverteilung mit einem Median des Partikelradius von
10µm und einer Standardabweichung von 3µm hergestellt.
Die Phasenfunktionen bzw. Streuintensita¨ten der eben beschriebenen Mueller-Matrizen sind in
den Abb. 5.26(b) bzw. 5.28 dargestellt.
Die Zahl solarer Photonen betra¨gt bei λ = 355nm nach Gl. (5.2) und (5.3), und sonst gleichen
Parametern wie bei 532 nm nur noch maximal 24 (23) Photonen bei 500m (8500m) Flugho¨he. Es
werden also wieder gleichma¨ßig 20 Photonen je Richtung zu den ru¨ckgestreuten Laser-Photonen als
Rauschen addiert. Die transversale ra¨umliche Auflo¨sung wird im Folgenden generell hoch sein (0.5m),
also wieder 193×129 Messrichtungen (Pixel). Die Pulsenergie bleibt konstant bei 0.5mJ je Richtung.
Wir zeigen in Abb. 5.22 zuna¨chst Ergebnisse aus pbs5-Simulationen mit POLYMIE Dunst Typ L
Mueller-Matrizen bei λ = 355nm in 500m Ho¨he bei mittlerer Extinktion von etwa 0.3 km−1 in klarer
Luft nach Vaughan et al. (1998). Aufgrund der vielen ru¨ckgestreuten Photonen und damit vielen
vorhandenen PE ist das Rauschen sehr gering (Abb. 5.22(a)). Dadurch la¨sst sich auch das Windfeld
bis auf die Wirbelzentren sehr genau rekonstruieren (Abb. 5.22(b), 5.22(c) und 5.22(d)) .
Als Na¨chstes untersuchen wir eine Wasserwolke mit der Mueller-Matrix fu¨r lognormalverteiltes
Wasser aus POLY 3 von oben. Da eine typische Wasserwolke eine optische Tiefe (Dicke) von 5-50
und eine geometrische Dicke (Ho¨he) von 0.5-6.0 km aufweisen kann (Schumann et al., 2012), wird
hier der Extinktionskoeffizient der simulierten Wasserwolke als maximal ca. 5 km−1 abgescha¨tzt (die
Umgebung der zu messenden Schichten bekommt in dieser pbs-Simulation auch eine hohe Extinktion
von 3 km−1, anders als sonst, wo die Umgebungsextinktion konstant nur 0.1 km−1 ist). Der effektive
Radius der Partikel einer Wasserwolke betra¨gt laut Schumann et al. (2012) 5-15µm . Der mittlere
Wert 10µm wurde hier fu¨r die lognormalverteilten Wasser-Streumatrizen verwendet (siehe oben).
Die Untergrenze einer Wasserwolke beginnt in der Regel bei einer Ho¨he von 1− 2 km. Durch die im
Vergleich zu den Simulationen mit Dunst sogar noch erho¨hte Photoelektronenzahl fu¨r die Wasserwolke
sind die Resultate sogar noch etwas besser (siehe Abb. 5.23).
Als letzter Fall wird Ru¨ckstreuung bei λ = 355nm und geringer Flugho¨he von 500m anhand
oben beschriebener Mueller-Matrix fu¨r prolate Spha¨roide aus Mieschka (von Rother) untersucht.
Die Extinktion betra¨gt wie oben bei Dunst im Mittel nur (fu¨r klare Luft u¨bliche) 0.3 km−1. Bei sonst
gleichen Parametern erha¨lt man fu¨r die hier verwendete Mueller-Matrix im Vergleich zu der von L.
7 Alternativen wa¨ren z. B. auch die T-Matrix-Progamme nach Mishchenko et al. (2000) oder von Doicu et al. (2006).
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(a) Zahl der Photoelektronen zum Zeitpunkt t1 inklusive






























(b) Mittels Kreuzkorrelation aus den Photoelektronen-
zahlen rekonstruiertes Windfeld: Absolutgeschwin-
digkeiten mit Richtungen von t1 nach t2.
Längen-

















(c) Abweichungen der La¨ngen (Geschwindigkeitsbetra¨ge)
zwischen den Vektoren des aus den Extinktionsprofi-
len und des aus Photoelektronenzahlen mittels KK
rekonstruierten Windfeldes.
Richtungs-



















(d) Abweichungen der Richtungen zwischen den Vek-
toren des aus den Extinktionsprofilen und des aus
Photoelektronenzahlen mittels KK rekonstruierten
Windfeldes.
Abbildung 5.22: Photoelektronenzahlen (links oben), rekonstruiertes Windfeld (rechts oben) sowie zugeho¨rige
Abweichungen zwischen dem Windfeld aus Extinktionen und dem aus PE-Bildern bezu¨glich
La¨nge (links unten) und Richtung (rechts unten) bei Extinktion in klarer Luft von ca. 0.3 km−1
in 500m Ho¨he fu¨r Dunst Typ L (POLYMIE) bei 0.5m transversaler Auflo¨sung.
Xu bei 532 nm erzeugten (J4.sp) weniger ru¨ckgestreute Photonen, obwohl bei 355 nm Wellenla¨nge
eigentlich durch die ho¨here Extinktion in 500m Ho¨he mehr Photonen ru¨ckgestreut werden sollten.
Man sieht also, dass je nach verwendetem T-Matrix-Programm zur Erzeugung der Mueller-Matrizen
durchaus sich stark unterschiedlich verhaltende Streumatrizen entstehen ko¨nnen. Die Signalanalyse
fa¨llt beim hier untersuchten Fall bei weniger als 80 Ladungstra¨gern pro Richtung und damit hohem
Rauschen eher schlecht aus (siehe Abb. 5.24).
5.4 Ru¨ckstreulidar in großer Flugho¨he bei 355 nm Wellenla¨nge
Abschließend noch ein Simulationsbeispiel bei λ = 355nm in u¨ber 8000m Flugho¨he anhand eines
Kondensstreifens, so wie oben fu¨r λ = 532nm gezeigt (siehe Abb. 5.21). Die Extinktion ist mit einem
Maximalwert von 1.25 km−1 wieder sehr hoch. Als Mueller-Matrizen kommen die oben erwa¨hnten,
mit Mieschka berechneten, kreisrunden Zylinder zum Einsatz. Hier zeigt sich der deutliche Vorteil
einer ku¨rzeren Wellenla¨nge in Form einer ca. viermal ho¨heren LT-Anzahl, vgl. Abb. 5.25(a) mit Abb.
5.21(a) von oben 8. Das Windfeld la¨sst sich bis auf die Wirbelkerne (und teilweise den oberen Rand)
recht ordentlich rekonstruieren, siehe Abb. 5.25(b) bis 5.25(d). Die Ergebnisse wa¨ren in klarer Luft
bei 8500m Flugho¨he selbst bei 355 nm und einer mittleren Extinktion von 0.027 km−1 (u¨ber 30-mal
8 Hier scheint also durch die mit Mieschka berechnete Mueller-Matrix fu¨r Zylinder mehr Ru¨ckstreuung als fu¨r die
M180.sp-Matrix fu¨r 532 nm vorhanden zu sein.
123
5. Simulationen der Signale eines Ru¨ckstreulidars zur Messung des transversalen Windes von
Wirbelschleppen vor Flugzeugen
Photo-



















(a) Zahl der Photoelektronen zum Zeitpunkt t1 inklusive






























(b) Mittels Kreuzkorrelation aus den Photoelektronen-
zahlen rekonstruiertes Windfeld: Absolutgeschwin-
digkeiten mit Richtungen von t1 nach t2.
Längen-

















(c) Abweichungen der La¨ngen (Geschwindigkeitsbetra¨ge)
zwischen den Vektoren des aus den Extinktionsprofi-
len und des aus Photoelektronenzahlen mittels KK
rekonstruierten Windfeldes.
Richtungs-



















(d) Abweichungen der Richtungen zwischen den Vek-
toren des aus den Extinktionsprofilen und des aus
Photoelektronenzahlen mittels KK rekonstruierten
Windfeldes.
Abbildung 5.23: PE-Zahlen (links oben), rekonstruiertes Windfeld (rechts oben) sowie zugeho¨rige Abweichun-
gen zwischen dem Windfeld aus Extinktionen und dem aus PE-Bildern bezu¨glich La¨nge (links
unten) und Richtung (rechts unten) bei Extinktion einer Wasserwolke von maximal ca. 5 km−1
in u¨ber 1000m Ho¨he mit Mueller-Matrix aus POLY 3 bei 0.5m transversaler Auflo¨sung.
niedriger als fu¨r den Kondensstreifen) sehr schlecht, deshalb wird dieser Fall auch nicht analysiert.
Zusammenfassend la¨sst sich fu¨r die Kap. 5.1 bis 5.4 sagen, dass prinzipiell außerhalb der Wir-
belkerne eine Pra¨zision von mindestens 2 ms bezu¨glich der Windvektorla¨ngen inklusive unkritischer
Richtungsfehler fu¨r eine Ebene transversal zur Flugrichtung erreichbar ist. Allerdings wird man mit
dem heutigen Stand der Technik maximal ein bis zwei derartige Windfeldebenen vollsta¨ndig messen
ko¨nnen. Man wu¨rde aber mit einem RSL-System wie dem hier simulierten unter Umsta¨nden ein
wesentlich gro¨ßeres Stu¨ck na¨her an die Anforderungen herankommen als mit einem DWL.
Es ist auch mo¨glich, die RSL-Geometrie an die Anforderungen anzupassen. Ein einzelner 2D
Windvektor la¨sst sich mit KK und WSh generell auf einem einzelnen Tp mit 8 × 8 bis 32 × 32
Pixeln (d. h. Messrichtungen) berechnen. Man kann also durchaus bei weniger Messrichtungen mehr
Photonen in jede einzelne Richtung emittieren oder mehr Schichten pro Sekunde messen. Jedoch
kann man dann nur einen sehr kleinen Ausschnitt der hier simulierten Messebenen, die beide Wirbel
erfassen, scannen und erha¨lt somit wenig Information. Oder aber man bildet gleichma¨ßig u¨ber das Bild
verteilt nur z. B. 16× 16 Tp bei 0.5m Auflo¨sung und berechnet pro Ebene nur 20 2D Windvektoren.
Dann ha¨tte man nur 5120 statt 24897 Messrichtungen, so dass nur ein Fu¨nftel der Laserenergie no¨tig
wa¨re. Das heißt, man ko¨nnte fu¨nfmal so viele Ebenen mit dann pro Ebene nur 20 Windvektoren
messen. Allerdings verliert man die U¨berlappbereiche der einzelnen Tp, d. h. die Ru¨ckstreuintensita¨t
jeder Messrichtung wird in der Regel nur fu¨r ein Tp und nicht fu¨r mehrere verwendet.
Die verbesserte Ru¨ckstreuung bei λ = 355nm bezahlt man momentan noch mit einer durch eine
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(a) Zahl der Photoelektronen zum Zeitpunkt t1 aus pbs5






























(b) Mittels Kreuzkorrelation aus den Photoelektronen-
zahlen rekonstruiertes Windfeld: Absolutgeschwin-
digkeiten mit Richtungen von t1 nach t2.
Längen-


















(c) Abweichungen der La¨ngen (Geschwindigkeitsbetra¨ge)
zwischen den Vektoren des aus den Extinktionsprofi-
len und des aus Photoelektronenzahlen mittels KK
rekonstruierten Windfeldes.
Richtungs-



















(d) Abweichungen der Richtungen zwischen den Vek-
toren des aus den Extinktionsprofilen und des aus
Photoelektronenzahlen mittels KK rekonstruierten
Windfeldes.
Abbildung 5.24: PE-Zahlen (links oben), rekonstruiertes Windfeld (rechts oben) sowie zugeho¨rige Abweichun-
gen zwischen dem Windfeld aus Extinktionen und dem aus PE-Bildern bezu¨glich La¨nge (links
unten) und Richtung (rechts unten) bei Extinktion in klarer Luft von ca. 0.3 km−1 in 500m
Ho¨he fu¨r Mueller-Matrix prolater Spha¨roide nach Rother bei 0.5m transversaler Auflo¨sung.
weitere Frequenzkonversion im Vergleich zu λ = 532nm reduzierte Laserenergie. Ein Laser bei 355 nm
mit gutem Strahlprofil hat heute maximal 3-4W (Reitebuch et al., 2009, Rabadan et al., 2010).
5.5 Ru¨ckstreulidar fu¨r alternative Extinktionsverteilungen und
mehrere Messschichten zu einem Einzelzeitpunkt
Dieser letzte Unterabschnitt fasst noch einige neue Erzeugungsverfahren fu¨r alternative Extinktions-
verteilungen von Wirbeln bzw. Wirbelschleppen zusammen.
Zuna¨chst wird eine Version der Tracer-Profile aus MGLET-Simulationen von Abb. 5.9(a) und
5.9(b) (also ∆t = 0.1 s) mit versta¨rkten, punktuell hohen Extinktionskoeffizienten erzeugt. Dies
geschieht in vier Schritten:
1. Schritt:
Seien fTri,j ∈ R ∀ i = 0, . . . ,m−1, j = 0, . . . , n−1 (hier mitm = 209 und n = 129, d. h. ra¨umliche
Auflo¨sung von 0.5m) die Funktionswerte der MGLET-Tracerverteilung von Bild 1 mit Werten
wie in Abb. 3.4(a). Suche nun nach dem maximalen Funktionswert fTrmax := max
xi,yj∈N
fTri,j ∀ i, j
unter allen Funktionswerten fTri,j auf dem gesamten MGLET-Tracerbild.
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(a) Zahl der Photoelektronen zum Zeitpunkt t1 inklusive






























(b) Mittels Kreuzkorrelation aus den Photoelektronen-
zahlen rekonstruiertes Windfeld: Absolutgeschwin-
digkeiten mit Richtungen von t1 nach t2.
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(c) Abweichungen der La¨ngen (Geschwindigkeitsbetra¨ge)
zwischen den Vektoren des aus den Extinktionsprofi-
len und des aus Photoelektronenzahlen mittels KK
rekonstruierten Windfeldes.
Richtungs-



















(d) Abweichungen der Richtungen zwischen den Vek-
toren des aus den Extinktionsprofilen und des aus
Photoelektronenzahlen mittels KK rekonstruierten
Windfeldes.
Abbildung 5.25: PE-Zahlen (links oben), rekonstruiertes Windfeld (rechts oben) sowie zugeho¨rige Abweichun-
gen zwischen Windfeld aus Extinktionen und aus PE-Bildern bezu¨glich La¨nge (links unten)
und Richtung (rechts unten) bei starker Extinktion eines Kondensstreifens von ca. 1 km−1 in








































POLYMIE Dunst Typ L
(b) Phasenfunktionen von Mueller-Matrizen bei λ =
355 nm .
Abbildung 5.26: Phasenfunktionen in den Simulationen verwendeter Mueller-Matrizen fu¨r 532 nm (links) und
355 nm (rechts).
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Abbildung 5.27: Streuintensita¨ten verwendeter Mueller-Matrizen fu¨r λ = 532 nm. Intensita¨ten in Abha¨ngigkeit
vom Azimutwinkel zwischen [0◦, 360◦] und vom außer-axialen Winkel zwischen [70◦, 180◦].
(a) Prolate Spha¨roide nach Rother. (b) Kreisfo¨rmige Zylinder nach Rother.
(c) Lognormalverteiltes Wasser. (d) Dunst vom Typ L aus POLYMIE.
Abbildung 5.28: Streuintensita¨ten verwendeter Mueller-Matrizen fu¨r λ = 355 nm.
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2. Schritt:





1.0 falls (RNi,j ≥ amax) ∧ ( (fTri,j )2 > (bmax · fTrmax) ) ,
0.0 sonst ,
(5.5)
wobei die Parameter amax, bmax ∈ R frei wa¨hlbar sind. In der Verteilung von Abb. 5.29(a) waren




punktuelle“ Extinktionsverteilung von Bild 1 (wie in Abb. 5.29(a)) ergibt sich schließlich
durch
f exti,j = f
Tr
i,j + gRN ·RN
′
i,j ∀ i, j , (5.6)
mit einem frei wa¨hlbaren Gewichtungsfaktor gRN ∈ R fu¨r die punktuellen Tracer (hier ist
gRN = 1.5).
4. Schritt:
Abschließend wird die punktuelle Extinktionsverteilung der f exti,j von Bild 2 (siehe Abb. 5.29(b))
u¨ber das Windfeld von Abb. 3.4(b) aus den f exti,j -Werten von Bild 1 wie u¨blich erzeugt. Mit
einem Faktor ko¨nnen die Extinktionswerte der Bilder 1 und 2 erho¨ht oder erniedrigt werden.
Wie fru¨her kann aus den beiden Extinktionsprofilen u¨ber die Kreuzkorrelation das Windfeld von
Abb. 3.4(b) relativ gut rekonstruiert werden, siehe Abb. 5.29(c). Die Abweichungen der rekonstruier-
ten Vektorla¨ngen (Abb. 5.29(d)) und Vektorrichtungen (hier nicht dargestellt) vom urspru¨nglichen
Windfeld sind (wie zuvor) bei den Wirbelkernen und am Rand am gro¨ßsten. Das Rauschen der Lidar-
Simulation fehlt in diesen Extinktionsprofil-Darstellungen.
Als Na¨chstes werden zusammen mit einem allgemeinen Lamb-Oseen-Wirbelfeld einfache Extink-
tionsverteilungen erzeugt. Zuerst wird die Vorgehensweise zur Generierung der Extinktionsverteilung
von Abb. 5.30(a) geschildert. Die x- und y-Positionen werden so festgelegt, dass 0 nicht als x- oder
y-Wert vorkommt:
xi = 0.25−0.5∆x (m−2i) , yj = 0.25−0.5∆y (n−2j) fu¨r i = 0, . . . ,m−1, j = 0, . . . , n−1 . (5.7)
Hier betragen die Schrittweiten ∆x = ∆y = 0.5m und die Zahl der Positionen je Achse m = 160
bzw. n = 120. Zur Erzeugung der Extinktionsverteilung berechnen wir vθ aus Gl. (3.26). Die Radien






2 werden in die Formel fu¨r die Tangentialgeschwindigkeiten eines Lamb-












∀ i, j , (5.8)
wobei die Anfangszirkulation Γ0 = 458
m2
s und der Wirbel-Kernradius rc = 4.0m
9 hier beide sehr




und vi,j = −
vi,jθ xi
ri,j
∀ i, j , (5.9)
d. h. die Wirbeldrehung erfolgt im Uhrzeigersinn, siehe Abb. 5.30(c). Fu¨r die endgu¨ltige Extinktions-
verteilung von Bild 1 zum Zeitpunkt t1 gilt







)2) 12 ) ∀ i, j mit ri,j 6= 0 , (5.10)
9 Typische Werte von Wirbelkernradien im Verha¨ltnis zur Flu¨gelspannweite eines Flugzeugs findet man z. B. bei
Delisi et al. (2003).
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Extinktion






















(a) Extinktionsschicht (Profil) zum Zeitpunkt t1.
Extinktion






















(b) Extinktionsschicht (Profil) zum Zeitpunkt t2.
Vektorlängen mit Shift-Vektoren
Vektor-





















(c) Mit KK rekonstruiertes Windvektorfeld.
Längen-





















(d) Fehler der rekonstruierten Vektorla¨ngen.
Abbildung 5.29: Extinktionsschichten mit punktuellen Tracern zu Zeitpunkten t1 und t2 = t1 + 0.1 s (oben)
und mit KK ru¨ckgerechnetes Windfeld mit zugeho¨rigen La¨ngenfehlern (unten).
siehe Abb. 5.30(a) (Werte noch um einen Faktor 0.02 reduziert). Daraus ergibt sich mit der Ge-
schwindigkeitsverteilung von Abb. 5.30(c) bei einem Zeitschritt von ∆t = 0.1 s wiederum die Extink-
tionsverteilung zum Zeitpunkt t2 von Abb. 5.30(b). Die Unterschiede von Bild 1 zu Bild 2 sind mit
bloßem Auge kaum zu erkennen. Dennoch ko¨nnen sie mit der KK mit 4 × 4 Pixel großen RTp auf
8 × 8 Tp im Wesentlichen wieder korrekt rekonstruiert werden, wie Abb. 5.30(d) zeigt, bei der feh-
lerhafte Vektoren entfernt wurden. Die Fehleranalyse in den Abb. 5.30(e) und 5.30(f) weist vor allem
im Zentrum der Kleeblatt-fo¨rmigen Struktur gro¨ßere La¨ngen- und Richtungsfehler der Windvektoren
aus. Auch auf den Diagonalen sind die Fehler etwas erho¨ht. Bereiche außerhalb des
”
Kleeblatts“ sind
aufgrund der dort niedrigen Geschwindigkeiten fu¨r die Fehleranalyse eher uninteressant.




, k = 0, . . . , nr − 1 bzw. ϕl = l (ϕb − ϕa)
nϕ
, l = 0, . . . , nϕ − 1 (5.11)
die Radien bzw. Winkel eines Kreises definiert, wobei rb der maximale Radius und ϕa bzw. ϕb der
minimale bzw. maximale Winkel seien (hier rb = 30m, ϕa = 0
◦ und ϕb = 360
◦). Außerdem seien nr
und nϕ die Anzahl der Indizes (Positionen) fu¨r Radien und Winkel (hier nr = 200 und nϕ = 2880).
Fu¨r die Funktionswerte aus obigen Polarkoordinaten-Positionswerten gelte
fpolark,l =
{
fmax −∆ϕ · ϕl falls
(





wobei ra der minimale Radius, fmax der maximale Funktionswert des Spiralenwirbels, ∆ϕ ein kon-
stanter Winkelabnahmefaktor und fin der innere Funktionswert im Wirbelkern seien (hier ra = 3m,
fmax = 0.5, ∆ϕ = 0.001 und fin = 0.1).
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Durch Kombination der Radien und Winkel erha¨lt man die echten Polarkoordinaten-Positionen
xpolark,l = rk cos(ϕl) und y
polar
k,l = rk sin(ϕl) ∀ k = 0, . . . , nr − 1, l = 0, . . . , nϕ − 1 . (5.13)
Weiter ko¨nnen auch kartesische Koordinaten definiert werden:
xkarti = xlow + i∆x ∀ i = 0, . . . , nx − 1 und ykartj = ylow + j∆y ∀ j = 0, . . . , ny − 1 , (5.14)
wobei ∆x bzw. ∆y die Schrittweiten, xlow bzw. ylow die unteren Grenzen und nx bzw. ny die Anzahl
der Positionen in x- bzw. y-Richtung seien (hier ∆x = ∆y = 0.5m, xlow = ylow = −40m und
nx = ny = 161).
Um nun die zu den kartesischen Koordinaten geho¨rigen Extinktionswerte f exti,j ∈ R zu generieren,
kommt folgender kurzer Algorithmus zum Einsatz:
Sei r = 0 (r ∈ N) mit Funktionswert fr = 0 (fr ∈ R).
Seien i = 0, . . . , nx − 1 und j = 0, . . . , ny − 1.
Sei s = 0 (s ∈ N).
∀ k = 0, . . . , nr − 1 und l = 0, . . . , nϕ − 1 gelte:
Falls
(
( |xkarti − xpolark,l | ≤
∆x
2





∀ xkarti mit i = 0, . . . , nx − 1 und ykartj mit j = 0, . . . , ny − 1 .
Dann sei f exti,j := fr + f
polar





( |xkarti − xpolark,l | >
∆x
2





∀ xkarti mit i = 0, . . . , nx − 1 und ykartj mit j = 0, . . . , ny − 1 .
Dann sei f exti,j := fr und s := s . Setze fr := f
ext
i,j .




Falls |f exti,j | ≤ 0.001 : f exti,j = fout .
Setze r := r + 1 .
usw. ,
(5.15)
wobei fout der konstante Funktionswert außerhalb des Spiralenwirbels sei (hier fout = 0.05). Die
f exti,j mit i = 0, . . . , nx − 1 und j = 0, . . . , ny − 1 bilden dann die Extinktionsverteilung zum Zeit-
punkt t1 (siehe Abb. 5.31(a); Werte noch um einen Faktor 0.02 reduziert). Wie vorhin ergibt sich
mit Γ0 = 458
m2
s und dem jetzt kleineren Kernradius von rc = ra = 3m ein (etwas sta¨rkeres)
Lamb-Oseen-Windfeld gema¨ß Gl. (5.8) und (5.9), siehe Abb. 5.31(c). Daraus wird wieder bei einem
Zeitschritt von ∆t = 0.1 s ein Bild 2 erzeugt, vgl. Abb. 5.31(b). Das mit KK rekonstruierte Windfeld
(genau wie eben, ohne zu fehlerhafte Vektoren) und die Fehleranalyse sind in den Abb. 5.31(d) bis
5.31(f) dargestellt. Wie zuvor in Abb. 5.30 kann das Windfeld einigermaßen rekonstruiert werden;
gro¨ßere Fehler treten lediglich in der Mitte und auf den Diagonalen auf.
Eine erweiterte Alternative zu obigem Spiralenwirbel stellt ein sog. Logarithmischer Spira-
lenwirbel dar. Die Positionen xi und yj mit i = 0, . . . ,m − 1 und j = 0, . . . , n − 1 (hier m = 160
und n = 120) sind die gleichen wie zuvor in Gl. (5.7) definiert. Es sind wieder ∆x = ∆y = 0.5m,
Γ0 = 458
m2
s , rc = 4.0m und nϕ = 1000 die Zahl der Winkelunterteilungen. Das Lamb-Oseen-
Windfeld entspricht also dem von Abb. 5.30(c), nur dass durch Vertauschen der Vorzeichen von ui,j
und vi,j (siehe Gl. (5.9)) die Rotation nun gegen den Uhrzeigersinn erfolgt.
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(a) Extinktionsschicht (Profil) zum
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(b) Extinktionsschicht (Profil) zum
Zeitpunkt t2.





















































(d) Mit KK rekonstruiertes Windfeld:
Vektorla¨ngen mit Shift-Vektoren.
Längen-























(e) Fehler rekonstruierter Vektorla¨n-
gen.
Richtungs-























(f) Fehler rekonstruierter Vektorrich-
tungen.
Abbildung 5.30: Spezieller Einzelwirbel mit Extinktions- und Geschwindigkeitsverteilung nach Lamb-Oseen.




∀ r = 0, . . . , nϕ − 1 , (5.16)
und daraus Funktionswerte (unterteilt in fr,1 ∈ R und fr,2 ∈ R)
fr =
{
fr,1 = 1 + r γ n
−1
ϕ fu¨r r = 0, . . . , nϕ − 1 ,
fr,2 = 1 + 2 γ − (r − nϕ)n −1ϕ γ fu¨r r = nϕ, . . . , 2nϕ − 1 ,
(5.17)
wobei γ ∈ R ein beliebig wa¨hlbarer konstanter Faktor sei (hier γ = 8.0). Daraus lassen sich die
Extinktionswerte f exti,j ∈ R kreieren. Dies geschieht in zwei Schritten:
1. Schritt:
∀ j = 0, . . . , n
2
− 1
∀ i = 0, . . . ,m− 1
∀ r = 0, . . . , nϕ − 1 :
Falls ϕr ≤ arccos
(
xi





< ϕr+1 , dann: f
ext
i,j = log(fr,1) + fr,1 · vi,jθ .
(5.18)
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2. Schritt:
∀ j = n
2
, . . . , n− 1
∀ i = 0, . . . ,m− 1
∀ r = 0, . . . , nϕ − 1 :
Falls ϕr ≤ arccos
(
xi





< ϕr+1 , dann: f
ext
i,j = log(fr,2) + fr,2 · vi,jθ .
(5.19)
Dabei ist vi,jθ nach Gl. (5.8) definiert. Das so entstandene Extinktionsbild (Abb. 5.32(a); Extink-
tion hier noch um einen Faktor 0.001 erniedrigt) zur Zeit t1 wird dann gegen den Uhrzeigersinn
verschoben, wodurch man mit ∆t = 0.1 s das Extinktionsbild zur Zeit t2 erha¨lt (Abb. 5.32(b)). Die
Rekonstruktion des Windfeldes mit KK erfolgt unter den selben Bedingungen wie eben und liefert
auch a¨hnliche Ergebnisse (siehe Abb. 5.32(c)).
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(d) Mit KK rekonstruiertes Windfeld:
Vektorla¨ngen mit Shift-Vektoren.
Längen-























(e) Fehler rekonstruierter Vektorla¨n-
gen.
Richtungs-
























(f) Fehler rekonstruierter Vektorrich-
tungen.
Abbildung 5.31: Extinktionsverteilung in Form eines Spiralenwirbels, in Kombination mit einem Lamb-Oseen-
Windfeld.
Es ko¨nnen auch zwei Spiralenwirbel als Extinktionsverteilungen so konstruiert werden, dass eine
Rekonstruktion der Drehbewegung mit der GCS-Methode von Kap. 4.1.1 mo¨glich ist. Dazu werden
wieder Wirbel wie in Abb. 5.31 verwendet (lediglich die Nahtstellen sind nun von der positiven y-
zur positiven x-Achse verschoben), die mittels der Parameter aus den Gl. (5.11) bis (5.15) konstru-
iert werden. Diese Parameter sind hier fu¨r die Extinktionsbilder aus Abb. 5.33(a) und 5.33(b) im
Wesentlichen gleich: ra = 4m, rb = 30m, ϕa = 0
◦, ϕb = 360
◦, nr = 200, nϕ = 2880, ∆ϕ = 0.001,
fin = 4.7, fout = 4.5, ∆x = ∆y = 1.0m, xlow = ylow = −40m und nx = ny = 81. Unterschiedlich
zwischen beiden Bildern sind lediglich die fmax-Werte: fmax,Bild1 = 5.0 6= fmax,Bild2 = 4.9. Die so
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(a) Extinktionsschicht zu t1.
Extinktionsprofil zum Zeitpunkt t2
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(b) Extinktionsschicht zu t2.
Vektorlängen mit Shift-Vektoren
Vektor-




















(c) Mit KK rekonstruiertes Windfeld.
Abbildung 5.32: Extinktionsverteilung in Form eines logarithmischen Spiralenwirbels, in Kombination mit ei-
nem Lamb-Oseen-Windfeld.
entstandenen Extinktionsbilder ergeben bei einem Vergleich mit der GCS-Methode das Shift-Feld
von Abb. 5.33(c), wobei die dargestellten Vektoren zur besseren Sichtbarkeit um einen Faktor 50000
gestreckt wurden. Die Templates hatten eine Gro¨ße von 7× 7 Pixeln.
Durch Kombination mehrerer solcher Extinktionsprofile kann eine Art
”
Walzenraum“ mehrerer
solcher Schichten konstruiert werden.
Eine wichtige Anwendungsmo¨glichkeit ist die zeitgleiche Messung mehrerer Schichten.
Durch die Azimut- und Elevationswinkel werden die Messebenen mit zunehmender Distanz immer
gro¨ßer. Doch zuna¨chst zur Erzeugung mehrerer Extinktionsschichten aus zwei 2D Archimedischen
Spiralenwirbeln, die einen 3D Walzenraum bilden, und die unterschiedliche Radien und Extinkti-
onsverteilungen aufweisen. Als grundlegende Parameter werden hier jeweils ∀ r = 0, . . . , nϕ − 1 (nϕ
die Zahl der Unterteilungen fu¨r den polaren Winkel ϕ; hier nϕ = 10000) die
Winkel ϕr = ϕmin + r∆ϕpi ,
Funktionswerte (linker Wirbel) f1,r = f1,max − r∆f1 ,
Funktionswerte (rechter Wirbel) f2,r = f2,max − r∆f2 ,
x-Positionen (linker Wirbel) xkart1,r =
v









y-Positionen (linker Wirbel) ykart1,r =
v




− sin((ϕr + ϕShift pi) 1ρ ))+ ys,left ,
x-Positionen (rechter Wirbel) xkart2,r =
v




− cos((ϕr + ϕShift pi) 1ρ ))+ xs,right ,
y-Positionen (rechter Wirbel) ykart2,r =
v




− sin((ϕr + ϕShift pi) 1ρ ))+ ys,right
definiert, wobei ϕmin die untere Grenze fu¨r die polaren Winkel ϕ in Vielfachen von pi (hier ϕmin = 0),
∆ϕ die Schrittweite fu¨r die ϕ (hier ∆ϕ = 0.008), f1,max bzw. f2,max die Maximalwerte fu¨r die Funkti-
onswerte f1,r bzw. f2,r der Spiralen (hier f1,max = f2,max = 0.3), ∆f1 bzw. ∆f2 die Abnahmefaktoren
fu¨r die Funktionswerte f1,r bzw. f2,r (hier ∆f1 = ∆f2 = 0.000025), v die Geschwindigkeit eines Punk-
tes auf der Spirale in ms (hier v = 2
m
s ), ω die Winkelgeschwindigkeit der Spirale um das Zentrum
in s−1 (hier ω = 18 s−1), ϕShift ∈ [0, 2pi) die Phasenverschiebung der gegenla¨ufig rotierenden Wirbel
(hier ϕShift = 0.0), ρ ∈ R eine Konstante im Exponenten (hier ρ = 1.0), und xs,left, ys,left bzw. xs,right,
ys,right die Verschiebungen des linken bzw. rechten Wirbels bezu¨glich des Ursprungs (bei (0, 0)
T ) in
x- und y-Richtung (hier xs,left = −30m, xs,right = +30m und ys,left = ys,right = 0m) seien.
Als Na¨chstes definieren wir wieder die Pixel- bzw. Punkte-Positionen auf der x-,y- und z-Achse
fu¨r das Gesamtbild, wo beide Wirbel zu einem Bild vereint werden. Diese sind gegeben durch
xi = xlow + i∆x ∀ i = 0, . . . , nx ,
yj = ylow + j∆y ∀ j = 0, . . . , ny ,
zk = zlow + k∆z ∀ k = 0, . . . , nz ,
(5.20)
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wobei xlow, ylow, zlow die unteren Grenzen der jeweiligen Achsen (hier xlow = −64.5m, ylow = −37.5m,
zlow = 0m), ∆x, ∆y, ∆z die Schrittweiten (hier ∆x = ∆y = 1.5m, ∆z = 50m) sowie nx, ny, nz die
Anzahl der Positionen (hier nx = 86, ny = 50, nz = 10) in die jeweilige Richtung seien.
Sei weiter (sb : b ∈ N) eine Folge von Indizes mit sb ∈ N ∀ b ∈ N und fout ∈ R ein konstanter
Funktionswert außerhalb der Wirbel (hier fout = 0.05). Außerdem sei ϕmin,k (mit ϕmin,0 = ϕmin) fu¨r
alle k = 0, . . . , nz − 1 eine Unterteilung der ϕmin fu¨r alle z-Schichten. Nun ko¨nnen die Wirbelfunkti-
onswerte fmeani,j ∈ R (bzw. fmeanl ) mittels des folgenden Algorithmus bestimmt werden:
∀ k = 0, . . . , nz − 1 ∀ t = sk+1 − 0.5 sk, . . . , nϕ − 1
Falls
(
(k + 0.9) <
(k + 1) (ϕt − ϕmin,k)
8pi
< (k + 1.1)
)
Sei l = 0 mit l ∈ N
∀ j = 0, . . . , ny ∀ i = 0, . . . , nx : fmeani,j = 0.0
∀ j = 0, . . . , ny ∀ i = 0, . . . , nx
m = 0 mit m ∈ N




(f1,p + f2,p) und m := m+ 1 ∀ p mit




f1,p und m := m+ 1 ∀ p mit






f2,p und m := m+ 1 ∀ p mit





l ∀ p mit
( ( |xi − xkart1,p | > ∆x2 )∨( |yj − ykart1,p | > ∆y2 ) ∨ ( |xi − xkart2,p | ≤ ∆x2 ) ∧ ( |yj − ykart2,p | ≤ ∆y2 )) ,
Falls fmeanl 6= 0 : fmeanl :=
fmeanl
m
, falls fmeanl = 0 : f
mean
l := fout .
ϕmin,k+1 := ϕt , sk+2 := t ,
(5.21)
und so weiter. Insgesamt erha¨lt man dann mit den hier verwendeten Parameterwerten (in Klammern)
aus den fmeanl -Werten die Extinktionsschichten von Archimedischen Spiralenwirbeln aus Abb. 5.34
(nur 9 von 10 Profilen gezeigt; x- und y-Achse aus obigem Code in Darstellung vertauscht!), die im
Folgenden zur Simulation mehrerer Schichten gleichzeitig verwendet werden. Die Extinktionsschichten
sollen die Streuerverteilung in Wirbelschleppen eines vorausfliegenden Flugzeuges wiedergeben, die
sich mit gro¨ßer werdender Distanz hinter dem Flugzeug verbreitert. Das heißt ein nachfliegendes
Flugzeug wird zuna¨chst die Extinktionsschicht 1 aus Abb. 5.34(a) erfassen (durchfliegen), wa¨hrend
es zuletzt die noch weiter entfernte Extinktionsschicht 9 beru¨hren wird, die dem vorausfliegenden
Flugzeug noch am na¨chsten ist und deren Extinktion hier ho¨her ist.
Die Extinktionsschichten aus Abb. 5.34 werden nun in eine pbs5-RSL-Simulation eingelesen.
Das Flugzeug bzw. monostatische Lidar befindet sich in 2000m Entfernung zum vorderen Rand
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(b) Extinktionsschicht zu t2.
Bild 2 mit Shift-Vektoren
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(c) Mittels GCS-Methode rekonstru-
iertes Windfeld.
Abbildung 5.33: Zwei Spiralenwirbel mit durch GCS-Methode rekonstruierbarem Windfeld.
der ersten Extinktionsschicht (Abb. 5.34(a)). Diese Schicht hat wie jede weitere eine Dicke von 50m.
Extinktionsschicht 9 (Abb. 5.34(i)) wu¨rde sich also transversal zur Flugrichtung zwischen 2400m und
2450m entfernt vom messenden Flugzeug befinden. Die Azimutwinkel in der Simulation zu einem
festen Zeitpunkt liegen zwischen −1.74◦≤ θ ≤ 1.74◦, die Elevationswinkel zwischen −1.01◦≤ ϕ ≤
1.01◦ bei 87×51 Messrichtungen. Die MZI sind in der pbs5-Simulation so gewa¨hlt, dass sie gerade die
50m Schichten mo¨glichst vollsta¨ndig erfassen, wodurch die Varianz der Monte-Carlo-Simulation durch
das große MZI reduziert werden kann. Als Mueller-Matrizen wurden wieder die prolaten Spha¨roide
von Rother (vgl. Abb. 5.26(b) und 5.28(a)) verwendet, d. h. die simulierte Laserwellenla¨nge war
355 nm. Alle weiteren Parameter wurden wie in den Unterkapiteln zuvor u¨blich gewa¨hlt. Insgesamt
erha¨lt man dadurch die in Abb. 5.35 gezeigten normierten pbs5-Intensita¨ten fu¨r die Messschichten 1
(Abb. 5.35(a)) bis 9 (Abb. 5.35(i)). Wie man deutlich sehen kann, sind die
”
tieferen“, ho¨herdistanten
Messschichten durch die lineare Laser-Ausbreitung transversal ho¨her und breiter (der violette Rand
zeigt, dass die Breite des eingelesenen Extinktionsfeldes u¨berschritten wurde und damit von dort
keine Ru¨ckstreuung empfangen wird, da dort die Extinktion 0 ist). Dadurch werden in den tieferen
Schichten die Wirbel nur noch kleiner dargestellt als in Wirklichkeit, da die Zahl der Messpunkte
bzw. Messrichtungen fu¨r jede Ebene gleichbleibt, die Ebenen aber fla¨chenma¨ßig immer gro¨ßer werden.
Man hat hier also in gro¨ßerer Messdistanz zunehmend einen Informationsverlust.
Dennoch ko¨nnen die Unterschiede zwischen zwei beliebigen Schichten, d. h. das Wandern bzw.
Verbreitern der Streuer, z. B. mit der GCS-Methode rekonstruiert werden. Ein solches Resultat zeigt
Abb. 5.36 fu¨r einen Vergleich von Messschicht 1 und 5 fu¨r ein 10×10 Pixel umfassendes Template. Fu¨r
eine Messung bei wenig Sonneneinfluss (nur 20 solare Photonen auf Detektor bei 50m langen MZI)
und den zuvor verwendeten Rausch-Faktoren erha¨lt man fu¨r einen 11W Laser bei einer Messung pro
Sekunde lediglich noch maximal 60 PE (LT) pro Richtung (gleichbedeutend mit hohem Rauschen).
Dass man direkt einem Wirbelschleppen-erzeugenden Flugzeug hinterherfliegt, ist in dieser Darstel-
lung daran erkennbar, dass die Streuerverteilung in der weiter entfernten Messschicht noch nicht so
ausgedehnt ist wie in der na¨heren. Daher zeigen die Shift-Pfeile dann zur Mitte (vgl. Abb. 5.36(b)).
Die Messdistanz muss bei einem derartigen Detektionsverfahren aber extrem hoch sein, damit die
Messwinkel mo¨glichst klein werden, so dass die Strukturen in den tieferen Schichten nur unwesentlich
kleiner als in den vorderen erscheinen.
Abschließend noch einige Extinktionsprofile von kombinierten Spiralenwirbelpaaren, die mit der
Methode von Abb. 5.31 und zugeho¨rigen Formeln generiert wurden. Dabei werden zuna¨chst zwei
einzelne gegenla¨ufig rotierende Spiralenwirbel erzeugt. Es ko¨nnen ein konstantes Wandern jedes Wir-
bels, Radienvera¨nderungen (Kernradius oder a¨ußerer Radius) und Variationen der Extinktionswerte
im Wirbelkern und außen von Schicht zu Schicht beru¨cksichtigt werden. Schließlich werden die Werte
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der Schicht 9 aus pbs5.
Abbildung 5.34: Extinktionsschichten aus Archimedischen Spiralenwirbeln zur Berechnung mehrerer Schichten
zeitgleich an festem Ort.
bei U¨berlagerung summiert. Solche Profile sind fu¨r mehrere Extinktionsschichten in Abb. 5.37 ge-
zeigt. Sie ko¨nnen zur Simulation einer Messung mehrerer Schichten gleichzeitig eingesetzt werden.
Alle in diesem letzten Unterabschnitt gezeigten Extinktionsprofile ko¨nnen in pbs5-Simulationen
eingelesen und die Ru¨ckstreubilder (auch mit Rauschen) anhand verschiedener Methoden verglichen
werden, wodurch sich bei geeigneten Bildern und Methoden Shift-Felder rekonstruieren lassen.
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(b) Ru¨ckgestreute, bezu¨glich Entfer-
nung und Messrichtung normierte
Intensita¨t der Schicht 2 aus pbs5.
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(c) Ru¨ckgestreute, bezu¨glich Entfer-
nung und Messrichtung normierte
Intensita¨t der Schicht 3 aus pbs5.
Intensität [a.u.]
















(d) Ru¨ckgestreute, bezu¨glich Entfer-
nung und Messrichtung normierte
Intensita¨t der Schicht 4 aus pbs5.
Intensität [a.u.]
















(e) Ru¨ckgestreute, bezu¨glich Entfer-
nung und Messrichtung normierte
Intensita¨t der Schicht 5 aus pbs5.
Intensität [a.u.]
















(f) Ru¨ckgestreute, bezu¨glich Entfer-
nung und Messrichtung normierte
Intensita¨t der Schicht 6 aus pbs5.
Intensität [a.u.]
















(g) Ru¨ckgestreute, bezu¨glich Entfer-
nung und Messrichtung normierte
Intensita¨t der Schicht 7 aus pbs5.
Intensität [a.u.]
















(h) Ru¨ckgestreute, bezu¨glich Entfer-
nung und Messrichtung normierte
Intensita¨t der Schicht 8 aus pbs5.
Intensität [a.u.]
















(i) Ru¨ckgestreute, bezu¨glich Entfer-
nung und Messrichtung normierte
Intensita¨t der Schicht 9 aus pbs5.
Abbildung 5.35: Intensita¨ten aus einer Simulation der Ru¨ckstreuung aus mehreren Messschichten (entspricht
Extinktionsschichten) von je 50m Dicke: Schicht 1 zwischen 2000-2050m Entfernung, Schicht
2 zwischen 2050-2100m Entfernung, usw. bis Schicht 9 zwischen 2400-2450m.
Photo-
elektronen














































(b) Photoelektronenzahlen aus Schicht 5 inklusive Rau-
schen (Hintergrund) und Shift-Vektoren aus Pho-
toelektronenzahlen von Schicht 1 und 5 mit GCS-
Methode.
Abbildung 5.36: Ergebnisse einer pbs5-simulierten Messung mehrerer Schichten zeitgleich. Aus den PE-Zahlen
inklusive Rauschen kann in den PE-Bildern von Schicht 1 (dem hinterherfliegenden Flugzeug
na¨her) nach Schicht 5 u¨ber die GCS-Methode eine Verschiebung zur Mitte detektiert werden,
woraus sich auf Wirbelschleppen eines vorausfliegenden Flugzeuges schließen la¨sst.
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(a) Extinktionsprofil fu¨r Schicht 1.
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(b) Extinktionsprofil fu¨r Schicht 2.
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(c) Extinktionsprofil fu¨r Schicht 3.
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(d) Extinktionsprofil fu¨r Schicht 4.
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(e) Extinktionsprofil fu¨r Schicht 5.
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(f) Extinktionsprofil fu¨r Schicht 6.
Abbildung 5.37: Einige Extinktionsschichten gegenla¨ufig rotierender Spiralenwirbel mit variablen Radien, etc.,




Die Hauptfrage zu Beginn dieser Dissertation lautete: Ist ein geeigneter Sensor fu¨r aktive Steuermaß-
nahmen (Aussteuerung) bei Turbulenz-Durchflu¨gen schon verfu¨gbar (Antwort: nein) oder in naher
Zukunft unter dem momentanen Stand der Lasertechnik und Optik u¨berhaupt machbar? Im Rah-
men dieser Dissertation wurde also die Machbarkeit flugzeuggetragener Lidar-Sensoren zur aktiven
Steuerung bei Durchfliegen von Scherwinden und turbulenten Luftstro¨mungen (speziell von Wirbel-
schleppen) mittels realita¨tsnaher Simulationen theoretisch untersucht. Neben dem im Hauptteil (Kap.
2 bis 5) analysierten, neuen Typ eines Ru¨ckstreulidars (RSL) wurde auch das Signalanalyseverfah-
ren des einzigen weiteren fu¨r die Messanforderungen geeigneten Lidars, eines sog. Fringe-Imaging
Doppler-Wind-Lidars (FI-DWL), in einer Flugho¨he von 8500m genauer untersucht. Letzteres
wird im Anhang B dieser Arbeit aus Platzgru¨nden nur kurz zusammengefasst (weitere Details zu
den durchgefu¨hrten Simulationen und ihren Ergebnissen in Hirschberger und Ehret (2011)).
Fu¨r dieses FI-DWL wurden realistische Ringmuster eines Fabry-Pe´rot-Etalons (FPE) auf ei-
nem 2D CCD-Bildsensor (ein Array lichtempfindlicher Dioden; auch ein CMOS wa¨re mo¨glich) in
der Brennebene dahinter simuliert (siehe auch Abb. B.2(b) bzw. B.4). Unter Beru¨cksichtigung der
Streueigenschaften in der Atmospha¨re und dem durch Zufallszahlen erzeugten starken Rauschen
wurde getestet, wie genau eine Messung der Doppler-Verschiebung in großer Flugho¨he in eine ein-
zelne Blickrichtung (Line-Of-Sight) und damit des Windes mo¨glich ist. Dazu wurden zwei geeignete
Algorithmen zur Berechnung des Zentrums und des Radius von 2D Ringen mit Subpixel-Pra¨zision
erla¨utert und angewandt. Bestenfalls ergaben sich bei exakt bekanntem Zentrum der Ringe bei einer
Messdistanz von 56m und einem Messzeitintervall (Range Bin) mit einer ra¨umlichen Tiefe von 10m
bei einer Mittelung u¨ber 20 solche verrauschte 2D CCD-Ringbilder mit 960 × 780 Pixeln Auflo¨sung
ein Bias und eine Standardabweichung von knapp besser (niedriger) als 2 ms fu¨r eine Line-Of-Sight-
Geschwindigkeitskomponente. Bei nicht exakt bekanntem, schwankendem Zentrum (was in der Rea-
lita¨t der Fall ist) betra¨gt nach ebenfalls 20 Ringbildern der Bias im besten Fall ca. 7 ms bzw. die
Standardabweichung ca. 3 ms (Details hierzu in Hirschberger und Ehret (2011)).
Obige Genauigkeit dieses FI-DWL fu¨r die Line-Of-Sight-Geschwindigkeiten genu¨gte damit nicht
den hohen Anforderungen von Tab. 1.1 fu¨r vorausschauende z. B. Wirbelschleppen-Messungen an
Bord von Flugzeugen. (FI-)DWL haben zudem große Messfehler fu¨r die zur Flugrichtung trans-
versalen, optischen u- und v-Komponenten des Windes. Die Signalanalyse dauert momentan noch
deutlich zu lange fu¨r Echtzeit-Auswertungen (mehrere Sekunden pro Line-Of-Sight-Komponente), da
eine Vielzahl notwendigerweise hochaufgelo¨ster 2D Ringbilder ausgewertet werden muss, um lediglich
einen, oft zu fehlerbehafteten 3D Windvektor zu erhalten.
Darum wurde ein spezielles Ru¨ckstreulidar mit neuer und schneller Signalverarbeitung als Alter-
native vorgeschlagen und analysiert, das ohne Nutzung des Doppler-Effekts auskommt. Die technische
Umsetzung eines solchen Systems war nicht Teil dieser Arbeit. Wie das System technisch realisiert
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werden sollte, wurde aber in Kap. 2.2 kurz beschrieben. Die Verwendung eines Scanners wie beim
bereits realisierten FI-DWL-Instrument von oben empfiehlt sich aufgrund der Vielzahl an no¨tigen
Messrichtungen bei diesem neuen Typ eines RSL nicht. Stattdessen sollten ein oder mehrere Strahl-
teiler die Laserpulse mo¨glichst zeitgleich in Form von Photonenbu¨ndeln gleicher Energie auf die
einzelnen Richtungen verteilen und ihre Ru¨cksignale auch wieder zeitgleich im Receiver empfangen
werden, wo sie nach Emissionsrichtungen und damit Empfangsrichtungen getrennt werden mu¨ssen.
Das RSL muss die geringen ru¨ckgestreuten Intensita¨tsanteile des ausgesandten Laserlichts aus
ein und derselben mo¨glichst du¨nnen Volumen-Messschicht fu¨r eine Vielzahl an Messrichtungen zu
zwei leicht unterschiedlichen Zeitpunkten t1 und t2 (und damit aufgrund der Fluggeschwindigkeit
vA/C fu¨r zwei leicht unterschiedliche Messdistanzen zur Messschicht) messen, siehe Abb. 2.1. Dies
erfordert wegen der Relativbewegung des Flugzeugs bezogen auf die Messschicht die Vergro¨ßerung
der Messwinkel der emittierten Laserstrahlen zum zweiten Messzeitpunkt im Vergleich zum ersten,
um wieder genau dieselben Punkte anzuvisieren. Insgesamt erha¨lt man so je zwei bezu¨glich Richtung
und Distanz normierte 2D-Bilder der ru¨ckgestreuten Intensita¨ten aus einer festen Schicht d vor dem
Flugzeug, fu¨r die sich danach dann ein 2D-Windfeld rekonstruieren la¨sst.
Die Ausbreitung der Photonen des gepulsten Laserlichts des RSL-Sensors in der Atmospha¨re
wurde mittels eines partiell deterministischen Markovschen (Sprung-)Prozesses (PDMP) modelliert.
Auf einem geeignet gewa¨hlten Zustandsraum und mit U¨bergangswahrscheinlichkeiten, bestehend aus
Markov-Kernen fu¨r zufa¨llige Kollision, Streuerselektion, Wellenla¨ngena¨nderung, Richtungsa¨nderung
sowie deterministischer Referenz- und Stokesvektora¨nderung, ergibt sich ein zeitdiskreter stationa¨rer
Markovscher Prozess. Daraus kann ein zeitstetiger stationa¨rer korpuskularer Prozess mit Mehrfach-
streuung, ein PDMP, inklusive Polarisation und Wellenla¨nge, hergeleitet werden. Dieser Prozess ist
in Form des Monte-Carlo-Programmes pbs5 zur Simulation mit Mehrfachstreuung und Polarisation
realisiert, das nun auch die oben beschriebene, neue Messgeometrie simulieren kann.
Realistische, unter anderem aus den dimensionslosen Konzentrationen passiver Tracerverteilungen
von Wirbelschleppen aus Large-Eddy-Simulationen (LES) generierte Verteilungen von Extinktionsko-
effizienten (umgerechnet auf Einheit km−1) dienen in pbs5 als Maß fu¨r das variable Streuvermo¨gen auf
dem Photonenpfad. Aus dem zu einem Zeitpunkt t1 gegebenen Extinktionsprofil wurde fu¨r einen klei-
nen Zeitschritt ∆t ein gema¨ß dem LES-Windfeld zu t1 verschobenes Extinktionsprofil zum Zeitpunkt
t2 erzeugt. Die aus vielen Richtungen in den Extinktionsprofilen zu Zeiten t1 und t2 ru¨ckgestreuten
Photonen wurden zu 2D-Bildern der Ru¨ckstreuung zusammengefu¨gt.
Zur Berechnung der 2D-Verschiebungs- bzw. Windvektoren wurden vier Methoden entwickelt, bei
denen je zwei Bilder miteinander verglichen werden. Zum Ersten wurde eine Bewegung durch Ver-
schiebung der ra¨umlich gemittelten Schwerpunktpositionen erfasst (Gravity-Center-Shift-Methode,
kurz GCS). Der Schwerpunkt wurde dabei als Position des Mittelwertes aufgefasst. Zum Zweiten
wurde ein Algorithmus entwickelt, der u¨ber das Shift-Theorem fu¨r Fourier-Transformierte eine Be-
rechnung der Translation erlaubt (Fourier-Shift-Methode, kurz FS). Zum Dritten wurden Windvek-
toren durch eine Variante der Kreuzkorrelation (KK) mit Subpixelgenauigkeit statistisch berechnet.
Zum Vierten kombinierte eine neue, als Weight-Shift (WSh) bezeichnete Methode die Prinzipien von
Kreuzkorrelation (KK) und Verschiebung der ra¨umlich gemittelten Schwerpunktpositionen (GCS).
Je nach gegebenen Mustern und zu messender Strukturverschiebung waren die einzelnen Me-
thoden unterschiedlich gut geeignet (siehe Tab. 4.4). Eine Universalmethode, die fu¨r jedes Wandern
(Wind-Stro¨mung) eines beliebigen Musters gleich gut geeignet wa¨re (ohne dazu zusa¨tzliche Annah-
men oder Kenntnisse u¨ber das Aussehen der Struktur und des Windfeldes hineinzustecken), gibt
es nicht. Zur Berechnung der Windfelder von Wirbelschleppen erwies sich die Kreuzkorrelation als
qualitativ am besten, so dass diese fu¨r die Simulationen in Kap. 5 u¨berwiegend zur Auswertung zum
Einsatz kam. Auch die WSh-Methode konnte fu¨r unverrauschte Bilder u¨berzeugen (siehe Kap. 4).
Lediglich bei den verrauschten Ru¨ckstreubildern (siehe Kap. 5) hatte sie Probleme bei der Rekon-
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struktion eines Wirbel-Windfeldes. Die Methoden GCS und FS sind vor allem zur Rekonstruktion
der Richtung ha¨ufig gut geeignet. Rotierende Geschwindigkeitsfelder wie die von Wirbelschleppen
ko¨nnen sie jedoch nicht berechnen.
Berechnungen in Echtzeit im Flugzeug sind im Prinzip mit allen vier Methoden mo¨glich (siehe
Tab. 4.5). Bei der FS-Methode ko¨nnten z. B. FFT oder Verringerung der Template-Gro¨ße Tempo-
Steigerungen um etwa einen Faktor 10 bis 100 bewirken, um Berechnungszeiten bis hinunter zu
0.1 s pro Windfeld zu erreichen. Alle anderen Methoden (GCS, KK und WSh) genu¨gen leicht den
Anforderungen von Tab. 1.1. Sie ko¨nnen in jedem Fall 100 und mehr 2D Windvektoren innerhalb der
erlaubten Zeitspanne von 0.1 s pro Windfeld berechnen.
Fu¨r die Kreuzkorrelation reichten fu¨r die mit realistischem Rauschen versehenen Ru¨ckstreubilder
(Photoelektronenzahlen) aus pbs5 193 × 129 Richtungen und damit Punkte aus, um den zur Flug-
richtung vertikalen und horizontalen, gefa¨hrlichen Wind in 2D fu¨r einen Bereich von ca. 100m×60m
(gro¨ßer als Flu¨gelspannweite und Flugzeugho¨he) vor dem Flugzeug mit der nach den Messanforde-
rungen no¨tigen Pra¨zision zu ermitteln (siehe Kap. 5). Die Berechnungsdauer des Windfeldes mit KK
steigt durch hier gro¨ßere Tp (32 × 32 Punkte) und RTp (16 × 16 Punkte) auf 0.225 s fu¨r 960 2D
Windvektoren an, wu¨rde aber wegen einer Dauer von 0.000234 s pro Einzelvektor in einer Zeitspanne
von 0.1 s fu¨r absolut ausreichende ca. 420 2D Windvektoren pro Windfeld in Echtzeit reichen.
Die Fehler fu¨r die in Kap. 5 aus verrauschten Ru¨ckstreubildern rekonstruierten Windfelder hin-
sichtlich der Windvektor-La¨ngen (Geschwindigkeitsbetra¨ge) und Windvektor-Richtungen waren je
nach Sta¨rke der Extinktion (Streuvermo¨gen) zum Teil sehr gering. Lediglich in und an den Wir-
belkernen (starke A¨nderung der Windfeldstruktur um den Wirbelkern auf wenigen Pixeln) und am
Bildrand traten gro¨ßere Fehler auf. Bei zu geringer Extinktion (Ru¨ckstreuung) braucht man entspre-
chend mehr Laserenergie, um genu¨gend ru¨ckgestreute Photonen zu erhalten und um so das Rauschen
auf dem Photodetektor ausreichend gering zu halten, so dass eine gute Berechnung der Verschiebungs-
bzw. Windvektoren noch mo¨glich ist. Die Energie heute typischer Lasersysteme fu¨r Fernerkundung
reicht fu¨r das simulierte RSL zwar bislang nur fu¨r ein oder maximal zwei komplette 2D Windfelder
pro Sekunde. Durch die niedrigeren Anforderungen an die Strahlqualita¨t sind hier aber auch noch
deutlich ho¨here Laserleistungen mo¨glich, so dass aus den Ergebnissen fu¨r das RSL starke Vorteile
gegenu¨ber einem FI-DWL erkennbar sind, wo man nach diesen Analysen hinsichtlich der Laserlei-
stung nur sehr wenige 2D oder 3D Windvektoren pro Sekunde (< 10) messen ko¨nnte (Auswertung
fu¨r FI-DWL dauert pro Windvektor aber la¨nger als 1 s, siehe oben).
Generell (sowohl fu¨r RSL als auch FI-DWL) sollte die ku¨rzere Laser-Wellenla¨nge von 355 nm der
sta¨rker augenscha¨dlichen Wellenla¨nge von 532 nm vorgezogen werden, da sie erho¨htes (molekulares)
Ru¨ckstreuvermo¨gen in großer Flugho¨he bietet (vgl. Abb. B.1 fu¨r die empfangbaren Photonenzahlen
in Abha¨ngigkeit von Wellenla¨nge und Flugho¨he).
Bislang ist kein passender Lidar-Sensor zur aktiven Steuerung verfu¨gbar. Aus den Ergebnis-
sen dieser FI-DWL- und RSL-Simulationen erscheint es sinnvoll, ein FI-DWL fu¨r die Messung der
(aeronautischen) x- mit einem RSL fu¨r die Messung der zur Flugrichtung transversalen y- und z-
Geschwindigkeitskomponenten zu kombinieren. Mo¨glicherweise sind die Wirbelgeschwindigkeiten in
Flugrichtung weniger wichtig fu¨r die aktive Steuerung, so dass die transversalen Messungen eines
RSL ausreichend sein ko¨nnten.
Im Gegensatz zu allen dem Autor bisher bekannten publizierten Resultaten von Simulationen
oder Messungen eines Lidars wurde hier erstmals das ra¨umlich und zeitlich hochaufgelo¨ste Windfeld
einer Wirbelschleppe unter realita¨tsnahen Winkeln und Flugbedingungen mittels geeigneter Aus-
werteverfahren rekonstruiert. Anders als bei PIV in einem Wasserschleppkanal mu¨ssen die Signale
aus den einzelnen Richtungen bei zeitgleicher Erfassung nach Richtungen getrennt erfasst werden
und ko¨nnen nicht direkt zeitgleich auf ein CCD projiziert werden. Tracer-Partikel fehlen zudem in
der Atmospha¨re und die empfangenen ru¨ckgestreuten Intensita¨ten sind kontinuierlich, d. h. diskrete
Punkte wie bei PIV, die sich mit der Stro¨mung bewegen, werden in der Realita¨t nicht auftreten.
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Das Prinzip eines RSL wa¨re auch nu¨tzlich fu¨r Windkraftanlagen, um in ihrem Nachlauf zu messen
oder um die Orientierung der Windra¨der zu optimieren und diese an die gegebenen Windverha¨ltnisse
anzupassen. Im Gegensatz zu Flugzeugen liegt hier keine bewegte Plattform vor, wodurch das Design
und der Bau eines solchen Lidar-Systems leichter sein du¨rfte. Vor allem ko¨nnte die Analyse auf den
3D Raum ausgeweitet werden, da das RSL mehr als nur ein paar Schichten messen ko¨nnte (siehe
auch Schols und Eloranta (1992)).
Die Auswerteverfahren zu den simulierten Ringen eines FPE zur Windanalyse vor Flugzeugen mit
einem FI-DWL erreichen gro¨ßenordnungsma¨ßig die no¨tige Pra¨zision, die durch verbesserte ra¨umliche
Auflo¨sung auf dem CCD/CMOS noch entsprechend erho¨ht werden kann. Dies geht momentan noch
auf Kosten der Analyse-Dauer, die fu¨r Wind-Messungen vor dem Flugzeug bis zum Durchfliegen der
gescannten Luftschicht strikt beschra¨nkt ist.
Trotz der im Rahmen dieser Arbeit erzielten Fortschritte sollte ein Lidar-System nur als un-
terstu¨tzendes Hilfsmittel in Ausnahmesituationen und Notfa¨llen fu¨r die Piloten dienen. Einflu¨ge in
junge Wirbelschleppen mit hoher Zirkulation und großen Rollmomenten beim Landeanflug sollen und
ko¨nnen durch ein derartiges System wohl kaum realisiert werden, da auch bei genauer Kenntnis des
Wirbelgeschwindigkeitsfeldes die Wirkung der Wirbelschleppen durch Gegensteuern nicht in jedem
Fall kompensiert werden kann (Vechtel, 2012).
Auch mit einem derartigen System bleibt ein Restrisiko, da ein zuverla¨ssiger Betrieb des Lidars
unter widrigen Bedingungen (Flugzeug, vorausschauende Messung in kurzer Zeit) gewa¨hrleistet sein
muss. Daher sollte, ein funktionierendes System vorausgesetzt, wa¨hrend des Fluges eine sta¨ndige
U¨berpru¨fung der Systeme auf ihre Funktionstu¨chtigkeit stattfinden.
Schließlich bleibt immer noch die Natur, die oft unvorhergesehene U¨berraschungen mit sich brin-
gen kann: Turbulenz ist ein komplexes Pha¨nomen, dessen Erforschung noch nicht abgeschlossen ist
(man schaue nur auf die Navier-Stokes-Gleichungen, die sich bis jetzt immer noch nur fu¨r Spezialfa¨lle
lo¨sen lassen). Wind-Lidars ko¨nnen Turbulenz nur schwer messen (Sathe et al., 2011). Die mathemati-
sche Beschreibung zur Messung turbulenter Spektren (lange Mittelung) mit DWL fu¨r Windkraftan-
lagen ist sehr komplex (Sathe und Mann, 2012). Wir sind noch nicht in der Lage, gewisse Stro¨mungen
mathematisch-physikalisch zu beschreiben.
Viel sta¨rkere Laserpulse (d. h. ho¨here Photonenzahlen) sind aus Gru¨nden der Augensicherheit
nicht mo¨glich. Darum braucht es neue Detektoren und v. a. Analyse- und Auswertemethoden. In
dieser Arbeit wurden mehrere Methoden entwickelt und analysiert, die keine oder mo¨glichst wenige
zusa¨tzliche Annahmen verwenden, und die einen wesentlichen Beitrag fu¨r ku¨nftige Fernerkundungs-
lidars (zur Windmessung) vor bewegten Objekten liefern.
Auch wenn im Rahmen dieser Arbeit signifikante Fortschritte bezu¨glich der Anzahl messbarer
Windvektoren und Messpra¨zision (unter anderem durch neue Auswerteverfahren) erzielt wurden, so
handelt es sich doch nur um Simulationen, die beim Bau oder im Betrieb der optischen Gera¨te auftre-
tende technische Probleme nur zum Teil beru¨cksichtigen ko¨nnen. Prinzipiell sollte es mit den in Kap.
5 analysierten Verfahren bei gutem Betrieb des Lidars mo¨glich sein, zumindest einige Windvektoren
vernu¨nftig vor einem Flugzeug messen zu ko¨nnen.
Soweit bekannt, wurde bislang kein Flugzeug-getragenes RSL oder DWL fu¨r Windmessungen vor




Auf Streuung von Laserstrahlung
basierende (Wind-)Messmethoden
In diesem Abschnitt sollen die physikalischen Laser- bzw. Lidar-Messkonzepte dargelegt werden, auf
denen das Wind-Messverfahren des simulierten RSL von Kap. 2.2 basiert.
A.1 Particle Imaging Velocimetry (PIV)
Unter PIV versteht man ein stro¨mungsmechanisches Verfahren, bei dem die Bewegung von kleinen
(mehrere µm Durchmesser), meist der Stro¨mung beigefu¨gten Tracer- bzw. Seed-Partikeln (Streuern)
quer zur optischen Achse durch die Streubilder je zweier Laserpulse im Detektor dargestellt wird (Raf-
fel et al., 2007). Anders als Doppler-Anemometer erlauben PIV-Messungen Echtzeit-Darstellungen
von 2D-Geschwindigkeitsfeldern, ohne dafu¨r in verschiedene Richtungen scannen zu mu¨ssen. Sogar
3D-Geschwindigkeitsvektoren sind mit speziellen Aufbauten bestimmbar, wobei sich jedoch z.B. meh-
rere Kameras an unterschiedlichen Stellen befinden mu¨ssen. Alle obigen Aussagen beziehen sich auf
Labor-Messungen, die einen eingeschra¨nkten Winkelbereich und eine kurze Messdistanz aufweisen.
Abbildung A.1 zeigt einen Standard-Aufbau eines PIV-Systems in einem Windkanal (adaptiert
von Raffel et al. (2007)). Ein Laser beleuchtet mittels Doppelpulsen in kurzem zeitlichem Ab-
stand eine sehr du¨nne Volumenschicht (
”
Ebene“) innerhalb der Tracer-geseedeten Stro¨mung. Der
Zeitabstand zwischen den Pulsen ha¨ngt von der mittleren Stro¨mungsgeschwindigkeit und dem Ver-
gro¨ßerungsfaktor bei der Abbildung ab. PIV beruht auf der Annahme, dass die Seed-Partikel von
der Stro¨mung mitgerissen werden, d.h. kennt man die Bewegung der Teilchen, so kennt man auch
die Stro¨mung 1 . Ein Teil des an den Tracern gestreuten Lichts gelangt u¨ber eine abbildende Optik
(Linse) auf eine hochauflo¨sende Film- oder CCD-Kamera. Wesentlich fu¨r PIV ist auch die ra¨umliche
Trennung der Seed-Partikel und die durch sie verursachte kontrastreiche Streuung. Durch geeignete
abbildende Optiken ist es mo¨glich, die Position der Teilchen im verkleinerten Maßstab auf einen oder
mehrere Detektoren zu projezieren. Die Gro¨ße der CCD-Pixel ist dann klein genug, um einzelne Par-
tikel als sich zumeist u¨ber mehrere Pixel erstreckende Flecken wiederzuerkennen. Die so erhaltenen
2D-Bilder werden z.B. auf einer Festplatte gespeichert oder sofort analysiert.
Das Auswerteverfahren von PIV beruht auf Auto- und/oder Kreuzkorrelation. Zwei digitale Bil-
der zu leicht unterschiedlichen Zeitpunkten (Pulsen) t und t′ im Abstand ∆t werden miteinander
verglichen. Die vollsta¨ndigen Bilder werden dazu in kleinere Teilfla¨chen, sog. Abfragefenster, unter-
teilt, und fu¨r jedes dieser Abfragefenster wird dann mittels KK der lokale Verschiebungsvektor aus
beiden Bildern fu¨r die darin befindlichen Tracer-Partikel berechnet. Innerhalb eines Abfragefensters
wird eine gleichfo¨rmige Bewegung der Streuer zwischen den beiden Beleuchtungen vorausgesetzt.
1 Dies wird hier auch fu¨r die RSL-Simulationen in Kap. 5 fu¨r noch kleinere Streuer vorausgesetzt, die Stro¨mungen
leichter folgen als gro¨ßere. Abbildung 1.1(a) in Kap. 1 zeigt deutlich, wie der Rauch die Bewegung der WS annimmt.
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Dabei dient ein Abfragefenster des ersten Bildes als Maske, fu¨r die dann im zweiten Bild ein Ab-
fragefenster gleicher Gro¨ße mit maximaler U¨bereinstimmung zum vorgegebenen Pattern aus Bild
1 gesucht wird. Durch Bestimmung des ra¨umlichen Mittelpunkts beider Abfragefenster erha¨lt man
schließlich die Verschiebung von einem Bild zum na¨chsten fu¨r diesen kleinen Abfragebereich. Diese
Prozedur wird fu¨r viele (alle mo¨glichen) Abfragefenster des ersten Bildes wiederholt, bis sich am En-
de ein vollsta¨ndiges Feld von Shift-Vektoren ergibt. Abha¨ngig von der Gro¨ße der kompletten Bilder
und der Abfragefenster sowie der verwendeten Prozessierungsalgorithmen dauert ein vollsta¨ndiger
Vergleich zweier Bilder zur Berechnung mehrerer tausend Geschwindigkeitsvektoren mit heutigen
Standardrechnern gro¨ßenordnungsma¨ßig ca. eine Sekunde (Raffel et al., 2007).
Das PIV-Verfahren kann leider nicht eins-zu-eins auf unsere Messsituation u¨bertragen werden.
Streuer mit großen Radien wie die Tracer in PIV (inklusive Kenntnis der Radien), die eine unnatu¨rlich
hohe Versta¨rkung des Streuvermo¨gens bewirken, sind in der Atmospha¨re selten (Ausnahmen: Schnee-
fall, Regen, Kondensstreifen, Zirren, Aschewolken, etc.). Die Streuung in PIV wird in der Regel nicht
in Ru¨ckrichtung (180◦) gemessen, sondern Laser (Sender) und CCD-Kamera (Empfa¨nger) sind z. B.
in einem zueinander senkrechten Winkel positioniert, vgl. Abb. A.1. Es wird in der 2D-Ausfu¨hrung
des Verfahrens auch nur eine einzelne du¨nne Schicht beleuchtet, was die Situation zur Bildaufnahme
auf dem CCD und die anschließende Analyse erheblich erleichert. Auf den CCD-Bildern sind die star-
ken Streusignale einzelner Tracer-Partikel deutlich erkennbar und durch ra¨umliche Absta¨nde getrennt
(diskrete weiße Punkte auf dunklem Untergrund). Zudem ist es unmo¨glich, Bilder einzelner Aerosole
(Streuteilchen) fu¨r lange atmospha¨rische Pfade bis hinauf in den Kilometerbereich zu erhalten (auf
CCD einzelne Partikel nicht mehr auflo¨sbar, d.h. nicht mehr zu trennen).
Abbildung A.1: Aufbau und Messgeometrie eines PIV-Systems. Darstellung a¨hnlich Raffel et al. (2007), S. 4,
Abb. 1.4 . With kind permission of Springer Science+Business Media.
A.2 Speckle Imaging Velocimetry (SIV)
SIV ist ein PIV-a¨hnliches Verfahren, bei dem die Dichteverteilung der Luftmoleku¨le gemessen wird
(Fomin, 1998, Halldo´rsson et al., 2006, Banakh und Falits, 2010). Ebenso wie PIV wurde auch SIV
bisher nur auf kurze Distanzen bis ca. 100m erforscht (Halldo´rsson et al., 2005). Tracer-Partikel
(wie bei PIV) werden hier nicht zugegeben, sondern die Ru¨cksignale aus den Schichten enthalten
statistisch verteilte Laser-Speckle, die durch Verwendung von Doppelaufnahmen in kurzem zeitli-
chem Abstand als Indikatoren fu¨r eine Bewegung der Luftstro¨mung dienen. Diese Doppelbilder wer-
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den mit der PIV-spezifischen Methode der KK ausgewertet. Laser-Speckle sind ko¨rnige Fleckenmu-
ster (Granulationen) und entstehen durch Zersto¨rung des urspru¨nglich homogenen oder Gauß’schen
2D-Laserstrahlprofil-Querschnitts aufgrund verschieden langer optischer Wegla¨ngen der einzelnen
Elementarwellen des ausgesandten
”
Wellenbu¨ndels“ durch Brechungsindexvariationen in der durch-
querten Luft (Zersto¨rung der Koha¨renz des ausgesandten Laserpulses). Grundannahme ist das Vor-
handensein von Koha¨renz der emittierten Strahlung, wodurch die in Luft gestreuten, empfangenen
Elementarwellen untereinander wieder koha¨rent sind. Amplitude und Phase der einzelnen Elementar-
wellen variieren in Abha¨ngigkeit vom Ort, und so ergibt sich in Luft ein komplexes, unregelma¨ßiges
Intensita¨ts-Interferenzmuster (siehe v.a. Abb. 1 in Banakh und Falits (2010)). Bei Wind a¨ndert sich
die Brechungsindexstruktur der Luft ra¨umlich und zeitlich, und damit a¨ndern sich auch die Interfe-
renzstrukturen. Die zeitliche Variation zwischen zwei aufgenommenen Specklemustern entsteht durch
die Vera¨nderung des Brechungsindex transversal zur Laserstrahlachse, wodurch auf die transversale
Bewegung der Luft geschlossen werden kann.
Bewegung von Luft sowie Wirbelzerfall fu¨hren zu Druck- und Temperaturgradienten. Letztere
sind die u¨berwiegende Ursache fu¨r die Schwankungen der Brechungsindizes von Luft. Heiße Abgase
von Triebwerken vermengen sich mit den vorhandenen Wirbelstrukturen, so dass insgesamt eine
fein-aufgelo¨ste Temperatur- und damit Brechungsindexverteilung der Luft entsteht.
Fu¨r Windmessungen im Fernfeld aus Speckle-Aufnahmen ist nun Folgendes zu tun: Aufnahme
eines Specklebildes aus einer Entfernung z (optische Koordinaten) zu einem ersten Zeitpunkt t1 und
Ermittelung der transversalen Struktur der bei z vorhandenen Inhomogenita¨ten des Brechungsindex.
Danach Wiederholung der Messung des Brechungsindex-Verlaufs zu einem zweiten Zeitpunkt t2 =
t1+∆t am gleichen Ort z so kurzzeitig nach t1, dass transversale Luftverschiebungen bei Auswertung
gerade sichtbar werden und gleichzeitig die Koha¨renzzeit der Speckle nicht u¨berschritten wird (1-
5ms nach Halldo´rsson et al. (2005)). Abschließend liefert wieder eine KK beider Messungen das
Geschwindigkeitsfeld. Dasselbe kann auch noch fu¨r eine zweite Messdistanz z′ durchgefu¨hrt werden.
Abbildung A.2 zeigt links einen mo¨glichen SIV-Aufbau. Zwei CCD-Kameras mit Bildversta¨rker-
platte (MCP) und extrem kurzer Verschlusszeit nehmen bei dieser Anordnung die Speckle-Bilder
aus den ru¨ckgestreuten Signalen zweier durch einen Doppelpulslaser kurz hintereinander (zeitlicher
Abstand 0.1ms ≤ δτ ≤ 10ms) ausgesandter Pulse L und L′ aus den Volumenschichten V (mit Bildern
1 und 1′) und V′ (mit Bildern 2 und 2′) auf (Schichten mu¨ssen eng beieinander liegen, so dass kaum
Strahlaufweitung stattfindet, und sehr du¨nn sein). Ra¨umliche (zwei Schichten) und zeitliche (zwei
Pulse) KKs der CCD-Bilder liefern letztlich das transversale Luft-Geschwindigkeitsfeld eines Wirbels
zwischen beiden Messvolumina (Luftschichten).
Ein Flugzeug wu¨rde sich in der Zeit zwischen beiden Pulsen kaum bewegen (max. 1m). Bis zum
na¨chsten Pulspaar vergeht eine viel la¨ngere Zeitspanne (Repetitionsrate i. Allg. τ ≤ 50Hz), in der das
Flugzeug sich viel weiter fortbewegt hat. Wenn sich das Flugzeug 1m bewegt, die Luft gleichzeitig
aber nur einige cm, mu¨ssen die Messzeitpunkte (Messintervalle) entsprechend der Orientierung, Po-
sition (ku¨rzere Messentfernung fu¨r zweiten Puls verglichen mit erstem, da man sich der Messschicht
inzwischen gena¨hert hat) und Fluggeschwindigkeit angepasst werden. Die Messentfernungen z und
z′, ihr ra¨umlicher Abstand ∆z und die Slabtiefe ko¨nnen durch Variation der Gate-Zeiten der Elek-
tronik (Sync) beliebig eingestellt werden. Die Dicke der Luftschichten wird durch die Zeitpunkte fu¨r
O¨ffnung und Verschluss der Kameras festgelegt, der Durchmesser des gescannten Bereichs (Spots im
Bild rechts unten in Abb. A.2) wird durch den Laserstrahlquerschnitt bestimmt. Der fu¨r die Korrela-
tion zweier Speckle-Bilder brauchbare Atmospha¨renquerschnitt bleibt so klein wie das vom Teleskop
ausgesandte parallele Strahlenbu¨ndel, siehe Banakh und Falits (2009).
In SIV soll eine Aufspaltung des Laserpulses mittels eines holographischen Strahlteilers bzw. eines
Transmissionsgitters in mehrere (viele) Einzelstrahlen erfolgen (siehe Abb. A.2 rechts oben), wodurch
auch ein partielles Abscannen (Spot-Bereiche) gro¨ßerer Atmospha¨renschichten mo¨glich wu¨rde. Die
so entstandenen diskreten Einzelstrahlen wu¨rden dann mit zunehmender Distanz immer weiter auf-
geweitet, wodurch mit jedem Einzelstrahl ein gro¨ßerer ringfo¨rmiger Bereich erfasst werden ko¨nnte.
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Die notwendige kurze Zeitdifferenz zwischen zwei Pulsen von 1-5ms kann ein Nachteil sein: nimmt
man z.B. eine transversale Windkomponente rein in optischer x-Richtung von vx = 5
m
s an, so ha¨tte
sich der Wind in 5ms um gerade einmal 2.5 cm bewegt. Solch kleine, kurzzeitige und vor allem lokale
Windbewegungen sind eher uninteressant, da die Luftmasse innerhalb von 5ms noch nicht durchflogen
wird und sich bis dahin die Windstruktur etliche Male vera¨ndert haben kann. Man mu¨sste also riesige
Datenmengen analysieren und u¨ber viele Profile mitteln, um das ganze Windfeld zu scannen. Selbst
dann bleiben große Bereiche, fu¨r die man den Wind nicht kennt (außerhalb der Spots).
Mit SIV wurde in klarer Luft das Ru¨cksignal einzelner, auf 1m Durchmesser aufgeweiteter Pul-
se eines frequenzverdoppelten Nd:YAG-Doppelpuls-Lasers (Pulsdauer ca. 10 ns) aus einer bestimm-
ten Atmospha¨renschicht (nach Halldo´rsson et al. (2006) 3m dick und 45m entfernt) gemessen und
dazu auf einem ICCD abgebildet (koaxiale, monostatische Anordnung). Dabei konnte die Inten-
sita¨tsverteilung u¨ber die Zeit von einem Laserpuls zu einem anderen verglichen werden und die
Bildung von Speckle dargestellt werden (Halldo´rsson et al., 2005). Die mittlere Speckle-Gro¨ße auf
den CCD-Bildern u¨berschreitet mit 10 − 50µm die typische Gro¨ße eines CCD-Pixels von heutzuta-
ge 10µm, die PIV-gleiche Verschiebung der einzelnen Flecken ist also analysierbar. Ein Gebla¨se
sorgte in und um die Messschicht fu¨r Verwirbelungen bei drei unterschiedlichen Streuszenarien:
Schneefall, ku¨nstlichem CO2-Nebel sowie klarer Luft. Die Auswertung der Bilder wurde mit PIV-
KK-Algorithmen basierend auf FFT durchgefu¨hrt; Weiterentwicklungen der Standardverfahren auf
Brechungsindexvariationen sind in Banakh und Falits (2009, 2010) beschrieben. Theoretische Si-
mulationen ergaben fu¨r die optimale Zeit zwischen zwei Pulsen einen Wert von δτ = 0.03 s. Fu¨r
eine numerische Modellierung koha¨renter Laser-Strahlung in der Atmospha¨re und ihres empfangenen
Ru¨cksignals durch Phasenbilder unter Beru¨cksichtigung der Variabilita¨t des Brechungsindex sei auf
Banakh et al. (2000) und Halldo´rsson et al. (2006) verwiesen. Wir werden diese Brechungsindex-
Eigenschaften in unserem RSL nicht verwenden (inkoha¨rentes Lidar). Die Welleneigenschaften von
Licht innerhalb des optischen Strahlengangs (unabha¨ngig von der Atmospha¨re) werden in Anhang
B.2 fu¨r Raytracing-Simulationen noch eine wichtige Rolle spielen.
Abbildung A.2: Aufbau eines SIV-Lidar-Systems nach Halldo´rsson (2009) , Europa¨ische Patentschrift EP 1
910 868 B1. Links: vollsta¨ndiges Messsystem nach Halldo´rsson (2009), S. 20, Fig. 2 (Abbil-
dung hier gea¨ndert); rechts oben: holographischer Strahlteiler oder Transmissionsgitter zur
Auftrennung des Laserpulses in viele Einzelpulse (Einzelstrahlen) nach Halldo´rsson (2009), S.
23, Fig. 5 (Abbildung hier gea¨ndert); rechts unten: Durchmesser der aufgeweiteten, diskreten
Einzelstrahlen (kugelfo¨rmig) im Vergleich mit dem anvisierten Luft-Messvolumen (Halldo´rsson
(2009), S. 24, Fig. 6). Mit freundlicher Genehmigung des Europa¨ischen Patentamts.
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A.3 Wide Angle Imaging Lidar (WAIL)
In den vergangenen Jahren wurden monostatische RSL entwickelt, die gestreute Strahlung auch von
außerhalb der Emitter-Strahlachse aufgrund ihres hohen RFOV detektieren ko¨nnen (Davis et al.,
1999). Das bodengestu¨tzte WAIL des Los Alamos National Laboratory (LANL) ist in der Lage,
Mehrfachstreuung in Wolken aus verbreiterten Ru¨ckstreumustern zu vermessen (Polonsky et al., 2005,
Love et al., 2007). Bei WAIL handelt es sich um einen Vorla¨ufer des von NASA Goddard entwickelten
flugzeuggestu¨tzten THickness from Off-beam Returns-Systems (THOR) (Cahalan et al., 2005) und
des In-cloud-Lidar der Universita¨t von Colorado und der Firma SPEC Inc. (Evans et al., 2003). Sie
erlauben aus so gemessenen Daten Scha¨tzungen der Extinktionskoeffizienten und der geometrischen
Dicken dichter Wolkenschichten, und damit der optischen Dicken.
Abbildung A.3(a) zeigt den typischen Aufbau eines WAIL im Vergleich zu einem Standard-Lidar.
Ein Standard-Lidar sammelt im Receiver nur ru¨ckgestreutes Licht aus einem sehr schmalen Win-
kelbereich um den ausgesandten Laserstrahl. EFOV und RFOV sind etwa gleich groß, so dass aus
dem Strahlenweg in der Atmospha¨re herausgestreutes Licht absichtlich ignoriert wird und so fu¨r
den Receiver verloren geht. Dadurch kann vom Boden aus nur die Untergrenze optisch dichter Wol-
ken vermessen werden. Dagegen ist ein WAIL gerade fu¨r die Detektion dieser aus dem Laserstrahl
herausgestreuten Photonen ausgelegt. Laserpulse mit nicht-absorbierenden Wellenla¨ngen werden in
Richtung der Wolke(n) ausgesandt und nach vielfacher Streuung in der Wolke wird ein geringer
Anteil im Receiver mit extrem großem FOV empfangen. Auch bei WAIL werden weitwinkelige 2D
CCD-Bilder der ra¨umlichen Verteilung des ru¨ckgestreuten Lichts in Abha¨ngigkeit von der Zeit nach
Aussenden des Pulses aufgenommen, so dass eine Art Film entsteht. Mit einem WAIL ist es dadurch
mo¨glich, das Innere sogar dichter Wolken bis hinauf zur Obergrenze der Wolke zu erfassen.
Dennoch ist auch ein WAIL alleine kein geeignetes System fu¨r Windmessungen vor Flugzeugen.
Ein Verfahren mit einem einzelnen, stark aufgeweiteten Puls, der die ganze Messebene scannt, ist
mit einem einzigen, festen, gro¨ßentechnisch stark eingeschra¨nkten Receiver nicht umsetzbar. Man
erha¨lt auf dem CCD zwar ein Muster, aber keine Projektion der Ru¨ckstreuintensita¨ten, da die In-
tensita¨ten nach außen auf dem CCD stark abfallen. Die seitlichen Bereiche einer Ru¨ckstreuebene
vor dem Flugzeug werden also mit einem einzelnen Puls nicht mit den zentral vor dem Flugzeug
befindlichen Bereichen gleichgewichtet wiedergegeben. In Kap. 2 erkla¨rt Abb. 2.2(c) dies vereinfacht
in einer x-z-Ebene (x die Ho¨he, z die Strahlrichtung). Das Lidar emittiert Licht in zwei gleich großen
(Elevations)Winkelbereichen ∆ϕ = 20◦. Die Messebene bei festem z zeigt das la¨ngere Intervall ∆x2
fu¨r die blaue, außer-axiale Messrichtung im Vergleich zur roten, zentralen Messrichtung, das ein Inter-
vall ∆x1 < ∆x2 hat. Damit ha¨tte man im blauen Bereich mehr Positionen, wo Streuung stattfinden
ko¨nnte. Wa¨hrend die Ru¨ckstreuung im roten Winkelbereich symmetrisch um 180◦ erfolgt, ist dies
im blauen Winkelbereich mit Streuung außerhalb von 180◦ nicht der Fall. Auch ist fu¨r die blaue
Richtung (trotz gleich großem ∆ϕ) die Wahrscheinlichkeit wieder im Lidar-Receiver ru¨ckgestreut
anzukommen wesentlich geringer (aufgrund der außeraxialen Messgeometrie). Die gestrichelte rote
Strecke hat eine kleinere Distanz vom Lidar zur Streuebene als die gestrichelte blaue Strecke. Damit
ist es wahrscheinlicher, aus der zentralen roten Richtung ein Photon im Receiver zu empfangen.
Man kann dies ganz einfach nachstellen, indem man in einem komplett dunklen Raum mit einer
CCD-Fotokamera mit dem Blitz ein Bild senkrecht vor einer glatten homogenen Wand schießt. Die
Wand ist dann ein stark reflektierendes
”
Hard Target“ und verha¨lt sich damit in Bezug auf das
Blitzlicht wie eine Ebene extrem hohen Ru¨ckstreuvermo¨gens fu¨r einen aufgeweiteten Laserpuls. Das
auf dem CCD entstehende Foto zeigt ein deutliches Abfallen der eingefangenen Blitzlicht-Intensita¨t
(Helligkeit) nach außen hin. Da also von der Wand kommend nicht u¨berall gleich viel Licht an jeder
Stelle des Fotos von der Fotokamera eingefangen wird, ist keine Gleichgewichtung aller Bereiche vor
der Fotokamera vorhanden. Somit ist mit einem WAIL, trotz des großen RFOV, keine Windmessung
durchfu¨hrbar. Mit vielen Einzelstrahlen wie bei SIV und beim folgenden VIL ist dies jedoch mo¨glich.
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A.4 Volume Imaging Lidar (VIL)
Prinzipiell wird das in Kap. 2.2 vorgeschlagene, neue Wind-RSL am ehesten dem VIL der Universita¨t
Wisconsin, Madison (USA) a¨hneln (Schols und Eloranta, 1992, Mayor und Eloranta, 2001, Mayor
et al., 2003). Die generelle Funktionsweise des VIL zur Windmessung wird z.B. bei Eloranta et al.
(1975) oder Sasano et al. (1982) beschrieben.
Das VIL ist ein bodenbasiertes, elastisches Aerosol-RSL zur 4D Abtastung der Atmospha¨re (3D
Raum plus Zeit). Es transmittiert Laserpulse und empfa¨ngt Photonen einer festen Wellenla¨nge (1 nm
Bandbreite des Receivers) zur Messung der relativen, unkalibrierten Ru¨ckstreuintensita¨ten, ohne da-
bei z.B. Molekularstreuung, Frequenzverschiebung (Doppler, Raman) oder Depolarisation zu messen.
Mit dem VIL ko¨nnen Inhomogenita¨ten im natu¨rlich in der Atmospha¨re vorkommenden Aerosol-
gehalt beobachtet werden, die die konvektive Struktur klarer Luft zeigen. Abbildung A.3(b) zeigt eine
mo¨gliche Messgeometrie des VIL aus Piironen und Eloranta (1995). Ein vollsta¨ndiger Scan einer sol-
chen Domain dauert 2.5 bis 5 Minuten. Jeder Volumen-Scan besteht aus 4500-9000 Lidar-Profilen bei
5-10 Millionen unabha¨ngigen Messungen. Fu¨r Aerosole in klarer Luft betra¨gt die ra¨umliche Auflo¨sung
(Range Bin) 15m bei einer Messentfernung von bis zu 18 km (Mayor und Eloranta, 2001).
U¨ber die Inhomogenita¨ten der Atmospha¨renstruktur kann aus Bildern zu leicht unterschiedlichen
Zeitpunkten t1 und t2 wie bei PIV mittels KK (siehe Kap. 4.1.3) der Wind berechnet werden. Wie
mit KK z.B. der Querwind bestimmt werden kann, zeigt verku¨rzt Werner (2005a), S. 329.
Der große Unterschied zwischen VIL und dem fu¨r unsere Zwecke erforderlichen System ist die
Notwendigkeit des Verzichts auf zeitliche Mittelung u¨ber Volumenmessungen und auf ein scannendes
Bauteil zur Verteilung der Pulse auf verschiedene Messrichtungen. Beides ist aus Zeitgru¨nden (vA/C ≈
70− 200 ms ) nicht oder nur mit nicht hinnehmbaren Abstrichen (keine Echtzeit-Messungen) mo¨glich.
Die ra¨umliche Auflo¨sung muss bei uns im Meterbereich liegen (VIL: nur 15m) und die Pulse in die
einzelnen Richtungen du¨rfen nicht so stark sein (VIL: 400mJ Pulsenergie bei 100Hz Repetitionsrate,
siehe Mayor und Eloranta (2001)), um die Augensicherheit gewa¨hrleisten zu ko¨nnen. Pulse mu¨ssen
hier zeitgleich in die verschiedenen Richtungen ausgesandt und die Ru¨cksignale auch wieder zeitgleich
empfangen (!) werden, wobei nach den einzelnen Richtungen unterschieden werden ko¨nnen muss.
(a) Vergleich des Messkonzeptes eines Standard-
Lidars mit dem des WAIL nach Love et al. (2007).
Figure used with kind permission of the first au-
thor.
(b) Messgeometrie des VIL aus Piironen und Eloranta
(1995); Copyright 1995 by the American Geophysical
Union. Das Volumen-Scanmuster besteht aus einer
azimutalen Folge von Laser-Scans variierender Ele-
vationswinkel. Die grauen Strukturen zeigen 3D Ae-
rosolgebiete, an denen v. a. Streuung stattfindet.
Abbildung A.3: Messgeometrien des WAIL (links) und des VIL (rechts).
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Anhang B
Windmessung mit Doppler Wind Lidar
vor Flugzeugen
In der atmospha¨rischen Fernerkundung werden bislang meist (gepulste) Doppler Wind Lidars
(DWL) (Werner, 2005a, Reitebuch, 2012) als Werkzeuge zur Messung von Wellenla¨ngen- bzw. Fre-
quenzverschiebungen ∆λL bzw. ∆fL von Licht, das von sich in Bewegung befindlichen Moleku¨len
und Aerosolen ru¨ckgestreut wird, verwendet, um daraus Informationen u¨ber Geschwindigkeit und
Richtung des Windes zu extrahieren. Ziel ist hier der Einsatz solcher DWLs an Bord zur voraus-
schauenden Bestimmung des Windfeldes vor Flugzeugen. Aussteuern und Ausweichen erfordern
verschiedene Messmethoden mit unterschiedlichen Sensor-Anforderungen. Als am fu¨r die Messan-
forderungen geeignetsten erweist sich ein Fringe-Imaging(FI)-DWL mit Fabry-Pe´rot-Etalons
(FPE) fu¨r LOS-Messungen vor einem Flugzeug. Fu¨r eine detaillierte Analyse eines solchen Systems
sei hier auf Hirschberger und Ehret (2011) verwiesen. Weitere Aspekte zu DWLs werden auch in der
darin zitierten Literatur behandelt. Eine ausfu¨hrliche Darstellung zur Windmessung mit DWL vor
Flugzeugen soll Teil eines zuku¨nftigen DLR-Forschungsberichtes sein.
Bei der DWL-Technik kommt es auf die Messung der vLOS-Komponenten an. Eine Vielzahl an
mo¨glichen geometrischen Messanordnungen vor Flugzeugen unter Verwendung auch mehrerer Lidar-
sensoren sind denkbar, siehe Wolkensinger (2010), Kap. 6.1 (auch die Messfehler, d. h. Standardab-
weichungen, werden dort berechnet). Da Lidarsensoren fu¨r alle bekannten Doppler-Messverfahren zur
Auswertung von Interferenzen eine a¨ußerst unbewegliche, stabile Positionierung an Bord des Flugzeu-
ges erfordern, mu¨ssen unter physikalisch-optischen Gesichtspunkten Lidars auf/in den Tragflu¨geln,
auf und unter dem Rumpf oder im/am Seitenleitwerk von der Analyse ausgeschlossen werden. Wir
beschra¨nken uns also auf ein Lidar in der Flugzeugnase. Man hat hier zudem fu¨r die Aussteuerungs-
elektronik den Vorteil einer vergro¨ßerten Zeitspanne zwischen Messung und Kontakt der Tragflu¨gel
mit der gemessenen Luftmasse (erho¨hte Vorausschauentfernung bzw. Reichweite des Lasers).
Zur Windbestimmung u¨ber die LOS-Betra¨ge nutzt man den nicht-relativistischen optischen Dopp-
ler-Effekt aus: wenn sich die Streuer auf das Lidar zubewegen, wird die ru¨ckgestreute Laser-Strahlung
(unter Vernachla¨ssigung der Flugzeug-Eigenbewegung) zu ho¨heren Frequenzen f (niedrigeren Wel-
lenla¨ngen λ = c f−1) verschoben und umgekehrt. Der durch ein monostatisches DWL unter ei-
nem Streuwinkel von 180◦ effektiv detektierte Doppler-Shift in Form einer Frequenz- bzw. Wel-
lenla¨ngenverschiebung ∆fL ∈ R bzw. ∆λL ∈ R ist
∆fL = 2 f0 vLOS c
−1 bzw. ∆λL = −2λ0 vLOS c−1 , (B.1)
mit der ausgesandten Frequenz f0 ∈ R bzw. Wellenla¨nge λ0 ∈ R des Laserlichts, vLOS ∈ R die zu
bestimmende Geschwindigkeit der Luftmasse in LOS und c ≈ 3.0 × 108 ms die konstante Lichtge-
schwindigkeit in klarer Luft mit Brechungsindex n ≈ 1 und vLOS  c. Kennt man also f0 bzw. λ0
und die Shifts ∆fL bzw. ∆λL hinreichend genau, kann man u¨ber Gl. (B.1) auf vLOS schließen. Wie
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aus Gl. (B.1) ersichtlich, sind die zu messenden ∆fL bzw. ∆λL aufgrund c extrem klein und erfordern
hochpra¨zise Instrumente und spezielle Auswerteverfahren. Eine LOS-Komponente von vLOS = 1
m
s
bei λ0 = 354.7 nm entspricht einer λ-Verschiebung von gerade einmal ∆λL = 2.4 fm.
Abbildung B.1 zeigt die Anzahl empfangener Photonen in Abha¨ngigkeit von Flugho¨he und Wel-
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(b) Photonenzahl in 8500m Ho¨he.
Abbildung B.1: Anzahl der in einer bestimmten Flugho¨he durch aerosole und molekulare Streuung emp-
fangenen Photonen (logarithmische Achse) in Abha¨ngigkeit von der Messentfernung vor
einem Flugzeug fu¨r sechs typische Laser-Wellenla¨ngen λ. Die Berechnung erfolgt u¨ber die
Lidar-Gleichung fu¨r Einfachstreuung. Jeweils konstant betrugen die MZI 10m, der Receiver-
Radius 0.2m, die Lidar-Konstante 0.15 und die emittierte Laser-Leistung 1W = 1 J/s. Die
Extinktions- und Ru¨ckstreukoeffizienten stammen aus Vaughan et al. (1998). Je gro¨ßer die
Flugho¨he, desto gro¨ßer ist die ra¨umliche Differenz der Kurvenverla¨ufe zwischen großen und
kleinen λ. Je ho¨her man also fliegt, desto geeigneter ist ein kleines λ.
Gerade fu¨r langreichweitigere Messungen bei Vorhandensein von Aerosolen eignen sich koha¨rente
Systeme. Bei koha¨renten DWL-Systemen mit Heterodynempfang (HE) wird einmodige,
nahezu monochromatische Laserstrahlung der Frequenz f0 in die Atmospha¨re geschickt und das
Ru¨cksignal koha¨rent, d. h. phasenstabil, detektiert. Durch Signalanalyse kann die Frequenzverschie-
bung ∆fL mittels FFT spektral u¨ber das Leistungsdichtespektrum bestimmt werden (Details z. B.
bei Smalikho (2003) oder Ko¨pp et al. (2004)). Insgesamt ko¨nnen DWL mit U¨berlagerungsempfang
nur fu¨r Ausweichverfahren (große Messdistanz) in Bodenna¨he oder niedriger Flugho¨he als bedingt
geeignet bezeichnet werden. Molekulare Ru¨ckstreuung ist mit koha¨renten DWLs nicht messbar.
Wird der molekulare Anteil (
”
Rayleigh-Anteil“) im Verha¨ltnis zum aerosolen Anteil (
”
Mie-Anteil“)
am Ru¨cksignal gro¨ßer, wie dies in klarer Luft bei großer Flugho¨he der Fall ist, so ist aufgrund des
fehlenden Mie-Peaks im Vergleich zu geringeren Ho¨hen ein anderer Typ von DWL, sog. DWL mit
Direktempfang, erforderlich. Am besten ist hierbei ein FI-DWL Sensor mit FPE zur Spektralanalyse
geeignet, wie er im Projekt AWIATOR fu¨r Messungen im Nahbereich (50 − 150m) vor Flugzeugen
bei einem ra¨umlichen Auflo¨sungsvermo¨gen von ca. 30m entwickelt wurde. Der AWIATOR-Sensor
war das erste flugzeuggetragene, getestete Interferometer fu¨r Windgeschwindigkeitsmessungen vor
einem Flugzeug (Schmitt et al., 2007, Rabadan et al., 2010) und macht Gebrauch von den mole-
kular verbreiterten Fringe-Mustern, die vom FPE auf einem 2D Intensified CCD (ICCD) in der
Brennebene dahinter erzeugt werden.
Es fehlte jedoch ein Nachweis, dass die erforderliche Genauigkeit von Windmessungen vor Flug-
zeugen mit einer endlichen, geringen Menge (wegen hoher Fluggeschwindigkeit) an zu analysieren-
den Signalen (FPE-Ringbildern) erreichbar ist. Darum wurde in Hirschberger und Ehret (2011)
ausfu¨hrlich ein FI-DWL, das die Doppler-Shifts im Nahbereich vor Flugzeugen zur Aussteuerung
unter Verwendung der winkelabha¨ngigen ra¨umlichen Distanz von FPE-Ringen auf einem 2D CCD
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Wellenla¨ngenbestimmung aus verrauschten 2D Fabry-Pe´rot-interferometrischen Ringen
misst, mittels Simulationen auf seine mo¨gliche Pra¨zision fu¨r vLOS-Messungen in großer Flugho¨he
(8500m) bei einer Messdistanz von 56m (76m) und Messtiefe (MZI) von 10m unter heute mo¨glichen
Lidar-Leistungsmerkmalen hin analysiert.
B.1 Fringe-Imaging Doppler Wind Lidar (FI-DWL):
Simulation von und hochpra¨zise Wellenla¨ngenbestimmung aus
verrauschten 2D Fabry-Pe´rot-interferometrischen Ringen
Der Schwerpunkt oben genannten Artikels liegt auf zwei neuartigen Radien-Berechnungsmethoden
inklusive Ringmittelpunkt-Bestimmung, die die komplette, durch Messung vorhandene, stark ver-
rauschte 2D Information auf einem CCD-Schirm im Brennpunkt hinter einem FPE verwerten, wo-
durch das Rauschen einzelner 1D Schnitte durch einen solchen 2D Ring betra¨chtlich reduziert wird
und sich die Peak-Position wesentlich genauer ermitteln la¨sst. Nach einer Kalibrierung, durch die die
Ringradien zu den Wellenla¨ngen und somit den Doppler-Shifts in Beziehung gesetzt werden, werden
diese Algorithmen, die die Differenz zwischen den Ringradien von Referenz- und ru¨ckgestreutem Si-
gnal, und dadurch ∆λL in je eine LOS-Richtung berechnen, auf ihre Brauchbarkeit hin u¨berpru¨ft.
Eine Vielzahl an Methoden zur Berechnung der Radien von FPE-Ringen wurde in der Litera-
tur beschrieben (z. B. Meissner (1941)), einige davon mit Mittelpunktberechnungsverfahren (z. B.
Barakat und Medhat (1986), O’Hora et al. (2005)). Wa¨hrend diese Verfahren hauptsa¨chlich fu¨r
schwach verrauschte Ringmuster geeignet sind, wie sie in Laborexperimenten oder z. B. bei starker
Photonen-Ru¨ckstreuung an Aerosolen vorkommen, ist unser Ansatz auch in Situationen mit sehr
verrauschten, schwer identifizierbaren Ringen (und damit Ringmittelpunkten) mit nahezu rein mole-
kularer Ru¨ckstreuung und der Notwendigkeit von Subpixel-Genauigkeit fu¨r die Radienwerte, wie sie
bei monostatischen DWL-Messungen u¨blich sind, geeignet.
In die FPE-Ringerzeugung gehen atmospha¨rische Effekte und Rauschen ein. Ein Referenzmodell
der Atmospha¨re (Vaughan et al., 1995, 1998) aus flugzeuggestu¨tzten Ru¨ckstreumessungen fu¨r spe-
zifische Wellenla¨ngen wird angewandt, um die Ru¨ckstreu- und Extinktionskoeffizienten bei 355 nm
abzuscha¨tzen. Die ungefa¨hre Anzahl ru¨ckgestreuter Photonen pro Messbereich wird durch die be-
kannte Lidargleichung fu¨r Einfachstreuung (Measures, 1992) berechnet. Bei einer Messentfernung
von r = 56m (76m) erreichen etwa 24 (13) Millionen Photonen das CCD. Typische Werte neuester
DWL-Instrumente wurden fu¨r diese Betrachtungen ins Auge gefasst (Reitebuch et al., 2009). Mie-
und Rayleigh-Streufunktionen werden hier fu¨r eine Faltung verwendet, um die Ringe unterschiedli-
cher Breite in Abha¨ngigkeit von der Temperatur und des Drucks bzw. der Ho¨hen entsprechend der
US-Standardatmospha¨re (Champion, 1985) zu erzeugen. Die transmittierte Intensita¨t des FPE wird
durch die klassische Airy-Funktion ohne Absorption an den Platten (Vaughan, 1989, Hernandez,
1986, Zinth und Zinth, 2009) beschrieben.
Fu¨r die so generierten 1D Ringmuster zeigt Abb. B.2(a), wie klein die zu detektierenden Un-
terschiede der Peak-Positionen zur Bestimmung realer vLOS-Werte selbst fu¨r unverrauschte Fringe-
bzw. Ringstrukturen in 1D sind. Der Unterschied zwischen der roten Kurve (vom Laser emittierte
zentrale Wellenla¨nge bei 354.7 nm) zur orangen Kurve betra¨gt riesige vLOS = 50
m
s . Der Unterschied
der Verla¨ufe bzw. Peaks ist aber mit bloßem Auge kaum sichtbar. Entsprechend schwieriger ist ein
Unterschied zwischen der roten und schwarz-gestrichelten Kurve auszumachen, der einem vLOS von
1 ms entspricht. Solche Unterschiede mu¨ssen aber detektierbar sein. Die in Hirschberger und Ehret
(2011) beschriebenen Algorithmen sind unter derartigen Optimalbedingungen (kein Rauschen) in
der Lage, solche Unterschiede zwischen den Peak-Positionen zu finden, da sie den Ringmittelpunkt
im Subpixelbereich praktisch exakt berechnen ko¨nnen. Da aber bei Messungen mit monostatischen
DWL in du¨nner Luft wie hier mit ganz wenigen empfangbaren ru¨ckgestreuten Photonen ein nicht
unerhebliches Rauschen die Kurven von Abb. B.2(a) verfa¨lscht (siehe z. B. rote Kurve in Abb. B.3),
wird dieses Vorhaben nicht so leicht realisierbar sein.
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Aus obigen 1D Ringmustern kann ein rotationssymmetrisches 2D Muster nicht-a¨quidistanter Rin-
ge zuna¨chst ohne Rauschen erzeugt werden. Durch Zufallszahlenerzeugung mit dem Ran-RNG (siehe
auch Kap. 2.3.1) kann Rauschen auf dem Detektor (CCD) modelliert werden. Drei Hauptquellen von
Rauschen sto¨ren die optimale Form der Ringe. Fu¨r das Referenzsignal ist das Speckle-Rauschen von
großer Bedeutung, bei eher geringfu¨gigem Photonen-Rauschen. Dagegen umfasst das ru¨ckgestreute
Signal vernachla¨ssigbares Speckle-Rauschen, wa¨hrend hier das Photonen-Rauschen dominiert. Das
Ausleserauschen des CCD tritt fu¨r beide Signalarten auf. Dunkelstrom-Rauschen kann aufgrund der
kurzen Gatterzeit (O¨ffnungszeit) von 67 ns und des schmalbandigen Filters im FI-Receiver ignoriert




























(a) Minimalita¨t der zu detektierenden Shifts zur Bestim-
mung realistischer vLOS aus 1D Fringe-Mustern.
(b) Muster bei λ=354.7 nm durch Verteilung von PE in-
kl. Rauschen auf Pixel des CCD-Bildes (Hirschberger
und Ehret (2011), S. 213, Abb. 6d; with kind permis-
sion from Springer Science and Business Media).
Abbildung B.2: 1D Fringe-Muster (links) und verrauschte FPE-Ringstrukturen in 2D auf einem CCD (rechts).
CCDs sind Datenfelder (Arrays) lichtempfindlicher Photodioden, die aus Photonen mit einer
Quanteneffizienz η (η ≈ 0.21 fu¨r das simulierte CCD bei 355 nm) Elektronen erzeugen und speichern
(Dussault und Hoess, 2004). Wir definieren die Anzahl an Signalelektronen oder PE (e−), die durch
eine Zahl n ru¨ckgestreuter oder direkter Photonen erzeugt wird durch
nsg = η n . (B.2)
Diese nsg Signalelektronen werden u¨ber alle Pixel des CCD verteilt, und ihre Zahl auf jedem Pixel
wird gerundet. Photonen-Rauschen (engl. Shot noise) entsteht durch statistische Fluktuationen in
der Zahl der Photonen bei niedrigen Za¨hlraten auf dem Detektor und wird durch eine Poisson-
Statistik beschrieben (Liu et al., 2006, Ce´zard et al., 2007). Falls die Zahl der Signalelektronen auf




i=1 nsg,i die mittlere Zahl an
Signalelektronen auf jedes Pixel (nsg ist Mittelwert und Varianz einer Poissonverteilung), wobei m
und n jeweils die Dimensionen der x- und der y-Achsen (z. B. m = 961 und n = 781 Pixel in Abb.
B.2(b)) bezeichnen. Zur Simulation der Anzahl der e− wurde der RNG Ran verwendet, um daraus
Poisson-verteilte ZZen mittels der sog. rejection-method (dt. Zuru¨ckweisungsmethode) (Press et al.,
2007) zu erzeugen. Die Wahrscheinlichkeitsverteilung lautet





Sie bezeichnet die Wahrscheinlichkeit dafu¨r, dass die ZZen (ZVen) Xsg,i die Werte (Realisationen)
nsg,i annehmen werden (Ce´zard et al., 2007). Gammaverteilte ZZen dienen zur Charakterisierung des
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Wellenla¨ngenbestimmung aus verrauschten 2D Fabry-Pe´rot-interferometrischen Ringen
Speckle-Rauschens. Das Ausleserauschen des CCD folgt einer Normalverteilung (Gauß’schen Vertei-
lung), wodurch mit der sog.
”
ratio-of-uniforms“-Methode (Press et al., 2007) erzeugte normalverteilte
ZZen verwendet werden, mit einer Wahrscheinlichkeitsverteilung










mit dem Mittelwert µ = 0 und der Varianz σ2 (σ kann bedingt durch den CCD-Typ variieren; hier
wurde σ = 5.0 gewa¨hlt, a¨hnlich einem von Ce´zard et al. (2007) fu¨r ein CCD gemessenen Wert).
Fu¨r Simulationen von Ru¨ckstreusignalen (wie in Abb. B.2(b)) betra¨gt die Gesamtzahl der La-
dungstra¨ger auf einem Pixel i
nC,i = RNPoi,i +RNN ,i , (B.5)
wobei RNPoi,i und RNN ,i die ZZen jeweils inklusive Photonen- und Ausleserauschen sind, die unter
Verwendung der Wahrscheinlichkeitsverteilungen aus den Gl. (B.3) und (B.4) erzeugt wurden. Fu¨r
Referenzsignale oder zur Kalibrierung erha¨lt man nC,i = RNΓ,i + RNN ,i , wobei die RNΓ,i die ZZen
inklusive Speckle-Rauschen sind. Negative Zahlen von nC,i, die aufgrund der normalverteilten ZZen
auftreten ko¨nnen, werden auf 0 gesetzt (Zahlen von e− kleiner 0 sind unmo¨glich).
Nun geht es um die Berechnung von Ringradien stark verrauschter Ringstrukturen und damit von
absoluten Wellenla¨ngen, und ihren Differenzen. Zur exakten Bestimmung der La¨nge einer Linie muss
zuna¨chst ihr Anfangspunkt exakt bekannt sein. Dieses Prinzip gilt genauso fu¨r die Ringradien, und
deswegen ist eine Bestimmung des Mittelpunkts notwendig, denn fu¨r einen Bias (eine systematische
Messabweichung oder ein systematischer Fehler) der vLOS von 1
m
s mu¨ssen die Radien mit einer
Auflo¨sung besser als 1/40 einer Pixelseitenla¨nge (PSL) von 10µm bestimmt werden, was auch fu¨r
eine gute Kalibrierung des Messinstruments unerla¨sslich ist. Zwei unterschiedliche Methoden werden
in Hirschberger und Ehret (2011) dann auf die verrauschten 2D Ring-Bilder (siehe Abb. B.2(b))
angewandt, um das Rauschen zu reduzieren und um sie in 1D Bilder umzuwandeln. Dann kann man
durch einen einfachen Fit an die Funktion die exakte Position des Radius ermitteln.
Der Radius und Mittelpunkt solcher verrauschten Ringe la¨sst sich allenfalls grob abscha¨tzen.
Ein automatisiertes Auswerteverfahren an Bord eines Flugzeuges, wie es in Hirschberger und Ehret
(2011) beschrieben wird, muss immer funktionieren und ohne zusa¨tzliche Annahmen auskommen. Es
ist also nicht mo¨glich einen quadratischen Bildausschnitt um z.B. den inneren Ring zu selektieren und
die Annahme einer Symmetrie der Punkte oben und unten sowie links und rechts hineinzustecken,
um daraus den exakten Mittelpunkt zu bestimmen (damit ließe sich der Mittelpunkt allenfalls grob
abscha¨tzen, da das Rauschen die Symmetrie der Intensita¨tswerte deutlich verfa¨lscht). Bei so stark
verrauschten Ringen ist auch keine klare Abgrenzung oder Berandung der einzelnen Ringstrukturen
mehr mo¨glich. Vielmehr ist ein Mittelpunkt dadurch bestimmt, dass fu¨r einen Punkt bei einem
bestimmten vorgegebenen Radius ein Ringsegment mit einer gewissen radialen Breite ∆r fu¨r die
Summe der Intensita¨tswerte der zum Ringsegment geho¨rigen Pixel einen maximalen Wert liefert.
Das Zentrum dient als Startpunkt fu¨r die Berechnungsmethoden. Die erste Methode ist eine
Variante von Bresenham’s Midpoint Line (ML) Algorithmus (Bresenham, 1965) erweitert auf
radiale Linien fu¨r jeden Winkel zwischen 0◦ und 360◦ (d. h. [0, 2pi) in rad) einer kreisfo¨rmigen Um-
gebung, d. h. 1D Schnitte durch die 2D Ringe. Schließlich erhalten wir aus jeder Linie eine Funktion
aus PE-Werten nC in Abha¨ngigkeit von den Radiuswerten (Pixeln) ausgehend vom Zentrum. Eine
Schwierigkeit ist der Verrauschtheitsgrad einer solchen einzelnen Linie, wie in den Abb. B.3(a) und
B.3(b) fu¨r einen Winkel von α = 269◦ gezeigt. Auch wenn ein Savitzky-Golay-Filter (Savitzky und
Golay, 1964, Ziegler, 1981, Press et al., 2007) eine gute Abscha¨tzung liefert und verrauschte Da-
ten solcher nicht-a¨quidistanter Fringes unterschiedlicher Breite gla¨ttet, genu¨gt es nicht, einfach die
einzelnen 1D Linien (Schnitte) mit diesem Filter zu fitten (siehe auch gestrichelte gru¨ne Kurve in
Abb. B.3(a)). Dagegen werden bei ML die radial berechneten PE-Werte nC fu¨r Positionen gleichen
Abstands zum Mittelpunkt aufsummiert und durch die Zahl aller radialen Linien geteilt werden,
was gemittelte reelle Zahlenwerte fu¨r die mittleren PE-Zahlen liefert. Die zweite Methode, genannt
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Circular-Averaging(CA)-Methode, funktioniert wie die Mittelpunkt-Berechnungsprozedur. Die
Summe der PE-Zahlen von auf Ringsegmenten der festen Breite ∆r um den berechneten Mittel-
punkt gelegenen Pixel werden hier gemittelt. Unterschiede der Fit-Kurven von ML und CA sind
schwer sichtbar, obwohl diese tatsa¨chlich existieren (siehe Fig. 13 in Hirschberger und Ehret (2011);
in Abb. B.3(b) ist nur eine mit CA gemittelte Kurve gezeigt). Die unterschiedliche Funktionsweise
der ML- und der CA-Methode wird abschließend in Abb. B.4 nochmal zusammengefasst dargestellt.
Die Peaks der Fit-Kurven aus ML und CA werden mit der sog. Levenberg-Marquardt-Methode
(Press et al., 2007) an ein Polynom p(r) = ar2 + br + c vom Grad 2 mit a, b, c ∈ R gefittet, um den
Radius aus der Position des Maximums als r = −b/(2a) noch genauer bestimmen zu ko¨nnen.
CA stellte sich als verla¨sslicher und pra¨ziser als ML heraus. Ergebnisse der Simulationen sowie























Radius bezogen auf Mittelpunkt [m]
Schnitt durch Ring ungefiltert
Savitzky-Golay gefiltert
(a) Auswertung: Einzelschnitt vom berechneten Mittel-
punkt zum Rand des Gebietes (berechnet mit ML)
bei einem Winkel von 269◦ (rot) und gefiltert mit
Savitzky-Golay (gru¨n). Die Werte an den Ra¨ndern
gehen bei diesem Fit verloren (Hirschberger und Eh-
ret (2011), S. 218, Abb. 12; with kind permission from























Radius bezogen auf Mittelpunkt [m]
Schnitt durch Ring ungefiltert
Mittelung über gesamten Ring
(b) Auswertung: Einzelschnitt vom berechneten Mittel-
punkt zum Rand des Gebietes (berechnet mit ML)
bei einem Winkel von 269◦ (rot) und gefiltert mit CA
u¨ber alle Winkel des 2D Ringbildes (gru¨n). Ergebnis
ist eine a¨ußerst glatte, gut gemittelte Funktion.
Abbildung B.3: Schnitt durch einen Ring vom Zentrum aus mit anschließender Filterung (PSL: 10µm).
(a) ML-Prinzip: Die Operation des blauen Pfeils wird
wiederholt ausgefu¨hrt, und zwar z. B. bis Geraden ei-
nes vollen Kreises berechnet wurden (gru¨ne Pfeile).
(b) CA-Prinzip: Die Operation des blauen Pfeils wird
wiederholt ausgefu¨hrt, d. h. es werden Kreise gebil-
det, und zwar in Richtung des gru¨nen Pfeils (vom
Zentrum nach außen) bis der Bildrand erreicht wird.
Abbildung B.4: Vergleich des Prinzips der Methoden ML und CA.
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B.2 3D Ray-Tracing-Simulationen eines Fabry-Pe´rot-Etalons
In diesem Abschnitt geht es um die numerische Erzeugung Fabry-Pe´rot-interferometrischer Ring-
muster auf einem CCD durch ein speziell dafu¨r entwickeltes (nicht-kommerzielles) 3D Ray-Tracing-
Programm, das leicht variable zufa¨llige Wellen simuliert (im Folgenden als Wave Ray-Tracing
(WRT) bezeichnet). Man hat hier also eine Art Monte-Carlo Ray-Tracing-Simulation der sich durch
ein festes FPE aus Quarz (statt Vakuum zwischen Platten) ausbreitenden Strahlen. Das heißt, das
Etalon im WRT-Simulator ist eben berandet und vorne und hinten am Glas- bzw. Quarzko¨rper re-
flektionsbeschichtet.
Nach der Erfindung des FPI im Jahre 1899 wurde eine umfassende Interferenz-Theorie entwickelt,
die durch Mehrfach-Reflektionen zwischen den Platten und Transmission die Generierung der Fringes
(Ringe) im Fokus hinter einer zweiten Linse auf einem 2D Schirm (Ebene) beschrieb (siehe z. B. Born
und Wolf (1999)). Im Folgenden werden diese Elemente in Form eines 3D Ray-Tracing-Programmes
implementiert, das die Strahlenga¨nge vieler einzelner Wellen basierend auf zufa¨lligen Startrichtun-
gen, Wellenvektoren und anderen Eigenschaften optischer Wellen simuliert. Die Simulationen werden
in geometrisch realita¨tsnahen Dimensionen (Gro¨ßen) fu¨r die optischen Bauteile durchgefu¨hrt. Als
Ergebnis erha¨lt man wieder die aus Abb. B.2(b) bekannten, fu¨r FPE typischen Fringes auf einem 2D
CCD (hier mit 80 × 60 Pixeln; CCD-Bilder mit ho¨herer Auflo¨sung, etwa mit 961 × 781 Pixeln wie
vorhin, wu¨rden die Simulationsdauer exorbitant ansteigen lassen). Diese Muster entstehen hier durch
Schnitte der ebenen Wellen mit den Pixeln der CCD-Ebene unter Verwendung der Intensita¨ten, die
aufgrund der Amplitude und Phase der Wellen variieren. Theoretisch ko¨nnten die Radien der Peaks
dieser Fringes und damit die Lichtwellenla¨nge wieder mit den Methoden aus Abschnitt B.1 berech-
net werden, was hier aber aufgrund der geringen Auflo¨sung wenig Sinn macht. Der WRT-Simulator
erfu¨llt hier also eher einen akademischen, die Funktionsweise eines FPE veranschaulichenden Zweck.
Es kann damit visualisiert werden, wie winzige Verschiebungen der geometrischen Objekte (Linsen,
FPE-Platten bzw. -Ra¨nder, CCD) im Receiver die Ringstruktur auf dem CCD beeinflussen ko¨nnen.
Fu¨r generelle Darstellungen von Ray-Tracing und seinen Funktionsprinzipien siehe etwa Lindlein und
Leuchs (2007), Glassner (1989) oder Stavroudis (1972), und Referenzen darin. Diverse Publikationen
beschreiben Ray-Tracing-Simulationen anderer Interferometer als eines FPE, siehe etwa Douglas
et al. (1995) oder Tesar et al. (2000). Der Artikel von Stone (2000) beschreibt mittels Ray-Tracing-
Simulationen ein Michelson- und ein Twyman-Green-Interferometer.
Abbildung B.5(a) zeigt den WRT-simulierten FPE-Aufbau. Die ebenen Wellen, beschrieben durch
E(r, t) = A cos(ωt− kr+ φ) , (B.6)
mit Amplitudenvektor A = (Ax, Ay, Az)
T , Frequenz ω = 2picλ−1, Zeitpunkt t, Richtungswellenvektor
k = (kx, ky, kz)
T , Positionsvektor r = (rx, ry, rz)
T und Phase φ, starten ihre Ausbreitung entlang der
z-Achse an zufa¨llig (durch ZZen) leicht variierenden Startpositionen r0 oder/und Richtungen k0 (mit
konstanten z0 bzw. k0,z). Es gilt also z. B. A0,x = Ax,mean + Ax,var(RN − 0.5) mit vorgegebenem
Mittelwert Ax,mean der Amplitude fu¨r die x-Achse, vorgegebenem Varianz-Faktor Ax,var sowie ZZ
RN ∈ [0, 1]. Genauso gilt A0,y = Ay,mean + Ay,var(RN − 0.5) und A0,z = Az,mean + Az,var(RN −
0.5) mit wieder anderen ZZen RN ∈ [0, 1]. Dieses Prinzip kann nun fortgesetzt werden, so dass fu¨r
die Komponenten der Richtungswellenvektoren k0,x = kx,mean + kx,var(RN − 0.5), k0,y = ky,mean +
ky,var(RN − 0.5), k0,z = kz,mean + kz,var(RN − 0.5), fu¨r die Komponenten der Startpositionen r0,x =
rx,mean + rx,var(RN − 0.5), r0,y = ry,mean + ry,var(RN − 0.5), r0,z = rz,mean + rz,var(RN − 0.5), und
fu¨r die Startzeitpunkte t0 = t0,mean + t0,var(RN − 0.5) gilt. Die ZZen sind dabei jeweils unabha¨ngig
voneinander. In den Simulationen werden generell A0,z und φ0 jeweils auf den Wert 0 gesetzt werden.
In der Simulation von Abb. B.5(b) waren Ax,mean = Ay,mean = 0.7, kz,mean = 1.0 und t0,mean =
1.1 ·10−10 s, wa¨hrend alle sonstigen Mittelwerte mit 0.0 festgelegt wurden. Außerdem wurde lediglich
fu¨r rx,var = ry,var = 0.005m eine Varianz ungleich 0 verwendet, alle anderen Varianz-Faktoren waren
0. Prinzipiell ko¨nnten aber alle oben genannten Mittelwert- und Varianzgro¨ßen zur Erzeugung der
155
B. Windmessung mit Doppler Wind Lidar vor Flugzeugen
Startgro¨ßen A0, k0, r0 und t0 variieren. Eine bikonvexe Linse im optischen Pfad lenkt die Wellen auf
das Etalon. Der Schnittpunkt
r1 = r0 + τk0 , τ ∈ R (B.7)
der von Startposition r0 in Startrichtung k0 ausgehenden geraden Strahllinie mit der vorderen (der
Lichtquelle zugewandten) Seite von Linse 1, beschrieben durch eine Kugel mit der Gleichung
(r1 − rc) (r1 − rc) = R2 (B.8)
(mit Kugelzentrum rc und Radius R als Maß fu¨r die Kru¨mmung) wird berechnet durch Auflo¨sen von
Gl. (B.8) nach r 21 und durch Ersetzen von r1 aus Gl. (B.7) in Gl. (B.8). Schließlich erhalten wir eine
quadratische Gleichung
k 20 τ
2 + (2(r0k0 − rck0))τ + (−2rcr0 + r 2c + r 20 −R2) = 0 (B.9)
mit unbekanntem τ . Aus den Koeffizienten von Gl. (B.9) kann die Diskriminante dc berechnet werden.
Gleichung (B.9) liefert also keine (dc < 0), eine (dc = 0) oder zwei (dc > 0) Lo¨sungen fu¨r τ . Im Falle
zweier mo¨glicher Lo¨sungen ist das minimale τ das korrekte τ , bei keiner Lo¨sung stoppt die Simulation
dieser Welle an dieser Stelle sofort, da kein Schnittpunkt mit der Linse auftritt. Die Position (Stelle)
des ersten Schnitts wa¨re im Falle einer Lo¨sung fu¨r τ dann r1 = r0 + τ0k0 mit dem durch Gl. (B.9)








getrennt durch Luft (Vakuum)








(a) Simulierter Aufbau: Festes FPE mit umgebendem
Linsensystem zur Erzeugung von Interferenzringmu-
stern auf einem CCD im Brennpunkt hinter Linse 2.
Intensität [a.u.]





























(b) Intensita¨tsverteilung eines 2D FPE Fringe-Musters
auf einem CCD, das durch einen 3D Wave Ray-
Tracing-Simulator fu¨r ein Quarzko¨rper-Etalon er-
zeugt wurde. Daru¨ber ein horizontaler 1D Schnitt
durch das Zentrum des Ringsystems bei Pixel-
Nummer 30 der y-Achse. Die CCD PSL betrug
40µm, 1.5 Millionen Wellenpfade wurden bei einer
zentralen Wellenla¨nge von 354.70375 nm simuliert.
Abbildung B.5: Vom 3D Ray-Tracing-Programm simulierter Aufbau eines FPE (links) und Ergebnis einer
solchen FPE Ray-Tracing-Simulation (rechts).
Eine Gerade m = m1 −m2 durch die vorgegebenen Zentren der Kugeln fu¨r die Vorderseite der
Linse (m1) und fu¨r die Ru¨ckseite der Linse (m2) dient als Grundlinie zur Messung der Ho¨he von
Linse 1, die die Vertikale senkrecht zu dieser Grundlinie ist. Falls diese Ho¨he (in m) einen gewissen
Grenzwert u¨berschreitet, findet auch kein Schnitt mit der Linse statt (Abbruch fu¨r diese einzelne
Welle). Die Ho¨he von Linse 1 wird berechnet mittels
h1 =
∥∥∥∥m2 − r1 +mL1((r1 −m2)mL1‖mL1‖ ‖mL1‖
)∥∥∥∥ , (B.10)
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wobei m2 das Zentrum der Kugeloberfla¨che der Ru¨ckseite von Linse 1 ist, und mL1 der Mittelpunkt
der Gerade zwischen m1 und m2 mit dem Zentrum der Kugeloberfla¨che m1 der Vorderseite von Lin-
se 1 ist. Diese Formel wurde durch geometrische U¨berlegungen hergeleitet. Die Norm eines Vektors
v = (vx, vy, vz)
T ist allgemein definiert durch ‖v‖ = (v 2x + v 2y + v 2y )1/2 .
Fu¨r die Geradem durch die Zentrenm1 undm2 der Kugeloberfla¨chen der Vorder- und Ru¨ckseite
von Linse 1 ko¨nnen die Schnittpunkte s1 mit der Vorderseite von Linse 1 und s2 mit der Ru¨ckseite
von Linse 1 berechnet werden, und daraus dann die Mitte der Linse 1 beimL1, die zur Ho¨henmessung
(siehe oben) herangezogen wird. Es seien RL1,front bzw. RL1,back die Kru¨mmungsradien der Kugelo-
berfla¨che an der Vorder- bzw. Ru¨ckseite von Linse 1. Weiter seien zm1 und zm2 die z-Positionen von
m1 und m2. Falls(
(zm1 > zm2)∧
(
(RL1,front > 0)∧(RL1,back < 0)
) ) ∨ ( (zm1 ≤ zm2)∧((RL1,front < 0)∧(RL1,back > 0)) )
erfu¨llt ist, kann wie oben wiederum eine quadratische Gleichung der Form
(‖m‖‖m‖) t 21 + 2(m(m2 −m1)) t1 + ((m2 −m1)(m2 −m1)− (RL1,front)2) = 0
mit (‖m‖‖m‖) =: A, 2(m(m2 −m1)) =: B und ((m2 −m1)(m2 −m1) − (RL1,front)2) =: C auf-
gestellt werden, die mittels der Diskriminante dc = B2 − 4AC keine (dc < 0), eine ( dc = 0 mit
Lo¨sung t1 = −B/(2A) ) oder zwei ( dc > 0 mit mo¨glichen Lo¨sungen t1,a/b = (−B ±
√
dc)/(2A) und
t1 = min(t1,a, t1,b) ) Lo¨sungen fu¨r s1 liefert, und zwar durch die Gleichung s1 = m2 + t1m . Auf
a¨quivalente Weise erhalten wir auch den Schnittpunkt s2 und dadurch u¨ber mL1 = s1 + 0.5(s2 − s1)
die Mitte der Linse 1. Die eben geschilderte Prozedur wird auch zur Bestimmung der Mitte der fo-
kussierenden Linse 2 angewandt.
Der normierte Normalenvektor am Schnittpunkt mit der Oberfla¨che der Kugel der Vorderseite
von Linse 1 ist
en1 = (m1 − r1) (‖m1 − r1‖)−1 = (en1,x, en1,y, en1,z)T . (B.11)
Die verstrichene Zeit vom Start der Welle zum Zeitpunkt t0 bis zum ersten Schnitt mit Linse 1 am
Ort r1 ist
t1 = t0 + nin‖r1 − r0‖c−1 , (B.12)
so dass der Brechungsindex nin ≥ 1 je nach Medium die Ausbreitungsgeschwindigkeit der Welle,
gegeben durch die Lichtgeschwindigkeit c im Vakuum, reduziert. Unter Verwendung des Snelliusschen
Brechungsgesetzes kann die Brechungsrichtung, d. h. der neue k-Vektor innerhalb von Linse 1, durch
den Winkel der einfallenden Welle
θin,x1 = arccos
(

















berechnet werden, wobei nin und nout die Brechungsindizes der einfallenden bzw. der ausfallenden
Welle sind. Ebenso werden die Winkel θin,y1 und θout,y1 mit den Gl. (B.13) und (B.14) berechnet,
wobei nur x durch y ersetzt wird. Damit lautet schließlich der neue Richtungsvektor
k1 = (k1,x, k1,y, k1,z)
T mit
k1,x = (nout)
−1 (nink0,x + (nout cos(θout,x1)− nin cos(θin,x1))en1,x) ,
k1,y = (nout)
−1 (nink0,y + (nout cos(θout,y1)− nin cos(θin,y1))en1,y) , k1,z = 1.0 .
(B.15)
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Fu¨r die Amplitude A1 = (A1,x, A1,y, A1,z)
T des transmittierten E-Feldes nach dem Schnitt mit der
Oberfla¨che der Vorderseite von Linse 1 gilt nach den Fresnel-Formeln (siehe z. B. Demtro¨der (1999))
zur Berechnung der Intensita¨ten mit der einfallenden Amplitude A0 = (A0,x, A0,y, A0,z)
T
A1,x = (1− rf )
(








A1,y = (1− rf )
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und A1,z = (1− rf )A0,z
(B.16)
mit Anteilen des Transmissionsvermo¨gens von
T ⊥x = 1−R⊥x , T ⊥y = 1−R⊥y , T ‖x = 1−R ‖x , T ‖y = 1−R ‖y , (B.17)
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sowie Reflektivita¨tsfaktor rf (hier rf = 0.90). Nach Gl. (B.6) gilt fu¨r das E-Feld der Welle nach
Schnitt mit der Vorderseite von Linse 1 hinter der Grenzfla¨che
E1(r1, t1) = A1 cos(ω1t1 − k1r1) mit Frequenz ω1 = 2pic (λ0n1)−1 , (B.20)
wobei nout =: n1 = 1.47 der Brechungsindex fu¨r (Quarz)glas ist. Dagegen gilt fu¨r die Frequenz in
Vakuum (Luft) ω0 = 2pic (λ0n0)
−1 mit Brechungsindex nin =: n0 = 1.00.
Unter Beachtung der vertauschten Brechungsindizes fu¨r einfallende und ausfallende Welle und
unter Verwendung der an der Vorderseite von Linse 1 berechneten Gro¨ßen werden wie durch Glei-
chungen (B.7) bis (B.20) auch fu¨r die Ru¨ckseite von Linse 1 die Gro¨ßen r2, t2, k2, A2 und mit ω0
auch E2 nach Verlassen von Linse 1 an der Hinterseite berechnet.
Nun bewegt sich die Welle mit Amplitude A2 und E-Feld E2 in Vakuum vom Schnittpunkt r2
mit der Hinterseite von Linse 1 in Richtung k2 auf die vordere Platte des FPE zu. Die Platten
des FPE sind in der Simulation von Abb. B.5(b) planparallel angeordnet, ko¨nnten aber auch leicht
verkippt zueinander sein, wodurch die Interferenzringstruktur auf dem CCD jedoch zersto¨rt wu¨rde.
Seien P1 : a1+ b1ex + c1ey bzw. P2 : a2+ b2ex + c2ey die vordere bzw. hintere Plattenebene des FPE
aus (Quarz)Glas. Fu¨r die zugeho¨rigen Normalenvektoren der ersten Ebene gilt nP1,z>0 = (b1ex) ×
(c1ey) fu¨r den in positive bzw. nP1,z<0 = (c1ey)× (b1ex) fu¨r den in negative z-Richtung orientierten
Normalenvektor. In a¨quivalenter Weise ergeben sich die Normalenvektoren der zweiten Ebene zu
nP2,z>0 = (b2ex) × (c2ey) bzw. nP2,z<0 = (c2ey) × (b2ex) . Die La¨nge (Distanz) lP1 ∈ R von der
Ru¨ckseite von Linse 1 zum Schnittpunkt mit der vorderen Platte P1 wird dann mittels der Gleichung
lP1 = −
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berechnet, woraus dann der Schnittpunkt mit Platte P1 zu
rP1 = r2 + lP1k2 (B.22)
ermittelt wird. Ob ein Schnitt der Welle mit P1 u¨berhaupt stattfindet, muss durch orthogonale
Projektionen (rP1 − a1) (b1ex) bzw. (rP1 − a1) (c1ey) auf das von den Basisvektoren b1ex und c1ey
aufgespannte und durch La¨ngenskalare begrenzte Platten-Rechteck (oder Plattenkreis) P1 untersucht
werden. Bei keinem Schnittpunkt stoppt die Simulation der betreffenden Welle hier.
Wieder werden a¨hnlich den Gl. (B.7) bis (B.20) der Wellenvektor kP1 , die AmplitudeAP1 , die Zeit
tP1 sowie das E-Feld EP1 an der Grenzfla¨che P1 wie fu¨r Linse 1 berechnet. Der Brechungsindex fu¨r
das Glas-Etalon ist hier wie fu¨r die beiden Linsen 1 und 2 wieder n1 = 1.47 . Der Reflektivita¨tsfaktor
aufgrund der FPE-Plattenbeschichtung betra¨gt rf = 0.90. Aus obigen Werten kann dann auf gleiche
Weise wie in Gl. (B.22) der Schnittpunkt rP2 und die Zeit tP2 errechnet werden.
Ab jetzt haben wir es mit Mehrfachreflektionen innerhalb der Platten und gleichzeitiger Trans-
mission von Wellenanteilen in positive z-Richtung aus dem FPE heraus Richtung zweiter, fokus-
sierender Linse zu tun. Wir haben im FPE also vorwa¨rtsgerichtete Wellenvektoren kT := kP1 =
(kT,x, kT,y, kT,z)
T von Platte 1 bis zum Schnitt mit Platte 2, und ru¨ckwa¨rtsgerichtete, reflektierte
Wellenvektoren von Platte 2 nach Platte 1, fu¨r die kR := (−kT,x,−kT,y,−1.0)T gilt. Die transmit-
tierten Anteile −kT , die das FPE nach hinten verlassen, gehen verloren und werden Linse 2 nie
erreichen. Dagegen werden die das FPE in Vorwa¨rtsrichtung verlassenden Anteile zum Großteil Lin-
se 2 erreichen und durchqueren, und im Optimalfall auch die CCD-Ebene erreichen. Wa¨hrend die
durch Platte 1 (und spa¨ter auch Platte 2) transmittierte Amplitude AT = (AT,x, AT,y, AT,z)
T in
Anlehnung an Gl. (B.16) berechnet wird, erhalten wir die Amplituden der an Platte 1 und 2 im FPE
hin- und her reflektierten Wellen durch
AR,x = rf
(


















und AR,z = rf AT,z .
(B.23)
Bei wiederholter Berechnung reflektierter AT und transmittierter Anteile sinken deren einzelne Bei-
tra¨ge mit zunehmender Zahl an Reflektionen/Transmissionen immer weiter ab. Die Zahl der maximal
mo¨glichen Hin- und Ru¨ckreflektionen sowie Transmissionen durch das FPE war in den Simulationen
auf nRef = 30 beschra¨nkt (niedrige endliche Zahl erho¨ht das Simulationstempo und vernachla¨ssigt
unwesentliche Intensita¨tsbeitra¨ge auf dem CCD). Es wird bei jeder Reflektion u¨berpru¨ft, ob ein
Schnitt mit der FPE-Platte vorliegt; wenn nicht, gibt es keine weiteren durch das FPE transmittier-
ten Beitra¨ge. Die oben erla¨uterten Prinzipien werden auch zur Bestimmung der transmittierten und
reflektierten Beitra¨ge des E-Feldes im FPE wiederholt ausgefu¨hrt. In der Interferenztheorie eines FPE
werden die reflektierten E-Feldanteile durch eine geometrische Reihe ausgedru¨ckt (Zinth und Zinth
(2009), S. 191). Die das FPE in Richtung Linse 2 verlassenden Wellen haben gleiche Wellenvektoren
(Richtungen) kT,FPE mit jedoch unterschiedlich großen Anteilen ET,FPE,i, i ≥ 1. Die (maximal rf )
Schnittpunkte rT,FPE,i, i ≥ 1 mit Platte 2 des FPE und die zugeho¨rigen Zeitpunkte werden nach Gl.
(B.7) und (B.12) ermittelt. Aus einer Welle am Startpunkt werden also hinter dem FPE im Idealfall
eine Vielzahl an energetisch entsprechend reduzierten Wellen, die dann von der zweiten fokussieren-
den Linse auf das CCD gelenkt werden. Der Durchgang jeder einzelnen dieser Wellen durch Linse 2
wird genauso wie der Durchgang der Startwelle durch Linse 1 (siehe oben) berechnet.
Abschließend trifft eine gewisse Zahl an Wellen auf das CCD. Ob es einen Schnittpunkt ei-
ner Welle mit dem CCD gibt, wird wieder u¨berpru¨ft. Der Schnittpunkt wird entsprechend Formel
(B.22) ermittelt, nur mit den entsprechenden Gro¨ßen hinter Linse 2 (neues k, neues r, aCCD =
(aCCD,x, aCCD,y, aCCD,z)
T als Stu¨tzpunkt der CCD-Ebene ECCD : aCCD + bCCDex + cCCDey statt a1
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bzw. a2 der FPE-Platten, und neuer Normalenvektor nCCD der CCD-Ebene). Ist dies der Fall, wird
der Index dieses Schnittpunkts in 2D auf dem CCD bestimmt. Sei rCCD = (rCCD,x, rCCD,y, rCCD,z)
T
der Schnittpunkt mit der CCD-Ebene und bCCD,i = aCCD+i·stepCCD = (bCCD,x,i, bCCD,y,i, bCCD,z,i)T
(stepCCD die Breite bzw. Ho¨he eines Pixels, i = 1, . . . , nx die Indizes der Punkte auf der ersten Ach-
se des CCD) sowie cCCD,j = aCCD + j · stepCCD = (cCCD,x,j, cCCD,y,j, cCCD,z,j)T (j = 1, . . . , ny
die Indizes der Punkte auf der zweiten Achse des CCD) die Zentren der (i, j)-ten Pixel mit Sei-
tenla¨nge stepCCD. Hier waren nx = 80, ny = 60 und stepCCD = 40µm . Wenn man fu¨r alle
i = 1, . . . , nx das i sucht, fu¨r das |bCCD,x,i − rCCD,x| ≤ 0.5 · stepCCD und gleichzeitig fu¨r alle
j = 1, . . . , ny das j sucht, fu¨r das |cCCD,y,j − rCCD,y| ≤ 0.5 · stepCCD gilt, erha¨lt man den Index
des CCD-Pixels, an dem der Schnitt der einfallenden Welle auftritt. Das auftreffende E-Feld der
Welle EL2 = (EL2,x, EL2,y, EL2,z)
T ist das hinter Linse 2. Falls fu¨r die das CCD treffende Welle
(rCCD,x ≥ aCCD,x) ∧ (rCCD,x ≤ bCCD,x,nx) ∧ (rCCD,y ≥ aCCD,y) ∧ (rCCD,y ≤ cCCD,y,ny) gilt, dann
gilt fu¨r die Summe der x-, y- und z-Anteile der E-Felder des gesamten E-Feldes ECCD auf dem jeweils
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wobei m Wellenanteile pro Pixel summiert werden. Diese Zahl m ∈ N variiert natu¨rlich i. Allg. von
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2
) 1
2 ∀ i = 1, . . . , nx ∀ j = 1, . . . , ny . (B.25)
Ein Beispiel einer solchen Intensita¨tsverteilung ist in Abb. B.5(b) dargestellt. Die Anzahl der ins-
gesamt simulierten, emittierten Wellen betrug in diesem Fall nwaves = 1500000. Die verwendete
Wellenla¨nge war λ0 = 354.70375 nm.
Die Emissionspositionen der Wellen (Strahlen) ko¨nnten auch wieder normalverteilt gema¨ß Gl.
(2.53) sein, um ein Gauß’sches Strahlprofil simulieren zu ko¨nnen. Hier wurde ein gleichverteiltes
”
Flat-Top“-Laserprofil simuliert. Die z-Position des Lasers (der Lichtquelle) lag bei z = 0m. Alle
Objekte (Linsen, FPE-Platten und CCD) wurden symmetrisch um die z-Achse positioniert. Mit-
telpunkt 1 von Linse 1 befand sich bei m1 = (x, y, z)
T = (0, 0, 0.07m) mit Kru¨mmungsradius der
Vorderseite von Linse 1 von RL1,front = 0.01m. Weiter war der Mittelpunkt 2 von Linse 1 durch
m2 = (0, 0, 0.03m) mit RL1,back = −0.10m gegeben (RL1,back < 0 wegen bikonvexer Linse). Die
Ho¨he von Linse 1 war auf h1,max = 0.02m symmetrisch um die z-Achse beschra¨nkt. Danach folgt
das FPE mit Platten bei z = 0.08m (fu¨r P1) und bei z = 0.083m (fu¨r P2) senkrecht zur z-Achse,
d. h. der Plattenabstand betrug 3mm. Der Radius der Platten in der x-y-Ebene war jeweils 1 cm.
Fu¨r die fokussierende Linse 2 war der Mittelpunkt 1 bei (0, 0, 0.13m) mit Kru¨mmungsradius 0.03m
und der Mittelpunkt 2 bei (0, 0, 0.09m) mit Kru¨mmungsradius −0.03m. Die maximale Ho¨he von
Linse 2 war wieder 0.02m. Fu¨r die CCD-Ebene gilt aCCD = (−0.0016m,−0.0012m, 0.1507m)T und
bCCD,max = (0.0032m, 0, 0)
T sowie cCCD,max = (0.0024m, 0, 0)
T mit PSL von je stepCCD = 40µm
bei nx = 80 und ny = 60 Positionen auf den Achsen. Damit befand sich das CCD symmetrisch um
die z-Achse bei z = 0.1507m.
Der WRT-Simulator wurde in ANSI-C++ implementiert. Auf einem 2.5GHz-Rechner dauert eine
Simulation wie in Abb. B.5(b) mehrere Minuten. Das Programm wa¨re fu¨r Multicore-Prozessierung
geeignet (bislang nicht umgesetzt).
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A infinitesimale Erzeugende einer messbaren Funktion f : S → R
AE Emitter-Kreisfla¨che mit Mittelpunkt xE und Radius rE ∈ R+ m2
AR Receiver-Kreisfla¨che mit Mittelpunkt xR und Radius rR ∈ R+ m2
Ai,j,k, Bi,j,k 3D Schwerpunkte von 3D Ausschnitten aus Volumen, etc.
A xi,j,k Schwerpunkt in x-Richtung im (i, j, k)-Untervolumen, usw. fu¨r y, z
a 3D Shift-Vektor (ax, ay, az)




b0 lateraler Wirbelabstand m
B(X) bzw. BX die Borelsche σ-Algebra auf X
B(S) Borelsche σ-Algebra auf dem Zustandsraum S
c Lichtgeschwindigkeit (im Vakuum oder in Luft ≈ 3.0 × 108ms−1) m s−1
Col (sm ; . ) Stoß-TP: ein Markov-Kern von (S,B(S)) nach (R3,B(R3))
Colψ TP mit Colψ : S ×B(R3)→ [0, 1]




l ) induzierter statischer Rollmomentenbeiwert (numerisch) −
Cn(Ωi), n ∈ N Menge aller Funktionen, deren Ableitungen bis zur Ordnung n
auf Ωi beschra¨nkt und gleichma¨ßig stetig sind
d eine Messschicht; auch Durchmesser m
∆d ra¨umliche Verschiebung von einer Messschicht zu einer anderen m
dR,yj,k , d
R,z
j,k Schwerpunkts-Absta¨nde eines Rj,k bezogen auf linke untere Ecke m
dT i,yj,k , d
T i,z
j,k Schwerpunkts-Absta¨nde eines Sub-Tp T
i
j,k zur linken unteren Ecke m









D(A) Gebiet oder Bereich des infinitesimalen Erzeugers A






E i,jL vom Laser in Richtung (θi, ϕj) emittierte Energie J
Ep Pulsenergie eines Laserpulses J
E in NSG: die Gesamtenergie pro Einheitsmasse J
Eˆ(k) Spektrum der turbulenten kinet. Energiedichte im Fourierraum m2 s−2
f Frequenz Hz
∆f ; ∆fL Frequenz-Spektrum; Frequenz-Verschiebung Hz
Fm, m ∈ N m-te Messebene
F(x, t) Feld a¨ußerer Kra¨fte mit Komponenten Fi, i ∈ N
Fi i-te Kraft-Komponente N
FOVE,FOVR Emitter- bzw. Receiver-Blickfeld rad




f die Ru¨cktransformierte (Inverse) von f̂
f̂Temp die Fourier-Transformierte bezogen auf ein Template
f ∗ g Faltung der Funktionen f, g ≥ 0
f Mittelwert einer reellen Funktion f : X→ R
fw gewichtetes Mittel von f in Bezug auf Gewicht w : X→ R+0




A,n Gewichte (Positionen) in Volumen 1 (B statt A in Volumen 2)
g Erdbeschleunigung m s−2
g Gravitationsvektor mit Komponenten g1, g2, g3 je in m s
−2
G, H Verteilung der Intensita¨tswerte, etc., in Volumen (Bild) 1 bzw. 2
h ∈ R+ Schrittweite (Maschenweite) m
hPlanck Planck’sches Wirkungsquantum mit hPlanck = 6.626 · 10−34 J s J s
H := R3 gesamte Atmospha¨re in pbs5
H1, . . . ,Hs einzelne Schichten der Atmospha¨re
I‖(x) paralleler Anteil der Intensita¨t eines Stokes-Vektors
I⊥(x) senkrechter Anteil der Intensita¨t eines Stokes-Vektors
I(x) Summe aus parallelem und senkrechtem Anteil der Intensita¨t
I i,jrec,norm,m im Receiver aus (θi, ϕj) empfangene normierte Gesamtintensita¨t a. u.
k Wellenvektor (Komponenten je in m−1)
k Wellenzahl m−1
kLidar ∈ (0, 1] Instrumentenkonstante des Lidars
K˜ die σ-Algebra auf Ω˜
K Fourier-Transformation fu¨r Funktionen f ∈ L1(X, λ)
Kf (yj , zk) (diskrete) Kreuzkorrelationsfunktion in 2D an der Stelle (yj, zk)
Kn(yj, zk) normierte Kreuzkorrelation in 2D an der Stelle (yj, zk)
Kc(yj, zk) Kreuzkorrelationskoeffizient in 2D an (yj, zk) (Kc ∈ [−1.0, 1.0])
L(ξ) Rotationsmatrix zur Drehung eines Stokes-Vektors um Winkel ξ
lFm(θi, ϕj) ∈ R+ skalare La¨nge zwischen xE und Fm in Abha¨ngigkeit von θi und ϕj m
L∗t normiertes turbulentes integrales La¨ngenmaß (Lt: unnormiert in m) −
L1(X, λ) der C-lineare Raum der λ-integrierbaren Funktionen f : X→ C
M Flugzeugmasse kg
M(θ, ϕ) Mueller-Matrix mit Azimutwinkel θ und Elevationswinkel ϕ
mij, i, j ∈ N Winkelelemente einer Mueller-Matrix M(θ, ϕ)
mk, k = 1, . . . , s Mueller-Matrix in der k-ten Schicht
Mk, k ∈ N k-te Messgrenzebene
m Impulsdichte mit Komponenten m1, m2, m3 je in N s
M
+
b (X) Menge der beschra¨nkten (endlichen) nichtnegativen Maße auf BX
Mb(X) der R-lineare Raum der allgemeinen beschra¨nkten Maße auf BX
Mb(X) der C-lineare Raum der Maße auf BX mit Werten in C
M
+
1 (X) die Menge der Wahrscheinlichkeitsmaße auf BX
nE,nR ∈ S2 Normalenvektor auf die Emitter- bzw. Receiver-Ebene
nFm ,nMk Normalenvektoren auf Fm bzw. Mk
N nµ,Σ n-dimensionale Normalverteilung auf (Rn,Bn)
nµ,Σ(t) Dichte von N nµ,Σ mit t = (t1, . . . , tn) ∈ Rn
nθ ∈ N Anzahl der Azimutwinkel θ
nϕ ∈ N Anzahl der Elevationswinkel ϕ
nr Gro¨ßenverteilung(sfunktion) in POLYMIE
nBr (komplexer) Brechungsindex
n i,jrec,m Gesamtzahl aus Messschicht m und (θi, ϕj) empfangener Photonen
n i,jrec,norm,m im Receiver aus (θi, ϕj) empfangene normierte Photonenzahl
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Symbolverzeichnis
n i,jPE,rec,m Photoelektronen- bzw. Ladungstra¨gerzahl aus n
i,j
rec,m ohne Rauschen
nC,i,j Photoelektronen- bzw. Ladungstra¨gerzahl aus n
i,j
rec,m mit Rauschen
nsim,m in pbs aus m-ter Messschicht empfangene Photonenzahl
nsim Zahl insgesamt in pbs simulierter Photonenpfade
nph Gesamtzahl der pro Richtung emittierten Photonen
N Anzahl kugelfo¨rmiger Streupartikel pro Einheitsvolumen
NT Anzahl der MZI
N∗ normierte Brunt-Va¨isa¨la¨-Frequenz (N : unnormiert in s−1) −
p Druck Pa
P ∈ [0, 1] U¨bergangswahrscheinlichkeit (TP)
P (sm ;R) TP fu¨r den stationa¨ren Markov-Prozess in diskreter Zeit




) in T i,jm aus (θi, ϕj) empfangene Gesamtintensita¨t (r-ter Anteil)
ph(ϑ) unpolarisierte Phasenfunktion (Randdichte von phpol(ϑ, ξ))
phpol(ϑ, ξ) polarisierte Phasenfunktion (eine Wahrscheinlichkeitsdichte)
phbed ( ξ |ϑ ) bedingte polarisierte Phasenfunktion
Pol TP fu¨r den normierten Stokes-Vektor (deterministisch)
Pos Positions-TP mit Pos : S ×B(R3)→ [0, 1]
Q Polarisationsgrad; Q = I‖(x) − I⊥(x)
Q TP fu¨r Streuereignis am na¨chsten Streupunkt, Q : S ×S→ [0, 1]
Q TP des korpuskularen multiplen Streuprozesses {um : m ∈ N0}
mit Polarisation in diskreter Zeit; es gilt: Q : U ×Υ → [0, 1]
qk, k = 1, . . . , s U¨berlebenswahrscheinlichkeit in der k-ten Schicht
qj, j = 1, 2, 3 molekularer Wa¨rmestrom W
r Richtung(svektor)
r Radius, Messentfernung, La¨nge |r| m
r1, . . . , rs−1 ∈ R Ra¨nder (Begrenzungen) zwischen Schichten H1, . . . ,Hs m
rE, rR ∈ R+ Radius des Emitters bzw. Receivers m
rc Modenradius in POLYMIE m
rc viskoser bzw. innerer Kernradius (Wirbel) m
rv Wirbelsta¨rkeradius bzw. a¨ußerer Kernradius m
∆R Range Bin, Messtiefe, Messzeitintervall m
R ∈ B(S) Rechtecksmengen zu B(S)
R spezifische Gaskonstante (fu¨r trockene Luft R = 287.058 JkgK) J (kgK)
−1
Re Reynolds-Zahl −
Ref TP fu¨r den Referenzvektor (deterministisch)
RN Zufallszahl




m vollsta¨ndiger physikalischer Zustand eines Photons
sp ∈ R+0 Pulsla¨nge des ausgesandten Laserpulses in pbs s
smin, smax ∈ R+0 minimale bzw. maximale Photonenwegla¨nge (PWL) m
S Schwerpunkt mit Komponenten Sx, Sy, Sz (je in Einheit m)
ST(x) Stokes-Vektor an der Stelle x ∈ R3




) Gesamtpolarisation im Receiver (r-ter Anteil davon)
st, stm ∈ R4 normierter Stokes-Vektor mit Anteilen i‖, i⊥, u und v
stE ∈ R4 Polarisation der Photonen am Start (normierter Stokes-Vektor)
st i,jR,m normierter Gesamtpolarisationsvektor aus Messschicht m u. (θi, ϕj)
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S Zustandsraum eines Photons
(S,P) Markovscher korpuskularer multipler Streuprozess in diskreter Zeit
SH1 , . . . ,SHs Zustandsraum in der jeweiligen Schicht
S2 Einheitskugel des R3
Sel TP der Streuerselektion mit Sel : (S × R3)×B(Ψ) −→ [0, 1]
Sij Komponenten des Scherratentensors S(u) s
−1
t ∈ R+0 Zeit, einzelner Zeitpunkt s
t0 Zeit fu¨r Absinken eines Wirbelpaares um b0 mit w0 s
T Menge aller Zeitpunkte
ti, i ∈ N Zeitpunkte s
∆t Zeitschritt, Zeitintervall s
T TP zum na¨chsten Stoßzeitpunkt tm+1 mit T : U ×B(R+)→ [0, 1]
Tm m-tes Messzeitintervall (MZI) s
Tj,k, Rj,k Template und Referenz-Template
u (Stro¨mungs-)Geschwindigkeitsvektor aus Komponenten u1, u2, u3 je m s
−1
u(x, t) LES: Geschwindigkeitsvektoren energiereicher großskaliger Wirbel je m s−1
u′ LES: Geschwindigkeitsvektoren energiearmer kleinskaliger Wirbel je m s−1
∂+/∂− ui(xi) Vorwa¨rts- bzw. Ru¨ckwa¨rts-Differenzenquotient
∂0 ui(xi) Zentraler Differenzenquotient
∂−∂+ ui(xi) Differenzenquotient zweiter Ordnung
um ∈ U zeitabha¨ngige Zusta¨nde des Photons auf dem Zustandsraum U
{um : m ∈ N0} Prozess aus zeitabha¨ngigen Zusta¨nden des Photons
(U ,Q) PDMP in kontinuierlicher (stetiger) Zeit
u axiale Windgeschwindigkeitskomponente (aeronautisch) m s−1
oder vertikale Windgeschwindigkeitskomponente (optisch) m s−1
u0 Fluggeschwindigkeit des nachfolgenden Flugzeugs m s
−1
(u, v)T der 2D Windvektor transversal zur Flugachse (optisch)
(u, v, w)T der 3D Windvektor bestehend aus den Komponenten u, v und w
U(x) eine Phasenbeziehung des Stokes-Vektors








(V i,jTm,r,%) wie eben, aber Varianz des Signals der r-ten Streuordnung (in %)
v 3D (LOS-)Vektor
v horizontale Windgeschwindigkeitskomponente (aeronautisch u. opt.) m s−1
(v,w)T der 2D Windvektor transversal zur Flugachse (aeronautisch)
vA/C Fluggeschwindigkeit m s
−1
vLOS Line-of-sight-Geschwindigkeitskomponente m s
−1
vx, vy, vz Komponenten des 3D LOS-Vektors v bzw. Geschwindigkeitsbeitra¨- m s
−1
ge zu vLOS in x-, y- und z-Richtung; z. T. auch Windkomponenten
vr bzw. vθ (vt) Radial- bzw. Tangentialgeschwindigkeiten m s
−1
∆v La¨ngen- bzw. Geschwindigkeitsfehler von Geschwindigkeitsvektoren m s−1
w vertikale Windgeschwindigkeitskomponente (aeronautisch) m s−1
oder axiale Windgeschwindigkeitskomponente (optisch) m s−1
w0 abwa¨rts gerichtete (Absink-)Geschwindigkeit eines Wirbelpaares m s
−1
wi,j,k ∈ R Massenpunkte an den Positionen (xi, yj, zk)T
wA : R
3 → R Funktionswerte von Volumen 1 (wB von Volumen 2), etc.
Win,k,Wout,k alle Werte innerhalb bzw. außerhalb der k-ten Schicht Hk
W
i,j
Tm,r Menge aller Photonenpfade ω ∈ Ω˜, die die Receiver-Ebene aus





Tm,r ohne Schnitte mit Receiver-Ebene vor r-tem Streuereignis
Wav TP fu¨r eine A¨nderung der Wellenla¨nge
x Flugrichtung bzw. Flugachse (aeronautisch) m
x,xm ∈ R3 Positionsvektor eines Photons, etc. (Komponenten je in m)
xE,xR ∈ R3 Position des Zentrums von Pulsemission bzw. Photonen-Empfang
x, y, z kartesische Koordinaten je m
X, Y , Z Seitenla¨nge bzw. La¨nge von Intervallen auf der x-, y-, z-Achse je m
xjump ∈ N Sprung zur na¨chsten Position einer Untermenge (auch yjump, zjump)
xstep, ystep, zstep jeweils eine Anzahl diskreter Werte fu¨r Intervalle auf einer Achse
xdim, ydim, zdim jeweilige Gesamtzahl an Positionen in eine bestimmte Richtung
x1, x2, x3 kartesische Koordinaten in NSG je m
∆x, ∆y, ∆z Seitenla¨ngen z. B. der Quader von Extinktionskoeffizienten σi,j,k je m
X eine Menge, etc.
X Vektor von Zufallsvariablen X1, . . . ,Xn; X := (X1, . . . ,Xn) ∈ Rn
y Tempdim , z
Temp
dim Gesamtzahl an Positionen eines Templates in die jeweilige Richtung
yRefdim, z
Ref
dim Gesamtzahl an Positionen eines RTp in die jeweilige Richtung
y subdim, z
sub
dim Gesamtzahl an Positionen eines Sub-Tp in die jeweilige Richtung
∆y, ∆z Verschiebungen eines Tp-Ausschnitts gegen RTp in 2D je m
z Flugrichtung bzw. Flugachse (optisch) m
α Extinktion(skoeffizient) m−1
∆α Richtungsfehler (auch Winkelfehler) von Geschwindigkeitsvektoren rad
β thermischer Ausdehnungskoeffizient K−1
γ Wahrscheinlichkeitsdichte von Col (sm ; . )
γψ Dichtefunktion von Colψ
γE, γR ∈ [0, pi2 ] Semi-EFOV der Photonen bzw. Semi-RFOV des Receivers rad
Γ (Γ0) (anfa¨ngliche) Zirkulation der Wirbel(schleppen) m
2 s−1
Γ(sm ; . ) Beer-Lambert-Gesetz: W’Maß auf B(R
+
0 ) fu¨r bel. sm
γa : X→ T ein Charakter fu¨r a ∈ X (T die Einheitskreislinie: T fu¨r ”Torus“)
δij Kronecker-Delta (δij = 1 fu¨r i = j und δij = 0 fu¨r i 6= j)
δ Dirac-Distribution (Dirac-Impuls)
∆ in LES: Filterweite m
ε∗ normierte Eddy-Dissipationsrate (ε: unnormiert in m2 s−3) −
εx Dirac-Maß auf BX
ε̂x die Fourier-Transformierte eines Dirac-Maßes εx ∈M+1 (X)
ηrec ∈ (0, 1] Quanteneffizienz des Detektors
θ, θi, i ∈ N Azimutwinkel rad/◦
θ in LES: potentielle Temperatur mit Referenztemperatur Θ K
∆θ Schrittweite zwischen Azimutwinkeln θ rad/◦
ϑ(φm, φm+1) Streuwinkel von φm nach φm+1 rad/
◦
κ Wa¨rmeleitfa¨higkeit W (Km)−1
κ Adiabatenkoeffizient fu¨r Luft unter Normalbedingungen −
κ Fourier-(Stieltjes-)Transformation fu¨r Maße µ ∈ Mb(X)
λ, λm ∈ R+ Photonen-Wellenla¨nge m
λL Laser-Wellenla¨nge m
∆λ; ∆λL Full Width at Half Maximum (Filter); Wellenla¨ngen-Verschiebung m
λn, n ∈ N Lebesgue-Maß auf Rn
λ : BX → R˜+0 n-dimensionales Lebesgue-Maß mit λ := λn und R˜+0 := R+0 ∪ {+∞}
µx,E Dichte der normierten Normalverteilung auf AE (in pbs5)
µ Erwartungswertvektor mit µ = (µ1, . . . , µn) ∈ Rn; ein Maß
µ in NSG: dynamische Viskosita¨t m2 s−1
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µ̂ die Fourier-Transformierte des Maßes µ ∈ Mb(X)
µ ∗ ν Faltung zweier Maße µ und ν
µ ? ν Korrelation zweier Maße µ und ν
ν in NSG: kinematische Viskosita¨t (νt: turbulente Viskosita¨t) m
2 s−1
Ξ(α, β) Winkel zwischen zwei Richtungsvektoren α und β rad/◦
ρ (Luft-)Dichte (ρ0: Referenzwert der Dichte) kgm
−3
ρ, ρm ∈ S2 Referenzvektor
(ρm, φm) Referenzebene vor der Streuung
(ρm+1, φm+1) Referenzebene nach der Streuung (”
Streuebene“)
ρE, ρR ∈ S2 Referenzvektor des Emitters bzw. Receivers
ρ(x, y, z) verallgemeinerte Massendichte
σ, σk, σi,j,k ∈ R+0 atmosph. Extinktionsfunktion bzw. -koeffizient; Stoßintensita¨t m−1
σψ Stoßintensita¨t des Streuertyps ψ
σ 2i , i ∈ N Varianzen (σ: rms-Geschwindigkeit in m s−1)
σij Scherspannungstensor (Feinstrukturterm) m
2 s−2
Σ symmetrische, positiv-definite Kovarianzmatrix
τp Laser-Pulsdauer (Pulsla¨nge) s
τa(x), τ , τi,j,k Translationsabbildung bzw. Shift(-Vektor) eines x ∈ X um a ∈ X
υ : Υ→ [0, 1] Wahrscheinlichkeitsmaß fu¨r Startverteilung des Photons auf Υ
φ, φm ∈ S2 Photonen-Flugrichtung
φE, φR ∈ S2 Emissionsrichtung des Laserpulses bzw. Orientierung des Receivers
ϕ, ϕj , j ∈ N Elevationswinkel; Zenitwinkel rad/◦
∆ϕ Schrittweite zwischen Elevationswinkeln ϕ rad/◦
ϕ(t, sm) Lo¨sung fu¨r deterministische Bewegung des Photons zw. Spru¨ngen
ϕ ∈ D ∞-oft differenzierbare Testfunktionen ϕ : R→ R auf Raum D
ψ,ψm ∈ Ψ Streuertyp; Art des letzten Streuteilchens
Ψ Menge aller Streuteilchen ψ
Ψ(y, z) modifizierte Stro¨mungsfunktion eines Wirbelpaares (Tracervert.)
ω ∈ Ω˜ einzelner Photonenpfad aus der Menge Ω˜
ω Wirbelsta¨rke (engl. vorticity); Einheit je Komponente: s−1
ω (ω0) (anfa¨ngliche) Winkelgeschwindigkeit s
−1
Ω˜ = Ω \ N˜ Raum diskreter Pfade mit isolierten Sprungzeiten (N˜ : Nullmenge)
Ω (Ωi) NSG bzw. FD: Menge (oder Gebiet) mit Intervallen Ωi, i = 1, 2, 3 je m
i ; ∗ imagina¨re Einheit; das komplex Konjugierte
Re(z), Im(z) Realteil bzw. Imagina¨rteil einer komplexen Zahl z
O(·) Landau-Symbol aus der aymptotischen Analysis
∇x bzw. ∇; ∆x Nabla-Operator, angewandt auf x bzw. Zeit t; Laplace-Operator
× Vektorprodukt; physikalisch auch Multiplikation skalarer Gro¨ßen





Hz = s−1 Hertz Frequenz
N = kgm s−2 Newton Kraft
J = Nm = kgm2 s−2 Joule Energie
W = J s−1 Watt Leistung
Pa = Nm−2 Pascal Druck
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