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Abstract
Given a network G and a demand D of communication requests on G, a routing for (G,D) is a set of directed paths of G, each
from the source to the destination of one request of D. The ROUTING AND WAVELENGTH ASSIGNMENT PROBLEM seeks a routing
R for (G,D) and an assignment of wavelengths to the directed paths inR such that the number of wavelengths used is minimized,
subject to that any two directed paths with at least one common arc receive distinct wavelengths. In the case where G is a ring, this
problem is known as the RING ROUTING AND WAVELENGTH ASSIGNMENT PROBLEM (RRWA). If in addition D is symmetric
(that is, (s, t) ∈ D implies (t, s) ∈ D) and the directed paths for requests (s, t) and (t, s) are required to be reverse of each other,
then the problem is called the SYMMETRIC RING ROUTING AND WAVELENGTH ASSIGNMENT PROBLEM (SRRWA). A demand
is called a permutation demand if, for each vertex v of G, the number of requests with source v and the number of requests with
destination v are the same and are equal to 0 or 1. A symmetric permutation demand is called an involution demand. In this paper
we prove that both RRWA and SRRWA are NP-complete even when restricted to involution demands. As a consequence RRWA is
NP-complete when restricted to permutation demands. For general demands we prove that RRWA and SRRWA can be solved in
polynomial time when the number of wavelengths is fixed. Finally, we answer in the negative an open problem posed by Gargano
and Vaccaro and construct infinitely many counterexamples using involution demands.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The ROUTING AND WAVELENGTH ASSIGNMENT PROBLEM has been receiving extensive attention due to its
importance in optical networking and telecommunication. In this paper we study this problem for optical ring networks
and answer an open question.
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610 J. Yuan et al. / Journal of Discrete Algorithms 5 (2007) 609–621An optical network can be modelled by an undirected graph G = (V (G),E(G)), in which vertices represent
processors, routers or memory modules and edges represent optical fibre links. It is usually assumed that each link
allows data streams to transmit in both directions. (Physically this is realized by providing two optical fibres.) Thus,
we will take G as a symmetric directed graph in which there is an arc from u to v if and only if there is an arc from
v to u, for u,v ∈ V (G). An ordered pair of distinct vertices of G is called a communication request on G, and a set
of such requests is called a demand. In practice a request (s, t) corresponds to a data stream to be transmitted from s
to t , which are called the source and destination of (s, t) respectively, and a demand corresponds to communications
to be realized in one round of routing. Taking each request (s, t) as the arc from s to t , we may identify a demand D
on G with a directed graph having the same vertex set V (G) as G. In this directed graph, an isolated vertex is neither
a source nor a destination of any request in D, and vice versa. Depending on properties of D, we may have various
types of demands. For example, if D is a complete directed graph on V (G) (that is, D = {(s, t): s, t ∈ V (G), s = t}),
then it is an all-to-all demand; if D has no isolated vertex and all arcs of D emanate from the same vertex, then it is a
one-to-all demand. These two types of demands have been well studied in the literature in the context of routing and
wavelength assignment; see e.g. [6,14]. A demand on G is said to be a permutation demand [6,10,14,20,22] if each
connected component of the corresponding directed graph is a directed cycle (possibly with length 2) or an isolated
vertex. In other words, a demand is a permutation demand if and only if, for each v ∈ V (G), the number of requests
with source v and the number of requests with destination v are the same and are equal to 0 or 1. A permutation
demand D can be identified with the permutation which permutes u to v for each (u, v) ∈ D and fixes each of the
isolated vertices of D. Thus, permutation demands are in one-to-one correspondence with permutations of vertices
of G.
Given a demand D on an optical network G, realization of D consists of the following two steps. First, for each
(s, t) ∈ D, we need to design a directed path R(s, t) of G from s to t ; a set
R= {R(s, t): (s, t) ∈ D}
of such directed paths is called a routing for D. For each arc a of G, the load of a under R, denoted by −→π (R, a), is
the number of directed paths in R which traverse a in its direction. Let
−→π (R) = max{−→π (R, a): a an arc of G}
be the maximum load of an arc of G under R. Define
−→π (D) = min{−→π (R): R a routing of D}.
In the literature −→π (D) is called the arc-load [6,9,14,24] of G with respect to D, or the arc-congestion [19,23] of
(G,D). In the case where D is all-to-all, −→π (D) is known as the arc-forwarding index [19] of G.
Using the Wavelength Division Multiplexing (WDM) technology, the high bandwidth of optic fibres is partitioned
into channels, each of which supports a different wavelength. In this way multiple data streams can be transmitted
concurrently along the same fibre provided that they are assigned different wavelengths. In accordance with this, in
the second step of realizing a demand D we need to assign a wavelength to each directed path in R such that two
such paths having an arc in common receive distinct wavelengths. Let −→w(R) be the minimum number of wavelengths
needed in such an assignment forR. Since wavelengths are limited and costly resources, making effective use of them
is an important issue in optical networking. Thus, we define [14]
−→w(D) = min{−→w(R): R a routing for D}
and call it the wavelength number of D. Given (G,D), the ROUTING AND WAVELENGTH ASSIGNMENT PROBLEM
(RWA) seeks a routingR for D and an assignment of wavelengths to the directed paths inR such that −→w(R) = −→w(D),
that is, the number of wavelengths used by R is minimized.
The arc-congestion −→π (D) provides a natural lower bound on the wavelength number −→w(D). In fact, since −→w(R)
−→π (R, a) for each arc a of G, we have −→w(R) −→π (R). Hence, for any demand D on G,
−→w(D) −→π (D).
Taking wavelengths as colours, we may interpret wavelength assignments as proper (vertex) colourings of the conflict
graph G(R), which is defined [14] to have vertices the directed paths in R such that two such paths are adjacent if
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G(R). Henceforth proper colourings of G(R) will also be called proper colourings of R.
The model described above is the (off-line) directed model for the routing and wavelength assignment problem.
Note that all the definitions above have natural undirected analogues and thus we have the (off-line) undirected model
for the problem. In this latter model, a network G is taken as an undirected graph, requests are routed along undirected
paths, and π(D) and w(D) can be defined in a similar manner as above. Thus, for a (undirected) routing P for D,
π(P) is the maximum number of paths in P containing an edge of G, and two paths in P having a common edge
require different wavelengths, etc. As pointed out in [5] the directed model is more realistic considering the current
technology [15].
There is a comprehensive literature on RWA and the related loading problem for both directed and undirected
models; see e.g. [1,2,5,6,14,19,21,23–25]. Researchers have so far produced a large number of results for various
types of networks and demands. Due to the importance of the ring structure in optical networking (e.g. SONET rings
are among the standard configurations for optical networks), the case where G = Cn (cycle with n vertices) is a ring
has received special attention [2,5–7,9,23,24,26]. In this case RWA is called the RING ROUTING AND WAVELENGTH
ASSIGNMENT PROBLEM (RRWA). Formally its recognition version can be stated as follows.
Ring Routing and Wavelength Assignment Problem (RRWA) Given a ring Cn, a demand D on Cn and a positive
integer K , is there a routing R for D such that −→w(R)K?
In this paper we will focus on RRWA and the related arc-congestion −→π . Before moving on to the main results of the
paper, let us mention briefly some relevant results. For general demands on a ring it was proved in [12,24] respectively
that the recognition problems for π and −→π can be solved in polynomial time. In the case where each request is
associated with a non-negative integer weight, the “weighted” edge/arc-congestion can be defined by counting the total
weight that an edge/arc carries. It was shown in [5,9] respectively that the weighted arc- and edge-congestion problems
are NP-complete for rings. For the same problems, polynomial time approximation schemes (PTAS) were found in
[5,16] respectively, and polynomial time exact algorithms were given in [18,26] respectively under the assumption
that the weights can be split and routed in two directions along the ring. Also, a fast approximation algorithm for the
weighted edge-congestion was given in [21]. The reader is referred to [19,23] for upper bounds on π,−→π ,w,−→w when
the network is a ring or a hamiltonian decomposable graph.
For general demands on a ring, by using reduction from the well-known ARC COLOURING PROBLEM [13] it was
proved independently in [11] and [24] that RRWA is NP-complete and thus is computationally intractable. In [11]
it was also proved that the undirected version of RRWA is NP-complete, and in [24] a 2-approximation algorithm
was given for the directed version. In view of these results it is natural to investigate whether RRWA is tractable
when restricted to some special demands. As building blocks for arbitrary demands [6,14], permutation demands are
arguably the most important special demands. In [19] it was mentioned without proof that RRWA is NP-complete for
permutations.
2. Main results
In this paper we will prove that RRWA is NP-complete even when restricted to involution demands, which are
defined to be permutation demands such that each component of the corresponding directed graphs is a directed
cycle of length 2 or an isolated vertex. As a consequence we obtain immediately the NP-completeness of RRWA for
permutation demands [19]. Practically in an involution demand the two vertices in the same 2-cycle need to exchange
information. Taken as a permutation, an involution demand is a product of disjoint transpositions, and hence is an
involution of the group of permutations on the vertex set of the network. Recently involution demands on trees were
studied in [8], where among other results it was proved that RWA is NP-complete even when G is a tree and D is a
very restrictive demand such as permutation, involution, etc. Independently, we came to the same notion of involution
demands in our study of RRWA and an open problem posed in [14] (see Question 2.6 below). The first main result of
this paper is the following theorem.
Theorem 2.1. The RING ROUTING AND WAVELENGTH ASSIGNMENT PROBLEM is NP-complete even when re-
stricted to involution demands.
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rem 2.1 implies the following corollary, which is stated in [19] without proof.
Corollary 2.2. The RING ROUTING AND WAVELENGTH ASSIGNMENT PROBLEM is NP-complete for permutation
demands.
As in the case of general demands, to prove Theorem 2.1 we will make use of the NP-completeness [13] of the
ARC COLOURING PROBLEM (ACP). However, it seems that involution demands are much more complicated to deal
with and that a direct reduction from ACP is unlikely to work. Instead we need to understand first the complexity of
ACP for some very special instances, and this will be detailed in the next section.
A demand D is called symmetric if (s, t) ∈ D implies (t, s) ∈ D. In view of this definition, involution de-
mands can be characterized as permutation demands which are symmetric. For a symmetric demand D, a routing
R= {R(s, t): (s, t) ∈ D} for D is said to be symmetric if R(t, s) is the reverse of R(s, t). (The reverse of a directed
path v1v2 . . . vk is the directed path vkvk−1 . . . v1.) Given a symmetric demand D on a network G, the SYMMETRIC
ROUTING AND WAVELENGTH ASSIGNMENT PROBLEM (SRWA) [8] asks for a symmetric routing R and an assign-
ment of wavelengths to the directed paths inR such that the number of wavelengths used is minimized, subject to that
any two directed paths in R with at least one arc in common receive distinct wavelengths. In the case where G = Cn
is a ring the recognition version of this problem is as follows.
Symmetric Ring Routing and Wavelength Assignment Problem (SRRWA) Given a ring Cn, a symmetric demand D
on Cn and a positive integer K , is there a symmetric routing R for D such that −→w(R)K?
Using essentially nothing more than what we need in the proof of Theorem 2.1 we will prove the following result.
Theorem 2.3. The SYMMETRIC RING ROUTING AND WAVELENGTH ASSIGNMENT PROBLEM is NP-complete even
when restricted to involution demands.
Thus, both RRWA and SRRWA are computationally intractable even for involution demands. On the positive side,
by exploiting a classic result [13] about the ARC COLOURING PROBLEM we will prove that, theoretically, both of
them can be solved in polynomial time for general demands when the number of available wavelengths is fixed. These
results, stated in the next two theorems, are in contrast with the ordinary graph colouring problem, which is intractable
even when the number of colours is fixed. From a practical point of view it is reasonable to assume that the number
of wavelengths available is fixed and limited, because technological difficulties prevent partitioning the bandwidth of
optic fibres into a large number of channels.
Theorem 2.4. For any fixed number K of wavelengths, the RING ROUTING AND WAVELENGTH ASSIGNMENT
PROBLEM can be solved in O(|D|4KK!K logK) time for any demand D.
Theorem 2.5. For any fixed number K of wavelengths, the SYMMETRIC RING ROUTING AND WAVELENGTH AS-
SIGNMENT PROBLEM can be solved in O((|D|/2)2KK!K logK) time for any symmetric demand D.
As mentioned earlier, involution demands arise also from our study of the following open problem [14, Problem 1].
Question 2.6. Is it true that, for any demand D on a graph G, there exists a routing R for D such that
−→π (R) = −→π (D), −→w(R) = −→w(D)
hold simultaneously?
The third main result of this paper settles this problem in the negative. As stated in Theorem 2.7 below, we will
prove that even when restricted to the case where G is a ring and D is an involution the answer to this question is
negative. In contrast the gap between −→π (R) and −→π (D) can be arbitrarily large for those R with −→w(R) = −→w(D).
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examples of (Cn,D) with these properties.
The undirected version (π versus w) of Question 2.6 was posed in [3,4] and answered in the negative by Margara
[17], who constructed one specific counterexample. Here for the directed case we find infinitely many counterexamples
and moreover we show that −→π (R) − −→π (D) can be arbitrarily large.
The rest of this paper is organized as follows. In the next section we will prove that the well-known ARC COLOUR-
ING PROBLEM [13] is NP-complete even when restricted to some very special instances. Based on this we will prove
Theorems 2.1 and 2.3 in Section 4. In Section 5 we will prove Theorems 2.4 and 2.5, and in Section 6 we will prove
Theorem 2.7. The paper concludes with remarks and open problems.
3. Preliminaries
Throughout the paper we will use Cn to denote the ring (cycle) with n vertices. We assume that the vertices of Cn
are v0, v1, . . . , vn−1, and they are labelled clockwise, so that the edges of Cn are ei = vivi+1 and the arcs of Cn are
(vi, vi+1), (vi+1, vi), 0 i  n− 1. Here and in the remainder of the paper subscripts are taken modulo n. Whenever
we say a path of Cn without the prefix “directed”, we mean an undirected path of Cn with length at least one. (In
the literature [13] such paths are also called arcs of Cn. Since we have reserved the term “arcs” for ordered pairs
of adjacent vertices, we will use the word “paths” instead in order to avoid possible confusion.) For a directed or
undirected path P , we use E(P ) to denote the set of arcs of P (when P is directed) or the set of edges of P (when P
is undirected). In either case the length of P is given by (P ) = |E(P )|.
Let P be a family of paths of Cn, in which repeated paths are allowed. We may take P as an undirected routing, and
hence π(P, ei) and π(P) are well-defined. More explicitly, π(P, ei) is the load of the edge ei under P (the number
of paths of P containing ei ) and π(P) is the maximum load of an edge of Cn. The family P is said to be uniform if
all edges of Cn have the same load under P , that is, π(P, ei) = π(P) for i = 0,1, . . . , n − 1. Similar to the directed
case, the conflict graph G(P) is the graph with vertices the paths in P such that two paths are adjacent if and only
if they have at least one common edge. Also, proper colourings of G(P) are called proper colourings of P , and they
correspond to wavelength assignments to the paths in P without conflict. Clearly, for a proper K-colouring of P to
exist we must have K  π(P). The following problem and its NP-completeness are well-known in the literature [13].
Arc Colouring Problem (ACP) Given a family P of paths of Cn and a positive integer K  π(P), is there a proper
K-colouring of P?
Theorem 3.1. [13] The ARC COLOURING PROBLEM is NP-complete.
In order to prove Theorems 2.1 and 2.3, we will strengthen Theorem 3.1 by showing that ACP is NP-complete even
when restricted to certain very special instances; see Theorem 3.3 below. To prove this we will need the following
result about the complexity of ACP for uniform path families.
Theorem 3.2. The ARC COLOURING PROBLEM is NP-complete even when restricted to those instances (Cn,P,K)
such that P is uniform, n 4K , and K = π(P).
Proof. Suppose that we are given an instance of ACP, that is, a family P of paths of Cn together with a positive
integer K  π(P). If n < 4K , then we replace the edge en−1 = vn−1v0 of Cn by a path P of length 4K , and replace
en−1 by P in each path of P containing en−1. In this way we obtain a new instance (Cn′ ,P1,K) such that n′  4K ,
π(P1, ei) = π(P, ei) for i = 0,1, . . . , n − 2, and the load under P1 of each edge of P is equal to π(P, en−1). If
n 4K then we merely set Cn′ = Cn and P1 = P . In both cases, for each edge e of Cn′ we add K − π(P1, e) copies
of e (as paths of Cn′ ) to P1, and denote the resultant path family by P ′. Then (Cn′ ,P ′,K) is such that P ′ is uniform,
n′  4K and K = π(P ′), and the transformation from (Cn,P,K) to (Cn′ ,P ′,K) can be achieved in polynomial time.
If P is K-colourable, then P1 is K-colourable, and moreover a proper K-colouring c of P gives rise to a proper
K-colouring c1 of P1. For each edge e of Cn′ , the π(P1, e) paths of P1 containing e use exactly π(P1, e) colours
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we obtain a proper K-colouring of P ′, and hence P ′ is K-colourable. Conversely, if P ′ admits a proper K-colouring
c′, then the restriction of c′ to P1 is a proper K-colouring of P1. This K-colouring of P1 then gives rise to a proper
K-colouring of P . Since by Theorem 3.1 ACP is NP-complete, Theorem 3.2 follows immediately. 
A path P of Cn is called a short path if the length of P is strictly less than n/2. A family P of paths is said to be
short if every member of P is a short path of Cn. In the case where P is both uniform and short we say that P is a
uniform short path family.
Uniform Short Arc Colouring Problem (USACP) Given a uniform short path family P of Cn and a positive integer
K  π(P), is there a proper K-colouring of P?
Theorem 3.3. The UNIFORM SHORT ARC COLOURING PROBLEM is NP-complete even when restricted to those
instances (Cn,P,K) such that n 4K2 + 1, K = π(P), each path in P is of length at most 2K , no two paths in P
are identical, and each vertex of Cn is an end-vertex of at least one path in P .
Proof. It is not difficult to see that USACP is in the class NP. Let (Cn,P,K) be an instance of ACP such that P is
uniform, n 4K , and K = π(P). By Theorem 3.2 it suffices to construct in polynomial time an instance (Cn′ ,P ′,K)
of USACP which satisfies the conditions in Theorem 3.3 such that P is K-colourable if and only if P ′ is K-colourable.
Since P is uniform, for each i = 0,1, . . . , n − 1, there are exactly K = π(P) paths in P which contain ei , that is,
|{P ∈P: ei ∈ E(P )}| = K . Let
(1)ϕi :
{
P ∈P: ei ∈ E(P )
}→ {1,2, . . . ,K}
be an arbitrary but fixed bijection. In the sequel we may identify ϕi with a linear order on the paths of P containing
ei : if ϕi(P ) = j then P is the j th path containing ei .
Let n1 = (K + 1)n. Let Cn1 be the cycle obtained from Cn by replacing each edge ei = vivi+1 (0 i  n − 1) of
Cn by a path
x(i,0)x(i,1)x(i,2) . . . x(i,K)x(i,K + 1)
of length K + 1, where x(i,0) = vi and x(i,K + 1) = x(i + 1,0) = vi+1 for each i. For each path P in P , say P is
the path of length  = (P ) from vi to vi+ clockwise around Cn, we define  + 1 paths P0,P1, . . . ,P of Cn1 such
that
(i) P0 is the path from vi to x(i, ϕi(P )) clockwise around Cn1 ;
(ii) Pk is the path from x(i + k − 1, ϕi+k−1(P )) to x(i + k,ϕi+k(P )) clockwise around Cn1 , 1 k   − 1; and
(iii) P is the path from x(i +  − 1, ϕi+−1(P )) to vi+ clockwise around Cn1 .
In other words, we subdivide the path P of Cn1 from vi to vi+ clockwise by the vertices x(i + k,ϕi+k(P )), 0 
k   − 1, and thus obtain  + 1 new paths P0,P1, . . . ,P. These new paths have length at most 2K , and hence are
short paths of Cn1 since 2K < n1/2 by our assumption n 4K . Define P1 to be the family of such new paths with P
running over all paths in P , that is,
P1 =
⋃
P∈P
{
Pi : 0 i  (P )
}
.
Since P is uniform and K = π(P), P1 is a uniform short path family of Cn1 with K = π(P1).
From the construction of P1, each vertex of Cn1 other than vi , 0 i  n − 1, is an end-vertex of at least one path
in P1. Moreover, vi is not an end-vertex of any path in P1 if and only if vi is not an end-vertex of any path in P . Let
V = {vi : 0 i  n − 1, vi is not an end-vertex of any path in P1}.
Then |V | n − 2. Define Cn′ to be the cycle obtained from Cn1 by skipping the vertices in V , that is,
Cn′ = Cn − V +
{
x(i − 1,K)x(i,1): vi ∈ V
}
1
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Define P ′ to be the family of paths of Cn′ obtained from the paths in P1 by skipping the vertices in V . (Thus, the
path x(i − 1,K)x(i,0)x(i,1) is replaced by the edge x(i − 1,K)x(i,1) in each of the paths of P1 passing through
vi = x(i,0) ∈ V .) Since P1 is uniform and K = π(P1), P ′ is uniform with K = π(P ′). Also, each path in P ′ is of
length at most 2K , no two paths in P ′ are identical, and each vertex of Cn′ is an end-vertex of at least one path in P ′.
Thus, (Cn′ ,P ′,K) is an instance of USACP which satisfies all the conditions in Theorem 3.3. Clearly, the construction
of this instance from (Cn,P,K) is accomplished in polynomial time. From the construction one can check that two
paths in P ′ have a common edge if and only if their corresponding paths in P1 have a common edge. Therefore, we
have
Claim 1. P ′ admits a proper K-colouring if and only if P1 admits a proper K-colouring.
From this it remains to show that P admits a proper K-colouring if and only if P1 admits a proper K-colouring.
The “only if” part of this statement is trivial: for any proper K-colouring c of P , the colouring of P1 such that all Pi ,
0 i  (P ), receive the same colour as P under c is a proper K-colouring of P1. In the following we will show the
“if” part of this statement.
Suppose that P1 admits a proper K-colouring c1. For 0  i  n − 1 and 1  q  K , since ϕi (defined in (1)) is
bijective, the vertex x(i, q) is the common end-vertex of exactly two paths in P1; and these two paths are Pk,Pk+1
for some P ∈P and integer k with 0 k  (P ) − 1, vi ∈ V (Pk) and vi+1 ∈ V (Pk+1). We claim that
Claim 2. The two paths in P1 with x(i, q) as their common end-vertex must receive the same colour under c1.
To prove this let us consider the K paths in P containing the edge ei = vivi+1. Let P 1,P 2, . . . ,PK be the linear
order on {P ∈ P : ei ∈ E(P )} induced by ϕi . That is, ϕi(P q) = q for 1  q  K . Assume that the two paths in P1
with x(i, q) as their common end-vertex are Pqk(q) and P
q
k(q)+1 for some k(q) with 0 k(q) (P q) − 1. Note that
the path from vi to x(i, q) clockwise around Cn′ is contained in the path P
q
k(q), and that the path from x(i, q) to
vi+1 clockwise around Cn′ is contained in the path Pqk(q)+1. Thus, the subgraph H of the conflict graph G(P1) of P1
induced by
{
P
q
k(q),P
q
k(q)+1: 1 q K
}
has the following property: for 0 p K , every path in
P(p) := {Pq
k(q)+1: 1 q  p
}∪ {Pq
k(q)
: p + 1 q K}
contains the edge x(i,p)x(i,p + 1). Hence P(p) is a K-clique of H for each p with 0 p K . This implies that,
for 1 p K , under the colouring c1 of P1 the set of colours used by {Pqk(q)+1: 1 q  p} is identical to the set of
colours used by {Pqk(q): 1  q  p}. Consequently, for each q with 1  q  K , Pqk(q) and Pqk(q)+1 receive the same
colour under c1, and Claim 2 is proved.
From Claim 2 it follows that, for any P ∈ P , under c1 the paths P0,P2, . . . ,P(P ) of P1 must receive the same
colour, which can be taken as a colour for P . Thus, c1 induces a proper K-colouring of P , and the proof of Theo-
rem 3.3 is complete. 
4. Proof of Theorems 2.1 and 2.3
Equipped with Theorem 3.3 we are now ready to prove Theorems 2.1 and 2.3. Recall that we label the vertices of
the cycle Cn by v0, v1, . . . , vn−1 clockwise around the cycle. For a given request (s, t) on Cn, denote by P+(s, t) the
directed (s, t)-path clockwise around Cn and P−(s, t) the directed (s, t)-path anticlockwise around Cn.
Proof of Theorem 2.1. Let (Cn,P,K) be an instance of USACP satisfying the conditions of Theorem 3.3. That is,
n 4K2 + 1, K = π(P), each path in P is of length at most 2K , no two paths in P are identical, and each vertex of
Cn is an end-vertex of at least one path in P . From Theorem 3.3 it suffices to construct in polynomial time an instance
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admits a proper K-colouring (that is, −→w(R)K).
For 0 i  n − 1, denote
P(i) = {P ∈P: vi is an end-vertex of P }
and
pi =
∣∣P(i)∣∣.
Then 1 pi  2K by our assumptions on (Cn,P,K). For each i, let
(2)ϕi :P(i) → {1,2, . . . , pi}
be an arbitrary but fixed bijection such that ϕi(P1) < ϕi(P2) whenever vi−1vi ∈ E(P1) and vivi+1 ∈ E(P2) for
P1,P2 ∈P(i).
Let n′ =∑0in−1 pi . Then n′  n  4K2 + 1. Let Cn′ be the cycle obtained from Cn by replacing each edge
ei = vivi+1 (0 i  n − 1) of Cn with a path
Pi = x(i,1)x(i,2) . . . x(i,pi)x(i,pi + 1)
of length pi , where x(i,1) = vi and x(i,pi + 1) = x(i + 1,1) = vi+1 for each i. Thus, we have
Cn′ = x(0,1) . . . x(0,p0)x(1,1) . . . x(1,p1) . . . x(n − 1,1) . . . x(n − 1,pn−1)x(0,1).
For each path P ∈ P , say, P is the path from vi to vj clockwise around Cn, define f (P ) to be the path of Cn′ from
x(i, ϕi(P )) to x(j,ϕj (P )) clockwise around Cn′ . Set
P ′ = {f (P ): P ∈ P}
so that f is a bijection from P to P ′. Let
B = {x(i,pi)x(i + 1,1) ∈ E(Cn′): 0 i  n − 1}.
Then P ′ has the following properties:
(i) each vertex of Cn′ is an end-vertex of exactly one path in P ′;
(ii) each path in P ′ is of length at most 2K2 and contains at most 2K edges in B;
(iii) π(P ′, e) = K for each edge e in B;
(iv) two paths P1,P2 ∈ P have a common edge in Cn if and only if the two corresponding paths f (P1), f (P2) ∈ P ′
have a common edge in Cn′ .
From (iv) it follows that
Claim 3. P has a proper K-colouring if and only if P ′ has a proper K-colouring.
If s and t are the end-vertices of an path in P ′, then by (i) they are the end-vertices of a unique path, denoted by
P(s, t), in P ′. Hence
D = {(s, t): s and t are the two end-vertices of an path in P ′}
defines an involution demand on Cn′ , and (Cn′ ,D,K) is an instance of RRWA. Clearly, the construction of (Cn′ ,D,K)
from (Cn,P,K) can be achieved in polynomial time. Thus, to prove Theorem 2.1, it remains to show that
() P has a proper K-colouring if and only if there is a routing R for D such that R has a proper K-colouring.
For (s, t) ∈ D, since n′  4K2 +1 and because of (ii), one of the two directed (s, t)-paths of Cn′ has length at most
2K2 (shorter way), and the other one has length at least 2K2 + 1 (longer way). Let
B∗ = {(x(i,pi), x(i + 1,1)), (x(i + 1,1), x(i,pi)): 0 i  n − 1}.
Then B∗ = {(v,u), (u, v) : uv ∈ B} and |B∗| = 2|B| = 2n. From (ii) we have
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|E(R(s, t)) ∩ B∗| = |E(P (s, t)) ∩ B| 2K ; otherwise |E(R(s, t)) ∩ B∗| = n − |E(P (s, t)) ∩ B| 2K + 1.
Let us prove the “⇒” part of () first. If P has a K-colouring, then P ′ has a K-colouring c. Define R= {R(s, t) :
(s, t) ∈ D} by
R(s, t) =
{
P+(s, t), |E(P+(s, t)) ∩ B∗| 2K
P−(s, t), otherwise.
Then under the routing R each (s, t) ∈ D is routed along the shorter way, that is, R(s, t) is an orientation of P(s, t).
Therefore, a proper K-colouring of the routing R can be obtained by assigning R(s, t) the colour of P(s, t) ∈ P ′
under the colouring c.
To prove the “⇐” part of () we assume that there is a routing R for the demand D such that R has a
proper K-colouring c′. First, we show that |E(R(s, t)) ∩ B∗|  2K for all (s, t) ∈ D. Suppose to the contrary that
|E(R(s0, t0)) ∩ B∗| 2K + 1 for some (s0, t0) ∈ D. Then∣∣E(R(s0, t0))∩ B∗∣∣ ∣∣E(P(s0, t0))∩ B∣∣+ 1.
Since |E(R(s, t)) ∩ B∗| |E(P (s, t)) ∩ B| for all (s, t) ∈ D, we have∑
(s,t)∈D
∣∣E(R(s, t))∩ B∗∣∣ 2 ∑
P∈P
∣∣E(P ) ∩ B∣∣+ 1.
Since
∑
P∈P |E(P ) ∩ B| = nK by (iii), we have
(3)
∑
(s,t)∈D
∣∣E(R(s, t))∩ B∗∣∣ 2nK + 1.
From this it follows that −→π (R)K + 1, and thus R does not admit any proper K-colouring, a contradiction. There-
fore, we have proved |E(R(s, t))∩B∗| = |E(P (s, t))∩B| 2K for all (s, t) ∈ D. Consequently, (s, t) is routed along
the shorter way; in other words, R(s, t) is an orientation of P(s, t). (This also implies that R is a symmetric routing
for D.) Now one can see that under R only one of (s, t) and (t, s) is routed clockwise around the ring. The colouring
for the clockwise directed paths inR corresponds exactly to a proper K-colouring of P ′. Thus, by Claim 3, P admits
a proper K-colouring. From Theorem 3.3 it then follows that RRWA is NP-complete for involution demands, and the
proof of Theorem 2.1 is complete. 
Proof of Theorem 2.3. Note that (Cn′ ,D,K) constructed in the proof above is also an instance of SRRWA. In the
proof of the “⇒” part of (), R(s, t) and R(t, s) are reverse of each other. Hence R = {R(s, t): (s, t) ∈ D} is a
symmetric routing for D, and a proper K-colouring of R can be obtained by assigning R(s, t) and R(t, s) the colour
of P(s, t) ∈ P ′ under the colouring c. In proving the “⇐” part of (), we have shown that the routing R must be
symmetric; see the paragraph following (3). Thus, the proof of Theorem 2.1 also serves as a proof of Theorem 2.3. 
From the proof of Theorem 2.1 we also obtain the following by-product.
Theorem 4.1. The ARC COLOURING PROBLEM is NP-complete even when restricted to those instances (Cn,P,K)
such that K = π(P), each path of P is short, and each vertex of Cn is an end-vertex of exactly one path in P .
5. Proof of Theorems 2.4 and 2.5
In this section a demand is allowed to have multiple requests. The following known result is essential for our proof
of Theorems 2.4 and 2.5.
Lemma 5.1. [13] For any fixed number K of colours, the ARC COLOURING PROBLEM can be solved in
O(|P|K!K logK) time.
We will also need the following simple observation.
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let P(s, t) be the path on Cn corresponding to R(s, t) and R(t, s). Let
P = {P(s, t): (s, t), (t, s) ∈ D}.
Then, for any positive integer K ,R has a proper K-colouring if and only ifP has a proper K-colouring. Furthermore,
a proper K-colouring of P can be transformed in linear time to a proper K-colouring of R.
Proof of Theorem 2.5. Let D be a symmetric demand on Cn. Without loss of generality we may assume that n is
odd since otherwise we can replace one edge of Cn by a path of length 2. Under this assumption any directed path of
Cn is of length less than n/2 or greater than n/2, and consequently any request is routed along the longer path or the
shorter path around the ring Cn. For any routing R for D, define
M(R) =
{
{s, t}: (s, t), (t, s) ∈ D and (R(s, t))> n
2
}
.
Then there are exactly 2|M(R)| requests in D which are routed along the longer path around the ring. To guarantee
that K colours are sufficient for R, the load of the routing for these 2|M(R)| requests can not exceed K . Thus, we
have
2
∣∣M(R)∣∣
(
n + 1
2
)
 2nK
and so∣∣M(R)∣∣ 2K − 1.
Consider all possible symmetric routingsR with |M(R)| 2K − 1. There are at most (|D|/2)2K−1 different ways of
routing symmetrically the longer paths. (Note that |D| is even since D is symmetric.) From this and Lemmas 5.1–5.2,
the result of Theorem 2.5 follows. 
Proof of Theorem 2.4. Similarly, for RRWA, to guarantee that K colours are sufficient, the load of the routing for the
requests routed along longer paths can not exceed K . Analogous to the proof above, one can show that the number of
requests routed along longer paths can not exceed 4K − 1. Thus, we have at most |D|4K−1 different ways of routing
the longer paths. For each of them the clockwise directed paths and the anticlockwise directed paths can be coloured
separately. The result of Theorem 2.4 then follows. 
6. Proof of Theorem 2.7
Proof of Theorem 2.7. Let K be any given positive integer. Let k = 2K and n = 12k. Define D =⋃6i=1 Di , where
D1 =
{
(vi−1, v6k−i ), (v6k−i , vi−1): 1 i  k
}
,
D2 =
{
(v4k+i−1, v9k+i−1), (v9k+i−1, v4k+i−1): 1 i  k
}
,
D3 =
{
(v8k+i−1, vk+i−1), (vk+i−1, v8k+i−1): 1 i  k
}
,
D4 =
{
(v2k+i−1, v4k−i ), (v4k−i , v2k+i−1): 1 i  k
}
,
D5 =
{
(v6k+i−1, v8k−i ), (v8k−i , v6k+i−1): 1 i  k
}
,
D6 =
{
(v10k+i−1, v12k−i ), (v12k−i , v10k+i−1): 1 i  k
}
.
Clearly, |D| = 12k, |Di | = 2k for i = 1,2, . . . ,6, and D is an involution demand on Cn. Since no request of D
involves two antipodal vertices of Cn, each request of D must be routed along the shorter path (with length < n/2) or
longer path (with length > n/2) around Cn. Let
B = {(v3k−1, v3k), (v3k, v3k−1), (v7k−1, v7k), (v7k, v7k−1), (v11k−1, v11k), (v11k, v11k−1)}.
Claim 5. −→π (D) = 2k.
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arc is 2k. Thus, we have −→π (D)  2k. On the other hand, for a routing R for D with −→π (R) = −→π (D), each of the
12k directed paths in R contains at least one arc in B . Thus, under R the maximum load of an arc in B is at lest
12k/6 = 2k. Therefore, −→π (D) 2k and Claim 5 follows.
Claim 6. −→w(D) 5k2 .
In fact, we can partition D1 into two subsets D(1)1 and D
(2)
1 , where
D
(1)
1 =
{
(vi−1, v6k−i ), (v6k−i , vi−1): 1 i 
k
2
}
,
D
(2)
1 =
{
(vi−1, v6k−i ), (v6k−i , vi−1):
k
2
+ 1 i  k
}
.
LetR be the routing for D such that the requests in D(1)1 are routed along the longer path, and the remaining requests
in D are routed along the shorter path. Then any directed path in R|
D
(1)
1
has no common arc with any directed path
in R|
D
(2)
1
. (For F ⊆ D we denote R|F = {R(s, t) ∈R: (s, t) ∈ F }.) It follows that the directed paths in R|D1 can be
coloured using k/2 colours. In the conflict graph G(R) of R, the directed paths in R|D2∪D4∪D6 induce six cliques
each with size k, and so can be coloured by k other colours. Similarly, in G(R) the directed paths in R|D3∪D5 induce
four cliques each with size k, and so can be coloured by k more colours. Altogether we use 5k/2 colours to colour R
properly, and Claim 6 is proved.
Claim 7. For any routing R for D with −→w(R) = −→w(D), we must have −→π (R) 5k2 .
To prove this let R= {R(s, t): (s, t) ∈ D} be a routing for D with −→w(R) = −→w(D). For (s, t) ∈ D, define
ϕ(s, t) =
{
0, if R(s, t) is along the shorter path around the ring,
1, if R(s, t) is along the longer path around the ring,
μ(s, t) =
{
0, if R(s, t) is clockwise around the ring,
1, if R(s, t) is anticlockwise around the ring.
Then R(s, t) contains exactly ϕ(s, t) + 1 arcs in B . For i = 1, . . . ,6 and p,q = 0,1, set
Di(p,q) =
{
(s, t) ∈ Di : ϕ(s, t) = p,μ(s, t) = q
}
.
Consider the following subsets of D:
D1(0,0) ∪ D2(0,0) ∪ D2(1,0) ∪ D3(0,0) ∪ D3(1,0),
D1(1,0) ∪ D2(0,0) ∪ D2(1,0) ∪ D3(0,0) ∪ D3(1,0),
D1(0,1) ∪ D2(0,1) ∪ D2(1,1) ∪ D3(0,1) ∪ D3(1,1),
D1(1,1) ∪ D2(0,1) ∪ D2(1,1) ∪ D3(0,1) ∪ D3(1,1).
For each of them the corresponding set of directed paths in R induces a clique of G(R). Hence by Claim 6 the
cardinality of each of these subsets of D is at most 5k/2. This, together with the fact |D2| = |D3| = 2k, implies that∣∣D1(0,0) ∪ D1(0,1)∣∣ k, ∣∣D1(1,0) ∪ D1(1,1)∣∣ k.
But 2k = |D1| = |D1(0,0) ∪ D1(0,1)| + |D1(1,0) ∪ D1(1,1)|, so we have∣∣D1(0,0) ∪ D1(0,1)∣∣= ∣∣D1(1,0) ∪ D1(1,1)∣∣= k.
Now consider the following 4-element subset of B:
B0 =
{
(v7k−1, v7k), (v7k, v7k−1), (v11k−1, v11k), (v11k, v11k−1)
}
.
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in R|D2∪D3∪D5∪D6 contains at least one arc in B0. Hence the maximum load of an arc in B0 under R is at least
(2k + 8k)/4 = 5k/2, and Claim 7 is proved.
Claims 6 and 7 together imply that, for any routing R with −→w(R) = −→w(D), we have 5k/2  −→w(D) = −→w(R) 
−→π (R) 5k/2. Thus, for such R we have −→w(D) = −→w(R) = −→π (R) = 5k/2, and hence −→π (R) − −→π (D) = k/2 = K by
Claim 5. This completes the proof of Theorem 2.7. 
From the proof above one can see that the result of Theorem 2.7 is valid even whenR is required to be a symmetric
routing. That is, there exists a ring and an involution demand D on it such that −→π (R)−−→π (D)K for any symmetric
routing R for D with −→w(R) = −→w(D).
7. Concluding remarks
In this paper we have shown that, even when restricted to involution demands, both RRWA and SRRWA are NP-
complete and hence admit no polynomial time exact algorithms unless P=NP. For practical purposes it is significant
to design polynomial time approximation algorithms for RRWA and SRRWA. Note that for general demands we have
a 2-approximation algorithm [24] for RRWA. For permutation and/or involution demands we wonder if one can find
an approximation algorithm for RRWA with better performance ratio. In particular, for involutions we would like to
ask the following question. (An optimization problem is said to have a polynomial time approximation scheme (PTAS)
if, for any rational ε > 0, there is a polynomial time approximation algorithm with performance ratio at most 1 + ε.)
Question 7.1. Does RRWA (SRRWA) admit a PTAS when restricted to involution demands? How about permutation
demands?
Finally, as a follow-up to Question 2.6 and Theorem 2.7 we pose the following question.
Question 7.2. Under what conditions on (G,D) is there a routing R for D such that −→π (R) = −→π (D) and −→w(R) =
−→w(D) hold simultaneously?
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