We give an elementary new method for obtaining rigorous lower bounds on the connective constant for self-avoiding walks on the hypercubic lattice Z d . The method is based on loop erasure and restoration, and does not require exact enumeration data. Our bounds are best for high d, and in fact agree with the rst four terms of the 1=d expansion for the connective constant. The bounds are the best to date for dimensions d 3, but do not produce good results in two dimensions. For d = 3; 4; 5; 6, respectively, our lower bound is within 2:4%, 0:43%, 0:12%, 0:044% of the value estimated by series extrapolation.
conceptual simpli cation of the methods used in 4], and also leads to better lower bounds. Remarkably, even the most elementary of our new methods leads to a better lower bound in d = 3 than has been obtained previously, including the enumeration bound 4.352 of 2]. Guttmann 9] , f) Guttmann 10] , g) Guttmann 11 ].
The evaluation of our bounds requires some numerical computation, for which we have obtained rigorous error estimates. All numerical values reported in this paper are accurate up to rounding of the last digit, except for lower bounds on which have been truncated so as to provide true lower bounds.
Our methods can be applied to SAWs on any regular lattice. But for simplicity we restrict attention here to the hypercubic lattice Z d .
The plan of this paper is as follows: In Section 2 we describe the method of loop erasure and restoration, and systematize the lower bounds on that can be obtained from it. These bounds involve generating functions of random walks with taboo sets, and in Section 3 we show how these taboo generating functions can be computed in terms of the massless-freeeld lattice propagator. In Section 4 we discuss some aspects of the lower bounds on obtained. In Section 5 we remark on a di erent method for proving lower bounds on , based on comparison with the Ising model. In Section 6 we show that our best bounds agree with the 1=d expansion for through order d ?2 . In Appendix A we summarize our methods for the rigorous numerical calculation of quantities involving the free-eld lattice propagator, and give 1=d expansions for various simple-random-walk quantities.
In a separate paper 12], two of us give a rigorous 1=d expansion for through order d ?3 , along with a similar expansion for the critical point of nearest-neighbour Bernoulli bond percolation. 3 2 Loop erasure and restoration
De nitions
To describe our loop-erasure-and-restoration method, we need to introduce a number of generating functions. For this we need several de nitions.
An n-step walk (n 0) is an ordered sequence ! = (!(0); : : : ; !(n)) of points in Z d such that each point is a nearest neighbour of its predecessor, i.e. j!(i) ? !(i ? 1)j = 1 for 1 i n. We denote the number of steps in a walk ! by j!j. The walk ! is said to be a memory-walk, if !(i) 6 = !(j) for all i; j satisfying 0 < ji?jj . We denote by (x; y) the union over all n = 0; 1; 2; : : : of the set of memory-n-step walks from !(0) = x to !(n) = y. Thus, 0 (x; y) is the set of all walks from x to y, 2 (x; y) is the set of all walks having no immediate reversals, 4 (x; y) is the set of all walks having neither immediate reversals nor elementary squares, and so on. The elements of 0 are called simple (or ordinary) random walks. We denote by (x; y) \ 1 n=0 n (x; y) the set of all self-avoiding walks (of any number of steps) which begin at x and end at y. Finally, we denote by (x; ) y2Z d (x; y) the set of all self-avoiding walks (of any number of steps) which begin at x and end anywhere.
A walk ! = (!(0); : : : ; !(n)) is said to be a loop if !(0) = !(n). We write L (x) = (x; x) for the set of memory-loops starting and ending at x. Note that such loops are allowed to pass through x many times, and that L (x) includes the zero-step walk ! = (x). Note also that the memory-constraint does not apply modn: for example, !(n ? 1) is permitted to equal ! (1) .
Given a nonnegative real number , we de ne the generating function (or two-point function or Green function) for memory-walks, C (x; y; ) = X !2 (x;y) j!j ; (2:1) and for self-avoiding walks, G(x; y; ) = X !2 (x;y) j!j : (2:2) Denoting the number of n-step memory-walks (starting at the origin and ending anywhere) by c n; , we also de ne the susceptibilities ( ) For 0 the sums (2.1){(2.4) are always well-de ned, although they will be +1 for su ciently large . In fact, since lim n!1 c 1=n n = and c n n , we have (1 ? ) ?1 ( ) < 1 for 0 < ?1 (2.5a) ( ) = 1 for ?1 : (2.5b) Similarly, the same subadditivity argument which implies existence of the limit de ning can also be used to prove that lim n!1 c 1=n n; = inf n 1 c 1=n n; (2:6) for all 0 < 1. It follows from (2.6) that (1 ? : : :
. A subadditivity argument can be used to show that lim !1 = (see for example Lemma 1.2.3 of 13]). Since c n;0 = (2d) n and c n;2 = 2d(2d?1) n?1 , we have 0 = 2d and 2 = 2d?1. The value of 4 is shown in 14] to be given by the unique positive root of the equation Although methods are described in 14] by which in principle can be computed for 6, in practice these methods are di cult to carry out in general dimensions.
To compute our lower bounds on we will need the numerical values of C (0; x; ?1 ) for a nite collection of sites x. For = 0 this is given by the well-known Fourier integral (\free-eld lattice propagator") C 0 (0; x; ) = 
Identities
We would like now to establish an inequality relating the two-point functions (2.1) and (2.2). For this, we recall the following loop-erasure algorithm, which has been studied in detail by Lawler 16] . Given a walk ! 2 (x; y), we can associate to it a (typically shorter) selfavoiding walk 2 (x; y) by erasing loops in an appropriate sequence. We begin by nding the last time t 1 such that !(t 1 ) = !(0) = x, and then erase the sites !(1); !(2); : : : ; !(t 1 ) from !, producing a walk which we call (1) . In other words we have erased the largest possible loop at the site x, namely L 0 = (!(0); : : :; !(t 1 )). If ! does not visit x more than once, then we can think of having erased a trivial loop.] The walk (1) does not visit x more than once, but it may visit the site (1) (1) repeatedly. Let t 2 denote the last time that (1) (t 2 ) = (1) (1), and erase the sites (1) (2); : : : ; (1) (t 2 ) as before. Note that the erased loop L 1 = ( (1) (1); : : :; (1) (t 2 )) cannot pass through !(0) = x. This procedure gives rise to a walk (2) , which does not visit (2) (0) or (2) (1) more than once. We repeat this procedure successively for (2) , (3) , etc., until arriving at a result which is devoid of loops, or in other words which is self-avoiding. For each , this de nes a one-to-one mapping from (x; y)
into the set R (x; y) whose elements are of the form ( ; L 0 ; L 1 ; : : : ; L n ), where 2 (x; y) is an n-step self-avoiding walk (for some n) and each L i 2 L ( (i)). We refer to as the self-avoiding backbone of !. In fact it is not di cult to see precisely what the image of this mapping is, or in other words to see exactly which elements of R (x; y) can be produced by this procedure, at least for = 0 or 2. One way to do so is to try to reverse the procedure, by beginning with an element of R (x; y) and associating to it the walk ! which is given by rst following the steps of L 0 , then taking the rst step of , then taking the steps of L 1 , then taking the second step of , and so on. For = 0, each possible simple random walk from x to y can be obtained in precisely one way by this procedure, provided that the loop L i attached at (i) does not intersect any of the previous sites (0); : : : ; (i ? 1) , for all i = 1; : : :; j j. For = 2 the situation is similar but slightly more involved: the attached loops must again avoid the previous sites as above, but in addition the next-to-last site of the loop L i must avoid the next site (i+1) of the backbone (except of course for i = j j, when this constraint is vacuous). For memories 4 the situation is more complicated, due to the presence of inter-loop restrictions, and we refrain from entering into details.
The above discussion can be summarized with identities, which are stated below for = 0 and = 2. To state the identities we rst de ne the generating functions with taboo set A: C A (x; y; ) = In both cases the sum is over walks which avoid the set of sites A; in the latter case we impose the additional restriction that the next-to-last site of ! is not z. Clearly, e C A;z (x; y; ) C A (x; y; ), and both quantities are decreasing functions of and of the set A. We also de ne 0; j) to be the set of sites f (0); : : :; (j ? 1)g, for j = 1; : : : ; j!j, and let 0; 0) be the empty set. We can then write the identities C 0 (x; y; ) = ( (j); (j); ) ; (2.18) where the j = j j term in this last equation should be interpreted as C 0;j) 2 (since the site (j +1) is nonexistent). For higher memories it is less straightforward to write the analogous identities, because of the inter-loop constraints; but by dropping those constraints we have immediately the inequalities C (x; y; ) can be used for = 2, using also (2.13). We remark that another possible approach to bounds on of this type, which we will not pursue further, would be to substitute some < ?1 in (2.26), rather than = ?1 , and then to optimize over . This surely gives an improvement when d = 2 and k = 0, but it requires some -dependent a priori upper bound on ( ), and the only available such bound is the very weak Hammersley-Welsh bound 19, 20] (for which explicit constants would be required).
To see explicitly what the bounds (2.29) entail, let us consider rst the case = 0, for which 0 = 2d. Taking k = 0 and k = 1 gives 0 (0; 1 2d ) = C 0 (0; 0; 1 2d ) and 0 ( better than the corresponding bound (2.31) based on = 0. For k = 1 the situation is less simple: we will show in Section 3.2 that C feg 2 (0; 0; 1 2d?1 ) can be obtained by solving a linear system of three equations in three unknowns. In Section 3.2 we show in fact how to carry out the computations at least in principle for arbitrary values of k, and we give explicit numerical results for k = 0; 1; 2; 3; 4 in dimensions d = 2; 3; 4; 5; 6. The resulting lower bounds on are tabulated in Table 2 . In Section 6.3 we study the behaviour of these bounds as d ! 1.
Inequalities (second version)
The foregoing inequalities are based on constraining the attached loops L i to avoid the preceding k sites of the backbone . For any memory 2, we can improve these results by using (2.18)/(2.20), i.e. by taking into account the further constraint that the next-to-last site of the loop avoid the next site of the backbone. The analysis given previously can be repeated almost verbatim in this case. We introduce e (k; ) = max A;e e C A;e (0; 0; ) ; (2:36) where the maximum ranges over all k-element sets A which are the range of a (k ? 1)-step self-avoiding walk starting at a nearest neighbour of the origin, and over all nearest neighbours e of the origin satisfying e = 2 A. (and again we expect, but have not proved, that this bound holds for all 2). We will apply (2.39) with = 2, which requires evaluation of e C A;e 2 (0; 0; ?1 2 ). In Section 3.3 we will prove the identity The use of (2.40) involves two improvements on our earlier method 4]. The rst improvement is conceptual, in that the derivation here of (2.40) is simpler and avoids the combinatorial niceties encountered in 4]. The second is that our earlier method used only jAj = 1, and moreover constrained loops to avoid the previous backbone site only with their rst and next-to-last sites, rather than entirely as in the methods of this paper.
Our method for numerically evaluating the denominators 0 (k; ), 2 (k; ) and e 2 (k; ) which appear in the lower bounds on is described in Section 3. The numerical bounds resulting from (2.29) with = 0; 2 and (2.39) with = 2 are given in Table 2 as a function of the parameters and k. We have restricted attention to = 0 and = 2 due to our inability to compute the numerical values of (k; ) or e (k; ) for higher memories.
In Section 2.5 we will show how to improve on the bounds obtained so far.
Optimized bounds
Our method thus far has been based on taking the maximum over possible geometries for the incoming walk (i.e. the set A) in (2.23) or (2.36). This procedure is costly, because typically we expect that the incoming two steps of the backbone will be bent rather than straight, but the maximum for the small values of jAj we are using corresponds to a straight backbone. In fact, given that there are on average about possible steps for a self-avoiding walk, the proportion of straight to bent steps should be roughly one to ? 1. (This is not exactly right, because the straight and bent steps have di erent probabilities for respecting self-avoidance; but it does indicate the expected order of magnitude.) In this section we show a way of partially taking this into account to obtain an improved bound. We only consider the case of 0 < b < a < 2d; (2:44) which is shown to be valid for our applications by numerical computation. It follows that 3 0 ( )
( 2:45) where`denotes the number of straight vertices among (1); : : : ; (n ? 1) here n j j]. S(n; a; b) 1=n 2d : (2:50) 3 The terms with j j = 0; 1 are here being overcounted on the right-hand side.
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Therefore, if we can get upper bounds on S(n; a; b) in terms of the fc n g, then we will be able to deduce lower bounds on .
Example 1. Since a > b > 0, we have trivially S(n; a; b) c n a n?1 (2:51) and hence lim sup n!1 S(n; a; b) 1=n a : (2:52) Combining this with (2.50), we obtain 2d=a. This is, of course, our old bound (2.29) with = 0, k = 2, based on using the worst set A. Indeed, there are n?1 ways of distributing`straight vertices among the n ? 1 internal vertices of an n-step walk; and at each straight (resp. bent) vertex there are at most 1 (resp. 2d ? 2) choices for the next step. The rst step of the walk has, of course, 2d choices. We remark that summing (2.53) over`gives c n 2d(2d ? 1) n?1 , which is the trivial bound on c n in terms of memory-2 walks.] Inserting this bound into (2.48) and performing the sum, we conclude that S(n; a; b) 2d a + (2d ? 2 | an interesting fact, but one which unfortunately teaches us nothing about .
Our approach now will be to combine, in an optimal way, these two ways of bounding S(n; a; b). We shall use the rst bound for` n and the second bound for`> n, with a suitable choice of . That is, we shall split S = S 1 + S 2 , with In this section we shall reduce the computation of 0 (k; ) to the evaluation of the simplerandom-walk two-point function C 0 (0; x; ) at a suitable nite set of sites x. In particular, for computing the numerical bounds in Table 2 The computation of 0 (k; ) for any chosen is now reduced to a nite amount of labour. We simply list all the allowable sets A of the given cardinality k, exploiting the obvious lattice symmetries, and then compute C A 0 (0; 0; ) for each such A by iterating (3.2). For jAj = 1, we have only one choice, A = feg. For jAj = 2, we compute the maximum over the two choices A = fe 1 ; 2e 1 g and A = fe 1 ; e 1 + e 2 g, where e i are the canonical unit vectors. And so forth. Values for C A 0 (0; 0; ) are tabulated in Table 5 in the Appendix, and the resulting lower bounds on are given in Table 2 .
In 
Memory-2 walk
The computation of our memory-2 lower bounds on has now been reduced to the evaluation of the generating functions C A 2 (0; 0; ?1 2 ) and C A 2 (0; e; ?1 2 ) for nitely many nite sets A, just as was described in Section 3.1. The basic idea for the evaluation of these quantities is the same here as for simple random walk, but the recursion relation requires more care. To deal with the sum on the right side, we again want to cut the walk at the rst time it hits b, but now the two pieces of the walk are no longer independent because of the memory-2 constraint. The sum on the right side is equal to For jAj 1 we can proceed similarly; results are given in Table 6 in the Appendix.
The right side of (3.13) can be used directly at the critical point in more than two dimensions, but it contains in nities for d = 2 when A is the empty set. In two dimensions a limiting argument is rst used to deal with A = ?, and then for jAj 1 the recursion can be used directly as above. Surprisingly, the resulting bounds are worse than those obtained using simple random walk, and so we do not give the details of the limiting argument, but instead give only the result: for b 6 = y, Results are discussed in Section 4.2.
Memory-2 loop with taboo on penultimate site
In this section, we derive the identity (2.40), which shows how the evaluation of e C A;e 2 (0; 0; ) can be reduced to the evaluation of C A 2 (0; 0; ) and C A 2 (0; e; ). By de nition, and hence the bound (2.39) can be computed once we know the values of C A 2 (0; 0; ?1 2 ) and C A 2 (0; e; ?1 2 ). For jAj 1, (3.18) can be used directly at the critical point in all dimensions. 4 Discussion of results
Three or more dimensions
From Table 2 it can be seen that for d 3 the = 2 bound does better than = 0 when k = 0, as was already shown at the end of Section 2.3. Perhaps surprisingly, for k 1 this situation is reversed: higher memory means a more \sophisticated" bound, but it does not necessarily mean a better bound! In any case, the bounds with memory-2 do better than the corresponding memory-0 bounds.
In all cases with memory-0 or memory-2 in Table 2 , the set A giving the maximum of C A 0 (0; 0; 1 2d ) is the straight line segment, as can be expected intuitively for small jAj. However for large jAj in general it is not to be expected that the straight segment is optimal, and an example of an optimal A which is not straight is given below for d = 2. (We thank Greg Lawler and Alain Sznitman for discussions on the non-optimality of straight A for large jAj.)
In Table 2 it is also the case that straight A gives the maximum for the memory-2 bounds, although a priori there seems to be no compelling reason to expect this to be the case: in (3.18) straight A will give the maximum individually for each of C A 2 (0; 0; ) and C A 2 (0; e; ), but possibly not for the di erence.
Two dimensions
Unfortunately, for d = 2 our methods do not produce good bounds on , as can be seen from Table 2 This gives the very weak bound 3=1:751695 1:712626. By imposing the additional restriction that there should be no direct returns at the end of the loop the memory-2 bound of inequality (2.39)], this is improved to 1:976372, which is comparable to the result obtained with memory-0.
Again for memory-2 and memory-2 we computed the bounds arising from A = L k for large k, to obtain an idea of the inherent limitation of the method. For memory-2 and k = 58 we found a bound of 2.268661, while for memory-2 and k = 58 we found a bound of 2.443124.
Only marginally higher values result when these are extrapolated to k ! 1. Since straight A in general will not be optimal, the best possible bound on using memory-2 or memory-2 may in fact do worse than these values. In particular, for the memory-2 bounds straight 20 A already fails to provide a maximum when k = 4, where the optimal A is the bent set A = f(?1; 0); (?2; 0); (?3; 0); (?3; 1)g.
Because of the poor results for d = 2 we have not done a rigorous error analysis of these d = 2 computations, but we do expect that they are correct to the given accuracy. 5 Comparison to the Ising model and the infrared bound This bound is an improvement on (5.1), and yields (5.1) when combined with the inequality coth x x ?1 (for positive x). Table 3 gives the value of coth J c;Ising , using numerical estimates of J c;Ising , and compares it with the bounds (5.1) and (5. (6.2b) but with no rigorous bound on the error. In this section we study the 1=d expansion for our (and other people's) lower bounds on , and show that our best bound agrees with (6.1) up to and including the term of order d ?2 .
In Section 6.1 we analyze brie y the d-dependence of some older lower bounds on .
It turns out that most of these methods have very poor behaviour as d ! 1; this was, in fact, the original motivation for us to develop the loop-erasure-and-restoration method. In Section 6.2 we comment brie y on some results of Kesten 20] , which are based on a precursor of our method. In Section 6.3 we analyze the high-d behaviour of the loop-erasureand-restoration bounds, and show that they capture the rst few terms of the 1=d expansion of . An interesting structure emerges from the comparison of how many terms are captured for di erent pairs ( ; k). In Section 6.4 we carry out an analogous analysis for the bounds based on comparison to the Ising model.
High-d behaviour of the older lower-bound methods
We assume in this subsection that the reader is acquainted with the de nition and fundamental properties of bridges and irreducible bridges; see e.g. 2, 13] . Let b n (resp. i n ) be the number of n-step bridges (resp. n-step irreducible bridges) starting at the origin and ending anywhere. In practice, this method gives the best currently available bounds for d = 2 2, 5], but it is inferior to the loop-erasure-and-restoration method for d 3. Other early lower bounds on are those of Rennie 28 (6:15) These bounds get the correct rst term in the large-d expansion, but numerically they are rather poor.
Some other methods for proving lower bounds on in d = 2; 3 are given in 14]; but they do not appear to behave well as d ! 1.
Kesten's bounds
A precursor of our method was used by Kesten 20] to prove that 2r ? O(d ?r ) (6:16) for all r 0. Kesten's method involves loop erasure and restoration at the level of counts rather than generating functions. Since trivially 2r , (6.16) implies that the 1=d expansion of 2r agrees with the rst r + 1 terms of the 1=d expansion for . Unfortunately, from the point of view of numerical estimates on , (6.16) is not very helpful, since it is di cult to get good constants in the error term. Nor is it easy to compute the 1=d expansion of 2r for r 3, so as to obtain the 1=d expansion for beyond three terms. However, using r = 2 in (6.16) together with (2.8), one obtains 2d ? 1 ? 1 2d + O(d ?2 ) ; (6:17) which gives a bound agreeing with the rst three terms of the 1=d expansion for , albeit without good control of the error term.
1=d expansion for the loop-erasure-and-restoration lower bounds
We now turn to the computation of the 1=d expansions for some of our lower bounds on . We use the shorthand s = 1 2d . The standard of comparison for all our bounds is the series (6.2), = s ?1 ? 1 ? s ? 3s 2 ? 16s 3 ? 102s 4 + : : : ; (6:18) which is provably correct through order s 3 and presumably correct also at order s 4 . As always, we classify our bounds according to the memory they use ( = 0; 2 or e 2) and how far back on the backbone they enforce avoidance of the attached loops (k = 0; 1; 2; 3; : : :). We introduce the notation ( ;k) to denote the bound obtained by considering ( ; k)-quantities.
Our most basic bound (2.31) is based on = 0, k = 0; using (A.17), its 1=d expansion is (6:20) This gets the rst three terms correct, and just barely misses the term of order s 2 . As can be seen from Table 8 in the Appendix, taking k = 2 or 3 does not improve on (6.20) . Next let us consider the bounds based on the memory-2 loop. The simplest such bound (2.34) is based on = 2, k = 0; using (2.14) and (A.17), it becomes This gets the rst three terms correct. The bound is further improved if we go to k = 1: making use of The term of order s 2 is improved compared to (6.21), but the coe cient is still not correct. This bound based on = 2, k = 1 is inferior (at order s 3 ) to the simpler bound based on = 0, k = 1, as was the case for the numerical values of Table 2 . Using Table 9 , it can be seen that the expansion for (2;2) is identical to (6.22) .
Better memory-2 bounds can be obtained by insisting that the attached loops avoid also the next site on the backbone (Section 2.4). The simplest such bound is (2; (0; 0; 1 2d?1 ), which by symmetry are the only two geometries to be considered. Intuitively, the second should be greater than the rst, since a walk which must avoid e 1 will prefer to return to the origin from ?e 1 , so the constraint is greater when this possibility is disallowed. In fact this intuition is borne out by the numerical results, and as can be seen from Table 10 it is also evident from the 1=d expansion. From Table 10 which has the correct coe cient of order s 2 , and as a bonus only misses the correct coe cient of order s 3 by 2. It is also clear from Table 10 that the expansion for (2;2) is identical to that of (2;1) , through the order shown in (6.24) . The optimized bounds of Section 2.5 do not improve substantially on (6.24): we nd that for the optimized bound using k = 2 and =2 the terms up to and including order s 3 are as in (6.24) , while the coe cient of s 4 is improved slightly from ?124 to ?122.
In general we do not expect that there will be improvements below order s 5 when k is increased beyond 1, for a given memory. For example, for k = 2 the number of hexagons which pass through a speci c next-nearest neighbour of the origin is only O(d), and hence when multiplied by 6 is an order s 5 e ect. This can be viewed as a partial explanation of the small size of the improvements observed in the numerical bounds as jAj increases beyond To evaluate our lower bounds on numerically, it is necessary to know the numerical values of the critical simple-random-walk two-point function C 0 (0; x; 1 2d ) for various values of x. An e ective method of evaluating this quantity (as well as the subcritical two-point function) numerically to high precision, with rigorous error bounds, has been described in considerable detail in Appendix B of 4]. We now summarize brie y how the calculation goes in the critical case.
We begin with the integral formula We then use standard methods to bound the di erence between the integral (A.6) and an in nite Riemann sum, truncate the Riemann sum with bounds on the omitted tails, and evaluate the resulting nite Riemann sum, using the large-z asymptotic expansion for the modi ed Bessel function to deal with large t and a truncated Taylor series for the modi ed Bessel function to deal with the remaining t. We also take into account possible round-o errors in the numerical computations. The result is that we obtain the values in Table 4 . The values of 0 (x) for d = 2, which are known exactly, have been computed using the algorithm described in Section 15 of 15]. Table 5 gives numerical values of C A 0 (0; 0; 1 2d ), computed as described in Section 3.1. Table 6 gives the values of C A 2 (0; 0; 1 2d?1 ), computed using the method of Section 3.2. 
A.2 1=d expansions
This section contains 1=d expansions for several relevant quantities. As before, we use the shorthand s = 1 2d . First, the following are obtained by directly integrating powers of cosines. In particular for C 0 (0; x; 1 2d ) = I 1;0 (x), we have I 10 (0) = 1 + s + 3s 2 + 12s 3 + 60s 4 Finally, we turn to the 1=d expansions for loop-generating functions with taboo set. Beginning with the 1=d expansions for C 0 (y; x; 1 2d ) = I 10 (x ? y) given above, and then using the recursion (3.1), we obtain the 1=d expansions for C A 0 (0; 0; 1 2d ) given in Table 8 . The 1=d expansions for memory-2 quantities are more di cult to handle. As described under (3.13), we rst solve (3.13) for fC A fbg 2 (y; b + f)g jfj=1 , for xed y. At this stage, special care is needed to make full use of symmetry, since naively (3.13) is a system of equations for 2d unknowns (and here d % 1). By symmetry, we can reduce (3.13) to a system of equations for a number of unknowns which is uniformly bounded in d (at least for small jAj and jyj; jxj), and obtain the results in Table 9 . Then, using (3.18), we compute the 1=d expansions for C A;e 2 (0; 0) given in 
