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SPLITTINGS AND SYMBOLIC POWERS OF SQUARE-FREE
MONOMIAL IDEALS
JONATHAN MONTAN˜O∗ AND LUIS NU´N˜EZ-BETANCOURT+
Abstract. We study the symbolic powers of square-free monomial ideals via symbolic Rees
algebras and methods in prime characteristic. In particular, we prove that the symbolic Rees
algebra and the symbolic associated graded algebra are split with respect to a morphism
which resembles the Frobenius map and that exists in all characteristics. Using these
methods, we recover a result by Hoa and Trung which states that the normalized a-invariants
and the Castelnuovo-Mumford regularity of the symbolic powers converge. In addition, we
give a sufficient condition for the equality of the ordinary and symbolic powers of this
family of ideals, and relate it to Conforti-Cornue´jols conjecture. Finally, we interpret this
condition in the context of linear optimization.
1. Introduction
Symbolic powers of ideals have been studied intensely over the last two decades (see [7]
for a recent survey). Particular attention has been given to square-free monomial ideals, as
in this setting methods from combinatorics, convex geometry, and linear optimization can
be utilized to investigate properties of symbolic powers. For instance, the Cohen-Macaulay
property of all symbolic powers of a square-free monomial ideal is characterized in terms
of the combinatoric structure of its underlying simplicial complex [35, 33, 37]. In addition,
the symbolic Rees algebra of monomial ideals is Noetherian [26, 16]. We note that this
phenomenon does not hold for an arbitrary ideal in a polynomial ring [29].
In this article, we propose a technique to deal with questions about symbolic powers of
square-free monomial ideals. Specifically, we study the symbolic Rees algebras of an square-
free monomial ideal via methods in prime characteristic. This combination, to the best
of our knowledge, has not been previously used in combinatorial commutative algebra. In
order for our results to hold over fields of arbitrary characteristic, we consider the map that
raises every monomial to a power and resembles the Frobenius map. Considering this map,
we obtain that the symbolic Rees algebra and the symbolic associated graded algebra are
split in this general context (see Theorem 4.3). In particular, these symbolic algebras are
F -pure in prime characteristic (see Corollary 4.4).
Motivated by the behavior of the Castelnuovo-Mumford regularity for powers of ideals
[6, 24], Herzog, Hoa, and Trung [18] asked whether the limit
lim
n→∞
reg(R/I(n))
n
exists for every homogeneous ideal I in a polynomial ring R. It is known that the function
reg(R/I(n)) is bounded by a linear function on n if I is a monomial ideal. This follows
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because the regularity of a monomial ideal is bounded by the degree of the least common
multiple of the generators [4, 19].
Hoa and Trung showed that the limit above exists for square-free monomial ideals. In
fact, they showed a stronger version for the a-invariants [20, Theorems 4.7 and 4.9]. As a
first consequence of our methods, we recover this result, providing an alternative proof.
Theorem A (see Theorem 3.5 and Corollary 3.6). Let I be a square-free monomial ideal.
Then
lim
n→∞
ai(R/I
(n))
n
exists for every 0 6 i 6 dimR/I. In particular,
lim
n→∞
reg(R/I(n))
n
exists.
The function reg(R/I(n)) is in fact a linear quasi-polynomial if I is a monomial ideal
[18]. In addition, as a consequence of our previous result, we recover properties of this
quasi-polynomial in Corollary 3.8. Along the way towards proving Theorem A, we showed
that
ai(R/I
(n)) > mai(R/I
(⌈ n
m
⌉))
for every n, m ∈ Z>0. In addition, we showed that
depth(R/I(n)) 6 depth(R/I(⌈
n
m
⌉))
for every n, m ∈ Z>0 (see Theorem 3.4). Similar results were previously obtained for the
Stanley depth of symbolic powers [30].
Conforti and Cornue´jols [5] made a conjecture in the context of linear optimization. This
conjecture was translated as a characterization of the set of square-free monomials ideals
whose symbolic and ordinary powers are equal [12, 13]. The following definition is needed
to state this conjecture.
Definition B. A square-free monomial ideal I of height c is Ko¨nig if there exists a regular
sequence of monomials in I of length c. The ideal I is said to be packed if every ideal
obtained from I by setting any number of variables equal to 0 or 1 is Ko¨nig.
The Conforti-Cornue´jols conjecture can be stated as follows.
Conjecture C ([5]). A square-free monomial ideal I is packed if and only if In = I(n) for
every n ∈ Z>0.
We point out that one direction of the conjecture is already known. Explicitly, if In = I(n)
for every n ∈ Z>0, then I is packed.
A related question due to Huneke, and brought to our attention by Ha`1, asks whether
there exists a number N , in terms of I, such that if In = I(n) for n 6 N , then the equality
holds for every n > 1. If the answer to this question is ht(I), then Conforti-Cornue´jols
holds. This is expected as a similar property is known for integral closures of ordinary
powers. Specifically, it suffices to verify the equality up to the analytic spread of I minus
one [32] (see also [28]). A uniform positive answer to Huneke’s question can be deduced
1 BIRS-CMO workshop on Ordinary and Symbolic Powers of Ideals Summer of 2017, Casa Matema´tica
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from [16, Theorem 5.6]; if d = dimR, this result guarantees that N = ⌊ (d+1)
(d+3)/2
2d
⌋ works
for any I.
In our next main result, we provide a sharper N .
Theorem D (see Theorem 4.8). Let I be a square-free monomial ideal and µ(I) its minimal
number of generators. Then In = I(n) for every n 6 ⌈µ(I)
2
⌉ if and only if In = I(n) for every
n ∈ Z>0.
In Example 4.9 we show that the bound given in Theorem D is sharp. The previous result
gives a finite algorithm to verify Conjecture C for a specific square-free monomial ideal. We
refer to the work of Gitler, Valencia, and Villarreal [13, Remark 3.5] for a different algorithm
to verify Conjecture C. The referee pointed out that another finite algorithm can be obtained
from an equivalent conjecture to Conjecture C [15, Conjecture 5.7]. Indeed, this conjecture
states that if a clutter satisfies the packing property then it satisfies the integer round-down
property. On the other hand, the integer round-down property can be checked in a finite
number of steps [1, Corollary 2.3].
In Section 5, we recall the ideas from linear optimization that originally gave rise to
Conjecture C. In particular, we translate Theorem D to this context in Theorem 5.2, showing
that the Max-Flow-Min-Cut property of clutters can be verified with a finite process (see
[1, Corollary 2.3] for a related result).
2. Notation
In this section we set up the notation used throughout the entire manuscript. We assume
R = k[x1, . . . , xd] is a standard graded polynomial ring over the field k and m = (x1, . . . , xd).
The ideal I ⊆ R is assumed to be a monomial ideal.
For a fixed m ∈ Z>0 we set R
1/m = k[x
1/m
1 , . . . , x
1/m
d ]. We denote by I
1/m the ideal of
R1/m generated by {f 1/m | f ∈ I monomial}.
We note that R and R1/m are isomorphic as rings. Then the category of R-modules is
naturally equivalent to the category of R1/m-modules. In addition, I corresponds to I1/m
under this isomorphism. For an R-module, M , we denote by M1/m the corresponding
R1/m-module. Given that R ⊆ R1/m, M1/m obtains a structure of R-module via restriction
of scalars. If A = k[x1, . . . , xd, t], where t is an extra variable, we also use the notation
A1/m = k[x
1/m
1 , . . . , x
1/m
d , t
1/m]. We often refer to the containment R ⊆ R1/m and A ⊆ A1/m.
For a vector a = (a1, . . . , ad) ∈ Q
d
>0 we denote by x
a the monomial xa11 · · ·x
ad
d .
Definition 2.1. Given n ∈ Z>0, we denote by I
(n) the nth-symbolic power of I:
I(n) =
⋂
p∈Min(R/I)
InRp ∩R.
We now consider algebras associated to ordinary and symbolic powers of ideals.
Definition 2.2. We consider the following graded algebras.
(i) The Rees algebra of I: R(I) = R[It] = ⊕n>0I
ntn ⊆ A.
(ii) The associated graded algebra of I: grI(R) = ⊕n>0I
n/In+1.
(iii) The symbolic Rees algebra of I: Rs(I) = ⊕n>0I
(n)tn ⊆ A.
(iv) The symbolic associated graded algebra of I: grsI(R) = ⊕n>0I
(n)/I(n+1).
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3. Castelnuovo-Mumford regularity and a-invaratians
In this section we study the graded structure of symbolic powers. In particular, we prove
Theorem A. The techniques here are inspired by methods in prime characteristic used to
bound a-invariants of F -pure graded rings [23, 8]. In particular, the results proved in this
section are motivated by the fact that the symbolic Rees and associated graded algebra are
F -pure for every prime characteristic (see Corollary 4.4).
We now recall the definition of a-invariants and Castelnuovo-Mumford regularity in terms
of local cohomology. We refer to Broadmann and Sharp’s book [3] on local cohomology for
more details about this subject. If M is a graded R-module, we denote by
ai(M) = max{j | H
i
m (M)j 6= 0}
the i-th a-invariant of M for 0 6 i 6 dimM . The Castelnuovo-Mumford regularity of M is
defined as
reg(M) = max{ai(M) + i}.
We now define a splitting from R1/m to R which is inspired by the trace map in prime
characteristic. In fact, these maps are the same if k = Fp and m = p.
Definition 3.1. For m ∈ Z>0, we define the R-homomorphism Φ
R
m : R
1/m → R induced by
ΦRm(x
a/m) =
{
xa/m a ≡ 0 (modm);
0 otherwise,
.
where a ∈ Zd>0 and 0 = (0, . . . , 0) ∈ Z
d
>0.
We note that ΦRm restricted to R is the identity. Then R is isomorphic to a direct summand
of R1/m. We also consider the analogous map ΦAm : A
1/m → A. We now show that our
splitting is compatible with symbolic powers; for this we need the following remark.
Remark 3.2. Let I ⊆ R be a square-free monomial and Q1, . . . , Qs its minimal primes. We
have
I(n) = Qn1 ∩ . . . ∩Q
n
s ⊆ (Q
nm
1 )
1/m ∩ . . . ∩ (Qnms )
1/m
= (Qnm1 ∩ . . . ∩Q
nm
s )
1/m = (I(nm))1/m.
Lemma 3.3. Let I be a square-free monomial ideal. Then
ΦRm
(
(I(nm+j))1/m
)
= I(n+1)
for every n ∈ Z>0, m ∈ Z>0, and 1 6 j 6 m.
Proof. From Remark 3.2 it follows that I(n+1) ⊆ (I((n+1)m))1/m ⊆ (I(nm+j))1/m. Since ΦRm is
R-linear, we conclude that I(n+1) ⊆ ΦRm
(
(I(nm+j))1/m
)
.
We now focus on the other containment. First we prove our claim when I is a prime
monomial ideal Q = (xi1 , . . . , xiℓ) for some 1 6 i1 < · · · < iℓ 6 d. In this case, we have that
(Q(nm+j))1/m is generated as a k-vector space by
{(xa)1/m | ai1 + . . .+ aiℓ > nm+ j}
Let (xa)1/m ∈ (Q(nm+j))1/m such that ΦRm((x
a)1/m) 6= 0, then a/m ∈ Zd>0 and ai1+ . . .+aiℓ >
nm+j. Set b = (bi1 , . . . , biℓ) = a/m, since bi1+. . .+biℓ > n+
j
m
, we have bi1+. . .+biℓ > n+1
and hence ΦRm((x
a)1/m) ∈ Q(n+1) as desired. Now, let I be an arbitrary square-free monomial
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ideal and let Q1, . . . , Qs be its minimal primes. Then, (I
(nm+j))1/m = (Q
(nm+j)
1 )
1/m ∩ · · · ∩
(Q
(nm+j)
s )1/m. Therefore,
ΦRm
(
(I(nm+j))1/m
)
⊆ ΦRm
(
(Q
(nm+j)
1
)1/m)
∩ · · · ∩ ΦRm
(
(Q(nm+j)s )
1/m
)
⊆ Q
(n+1)
1 ∩ · · · ∩Q
(n+1)
s = I
(n+1),
hence the result follows. 
As a consequence of the previous lemma we obtain the following relations on depths and
a-invariants of symbolic powers; these relations are key ingredients in the proof of Theorem
A.
Theorem 3.4. Let I be a square-free monomial ideal and n, m ∈ Z>0. Then
(1) depth(R/I(n)) 6 depth(R/I(⌈
n
m
⌉)).
(2) ai(R/I
(n)) > mai(R/I
(⌈ n
m
⌉)) for every 0 6 i 6 dimR/I.
Proof. By Lemma 3.3 the natural map ι : R/I(n+1) → R1/m/(I(nm+j))1/m splits for every
n, m ∈ Z>0 and 1 6 j 6 m with the splitting Φ
R
m. Therefore, the module H
i
m
(
R/I(n+1)
)
is
a direct summand of Him
(
R1/m/(I(nm+j))1/m
)
for every 1 6 i 6 dimR/I. We note that
(3.1)
(
Him
(
R/I(nm+j)
))1/m
= Hi
m1/m
(
R1/m/(I(nm+j))1/m
)
= Him
(
R1/m/(I(nm+j))1/m
)
,
because the ring isomorphism R ∼= R1/m gives an equivalence of categories and mR1/m is
m1/m. We conclude that Hi
m
(
R/(I(nm+j))
)
= 0 implies Hi
m
(
R1/m/(I(nm+j))1/m
)
= 0, and
then Hi
m
(
R/I(n+1)
)
= 0. Therefore,
depth(R/I(n+1)) > depth(R/(I(nm+j))),
which proves the first part.
From the splitting ι and Equation (3.1), we have
ai(R/I
(n+1)) 6 ai
(
R1/m/(I(nm+j))1/m
)
=
1
m
ai
(
R/I(nm+j)
)
,
and the second part follows. 
As a consequence of Theorem 3.4 we recover the following limits for a-invariants of sym-
bolic powers.
Theorem 3.5 ([20, Theorem 4.7]). Let I be a square-free monomial ideal. Then
lim
n→∞
ai(R/I
(n))
n
exists for every 0 6 i 6 dimR/I.
Proof. Fix i. The sequence { reg(R/I
(n))
n
}n>0 has an upper bound [16, Corollary 3.3], then so
does {ai(R/I
(n))
n
}n>0. Set αn =
ai(R/I
(n))
n
for every n > 0 and α = sup{αn}.
If α = −∞, we have that αn = −∞ for every n and the claim follows. We now assume
that α 6= −∞ and show that lim
n→∞
αn = α. We note that Theorem 3.4(2) implies
(3.2) αn >
m
n
⌈ n
m
⌉
α⌈ n
m
⌉ for every n,m ∈ Z>0.
Fix ǫ ∈ R>0 and let t ∈ Z>0 be such that α−αt < ǫ. It suffices to show αn > αt for every
n > t2 as this implies that α− αn < ǫ. Let n = tq + r for some q, r ∈ Z>0 and r ∈ [0, t− 1],
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then n = (q+1)t− (t−r). Since n > t2, we obtain q > t and then, 0 < t−r 6 q−r < q+1,
and so ⌈ n
q+1
⌉ = t. Applying inequality (3.2) with m = q + 1 we have αn >
tq+t
tq+r
αt > αt,
which finishes the proof. 
As a corollary we obtain that the related limit for the Castelnuovo-Mumford regularity
of symbolic powers exists.
Corollary 3.6 ([20, Theorem 4.9]). Let I be a square-free monomial ideal. Then
lim
n→∞
reg(R/I(n))
n
= max
{
lim
n→∞
ai(R/I
(n))
n
}
.
Proof. The result follows from Theorem 3.5 and the following equalities
lim
n→∞
reg(R/I(n))
n
= lim
n→∞
max{ai(R/I
(n)) + i}
n
= lim
n→∞
max{ai(R/I
(n))}
n
= max
{
lim
n→∞
ai(R/I
(n))
n
}
.

Remark 3.7. If I is a square-free monomial ideal, then
lim
n→∞
reg(I(n))
n
= lim
n→∞
reg(R/I(n)) + 1
n
= lim
n→∞
reg(R/I(n))
n
.
Let α(I(n)) denote the smallest degree of a nonzero element of I(n). The Waldschmidt
constant is defined by α̂(I) = lim
n→∞
α(I(n))
n
[2]. Then
α̂(I) 6 lim
n→∞
reg(I(n))
n
= lim
n→∞
reg(R/I(n))
n
.
We recall thatRs(I) is a Noetherian algebra [16, Theorem 3.2]. Therefore, reg(I(n)) agrees
with a linear quasi-polynomial γ(n)n + θ(n) for n ≫ 0. As a consequence of Corollary 3.6
we obtain that the leading coefficient of this quasi-polynomial is constant for square-free
monomial ideals and we obtain a bound for θ(n).
Corollary 3.8. [20, Theorem 4.9] Let I be a square-free monomial ideal. Then γ(n) is equal
to a constant γ and θ(n) 6 dim(R/I) + 1 for every n≫ 0.
Proof. From Corollary 3.6 it follows that γ(n) must be equal to γ := sup{ai(R/I
(n))
n
} for
n≫ 0. For the second claim, we observe that
γn+ θ(n) = reg(R/I(n)) + 1 = max{ai(R/I
(n)) + i)}+ 1 6 γn+ dim(R/I) + 1.
for n≫ 0. We conclude that θ(n) 6 dim(R/I) + 1 for every n≫ 0. 
The previous results, together with results for matroids [27] and low dimension [21],
motivated Minh and Trung [27] to ask wheather reg(R/I(n)) is a linear polynomial for
n ≫ 0 for square-free monomial ideals. We note that very recently a counter-example to
this question was found by Dung, Hien, Nguyen, and Trung [9, Remark 5.16].
It is a classical result that for any homogeneous ideal I, reg(In) is a linear function
b(I)n + c(I) for n ≫ 0 [6, 24]. In general, not much is known about the invariant c(I)
besides the fact that it is non-negative [36, Corollary 3.3]. Corollary 3.8 provides an upper
bound for c(I) for a wide family of square-free monomial ideals.
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Corollary 3.9. Let I be a square-free monomial ideal such that In = I(n) for every n≫ 0,
then c(I) 6 dim(R/I) + 1. In particular, this holds for bipartite edge ideals.
Proof. The result follows by the assumption and Corollary 3.8. The case of edge ideals
follows because they satisfy In = I(n) for every n≫ 0 [31, Theorem 5.9]. 
4. Associated Graded Algebras and Equality of Symbolic and Ordinary
Powers
In this section, we study the graded algebras defined in Definition 2.2. This is in order
to prove Theorem D. Our strategy is the following. We first show that the symbolic Rees
and associated graded algebras split from their rings of m-roots in Theorem 4.3. Then
in Theorem 4.5, we characterize the equality of symbolic and ordinary powers in terms of
this splitting. Finally, we use this characterization to prove Theorem D. We start with
introducing rings of m-roots for the Rees and associated graded algebras.
Notation 4.1. For m ∈ Z>0, we set
R(I)1/m := ⊕n>0I
n/mtn/m ⊆ A1/m
and
Rs(I)1/m := ⊕n>0(I
(n))1/mtn/m ⊆ A1/m.
We consider the ideals
J (I) = ⊕n>0I
n+1tn ⊆ R(I)
and
J s(I) = ⊕n>0I
(n+1)tn ⊆ Rs(I).
A classical result states that grI(R) is reduced if and only if I
n = I(n) for every n ∈ Z>0
[17, Corollary 1.6]. As a consequence of this result, and its proof, one has that J s(I) is a
radical ideal. We set
grsI(R)
1/m = (Rs(I)/J s(I))1/m.
Remark 4.2.
(1) By Remark 3.2 we have the inclusion
Rs(I) = ⊕n>0I
(n)tn ⊆ ⊕n>0
(
I(n)
)1/m
tn/m = Rs(I)1/m.
(2) Since I ⊆ R is monomial, we have that In ⊆ (Inm)1/m. Then
R(I) = ⊕n>0I
ntn ⊆ ⊕n>0I
n/mtn/m = R(I)1/m.
Theorem 4.3. Let I be a square-free monomial ideal. Then the maps induced by the obser-
vation in Remark 3.2
Rs(I)→ Rs(I)1/m and grsI(R)→ gr
s
I(R)
1/m
split for every m ∈ Z>0.
Proof. Fix m ∈ Z>0 and let Φ
R
m be the splitting in Definition 3.1. We define
ϕ : Rs(I)1/m → Rs(I)
to be the homogeneous morphism ofRs(I)-modules induced by ϕ(r1/mtn/m) = ΦRm(r
1/m)tn/m
if m divides n, and ϕ(r1/mtn/m) = 0 otherwise. The map ϕ is well-defined because
ΦRm
(
(I((n+1)m))1/m
)
⊆ I(n+1)
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for every n > 0 by Lemma 3.3, and it is Rs(I)-linear since ΦRm is R-linear. If r ∈ I
(n) ⊆
(I(nm))1/m, then ϕ(rtnm/m) = ΦRm(r)t
n = rtn because ΦRm is a splitting. We conclude that ϕ
is also a splitting.
Consider the ideal J = J s(I) as in Notation 4.1. By Lemma 3.3 we obtain
ϕ
(
(I(nm+1))1/mtnm/m
)
⊆ I(n+1)tn
for every n > 0. Therefore, ϕ(J 1/m) ⊆ J , i.e., J is compatible with ϕ. This induces a
splitting ϕ : (Rs(I)/J )1/m →Rs(I)/J . The conclusion follows. 
Theorem 4.3 has the following consequence if the field k has positive characteristic.
Corollary 4.4. Let I be a square-free monomial ideal. If k is a perfect field of prime
characteristic p, then Rs(I) and grsI(R) are F -pure.
Proof. We note that the rings involved are F -finite. Then, they are F -pure if and only
if they are F -split [22, Corollary 5.3]. Since k is perfect, we have that R1/p and Rs(I)1/p
correspond to the rings of p-roots of R and Rs(I) respectively. In addition, (J s(I))1/p is
the ideal of Rs(I)1/p that corresponds to J s(I). Since J s(I) is radical, grsI(R) is a reduced
ring. Then, grsI(R)
1/p corresponds to the ring of p-roots of grsI(R). Then, the result follows
from Theorem 4.3 with m = p. 
The following Theorem provides necessary and sufficient conditions for the equality of
ordinary and symbolic powers of square-free monomial ideals.
Theorem 4.5. Let I be a square-free monomial ideal. Then the following are equivalent.
(1) ΦRm
(
(Inm+1)1/m
)
⊆ In+1 for every m ∈ Z>0 and n ∈ Z>0.
(2) ΦRm
(
(Inm+1)1/m
)
⊆ In+1 for some m ∈ Z>1 and every n ∈ Z>0.
(3) In = I(n) for every n ∈ Z>0.
Proof. Clearly (1) implies (2). We now assume (2) and prove (3). We first prove that J (I)
is a radical ideal. Let f ∈ In be a monomial such that ftn ∈
√
J (I) then there exists and
integer e > 0 such that (ftn)m
e
∈ J (I). We observe that fm
e
∈ Inm
e+1. We note that the
assumption in (2) implies ΦRm
(
(Inm
e+1)1/m
)
⊆ Inm
e−1+1. Therefore,
fm
e−1
tnm
e−1
= ΦAm((f
metnm
e
)1/m)) ∈ ΦAm((I
nme+1tnm
e
)1/m)
= ΦRm((I
nme+1)1/m)tnm
e−1
⊆ Inm
e−1+1tnm
e−1
⊆ J (I).
A decreasing induction on e shows ftn ∈ J (I). Then, grI(R) = R(I)/J (I) is reduced. As
a consequence, In = I(n) for every n ∈ Z>0 [17, Corollary 1.6].
Now, we assume that (3). By Lemma 3.3, we have ΦRm
(
(Inm+1)1/m
)
⊆ In+1 for every
n, m ∈ Z>0, therefore (1) follows. 
We now state a problem due to Huneke which was brought to our attention by Ha` at
the BIRS-CMO workshop on Ordinary and Symbolic Powers of Ideals at Casa Matema´tica
Oaxaca in the summer of 2017.
Problem 4.6 (Huneke). Let I be a square-free monomial ideal. Find a number N ∈ Z>0,
in terms of I, such that In = I(n) for every n 6 N implies In = I(n) for every n ∈ Z>0
This problem is strongly related to Conforti-Cornue´jols (Conjecture C). In fact, if N =
ht(I) satisfies the conclusion of Problem 4.6, then Conjecture C follows [7, Remark 4.19].
Ha` also asked for an optimal value for N . In Example 4.9, we prove that our bound is sharp.
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In general N = ⌊ (d+1)
(d+3)/2
2d
⌋ works for any I [16, Theorem 5.6]; and if one assumes
Conjecture C, then N = ⌈d+1
2
⌉ would also work [14, Remark 4.8]. As a consequence of our
methods, in Theorem 4.8 we provide a sharper N in terms of the number of generators of I.
For the proof of this result, we need the following well-known lemma. We include its proof
for the sake of completeness.
We denote by µ(I) the minimal number of generators of I. If I is generated by the
monomials xa1 , . . . ,xau, we denote by I [m] the ideal generated by xma1 , . . . ,xmau .
Lemma 4.7. Let I be a monomial ideal. If r > µ(I)(m− 1) + 1, then Ir = Ir−mI [m].
Proof. Let u = µ(I) and xa1, . . . ,xau a minimal set of generators of I. Let α1, . . . , αu be
natural numbers such that α1 + . . .+ αu = r, then by assumption there must exist αi such
that αi > m. Therefore,
xα1a1 · · ·xαuau = xα1a1 · · ·x(αi−m)ai · · ·xαuauxαim ∈ Ir−mI [m].
This shows that Ir ⊆ Ir−mI [m]. To obtain the other containment, we observe that I [m] ⊆
Im. 
Theorem 4.8. Let I be a square-free monomial ideal. If In = I(n) for every n 6 ⌈µ(I)
2
⌉,
then In = I(n) for every n ∈ Z>0.
Proof. We show that
ΦR2
(
(I2n+1)1/2
)
⊆ In+1
for every n > 0 and then the result follows by Theorem 4.5, (2)⇒ (3). By assumption and
Lemma 3.3 this inclusion holds for n < ⌈µ(I)
2
⌉, as for these values I(n+1) = In+1. We fix
n > ⌈µ(I)
2
⌉. Then
2n+ 1 > µ(I) + 1
and hence (I2n+1)1/2 = (I2(n−1)+1)1/2I by Lemma 4.7. Therefore, by induction
ΦR2
(
(I2n+1)1/2
)
= ΦR2
(
(I2(n−1)+1)1/2I
)
= ΦR2
(
(I2(n−1)+1)1/2
)
I ⊆ InI = In+1,
finishing the proof. 
We point out that Theorem 4.8 relates to an open problem stated by Francisco, Ha`, and
Mermin [11, Problem 5.14(a)]. The following example shows that Theorem 4.8 is sharp.
Example 4.9. Let R = k[x1, . . . , x2t−1] for some t > 2, and let
I = (x1x2, x2x3, . . . , x2t−2x2t−1, x2t−1x1).
Then In = I(n) for every n < t = ⌈µ(I)
2
⌉, whereas I t 6= I(t) [25, Corollary 4.5].
Corollary 4.10. Let I be a square-free monomial ideal. Then In = I(n) for every n ∈ Z>0
if and only if x1 · · ·xdI
2n+1 ⊆ (In+1)
[2]
for n < µ(I)
2
.
Proof. Let m ∈ Z>0. Since R
1/m and R are regular of the same dimension, we have that
HomR(R
1/m, R) ∼= R1/m as R1/m-modules [10, Lemma 1.6 (1)]. Furthermore, standard
computations show that the map Ψm : R
1/m → R induced by
Ψm(x
a/m) =
{
x(a−(m−1)1)/m a ≡ −1 (modm);
0 otherwise,
where 1 = (1, . . . , 1) ∈ Zd, is a generator of HomR(R
1/m, R) as an R1/m-module (this is a
standard computation in prime characteristic p when m = p). We now focus on the case
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m = 2. We stress that we are not making any assumption on the characteristic of the field.
We note that x1 · · ·xdI
2n+1 ⊆ (In+1)
[2]
if and only if
(x1 · · ·xd)
1/2(I2n+1)1/2 ⊆ In+1R1/2,
as R1/2 is isomorphic to R. In addition, (x1 · · ·xd)
1/2(I2n+1)1/2 ⊆ In+1R1/2 is equivalent to
Ψ2
(
(x1 · · ·xd)
1/2(I2n+1)1/2
)
⊆ In+1 for every n > 0 [10, Lemma 1.6 (2)]. Since ΦR2 (−) =
Ψ2
(
(x1 · · ·xd)
1/2−
)
, the result follows from Theorem 4.5 and the proof of Theorem 4.8. 
We note that Theorem 4.8 and Corollary 4.10 give an algorithm to verify Conjecture C
for a specific ideal.
5. Applications to linear optimization
In this brief section we translate our result to the context of linear programming. For
more on this topic, we refer to [15].
A clutter C = (V,E) is a collection of subsets E of V = {v1, . . . , vn} such that every two
elements of E are incomparable with respect to inclusion. We denote by M := M(C) the
n×m matrix with entries equal to 0 or 1, such that its columns are the incidence vectors of
the sets in E. Given c ∈ Zn>0, by the Strong Duality Theorem we have the following equality
of dual linear programs.
(5.1) min{c · x | x ∈ Rn>0, M
Tx > 1m} = max{1m · y | y ∈ R
m
>0, My 6 c},
where 1m = (1, . . . , 1) ∈ Z
m. We say that C packs for c if Equation (5.1) holds for integer
vectors x ∈ Zn>0 and y ∈ Z
m
>0. The clutter C satisfies the Max-Flow-Min-Cut (MFMC)
property if it packs for every c ∈ Zn>0.
We now recall a lemma that allows us to rephrase Theorem 4.8 in this context. We first
set up some notation. Let {b1, . . . ,bm} be the column vectors of M . We denote by I the
ideal of the polynomial ring R = k[v1, · · · , vn] generated by the monomials {v
b1 , . . . ,vbm}.
Lemma 5.1 ([34, Proposition 3.1]). Set
γ(c) := min{c · x | x ∈ Zn>0, M
Tx > 1m}, and
σ(c) := max{1m · y | y ∈ Z
m
>0, My 6 c}.
Then
(i) vc ∈ I(t) if and only if t 6 γ(c).
(ii) vc ∈ I t if and only if t 6 σ(c).
We are now ready to present the main theorem of this section which is related to previous
results in integer programming [1, Corollary 2.3].
Theorem 5.2. The clutter C packs for every c 6 1n⌈
m
2
⌉ if and only if C satisfies the MFMC
property.
Proof. By definitions the MFMC property implies the C packs for every c ∈ Zm>0. We focus
on the other direction. We assume C packs for every c 6 1n⌈
m
2
⌉. Let vc be a minimal
monomial generator of I(t) for some 1 6 t 6 ⌈m
2
⌉, then it clearly divides vt1n . Moreover,
by Lemma 5.1, we have γ(c) = t; this equality holds since reducing a component of c by
1, reduces γ(c) by at most 1. Therefore, by assumption we have σ(c) = γ(c) = t and
then vc ∈ I t by Lemma 5.1. We conclude that I(t) = I t for t = 1, . . . , ⌈m
2
⌉ = ⌈µ(I)
2
⌉. By
Theorem 4.8 it follows that I(t) = I t for every t > 1. Now, let c ∈ Zn>0 be arbitrary, then
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vc ∈ I(γ(c)) = Iγ(c) and by Lemma 5.1 we have σ(c) > γ(c). Since σ(c) 6 γ(c) always holds,
it follows that σ(c) = γ(c) and this finishes the proof. 
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