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vAbstract
Single-Molecule Fluorescence Spectroscopy: From Two to Three Colors and Beyond
by Anders BARTH
Single-molecule fluorescence spectroscopy is a powerful tool for the study of physical and biological processes
through the use of fluorescent probes. By combining the femtoliter-sized observation volume of a confocal
microscope with low concentrations of analytes, single fluorescent molecules can be observed as they freely
diffuse in solution. From the many parameters of the fluorescence signal, a wealth of information is obtained
about the structure, dynamics and interactions of the studied system. The objective of this thesis was the devel-
opment, implementation and application of quantitative single-molecule fluorescence methods. To this end, a
software framework for the analysis of solution-based single-molecule measurements of Förster resonance en-
ergy transfer (FRET) has been developed as part of the PAM software package. In addition, the new method of
three-color photon distribution analysis (3C-PDA) is introduced in this thesis, enabling a quantitative analysis
of single-molecule three-color FRET experiments. The developed analysis framework has been applied to elu-
cidate coordinated conformational changes in the Hsp70 chaperone protein BiP, to study the conformational
dynamics of a small fragment of the cellulosome, to investigate energy transfer pathways in complex artifi-
cial dye arrangements and to quantify the nanosecond dynamics of an intrinsically disordered peptide. For
several studies, molecular dynamics (MD) simulations have also been used to support and cross-validate the
experimental results. Here, the focus is to provide a comprehensive overview of the used methodologies, their
theoretical background and their application to the various experimental systems.
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Introduction
Fluorescence microscopy and spectroscopy
Nowadays, fluorescence is one the most commonly used tools in the life sciences, facilitated by many devel-
opments over the past three decades. The discovery and optimization of fluorescent proteins (awarded the
Nobel prize in chemistry in 2008) turned fluorescence live-cell imaging into the standard tool that it is today,
providing the means to observe specific components of the cellular machinery in real time. On the microscopy
side, the circumvention of the diffraction limit by super-resolved imaging methods such as stochastic optical
reconstruction microscopy (STORM), photo-activated localization microscopy (PALM) and stimulated emis-
sion depletion microscopy (STED) has transformed our understanding of cellular processes on the nanometer
scale, and was awarded the Nobel prize in chemistry in 2014. Owing to the high achievable signal-to-noise
ratio in fluorescence microscopy, it becomes possible to image and study single-molecules. As originally doc-
umented by Stokes (Stokes, 1852), the fluorescence emission is red-shifted with respect to the wavelength of
the excitation source, allowing scattered excitation light to be efficiently filtered. The informational content
of the fluorescence signal is not limited to its intensity, however. A number of parameters of the fluorescence
signal, such as the wavelength, lifetime and polarization, are highly sensitive to the environment of the fluo-
rophore. Combined with the possibility to specifically label the molecule of interest, this renders fluorescent
probes excellent reporters for in vitro or in vivo studies, where they are nowadays routinely used to monitor the
conformation and interactions of biomolecules through the spectroscopic readout. Still, the fluorescence inten-
sity also encodes a wealth of information about dynamic parameters in its fluctuations, as used in fluorescence
fluctuation spectroscopy.
Studying biomolecules on the single-molecule level
The observation of single molecules sets high experimental demands. To be able to detect the weak signal
of a single molecule, it is important to reduce the background signal to a minimum. The main background
contributions originate from Rayleigh and Raman scattering of the solvent. While the use of emission filters
with high extinction ratios removes most of the scattered excitation light, the Raman signal often overlaps
with the fluorescence emission. To increase the signal-to-noise ratio, the observation volume has to be reduced
to the size of about 1 femtoliter (10−15 l), e.g. through the use of confocal optics or total internal reflection
microscopy. The detection of the weak signal also requires detectors with single photon sensitivity and high
detection efficiency such as avalanche photodiodes (APD) or charge-coupled devices (CCD). With these tools,
the first observations of single fluorescent molecules have been reported for molecules embedded in solids
through their absorption (Moerner and Kador, 1989; Orrit and Bernard, 1990) and in solution by means of
their fluorescent signal (Brooks Shera et al., 1990). Since then, applications of fluorescence have been used to
study many important biological processes on the single-molecule level.
A key method hereby is Förster resonance energy transfer (FRET, Förster, 1948). By placing two spectrally
different fluorophores on the molecule or complex of interest, it is possible to measure their distance from
the efficiency of energy transfer between them (causing FRET to be commonly referred to as a "molecular
ruler", Stryer and Haugland, 1967). The applications of FRET are plenty. Following its first realization on the
single-molecule level (Ha et al., 1996), single-pair FRET is now routinely used to study the conformations and
dynamics of proteins and nucleic acids from nanoseconds to seconds and minutes. The ability to reveal the
heterogeneity of the studied system molecule by molecule makes it possible to detect conformational states
that would otherwise be lost in the ensemble, and to watch molecules switch between them in real time.
The measurement of single-molecule FRET in this work is performed on freely diffusing molecules using the
small observation volume of a confocal microscope. At picomolar concentrations, single-molecules are seen
as spikes or bursts of fluorescence, giving rise to the name "burst analysis" (Zander et al., 1996). From the
2 Chapter 1. Introduction
photons of individual single-molecule events, different quantities such as the FRET efficiency, anisotropy or
lifetime can be calculated, revealing the molecule-wise distributions and allowing the identification of the dif-
ferent species present in the sample. The single-molecule FRET efficiency distribution then directly reflects
the conformational heterogeneity of the studied system. However, why stop at two colors? By introducing
a third fluorophore, all three interdye distances can be determined from the experiment, opening up a new
dimension in the analysis. By measuring the co-occurrence of distances, correlated distance changes during
conformational transitions can be detected. A large part of this work has focused on developing a quantitative
framework for single-molecule three-color FRET using burst analysis. A related method to burst analysis is flu-
orescence correlation spectroscopy (FCS). By analyzing the fluctuations of the fluorescence signal of molecules
diffusing into and out of the confocal volume, information may be obtained about their number and diffusion
time. However, FCS is not limited to the study of diffusion. Since the method is sensitive to any process that af-
fects the fluorescence signal, it may likewise be applied to study the conformational dynamics of biomolecules
when combined with fluorescence quenching or FRET, as demonstrated in this work.
While instrumentation has not seen significant changes over the last decade, many new analysis methods are
continuously being developed. The stochastic nature of photon emission and the low signal obtained from
single molecules have led to the application of advanced statistical methods to obtain quantitative information
from noisy data. Necessitated by the low number of photons detected from freely diffusing molecules, the
question of how to extract the maximum amount of information from the data is a recurring theme in this work.
In recent years, considerable efforts have also been undertaken to take advantage of the structural information
provided by single-molecule FRET. By combining the distance information from multiple FRET sensors with
structural modeling, it becomes possible to refine the structure even of dynamic complexes (Kalinin et al., 2012;
Muschielok et al., 2008). With advancements in computing power, it has also become feasible (and affordable)
to perform detailed atomistic simulations of large biomolecular systems. For several projects in this thesis,
molecular dynamics (MD) simulations provided additional insights into the studied systems and were used
for cross-validation of the experimental and theoretical results.
Outline
Following a short introduction on fluorescence and its fundamental properties, the different concepts and
methods related to this thesis are described in chapter 2. After introducing the theoretical basis of Förster
resonance energy transfer (FRET) and photoinduced electron transfer (PET), which are used as reporters on
intramolecular distances, the sections on confocal microscopy, time-correlated single-photon counting and
pulsed interleaved excitation describe the principles of the applied instrumentation. In the following sections,
the methods of fluorescence correlation spectroscopy and single-molecule FRET by burst analysis are described
in detail and examples from work published along this thesis are used to highlight key aspects. The last sec-
tions introduce the basics of molecular dynamics simulation, applied in several projects of this thesis, and
present an overview of different aspects of model-based data analysis. Chapter 3 provides a short overview of
the work published during this thesis, given by the development of a quantitative framework for the analy-
sis of single-molecule three-color FRET experiments by burst analysis, called three-color photon distribution
analysis (3C-PDA), the analysis of energy transfer pathways in artificial dye assemblies, the quantification of
the conformational dynamics of a two-domain protein, the study of the quenching dynamics of a small peptide
and the introduction of the PAM software package for the analysis of fluorescence data.
3Chapter 2
Concepts and Methods
2.1 Fluorescence
2.1.1 The basics of fluorescence
FIGURE 2.1: The basics of fluorescence. (A) A Jablonski diagram depicting the processes occurring during
fluorescence. S0, S1: singlet ground and first excited state, T1: triplet state, kex: excitation rate, knr: non-radiative
relaxation rate, kfl: fluorescence emission rate, kisc: intersystem crossing rate, kphos: phosphorescence emission rate.
(B) Extinction (solid line) and emission spectrum (dashed line) of the fluorophore Alexa647 in water.
Fluorescence is the relaxation from an electronic excited state Sn to the ground state S0 by emission of a pho-
ton, after being excited by absorption of a photon. The processes occurring after excitation of the fluorescent
molecule are illustrated using a Jablonski diagram (Figure 2.1 A, Jabłon´ski, 1935). Excitation generally occurs
from the vibronic ground state of S0 to a higher vibronic state of S1. The nuclear coordinates remain unchanged
during the quasi-instantaneous electronic transition, occurring on the femtosecond timescale. Consequently,
the transition probabilities from the vibronic ground state of S0 to the different vibronic states of S1 are deter-
mined by the overlap of the vibronic wave functions (Franck-Condon principle, Condon, 1926, 1928; Franck
and Dymond, 1926). Because significant overlap exists for different vibrational states of S1, broad absorption
spectra are usually observed for fluorescent molecules (Figure 2.1 B). After excitation, the molecule relaxes
to the vibronic ground state of S1 on the picosecond timescale. The transition back to S0 thus occurs from
the vibronic ground state of S1, rendering the emission spectrum independent of the excitation wavelength
(Kasha’s rule, Kasha, 1950). Since the vibronic wave functions of S1 and S0 are similar, relaxation occurs to
higher vibronic states of S0 with similar transition probabilities as for absorption. Thus, the energy of the
emitted photons is reduced (Stokes shift, Stokes, 1852) and the emission spectrum shows a similar shape as
the absorption spectrum, but with inverse energy dependence (mirror image rule, see Figure 2.1 B). The dwell
time in the S1 state is on the order of nanoseconds.
There exist several competing pathways for the relaxation from the S1 state. Non-radiative pathways are for
example given by internal conversion or electron transfer to or from potential redox partners. A transition that
is theoretically forbidden is intersystem crossing from the singlet excited state to a triplet state T1 through spin
inversion of the excited state electron. The transition becomes weakly allowed through spin-orbit coupling,
and consequently is a slow process occurring on the micro- to millisecond timescale. Since relaxation to the
S0 state again requires a spin inversion, it is also slow, leading to minute to hour long relaxation times in
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phosphorescent solids. In aqueous solutions, however, triplet oxygen (3O2) is an efficient triplet quencher,
resulting in faster relaxation rates and thus a reduction of the population of dark states.
2.1.2 Fluorescence lifetime
The time the molecule spends in the excited state encodes valuable information about the properties and the
local environment of the fluorophore. The fluorescence lifetime is defined as the average time the molecule
spends in the excited S1 state. Relaxation from the first excited electronic state S1 may occur through emission
of a photon with radiative rate kr, or through non-radiative pathways with rate knr. The average time spent in
the excited state is then given by:
τ = (kr + knr)
−1 (2.1)
The quantum yield of the fluorophore Q describes the fraction of excitation events that result in the emission
of a photon. It is related to the intrinsic (or natural) lifetime τn = k−1r of the fluorophore:
Q =
kr
kr + knr
=
τ
τn
(2.2)
The quantum yield and lifetime are thus affected by all processes that affect kr or knr. Most commonly, knr
is increased through collisional (dynamic) quenching, reducing the quantum yield and lifetime, or by long
range energy transfer processes such as FRET. If the quenched state persists on timescales much longer than
the fluorescence lifetime (static quenching), no reduction of the lifetime is observed although the average
quantum yield is still reduced.
The time evolution of the population of the first excited state S1(t) (which is proportional to the the fluorescence
intensity I) is given by an exponential decay:
S1(t) ∝ I(t) = I0 exp (−t/τ) (2.3)
where I0 is the initial intensity. The fluorescence decay can be measured using the method of time-correlated
single photon counting (TCSPC, see 2.5).
For mixtures of fluorophores with different lifetimes, or if the fluorophore experiences different environments,
the fluorescence decay is multi-exponential with the number of components N:
I(t) =
N
∑
i=1
I0,i exp(−t/τi) (2.4)
In the case of a multi-exponential decay, it is important to consider how the average fluorescence lifetime 〈τ〉
is defined (Sillen and Engelborghs, 1998). Generally, the lifetime is defined as the average time spent in the
excited state, which is equivalent to the intensity-averaged fluorescence lifetime given by:
〈τ〉intensity = ∑
N
i=1 I0,iτ
2
i
∑Ni=1 I0,iτi
(2.5)
According to the definition of the average, the intensity-weighted lifetime is thus the correct parameter. How-
ever, it is also useful to consider the amplitude-averaged or species-averaged lifetime, which weights the life-
time components by their number fractions, defined by:
〈τ〉species = ∑
N
i=1 I0,iτi
∑Ni=1 I0,i
(2.6)
The amplitude-averaged lifetime is the corresponding mono-exponential lifetime that results in the same
steady-state intensity as the multi-exponential decay. This can be seen from the fact that 〈τ〉species is given
by the area under the curve and is thus proportional to the time-averaged intensity. It follows that 〈τ〉species
is related to the average radiative rate and is thus the average lifetime that should be used if FRET efficien-
cies are calculated based on the donor lifetime using fluorophores with multi-exponential decay behavior (see
section 2.2.2). An example for a multi-exponential fluorescence decay is given in Figure 2.2 A.
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2.1.3 Fluorescence anisotropy
When polarized excitation is employed, the polarization of the fluorescence signal contains valuable infor-
mation about the rotational properties of the fluorophore, reporting on the shape and size of biomolecules or
the local environment of the fluorescent probe. Experimentally, the polarization of the fluorescence signal is
measured by the anisotropy r which is defined by:
r =
I‖ − I⊥
I‖ + 2I⊥
(2.7)
where I‖ and I⊥ are the parallel and perpendicular polarization contributions of the fluorescence signal with
respect to the polarization of the incident light.
Fluorophores preferentially absorb photons whose polarization is aligned with their absorption dipole mo-
ment. Polarized excitation thus results in selective excitation of molecules of a given orientation. This photo-
selection is not strict but shows an angular dependence proportional to cos2 θ, where θ is the angle between
the absorption dipole moment and the polarization of the incident light. The anisotropy of the emitted signal
depends on the angular distribution of θ:
r =
3〈cos2 θ〉 − 1
2
(2.8)
where 〈...〉 denotes averaging. Due to the excitation of molecules in different orientations, one thus obtains
〈cos2 θ〉 = 3/5 and rmax = 0.4. This is the maximum anisotropy for fluorophores in solution. For most
fluorophores, the absorption and emission dipole moments are not perfectly collinear, resulting in lower fun-
damental anisotropies r0 in the range of 0.3 − 0.4. Free fluorophores in solution rotate on the timescale of
∼100 ps, faster than the fluorescence lifetime of most fluorophores. Hence, their emission is depolarized and
anisotropy values close to zero are observed. On the other hand, if the fluorescent probes are attached to
larger biomolecules, their rotation is restricted and higher anisotropy values are measured. The anisotropy is
often used to study biomolecular interactions, whereby the binding of an interaction partner is observed as an
increase of the anisotropy.
Rotation of fluorescent probes
The anisotropy of the fluorescence signal can be used to study the rotation of the fluorescent probe by measur-
ing the time-resolved anisotropy decay:
r(t) =
I‖(t)− I⊥(t)
I‖(t) + 2I⊥(t)
(2.9)
For a freely rotating spherical molecule, the anisotropy decay is then given by:
r(t) = r0 exp(−t/ρ) (2.10)
where ρ is the rotational correlation time. For a spherical molecule, it is given by ρ = ηVRT where η is the
viscosity of the medium, V is the volume of the sphere, R is the gas constant and T is the temperature.
In the case of a single exponential decay of the intensity (i.e. I(t) = I‖(t) + 2I⊥(t) ∝ exp [−t/τ]), the steady-
state anisotropy 〈r〉 can be related to the lifetime τ and rotational correlation time ρ by the Perrin equation
(Perrin, 1926):
〈r〉 =
∫ ∞
0 r(t)I(t)dt∫ ∞
0 I(t)dt
=
r0
1+ τ/ρ
(2.11)
Often, the rotation of the fluorophore is restricted by the environment, a situation that is commonly observed
if fluorescent probes are covalently attached to larger biomolecules. In this case, the anisotropy does not decay
to zero, but plateaus at a residual value r∞:
r(t) = (r0 − r∞) exp (−t/ρ) + r∞ (2.12)
When the rotational correlation time of the macromolecule ρp is on the order of the fluorescence lifetime, it
can also be resolved from the anisotropy decay provided the rotational motions are independent and well
separated in time (i.e. ρ f  ρp):
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FIGURE 2.2: Complex anisotropy decays: Intensity (A) and anisotropy (B) decays of Cy3 dyes attached to DNA
origami nanostructures. Adapted from Nicoli et al., 2017.
r(t) =
[
(r0 − r∞) exp
(
−t/ρ f
)
+ r∞
]
exp(−t/ρp) (2.13)
Complex anisotropy decays
While the depolarization of the fluorescence signal usually shows exponential behavior even in the case of
multi-exponential fluorescence decays, more complex anisotropy decays can arise if the different lifetime com-
ponents show different decays of the anisotropy. Due to the different fluorescence lifetimes, the contributions
of the individual species are time dependent. Considering two species with different lifetimes, the contribution
of species 1 at time t is given by:
F1(t) =
I0,1e−t/τ1
I0,1e−t/τ1 + I0,2e−t/τ2
=
[
1+
I0,2
I0,1
et
(
1
τ1
− 1τ2
)]−1
(2.14)
The resulting anisotropy decay is then given by:
r(t) = F1(t)r1(t) + (1− F1(t))r2(t) (2.15)
where each individual anisotropy decay is given by:
ri(t) = (r0 − r∞,i) exp(−t/ρi) + r∞,i (2.16)
An example for a complex anisotropy decay is given in Figure 2.2 B for the fluorophore Cy3 attached to
DNA origami nanostructures. The corresponding fluorescence decays show multi-exponential behavior (Fig-
ure 2.2 A). The characteristic "dip-and-rise" behavior of the anisotropy is often observed for cyanine dyes,
for which the fluorescence lifetime and anisotropy are coupled (Stennett et al., 2015). Cyanine dyes undergo
isomerization between the fluorescent trans-state and the non-fluorescent cis-state (Levitus and Ranjit, 2011).
The transition between the two isomeric forms occurs upon relaxation from the excited state. Since it involves
rotation of the molecule around the central stretch of pi-bonds, steric hindrance has a pronounced effect on
the isomerization rate, which in turn affects the quantum yield and thus lifetime of the fluorophores. Thus, a
higher anisotropy signal is directly coupled with a longer fluorescence lifetime. In the given example in Fig-
ure 2.2, two lifetime components are observed at ∼300 ps and ∼2.6 ns. The short-lifetime component shows a
rapid decay of the anisotropy to a residual value close to 0, while the long-lifetime component shows a larger
residual anisotropy of ∼ 0.2. The time-dependent contribution of the two species then results in the observed
complex decay which can be analytically described by equation 2.15 (solid lines in Figure 2.2 B).
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2.2 Förster resonance energy transfer
2.2.1 Theory
FIGURE 2.3: A Jablonski diagram depicting FRET between a donor and acceptor fluorophore. S0, S1: singlet
ground and first excited state, kex: excitation rate, kD, kA: fluorescence emission rates of the donor and acceptor
fluorophores, kT: rate of energy transfer.
Förster resonance energy transfer (FRET) is the radiationless transfer of energy from an excited donor fluo-
rophore (D) to an acceptor fluorophore (A) (Förster, 1948). The rate of the transfer process kT is highly depen-
dent on the separation distance R between the two fluorophores:
kT =
1
τD
(
R0
R
)6
(2.17)
where τD is the fluorescence lifetime of the donor and the parameter R0 is the Förster radius. The efficiency of
the energy transfer is then given by:
E =
kT
kr + knr + kT
=
1
1+
(
R
R0
)6 (2.18)
where kr and knr are the rates of radiative and non-radiative decay of the donor fluorophore. The Förster
radius, at which the FRET efficiency is 50%, depends on a number of properties of the fluorophores and the
surrounding environment:
R60 =
9000 (ln 10)QD J(λ)κ2
128pi5NAn4
(2.19)
where QD is the quantum yield of the donor, J(λ) is the overlap integral, κ2 is a factor accounting for the
relative orientation of the emission dipole moment of the donor and the absorption dipole moment of the
acceptor, NA is Avogadro’s number and n is the refractive index of the medium. The orientation factor κ2
depends on the angle between the emission dipole moment of the donor and the absorption dipole moment of
the acceptor, θT , and the angles between the respective dipole moments and the inter-dye distance vector, θD
and θA:
κ2 = (cos θT − 3 cos θD cos θA)2 (2.20)
κ2 can assume values in the interval [0, 4], however its value converges to κ2iso = 2/3 for isotropic averaging
over all possible angles, an assumption that is often made in FRET experiments. More accurate estimates of the
distribution of possible values of κ2 may be obtained from the residual anisotropies of the donor and acceptor
fluorophores (Ivanov et al., 2009; Sindbert et al., 2011).
The dependency of the FRET efficiency on the inter-dye distance is shown in Figure 2.4 A for the dye pairs
Atto488-Atto647N, Atto488-Atto565 and Atto565-Atto647N with Förster radii of 56 Å, 63 Å and 68 Å, respec-
tively. To visualize the sensitivity of the FRET efficiency with respect to the separation distance, the derivative
∂E (R) /∂R is shown in panel B. In general, the sensitive range for FRET is in the interval from 0.5 R0 to 2 R0. It
is most sensitive at distances close to R0, where a small change in distance results in a large change of the FRET
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FIGURE 2.4: The theory of FRET. (A) The distance dependence of the FRET efficiency for three different Förster
distances of 56 Å, 63 Å and 68 Å, corresponding to the dye pairs Atto488-Atto647N, Atto488-Atto565 and Atto565-
Atto647N. The Förster radii are indicated by the dashed lines. (B) Distance-derivatives of the FRET efficiency for
the Förster distances shown in A. (C) The overlap integral (solid line) for the dye pair Atto532-Atto647N is plotted
together with the emission spectrum of the donor (dotted green line) and the extinction spectrum of the acceptor
(dotted red line). All spectra are given in arbitrary units.
efficiency. Consequently, this also means that an error in the measured FRET efficiency only has a small effect
on the resulting distance, making FRET also most robust and least error prone in the distance region around
R0.
The overlap integral J(λ) in equation 2.19 depends on the normalized emission spectrum of the donor FD(λ)
and the extinction spectrum of the acceptor eA (λ):
J(λ) =
∫ ∞
0
FD(λ)eA(λ)λ4dλ (2.21)
Commonly, the overlap integral is schematically shown simply (and wrongly) as the overlapping region be-
tween the spectra, disregarding the fact that the spectra are multiplied and scaled with the fourth power of the
wavelength. The correct spectral overlap according to equation 2.21 is shown in Figure 2.4 C for the dye pair
Atto532-Atto647N.
2.2.2 Measuring FRET
There are a number of approaches to measure the FRET efficiency. Looking from the perspective of the donor,
FRET shows as a quenching effect which can be assessed from the loss of the donor intensity in the presence
of the acceptor:
E = 1− FDA
FD
(2.22)
This approach, however, requires precise measurements of the donor intensity and complete labeling of the
acceptor. A simple way to obtain the two intensities is through acceptor photobleaching. Analogously, the
FRET efficiency can also be determined from the donor lifetime in the absence (τD(0)) and in the presence of
the acceptor (τD(A)):
E =
kT
kr + knr + kT
= 1− kr + knr
kr + knr + kT
= 1− τD(A)
τD(0)
(2.23)
In contrast to intensity-based measurements, no correction factors need to be considered to obtain a quanti-
tative FRET efficiency. The lifetime approach also works if the acceptor labeling is incomplete, in which case
the lifetimes of unquenched and quenched donor fluorophores can be extracted using a bi-exponential model
function.
Single-molecule measurements of the FRET efficiency are most commonly performed by splitting the fluorescence
emission after excitation of the donor into donor and acceptor spectral channels (FDD, FDA), from which the
FRET efficiency is calculated by:
E =
FDA
FDD + FDA
(2.24)
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Experimentally, a number of correction factors have to be considered. Due to the broad fluorescence emission
spectra, a part of the donor fluorescence is usually detected in the acceptor channel (spectral crosstalk). Like-
wise, the broad fluorescence excitation spectra result in non-negligible excitation of the acceptor fluorophore
by the donor excitation laser (direct excitation). Lastly, donor and acceptor fluorophores have different quan-
tum yields and the photon detection efficiency of the detectors shows a spectral dependence. These effects
have to be accounted for in the calculation of accurate FRET efficiencies as described in section 2.10.2.
2.2.3 Three-color FRET
FIGURE 2.5: Transition pathways in a three-color FRET system after excitation of the blue dye (A) and after excita-
tion of the green dye (B).
In three-color FRET, a donor fluorophore D may transfer its energy to two acceptors A1/A2. The first acceptor
A1 can further transfer its energy to the second acceptor A2. The distance-related FRET efficiencies between
the donor and acceptor i ∈ {1, 2}, as defined from the rates in analogy to equation 2.18, are given by:
EDAi =
kT,i
kr + kT,i
(2.25)
On the other hand, the transition probabilities as given in Figure 2.5 A are given by:
E′DAi =
kT,i
kr + kT,1 + kT,2
(2.26)
However, these quantities are not directly related to distances. The quenching of the donor fluorophore by
the second acceptor (which in itself depends on the distance) changes the donor quantum yield and thus
the Förster radius for the FRET process to the other acceptor. Instead, distance-related FRET efficiencies are
calculated from the detected signal by:
EA1A2 =
IA1,exA2
IA1,exA1 + I
A1,ex
A2
(2.27)
EDA1 =
IDexA1
IDexD
(
1− EA1A2
)
+ IDexA1
(2.28)
EDA2 =
IDexA2 − EA1A2
(
IDexA1 + I
Dex
A2
)
IDexD + I
Dex
A2
− EA1A2
(
IDexD + I
Dex
A1
+ IDexA2
) (2.29)
A detailed derivation of these equations is given in the supporting information of Paper 1 (Barth et al., 2018b).
A consequence of these equations is that an independent measurement of the FRET efficiency between the two
acceptors EA1A2 is required to calculate the three-color FRET efficiencies. This might seem surprising since,
after all, three signals are obtained after excitation of the blue fluorophore. The FRET efficiency, however,
is a ratiometric quantity. The three signals only define two independent ratios, necessitating the additional
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measurement of EA1A2 . In other words, without the knowledge of the transfer probability from A1 to A2, it is
not possible to determine whether a photon emitted by A2 originated from direct energy from D, or from two-
step energy transfer over A1. The interdependence of the FRET efficiencies also poses additional challenges
for data analysis, since any error or uncertainty in EA1A2 propagates to the calculation of the three-color FRET
efficiencies (see section 3.1). Experimentally, the FRET efficiency EA1A2 is intermittently probed by alternating
excitation of D and A1 through pulsed interleaved excitation (PIE, see section 2.6).
2.2.4 Homo-FRET
While most FRET studies are performed using spectrally different fluorophores, FRET can likewise occur be-
tween identical molecules. The efficiency of homo-FRET is limited by the overlap between the absorption and
emission spectrum and consequently highest for fluorophores with a small Stokes shift. Homo-FRET may
thus seem an unlikely phenomenon. The Förster radius for the widely used fluorophore Cy3, however, is 46 Å
(Nicoli et al., 2017), not much smaller than the Förster radius of many commonly used blue-red dye pairs in
hetero-FRET (Vandenberk et al., 2018). Energy transfer between identical fluorophores (homo-FRET) cannot
be measured spectrally or by the fluorescence lifetime (see appendix A.1). However, in the presence of homo-
FRET, the measured fluorescence anisotropy is decreased. In fact, FRET was first observed in dye solutions as
a concentration-dependent decrease of the anisotropy of the fluorescence signal through energy transfer be-
tween freely diffusing molecules (Förster, 1948). Since resonance energy transfer can occur over a wide range
of angles between the donor and acceptor dipole moments, it results in a significant amount of depolarization.
As a consequence, the transfer anisotropy, i.e. the anisotropy of FRET-sensitized acceptor emission, is usually
close to zero and the fluorescence signal is thus almost entirely depolarized (see appendix A.2 for more de-
tails). An example for the measurement of homo-FRET by the fluorescence anisotropy is given in Figure 3.3 A
for an assembly of three Cy3 fluorophores arranged in close proximity on a DNA origami nanostructure (for
details, see section 3.2 and Nicoli et al., 2017).
2.3 Photoinduced electron transfer
Fluorescence can be quenched if molecular contacts are formed due to collision (dynamic quenching) or for-
mation of stable complexes (static quenching). Quenching generally requires overlap of the molecular orbitals
and is thus only effective at short distances below ∼10 Å. There are three main mechanisms of quenching:
intersystem crossing, Dexter energy transfer and photoinduced electron transfer (PET). In the first case, the
molecule transitions from the excited singlet state to the triplet state upon collision with oxygen or heavy atom
halogens such as iodine (Evans, 1957). The same interaction also rescues the molecule from the triplet state
and returns it to the singlet ground state. Dexter energy transfer is similar to FRET, but involves the transfer
of electrons between the donor and acceptor fluorophore either in two steps or concertedly (Dexter, 1953). The
excited electron of the donor is hereby transferred to to the acceptor, which in turn transfers a ground state
electron to the donor. At close donor-acceptor distances, there is thus always competition between Dexter
energy transfer and FRET, resulting in a complete quenching of the donor. Photoinduced electron transfer is
described in more detail below as it was used in this work.
In PET, a single electron is transferred from the lowest unoccupied molecular orbital (LUMO) of the donor to
the LUMO of the acceptor, leading to the formation of a charge transfer complex of oppositely charged electron
donor and acceptor, [D+A−]∗. The charge transfer complex relaxes to the ground state non-radiatively and
dissociates after the electron is transferred back to the donor.
D+ A hν−→ D∗ + A→ [D+A−]∗ → D+ + A− → D+ A (2.30)
The fluorophore may hereby act as either electron donor or acceptor. The direction of energy transfer is deter-
mined by the redox properties of the fluorophore and the quencher. The change in free enthalpy ∆G during
PET are described by the Rehm-Weller equation (Rehm and Weller, 1970):
∆G = E(D+|D)− E(A|A−)− ∆G0,0 − e
2
ed
(2.31)
where E(D+|D) and E(A|A−) describe the reduction potentials of the ionized electron donor and the neutral
electron acceptor, ∆G0,0 is the energy of the zero-zero transition to the lowest excited singlet state of the fluo-
rophore, S0 → S1, and the last term describes the coulombic attraction energy which can be neglected in polar
solvents (e is the elementary charge, e the dielectric constant of the medium and d the separation distance).
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FIGURE 2.6: Comparison of the quenching of fluorescence for FRET (blue) and PET (red).
During PET, the electron donor is oxidized and the acceptor is reduced, resulting in the energy difference
E(D+|D) − E(A|A−) that is unfavorable in the absence of excitation of the fluorophore. Only through the
energy gained by relaxation from the excited state does the process become exergonic. In other words, if the
fluorophore acts as the electron donor, its ionization potential from the S1 state is reduced in the excited state,
increasing its ability to donate an electron. Correspondingly, if the fluorophore is the electron acceptor, it can
accommodate the electron in the ground state orbital, thus increasing its electron affinity in the excited-state
complex.
Due to the requirement of orbital overlap, PET shows a drastically different distance dependence described by
(Lakowicz et al., 1993):
kPET(r) = kQ exp
(
− r− rc
a
)
(2.32)
where kQ is the rate of quenching below the contact distance rc and a is a scaling constant describing the
decrease of the electron density. A comparison of the distance dependence of PET compared to FRET is given
in Figure 2.6. While FRET is sensitive over a large range of distances, PET essentially shows an "all-or-nothing"
quenching behavior and is useful for investigating dynamics at short distances, where FRET is insensitive.
The fluorophore is statically quenched in the charge-transfer complex. The collision leading to the quenched
complex, on the other hand, effectively represents a non-radiative relaxation pathway for the fluorophore
which is described by the rate of contact formation kc. Thus, the fluorescence lifetime is also affected by
the quenching if kc is on the order of the inverse fluorescence lifetime of the unquenched state 1/τu. Then,
the fluorescence lifetime in the presence of the quencher τq is given by the Stern-Volmer equation (Stern and
Volmer, 1919):
τq = (kc + 1/τu)−1 (2.33)
The most commonly used fluorophore for PET studies nowadays is the oxazine fluorophore Atto655 (or the
related MR121) (Doose et al., 2009). A convenient quencher for Atto655 in proteins is the natural amino acid
tryptophan, which may either be natively present or can be introduced via mutagenesis to probe a specific
intra- or intermolecular interaction. In nucleic acids, guanine bases are a potential quencher for PET, to which
Atto655 is also sensitive (Vandenberk et al., 2018). In both cases, Atto655 acts as an electron acceptor. Another
family of fluorescent dyes that are susceptible to PET-based quenching are rhodamine fluorophores, such as
Rhodamine 6G or Atto565.
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2.4 Confocal microscopy
The confocal microscope, invented by Marvin Minsky (Minsky, 1961), has found widespread application in
fluorescence microscopy due to its small observation volume and high achievable excitation densities, result-
ing in an excellent signal-to-noise ratio. The key idea in confocal microscopy is the use of a pinhole that is
placed in the detection pathway in a conjugate plane to the excitation source, resulting in the rejection of out-
of-focus light (Figure 2.7 A). The image of a point source through a lens is described by the Airy disk (Airy,
1835) and the achievable lateral resolution, limited by the diffraction of light, is given by the Rayleigh criterion
(F.R.S, 1879):
∆x =
0.61λ
NA
(2.34)
where NA is the numerical aperture of the objective lens, given by NA = n sin α with the refractive index of the
transmitting medium n and the half-opening angle of the objective α. The resolution as given in equation 2.34
describes the minimal distance between two point emitters at which they can still be distinguished by the
microscope, defined by the distance where the maximum of the Airy disk of the first emitter coincides with
the first minimum of the second emitter. In practical applications, the resolution additionally depends on the
achievable signal-to-noise ratio, especially in single-molecule microscopy. The effective numerical aperture
of the objective lens depends on the diameter of the collimated laser beam at the back aperture () through
NA ≈ /2 f where f is the focal length. As a consequence, the size of the laser spot is inversely proportional
to the beam diameter, ωr ∝ 1/, which can be used to tune the size of the confocal volume (Banks et al., 2016;
Hess and Webb, 2002).
The confocal observation volume is often called the point spread function (PSF) since it describes how a point
source is seen through the microscope. While technically one observes the product of the excitation and detec-
tion profiles, each given by an Airy disk, the PSF is often simply approximated by a 3D Gaussian function:
PSF(x, y, z) ∝ exp
[
−2
(
x2 + y2
ω2r
+
z2
ω2z
)]
(2.35)
FIGURE 2.7: Confocal microscopy. (A) Scheme of a confocal microscope based on the original patent (Minsky,
1961). The confocal arrangement of the light source and detection pinhole rejects out-of-focus light (blue and red
dashed lines), while light from the sample plane passes through (green line). (B) Modern confocal microscope
with infinity-corrected objective and tube lens. The resulting infinity space can be used to install optics without
introducing distortions. (C) Confocal volume of the three-color PIE-MFD setup described in section 2.7, measured
by a bead scan using 480 nm excitation (bead size∼60 nm). The collimated laser beam diameter before the objective
was ∼3 mm, resulting in a reduced effective numerical aperture of the objective lens and thus increased focus size.
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where ωr and ωz are the lateral and axial dimensions of the PSF. Note that ωr and ωz are defined as the
distances from the center of the PSF to the point where the intensity has decayed to 1/e2 of the maximum
value in accordance with the definition of the effective volume in fluorescence correlation spectroscopy (see
section 2.9).
Naturally, both the lateral and the axial size of the confocal volume depend on the size of the pinhole (Naredi-
Rainer et al., 2013), however the axial size is usually a factor of 5-10 larger than the lateral size. The optimal size
of the pinhole dPH should correspond to the size of the Airy disc at the given magnification M of the objective
lens:
dPH = M
1.22λ
NA
(2.36)
If a larger pinhole is chosen, an increasing amount of out-of-focus light reaches the detector. Smaller pinhole
diameters, on the other hand, reduce the collected signal and thus the signal-to-noise ratio at the gain of a
slightly higher resolution. Considering an excitation wavelength of 480 nm, a high numerical aperture objec-
tive (NA = 1.2-1.4) yields typical dimensions of the confocal volume of ωr ≈ 200 nm and ωz ≈ 1-2 µm. For
the example given in Figure 2.7 B, the diameter of the excitation beam was chosen to significantly underfill the
back aperture of the objective lens ( ≈ 3 mm). This results in an increased size of the PSF (ωr ≈ 600 nm and
ωz ≈ 2-3 µm) due to the reduced effective numerical aperture, despite the use of a 1.27 NA objective lens.
In modern implementations of the confocal principle (see Figure 2.7 B), the use of infinity-corrected objectives
simplifies the experimental setup. Since all light originating from the sample is collimated throughout the
infinity path of the microscope, additional optical elements such as polarizing beam splitters or emission filters
can be inserted without introducing distortions.
2.5 Time-correlated single photon counting
Time-correlated single photon counting (TCSPC) detection enables the measurement of the arrival time of sin-
gle photons with picosecond accuracy by measuring the time delay between a photon detection event and a
synchronization signal that is used to drive the lasers. The timing information in TCSPC is hence split into
the macro-time t, measured by the number of synchronization periods that passed from the start of the mea-
surement, and the micro-time ∆t, given by the delay between the last synchronization signal and the photon
detection time (see Figure 2.8 A). The measurement of the micro-time is performed by a time-to-amplitude
converter (TAC). The TAC is a linear voltage ramp generator that is triggered by one signal and stopped by an-
other (start-stop mode). In practice, there are much less photon detection events compared to synchronization
signals, which is why the photon detection event is used as the start signal and the subsequent synchronization
signal as the stop signal. The arrival time of the signals is hereby measured using a constant-fraction discrimi-
nator (CFD) that provides an intensity-independent timing of the detected pulse. The voltage from the TAC is
digitized by an analog-to-digital converter (ADC) that determines the maximum obtainable timing resolution.
The precise arrival time Tarrival is then given by:
Tarrival = t+ ∆t = nsync
1
f
+ nADC
TTAC
NADC
(2.37)
where nsync is the number of synchronization signals detected since the start of the measurement, f is the
synchronization signal frequency, nADC and NADC are the measured and maximum number of ADC bins and
TTAC is the maximum time range covered by the TAC. Values for f are usually in the range of 10 MHz to
80 MHz, resulting in a resolution of the macrotime of 12.5 ns to 100 ns. The value for TTAC is typically chosen
to be equal to 1/ f . The resolution of the ADC is then determined by its maximum binning NADC, which most
commonly is 212 = 4096 yielding a typical timing resolution of 1 ps to 25 ps, depending on TTAC.
2.6 Pulsed interleaved excitation
Pulsed-interleaved excitation is the method of alternating laser excitation on the nanosecond timescale (Müller
et al., 2005). Experimentally, two pulsed lasers are operated at an identical frequency with a delay correspond-
ing to half the repetition period given by ∆T ≈ 12 f (Figure 2.8 A). Using TCSPC, one can then use the micro-time
information to distinguish photons not only based on the detection channel, but also with respect to the ex-
citation source, to sort them into PIE channels (Figure 2.8 B). This way, three PIE channels are defined in a
two-color experiment, containing green photons after green excitation (GG), red photons after red excitation
14 Chapter 2. Concepts and Methods
FIGURE 2.8: The principle of photon sorting in pulsed-interleaved excitation. (A) A green and a red laser, operated
at the frequency f , are alternated on the nanosecond timescale by introducing a delay ∆T to the red laser pulse.
The arrival times of single photons are measured by the macro-time, which counts the number of repetition periods
nsync since the start of the measurement, and the micro-time that measures the delay o the previous synchronization
signal ∆t. Three detection events are illustrated: green detection after green excitation, red detection after red
excitation (dark red) and red detection after green excitation (light red). (B) Photon macro-times can be sorted into
PIE channels using the micro-time information to obtain sorted photon streams. (C) Three-color PIE introduces a
third laser, here blue, to the excitation sequence, adding three additional PIE channels after blue excitation. Adapted
from Schrimpf et al., 2018a (A-B) and Barth et al., 2018b (C).
(RR) and red photons after green excitation (GR). Usually, no significant signal is detected in the green chan-
nel after red excitation since the emission filter for the green channel has negligible overlap with the emission
spectrum of the red fluorophore. The PIE channel RG can thus be omitted.
The PIE channels GG and RR only contain the pure fluorescence signal of the green and red fluorophores.
The PIE channel GR, on the other hand, contains signal originating from spectral crosstalk of the green dye,
direct excitation of the red dye by the green laser, and FRET-sensitized acceptor emission. While, in this
work, PIE is mostly used for application in single-molecule FRET by burst analysis (see section 2.10), it was
originally developed to improve fluorescence cross-correlation spectroscopy (see section 2.9.4). By removing
the contribution of crosstalk and direct excitation to the cross-correlation signal through the use of the PIE
channel RR instead of the total signal detected in the acceptor channel, even weak biological interactions can
be studied quantitatively. In single-molecule FRET, the intermittent excitation of the acceptor fluorophore
provides vital information about the photophysical state of the acceptor and the labeling stoichiometry, and
allows the determination of all needed correction factors from the data set directly (Kudryavtsev et al., 2012).
A possible artifact in PIE is temporal crosstalk for long fluorescence lifetimes, e.g. between the PIE channels
RR and GR, which cannot be entirely avoided due to the exponential decay of the fluorescence intensity.
However, considering typical fluorescence lifetimes for organic fluorophores in the range of ∼4 ns, a time
range of ∼18 ns covers 99% of the decay, reducing the temporal crosstalk to below 1%. In this work, PIE has
also been extended to three colors by the use of three excitation lasers which are alternated at 16.7 MHz with a
delay of 20 ns (Figure 2.8 C), defining a total number of 6 PIE channels.
The related method of alternating laser excitation (ALEX, Kapanidis et al., 2005) achieves alternating excitation
on the timescale of 10-100 µs using continuous wave (cw) lasers and fast shutters. Using PIE, it is possible to
calculate fluorescence correlation functions down to the sub-microsecond regime, whereas ALEX is limited to
the timescale of the alternation period. However, the photostress exerted on the fluorophores is reduced in
ALEX compared to PIE due to the higher peak power densities of the excitation lasers in pulsed excitation,
resulting in higher photobleaching rates. On the other hand, the valuable fluorescence lifetime information is
not available in ALEX experiments.
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2.7 Experimental setups
2.7.1 Three-color PIE-MFD setup
FIGURE 2.9: Scheme of the single-molecule three-color PIE-MFD confocal setup used in this work. DM: dichroic
mirror, SMF: single-mode fiber, PM: polychroic mirror, AL: achromatic lens, PBS: polarizing beam splitter, EF: emis-
sion filter, APD: avalanche photodiode, P/S: parallel/perpendicular polarization, TCSPC: time-correlated single
photon counting.
Three-color FRET experiments with pulsed interleaved excitation (PIE) (Kudryavtsev et al., 2012; Müller et al.,
2005) and multiparameter fluorescence detection (MFD) (Widengren et al., 2006) were performed on a home
built confocal three-color dual-polarization detection setup based on a Nikon Eclipse Ti-DH inverted micro-
scope (Figure 2.9). For pulsed interleaved excitation, the three lasers (LDH-D-C-485, LDH-D-TA-560, LDH-D-
C-640, PicoQuant, Berlin, Germany) are synchronized by a laser driver (Sepia II, PicoQuant) at a frequency of
16.67 MHz with a 20 ns delay between consecutive pulses to minimize temporal crosstalk between PIE chan-
nels. The lasers are combined into a polarization maintaining single-mode fiber (QPMJ-A3A 405/640, OZ Op-
tics, Ottawa, Canada), collimated to a beam diameter of ∼3 mm (60SMS-1-4-RGBV11-47, Schäfter+Kirchhoff,
Hamburg, Germany) and focused into the sample by a 60x 1.27 NA water immersion objective (Plan Apo IR
60x 1.27 WI, Nikon, Düsseldorf, Germany). Fluorescence is separated from the excitation light by a polychroic
mirror (zt405/488/561/633, AHF Analysentechnik, Tübingen, Germany) and focused through a 50 µm pin-
hole. The signal is then split into parallel and perpendicular polarization with respect to the excitation by a
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polarizing beam splitter (Thorlabs, Dachau, Germany) and spectrally separated into the three spectral chan-
nels by two dichroic mirrors (BS560 imaging, 640DCXR, AHF Analysentechnik) and three emission filters per
polarization (ET525/50, ET607/36, ET670/30, AHF Analysentechnik, see Figure 2.10). Photons are detected
using six single-photon-counting avalanche photodiodes (2x COUNT-100B, LaserComponents, Olching, Ger-
many, and 4x SPCM-AQR14, Perkin Elmer, Waltham, Massachusetts) and registered by TCSPC electronics
(HydraHarp400, PicoQuant), which was synchronized with the laser driver. The confocal volume of the setup,
as measured by a bead scan, is shown in Figure 2.7 C.
Filter choices At a first glance, the choice of emission filters for the green and red detection channels in
Figure 2.10 may not seem ideal. After all, the green emission filter cuts away the lower-wavelength part of
the spectrum, while the red emission filter only covers the peak region, ignoring the long-wavelength tail of
the spectrum. The reason for this specific choice of filters is the Raman scattering of water, which shows a
main band at 3200-3600 cm−1 (Cross et al., 1937). The excitation with light of 480 nm and 561 nm wavelengths
then results in Raman signals in the spectral regions of 570-580 nm and 690-710 nm, necessitating the choice of
narrower emission filters that do not overlap with the Raman regions. For details, see Barth, 2013.
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FIGURE 2.10: Transmission spectra of the polychroic mirror (gray line) and the emission filters for the blue, green
and red detectors (colored accordingly) used in the three-color PIE confocal microscope. Emission spectra of the
dyes Atto488 (blue), Atto565 (green) and Atto647N (red) are given as light shaded areas. The part of the emission
that is detected in the different channels is given as dark shaded areas.
2.7.2 Two-color PIE-MFD setup
The single-molecule FRET measurement on the cohesin dyad (see section 3.3 and Barth et al., 2018a) were
performed on a similar setup equipped with two pulsed lasers for excitation at 532 nm and 640 nm (PicoTA 530
and LDH-D-C640, PicoQuant) operated at a repetition rate of 26.66 MHz with a delay of 18 ns. Fluorescence
is collected by a 60x water immersion objective (Plan Apo IR 60x/1.27 WI, Nikon) and focused through a
75 µm pinhole. After separating the signal into parallel and perpendicular polarization, it is split spectrally by
a dichroic mirror (640DCXR, AHF Analysentechnik) and passed through emission filters (donor: Brightline
HQ582/75, acceptor: Brightline HQ700/75, AHF Analysentechnik) before being detected on single-photon-
counting avalanche photodiodes (SPCM-AQR, Perkin-Elmer). Single-photon detection events are recorded on
four TCSPC cards (SPC-154, Becker&Hickl).
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2.8 Quantitative analysis of fluorescence decays
The quantitative analysis of fluorescence decays is complicated by the non-ideal characteristics of the excitation
pulse and detection electronics. The laser pulses have a finite width and the detector and electronics are
subject to timing inaccuracies. In this work, diode lasers with pulse widths in the range of≈ 100 ps were used.
Femtosecond laser pulses are, for example, achieved by Ti:sapphire lasers, while flashlamps result in excitation
pulses on the nanosecond timescale. The detectors with the narrowest timing response are photomultiplier
tubes (PMT), which typically show a transit time spread of less than 100 ps. Avalanche photodiodes (APD)
have about a factor 3-4 higher sensitivity (PMT: ∼20% detection efficiency, APD: ∼60-70%), but show a timing
uncertainty on the order of 0.5-1 ns, depending on the specific model. These effects are summarized in the
instrument response function (IRF) that characterizes the timing response of the system to a zero lifetime
sample. It can be measured either from a scattering solution (e.g. Rayleigh/Raman scattering of water or a
colloidal silica solution), or from a highly quenched fluorescence sample (e.g. of a fluorophore in a saturated
solution of potassium iodide, Szabelski et al., 2009).
To circumvent these problems, an approximate analysis can be performed by fitting the model functions only
to the tail of the fluorescence decay ("tail fitting"), starting from time scales longer than the instrument response
function. Using this approach, however, it is impossible to resolve short fluorescence lifetimes on the order of
the width of the IRF.
Instead, the discussed effects can be accounted for directly in the analysis of the fluorescence decay by convo-
lution of the model function M(t) with the instrument response function IRF(t):
I(t) = IRF(t) ∗M(t) =
∫ t
0
IRF(t− t′)M(t′)dt′ (2.38)
where I(t) is the measured intensity decay and ∗ denotes the mathematical operation of convolution. The
model function may hereby be given by a simple single or multi-exponential decay or describe more complex
situations such as a distribution of rates, a situation that is common in FRET experiments where a distribution
of donor-acceptor distances is usually observed. If polarized detection is employed, the anisotropy information
can also be included into the fit function by performing a global analysis of parallel and perpendicular decays.
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FIGURE 2.11: An example analysis of a fluorescence decay by reconvolution fitting, measured on an APD and
excited by a diode laser. The full width at half maximum (FWHM) of the instrument response function, shown in
gray, is ∼600 ps. A single exponential function is not sufficient to describe the data (red line). Inclusion of a second
component results in an improved fit.
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2.9 Fluorescence correlation spectroscopy
FIGURE 2.12: An overview of fluorescence correlation spectroscopy. Freely diffusing molecules are measured in
solution as they diffuse through the confocal volume (left), resulting in fluctuations of the measured intensity (mid-
dle), which are analyzed through the correlation function (right). The accessible timescale of FCS measurements
ranges from picoseconds to seconds, allowing a variety of processes to be studied.
Fluorescence correlation spectroscopy analyzes the time-dependence of fluctuations of the fluorescence inten-
sity to obtain information about dynamic processes. The second-order autocorrelation function is defined by:
G(τ) =
〈δI(t)δI(t+ τ)〉
〈I(t)〉2 (2.39)
where τ is the lag time, 〈...〉 denotes the time average, I(t) is the fluorescence intensity and δI(t) = I(t)−〈I(t)〉
is the time-dependent fluctuation of the fluorescence intensity. The amplitude of the autocorrelation function
is inversely proportional to the average particle number 〈N〉 and thus concentration. This is easily shown
by considering the intensity is given by the particle number N(t) multiplied by the molecular brightness e,
I(t) = eN(t). The occupancy of the confocal volume N(t) follows a Poisson distribution with a mean value
〈N〉. For a Poisson distribution the variance is equal to the mean, i.e. σ2 = µ. The correlation function at τ = 0
is then given by:
G(0) =
〈δI(t)2〉
〈I(t)〉2 =
e2〈N2〉
e2〈N〉2 =
〈N〉
〈N〉2 =
1
〈N〉 (2.40)
Here, the illumination of the confocal volume was assumed to be uniform. The approximate Gaussian illumi-
nation profile of the confocal volume effectively reduces the amplitude of the fluctuations. This is accounted
for by the γFCS-factor that is given by 23/2 in one-photon excitation.
G(0) =
γFCS
〈N〉 =
2− 32
〈N〉 (2.41)
The γFCS-factor is sometimes neglected for the determination of the average particle number in the confocal
volume, in which case 〈N〉 will be overestimated. To relate the average particle number to a concentration, it
is necessary to know the effective volume of the observation spot. If the γFCS-factor is considered, the effective
probe volume is given by:
Veff,γ = pi3/2ω2rωz (2.42)
Otherwise, if the γFCS-factor is not considered, the missing correction has to be included in the definition of the
effective volume, i.e. Veff, no γ =
(
pi
2
)3/2
ω2rωz. When the correct formula is used for the the effective volume,
the determined concentration is thus identical. A conceptual difference, however, arises with respect to the
reported molecular brightness value ε of the fluorophore, given by:
ε =
〈I〉
〈N〉 (2.43)
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When using γFCS to determine the average particle number, ε reports the peak brightness of the fluorophore at
the center of the point-spread function. Otherwise, ε is equivalent to the average brightness in the observation
volume.
The autocorrelation functions measures the self-similarity of the signal as a function of the lag time, revealing
the timescale of dynamic processes that affect the fluorescence intensity. The total correlation function is then
given by the product over the individual contributions of diffusion, photophysics, dynamic quenching and
photon antibunching, which will be described in detail below:
G(τ) = Gdiffusion(τ)Gphotophysics(τ)Gdynamic(τ)Gantibunching(τ) (2.44)
2.9.1 Diffusion
The diffusion of molecules through the small confocal volume of approximately 1 fL results in intensity fluctu-
ations whose time evolution is determined by the diffusion properties of the molecules of interest. In the case
of Brownian motion, an analytical form for the autocorrelation function is obtained through approximation of
the confocal volume by a 3D Gaussian function (see section 2.4, Magde et al., 1972):
G(τ) =
γ
〈N〉
(
1+
τ
τD
)−1 (
1+
τ
p2τD
)−1/2
(2.45)
Here, τD is the diffusion time which is related to the diffusion coefficient D and the lateral size of the confocal
volume ωr by:
τD =
ω2r
4D
(2.46)
The factor p accounts for the different size of the confocal volume in the axial dimension and is given by
p = ωz/ωr ≈ 5-10. The measurement of absolute diffusion coefficients requires a precise knowledge about the
size of the confocal volume. Rather than imaging the point spread function directly, one can also measure a
sample with known diffusion coefficient (e.g. a solution of fluorescent dyes) and deduce the parameters of the
confocal volume from the FCS curve. Precise measurements of absolute diffusion coefficients independent of
external references can be performed by correlating signal obtained from spatially separated regions of known
distances, as performed in two-focus FCS (Dertinger et al., 2008), pair-correlation spectroscopy (Digman and
Gratton, 2009) or raster image correlation spectroscopy (Digman et al., 2005).
2.9.2 Photophysics
FCS is sensitive to all factors that affect the fluorescence intensity. Among them are the photophysics of the
fluorophore itself, such as transitions to triplet or radical ion states, which result in switching between bright
and dark states (photoblinking). Triplet state transitions usually occur on the microsecond timescale, thus
faster than the diffusion, making them measurable by FCS. Their contribution to the correlation function is
given by (Widengren et al., 1994):
Gtriplet(τ) = 1+
T
1− T e
−t/τT (2.47)
where T is the fraction of molecules in the dark (triplet) state and τT depends on the transition rates. It is given
by:
τT =
(
kT1→S0 +
kS0→S1kS1→T1
kS0→S1 + kS1→S0
)−1
(2.48)
where ki→j describes the rate constant from state i to j. Generally, the rate of fluorescence kS1→S0 is much larger
than the transition rate to the triplet state kS1→T0 and the excitation rate kS0→S1 . In this case, the second term
in the equation can be neglected and τT ≈ k−1T1→S0 , meaning that the measured timescale is equivalent to the
average time the fluorophore spends in the dark state. However, it is important to consider that τT is also a
function of the excitation rate. A higher excitation rate increases the S1 population and thus the likelihood to
transition to the triplet state, reducing the measured timescale τT by increasing the rate of dark state formation.
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In addition to the simple situation described here, it is also possible to study much more complicated photo-
physical transition in fluorophores by FCS. An example are the kinetics of the cis-trans transitions in cyanine
fluorophores (Widengren and Petra Schwille, 2000).
Another process that can be monitored by FCS is photobleaching. If the molecule photobleaches during the
transit through the confocal volume, the apparent diffusion time will be reduced. The rate of bleaching is
hereby dependent on the position of the fluorophore in the probe volume and it is generally modeled using
an additional exponential term (Widengren and Rigler, 1996). Optical saturation at high laser powers has an
adverse effect (Gregor et al., 2005), resulting in an increase of the apparent diffusion time. This effect can be
understood by considering that saturation alters the shape of the PSF. Maximum excitation is achieved over
the central region of the PSF, leading to a box-like profile with harder edges and an overall enlargement of the
effective detection volume.
2.9.3 Photon antibunching
At lag times comparable to the fluorescence lifetime (< 10 ns), an anti-correlation is observed in the FCS curve
(Figure 2.12). The reason stems from the fact that a single fluorophore can only emit one photon at a time,
after which it has to be re-excited before emitting the next photon. This effect is generally referred to as photon
antibunching. The measurement of antibunching requires that the fluorescence emission is separated onto two
detectors on independent detection channels to circumvent the dead time. The antibunching contribution to
the correlation function is given by:
Gab = 1− 1n e
−t/τab (2.49)
where n is the number of fluorescent emitters per diffusing molecule. The timescale of the antibunching de-
pends on the fluorescence lifetime τF and the excitation rate kex:
τab =
1
1/τF + kex
(2.50)
Generally, the rate of fluorescence is orders of magnitude larger compared to the excitation rate, in which
case τab ≈ τF. The amplitude of the antibunching term depends on the number of independent emitters
per diffusing molecule, G(0) = 1 − 1/n. If multiple fluorophore labels are present on one molecule, there
is a probability that the other fluorophores emit a photon during the dark period, reducing the antibunching
contrast. This effect can be used to count the number of emitters, allowing one e.g. to address the stoichiometry
of molecular complexes.
A distinction has to be made between measurements of photon antibunching on isolated molecules (e.g. im-
mobilized on a surface) and molecules freely diffusion in solution. For isolated molecules, antibunching results
in complete anitcorrelation (i.e. G(0) = −1, see for example Steiner et al., 2017). This is not observed for freely
diffusing molecules in solution due to the finite probability to find another molecule in the focal volume. This
probability is independent of the lag time τ, i.e. G(0) = G(∞) = 0.
Instead of computing the full correlation function according to equation 2.39, the correlation function on the
nanosecond range can also be approximated by the histogram of arrival time differences (see Figure 2.13).
The difference between the interphoton time histogram and the full correlation function is that the correlation
function accounts for the time delays between all photons, while, in the interphoton time histogram, only
the next photon is considered. This effect is commonly referred to as pile-up and can be compensated by
considering that photon detection events are Poisson distributed. The interphoton time τ thus follows an
exponential distribution τ ∼ k exp(−kτ) where k is the count rate of the detected signal. Then, the probability
to detect a photon after an interphoton time t > τ is given by:
P(t > τ) = 1−
∫ τ
0
k exp(−kt)dt = exp(−kτ) (2.51)
The true correlation function is then calculated from the interphoton time histogram h(τ) by (Nettels et al.,
2007):
G(τ) = h(τ) exp(kτ) (2.52)
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2.9.4 Fluorescence cross-correlation spectroscopy
Instead of correlating a single channel with itself, it is also possible to investigate the correlation between
different channels. The cross-correlation function (CCF) is then defined by:
GCCF(τ) =
〈δI1(t)δI2(t+ τ)〉
〈I1(t)〉〈I2(t)〉 (2.53)
Fluorescence cross-correlation spectroscopy is most often used to correlate the two signals of two different
dye labels, enabling the sensitive detection and absolute quantification of biomolecular interactions. In this
case, the amplitude of the cross-correlation function is proportional to the number of particles that carry both
fluorophores N12 and inversely proportional to the total number of particles of carrying label 1 or 2, N1,t and
N2,t:
GCCF(0) = γ
N12
N1,tN2,t
(2.54)
The cross-correlation functions is highly sensitive to trace amount of interacting molecules. Experimentally,
however, the cross-correlation signal is often affected by spectral crosstalk of the lower-wavelength fluo-
rophore into the higher-wavelength detection channel, causing a non-zero signal even in the absence of in-
teractions. While these effects can be accounted for in the analysis of the data (P. Schwille et al., 1997), the
method of pulsed interleaved excitation (PIE) provides an elegant way to remove residual cross-correlation
entirely (see section 2.6 and Müller et al., 2005). Other applications of cross-correlation spectroscopy are the
removal of detector afterpulsing by cross-correlation of the split signal from two independent detectors (Zhao
et al., 2003), the study of the rotation of biomolecules by cross-correlation of parallel and perpendicular emis-
sion (Pieper and Enderlein, 2011), and the quantification of dynamic processes by cross-correlation of donor
and FRET-sensitized acceptor fluorescence in FRET experiments (described in the next section).
2.9.5 Conformational dynamics
Besides the measurement of diffusion constants or cross-correlation signal to probe molecular interactions,
FCS is also a powerful tool to study conformational dynamics. In the simplest case, the system is assumed to
be described by two states, s1 and s2, that interconvert with rates k12 and k21:
s1
k12−⇀↽−
k21
s2 (2.55)
The equilibrium constant is then given by K = k12/k21 and the fraction of molecules found in state 1 or 2 by:
f1 =
k21
k12 + k21
f2 = 1− f1 (2.56)
To enable the detection of dynamics by FCS, it is required to couple the conformational transitions to a modu-
lation of the fluorescence intensity. This is most commonly achieved by introducing quenchers, e.g. in PET or
FRET, but fluorescence enhancement (for example protein induced fluorescence enhancement, Hwang et al.,
2011) may likewise be used.
PET
In the case of fluorescence quenching by PET, it is usually assumed that the quenched state is completely dark.
In this case, the dynamic contribution to the correlation function is simply given by a single exponential term
(Markus Sauer and Hannes Neuweiler, 2014).
GPETdyn (t) = 1+ A exp (−t/τR) (2.57)
The relaxation time τR and amplitude A are given by:
τR =
1
ko + kc
A =
kc
ko
(2.58)
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To understand why the amplitude of the kinetic term is given by equation 2.58, consider that the molecule is
found in the unquenched state with brightness ε with probability pon = ko/(ko + kc). The average intensity is
then simply 〈I〉 = ponε. The mean square of the signal 〈I2〉 can be computed as well:
〈I2〉 = ponε2 + poff02 = ponε2 (2.59)
The correlation function is then given by:
GPETdyn (0) =
〈(δI)2〉
〈I〉2 =
〈I2〉
〈I〉2 − 1
=
ponε2
p2onε2
− 1 = 1
pon
− 1 = ko + kc
ko
− 1 = kc
ko
Naturally, the ratio of the variance to the mean is largest when the mean is small, i.e. when the system is mostly
in the quenched state as is the case for a large quenching rate kc compared to the unquenching rate ko. Using
equation 2.56, one finds A = f1/(1− f1), which makes GPETdyn identical to the expression for Gtriplet obtained
before.
FRET
Conformational dynamics can also be studied by FRET, however the analysis of the correlation functions is
more complicated. Different to the situation in PET-FCS, where the fluorophore is either fluorescent or dark,
the modulation of the fluorescence intensity in FRET results in two different brightnesses for donor and ac-
ceptor fluorophore in the different conformational states. In FRET-FCS, however, information from both the
donor and acceptor channels is available, which can be taken advantage of by a global analysis of the two
autocorrelation functions (GD and GA) and the cross-correlation function (GDA) that share the same kinetic
parameters. The dynamic contributions to the correlation functions are given by (Felekyan et al., 2013; Torres
and Levitus, 2007):
Gdyn,D(τ) = 1+ Gdyn,D(0) exp(−τ/τR) (2.60)
Gdyn,A(τ) = 1+ Gdyn,A(0) exp(−τ/τR) (2.61)
Gdyn,DA(τ) = 1−
√
Gdyn,D(0)Gdyn,A(0) exp(−τ/τR) (2.62)
The dynamic interconversion shows as a bunching term in the autocorrelation functions but leads to anti-
correlation in the cross-correlation function (Figure 2.13 B). The amplitudes of the kinetic terms are dependent
on the brightness of donor or acceptor fluorophore in the different FRET states as well as on the kinetic param-
eters. Due to the complex relationship, they are not well defined and e.g. extraction of the FRET efficiencies
of the states is not possible. If the FRET states are known, one can consider to include the amplitude infor-
mation in the analysis, but generally it is best to leave the amplitudes as free fit parameters and focus on the
time-dependence of the correlation function to extract the relaxation time τR. Note, however, that it is not
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FIGURE 2.13: Studying dynamics with FCS. (A) Linear representation of the correlation function shown in Fig-
ure 2.12. Inset: Zoom-in to show the photon antibunching. (B) FRET-FCS showing matching bunching and an-
itbunching terms in the auto- cross-correlation functions. (C) Filtered-FCS further increases the contrast of the
dynamic contribution. Panels B-C are adapted from Barth et al., 2018a.
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possible to define the microscopic rates in this case, which would require the amplitude information. Further
factors that hamper a quantitative interpretation of the amplitude information are given by contamination
with donor-only labeled molecules and experimental artifacts such as spectral cross-talk and cross-excitation.
While the latter factor mostly distorts the amplitudes, the presence of a large fraction of donor-only labeled
molecules will effectively reduce the contrast by lowering the relative contribution of the kinetic amplitudes,
making it difficult to resolve the dynamics. This problem can be avoided if the FRET-FCS analysis is performed
selectively on molecules carrying both fluorophores, which is possible in single-molecule experiments with al-
ternating laser excitation (see section 2.10.6). Another approach to increase the contrast in FRET-FCS is filtered
fluorescence correlation spectroscopy (fFCS, see Figure 2.13 C), described in more detail in the next section.
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2.9.6 FLCS and fFCS
The basic idea of filtered fluorescence correlation spectroscopy (fFCS) is to use additional parameters to sep-
arate the different species present in a mixture. These additional parameters may hereby be given by the
fluorescence lifetime as available in TCSPC measurements (fluorescence lifetime correlation spectroscopy,
FLCS, Böhmer et al., 2002), the wavelength or color information (fluorescence spectral correlation spectroscopy,
FSCS, Benda et al., 2014; Schrimpf et al., 2018b) or the anisotropy information (Felekyan et al., 2012). The term
filtered-FCS generalizes the concept to arbitrary parameters and combinations thereof.
The mathematical formalism of fFCS provides a recipe to define filters or photon weights that depend on the
additional parameters to be considered. Here, the method is described based on TCSPC data with a focus
on the fluorescence lifetime, but the formalism is transferable to arbitrary types of data. To derive the filter
values, consider that the detected TCSPC histogram is a linear combination of the contributions of all species
present in the mixture. If the TCSPC patterns of the individual species (and the background) are known, one
can determine the intensity contributions of each species wi by describing the decay of the mixture D(tmi) at
the time delay tmi by:
D(tmi) = w1d1(tmi) + w2d2(tmi) (2.63)
where di are the normalized TCSPC patterns of the individual species, i.e. ∑j di(j) = 1. The contributions wi
may then be determined by minimizing the squared deviation over all available time delays. Another way
to look at the problem (that may seem un-intuitive at first) is to find functions fi (so-called "filters") that are
defined through the following equation:
wi =∑
tmi
fi(tmi)D(tmi) (2.64)
This equation effectively defines statistical weighting functions fi that allow us to obtain the contribution of
a species from the weighted sum of the total decay histogram. The usefulness of the filter functions is the
following: If we apply the filter function to the total measured data set, we obtain or "filter" the contribution of
the respective species. Since the mixture D is just the cumulative histogram of the individual photon detection
events, the same holds true if we apply the filter functions to the individual photons. In other words, the
time averaged intensity of species i (as used in the calculation of the FCS curves) is obtained by weighting the
photon detection events with the respective filter values given by the micro-time information:
lim
Np→∞
1
T
Np
∑
n=1
fi(tmi(n)) = 〈Ii(t)〉 (2.65)
where Np is the number of detected photons, T is the measurement time and 〈〉 denotes time averaging. In
other words, if we use the photon weights given by the filter function in the calculation of the correlation
function, we obtain the "pure" correlation function of the individual species.
To obtain the filters, one has to simultaneously minimize the following equation for all species:
argmin
fi
[
wi −∑ fi(t)D(t)
]2 (2.66)
This is essentially a least-squares curve fitting problem (see also section 2.12.4) that can be solved analytically if
the photon counting statistics are Poissonian (which is fulfilled for photon counting data) (Böhmer et al., 2002;
Enderlein and Erdmann, 1997). The filter functions for n species can then be calculated using simple matrix
calculations by:

f1
f2
...
fn
 =


d1
d2
...
dn
 ·D ·

d1
d2
...
dn

T

−1
·

d1
d2
...
dn
 ·D (2.67)
where · indicates matrix multiplication, T denotes the matrix transpose and −1 means matrix inversion. The
patterns of the individual components di are given by row vectors, i.e. di = [di(1) di(2) . . . di(N)]. The same
applies to the filters fi. The matrix D is given by a diagonal matrix containing the reciprocal values of the
decay histogram of the mixtures D(i):
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D =

1
D(1) 0 0 · · · 0
0 1D(2) 0 · · · 0
0 0 1D(3) · · · 0
...
...
...
. . .
...
0 0 0 · · · 1D(N)

(2.68)
Using equation 2.67, the minimization of equation 2.66 is performed in one step for all species. This brings
along that the sum of all filter values for a given channel is always equal to 1 and ensures orthonormality of
the obtained filter functions:
fi · dj =
N
∑
k=1
fi(k)dj(k) =
{
1, if i = j
0, otherwise
(2.69)
Practical considerations
While the signal-to-noise ratio in FCS is mostly limited by the number of photons, the quality of the filter
patterns is an additional factor in fFCS. Since any noise in the TCSPC patterns of the individual species will
propagate to the filters, one should make sure that the TCSPC patterns are measured with high statistics. For
a good separation of the contributions, it is also required that the parameter used to distinguish the species is
significantly different to offer sufficient contrast. As a rule of thumb for fluorescence lifetimes, good separation
is achieved for a factor 2 difference.
The effect of a bad contrast between the contributing species may be seen in two ways. The combination
of low contrast with small errors in the filter patterns will result in crosstalk between the species, causing a
contamination of the correlation functions by the other species. Secondly, even if the filter patterns are correct,
low contrast will significantly lower the achievable signal-to-noise ratio of the correlation curves (Schrimpf
et al., 2018b). While the correlating signal of the other species is filtered out, their signal still contributes as
uncorrelated noise to the correlation function, effectively reducing the "useful" signal of the species of interest.
Applications of fFCS
The intriguing aspect of fFCS is that interaction studies, which normally require multicolor detection and
labeling, are possible using a single detection channels. Additionally, the increased contrast offered by fFCS
compared to FRET-FCS enables a more detailed analysis of dynamics. These two aspects will be discussed
below.
Example 1: Using the lifetime information to extract species-selective FCS curves As an example for an
application of FLCS, consider a mixture of the fluorophore Alexa647, freely diffusing in solution, and the
fluorophore Atto647N, attached to double-stranded DNA. The two fluorophores are spectrally very similar
(λem,maxAlexa647 = 669 nm, λ
em,max
Atto647N = 664 nm, see Figure 2.14 A), however the fluorescence lifetimes show a differ-
ence of a factor of∼3-4 (τAlexa647 ≈ 1.0 ns, τAlexa647 ≈ 3.5 ns). The normalized TCSPC patterns of the individual
species and the mixture are shown in Figure 2.14 B. Based on these patterns, the filters are calculated according
to equation 2.67 (Figure 2.14 B). The filters can be interpreted as a measure of the probability that a photon
detected in a given TCSPC channel originated from a given species. Due to the short lifetime of Alexa647, the
filter has positive values at low lag times but negative values at high lag times, while the filter for Atto647N
shows the opposite trend.
Using the filters, the species auto- and cross-correlation functions are calculated (Figure 2.14 C). Indeed, the
correlation function for Atto647N reveals much slower diffusion. Additionally, the curve for Alexa647 shows
a large bunching term on the microsecond timescale, characteristic for the photophysics of cyanine dyes. Due
to the absence of interactions between the species, the cross-correlation curve has zero amplitude. Lastly,
the direct comparison of the autocorrelation functions of the pure samples with the species autocorrelation
functions (Figure 2.14 D) shows that, indeed, the FLCS analysis recovers the correct curves. However, the
noise in the species autocorrelation functions is slightly increased because the useful signal for each species in
the mixture is reduced compared to the pure measurements.
Example 2: Filtered-FCS for the study of conformational dynamics In fFCS, the orthonormality of the filters
(see equation 2.69) results in an ideal contrast of 100% between the different species, considering that the filters
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FIGURE 2.14: Fluorescence lifetime correlation spectroscopy to study diffusion of species with different
fluorescence lifetimes. Measurements were performed on freely diffusing Alexa647 and Atto647N attached to
double-stranded DNA. (A) Normalized emission spectra of Atto647N and Alexa647. (B) Top: Normalized TCSPC
patterns of Alexa647 (red), Atto647N-DNA (blue) and a 1:1 mixture (black). Bottom: Corresponding filter values of
the species shown above. (C) Species autocorrelation (red: Alexa647, blue: Atto647N-DNA) and cross-correlation
(gray) curves calculated using the filters shown in B. (D) Comparison of the autocorrelation curves of the pure
species determined from separate measurements (dashed lines) with the curves extracted by FLCS analysis as
shown in C.
are correct and the species show enough separation in the parameter of interest. Consequently, the cross-
correlation between different species results in complete anti-correlation, and the amplitude terms for the
autocorrelation functions are equivalent to the formula for PET-FCS introduced in section 2.9.5. The dynamic
contributions to the species autocorrelation functions (sACF) and the species cross-correlation function (sCCF)
are given by (Felekyan et al., 2012)
GsACF1dyn (τ) = 1+
k12
k21
exp
(
− τ
τR
)
(2.70)
GsACF2dyn (τ) = 1+
k21
k12
exp
(
− τ
τR
)
(2.71)
GsCCFdyn (τ) = 1− exp
(
− τ
τR
)
(2.72)
where τR = (k12 + k21)
−1. Note that the anticorrelation amplitude in the sCCF is always equal to one since, at
time zero, the molecule is found either in state 1 or state 2. Thus, it is not possible to extract the kinetic rates
from the sCCF alone which requires the amplitude information from the sACFs.
An example of a filtered-FCS analysis using simulated data of a system transitioning betweeen low and high
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FIGURE 2.15: Studying conformational dynamics with filtered-FCS, illustrated using a simulated dataset. (A)
TCSPC patterns of the low-FRET species (red), high-FRET species (blue) and the mixture (black). The patterns of
the donor and FRET channel (FRET-sensitized acceptor emission) are concatenated to use all available experimental
information in the generation of the filters. (B) Generated filters for the species shown in A. (C) The species auto-
correlation functions (red: low-FRET, blue: high-FRET) and cross-correlation function (green) reveal the dynamic
interconversion with relaxation time τR and the diffusion time τD.
FRET efficiency is shown in Figure 2.15. To include both the information from the donor and the acceptor
fluorophore, the donor and FRET detection channels are concatenated (Figure 2.15 A). The low-FRET state is
characterized by a long donor fluorescence lifetime and low signal in the FRET detection channel, while the
high-FRET state shows a short donor lifetime and a higher signal in the FRET channel. Note that, while the
acceptor lifetime is unchanged between the two states, the decay of the FRET-sensitized acceptor emission is
dependent the donor lifetime and thus on the FRET state (it is the convolution of the donor and the acceptor
fluorescence decay, see Kudryavtsev et al., 2012). This results in an apparent shorter lifetime of the FRET
signal for the high-FRET state. Thus, the additional information added by the use of donor and FRET channel
is not only given by the signal distribution over the two channels that depends on the FRET efficiency, but also
through the shape of the FRET-sensitized acceptor decay.
Based on the concatenated TCSPC patterns, the filters for fFCS analysis are calculated (Figure 2.15 B). The shape
of the filters for the donor channel is similar to the filters obtained in the previous example (Figure 2.14 B).
Additionally, the effect of the donor lifetime on the FRET-sensitized acceptor emission, as discussed above,
results in a time-dependent contribution to the filters for the FRET channel. The FRET efficiency information
effectively introduces a constant offset in the filters. For the high-FRET species, where little signal is detected
in the donor channel, the donor filter is shifted to negative values, while the FRET filter is positive at all time
lags. In contrast, the filter of the low-FRET species, where most signal is detected in the donor channel, shows
positive values for the donor channel and negative values for the FRET channel.
Using the filters, the species auto- and cross-correlation functions are calculated (Figure 2.15 C). Note that,
in principle, two cross-correlation functions can be calculated (1x2 and 2x1). However, since the dynamic
contribution to the cross-correlation function only depends on the relaxation time (see equation 2.72), the two
functions contain the same information. Thus, the average of both curves is shown in Figure 2.15 C (compare
Figure 2.13 C). Using a global fit of the diffusion and kinetic parameters, the input value for the relaxation and
diffusion time (τR and τD) are recovered from the correlation functions. In the case of the simulated data set
presented here, it is also possible to reliably extract the microscopic rate constants from the amplitudes of the
species autocorrelation functions. In experiments, however, amplitudes are often distorted due to non-ideal
filters or because the correlation functions are calculated on a subset of bursts (see section 2.10.6). The dynamic
information obtained from the relaxation time, however, is unaffected by these artifacts.
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2.10 Single-molecule FRET by burst analysis
FIGURE 2.16: Measuring single molecules by burst analysis. (A) In burst analysis, freely diffusing fluorescently
labeled molecules are measured as they diffuse through the observation volume of a confocal microscope. (B)
Single-molecule events result in bursts of fluorescence that can be identified from the signal trace. Molecules car-
rying donor and acceptor fluorophores show correlated signal spikes in the donor and acceptor channels. The
acceptor channel is inverted. Adapted from Barth et al., 2018a.
There are two fundamental approaches for the measurement of single fluorescent molecules, either immoblized
to the surface or freely diffusing in solution. Surface-immobilized molecules can be imaged on a camera using
total internal reflection fluorescence microscopy (TIRFM, Schlüsche et al., 2007; Zhuang et al., 2000) or using
a confocal microscope (Chung et al., 2009; Heilemann et al., 2004). While surface immobilization allows for
long observation times up to several minutes, these approaches also have drawbacks: Camera-based imaging,
while allowing a large number of molecules to be measured simultaneously, is limited in the achievable time
resolution to ∼10 ms. Confocal imaging using APD detectors and TCSPC electronics, on the other hand, of-
fers picosecond time resolution, but sampling of many molecules is cumbersome as every molecule has to be
measured individually.
Solution-based measurements are likewise preformed on a confocal microscope. By simply keeping the confo-
cal volume stationary in solution, single molecules are measured as they freely diffuse through the observation
volume, resulting in bursts of fluorescence (commonly called burst analysis, Figure 2.16). The combination of
the femtoliter-sized observation volume of the confocal microscope and low (∼ pM) concentrations hereby
ensures that the observed bursts originate from single molecules by keeping the average occupancy low. As
an example, assuming a confocal volume of 1 fL size and a concentration of 10 pM, the average number of
particles in the volume is ∼0.006. Thus, as the occupancy follows a Poisson distribution, the probability to
find more than one molecule at any time point is P(N > 1) = 1− P(N ≤ 1) ≈ 0.002% and thus negligible. At
a concentration of 100 pM, the multi-molecule probability increases to ∼ 0.2%.
While potential artifacts due to the surface immobilization are avoided in burst analysis, the observation time
is ultimately limited by the diffusion time of the molecule of interest. The maximum observable dynamic
timescale in burst analysis is thus limited to ∼10 ms. One approach to extend the dynamic timescale is the
use of the recurrence of single molecules, taking advantage of the fact that single molecules are often observed
multiple times as they randomly diffuse back into the observation volume (Hoffmann et al., 2011). To increase
the observation time, it is also recommended not to use a diffraction-limited observation volume, but to in-
crease the excitation volume e.g. through underfilling of the objective lens (see section 2.4). The observation
time may additionally be increased by slowing down the diffusion, e.g. by attaching the molecule of interest
to large DNA origami nanostructures or by encapsulating it into lipid vesicles.
2.10.1 Burst detection
Different approaches have been developed to extract the single-molecule events from the recorded time traces
of the fluorescence signal. If the single-photon data is integrated over a given time bin (e.g. if the signal is
processed by a multichannel scaler, Zander et al., 1996), single-molecule events can be detected using a simple
signal threshold. Consecutive time bins can then be combined if a molecule resided in the detection volume
for a time span longer than the integration time. Drawbacks of this simple approach are that unnecessary
background signal is included if the bursts are much shorter than the integration time, and that multiple
bursts occurring during the integration time will be averaged.
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FIGURE 2.17: Overview of burst search methods (top: sliding-time-window method, bottom: interphoton-time
method). Selected regions are given red, unselected regions in blue. The dashed lines indicate the effective thresh-
olds (top: count rate 10 kHz using a time windows of 500 µs, bottom: interphoton time of 100 µs, minimum number
of photons per event: 100). In the bottom panel, the raw interphoton time trace is given in grey, while the filtered
trace, using a smoothing window of 20 photons, is given in blue/red.
These problems can be avoided using a sliding-time-window burst search (Nir et al., 2006). The algorithm
computes the local count rate around each detected photon to decide whether the photon belongs to a burst
or not. A stream of valid photons is then considered a single-molecule event if the number of photons exceeds
a given threshold. The variable parameters are hereby the size of the time window used to estimate the local
count rate, the minimum number of photons per time window (or the local count rate) and the minimum
required number of photons per event. The choice of the time window size should be tuned to the diffusion
time of the molecules of interest. If the time window is chosen too large, the local count rate is underestimated,
resulting in a low number of detected molecules. Using smaller time windows, the rise and fall of the burst
are detected more accurately, but too small time windows may artificially partition single bursts. See the top
panel of Figure 2.17 for an example of the sliding-time-window burst search.
In a similar approach, bursts can also be identified from the interphoton time (Fries et al., 1998; Schaffer et al.,
1999). During single-molecule events, short interphoton times are observed, while periods of background sig-
nal are characterized by long interphoton times (Figure 2.17, bottom panel). The noisy interphoton time trace
is first smoothed using a Lee-filter (Enderlein et al., 1997) before photons originating from bursts are identified
using an upper threshold on the interphoton time. Since the two burst search methods are conceptually very
similar, they result in nearly identical burst selections. The choice is thus left to the preference of the user.
The burst search is most commonly performed on the sum of all available detection channel, i.e. in PIE exper-
iments on the combined photons after donor excitation and after acceptor excitation (all photon burst search,
APBS). This way, all possible labeling combinations (dual-labeled, donor-only, acceptor-only) are detected. It
is, however, also possible to perform separate burst searches on different channels (dual channel burst search,
DCBS, Nir et al., 2006). By separately searching for bursts on the channel after donor excitation (i.e the donor
and FRET signal) and acceptor excitation, donor- and acceptor-only molecules can be excluded if only time
intervals are used where both channels detected a single-molecule event.
2.10.2 Quantitative single-molecule FRET
The first measurements of single fluorescent molecules in solution have mostly focused on the fluorescence
lifetime and anisotropy of environmentally sensitive dyes (Ambrose et al., 1999; Eggeling et al., 2001, 1998).
Using two detectors and spectral separation of the emission by means of a dichroic beam splitter (Margittai
et al., 2003; Rothwell et al., 2003) the simultaneous measurement of the donor and acceptor signal allows
calculation of the FRET efficiency from the photon counts:
E =
IDA
IDD + IDA
(2.73)
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However, a number of corrections have to be performed to obtain a quantitative FRET efficiency. First, back-
ground signal originating from detector dark counts or scattered laser light is subtracted from the measured
raw signal Iraw:
I = Iraw − b · T (2.74)
where b is the background count rate (obtained e.g. from a separate measurement of the buffer) and T is the
duration of the single-molecule event. Additional corrections are necessary for the spectral crosstalk of the
donor fluorophore into the acceptor detection channel and direct excitation of the acceptor fluorophore by the
donor excitation laser. The amount of spectral crosstalk is proportional to the detected donor fluorescence,
CT = αIDD. If only donor excitation is employed, the direct excitation of the acceptor is difficult to correct for.
It may be treated as a another constant background contribution to the FRET signal (Gansen et al., 2009) or
can be corrected for based on the extinction coefficients of the donor and acceptor fluorophore at the excitation
wavelength (Schuler, 2007). More commonly nowadays, single-molecule FRET experiments are performed
using alternating laser excitation of the donor and acceptor fluorophore on the nanosecond time scale through
pulsed interleaved excitation (PIE, Müller et al., 2005, see section 2.6) or on the microsecond time scale through
alternating laser excitation (ALEX, Kapanidis et al., 2005). In this case, direct excitation can be corrected for
based on the signal of the acceptor fluorophore after acceptor excitation, DE = δIAA. Lastly, differences in the
detection efficiencies η and quantum yields Q of the donor and acceptor fluorophore are corrected for using
the γ-factor that is applied to the corrected donor signal, given by γ = ηAQA/ηDQD. If alternating excitation
is employed, the correction factors α, δ and γ can be determined from the measurement directly (Hellenkamp
et al., 2018; Kudryavtsev et al., 2012). The accurate FRET efficiency is then calculated using:
E =
IDA − αIDD − δIAA
γIDD + IDA − αIDD − δIAA (2.75)
Additionally, one may also obtain the accurate FRET efficiency from the fluorescence lifetime of the donor
fluorophore in the presence and absence of the acceptor fluorophore, τD(A) and τD(0), which is available if
pulsed excitation is used:
E = 1− τD(A)
τD(0)
(2.76)
Comparison of the FRET efficiency obtained from photon counts to that obtained from the lifetime information
further allows to identify conformational dynamics as described in section 2.10.5.
2.10.3 Multiparameter fluorescence detection
Multiparameter fluorescence detection (MFD) describes the method of extracting many parameters simulta-
neously from the fluorescence experiment, such as spectral information (excitation/emission), the fluorescence
intensity (and related brightness and stoichiometry), the fluorescence lifetime and quantum yield, the fluorescence
anisotropy, the precise photon arrival time or interdye distances by FRET (Widengren et al., 2006).
All these parameters encode vital information about specific aspects of the studied system. The use of multiple
excitation lasers and spectral separation of the detected signal, as employed in pulsed interleaved excitation,
provides a mean to distinguish the signal from different fluorophores based on their excitation and emission
spectra (see section 2.6). The fluorescence intensity reports on the brightness of the molecules of interest,
which may be used to address the stoichiometry of higher order complexes and is most robustly determined
using fluorescence correlation spectroscopy as described in section 2.9. For many fluorophores, the related
parameters of brightness, fluorescence lifetime and quantum yield are sensitive to the environment. Both
quenching (e.g. through PET, see section 2.3) or enhancement (Hwang et al., 2011) have been extensively
used to investigate molecular interactions. The assessment of the rotational freedom of the fluorescent probes
is an important control in FRET measurements to support the assumption of isotropic averaging of dipole
orientation (see also section 2.2.1). The anisotropy may also be used to address the rotation of the biomolecule,
rendering it a sensitive parameter to detect e.g. the binding of interaction partners. The precise measurement
of the photon arrival time by TCSPC (see section 2.5) is a prerequisite for the study of fast dynamic processes
through correlation spectroscopy, especially when combined with the distance-sensitivity provided by FRET
(see section 2.9.5).
All these parameters can be measured simultaneously on a confocal microscope (see section 2.7 for a descrip-
tion of the setups used in this work), opening up the whole parameter space to the single-molecule analysis
(Figure 2.18). In the following, different aspects of the MFD analysis are described.
2.10. Single-molecule FRET by burst analysis 31
FIGURE 2.18: The full parameter space of fluorescence measured on the single-molecule level. Shown is a mea-
surement of an equimolar mixture of two double-stranded DNA constructs labeled with the dyes Atto532 and
Atto647N. Top: Two-dimensional histograms of the FRET efficiency from photon counts versus the fluorescence
lifetime of the donor (left) and acceptor (center) fluorophores and versus the labeling stoichiometry (right). Bot-
tom: Two-dimensional histograms of the anisotropy of the donor (left) and acceptor (center) fluorophores versus
the respective fluorescence lifetime. Donor- and acceptor-only molecules have been removed using thresholds on
the stoichiometry and ALEX-2CDE parameters.
Molecule-wise fluorescence lifetimes
The fluorescence lifetimes of the donor and acceptor fluorophores are valuable parameters in single-molecule
FRET. The accurate determination of fluorescence lifetime from the low amount of photons available per
single-molecule event requires that the statistics of photon detection are correctly accounted for (Kudryavtsev
et al., 2012; Maus et al., 2001). The molecule-wise lifetime is estimated by optimizing the parameter 2I∗, which
is the equivalent of the χ2 goodness-of-fit estimator for maximum likelihood estimation (see section 2.12),
given by:
2I∗ = 2
k
∑
i=1
ni ln
(
Mi
ni
)
(2.77)
where k is the number of data points of the TCSPC histogram, and ni and Mi are the measured and predicted
values of data point i. Due to the limited amount of data available, the analysis is generally restricted to the
extraction of average lifetimes by means of a single-exponential decay model. The fluorescence lifetime of the
acceptor fluorophore directly reports on the quantum yield and thus allows one to detect and correct for ac-
ceptor quenching (Barth et al., 2014; Kudryavtsev et al., 2012). The donor lifetime may be used as an additional
readout of the FRET efficiency, which can be used to identify conformational dynamics (see section 2.10.5).
Perrin equation
The Perrin equation is used to relate the steady-state anisotropy to the fluorescence lifetime of the fluorophore
(see section 2.1.3 for details). It is given by:
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〈r〉 = r0
1+ τ/ρ
(2.78)
where r0 is the fundamental anisotropy, τ is the fluorescence lifetime and ρ is the rotational correlation time. In
single-molecule spectroscopy, the Perrin equation is used in a molecule-wise plot of the anisotropy against the
fluorescence lifetime. All species that possess the same rotational properties will fall onto a single Perrin line,
regardless of differences in the fluorescence lifetime, allowing one to e.g. verify that the rotational properties
of the donor fluorophore are not different between low and high FRET efficiency states.
Examples of Perrin lines are given in the bottom row of Figure 2.18 for a mixture of double-stranded DNA with
different separation distances between the fluorophores. For the acceptor fluorophore, a single population is
observed in the plot of anisotropy versus lifetime. Due to the different FRET efficiencies, two populations with
different lifetimes are observed for the donor fluorophore. While the shorter fluorescence lifetime results in an
increased anisotropy, both populations fall onto a single Perrin line defined by a common rotational correlation
time of ∼0.3 ns, showing that the rotational properties of the donor are identical for the two constructs.
Stoichiometry
The labeling stoichiometry is an important parameter to filter donor- and acceptor-only molecules from the
analysis. It is only available if alternating excitation is employed and is defined as the fraction of signal after
donor excitation with respect to the total detected signal:
S =
IDD + IDA
IDD + IDA + IAA
(2.79)
A molecule carrying only the donor fluorophore thus has a stoichiometry of ∼1, while a stoichiometry close
to 0 is observed for acceptor-only molecules. Double-labeled molecules show an intermediate stoichiometry.
Analogous to the corrections applied to the photon counts to obtain accurate FRET efficiencies, the corrected
stoichiometry is defined by:
Scor =
γIDD + IDA − αIDD − δIAA
γIDD + IDA − αIDD − δIAA + βIAA (2.80)
Here, the correction factor β has been introduced that corrects for the different extinction coefficients ε and
excitation intensities Iex of the donor and acceptor fluorophore at their respective excitation wavelengths,
β = ελDD Iex,D/ε
λA
A Iex,A (Kapanidis et al., 2005). The use of the corrected stoichiometry has the advantage that it
directly corresponds to the true stoichiometry of the fluorescent labels. Double-labeled molecules then show
S = 1/2, while 2:1 or 1:2 stoichiometries are given by S = 2/3 and S = 1/3, respectively. This makes the stoi-
chiometry S a useful parameter to elucidate the stoichiometry of complexes (Orte et al., 2010), with the caveats
that identical S values may be observed for different complexes (e.g. 1:1 and 2:2 are not distinguishable with-
out performing a more complex brightness analysis) and that the broadness of the stoichiometry distribution
makes it difficult to distinguish exact stoichiometries in higher-order complexes (e.g. 1:4 and 1:5 result in the
close values of S = 0.25 and S = 0.20). In three-color FRET experiments, the stoichiometry parameter proves
even more vital as it allows the selection of triple-labeled molecules by combination of all three stoichiom-
etry parameters (N. K. Lee et al., 2007a). Moreover, the double-labeled subpopulations in three-color FRET
experiments contain additional information that can be used as intrinsic controls in the analysis (Barth et al.,
2018b).
Species-selective analysis
From the many parameters available in MFD, a detailed picture is obtained about the populations and hetero-
geneities present in the sample. However, the information obtained from the different parameters is restricted
to average population values due to the width of the obtained distributions, which is limited by the number of
photons detected per molecule. Any time-resolved information about the fluorescence or anisotropy decay is
also discarded. The determination of a molecule-wise lifetime is based on a single-exponential model for the
fluorescence decay because the low number of photons is not sufficient to apply more complex models. While
part of the time-resolved information of the anisotropy decay, specifically the rotational correlation time, is ob-
tained through application of the Perrin equation, the analysis likewise assumes simple models for the decay
of the fluorescence and anisotropy decay.
To take advantage of the full information available in the experiment, it is useful to pool all photons of a given
species to construct the cumulative fluorescence and anisotropy decays. This way, it is possible to determine,
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for example, the number of decay components of the fluorescence decay, or to analyse the anisotropy in more
detail (see Nicoli et al., 2017 for an application). Another analysis method that can be performed in a species-
selective manner is FCS, described in more detail in section 2.10.6.
2.10.4 Photon Distribution Analysis
The FRET efficiency histograms obtained in burst analysis are often interpreted in terms of different popula-
tions with defined FRET efficiency values, which can e.g. be determined by fitting Gaussian distribution to the
data. Due to the limited number of photons per event, even a population with a defined FRET efficiency results
in certain width σE of the measured FRET efficiency distribution, whose upper bound is given by (Gopich and
Szabo, 2005):
σ2E <
E(1− E)
NT
(2.81)
where NT is the minimum number of photons per burst. This effect is commonly referred to as shot-noise,
since the apparent width is not of physical origin but a result of the photon statistics. Biomolecules, however,
do not only exist in discrete conformational states. Rather, conformational states are often best characterized
by an ensemble of substates, resulting in additional heterogeneity that causes the width of the resulting FRET
efficiency distributions to exceed the shot-noise limit.
Using the photon distribution analysis (PDA), it is possible to disentangle the shot-noise contribution from
other heterogeneities in the FRET efficiency histogram, enabling a quantitative analysis of the data. The fun-
damental idea of PDA is to provide a complete statistic description of the single-molecule burst analysis ex-
periment. Instead of performing corrections on the experimental photon counts to obtain accurate FRET effi-
ciencies, the analysis is subjected to the distribution of the raw signals, including all needed correction factors
in the model function. PDA was first described, using slightly different approaches, in Antonik et al., 2006 and
Nir et al., 2006, and further developed to account for conformational dynamics (Kalinin et al., 2010b; Santoso
et al., 2010).
The experimental data set is given by a set of photon counts detected in the donor and FRET channels (NGG,
NGR). In the ideal case, the distribution of the detected photon counts over the two detection channels is given
by a binomial distribution with a probability to detect a FRET photon that is given by the FRET efficiency E:
P(NGR|E, NGG + NGR) =
(
NGG + NGR
NGR
)
ENGR(1− E)NGG (2.82)
The only free parameter in equation 2.82 is the FRET efficiency, which can be varied to find the most likely
value given the measured data. The likelihoods for multiple observations are then multiplied to obtain the
total likelihood. Experimentally, correction factors such as spectral crosstalk, cross-excitation and differences
in the quantum yields and detection efficiencies modify the probability to detect a photon in the FRET channel.
If these correction factors are known, one can calculate the probability to detect a photon in the FRET channel
e, which replaces E in equation 2.82, by (Antonik et al., 2006; Sisamakis et al., 2010):
e = 1−
(
1+ α+ γ
pDE(1− pDE)−1 + E
1− E
)−1
(2.83)
Note that the direct excitation probability pDE is different from the correction factor for direct excitation in-
troduced before in section 2.10.2 and is, in this case, calculated from the extinction spectra of the donor and
acceptor fluorophore εD and εA by:
pDE =
εA(λ
D
ex)
εD(λDex) + εA(λ
D
ex)
(2.84)
where λDex is the donor excitation wavelength.
To account for uncorrelated background signal, the background counts b are modeled by Poisson distributions
with mean value λ:
PBG(b) =
λb
b!
e−λ (2.85)
The photon counts obtained from single-molecule events are generally processed into equal time bins (e.g. of
1 ms length), in which case λ is the average number of background counts per time bin.
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FIGURE 2.19: Photon distribution analysis of double-stranded DNA labeled with the dyes Atto550 and Atto647N,
using different number of bins for the proximity ratio histogram. The voids and spikes observed at high number
of bins are accurately described by the PDA method. The main population (blue) is described by a center distance
of 55 Å and a distribution width of 2 Å.
The probabilities over all combinations of background counts and fluorescence are then summed up:
P(NGG, NGR|E) =
NGG
∑
bGG=0
NGR
∑
bGR=0
PBG(bGG)PBG(bGR)P(NGR − bGR|E, NGG − bG + NGR − bGR) (2.86)
where the last term in the double sum is given by equation 2.82.
Based on the likelihood, one can derive an analytical description of the proximity ratio histogram HPR by
summing up all probabilities of combinations of signal counts that fall into a given bin of the histogram:
HPR
(
PRi <
NGR
NGG + NGR
< PRi+1
)
= ∑
∀ NGG ,NGRfor which
PRi<
NGR
NGG+NGR
<PRi+1
Pobs(NGG + NGR)P(NGG, NGR|E) (2.87)
Here, Pobs(N) is the photon count distribution, which is used to weight the probabilities. It describes how
often a total number of photons was observed in the experiment and is available from the experiment directly.
In practice, it is never possible to describe the width of the observed proximity ratio histogram by a single value
for the FRET efficiency. To account for this broadening beyond the shot-noise limit, a Gaussian distribution of
distances is generally assumed. For every distance value, the expected histogram is then calculated according
to equation 2.87 and the cumulative histogram is constructed by weighting the individual histogram with the
probability of the respective distance value. The continuous distribution of distances is hereby approximated
by sampling at distinct distance values. Possible reasons for the excess broadening of FRET efficiency distribu-
tions are structural or conformational heterogeneity of the studied biomolecule, sticking of fluorescent dyes to
the surface of the biomolecule (resulting in variations of the orientation factor κ2), or the existence of multiple
photophysical states of the fluorophores (Kalinin et al., 2010a).
A PDA of a double-stranded DNA labeled with the dyes Atto550 and Atto647N is shown in Figure 2.19 for
different bin sizes of the proximity ratio histogram. Notice how the shot noise that leads to characteristic voids
and spikes (most pronounced at smaller bin sizes) is accounted for by the PDA. The obtained center distance
for the main population is 55 Å with a distribution width of 2 Å. Note that a small additional population had
to be included in the fit, most likely originating from a long-lived secondary photophysical state of the donor
or acceptor fluorophore.
The shot-noise limited proximity ratio histogram can also be approximated using Monte Carlo simulations of
the photon emission process (Nir et al., 2006), an approach that is more straightforward to implement than the
analytical description presented here. The drawback is that the algorithm is inherently affected by stochastic
noise from the random number generator, which may be reduced by oversampling (i.e. averaging of multiple
simulations) at the cost of computation time. The analytical histogram as given in equation 2.87, on the other
hand, is not affected by sampling noise and does not suffer from long computation times. While the analytical
approach requires the use of equal time bins to incorporate the contributions of background noise, the Monte
Carlo approach may also be used on the molecule-wise photon counts directly.
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FIGURE 2.20: Dynamic photon distribution analysis of a simulated dataset with E1 = 0.25, E2 = 0.80, k1 = 1.0 ms−1
and k2 = 0.5 ms−1 at varying time bin sizes Tobs. The datasets were globally analyzed.
Dynamic PDA
Dynamic interconversion during the transit of the molecule through the confocal volume results in mixing
of the distinct FRET states. Consider a molecule that interconverts between two FRET states E1 and E2. The
average FRET efficiency 〈E〉 is then determined by the cumulative time T the molecule spent in state 1 and
state 2:
〈E〉 = T1E1 + T2E2
T1 + T2
(2.88)
where T2 = Tobs − T1 with the total observation time Tobs. By sectioning the data set into equal time bins
and thus equal observation times (usually of the order of 1 ms), one can find an analytical solution to de-
scribe the state mixing by addressing the probability p(T1) that the molecule spends the cumulative time T1 in
state 1 (Kalinin et al., 2010b; Palo et al., 2006):
p(T1) = δ(T1)
k1
k1 + k2
exp(−k2Tobs) + δ(Tobs − T1) k2k1 + k2 exp(−k1Tobs)
+
[
2k1k2
k1 + k2
I0(2
√
k1k2T1T2) +
k2T1 + k1T2
k1 + k2
√
k1k2√
T1T2
I1(2
√
k1k2T1T2)
]
exp(−k1T1 − k2T2)
(2.89)
where k1 and k2 are the interconversion rates from state 1 to state 2 and from state 2 to state 1, respectively,
defining the average time the molecule spends in state 1 or 2, I0() and I1() are the Bessel functions of order 0
and 1 and the δ-function is defined by:
δ(x) =
{
1, if x = 0
0, otherwise
(2.90)
The first and second term in equation 2.89 describe the probability that the molecule stays in state 1 or 2,
respectively, while the last term accounts for state mixing. Given a set of interconversion rates k1 and k2, one
can then calculate the probability distribution of the time spent in state 1, which is related to the average FRET
efficiency by equation 2.88. The resulting proximity ratio histogram is then a superposition of the shot-noise
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limited proximity ratio histograms given the average FRET efficiencies 〈E〉(T1) weighted by the probability
p(T1):
HPR =
Tobs
∑
T1=0
p(T1)HPR (〈E〉(T1)) (2.91)
To increase the robustness of the analysis, one can use the fact that different observation times are available
from a single experiment by processing the data into different time bins. An example of a dynamic PDA on
a simulated dataset is shown in Figure 2.20. Note how the fraction of molecules showing interconversion
(indicated in yellow) increases as the observation time increases.
Before a dynamic model is applied to the data, however, careful controls should be performed to justify the in-
terpretation. The next sections will describe additional parameters and methodologies that allow identification
and quantification of conformational dynamics in burst analysis experiments.
2.10.5 Detecting dynamics in burst analysis
FRET efficiency vs. donor fluorescence lifetime
One of the most important plots in burst analysis using MFD is the plot of the FRET efficiency (calculated
from photon counts) versus the donor fluorescence lifetime. While both quantities are a measure of the FRET
efficiency and thus the interdye distance, their different averaging characteristics enable the detection of con-
formational dynamics. First, consider the static case, where both quantities should be related by:
Estatic = 1−
τD(A)
τD(0)
(2.92)
This defines the so-called static-FRET line (see the green line in the left panel of Figure 2.21). Consider-
ing the case of dynamic interconversion between distinct FRET states, the mixing will result in an average
FRET efficiency as determined from the photon counts that depends on the interconversion rates. The donor
fluorescence lifetime, however, shows a different averaging behavior. Since it is determined based on the donor
signal only, the low-FRET state has a higher contribution to the fluorescence decay. The maximum-likelihood
estimator used to estimate burst-wise lifetimes reports the intensity-average lifetime, which leads to an inher-
ent bias of the extracted lifetime towards the lifetime of the low-FRET state. This shows as a rightward shift
away from the static-FRET line.
FIGURE 2.21: Dynamic indicators in burst analysis experiments, illustrated using the cohesin dimer CohI8-CohI9
of the cellulosome (adapted from Barth et al., 2018a). The molecule fluctuates between an open conformation with
a FRET efficiency of ∼0.4 and a closed conformation at a FRET efficiency of ∼0.9. Left: In a plot of the FRET
efficiency versus the donor fluorescence lifetime τD(A), dynamics show as a rightward shift from the static-FRET
line (green) and can be described by a dynamic-FRET line (red dashed line). See section 2.10.5 for details. Right:
The FRET-2CDE filter detects fluctuations of the FRET efficiency based on the distribution of photon counts.
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The mixing between the states can be described analytically to obtain the dynamic-FRET line (see the red
dashed line in the left panel of Figure 2.21), given by (Kalinin et al., 2010b):
Edyn = 1− τ1τ2
τD(0)
(
τ1 + τ2 − τD(A)
) (2.93)
where τ1 and τ2 are the donor fluorescence lifetimes of state 1 and 2 and τD(A) ∈ [τ1, τ2]. Equation 2.93
is obtained by considering that the FRET efficiency from photon counts reports the species-averaged FRET
efficiency and is thus related to the species-averaged fluorescence lifetime 〈τ〉x (which replaces τD(A) in equa-
tion 2.92) given by:
〈τ〉x = x1τ1 + (1− x1)τ2 (2.94)
where x1 is the species-fraction of state 1. The donor fluorescence lifetime, however, reports the intensity-
weighted average lifetime 〈τ〉 f , given by:
〈τ〉 f =
x1τ21 + (1− x1)τ22
x1τ1 + (1− x1)τ2 (2.95)
where the fact was used that the intensity is proportional to the fluorescence lifetime.
In practice, the situation is further complicated due to the flexible linker that connects the fluorophores to
the molecule of interest. If the linker dynamics are slower than the fluorescence lifetime, a distribution of
donor-acceptor distances is observed even for static molecules which likewise results in an overestimation
of the average donor fluorescence lifetime. Assuming a Gaussian distribution of interdye distances, one can
numerically calculate a modified static-FRET line in the presence of linker dynamics by integration over the
distance distribution at all possible interdye distances. The width of the distribution may hereby be determined
from a detailed analysis of the fluorescence decay using a distance distribution model function. Consider a
center interdye distance RDA and a distribution width σDA, then the weight for the distance Ri is given by:
p(Ri) ∝ exp
[
− (Ri − RDA)
2
2σ2DA
]
(2.96)
Each Ri corresponds to a donor lifetime by:
τD,i = τD(0)
[
1+
(
R0
Ri
)6]−1
(2.97)
Using equations 2.96 and 2.97, one can then calculate the species- and intensity-averaged fluorescence lifetimes
at different center interdye distances RDA, e.g. RDA ∈ [0...3R0], resulting in a conversion function between the
measured intensity-averaged lifetime and the corresponding species-averaged lifetime, 〈τ〉x = f (〈τ〉 f ). The
conversion function is often approximated by a third order polynomial to avoid having to re-calculate the
relation. However, the calculation is usually fast (< 1 s), which is why an approximation is not needed. In
the case of conformational dynamics, both effects (linker dynamics and dynamic interconversion) have to be
considered at the same time. The theory for the static-FRET line has been extended to the three-color FRET
case in this work as described in the supporting information of Barth et al., 2018b.
ALEX-2CDE and FRET-2CDE filter
Photoblinking, -bleaching and FRET dynamics have the common characteristic that they result in brightness
fluctations of the donor and/or acceptor fluorophores during the transit of the molecule through the confocal
volume. Tomov et al., 2012 developed a robust method to quantify these brightness fluctuations for single-
molecule events in the absence of lifetime information, called two-channel kernel density estimation (2CDE).
The key idea of the method is the use of kernel density estimation to determine photon densities, which ef-
fectively provides a smoothing of the noisy time traces of single-photon events. In general, an exponential
kernel is applied, but other functions may be used as well. The FRET-2CDE filter detects FRET dynamics
by separately estimating the FRET efficiency around donor photons and acceptor photons, called (E)D and
(1− E)A.
FRET-2CDE = 110− 100× [(E)D + (1− E)A] (2.98)
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FIGURE 2.22: The ALEX-2CDE filter is an effective tool to remove unwanted contributions of single-labeled or
photobleached molecules. (A) A plot of the stoichiometry versus the ALEX-2CDE filter is used to determine the
required upper threshold to remove donor-only (S = 1) and acceptor-only (S = 0) molecules. (B) Using no filter, the
histogram of the stoichiometry versus the FRET efficiency contains significant amounts of single-labeled species.
Additionally, photo-bleaching while a molecule passes through the focus is visible as streaking between the double-
labeled population at S = 0.5 and the single-labeled populations. (C) An upper threshold of 6 for the ALEX-2CDE
filter allows one to select the molecules suitable for further analysis in a single step.
In the absence of fluctuations, the estimated FRET efficiencies are identical, resulting in a value of 10 for the
FRET-2CDE filter. However, the situation changes in the presence of FRET dynamics. Here, donor photons
are predominantly emitted during periods of low FRET efficiency, resulting in an underestimation of the FRET
efficiency by (E)D. On the other hand, acceptor photons are mainly emitted at high FRET efficiencies, causing
an overestimation of the FRET efficiency or an underestimation of (1− E)A. As a result, the sum in the square
brackets in equation 2.98 is smaller than 1, and FRET-2CDE > 10.
A similar logic is applied for the detection of photoblinking and -bleaching by means of the ALEX-2CDE filter.
Here, the brightness of the donor (given by the sum of donor and FRET sensitized acceptor signal) and the
acceptor (probed using alternating excitation) are compared to detect intensity fluctuations. Since the overall
intensities change during the transit through the confocal volume, it is necessary to find a ratiometric quantity,
which in this case is the brightness ratio BR of the donor and acceptor brightnesses. It is defined such that
it converges to 1 in the absence of fluctuations. The brightness ratio is then separately estimated around the
photons detected after donor and acceptor excitation (BRDEX/AEX ) to compute the ALEX-2CDE filter:
ALEX-2CDE = 100− 50× [BRDEX + BRAEX ] (2.99)
In the absence of brightness fluctuations, both brightness ratios return 1 and ALEX-2CDE = 0. In the presence
of brightness fluctuations of either channel, the brightness ratios return values < 1, resulting in increased values
for the filter. Since both brightness ratios BRDEX and BRAEX are sensitive to fluctuations in either channel, it is
not possible to selectively detect fluctuations of the donor or acceptor fluorophore.
The ALEX-2CDE filter provides a convenient way to remove both single-labeled molecules and photoblinking
and -bleaching in one step. Figure 2.22 A shows a typical distribution of the ALEX-2CDE filter plotted against
the stoichiometry parameter. Both donor- and acceptor-only molecules exhibit high values for the filter. Like-
wise, the trailing that is evident between the population of double-labeled molecules (S = 0.5) and donor- and
acceptor-only populations, caused by photobleaching, shows values > 10, while the double-labeled popula-
tion converges to a value of ∼ 5. By setting an upper threshold for the ALEX-2CDE filter of 6, one can select
double-labeled molecules that showed stable emission of both fluorophores in one step (Figure 2.22 B-C).
An example of the use of the FRET-2CDE filter is given in Figure 2.21. The system shows dynamic intercon-
version on the millisecond timescale between an intermediate FRET state at E ≈ 0.4 and a high-FRET state
at E ≈ 0.9. Bursts of intermediate FRET efficiency show higher values for the FRET-2CDE filter and are thus
found to be dynamic. A closely related method is burst variance analysis (BVA, Torella et al., 2011), which
quantifies the standard deviation of the FRET efficiency of single-molecule events to detect broadening be-
yond the shot noise limit caused by structural dynamics.
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2.10.6 Species-selective FCS
Another dimension can be added to the MFD toolset through correlation analysis of single-molecule events.
Using species-selective FCS (Eggeling et al., 1998, also called purified FCS, Laurence et al., 2007), it is possible
to detect differences in diffusion time (and thus e.g. binding interactions) or to quantify fast conformational
dynamics on the sub-millisecond timescale.
When calculating correlation functions on time scales similar to the length of the recorded signal, sampling
artifacts need to be accounted for. In the time traces of the single-molecule events, long time lags (e.g. on
the timescale of diffusion) are sampled less frequently than short time lags. For a given time lag τ and burst
duration T, the time lag can only be sampled for photons detected in the range [0, T − τ]. In practice, individual
correlation functions are calculated for every contributing burst and subsequently averaged while accounting
for the uneven sampling of time lags:
Gspecies(τ) =
∑k nk (∆t = τ)∑k (Tk − τ)
∑k nk (t ≤ Tk − τ)∑k nk (t ≥ τ)
(2.100)
Here, the sums go over the number of bursts k, nk (∆t = τ) is the number of photon pairs in burst k with time
lag τ, Tk is the burst duration, and nk (t ≤ Tk − τ) and nk (t ≥ τ) are the number of photons in the interval
[0, Tk − τ] and [0, τ], respectively.
The apparent diffusion time determined by species-selective FCS is strongly dependent on the chosen burst
search parameters, i.e. higher photon count thresholds will terminate the burst earlier, leading to a shorter
burst duration and an underestimation of the diffusion time. Effectively, one observes the burst length distri-
bution in the correlation function. As a consequence, the correlation functions are usually not well described
by the diffusion model, but may be fit assuming anomalous diffusion (Laurence et al., 2007). This effect can be
diminished by adding a time window around the bursts, enabling a more accurate determination of the diffu-
sion part of the FCS curve. Another effect of the burst selection is that regions of high count rate are selected
from the measurements, resulting in reduced fluctuations and thus lower FCS amplitudes since the average
intensity is overestimated. Additionally, since only the time intervals containing correlated signal are selected
from the measurement, the correlation function usually does not diminish to 0 at large time lags, requiring a
significant offset to be considered in the model function.
Figure 2.23 illustrates the effect of the size of the chosen time window on the shape and amplitude of the
obtained species-selective FCS curves. A larger time window results in higher amplitudes of the correlation
function. The species-selective FCS curve underestimates the diffusion time, which is asymptotically increased
with increasing time window. Obviously, also the maximum available time lag scales with the chosen time
window. Since the time window is added both to the start and end of the bursts, the maximum lag time is
approximately twice the time window size.
When adding a time window, it is possible that adjacent single molecule events fall into the region around
the respective burst, leading to contamination of the species-selective correlation function. If another single
FIGURE 2.23: Artifacts in species-selective FCS. (A) Species-selective FCS curves of a single-molecule measurement
of labeled double-stranded DNA were computed using different time window sizes. (B) Species-selective FCS
curves as shown in A, normalized to the apparent particle number.
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FIGURE 2.24: Studying RNA-protein interactions using species-selective FCS. (A) FRET efficiency histograms of
the RNA hairpin alone (gray) and in the presence of the RNA-binding protein σNS (blue). (B) Comparison of
FCS curves calculated from the signal of the acceptor fluorophore after acceptor excitation. Shown are the species-
selective FCS curves of the hairpin alone (yellow) and different species from the measurement in presence of σNS
(red: E < 0.15, green: 0.3 < E < 0.8, blue: E > 0.9), calculated using a time window of 50 ms. The ensemble correlation
function of the hairpin in the absence of σNS is additionally given in gray (RNA∗). Adapted from Bravo et al., 2018.
molecule event that was detected by the burst search falls into the time window around a contributing burst,
the burst is not included in the correlation function. This ensures that the obtained correlation function is spe-
cific to the selected species. Contributions of contaminating signal that was not detected as a burst, however,
will not be filtered out.
Example 1: RNA-binding proteins
An example analysis of diffusion is shown in Figure 2.24, adapted from Bravo et al., 2018. A stable RNA hairpin
(see inset in panel A) is labeled with a donor and acceptor dye, resulting in a high FRET efficiency (E ≈ 0.95) for
the hairpin alone (grey histogram). Upon addition of the RNA-unwinding protein σNS, a broad distribution
of FRET efficiencies is observed (blue histogram), indicating that the protein unfolds the hairpin structure.
However, also a high-FRET peak persists in the presence of the protein (c = 25 nmol). Species-selective FCS was
used to answer the question whether the high-FRET peak in the presence of the protein is given by unbound
hairpin structures, or whether the hairpin may bind to the protein in the closed from. Species-selective FCS
curves were calculated using the signal obtained from direct excitation of the acceptor fluorophore through
PIE to avoid influences of different FRET efficiencies on the correlation functions (panel B). Comparison of
the ensemble FCS curve of the RNA alone (gray line) with the species-selective FCS curves obtained from the
single-molecule measurements of the RNA alone (yellow) and the high-FRET species in the presence of σNS
(blue) shows nearly identical diffusion behavior, while the medium- (green) and low-FRET species (red) show
significantly slower diffusion indicative of protein binding. Thus, binding of the hairpin to σNS always results
in unwinding of the RNA double-helix.
Example 2: Analysis of conformational dynamics
In the analysis of conformational dynamics by FRET-FCS, difficulties are encountered due to contaminating
donor-only labeled molecules (see section 2.9.5). This problem can be avoided by species-selective FCS. In fact,
the correlation curve shown in Figure 2.13 B was calculated from double-labeled molecules only.
For filtered-FCS, it is required to obtain the TCSPC patterns of the different species. From the single-molecule
analysis, these are easily obtained using a simple FRET efficiency threshold (see Figure 2.25 A) or by separating
molecules that show no dynamic interconversion e.g. through the FRET-2CDE filter (see section 2.10.5). In the
example shown in Figure 2.25, the inclusion of a time window of 100 ms around the bursts led to a significant
contribution of scattered laser light to the total TCSPC pattern (panel B, black), requiring the addition of the
TCSPC pattern of scattered light (grey) in the calculation of the filter functions (panel C). The resulting filtered-
FCS curves reveal dynamics with a relaxation time of ∼10 µs (panel D). Note that the amplitudes in species-
selective FCS are distorted due to the bias of selecting correlating regions (compare Figure 2.23 A). While the
relaxation time of the dynamics is unaffected by this issue, the amplitude information should generally not be
used in the quantitative analysis of the dynamics.
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FIGURE 2.25: Species-selective filtered-FCS analysis of conformational dynamics of the cohesin dimer CohI8-CohI9
of the cellulosome, using the dataset shown in Figure 2.21. The molecule fluctuates between an open and a closed
conformation on the micro- to millisecond timescale. (A) FRET efficiency histogram shows two peaks at FRET
efficiencies of ∼0.4 and ∼0.9. (B) The TCSPC patterns of the open and closed conformations are extracted from the
measurement using thresholds on the FRET efficiency as indicated by the shaded regions in A (blue: low-FRET, red:
high-FRET). The TCSPC patterns of all molecules and of the scattered laser light are given in black and gray. (C)
Filters calculated from the TCSPC patterns in B for the low-FRET (blue) and high-FRET (red) species and the scatter
contribution (gray). (D) Correlation functions calculated using the filters in C. Species autocorrelation functions are
given in blue and red, and the two species cross-correlation functions (1x2/2x1) are given in yellow and purple.
Adapted from Barth et al., 2018a.
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2.11 Computational Biology
With advances in computation power, especially through the wide-spread availability of powerful graphics
processing units (GPUs), it has become feasible and affordable to study larger and larger system computa-
tionally. In several projects in this work, molecular dynamics (MD) simulations have been applied to obtain
atomistic insights.
2.11.1 Newton’s laws of motion on the molecular scale
The basic idea of molecular dynamics is the use of classical mechanics, i.e. Newton’s equations of motion, to
numerically compute the time evolution of the system based on the interatomic forces.
mi r¨i = fi fi = − ∂∂riU(r) (2.101)
An efficient approach for the numeric integration is the velocity Verlet algorithm (Swope et al., 1982), which,
starting from the positions r, the initial forces f (and associated accelerations a = f/m) and the initial velocities
v, updates the atom positions using the following set of instructions:
1. Update the position of the atoms:
r(t+ ∆t) = r(t) + v(t)∆t+
1
2
a(t)∆t2
2. Recalculate the force based on the updated atom positions to obtain the acceleration:
a(t+ ∆t) =
f(t+ ∆t)
m
3. Update the velocities:
v(t+ ∆t) = v(t) +
1
2
[a(t) + a(t+ ∆t)]∆t
The calculation of the position-dependent potential U(r), used to calculate the forces, is hereby the computa-
tionally most expensive step.
The potential term U(r) is a function of the inter-atomic distances, split up into non-bonded and bonded (or in-
tramolecular) contributions. The non-bonded contributions are given by van-der-Waals-type forces, described
by the Lennard-Jones potential vLF, and electrostatic Coulomb interactions vCoulomb, which are summed up
over all pairs of atoms:
Unon−bonded(r) =∑
i
∑
j>i
vLJ(rij) + vCoulomb(rij) (2.102)
vLJ(r) = 4ε
[(σ
r
)12 − (σ
r
)6]
vCoulomb(r) =
Q1Q2
4pie0r
(2.103)
Bonded interactions are given by stretching and bending of bonds, which are described by spring-like poten-
tials, and torsion-angle twisting:
Ubonded(r) =
1
2 ∑bonds
krij(rij − req)2 +
1
2 ∑bend
angles
kθijk(θijk − θeq)2 + ∑
torsion
angles
vtorsion(φijkl) (2.104)
Given the potential energy function U(r), one can then calculate the force acting on the individual atoms
analytically from the derivative with respect to the coordinates (equation 2.101).
The parameters used in the equations to describe the potential U(r) depend on the chemistry of the molecule.
They are commonly referred to as "force fields" which are derived from quantum chemical calculations and
structural experimental data. An increasing number of force fields are available nowadays, making it diffi-
cult to choose. While different force fields have been developed with specific applications in mind, the stan-
dard force fields for proteins of many molecular dynamics software suites (such as the AMBER, GROMOS or
CHARMM force fields) can generally be assumed to accurately describe most structured protein systems. To
2.11. Computational Biology 43
exclude that the MD results are biased by the force field choice, it is advisable to compare the results of different
force fields for the studied system. The choice of the correct force field, however, is more difficult for simu-
lations of structurally flexible proteins (such as intrinsically disordered peptides, IDP) or other biomolecules
such as lipids or polysaccharides, for which improved force fields are continuously being developed.
The computation time of the all-atom approach mainly depends on the number of atoms in the system. For
large systems, the computation time per MD step becomes too large to sample relevant biological time scales
in a reasonable amount of computation time. Many coarse-grained approaches have been developed to cir-
cumvent this problem, making it possible to simulate larger systems (Marrink et al., 2007; Šulc et al., 2012). By
combining multiple atoms (i.e. amino acid side chains or nucleobases) into a single entity, the number of par-
ticles is reduced and the computation is sped up at the cost of accuracy. While thus the all-atom information is
lost, it is still possible to study large scale conformational transitions or predict thermodynamic quantities.
2.11.2 Molecular dynamic simulations of biomolecules
To accurately predict the structural dynamics of biomolecules by MD simulations, it is necessary to account
for the effect of solvent molecules and ions. While these effects can be treated implicitly through average
potentials, the current state-of-the-art is to embed the molecule in a box of water molecules (Figure 2.26).
Depending on the size of the box, the explicit treatment of the solvent adds a large number of molecules and
thus degrees of freedom to the system, increasing the computation time significantly. In fact, most of the
time is spent on computing the movement of the solvent, which is reduced to some extent by using a simpler
model for the water molecules than is employed for the biomolecule. To mimic a continuous system, periodic
boundary conditions are applied to the box that reinserts molecules that exit the box on the opposite side. The
box should be chosen large enough to eliminate interactions of the molecule with its shadow through the walls
of the box, but as small as possible to reduce computation time. Here, an octagonal geometry is more efficient,
allowing a smaller volume to be used while minimizing unwanted interactions.
FIGURE 2.26: The scaffoldin fragment CohI8-CohI9 (see Barth et al., 2018a) without solvent (A) and embedded in
an octagonal box of water (B). The spacing between the molecule and the boundaries was set to 15 Å, resulting in
the addition of ∼27000 water molecules compared to the ∼5000 atoms in the protein molecule.
2.11.3 Analysis of molecular dynamics simulations
The informational content obtained from a molecular dynamics simulations is tremendous. It contains the
atom coordinates at every time step of the simulation, referred to as the MD trajectory. While the simulation
result may first be investigated visually by exploring a movie of the molecule motion, there are a number of
useful parameters and analysis methodologies that enable a quantitative analysis of the trajectory. The sim-
plest quantities obtainable from the trajectory are purely geometrical such as distances between select atoms,
residues, domains or molecules, or angles to monitor the relative orientation of e.g. amino acid side chains,
nucleobases or domains. More advanced parameters for the analysis are presented in the following section
and illustrated using two examples.
Root-mean-square deviation
The most important quantity that one should first investigate is the root-mean-square deviation (RMSD). It
describes the average displacement of atoms with respect to a reference structure (usually the initial or the
average structure) and is thus a measure for the similarity between the structures:
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RMSD(t) =
√√√√ 1
N
N
∑
i=1
(ri(t)− rref,i)2 (2.105)
where t is the frame (time) and N is the number of particles. To counteract translational or rotational diffusion
of the molecule during the simulation, the structures are first aligned by minimizing the RMSD with respect to
the reference structure at every time step. In that way, the RMSD is only sensitive to conformational changes
of the biomolecule. An example RMSD trajectory is shown in Figure 2.27.
A related quantity is the root-mean-square fluctuation, which is computed for a given atom i over the total
trajectory:
RMSFi =
√√√√ 1
T
T
∑
t=1
(ri(t)− ri)2 (2.106)
where r is the average position. The RMSF quantifies the structural flexibility of atoms or residues, thus
allowing one to identify flexible regions in the structure.
Cluster analysis
Another useful method is cluster analysis. The frames of the trajectory are grouped into clusters based on
a distance metric, usually the RMSD between the frames (but other metrics may be used as well). As such,
a cluster analysis starts with a calculation of the pairwise RMSD matrix. From there, clustering may be per-
formed using different approaches such as k-means clustering (Lloyd, 1982) or the hierarchical agglomerative
clustering algorithm (Sibson, 1973). Briefly, the k-means algorithm aims to group the observations into a given
number of sets by minimizing the variance within each cluster. Initially, each observation is assigned to the
cluster with the closest centroid. The cluster centroids and assignments of the observations are then iteratively
updated until convergence. The hierarchical agglomerative clustering algorithm is a "bottom up" approach
that initially assigns each observation to its own cluster. At each iteration, clusters are then merged with their
closest neighbor until the desired number of clusters is reached. The result of the analysis depends on the
choice of the algorithm and the number of clusters that the data should be partitioned into. A cluster analysis
is useful to extract average structures that are frequently populated during the simulation.
FIGURE 2.27: Analysis of a molecular dynamics trajectory by means of the root-mean-square displacement (RMSD)
and center-of-mass distance (COM) between the two domains of a tandem cohesin of the cellulosome. The struc-
tures at the indicated time points are given above. Adapted from Barth et al., 2018a.
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Example 1: Intramolecular interactions in the cellulosome
The cellulosome is a large extracellular multi-enzyme complex utilized by selected bacteria for the efficient
degradation of plant cell wall material. The smallest unit of the central scaffolding protein are cohesin mod-
ules. A tandem of cohesins, connected by a flexible peptide linker, was studied by molecular dynamics simula-
tions (Figure 2.27). Starting from the extended conformation, the two cohesin domains contact each other after
∼50 ns. The trajectory was analyzed by means of the root mean square deviation with respect to the starting
structure and the center-of-mass distance between the two domains. The RMSD reports on the overall struc-
tural fluctuations, plateauing once the domains contact each other. On the other hand, the COM distance more
directly reports on the interaction between the domains. While both quantities correlate, the COM distance is
more sensitive to the small structural changes observed after contact formation after 100 ns where the RMSD
only shows minor changes. The simulation was repeated multiple times by resampling the initial velocities,
resulting in different evolutions of the system from the starting configuration. All repeats, however, showed
binding of the domains. To obtain a detailed picture of the different binding modes from the simulations, a
global cluster analysis identified the main binding geometries that were found throughout the simulations.
This allowed e.g. the identifaction of key residues involved in the formation of salt bridges between the do-
mains. For details, see Barth et al., 2018a.
Example 2: Unfolding of the maltose-binding protein
The maltose-binding protein (MBP, Figure 2.28 A) has previously served as a model system for chaperone-
assisted protein folding (Chakraborty et al., 2010; Sharma et al., 2008). While the wild-type protein folds
within seconds, two mutations have been identified (V8G/Y283D) that slow down the folding process to the
minute time scale due to the formation of kinetically trapped intermediates along the folding pathway. Exper-
imentally, protein unfolding is most commonly induced through the additon of denaturants such as guanidine
hydrochlorid or urea. For simulations, the simplest approach for unfolding is to increase the temperature and
thus the kinetic energy. To decrease the unfolding time to timescales accessible by molecular dynamics simu-
lations, MBP was simulated at a temperature of 450 K for 1 µs. Note that, while this temperature is above the
boiling point of water, no vaporization is observed (Walser et al., 2000), most likely because the parameters
for the water model (here TIP3P) are optimized for liquid phase properties. Inspection of the RMSD (Fig-
ure 2.28 B) indicates the structural changes occurring during the simulation. A more direct measure of the loss
of structure is given by the fraction of native contacts Q(X) (Figure 2.28 C and Best et al., 2013). Native contacts
between heavy atoms are hereby determined from the starting structure, and the loss thereof directly reports
on the unfolding process. To obtain a structurally resolved picture, the secondary structure was assigned for
every residues at every frame of the trajectory using the DSSP algorithm (Kabsch and Sander, 1983), allowing
structural changes to be followed with time (Figure 2.28 D). While most regions of the protein lose their native
structure within the first 500 ns, the protein maintains its structure in the regions around the residues 8 and
283 that are mutated in the slow-folding double mutant. This indicates that these regions assume their native
structure first during the folding process and thus serve as folding nuclei that are disturbed by the mutations.
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FIGURE 2.28: Molecular dynamics simulations of the unfolding of the maltose-binding protein (MBP). (A) The
initial and final structure of MBP after 1 µs simulation time at a 450 K. (B-C) The root mean square displacement
(RMSD) and fraction of native contacts Q(X) along the trajectory. (D) Residue-wise assignment of the secondary
structure of the trajectory. The secondary structure motifs are Para: parallel β-sheet, anti: anti-parallel β-sheet, 3-10:
310 helix, Alpha: α-helix, Pi: pi-helix.
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2.12 Data analysis
This section provides a description of the key concepts of model-based data analysis, many of which are used
within the PAM software suite developed as part of this work (Schrimpf et al., 2018a).
2.12.1 Goodness-of-fit
To compare the measured data with the prediction of a model and thus find the best description of the exper-
iments, one first requires a metric that quantifies the goodness of fit. An often used metric is the sum of the
squared deviation between measured and predicted values, being used in linear and non-linear least squares
analysis. In this metric, every data point is weighted equally. In practice, however, one might know some
outcomes with higher certainty than others. It is then advantageous to use the χ2 value defined by:
χ2 =
N
∑
i=1
(Mi −Oi)2
σ2i
=
N
∑
i=1
(Mi −Oi)2
max(Oi, 1)
(2.107)
By normalizing the squared deviations by their uncertainty σ, data points with low uncertainty are given a
higher weight in the evaluation of the goodness-of-fit. In counting experiments, the data follow a Poisson
distribution. In this case, the expected variance is equal to the mean, i.e σ2 = µ, which was used in equa-
tion 2.107. To avoid division by zero, σ2 is set to one if no data were detected. While the variance is hereby
estimated by assuming a Poisson distribution, the χ2 statistic assumes that the error is normally distributed.
This assumption is justified by the fact that the Poisson distribution is similar to the normal distribution for
mean values µ ≥ 10. Assuming normally distributed errors, the expected value for the normalized squared
error (i.e. the summands in equation 2.107), is 1, and thus the expected value for χ2 is equal to the number of
degrees of freedom given by the number of data points minus the number of model parameters, ν = N − k.
As a consequence, the interpretation of the χ2 value is simplified by using the reduced χ2 value given by:
χ2red. =
1
N − kχ
2 (2.108)
χ2red. is independent of the number of degrees of freedom and has an expected value of 1. Generally, a fit
with χ2red. ≈ 1 can be assumed to adequately describe the data, while χ2red.  1 indicates a bad fit due to
an inappropriate model function. On the other hand, χ2red. < 1 is indicative of overfitting, meaning that the
model has too many parameters and that the data is over-interpreted. In addition, χ2red. < 1 may also arise if
the uncertainty of the data points is overestimated.
2.12.2 Maximum Likelihood Estimation
Maximum likelihood estimation (MLE) is another approach to model-based data analysis. Given the observed
data, the parameters of a statistical model are optimized using a likelihood function that describes the prob-
ability that the observed data are generated by the model. The statistical model may hereby be based on an
error model or provide a complete probabilistic description of the experiment. The latter approach is realized
for three-color FRET experiments in paper 1 (see section 3.1 and Barth et al., 2018b). For the former approach,
consider again normally distributed errors. The mean value of the normal distribution N (x|µ, σ)is then given
by the predicted value from the model function Mi, while the width is again estimated from the counting
statistics as σ =
√
Oi. Then, the likelihood L is the product over the individual probabilities of the observation
Oi given the model function:
L =
N
∏
i=1
N (Oi|Mi,
√
Oi) =
N
∏
i=1
1√
2piOi
exp
(
− (Oi −Mi)
2
2Oi
)
(2.109)
It is often convenient to work with the negative logarithm of the likelihood to avoid small numbers. The
negative log-likelihood is then minimized by the fit routine, and is given by:
− logL = 1
2
N
∑
i=1
(Oi −Mi)2
Oi
+
1
2
N
∑
i=1
log(2piOi) ∝
1
2
χ2 (2.110)
In other words, using the χ2 estimator is equivalent to performing a maximum likelihood estimation for nor-
mally distributed errors. At low statistics, the assumption of normally distributed errors is no longer valid. In
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this case, the correct distribution is the Poisson distribution, which only depends on the expected value λ:
P(k|λ) = λ
k
k!
e−λ (2.111)
where k is an integer value. For a Poisson distribution, the negative log-likelihood is given by:
− logL = −
N
∑
i=1
log P(Oi|Mi) = −
N
∑
i=1
Oi log Mi − logOi!−Mi (2.112)
Using Stirling’s approximation (log n! ≈ n log n− n), one obtains:
− logL = −
N
∑
i=1
Oi log Mi −Oi logOi +Oi −Mi =
N
∑
i=1
Oi log
Oi
Mi
+Mi −Oi (2.113)
This is the MLE for Poissonian counting statistics. It applies to all quantities that are processed into histograms,
such as the fluorescence intensity decay in a TCSPC experiment (Laurence and Chromy, 2010), the FRET effi-
ciency histogram or the proximity ratio histogram in PDA. For the low counting statistics encountered in burst
analysis, the use of the MLE for the estimation of burst-wise fluorescence lifetimes is even required to avoid
systematic errors that occur when using the χ2 statistic (Maus et al., 2001).
2.12.3 Model selection and comparison
While the introduced metrics address the question of how to quantify the goodness-of-fit, they offer no in-
formation about the choice of the model function. It is always possible to achieve a higher goodness-of-fit
by using a more complex model with more free parameters, which can lead to overfitting. A first indication
of overfitting is generally given by a χ2red. < 1. The χ
2 goodness-of-fit estimator, however, is itself a random
variable - it is the sum of squares of N − k independent normally distributed random variables. It follows the
χ2-distribution that depends only on the degrees of freedom ν = N − k.
Pχ2(x|ν) =
1
2ν/2Γ(ν/2)
xν/2−1e−x/2 (2.114)
where Γ is the gamma function that generalizes the concept of the factorial to real numbers. Based on the
χ2-distribution, one can calculate the probability of observing a given χ2obs value:
P(χ2 ≥ χ2obs) = 1−
∫ χ2obs
0
Pχ2(x|ν)dx (2.115)
One can then reject a model based on a threshold for the probability (Pearson’s chi-squared test, Pearson, 1900).
As an example, for 10 degrees of freedom, there is a probability of 95% that χ2 < 18.3 (or χ2red. = χ
2/ν < 1.83)
if the deviation is purely random. Thus, based on a p-value of 0.05, one might reject the model if a larger value
is observed.
More advanced concepts are given by the Akaike information criterion (AIC, Akaike, 1974) and the Bayesian
information criterion (BIC, Schwarz, 1978). Both require the likelihood at the optimum value of the parameter
Lmax, but have different ways of introducing a penalty for the usage of more parameters.
AIC = −2 logLmax + 2k BIC = −2 logLmax + k ln N (2.116)
In both cases, the model with the lowest value is to be preferred. Both criteria are derived for the asymptotic
case of N → ∞ and are thus only valid if the number of data points is much larger than the number of model
parameters (N  k). The choice between the two criteria is mostly subjective. The AIC is derived from
information theory, while the BIC is obtained by Bayesian inference (see also 2.12.5). A fundamental difference
in the derivation is that the BIC assumes that the true model is in the set of candidates, while the AIC tries to
find the model that most closely resembles the true (unknown) model. This might lead to the (philosophical)
conclusion that the BIC is not adequate because every model is only an approximation of a much more complex
reality. In practice, the penalty for additional parameters is larger for the BIC than for the AIC (considering
that N > e2 ≈ 7.4). As a consequence, the AIC is more likely to overfit the data, while the BIC selects a less
complex model. Given the ongoing debate in scientific literature, the best advice would be to use both criteria
and check for agreement.
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2.12.4 Optimization algorithms
To find the optimal set of parameters, it is important to have an efficient optimization algorithm. The available
algorithms can be grouped into gradient-based and derivative-free methods. To find the optimal parameters,
one needs to find the minimum (or maximum) of an objective function that quantifies the goodness-of-fit, such
as the introduced χ2red. or the likelihood function L, with respect to the parameters of the model θ. The first
(and second) order derivatives of the objective function with respect to the model parameters hereby guide the
optimization algorithm on its iterative search of the optimum. If the objective function is given by an explicit
mathematical expression, the derivatives can also be expressed analytically. However, often the objective
function is not given in closed form or is too complicated to obtain expression for the derivatives. In these cases,
the gradient has to be approximated by sampling points in the vicinity of the current parameters values. This
step can be computationally costly especially for models with many parameters since the objective function has
to be evaluated many times per iteration to approximate the gradient. In these cases, it is important to choose
an optimization routine that is efficient. Examples of such algorithms are given by the gradient descent, Gauss-
Newton and Levenberg-Marquardt algorithms (Levenberg, 1944; Marquardt, 1963), which are applicable if the
sum of the squared deviation are to be minimized (least squares curve fitting). On the other hand, algorithms
such as the Nelder-Mead method (also called simplex method, Nelder and Mead, 1965) avoid the need to
compute the gradient, but usually take longer to converge than gradient-based methods.
If the optimization surface is rough, i.e. has many local minima, the algorithm is at risk of getting stuck. This
can be avoided by running the optimization from different starting values for the parameters or by global
search routines such as pattern search (Hooke and Jeeves, 1961). Another family of algorithms adds random
fluctuations to avoid the termination in local minima, effectively performing a random walk that explores
the parameter space. Examples are given by simulated annealing (Kirkpatrick et al., 1983) or the Metropolis-
Hastings algorithm (Hastings, 1970; Metropolis et al., 1953), the latter of which will be described in the follow-
ing section.
Estimating confidence intervals
The χ2 (or the likelihood function) allows to one to find the optimal parameters of the model function, but
contains no information on how well they are defined. To probe the sensitivity of the χ2 with respect to the
individual model parameters, one can vary them systematically to construct the χ2 surface. For models with
many parameters, this approach becomes unfeasible. Instead, one can use the fact that the sensitivity of the χ2
with respect to the individual parameters is encoded in the curvature of the χ2 surface, which is given by the
second derivative. The matrix of the second order derivatives is called the Hessian matrix and is given by:
Hij =
∂2χ2(θ)
∂θi∂θj
(2.117)
The Hessian matrix is used during nonlinear regression where it can be obtained from the fit routine at no
additional cost. The higher the diagonal element of the Hessian is, the higher is the curvature and the more
sharply is the χ2 surface defined. Thus, one obtains the variances (and thus confidence intervals) by inverting
the Hessian matrix. Additionally, the off-diagonal elements contain information about the correlation of fit
parameters.
2.12.5 Bayesian inference
Bayes’ theorem (Bayes, 1763) is a useful tool for data analysis that provides a recipe to update the belief or
hypothesis when new evidence is acquired. The probability to observe two outcomes A and B, p(A ∩ B)
relates to the conditional probabilities p(A|B) and p(B|A):
p(A ∩ B) = p(A)p(B|A) = p(B)p(A|B) (2.118)
In data analysis, Bayes’ theorem is used in Bayesian inference. The analysis starts with a hypothesis which
in model-based analysis is the model function M that depends on a set of parameters θ. Potentially, we have
some background knowledge (called I) about our system (i.e. from previous experiments or literature) that
is described by the prior probability function p(θ|I). We also require a likelihood function that describes the
probability to obtain the observed data D given the parameters θ, p(D|I). We can then rearrange equation 2.118
by substituting outcome A with the data D and outcome B with the parameters θ, and by including the back-
ground information I, to obtain the posterior probability distribution of the parameters given the measured
data:
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FIGURE 2.29: Markov chain Monte Carlo sampling using the Metropolis-Hastings algorithm to explore the poste-
rior probability density of the parameter space. Shown is a three-color photon distribution analysis (3C-PDA) of
a simulated dataset. Using 3C-PDA, the distances between the blue, green and red dyes (RBG, RBR and RGR) can
be extracted from a three-color FRET experiment by maximizing the likelihood of the recorded data with respect
to the three interdye distances. (A) Starting from the initial guess of the interdye distances of 50 Å, the algorithm
quickly moves to a region of high likelihood and finds the correct interdye distances. (B-D) From a long run of the
sampling algorithm (100.000 steps), the marginal distributions of the distances RBG (B) and RBR (C), as well as of
the joint distribution of both distances (D) are constructed, revealing the posterior probability distribution of the
parameters. Adapted from Barth et al., 2018b.
p(θ|D, I) = p(θ|I)p(D|θ)
p(D|I) (2.119)
The key idea in Bayesian inference is thus that the model parameters itself are considered random variables
whose distribution is defined by the data and background information. Equation 2.119 provides instructions
on how to update the knowledge about the model parameters upon acquisition of new data. If no prior
information is available for the model parameters, the use of a flat or uniform prior distribution effectively
reduces equation 2.119 to the likelihood function, in which case the most probable Bayesian estimate coincides
with the maximum likelihood estimate. However, in a Bayesian analysis, one would still consider the full
probability distribution of the model parameters to address their uncertainty.
The denominator in equation 2.119 describes the likelihood that the data are observed given the background
information, independent of the model parameters. This quantity (also called the "evidence") is often difficult
to obtain since it requires integration over the whole parameter space:
p(D|I) =
∫
θ
p(θ|I)p(D|θ)dθ (2.120)
However, since it does not depend on the chosen values for the parameters and serves only as a normalization
constant, it can be neglected for the analysis. On the other hand, the evidence is a useful parameter to compare
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different models. Through the integration over the parameter space, it expresses the total likelihood of the
model itself, thus providing an intrinsic measure to compare different model functions, e.g. to decide on the
number of components.
Often, the likelihood function p(D|I) has no closed analytic form. It would then be required to to evaluate
the likelihood function over the whole parameter space to address the posterior distribution, which is not
feasible if the evaluation of the likelihood function is costly. Instead, one would like to evaluate the posterior
only in regions of high probability. This is achieved by sampling algorithms such as the Metropolis-Hastings
algorithm or Nested Sampling (Skilling, 2004).
The Metropolis-Hastings (MH) algorithm revolves around a Markov chain Monte Carlo (MCMC) sampler that
explores the parameter space by a memory-less (Markovian) random walk (Hastings, 1970; Metropolis et al.,
1953). At every step, a new parameter vector θ → θ′ is proposed based on a proposal distribution (usually a
normal distribution). Steps are accepted or rejected based on the likelihood ratio r:
r =
p(θ′|D, I)
p(θ|D, I) (2.121)
If the likelihood increases, the step is always accepted, otherwise it is accepted with probability r. This way,
the algorithm samples from regions of high likelihood of the posterior probability distribution.
An example of Bayesian inference using the Metropolis-Hastings algorithm is given in Figure 2.29 for the
analysis of a three-color FRET experiment using a three-color photon distribution analysis. The likelihood
function for three-color photon distribution analysis is derived in paper 1. The model function depends on
the three interdye distances RGR, RBG and RBR, whose initial values are set to 50 Å. The MH algorithm quickly
moves to the region of high likelihood (panel A, top) after ∼ 200 steps, after which it explores the posterior
probability distribution. From the samples of a long run of the algorithm (100.000 steps), one can inspect the
marginal distributions of the model parameters to address the uncertainty by means of confidence intervals
(panels B and C), or investigate correlations of the model parameters (panel D).
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Chapter 3
Overview of published work
This chapter aims to give an overview over the main work published during this thesis. In these publications,
different aspects of the toolbox of confocal single-molecule spectroscopy, as presented in the previous chapter,
have been applied. Paper 1 introduces the method three-color photon distribution analysis for the quantita-
tive analysis of single-molecule three-color FRET experiments by burst analysis, and shows its application to
study coordinated conformational changes in a protein system. In Paper 2, three-color FRET is used to study
long-range energy transfer over a total distance of 16 nm by a combination of hetero- and homo-FRET. The
possibility to study dynamic systems by single-molecule FRET is demonstrated in Paper 3, wherein the com-
plex conformational dynamics of a small fragment of the cellulosome on the micro- to millisecond timescale
are investigated. Even faster dynamics on the nanosecond timescale are present in intrinsically disordered
peptides, which were addressed by PET-FCS in combination with molecular dynamics simulations in Paper 4.
Lastly, Paper 5 presents the software framework PAM, short for PIE analysis with MATLAB, which makes the
methods implemented and developed during this thesis freely available as open-source code.
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3.1 Paper 1: Quantitative Single-Molecule Three-Color Förster Resonance
Energy Transfer by Photon Distribution Analysis
In this paper, a new statistical method for the quantitative analysis of single-molecule three-color FRET exper-
iments by burst analysis, called three-color photon distribution analysis (3C-PDA), is presented.
3.1.1 Motivation and key results
Single-molecule three-color FRET is a promising approach to elucidate complex conformational changes in
biomolecules. The unique feature of three-color FRET is the possibility to address coordinated movements
through the simultaneous measurement of three distances, which can be detected from correlations in the
three-dimensional distribution of interdye distances. Using surface-immobilized molecules, a number of three-
color FRET studies on the surface have been performed (Chung et al., 2017; Hohng et al., 2004; S. Lee and
Hohng, 2013; Wortmann et al., 2017). Ever since its initial realization by Clamme and Deniz, 2005 and N. K.
Lee et al., 2007a, however, applications of solution-based single-molecule three-color FRET have been scarce.
The limited number of photons available in burst analysis results in broad distributions of distance-related
quantities, which has limited most studies to the extraction of average FRET efficiency values (Jung et al.,
2012; N. K. Lee et al., 2007b). Through the averaging, however, any information about the distribution of
distances and thus the conformational heterogeneity is discarded. While this information is retained when
distance-related three-color FRET efficiencies are calculated (see section 2.2.3), the limited number of photons
results in broad distribution with nonsensical FRET efficiencies outside the interval [0, 1]. This shot-noise prob-
lem is illustrated using a simulated dataset in Figure 3.1 A-B. In addition to the broadness and skewness of the
distributions, the input values are also not reliably recovered from the obtained distributions (see dashed red
lines in panels A and B), and artificial correlations are observed (panel C). These problems complicate a quan-
titative analysis of the conformational heterogeneity and make it practically impossible to extract information
about the coordination of conformational changes.
To solve these issues, a three-color photon distribution analysis (3C-PDA) has been developed in this work.
Instead of correcting and converting experimental photon counts, the raw data is left untouched in the analysis.
Rather, the method is based on a maximum likelihood estimator that includes the distances and correction
factors to find the parameters of the model function that most likely explain the observed photon counts.
From the extracted model parameters, the three-color FRET efficiency distribution can be reconstructed and
are found in excellent agreement with the measured data (Figure 3.1, black lines). The method is benchmarked
using simulated datasets and double-stranded DNA model systems, and applied to the Hsp70 chaperone BiP
which undergoes coordinated conformational changes during its nucleotide-dependent conformational cycle.
FIGURE 3.1: Illustration of the shot-noise problem in three-color FRET using a simulated dataset. The conversion
of photon counts into the three-color FRET efficiencies between the blue and green (A) and blue and red (B) dyes
results in broad distributions and artificial correlations (C). The input parameters of the simulation are given as the
equivalent two-color FRET efficiencies in the inset in A. The data is given as grey bars in A-B and as a surface plot
in C. Reconstructed theoretical histograms based on the parameters determined from 3C-PDA are given as black
lines in A-B and as a black mesh in C. In C, the surface is additionally colored according to the weighted residuals
of the fit (see colorbar). Adapted from Barth et al., 2018b.
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FIGURE 3.2: Coordinated domain motions revealed by 3C-PDA. (Top) The Hsp70 chaperone BiP undergoes coor-
dinated domain motions during its nucleotide-dependent conformational cycle. The blue dye is attached to the
nucleotide-binding domain (NBD), the green dye to the substrate-binding domain (SBD) and the red dye to the lid.
Average dye positions are given as spheres. Clouds indicate the space that the dyes can access based on the length
of the connecting linker. (Bottom) Distance distributions obtained from 3C-PDA analysis. The distance between the
green and red dye labels RGR reports on the separation between the lid and the substrate-binding domain, while
the distance between the blue and green dye labels RBG measures the distance between the domains. Adapted from
Barth et al., 2018b.
3.1.2 Brief description of the method
Following up on the theory of two-color photon distribution analysis (2C-PDA) as described in section 2.10.4,
the three-color experiment requires a description of the photon emission after excitation of the donor (blue)
dye, which transfers some of its energy to the two acceptor dyes (green and red). The distribution of photon
counts in 2C-PDA is given by a binomial distribution. Analogously, the three-color system can be described
by a trinomial distribution given by:
P(NBB, NBG, NBR|eBG, eBR) = (NBB + NBG + NBR)!NBB!NBG!NBR! (1− eBG − eBR)
NBB e
NBG
BG e
NBR
BR (3.1)
where N indicates the photon numbers in the respective PIE channels and eBG and eBR are the probabilities
to detect a green or red photon after excitation of the blue dye, which depend on the interdye distances and
the experimental correction factors. Since the three-color FRET efficiencies depend on the FRET efficiency
between the green and red dye (see section 2.2.3), alternating excitation e.g. through PIE is required. The
probing of the distance between the green and red fluorophores by interleaved excitation of the green dye can
be treated independently as described in section 2.10.4, thus the probabilities can be multiplied to obtain the
total likelihood:
P(NBB, NBG, NBR, NGG, NGR) = P(NBB, NBG, NBR|eBG, eBR)P(NGG, NGR|eGR) (3.2)
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3.1.3 Studying coordinated motion in biomolecules
The unique aspect of 3C-PDA is the possibility to study coordinated structural changes during conformational
transitions. The Hsp70 chaperone BiP was used as an example to illustrate the capabilities of 3C-PDA to
extract information that is otherwise not accessible in single-molecule FRET experiments. BiP is composed of
two primary domains called the nucleotide-binding domain (NBD) and substrate-binding domain (SBD) as
illustrated in Figure 3.2. While nucleotide hydrolysis occurs in the NBD, the induced conformational change
mostly affects the SBD where the flexible lid domain opens or closes upon the substrate-binding pocket. The
details of this allosteric mechanism are still not entirely understood (Kityk et al., 2015).
Using three dye labels on the protein, the coordinated conformational change can be followed by 3C-PDA (Fig-
ure 3.2, bottom). Based on the labeling scheme, the distance between the green and red fluorophores reports
on the opening and closing of the lid in the SBD, while the distance between the blue and green fluorophores
monitors the interdomain distance between the NBD and SBD. In agreement with the structural data, the lid is
found to be closed in the ADP-bound state while a broad distribution is observed for the interdomain distance
RBG. The ATP-bound state, on the other hand, shows a large distance RGR and thus an open lid, while a shorter
interdomain distance with a narrower distribution is obtained.
3.1.4 Outlook: Quantitative multicolor FRET
Three colors is certainly not the end of the line. In fact, a number of single-molecule four-color FRET stud-
ies have been performed using surface immobilization (DeRocco et al., 2010; J. Lee et al., 2010; Ratzke et al.,
2014) and in solution (Stein et al., 2011; Yim et al., 2012). Most of these studies, however, have focused on a
qualitative read-out of the fluorescence signal to detect e.g. the direction of energy transfer or the presence of
interaction partners. While a quantitative four-color FRET analysis for solution-based single-molecule mea-
surements has not yet been developed, many promising aspects of four-color FRET can also be realized in
simpler schemes. For example, the use of two independent FRET pairs allows to study the coordination of
well-separated domains in larger systems. Moreover, for any multi-color experiment, the additional colors
may be used to probe the presence of binding partners together with the distance information provided by
FRET. By using the most blue-shifted fluorophores to probe the binding interaction, the FRET system is not
disturbed by the additional labels and can be probed by alternating excitation. The main limitation for moving
to more colors, however, remains the lack of suitable dyes in the UV or NIR region of the spectrum. In the
three-color experiments presented here, the use of dyes with absorption in the range of 480 nm, 560 nm and
640 nm provided the best compromise of spectral separation and photophysical properties. Available dyes in
the UV region, however, suffer from low extinction coefficients, while NIR dyes have low quantum yields.
At the moment, there is a significant push towards structural FRET in the community (Hellenkamp et al.,
2018, 2016; Kalinin et al., 2012; Muschielok et al., 2008). By combining the distance information provided by
many FRET sensors with structural modeling, it becomes possible to derive e.g. the precise positioning and
arrangements of domains or the binding geometry of nucleic acids to protein surfaces. While three-color FRET
is capable of measuring three distances at once, the reduction in the number of measurements required does
certainly not offset the increased experimental complexity of fluorescent labeling and data analysis in three-
color FRET. However, since biomolecules are often found in equilibrium between different conformations, the
coordinated information provided by 3C-PDA may prove vital to correctly assign the distances of the different
FRET sensors in complex systems. Lastly, 3C-PDA may be readily extended to account for dynamic inter-
conversion as described for 2C-PDA in section 2.10.4, which will enable the study of complex conformational
dynamics. Since the specific labeling of nucleic acids with multiple fluorophores is less difficult than for pro-
teins (Liu et al., 2015), one promising application of 3C-PDA would be e.g. the study of RNA secondary and
tertiary structure formation and dynamics (Stephenson et al., 2013).
Quantitative Single-Molecule Three-Color Förster Resonance Energy Transfer by Photon Distribution Analy-
sis. by Barth, A., Voith von Voithenberg, L. & Lamb, D. C. bioRxiv doi:10.1101/372730 (2018)
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3.2 Paper 2: Directional Photonic Wire Mediated by Homo-Förster Reso-
nance Energy Transfer on a DNA Origami Platform
FIGURE 3.3: A homoFRET-mediated photonic wire on a DNA origami platform. (A) Schematic of the DNA origami
platform and transition pathways in the multi-fluorophore system. The thickness of the arrows corresponds to the
efficiency of energy transfer between the green transmitter dyes. The fluorophores are Alexa488 (blue), Cy3 (green)
and Cy5 (red). (B) Ensemble fluorescence emission spectra of different DNA origami constructs with a single
transmitter dye (yellow, purple and green) and all three transmitter dyes (blue) after excitation of the blue donor
dye. Significant energy transfer to the red acceptor is only observed if all transmitters are present. Adapted from
Nicoli et al., 2017.
In this paper, ensemble fluorescence spectroscopy is combined with single-molecule two- and three-color PIE-
MFD experiments to study the energy transfer through a combined hetero- and homo-FRET cascade on a DNA
origami structure, enabling energy transfer over a total distance of 16 nm.
3.2.1 Motivation and key results
In photosynthetic organisms, light-harvesting complexes rely on energy transfer cascades to channel the en-
ergy of the absorbed photons to the reaction center of the complex to convert it into chemical energy. While
energy transfer on the sub-nanometer length scale occurs mainly through coupled excitons, long range trans-
fer (> 1 nm) is mediated by dipole-dipole interactions through resonance energy transfer. To understand the
role of long-range energy transfer in these systems, artificial linear arrangements of spectrally different fluo-
rophores were created using DNA origami nanotechnology (Rothemund, 2006), allowing precise control over
the positioning with sub-nanometer accuracy. The designed energy transfer cascade or "photonic wire" is
shown in Figure 3.3 A. The energy is transfer from the blue donor dye (Alexa488) to the red acceptor dye (Cy5)
through homo-FRET between three identical green transmitter dyes (Cy3). The efficiency of energy transfer
is first evaluated using ensemble fluorescence spectroscopy (Figure 3.3 B). The observation of significant ac-
ceptor emission after excitation of the donor dye shows that the photonic wire is capable of energy transfer
over a distance of ∼16 nm. The contributions of the individual pathways in the multi-fluorophore system to
the overall energy transfer were systematically investigated through analysis of all possible subsystems of the
BGGGR cascade.
A major hurdle in DNA origami nanotechnology is the manufacturing cost, making it unfeasible to produce
large amounts of material. As a consequence, ensemble methods, which rely on measuring a large number
of molecules, are limited in their achievable signal-to-noise ratio, making single molecule methods the perfect
tool to study DNA origami constructs. Moreover, while ensemble methods inherently report only an average
value and thus hide potential heterogeneity of the sample, single-molecule methods make it possible to inves-
tigate the functionality and efficiency of individual nano-machines. Using species-selective analysis of sub-
populations in the single-molecule analysis, time-resolved information about the fluorescence and anisotropy
decays was obtained. In the measurements of two-color photonic wires carrying only the acceptor dye and
two or three transmitter dyes, species-selective analysis allowed us to simultaneously address the efficiency
of hetero-FRET from the double-labeled population and homo-FRET from the donor-only population. The
efficiency of homo-FRET between Cy3 fluorophores was addressed from the residual fluorescence anisotropy,
which is reduced by the occurrence of homo-FRET (see section 2.2.4). Interestingly, the overall energy transfer
to the acceptor dye originating from direct excitation of the Cy3 homo-FRET system was found to be enhanced
compared to the average efficiency of systems carrying only a single Cy3 fluorophore as donor. Since the
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energy transfer by homo-FRET lacks directionality, the excitation energy is effectively delocalized over the
homo-FRET system and depleted by the acceptor acting as an energy sink. Energy transfer in the complete
photonic wire from the blue donor dye to the red acceptor was only efficient if all three transmitter dyes were
present (Figure 3.3 B).
3.2.2 Outlook: Artificial light harvesting systems
DNA origami as a molecular breadboard is an ideal tool to study energy transfer in complex dye assemblies.
While in this work a simple linear dye arrangement was studied, the presented approach may also be applied
to study different geometries such as a planar circular arrangement of donor dyes (Hemmig et al., 2016) or
more complex, three-dimensional geometries through the use of three-dimensional origami structures (Dou-
glas et al., 2009; Dutta et al., 2011), or to probe the effect of the density of the dyes on the efficiency of the energy
cascade. Moreover, it would be interesting to increase the number of spectrally different fluorophores or to
combine multiple homo-FRET networks. Moving closer to biological systems, the use of naturally-occurring
fluorophores from the pigments of light-harvesting complexes, such as carotenoids or chlorophylls, for the
analysis presented here should in principle also be possible based on previous single-molecule studies (J.-E.
Lee et al., 2010; Squires and Moerner, 2017; Wörmke et al., 2007).
Directional Photonic Wire Mediated by Homo-Förster Resonance Energy Transfer on a DNA Origami Plat-
form. by Nicoli, F.∗, Barth, A.∗, Bae, W., Neukirchinger, F., Crevenna, A. H., Lamb, D. C., & Liedl, T. ACSNano
11(11), 11264-11272 (2017)
∗ These authors contributed equally.
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In this work, the structural dynamics of a small fragment of the cellulosome are analyzed quantitatively using
dynamic photon distribution analysis and filtered fluorescence correlation spectroscopy.
3.3.1 Motivation and key results
Cellulosomes are extra-cellular multimodular protein macro-complexes that digest plant cell walls with high
efficiency. Their central module is the protein scaffoldin which consists of nine type I cohesin domains, a
cellulose-binding domain and a type II cohesin domain that connects with the cell wall. The individual com-
ponents of scaffoldin are connected by flexible linkers of variable length. Scaffoldin alone has no catalytic
activity, but serves as a scaffold to recruit different enzymatic modules that bind to the type I cohesin domains
through dockerin domains. The cohesin-dockerin interaction is one of the strongest non-covalent interactions
found in nature (Stahl et al., 2012). Due to the highly dynamic structural organization of the cellulosome,
conventional structural approaches such as X-ray crystallography are not suited to characterize their confor-
mation. Structural characterization of fragments of the cellulosome has thus mostly relied on low-resolution
structural methods such as nuclear magnetic resonance (NMR) and small angle X-ray scattering (SAXS), re-
vealing a highly dynamic picture of the individual components of the cellulosome.
In this work, the conformational dynamics of the cohesins 8 and 9, connected by their flexible wild type linker,
are investigated using four separate FRET sensors to probe four different interdomain distances. To obtain a
complete understanding of the structural dynamics of the system, the complementary methods of dynamic
photon distribution analysis (PDA, see section 2.10.4) and filtered fluorescence correlation spectroscopy (fFCS,
see section 2.9.6) are combined with the atomistic information obtained from molecular dynamics simulations.
The CohI8-CohI9 fragment is found to form transient interdomain contacts on the millisecond timescales, while
structural fluctuations of the non-interacting states occur on the microsecond timescale (Figure 3.4). Surpris-
ingly, shortening of the linker peptide by half does not impair the conformational dynamics. The addition of
dockerin-bearing enzymes did also not inhibit formation of interdomain contacts, but increased the average
separation distance in the non-interacting state. Molecular dynamics simulations likewise showed the for-
mation of stable interdomain contacts. As none of the different binding modes observed in the simulations
obstructed the dockerin-binding interfaces, the biological function of the cohesin domains is thus not exclu-
sive with the structural dynamics. This indicates that cohesin-cohesin interactions may serve to fine-tune the
structure of the cellulosome to optimize the catalytic efficiency, while providing flexibility to adapt to rapidly
changing environments.
FIGURE 3.4: Conformational dynamics of the CohI8-CohI9 fragment of the cellulosome. Left: The CohI8-CohI9
fragment of the scaffoldin is found to be freely fluctuating in the open state on the timescale of∼10 µs as quantified
by filtered-FCS analysis (inset). Right: Stable contacts between the two CohI modules persist on the millisecond
timescale and were analyzed by dynamic photon distribution analysis (inset above arrow).
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3.3.2 Outlook: Structural dynamics of the cellulosome
There are still a lot of open questions about the structural organization of the cellulosome. In a next step, the
study of larger fragments of the scaffoldin could answer the question of interactions between non-neighboring
cohesin modules. Here, three-color FRET could be used to study multiple interactions simultaneously and
thus reveal the coordination of intermodular contacts. Similar to the cohesin dyad studied here, the dockerin
domains of the enzymatic units are connected to the enzyme through long flexible linkers, and similar inter-
actions might play a role in these systems. Another interesting aspect of the cohesin-dockerin interaction is
its dual binding mode, whereby the dockerin may bind in two orientations that are rotated by 180◦ (Carvalho
et al., 2007). The two orientations should be distinguishable by single-molecule FRET, which could be used to
measure the distribution over the two configurations under different conditions.
Dynamic interactions of type I cohesin modules fine-tune the structure of the cellulosome of Clostridium
thermocellum. by Barth, A., Hendrix, J., Fried, D., Barak, Y., Bayer, E., & Lamb, D. C. Proceedings of the National
Academy of Sciences 116(48), E11274–E11283 (2018)
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FIGURE 3.5: The dynamics of PET-quenching in the S-peptide studied by PET-FCS and molecular dynamics sim-
ulations. Shown is a zoom-in of the root mean square deviation (RMSD) of the peptide residues calculated from
the molecular dynamics trajectory. Red-shaded areas indicate times when the dye (Atto655) was fluorescent, while
gray shaded errors indicated quenching. Structural dynamics of the peptide and quenching are decoupled. Tran-
sitions between quenched and unquenched states occurs on timescales less than 1 ns, as illustrated below the plot.
Adapted from Luitz et al., 2017.
In this combined experimental and theoretical study, the dynamics of PET quenching of the fluorophore
Atto655 by tryptophan were investigated in a small intrinsically disordered peptide, revealing the detrimental
effect that covalently attached moieties can have on the structure of small biomolecules.
3.4.1 Motivation and key results
Fluorescence correlation spectroscopy offers the unique possibility to study conformational dynamics of bio-
molecules from the timescale of minutes down to picoseconds. The high achievable temporal resolution is
especially useful for dynamic systems that elude commonly used structural biology tools such as X-ray crys-
tallography or NMR. One example of such a system is the family of intrinsically disordered proteins (IDP).
Using fluorescence labels, one can monitor the conformational dynamics of IDPs through FRET or, more com-
monly used, photoinduced electron transfer (PET, H. Neuweiler and M. Sauer, 2004). However, since these
proteins lack stable structure and are thus characterized by a flat energy surface with many possible confor-
mations, it is important to consider the effect of the covalent attachment of fluorophores and quenchers on the
conformational space of the molecule of interest. In this study, the timescales of the conformational dynam-
ics of a short IDP were measured by nanosecond-FCS using PET and compared to the results obtained from
all-atom molecular dynamics (MD) simulations.
The MD simulations revealed that the conformational space of the peptide is heavily influenced by the covalent
modification. pi-stacking interactions between the fluorophore Atto655 and the quencher tryptophan lock the
peptide into a stable backbone conformation (see Figure 3.5). In this conformation, quenching/unquenching
transitions occur decoupled from the conformational dynamics of the peptide. The timescale of the quenching
process extracted from MD agrees very well with the experimental value, indicating that the experimental
result does, in fact, not report on the conformational dynamics of the peptide.
3.4.2 Outlook
In this study, only a single model system has been tested. To derive general guidelines, it would be interesting
to study other combination of dyes and quenchers. Specifically, dye-quencher interactions could be minimized
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by choosing a pair that shows less attractive interactions or by modifying the moieties to induce charge repul-
sion. However, artifacts of the introduced labels may also occur through direct interactions with the peptide
residues. From the side of the simulations, more accurate force fields for fluorescent dyes are continuously
being developed, for which the presented approach may be used to address their viability for disordered sys-
tems.
Covalent Dye Attachment Influences the Dynamics and Conformational Properties of Flexible Peptides.
by Luitz, M. P.∗, Barth, A.∗, Crevenna, A. H., Bomblies, R., Lamb, D. C. & Zacharias, M. PLoS ONE 12(5),
e0177139 (2017)
∗ These authors contributed equally.
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FIGURE 3.6: Overview of the PAM software package. (A) The three main applications of PAM are ensemble spec-
troscopy, single-molecule spectroscopy and image analysis. (B) The workflow for single-molecule spectroscopy
by burst analysis in PAM. The data is sorted into PIE channels and processed using a burst search in the main
module PAM. Data exploration and further analysis is performed in the BurstBrowser module. Species-selective
analysis methods can be accessed from BurstBrowser using the modules PDAFit for photon distribution analysis,
FCSFit for analysis of species-selective correlation functions and TauFit for quantitative analysis of fluorescence and
anisotropy decays. Adapted from Schrimpf et al., 2018a.
In this paper, the software package PAM, short for "PIE Analysis with MATLAB", is introduced. To make the
methodologies implemented and developed in this thesis available to a wider audience, many efforts have
been undertaken to make PAM user-friendly and easily accessible.
3.5.1 Motivation
In the field of fluorescence microscopy and spectroscopy, many novel analysis methods have been developed
over the past century, while the modalities for data acquisition have remained largely unchanged. As a con-
sequence, an extensive toolbox of analyses is available to researchers, each sensitive to different properties of
the studied system. However, publications of new methods have not always included the source code for the
analysis, leaving researchers interested in trying out the method with the non-trivial task of writing their own
implementation. Arguably, the situation is currently improving as publishers now generally require that all
tools and datasets associated with a publication are also made available. However, even if software is pro-
vided with the publication, it is often not user-friendly or well documented, difficult to run and potentially
written in a programming language that the user is not familiar with. Combining different analysis methods
also requires the use of different software suites and programming languages, and data transfer between these
is often not trivial. On the other side, closed-source software suites from microscope manufacturers are costly
and often lack support for newly developed methods or are slow to implement them.
3.5.2 The PAM software package
PAM provides an integrated framework for the processing of fluorescence data and implements many cutting-
edge analysis methods for the analysis of ensemble, single-molecule or imaging data (Figure 3.6 A). The PAM
project aims to provide an easy-to-use software package with a high degree of automation that is compati-
ble with a variety of measurement schemes and setups, allowing the user to combine a variety of different
quantitative fluorescence analysis techniques on the same data set.
The central module of the software is used to sort the photons into PIE channels. From there, the sorted data
is transferred to specialized modules for further processing. The main areas are ensemble spectroscopy by
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fluorescence correlation spectroscopy and time-resolved fluorescence decay analysis, single-molecule spec-
troscopy by burst analysis, and image analysis including fluorescence lifetime imaging and image correlation
spectroscopy (Hendrix et al., 2013).
As an example, the workflow for single-molecule spectroscopy by burst analysis is illustrated in Figure 3.6 B.
After the photon sorting step, bursts are identified by a burst search routine (see section 2.10.1) and basic pa-
rameters such as the FRET efficiency and stoichiometry are computed. Advanced parameters which are more
time consuming to compute (such as the fluorescence lifetime and the ALEX-2CDE or FRET-2CDE filters,
see section 2.10.5) may be calculated on demand. The burst dataset is then explored using the BurstBrowser
module. BurstBrowser offers extensive capabilities for sorting, filtering and comparison of different datasets
or subpopulations. Quantitative analysis of parameter distribution is possible by fitting to two-dimensional
Gaussian functions. Additionally, all necessary corrections to the photon counts for the calculation of quanti-
tative FRET efficiencies and stoichiometries can be performed (see section 2.10.2). If PIE is used, the correction
factors can additionally be extracted from the dataset automatically. Advanced analysis of selected species is
performed using other modules of PAM. Filtered-FCS and species-selective FCS curves (see section 2.10.6) are
calculated in BurstBrowser and subsequently analyzed using FCSFit. For photon distribution analysis (see sec-
tion 2.10.4), single-molecule events are processed into equal time bins in BurstBrowser and fit using the PDAFit
module. Lastly, for species-selective analysis of the fluorescence and anisotropy decays, the photons of the
selected species are pooled and histogrammed before being sent to the TauFit module for quantitative analysis
by reconvolution fitting (see section 2.8).
3.5.3 Outlook
The PAM software package is continually being developed through improvements of existing functionalities or
the implementation of new methods such as three-color photon distribution analysis in the module tcPDA (see
section 3.1). Nowadays, the publication of new analysis methods is also routinely accompanied by the source
code (often written in MATLAB), making their implementation into the software straightforward. The ongoing
development aims at improving the handling of multiple datasets within the software for convenient parallel
or global analysis of large amounts of data. Within the community, there is a also a push for standardization
of experimental protocols (Hellenkamp et al., 2018) and data storage. A common file format for single-photon
counting data facilitates the interchange between different laboratories and allows one to append the raw data
associated with a publication in a defined format. To this end, PAM includes full support for import and export
of the Photon-HDF5 file format (Ingargiola et al., 2016).
Contributions Besides work on the main module PAM, in this work the modules for burst analysis (Burst-
Browser), including further the modules PDAFit and functionality for filtered-FCS analysis and quantitative
fluorescence decay analysis (TauFit) were developed. As part of Paper 1, functionality for three-color photon
distribution analysis is implemented in the module tcPDA.
Availability The PAM software package is hosted at GitLab in a Git repository for version control and col-
laborative development: http://www.gitlab.com/PAM-PIE/PAM.
PAM: A Framework for Integrated Analysis of Imaging, Single-Molecule, and Ensemble Fluorescence Data.
by Schrimpf, W.∗, Barth, A.∗, Hendrix, J., & Lamb, D. C. Biophysical Journal 114, 1518-1528 (2018)
∗ These authors contributed equally.
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Stability of local secondary structure determines selectivity of viral RNA chaperones. by Bravo, J. P. K.,
Borodavka, A., Barth, A., ..., Lamb, D. C. & Tuma, R., Nucleic Acids Research, doi:10.1093/nar/gky394 (2018)
This work presents structural and functional data for two RNA-binding proteins from different viruses. The
author performed and analyzed single-molecule FRET experiments to investigate the RNA-unwinding capa-
bilities of the proteins σNS and NSP2. Part of the work is presented in section 2.10.6.
Recognition of the 3’ splice site RNA by the U2AF heterodimer involves a dynamic population shift. by
Voith von Voithenberg, L., Sanchez-Rico, C., ..., Barth, A., ..., Sattler, M., & Lamb, D. C., Proceedings of the
National Academy of Sciences 113(46), E7169–E7175 (2016)
The interaction of the spliceosomal protein U2AF with different RNA sequences is investigated using nu-
clear magnetic resonance and single-molecule FRET. The author contributed new analytical tools to the analy-
sis of the single-molecule FRET experiments, namely filtered fluorescence correlation spectroscopy (see sec-
tion 2.9.6), and assisted in the analysis and interpretation.
Bap (Sil1) regulates the molecular chaperone BiP by coupling release of nucleotide and substrate. by
Rosam, M., Krader, D., Nickels, C., ..., Barth, A., ..., Lamb, D. C. & Buchner, J., Nature Structural & Molecu-
lar Biology 25, 90–100 (2018)
In this work, the role of the nucleotide exchange factor Bap on the function and conformation of the Hsp70
chaperone BiP is studied using a combination of single-molecule FRET by burst analysis, analytical ultra-
centrifugation, hydrogen deuterium exchange and ensemble biochemical techniques. The author contributed
analytical tools and assisted in the analysis and interpretation of the single-molecule FRET data.
MFD-PIE and PIE-FI: Ways to Extract More Information with TCSPC by Barth, A., Voith von Voithenberg,
L. & Lamb, D. C. in Advanced Photon Counting: Applications, Methods, Instrumentation (Springer International
Publishing, 2014)
This book chapter gives an overview of the advantages of combining pulsed interleaved excitation (PIE) with
single-molecule FRET analysis and fluctuation imaging.
Evaluation of Blue and Far-Red Dye Pairs in Single-Molecule FRET Experiments. by Vandenberk, N.,
Barth, A., Borrenberghs, D., Hofkens, J. & Hendrix, J. J. Phys. Chem. B (2018)
To provide guidelines for choosing the right pair of dyes for single-molecule FRET experiments, this paper
compares the performance of the blue dyes Atto488 and Alexa488 as FRET donors and the dyes Alexa647,
Atto647N, Atto655 and StarRed as FRET acceptors. The author developed tools for the analysis and assisted
in the interpretation of the single-molecule FRET data.
Precision and Accuracy of Single-Molecule FRET Measurements—a Multi-Laboratory Benchmark Study.
by Hellenkamp, B., Schmid, S., ..., Barth, A., ..., Michaelis, J., Seidel, C. A. M., Craggs, T. D. & Hugel, T., Nature
Methods 15 (2018)
The author participated in this worldwide benchmark study on single-molecule FRET measurements.
Phosphorylation decelerates conformational dynamics in bacterial translation elongation factors. by Ta-
lavera, A., Hendrix, J., ..., Barth, A., ..., Loris, R. & Garcia-Pino, A., Sci Adv 4, eaap9714 (2018)
In this study, the combinations of structural and ensemble biochemical methods with single-molecule FRET
revealed the conformational dynamics of the ribosomal elongation factor EF-Tu. The author develop new
analytical tools, namely dynamic photon distribution analysis (see section 2.10.4), and assisted in the analysis
of the single-molecule FRET experiments.
Excited-state annihilation reduces power dependence of single-molecule FRET experiments. by Nettels,
D., ..., Barth, A., ... Schuler, B. Phys. Chem. Chem. Phys. 17, 32304–32315 (2015)
In this work, the photophysical transitions in FRET systems are studied using nanosecond FCS (see sec-
tion 2.9.3). The contribution of the author to this work was done before the start of the doctoral thesis in the
group of Prof. Christian Hübner at the University of Lübeck and may be found in the supporting information
of the paper.
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Summary and Conclusions
In this thesis, many different aspects of single-molecule spectroscopy have been used to study various sys-
tems ranging from artificial assemblies to biological complexes. The fast dynamics of an unstructured peptide
on the nanosecond timescale could be addressed by the combination of correlation spectroscopy and pho-
toinduced electron transfer. A detailed characterization of the dynamic conformational space of a tandem
fragment of the cellulosome revealed micro- and millisecond dynamics mediated by previously unknown in-
teractions. Species-selective analysis of the fluorescence lifetime and anisotropy was applied to elucidate the
energy transfer pathways in a homo-FRET photonic wire, whose efficiency was also evaluated by three-color
single-molecule fluorescence spectroscopy. Lastly, the toolbox of single-molecule burst analysis was extended
to three colors through the development of three-color photon distribution analysis, providing a framework
for the quantitative analysis of three-color FRET experiments.
The standard analysis of single-molecule burst analysis experiments is often limited to a comparison of FRET
efficiency histograms, while other valuable parameters of the fluorescence signal are often either not available,
disregarded or only used as controls. The analyses presented in this thesis largely go beyond this simple pic-
ture and make wide use of additional parameters and dimensions in combination with the sorting capabilities
offered by the single-molecule approach. Through species-selective analysis of the fluorescence decay, quanti-
tative information is obtained about the photophysics of the fluorescent probe. The time-resolved anisotropy
likewise is a valuable parameter to address the rotational properties of the dye or macromolecule. By combin-
ing burst analysis with fluorescence correlation spectroscopy it is possible to connect the diffusion properties
of the molecule with its conformational state. Lastly, conformational dynamics can be studied with high sen-
sitivity through the combination of lifetime, anisotropy and color information in filtered-FCS.
An approach that has been used in multiple studies in this thesis is the combination of experiments with molec-
ular simulations, either for cross-validation or to obtain additional insights. While the distance-information
obtained through FRET is often compared to expected distances estimated from crystal structures, this ap-
proach was not applicable to the dynamic systems studied here. To this end, protocols were established for the
comparative evaluation of PET-FCS and single-molecule FRET experiments. Examples are the extraction of the
timescales of quenching dynamics in the S-peptide, and the estimation of dynamically-averaged distances of
the extended state of the cohesin dyad. Even in the case of thought-to-be static systems, relaxation of the crys-
tal structure, which is potentially affected by the crystal packing, through MD simulations can provide a more
accurate structural model that should be preferred for the validation of experimentally obtained distances.
One of the central aims of this work was to set a foundation for future applications and developments of single-
molecule spectroscopy. By providing an integrated analysis framework through the PAM software package,
the first step is taken towards a collaborative development of new methodologies that will be directly avail-
able to the user base. In addition to the implementation of several published methodologies during this thesis,
such as photon distribution analysis and filtered fluorescence correlation spectroscopy, the new method of
three-color photon distribution analysis enables a quantitative analysis of single-molecule three-color FRET
experiments, opening up the unique possibility to investigate coordinated conformational changes by measur-
ing three distances simultaneously. Researchers in possession of a microscope capable of measuring single-
molecule three-color FRET can readily use the developed software to extract quantitative distance information
from the recorded fluorescence signal, allowing to address new questions in established systems through more
complex experimental schemes.
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Appendix A
Homo-FRET
A.1 Homo-FRET and fluorescence lifetime
The lack of any effect of homo-FRET on the fluorescence lifetime can be understood by considering multiple
energy transfer steps between identical fluorophores. The quenched fluorescence lifetime in the presence of
homo-FRET is given by:
τ = (1− E)τ0 (A.1)
However, since the emission of the donor and acceptor fluorophore is indistinguishable, the unquenched life-
time is measured experimentally. After energy transfer, the acceptor fluorophore may either fluoresce, or
transfer the energy back to the identical donor fluorophore. The decay of either fluorophore follows an ex-
ponential distributions with the reduced lifetime as given in equation A.1. The expected value of the sum of
random variables is the sum of the individual expected values. Thus, the average decay time after n transfer
steps is given by τn = (n+ 1)τ. The average lifetime over all possible transfer sequences is then given by:
〈τ〉 = (1− E)τ + E(1− E)2τ + E2(1− E)3τ + E3(1− E)4τ + ...
= (1− E)τ
∞
∑
i=1
iEi−1
(A.2)
We can find an expression for the infinite sum by using the identity:
∞
∑
k=1
kzk =
z
(1− z)2 (A.3)
〈τ〉 = 1− E
E
τ
∞
∑
i=1
i ∗ Ei = 1− E
E
τ
E
(1− E)2 =
τ
1− E (A.4)
Using equation A.1, the average lifetime is thus equivalent to the unquenched lifetime:
〈τ〉 = τ
1− E =
(1− E)τ0
1− E = τ0 (A.5)
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A.2 Homo-FRET and anisotropy
Energy transfer between identical fluorophores (homo-FRET) cannot be measured spectrally or by the fluorescence
lifetime (see previous section). However, in the presence of homo-FRET, the measured fluorescence anisotropy
is decreased. Energy transfer can occur over a wide range of angles between the donor and acceptor dipole
moments and thus results in a significant amount of depolarization.
Consider a fluorophore with a steady-state anisotropy 〈r〉0 in the absence of homo-FRET, undergoing homo-
FRET to an identical fluorophore with FRET efficiency E, upon which the emission is depolarized by the factor
d. The fluorophores may undergo repeated energy transfer steps back and forth, upon which the signal is
further depolarized. The measured average anisotropy is then given by:
〈r〉 = 〈r〉0 (1− E) + 〈r〉0 (1− E) Ed+ 〈r〉0 (1− E) E2d2 + . . . (A.6)
We can simplify the infinite sum and obtain:
〈r〉 = 〈r〉0
1− E
1− Ed (A.7)
Thus, if the depolarization of a single transfer step d is known, the homo-FRET efficiency can be calculated
from the decrease of the steady-state anisotropy by:
E =
〈r〉0 − 〈r〉
〈r〉0 − d 〈r〉
(A.8)
Assuming that a single transfer step is sufficient to depolarize the emission completely (i.e. d ≈ 0), the formula
simplifies to:
E = 1− 〈r〉〈r〉0
(A.9)
This equation is similar to the relation between the donor lifetime and the FRET efficiency.
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Quantitative single-molecule three-color Förster resonance energy 
transfer by photon distribution analysis 
Anders Barth, Lena Voith von Voithenberg and Don C. Lamb* 
Department of Chemistry, Center for Integrated Protein Science Munich, Nanosystems Initiative 
Munich and Center for Nanoscience, Ludwig-Maximilians-Universität München, Butenandtstr. 5-13, 
81377 Munich, Germany 
* Corresponding author: d.lamb@lmu.de 
Abstract 
Single-molecule Förster resonance energy transfer (FRET) is a powerful tool to study conformational 
dynamics of biomolecules. Using solution-based single-pair FRET by burst analysis, conformational 
heterogeneities and fluctuations of fluorescently labeled proteins or nucleic acids can be studied by 
monitoring a single distance at a time. Three-color FRET is sensitive to three distances 
simultaneously and can thus elucidate complex coordinated motions within single molecules. While 
three-color FRET has been applied on the single-molecule level before, a detailed quantitative 
description of the obtained FRET efficiency distributions is still missing. Direct interpretation of three-
color FRET data is additionally complicated by an increased shot noise contribution when converting 
photon counts to FRET efficiencies. However, to address the question of coordinated motion, it is of 
special interest to extract information about the underlying distance heterogeneity, which is not easily 
extracted from the FRET efficiency histograms directly. Here, we present three-color photon 
distribution analysis (3C-PDA), a method to extract distributions of inter-dye distances from three-
color FRET measurements. We present a model for diffusion-based three-color FRET experiments 
and apply Bayesian inference to extract information about the physically relevant distance 
heterogeneity in the sample. The approach is verified using simulated data sets and experimentally 
applied to triple-labeled DNA duplexes. Finally, 3C-FRET experiments on the Hsp70 chaperone BiP 
reveal conformational coordinated changes between individual domains. The possibility to address 
the co-occurrence of intramolecular distances makes 3C-PDA a powerful method to study the 
coordination of domain motions within biomolecules during conformational changes. 
Significance: 
In solution-based single-molecule Förster resonance energy transfer (FRET) experiments, 
biomolecules are studied as they freely diffuse through the observation volume of a confocal 
microscope, resulting in bursts of fluorescence from single molecules. Using three fluorescent labels, 
one can concurrently measure three distances in a single molecule but the experimentally limited 
number of photons is not sufficient for a straight-forward analysis. Here, we present a probabilistic 
framework, called three-color photon distribution analysis (3C-PDA), to extract quantitative 
information from single-molecule three-color FRET experiments. By extracting distributions of inter-
dye distances from the data, the method provides a three-dimensional description of the 
conformational space of biomolecules, enabling the detection of coordinated movements during 
not peer-reviewed) is the author/funder. All rights reserved. No reuse allowed without permission. 
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 2 
conformational changes. 
Introduction: 
Förster resonance energy transfer (FRET) is a powerful tool to measure intra- or intermolecular 
distances in the range of 2-10 nm on the single-molecule level. It has been widely applied on the 
single-molecule level to study the conformational landscape of proteins and nucleic acids using 
surface-immobilization (1-4) or in solution (5-9). In the latter case, molecules are studied at picomolar 
concentrations as they diffuse through the observation volume of a confocal microscope, resulting in 
bursts of fluorescence signal from single molecules (Figure 1A-B) (10-13). The photons from a single 
molecule burst are analyzed and the molecule-wise distribution of FRET efficiencies provides 
information regarding the conformational states and dynamics of the biomolecules. Extensions of this 
method have included lifetime and polarization information (9) as well as direct probing of the 
acceptor fluorophore using alternating excitation schemes (14, 15) to increase sorting capabilities and 
informational content of the measurements. Accurate FRET measurements require carefully 
determined correction factors for spectral crosstalk, direct excitation of the acceptor fluorophore, and 
differing photon detection efficiencies and quantum yields (16). Using the methods of alternating laser 
excitation (ALEX) or pulsed interleaved excitation (PIE), these correction factors can be determined 
from the experiment directly (14, 17). Diffusion-based FRET measurements avoid possible artifacts 
related to surface immobilization. This advantage comes at the cost of a limited detection time of a 
few milliseconds per molecule, restricted by the diffusion time through the observation volume as well 
as fewer photons and thus increased shot noise. The shot-noise contribution can be accounted for in 
the analysis. Thus, it is possible to elucidate the contributions of physically relevant broadening of the 
FRET efficiency histogram (18, 19) to study static conformational heterogeneity as well as dynamical 
interconversion between distinct states (20, 21). This method, named the photon distribution analysis 
(PDA), has been widely applied in the field (22-29). 
Two-color FRET is limited to the observation of a single distance at a time. Multiple distance readouts 
are thus only available in separate experiments. Three-color FRET enables the monitoring of three 
distances in one experiment (30-34). While the same distance distributions are obtainable from three 
two-color FRET experiments, information about the correlation of distance changes and thus the 
coordination of molecular movements is only obtained using three-color FRET. This is possible since 
three-color FRET experiments contain information about the co-occurrence of distances for the 
individual FRET sensors. During the last decade, a number of single-molecule multicolor FRET 
studies have been performed both in solution and using surface immobilization (35-41). Proof-of-
principle experiments showing the possibility to extract accurate distances from solution-based 
experiments, however, have been limited to the extraction of average values (35, 36), while a 
complete description of the shape of the FRET efficiency histogram is still missing. Three-color FRET 
using surface immobilization has been applied to study coordinated motion in different nucleic acid 
systems (36-39) and the oligomerization state of proteins (42). With the development of new 
strategies for protein labeling (43-46), it is becoming more feasible to site-specifically label proteins 
with three or more fluorophores, opening up the possibility to study coordinated movements within 
not peer-reviewed) is the author/funder. All rights reserved. No reuse allowed without permission. 
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single proteins during their conformational cycle. 
However, the extension of two-color FRET to three-color FRET is not as straightforward as it appears 
and there are many challenges that limit the quantitative analysis of three-color FRET data. First of 
all, the signal fractions in a three-color FRET experiment are not easily interpreted in terms of 
distances, as is the case in a two-color FRET experiment. Moreover, any heterogeneity observed for 
these quantities is difficult to relate to physically relevant distance heterogeneity of the studied 
system. To complicate the issue, shot noise is a larger problem in three-color FRET measurements 
because signal after excitation of the donor dye is distributed among three channels, lowering the 
achievable signal-to-noise ratio. Fluorophores, detectors and optics have been optimized for the 
visual region of the spectra, which minimizes the obtainable spectral separation of the three channels 
used for three-color FRET. Hence, larger corrections need to be applied to account for spectral 
crosstalk and direct excitation of the fluorophores. Thus, extracting accurate distances from three-
color FRET experiments remains challenging. To this end, a detailed statistical analysis of the 
experiment with respect to the underlying three-dimensional distance distribution is needed, which 
opens up the possibility to study coordinated movements within single biomolecules by analyzing 
correlations between measured distances.  
Here, we present three-color photon distribution analysis (3C-PDA), an extension of the framework of 
photon distribution analysis to three-color FRET systems. The method is based on a likelihood 
function for the three-color FRET process in diffusion-based experiments. We apply model-based 
Bayesian inference using the Metropolis-Hastings algorithm (47, 48) to infer the model parameters. 
The method is tested using synthetic data and applied experimentally to triple-labeled double-
stranded DNA as a model system and to investigate the coordinated motions with the Hsp70 
chaperone BiP. 
Theory: 
Three-color FRET 
FRET is the non-radiative energy transfer from a donor fluorophore 𝐷 to an acceptor fluorophore 𝐴 
mediated by dipole-dipole interactions with a strong dependence on distance (49): 
𝐸 = 11 + ' 𝑅𝑅)*+ (1) 
where 𝑅 is the interdye distance and 𝑅) is the Förster distance which depends on the quantum yield 
of the donor fluorophore Φ/, the spectral overlap integral 𝐽, the orientation of the donor and acceptor 
fluorophore through the factor 𝜅2 and the refractive index of the surrounding medium 𝑛: 𝑅) ∝ 5Φ/𝐽𝜅2𝑛678 (2) 
In the experiment, the amount of energy transfer can be measured by separating the fluorescence 
signal according to the emission spectra of the donor and acceptor fluorophore. A qualitative measure 
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The copyright holder for this preprint (which was. http://dx.doi.org/10.1101/372730doi: bioRxiv preprint first posted online Jul. 25, 2018; 
92 Appendix B. Appended Papers
 4 
of the FRET efficiency can be obtained from the raw signal fractions in the donor and acceptor 
channels after donor excitation (𝐼//ex, 𝐼=/ex), which we call the proximity ratio 𝑃𝑅: 
𝑃𝑅 = 𝐼=/ex𝐼//ex + 𝐼=/ex (3) 
 
When alternating laser excitation is employed using PIE or ALEX (17, 50), accurate intensity-based 
FRET efficiencies can be determined when appropriate corrections are applied to the photon 
counts (17):  
𝐸 = 𝐼=/ex − 𝛼𝐼//ex − 𝛿𝐼==ex𝛾𝐼//ex + 𝐼=/ex − 𝛼𝐼//ex − 𝛿𝐼==ex (4) 
where α is the correction factor for spectral crosstalk of the donor in the acceptor channel, δ is the 
correction factor for direct excitation of the acceptor at the wavelength of the donor, g is the correction 
factor for different quantum yields and detection efficiencies of the fluorophores, and 𝐼==ex 	is the signal 
in the acceptor channel after acceptor excitation. 
In three-color FRET, energy can be transferred from a donor fluorophore 𝐷 to two spectrally different 
acceptor fluorophores 𝐴H and 𝐴2 (see Figure 1C-D). One of the acceptors, which we define as 𝐴H, 
may also transfer energy to the lower energy acceptor 𝐴2. Thus, the signal observed for 𝐴2 contains 
contributions from two possible pathways, either from direct energy transfer from 𝐷, or from two-step 
energy transfer mediated by 𝐴H. The signal fractions after excitation of the donor dye are defined by: 
𝑃𝑅/=I = 𝐼=I/ex𝐼//ex + 𝐼=I/ex + 𝐼=J/ex ; 					𝑃𝑅/=J = 𝐼=J/ex𝐼//ex + 𝐼=I/ex + 𝐼=J/ex (5) 
It should be noted that, contrary to two-color FRET, these quantities are not directly related to 
distances. 
The FRET efficiency is defined as the fraction of transitions from the excited donor dye to the 
acceptor dye, given by: 
𝐸 = 𝑘N𝑘O + 𝑘N + 𝑘nr (6) 
where 𝑘N is the rate of energy transfer, 𝑘O is the intrinsic radiative decay rate of the donor, and 𝑘ST is 
the sum over all non-radiative relaxation pathways of the donor. In three-color FRET systems, energy 
transfer may occur from the donor dye to either acceptor. The efficiency of energy transfer to one 
acceptor dye is thus modified by the quenching effect of the second acceptor dye, effectively reducing 
the Förster radius of the dye pair. In analogy to equation 6, one can define apparent FRET 
efficiencies from the donor dye to either acceptor 𝐸/=UV , which describe the transition probabilities in 
the three-color FRET system as shown in Figure 1C. 
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𝐸/=UV = 𝑘N/→=U𝑘O/ + 𝑘N/→=U + 𝑘N/→=X + 𝑘nr/ (7) 
The total FRET efficiency from the donor dye to both acceptor dyes is then given by: 
𝐸/→=I=J = 𝐸/=IV + 𝐸/=JV = 1 − 𝜏/(=I=J)𝜏/()) (8) 
where 𝜏/()) is donor lifetime in the absence of either acceptor, and 𝜏/(=I=J) is the donor lifetime in the 
presence of both acceptors. 
The conversion of apparent FRET efficiencies to physical distances is more involved than for two-
color FRET due to the additional quenching of the donor by the second acceptor. To define the 
equivalent of a single-pair FRET efficiency, we ignore the presence of the other acceptor in the rate 
equation:  
𝐸/=U = 𝑘N/→=U𝑘O/ + 𝑘N/→=U + 𝑘nr/ (9) 
From the definition of the single-pair FRET efficiencies, we calculate the apparent FRET efficiencies 
for three-color FRET as defined in equation 7: 
𝐸/=IV = 𝐸/=I]1− 𝐸/=J^1 − 𝐸/=I𝐸/=J (10) 
𝐸/=JV = 𝐸/=J]1− 𝐸/=I^1 − 𝐸/=I𝐸/=J (11) 
Thus, when the distances are known, the transition probabilities in the three-color FRET system can 
be calculated by means of equations 1, 10 and 11. 
Excitation of the donor dye yields three signal streams and thus two independent intensity ratios, 
which is insufficient to solve the three-color FRET system for the three inter-dye distances. Thus, to 
calculate distance-related three-color FRET efficiencies, the FRET efficiency between the two 
acceptor dyes 𝐸=I=J needs to be determined independently. In the experiment, this information is 
obtained by alternating the excitation of the blue and green dye (Figure 1C-D and Supplementary 
Figures S1-2). The FRET efficiencies in the three-color FRET system are then calculated using: 
𝐸=I=J = 𝐼=J=I,ex𝐼=I=I,ex + 𝐼=J=I,ex (12) 
𝐸/=I = 𝐼=I/ex𝐼//ex]1 − 𝐸=I=J^ + 𝐼=I/ex (13) 
𝐸/=J = 𝐼=J/ex − 𝐸=I=J]𝐼=I/ex + 𝐼=J/ex^𝐼//ex + 𝐼=J/ex − 𝐸=I=J '𝐼//ex + 𝐼=I/ex + 𝐼=J/ex* (14) 
A detailed derivation of equations 10-14 is given in Supplementary Note 1 and may be found in ref. 
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(33). Extensions of equations 13 and 14 with correction factors for real experimental conditions are 
given in Supplementary Note 2.  
In our experiments, a blue, green and red dye are used. Hence, we change the notation from the 
general case of one donor dye with two acceptor dyes (𝐷, 𝐴H, 𝐴2) to the specific notation indicating 
the dye colors (𝐵, 𝐺, 𝑅). The emission probabilities 𝜀 in the three-color FRET system can be 
calculated according to: 𝜀dd = 1 − 𝐸deV − 𝐸dfV 	 (15) 𝜀de = 𝐸deV (1 − 𝐸ef) (16) 𝜀df = 𝐸deV 𝐸ef + 𝐸dfV (17) 
where 𝜀gh	describes the probability to detect a photon in channel 𝑗 after excitation of dye 𝑖. 
These expressions hold true only for an ideal system. As also is the case for two-color FRET, a 
number of correction factors have to be considered. Additional signal in the FRET channels occurs 
due to spectral crosstalk of the shorter wavelength dyes into the detection channels of the longer 
wavelength dyes and direct excitation of dyes by shorter wavelength lasers. Additionally, the different 
detection efficiencies and quantum yields of the dyes need to be considered. Modified emission 
probabilities in the non-ideal case are calculated as described in Supplementary Note 3 and 4. 
A likelihood expression for three-color FRET 
To extract detailed information about the system in terms of distance heterogeneity, it is necessary to 
sufficiently sample the FRET efficiency histogram. For three-color FRET, the histogram spans three 
independent dimensions, requiring the cube of the number of data points as compared to two-color 
FRET (see Figure S4). In practice, this amount of sampling is usually not accessible. When using the 
reduced chi-squared (𝜒red2 ) as a determinate for the goodness-of-fit, large counting errors can result in 
misleadingly small values of 𝜒red2  and lead to an over-interpretation of insufficient or bad quality data 
(see Supplementary Note 5). In such cases, it is advisable to use a maximum likelihood estimator 
(MLE) to subject the analysis to the likelihood that the observed data was generated by a given 
model. The MLE approach generally performs better at low statistics and does not require binning of 
the data (51). 
In a three-color FRET experiment, the registered data is a time series of photons in the different 
detection channels, which are processed into a time-binned set of photon counts {𝐼}g ={𝐼dd, 𝐼de, 𝐼df, 𝐼ee, 𝐼ef}g with a typical time interval of 1 millisecond. The total likelihood ℒ is then the 
product over the probabilities for all observations that yield the given combination of photon counts {𝐼}g for a given model 𝑀: ℒ = p 𝑃({𝐼}g|𝑀)all	bins	g (18) 
Since excitation of the blue and green dyes is performed alternatingly, both photon emission 
processes are statistically independent. However, the underlying parameters of the two probability 
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distributions are linked (see equations 15-17). The probability of observing a combination of photon 
counts after green excitation and after blue excitation is then the product of the individual probabilities: 𝑃(𝐼dd, 𝐼de, 𝐼df, 𝐼ee, 𝐼ef|𝑀) = 𝑃(𝐼dd, 𝐼de, 𝐼df|𝑀)𝑃(𝐼ee, 𝐼ef|𝑀) (19) 
The model M, in its simplest form, is described by a triple of distances 𝑹 = (𝑅de, 𝑅df,𝑅ef), which are 
converted into a set of emission probabilities after blue and green excitation 𝜺 = (𝜀de, 𝜀df, 𝜀ef) 
according to equations 1, 16 and 17. To model the FRET processes, a binomial distribution is applied 
for two-color FRET after green excitation. Analogously, a trinomial distribution is used to describe the 
three-color FRET process after blue excitation: 
𝑃(𝐼ef, 𝐼ee|𝜀ef) = 𝐵(𝐼ef, 𝐼ee|𝜀ef) = (𝐼ee + 𝐼ef)!𝐼ef! 𝐼ee! 𝜀ef{|}(1 − 𝜀ef){|| (20) 
𝑃(𝐼dd, 𝐼de, 𝐼df|𝜀de, 𝜀df) = 𝑇(𝐼dd, 𝐼de, 𝐼df|𝜀de, 𝜀df) = (𝐼dd + 𝐼de + 𝐼df)!𝐼dd! 𝐼de! 𝐼df! (1 − 𝜀de − 𝜀df){𝜀de{|𝜀df{} (21) 
Experimental correction factors are accounted for in the calculation of emission probabilities from 
distances as described in Supplementary Note 3. Constant background signal in the different 
detection channels, originating from scattered laser light or detector dark counts, can have a 
substantial influence on the determined FRET efficiencies, especially in the case of high or low FRET 
efficiencies where the fluorescence signal in the donor or acceptor channel is low. Since the data is 
processed into time windows of equal length, background count distributions are assumed to be 
Poissonian with a mean value of 𝜆: 
𝑃(𝑏|𝜆) = 𝜆𝑏! 𝑒6 (22) 
Background contributions are included into the model by summing over all combinations of photon 
and background counts, whereby the fluorescence signal used to evaluate the FRET processes is 
reduced by the respective number of background counts. 
𝑃({𝐼ee, 𝐼ef}|𝜀ef) =   𝑃(𝑏ee|𝜆ee)𝑃(𝑏ef|𝜆ef)𝐵(𝐼ef − 𝑏ef, 𝐼ee − 𝑏ee|𝜀ef){|}|})
{||
||) (23) 
𝑃({𝐼dd, 𝐼de, 𝐼df}|𝜀de, 𝜀df) =    𝑃(𝑏dd|𝜆dd){}})
{|
|)
{
) 𝑃(𝑏de|𝜆de)𝑃(𝑏df|𝜆df) ∗ …𝑇(𝐼dd − 𝑏dd, 𝐼de − 𝑏de, 𝐼df − 𝑏df|𝜀de, 𝜀df) (24) 
The observed FRET efficiency or proximity ratio histograms usually show broadening beyond the shot 
noise limit. It has been shown that photophysical artifacts of the acceptor dye can cause additional 
broadening, which can be described by a Gaussian distribution of distances instead of a single 
distance with widths of approximately 4-8% of the center distance (18, 52). Broadening beyond this 
width is typically attributed to conformational heterogeneity of the sample, e.g. due to the existence of 
conformational substates. To describe additional broadening, a trivariate normal distribution is used to 
describe a distribution of distances.  
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𝑃(𝑹) = (2𝜋)62|Σ|6H2exp−12 (𝑹 − 𝑹)NΣ6H(𝑹 − 𝑹) (25) 
Here, 𝑹 = (𝑅de, 𝑅df, 𝑅ef) is the column vector of distances, 𝑹 is the column vector of center distances 
and Σ is the covariance matrix given by: 
Σgh = COV]𝑅g, 𝑅h^ = E(𝑅g − 𝑅 )]𝑅h − 𝑅 ^ = 𝑃(𝑹)(𝑅g − 𝑅 )]𝑅h − 𝑅 ^d𝑹𝑹 (26) 
where E[𝑋] is the expected value of 𝑋.  
By normalizing the covariance with respect to the individual variances 𝜎g2, one obtains the Pearson 
correlation coefficient that quantifies the observed correlation in the interval [-1,1]: 
COR]𝑅g, 𝑅h^ = COV]𝑅g,𝑅h^𝜎g𝜎h (27) 
This quantity is a more direct measure of the correlation between the observed distances. The 
implementation of a Gaussian distribution of distances is achieved by constructing a linearly spaced 
grid of distances with a given number of bins 𝐺 and width of 2𝜎, thus covering more than 95 % of the 
probability density, and numerically integrating over the three dimensions: 
𝑃({𝐼}g|𝑀) = 𝑃(𝑹)𝑃({𝐼}g|𝑹) d𝑹
=𝑃]𝑹h ^𝑃]{𝐼}g|𝑹h ^e HeHehH (28) 
Generally, a grid with 𝐺 = 5 sample points at 𝑅¡ + [−2𝜎,−1𝜎, 0, 1𝜎, 2𝜎] is employed to implement the 
distance distribution. 
Proteins or nucleic acids can exist in multiple conformational states, each of which may show different 
degrees of static heterogeneity described by a distribution of distances through model 𝑀h. When 𝑁£ 
species are present, the individual likelihoods are summed up and weighted by the normalized 
contributions 𝐴h of the respective species: 
𝑃({𝐼}g|𝑀) =𝐴h𝑃]{𝐼}g|𝑀h^,			with	§¨hH 𝐴h = 1 (29) 
Since the overall likelihood ℒ is generally very small, it is necessary to work with the logarithm of the 
likelihood function to avoid underflow problems:  logℒ =  log[𝑃({𝐼}g|𝑀)]all	bins	g (30) 
For comparison of the model to the experimental photon count distribution, we use a Monte Carlo 
approach that simulates the photon emission process to generate expected photon count distributions 
for the extracted model parameters (for details, see Supplementary Note 6) (19). The Monte Carlo 
approach is also initially used to find the region of high likelihood (see Supplementary Note 7). 
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With the likelihood expression for the proposed model of the three-color FRET process, one can find 
the most likely parameters having generated an observed data set using standard optimization 
methods. However, since a complex model is applied to a usually limited amount of noisy data, it is of 
special interest to get a precise idea of how accurately the different parameters are defined given the 
data at hand. In other words, not only do we want to know the most likely parameters, but also their 
respective probability distributions, which describe the precision with which we can determine 
individual parameters. This is a typical problem addressed by Bayesian inference. Using Bayes’ 
theorem (53), one can relate the probability of certain parameters 𝜃g, given the observed data {𝐼} and 
background information 𝛼, to the above derived likelihood by addressing the posterior distribution: 
𝑃(𝜃g|{𝐼}, 𝛼) = 𝑃({𝐼}|𝜃g)𝑃(𝜃g|𝛼)∫ 𝑃({𝐼}|𝜃)𝑃(𝜃|𝛼)d𝜃	­ (31) 
Here, 𝑃(𝜃g|𝛼) describes prior information about the parameters derived from the background 
information 𝛼. The denominator is a normalization factor, also called the evidence, expressed as the 
integral of the likelihood over the whole parameter space. Evaluation of the evidence is not feasible in 
our case as there is no analytical expression available and numerical integration over the whole 
parameter space is computationally too costly. In Bayesian statistics, however, a number of tools 
have been developed to estimate the posterior distribution without having to address the evidence. 
One approach is the Metropolis-Hastings algorithm (47, 48), which samples the posterior distribution 
by performing random walks over the parameter space using a Markov chain Monte Carlo algorithm. 
Using independent samples from long random walks (Figure S5A), one can estimate the joint 
posterior distribution over all parameters and examine marginal posterior distributions to compute the 
mean and variance of individual parameters (Figure S5B-D). The custom implementation of the 
Metropolis-Hastings algorithm is outlined in Supplementary Note 8. In the Bayesian inference 
framework, prior information about the parameters, which may be known from previous experiments, 
or from the analysis of double-labeled subpopulations, can be incorporated into the analysis. In this 
way, previous information known about one-dimensional distance distributions can be updated in the 
Bayesian sense using the triple-labeled molecules to infer additional information regarding the 
correlation of distances. If no prior information is available, usually a flat prior assigning equal 
probability over the whole parameter space is used. 
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Results and Discussion: 
Verification of 3C-PDA using simulations 
To test the analysis method, we first applied it to synthetic datasets. Freely diffusing molecules were 
simulated using a Monte Carlo approach (see Materials and Methods) assuming a molecular 
brightness of 200 kHz for all fluorophores, similar to what is experimentally observed for our setup. 
The resulting photon stream was analyzed in the same manner as the experimental data. The 
simulation assumes fixed distances between the fluorophores resulting in a FRET efficiency of 80% 
between the green and red dye, 80% between the blue and red dye, and 25% between the blue and 
red dye. From the photon counts, we calculated three-color FRET efficiencies according to equations 
12-14 (Figure 2A-B, grey bars). The conversion of burst-wise photon counts to distance-related three-
color FRET efficiencies leads to very broad FRET efficiency distributions with nonsensical values 
outside the interval [0,1] for the FRET efficiency between blue and red dye. Furthermore, the input 
value of EBR = 0.25 does not coincide with the peak value in the respective distribution (Figure 2B) and 
inherent correlations due to stochastic variations in the distribution of photons over the three detection 
channels are apparent (Figure 2C and S6). Using 3C-PDA, we can determine the underlying inter-dye 
distances (Table 1) and compare the measured distributions of the FRET efficiencies with expected 
distributions given by the fitted values (black lines in Figure 2A-C), determined by Monte Carlo 
simulations (see Supplementary Notes 6 and 7). 3C-PDA accounts for the observed shot-noise 
broadening of the histograms and accurately captures the apparent correlations in the distributions. 
To avoid these inherent artifacts, we represent the three-color FRET dataset using the proximity ratios 
(or signal fractions) PRBG, PRBR and PRGR as defined in equations 3 and 5 (Figure 2D-I). To visualize 
the three-dimensional distribution of occurrences, we show the one- and two-dimensional projections. 
In this parameter space, the data shows a single population that is well described by the extracted 
distances. Thus, compared to the transformation into FRET efficiency space, it poses a more natural 
way of displaying the three-color FRET data. In fact, most single-molecule three-color FRET studies 
have been analyzed by determining mean values of signal fractions or similar quantities, which are 
then used to calculate FRET efficiencies and thus distances (35, 36, 40). Using this approach, 
however, the extracted distances can be very sensitive to errors in the determined mean values 
(Figure S3), and any information about sample heterogeneity is discarded. 
To accurately reflect the experimental system, we assumed a normal distribution of distances in the 
simulations with a width of 2 Å around the center values (Table 1). Using the distance distribution 
model, we were able to recover the input distances as well as the additional broadening with high 
accuracy. To map the sensitivity of the method at various inter-dye distance combinations, we 
simulated different combinations of distances with a constant distance distribution width of 2 Å and a 
Förster radius of 50 Å for all FRET pairs. To judge the performance at the sampled distances, we 
determined the precision given by 95% confidence intervals and the accuracy given by the deviation 
of the inferred values from the input. The precision and accuracy of the analysis depend on the 
gradient of the signal distribution with respect to the distances. When a change in distance invokes a 
large change in the distribution of the photon counts over the three detection channels, the inferred 
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values will be well defined. On the other hand, when the photon count distribution is not sensitive to 
distance changes, the confidence intervals will increase and inaccuracies may occur. To illustrate this 
effect and to map the sensitive range of 3C-PDA, we plot the fraction of green and red photons after 
blue excitation as a function of the distances RBG and RBR at a fixed distance RGR of 40 Å (Figure 3A-B). 
Generally, the sensitivity for the distances RBG and RBR will be optimal when the FRET efficiency 
between the green and red dye is 0, and worst when the FRET efficiency between green and red is 
high. In the latter case, the majority of fluorescence signal after excitation of the blue dye is detected 
in the red channel while only a minor fraction is seen in the green channel, resulting in reduced 
sensitivity. Mapping the uncertainty at different distance combinations confirms the trend of the signal 
distributions (Figure 3A-B and Figure S7). The highest uncertainty is observed for the distance RBR in 
the case of a small distance RBG and a large distance RBR, where neither the red nor the green signal 
fraction shows high sensitivity to a change in the distance RBR. However, for the case of RBG	=	40	Å	
and RBR	=	60	Å	(Table 1), the input values are still recovered with high accuracy and precision.  
To address the minimum amount of data needed to accurately infer all three distances, we randomly 
picked subsets of increasing number of time bins from the simulation using input values of RGR	=	40	Å, RBG	=	60	Å and RBR = 60 Å, and performed 3C-PDA (Figure 3C). Using 500 time bins, the inferred 
distances already deviate by less than 2 % from the target values, however the uncertainty is large, 
especially for the distance RBR. At 1000 time bins, the relative error is well below 1 % and the distance 
uncertainty is reduced to ≤ 2 %, further improving upon inclusion of more time bins. For a simple 3C-
PDA including a single population, 1000 time bins are thus sufficient to infer accurate distances. Note 
that, depending on the duration of the single-molecule observations, one burst can contribute multiple 
time bins to the 3C-PDA, so the number of sampled molecules can be lower. 
To test the sensitivity of our approach with respect to correlated distance broadening, we simulated a 
static distance distribution with a single non-zero covariance element, using a correlation coefficient of 
0.5 between R²³ and R³´. This corresponds to a system where the blue and red dye are fixed with 
respect to each other, but the green dye position is flexible, leading to static heterogeneity in the 
distances with respect to the green dye (Table 1 and Figure S8A-B). When all covariance elements 
are set to zero, no satisfactory fit could be achieved (Figure S8C). By introducing the covariance 
matrix as a fit parameter, there is indeed a correlation detected between R²³ and R³´, while the other 
distance combinations show no correlation. The analysis yields an inferred correlation coefficient of 
0.53 ± 0.01, close to the input value of 0.5 (Table 1 and Figure S8D). Thus, in the ideal case, all input 
values can be recovered with high confidence, showing that our method is capable of extracting 
quantitative values for the separation of the three fluorophores as well as the correlation between 
them. 
Experimental systems often coexist in different conformational states. To test to what limit small 
subpopulations can be detected, we simulated a 9:1 mixture of molecules with a difference in center 
distance of 2 Å and 5 Å for all distances and a distance distribution width of 2 Å (Figure S9-10). By 
eye, both datasets can be fit reasonably well using a single population. However, in both cases 
addition of a second population increases the log-likelihood. To test whether this increase is justified 
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or just caused by the increased number of model parameters, we applied the Bayesian information 
criterion (BIC) (54) to decide between the two models. The BIC is defined as: BIC = −2lnℒ¶ + 𝑘ln𝑁 (32) 
where ℒ¶ is the maximum value of the likelihood function, 𝑘	is the number of parameters of the model 
and 𝑁 is the number of data points (here time bins). When comparing different models, the model with 
the lowest value of the BIC is to be preferred. In this case, the number of model parameters increases 
from 6 (three center distances and three distribution widths) to 13 (six center distances, six 
distribution widths and one fractional amplitude). Indeed, the BIC is lower for the two-population 
model for a separation of 5 Å (Table 2). However, if the distance difference is only 2 Å, the use of the 
more complex model is not justified by the BIC. 
In real experiments, a number of experimental artifacts have to be accounted for. Background noise 
can lead to an error in the extracted distances, especially if the signal is low. In three-color FRET, this 
situation can easily occur for the blue channel due to the presence of two FRET acceptors. To test the 
robustness of our analysis with respect to background noise, we performed simulations using a 
brightness of 200 kHz for all fluorophores at increasing Poissonian background signal (Figure 3D-F). 
We define the signal-to-noise ratio (SNR) as the ratio of the average burst-wise count rate over the 
total background count rate of all detection channels. Typical burst-wise count rates are above 100 
kHz and the background count rate per color channel is usually below 2 kHz, resulting in a SNR of 15-
20 over all detection channels for our setup. The fitted distances deviate from the input value at low 
SNR, however at SNR ³ 10, the relative error is below 1% (Figure 3D-E). The uncertainty of the 
extracted distances, on the other hand, is independent of the SNR (Figure 3F), since it is primarily 
limited by the amount of data available. 
Additional experimental artifacts are given by crosstalk, direct excitation, and differences in detection 
efficiency and quantum yield. To test whether we could still infer correct distances in the presence of 
these artifacts, we included them into the simulations, choosing values close to those encountered in 
the experiment (Table S1). We were able to still recover the correct center distances for the case of a 
high FRET efficiency between the blue and green as well as the green and red dyes, and a low FRET 
efficiency between the blue and red dyes (Table 1). There is, however, a deviation for the inferred 
value of σ²´ and a larger uncertainty associated with both R²´ and σ²´, likely due to the reduced 
sensitivity of the red channel caused by the smaller simulated detection efficiency. We then simulated 
a system showing coordinated broadening of the distance distribution in all dimensions in the 
presence of experimental artifacts. Mean distances and distribution widths are again accurately 
recovered, although some deviations can be observed (Table 1). The inferred covariance matrix 
elements can deviate from simulated values but are within the confidence interval. Revisiting the case 
of a small distance between blue and green dye and large distance between red and green dye, the 
existence of substantial coordination can cause deviation of inferred distance values exceeding the 
inference uncertainty. In this case, the distance RBR	is inferred to be 57.5 ± 1.9 Å, while the input value 
was 60 Å. Likewise, the covariance elements for RBR also deviated from the simulated values, 
resulting in an underestimation of the anti-correlation between RBR and RBG, and an overestimation for 
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the correlation between RBR and RGR. Even in this extreme case, the method can thus still recover the 
correct trend of coordination, albeit the absolute values for the elements of the covariance matrix may 
deviate from the input values to some extent. 
The likelihood approach to photon distribution analysis 
The 3C-PDA method is an extension of previous work on the statistics of photon emission in solution-
based two-color FRET experiments (18, 19). By using a likelihood approach, 3C-PDA can be 
performed without the need of processing the data into histograms. As a result, the Bayesian 
inference approach is more stable at low statistics, which is of special importance for three-color 
FRET experiments. We note, however, that our analysis is subjected to pre-processing of the data 
through burst detection. Thus, determined population sizes will be biased when species differ in 
brightness because bright bursts are preferentially selected by the burst search algorithm (55). The 
likelihood analysis presented here may also be applied to two-color FRET experiments. Although 
acquiring sufficient statistics to sample the proximity ratio histogram usually is not a problem in two-
color FRET experiments, we still find that using the likelihood estimator presented here, instead of a 𝜒2 goodness-of-fit estimator, yields a smoother optimization surface, leading to a faster convergence 
of the optimization algorithm and generally more accurate results at low statistics. Furthermore, data 
from two-color FRET measurements of the same distances can be incorporated into the three-color 
photon distribution analysis to perform a global analysis over many data sets. The two-color FRET 
data may be taken from incompletely labeled subpopulations, which are available in the three-color 
FRET measurement, or from independent two-color FRET measurements. In such a global analysis, 
distances are linked between two- and three-color experiments, however, the dye pairs or setup 
parameters do not need to be identical for all included datasets. Since the covariance matrix is unique 
to the three-color FRET dataset, the inclusion of additional two-color FRET datasets increases the 
robustness of the extracted correlation coefficients between distances. Furthermore, the Bayesian 
framework presented here allows the natural incorporation of additional information (available e.g. 
from structural methods such as X-ray crystallography, NMR, cryo-EM or SAXS) into the model by 
means of the prior probability distribution of the model parameters (see equation 31). 
Application of 3C-PDA to triple labeled DNA 
As an experimental benchmark, we measured double stranded DNA labeled with three dyes as a 
static model system. To see if we could quantitatively detect small changes in a three-color FRET 
system, we arranged the dyes Alexa488, Alexa568 and Alexa647 such that significant FRET could 
occur between all dye pairs. The green and red dyes were positioned on one strand of the double 
helix at a distance of 27 bp, while the blue dye was positioned on the complementary strand between 
the two acceptor dyes. Two constructs were designed where the position of the blue dye was shifted 
by 3 bp, resulting in distances of 17 bp to the green dye and 10 bp to the red dye for construct 1 
(DNA-Alexa1), and 14 bp to the green dye and 13 bp to the red dye for construct 2 (DNA-Alexa2) 
(Figure 4G). The 3C-PDA fit of DNA-Alexa1 is shown in Figure 4A-F. While not directly apparent from 
the photon count distributions, a second population with ~20% contribution was required to describe 
the data. DNA-Alexa2 more visibly showed a second population with a lower value for PR²³, 
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accounting for ~15% of the measured data (Figure S11B). Here, we focus the analysis on the main 
population (Table 3 and Figure 4H) and attribute the minor secondary population to a photophysical 
artifact of the dyes, discussed further below. As expected, the distance between the green and red 
dye is unchanged for both arrangements at 94.9 Å and 96.4 Å for DNA-Alexa1 and DNA-Alexa2, 
respectively. Changing the position of the blue dye results in a distance change for R²³ from 64.4 Å to 
52.3 Å, and for	 R²´	 from 62.2 Å to 72.6 Å, resulting in a difference of ΔR²³= -12.1 Å and ΔR²´= 10.4 Å. To investigate whether we could infer correct distances, we compare our result with 
expected distances as determined by accessible volume (AV) simulations (56). When comparing the 
relative distance differences between the two constructs, we find very good agreement between 
measurement and AV simulations, which yield ΔR²³= -13.5 Å and ΔR²´= 10.8 Å (Table 3). The 
absolute inter-dye distances for R³´ and R²³	 also	 match reasonably well with the AV-derived 
distances, while a large deviation is observed for R²´ (𝑅exp–𝑅AV = 13/18 Å for DNA-Alexa1/2, Table 
S3). We separately analyzed double-labeled subpopulations of the same measurement using 2C-
PDA (Table S3 and Figure S12) and performed measurements on DNA molecules carrying two of the 
three dyes (Table S3 and Figures S13 A-D). The results agree well with the distances determined by 
3C-PDA, showing that the deviation of absolute distances from expected values for R²´ is not an 
artifact of the 3C-PDA method (see Supplementary Notes 9 and 10 for further discussion of potential 
photophysical and structural artifacts).  
We then tested another combination of fluorophores by arranging the dyes Atto488, Atto565 and 
Atto647N first in a cascade geometry (Figure 4I). This arrangement (DNA-Atto1) is expected to show 
a high FRET efficiency from the blue to green dye and the green to red dye, while the FRET efficiency 
from the blue to red dye will be very low, similar to the situation studied using simulated datasets in 
the previous section. This resulted in similar distributions of the three-color FRET efficiencies as 
observed for the simulated data, including the occurrence of false correlations (Figure S14). A single 
population was again not sufficient to describe the data. Therefore, a second population was included 
in our fit, accounting for approximately 15% of the data (Figure S15A and Table S4). For the main 
population, we find a large distance of 74 Å between the blue and red dye and shorter distances 
between the green and red dye (46 Å) as well as the blue and green dye (61 Å) (Table 3 and 
Figure 4J). We then switched the positions of the blue and green dye such that substantial energy 
transfer could occur between all dyes (DNA-Atto2). Again, inclusion of a small secondary population 
was necessary, accounting for 20% of the data (Table S4 and Figure S15B). As expected, the 
distance between the green and red dye is now similar to the distance between the blue and red dye 
in the cascade arrangement (74 Å). Likewise, the distance between the blue and red dye in DNA-
Atto2 is close to the distance measured between the green and red dye in DNA-Atto1 (44 Å). 
Surprisingly, we find a significant disagreement for the distance between the blue and green dye at 
48 Å, which should be identical in both arrangements (indicated by a * in Figure 4J). We analyzed 
separate measurements of the same constructs carrying only two of the three dyes by 2C-PDA, which 
resulted in similar distances for DNA-Atto2 as compared to the 3C-PDA results (Figure S13 E-H and 
Table S4). In DNA-Atto1, however, the dye Atto565 showed position-dependent quenching causing 
the observed deviation for the distance R²³. The quenching likely occurs due to photoinduced 
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electron transfer to nearby guanine residues, as has previously been reported for rhodamine-based 
fluorophores (61) (see Supplementary Note 11 for a detailed discussion). By selective analysis of the 
unquenched population using 2C-PDA, we can recover comparable values for R²³ for both 
constructs, yielding a corrected value for DNA-Atto1 of ~50 Å (black diamond in Figure 4J). Such a 
selective analysis was not possible for the three-color FRET data because the fluorescence lifetime of 
Atto565 was already significantly reduced due to the high FRET efficiency to the red dye (EGR > 0.9, 𝜏e < 1 ns), making it difficult to separate quenched and unquenched populations.  
In our model function, we assumed a Gaussian distribution of inter-dye distances. A Gaussian 
distance distribution model has been standard for almost all PDA studies so far, even for systems that 
are expected to be rigid such as dsDNA (18, 19). A detailed discussion of the origin of the broadening 
of the FRET efficiency histograms beyond the shot-noise in the absence of conformational 
heterogeneity is given by in reference (52) and is attributed to the existence of different photophysical 
states of the acceptor leading to an apparent distribution width that is proportional to the mean inter-
dye distance. The observed distribution widths in the 3C-PDA of dsDNA are in the range of 8.4 ± 
3.1% of the center distances (averaged over all dye combination). This value is comparable to 
previously reported results for two-color PDA analyses of dsDNA labeled with Alexa488 and Cy5, 
yielding a value of 7.6% (52). Here, we did not consider the covariances in the analysis of the DNA 
constructs. When artifacts due to dye photophysics are the main contribution to the width of the 
observed distance distribution, e.g. the existence of multiple photophysical states, 3C-PDA will reveal 
apparent false correlations. Considering, for example, a quenched state of the red dye, the distances 
to both the green and the blue dye would be affected, which would result in a false-positive 
covariance for these distances. While it is in principle possible to use the off-diagonal elements of the 
covariance matrix to investigate the correlation between distances, special care has to be taken when 
investigating the covariance matrix in terms of physically relevant conformational broadening. 
Moreover, whereas artifacts originating from the presence of multiple photophysical states can usually 
still be described by a single population with an increased distribution width in 2C-PDA, 3C-PDA is 
more sensitive to these artifacts. In this case, the covariance matrix of the distance distribution would 
be required to describe the correlated broadening of the apparent distribution of distances. As such, it 
is not unexpected that two populations were required to describe the three-color FRET data in all 
cases. Indeed, the minor secondary population observed in the DNA measurements most likely 
originates from photophysical artifacts such as spectral shifts of the fluorophores reported for 
Atto647N (62, 63) and Alexa488 (64, 65) or sticking interactions of the dyes to the DNA surface (52, 
60). 
Towards quantitative three-color FRET in proteins 
To test 3C-PDA on a protein system, we labeled the Hsp70 chaperone BiP (binding immunoglobulin 
protein) with the dyes Atto488, Atto565 and Atto647N (Figure 5A). During its nucleotide-dependent 
conformational cycle, BiP undergoes a large conformational change whereby the lid of the substrate 
binding domain assumes an open conformation when ATP is bound but is closed in the ADP-bound 
state (23, 29). By positioning the green and red dyes on the flexible lid and the substrate-binding 
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domain (SBD), we can monitor the state of the lid (open/closed). The blue dye is specifically attached 
to the nucleotide-binding domain (NBD) through introduction of an unnatural amino acid. The labeling 
of the green and red dye, however, was performed stochastically using two site-specifically introduced 
cysteines, resulting in a random distribution of the green and red dye labels between the two possible 
configurations BGR and BRG. Under the assumption that the environment of the dyes is similar at 
both labeling positions, the measured distance between the green and red dyes should not be 
affected. In 3C-FRET, however, a superposition of the two configurations is observed. The model 
function can be extended to account for the stochastic labeling using only one additional parameter, 
which is the relative population of the two configurations BGR and BRG. Considering that a 
permutation of the positions of green and red dye is equivalent to adding a second population with 
interchanged distances BG and BR, the total likelihood per time bin is then given by: 𝑃({𝐼}) = 𝐹def ∗ 𝑃]{𝐼}|𝑀(𝐑BGR)^ + (1 − 𝐹def) ∗ 𝑃]{𝐼}|𝑀(𝐑BRG)^ (33) 
where 𝐹def is the fraction of molecules with labeling scheme BGR. When the labeling positions are 
not equally accessible for the two acceptor dyes, the resulting distribution will be uneven. In such 
cases, where 𝐹def significantly differs from 0.5, it can be extracted from the fit as a free fit parameter. 
A more robust analysis can be performed when 𝐹def is determined by other methods (e.g. by mass 
spectrometry). 
Here, we performed 3C-PDA on BiP in the presence of ADP and ATP. The conformational cycle of 
BiP has previously been studied by single-pair FRET using the identical labeling positions (23, 29). 
We determined the degree of labeling for the individual dyes using absorption spectroscopy, yielding 
an upper estimate for the triple-labeling efficiency of ~25 %. However, after filtering for 
photobleaching and -blinking, the fraction of usable single-molecule events for 3C-PDA was reduced 
to less than 5% of all detected molecules. For the ADP-state, the obtained proximity ratio histograms 
show a broad distribution with a peak at high proximity ratio GR and low proximity ratio BG and BR 
(Figure 5B). The ATP-state, on the other hand, is characterized by a main population at low proximity 
ratio GR and BR, whereas the proximity ratio BG shows a bimodal distribution (Figure S16). 
Inspection of the one-dimensional projections does, however, not reveal the full complexity of the 
data, which is more evident in the two-dimensional projections. As such, it is not straightforward to 
assign the number of populations based on the one-dimensional projections alone. To fit the data, we 
assumed the occupancy of the two cysteine labeling positions to be equal between the green and red 
dye (𝐹def = 0.5). At a minimum, we required three components to describe the data. However, since 
inclusion of a fourth component increased the likelihood and decreased the BIC (Table S5), we fit the 
data using a total of 4 populations (Figure 5B, S16 and Table S6). Without further knowledge about 
the distribution of the green and red labels, the three-color FRET distances RBG and RBR cannot be 
assigned to physical distances in the molecule. However, by reducing the analysis to the main 
population (colored blue in the figures), we can assign the three-color FRET derived distances by 
simple comparison with the previously determined values using single-pair FRET (Figure 5C) (29). 
Reasonable agreement is obtained between two-color and three-color FRET experiments for all 
distances, showing that we can follow the conformational cycle of BiP with three-color FRET. 
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Previously, the observed two-color FRET efficiency distributions for the NBD-lid and NBD-SBD FRET 
sensors (i.e. the distances between the blue/red and the blue/green labels in Figure 5A) were found to 
be very similar (23, 29). Based on this observation, we also performed a simplified analysis using a 
four-component model without accounting for the stochasticity of the fluorescent labeling (Figure 
S17). Indeed, also the inferred distributions from 3C-PDA for RBG and RBR are very similar (Figure S18 
and Table S7), indicating that both distances may be used interchangeably to address the 
interdomain distance. The inferred two-dimensional distribution of the SBD-lid (RGR) and SBD-NBD 
(here RBG) distances are shown in Figure 5D (see Figure S18 for all distance pairs). From the main 
populations of the distance distribution, we can confirm the picture obtained from the crystal 
structures (Fig. 5A), showing that the protein indeed undergoes a coordinated conformational change. 
In the presence of ADP, the lid-domain is closed (RGR » 50 Å, sGR » 5 Å), while the interdomain 
distance shows a broad distribution indicating conformational heterogeneity (RBG » 80 Å, sBG » 15 Å, 
Fig. 5D, left). In the ATP-state the lid opens up (RGR » 89 Å, sGR » 10 Å), while the domains come into 
closed contact, resulting in a narrower distribution width for the interdomain distance (RBG » 56 Å, 
sBG » 5 Å, Fig. 5D, right). The simplified model thus allowed us to characterize the conformational 
space of BiP using three-color FRET and investigate correlated distance changes from the inferred 
multidimensional distance distributions. 
While we generally expected broad distributions for the three-color FRET data, we also observed 
large conformational heterogeneity for the sensor between the substrate-binding domain and the lid, 
which previously was found to adopt more defined conformations (23, 29). A possible explanation for 
the excess heterogeneity might be given by the contribution of contaminations. Through the filtering 
for triple-labeled molecules that showed no photo-bleaching, we are subjecting our analysis to a small 
fraction of generally less than 5% of all detected molecules. Thus, it is expected that fluorescent 
impurities, which by chance pass the filtering process, may have a higher contribution compared to 
two-color FRET experiments. Although BiP was still functional after the triple-labeling step with 
respect to its ATPase activity (see Figure S19), we also cannot exclude that the labeling with three 
dyes might slightly destabilize the structure of the protein. 
Biomolecules generally often show complex conformational landscapes. Here, we required a total of 
four populations to describe our data. Due to the sensitivity of 3C-PDA to correlations in the data, it is 
expected that more states are necessary to fully describe the data as compared to two-color FRET 
experiments. On the other hand, the sensitivity of 3C-PDA is also what makes it possible to reliably 
extract more information from the data. Using the example of the Hsp70 chaperones, previous studies 
suggested that the opening and closing of the lid correlates with the distance between substrate-
binding and nucleotide-binding domains (66, 67). However, each state of the lid (open/closed), might 
show multiple states of the interdomain sensor. Thus, while two-color experiments on the SBD-lid 
sensor could be well described by two states, and the interdomain sensor fit well to a broad distance 
distribution, three-color experiments naturally require a larger number of states due to the 
multidimensional and correlated information available. With respect to the Hsp70 chaperones, the 
question of the allosteric communication between the nucleotide-binding and substrate-binding 
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domains is a key question to understand their function (66, 68). 3C-PDA is a promising method to 
elucidate the coordination between substrate binding and nucleotide hydrolysis within these proteins. 
Fundamentally, our results on the conformational changes of BiP are limited by the lack of specific 
labeling for the two acceptor dyes in the experiment. We describe how this limitation can be overcome 
when the labeling efficiencies of the acceptor positions are different and known a priori. Promisingly, 
many novel approaches for the specific labeling of proteins have been developed in the past years 
(44-46), enabling the attachment of three or more fluorophores to single proteins through a 
combination of orthogonal labeling approaches. Moreover, it is worth noting that 3C-PDA is, of 
course, not limited to the study of intramolecular distances in single proteins. Rather, it has promising 
applications in the study of interactions between proteins and/or nuclei acids, whereby the interaction 
partners may be labeled with a single or two fluorophores each. 
Summary and Conclusions: 
Here, we presented 3C-PDA, a statistical method for the analysis of single-molecule three-color FRET 
burst analysis experiments. The method incorporates the underlying physical distance heterogeneity 
into the model function, enabling a detailed description of the conformational space of biomolecules 
by three distances simultaneously. The need to apply statistical methods to the analysis of three-color 
FRET data arises due to the inherent noise that occurs when converting the limited number of 
photons per molecule to three-color FRET efficiencies. Our model-based Bayesian inference 
approach describes the observed data with a distance distribution model that includes all needed 
experimental correction factors, thus presenting an effective way to de-noise three-color FRET 
experiments and extract information about the underlying distance heterogeneity. The experimental 
results can be directly interpreted in terms of distance changes, using the three-color FRET 
information to reveal the existence of coordinated conformational changes. The theory described here 
applies to systems that show no conformational dynamics on the millisecond time scale. The 
framework can, however, be extended to account for dynamic interconversion between distinct 
conformational states, which will enable the study of complex dynamic processes within single 
biomolecules.   
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Materials and Methods: 
Simulations: 
Simulations of single-molecule three-color FRET experiments were performed using a Monte Carlo 
approach. Diffusion of molecules in a box of size 7 µm x 7 µm x 12 µm was simulated by drawing 
normally distributed random numbers for the displacement at each time step ∆𝑡 of 1 µs with a width 
given by 𝜎À/Â/Ã = √2𝐷∆𝑡. Molecules exiting the box were re-inserted on the opposite side (periodic 
boundary condition). The observation volume was represented by a 3D Gaussian function with lateral 
and axial width of 500 nm and 1500 nm at 1/𝑒2 of the maximum intensity, respectively. Photons for 
each excitation channel were generated randomly at each time step with a probability proportional to 
the excitation intensity at the current position. FRET and experimental artifacts were evaluated on 
photon emission as described in Supplementary Note 3. Simulation parameters were chosen to 
approximately represent experimental conditions with a diffusion coefficient of 125 µm2/s and a 
brightness of 200 kHz at the center of the confocal volume. To simulate static broadening of distance 
distributions, a new set of distances was drawn according to the distance distribution for each 
molecule every 10 ms. 
Experimental Setup: 
Three-color FRET experiments with pulsed interleaved excitation (PIE) (15, 69) and multiparameter 
fluorescence detection (MFD) (8) were performed on a homebuilt confocal three-color dual-
polarization detection setup (Figure S1) based on a Nikon Eclipse Ti-DH inverted microscope. For 
pulsed interleaved excitation, the three lasers (LDH-D-C-485, LDH-D-TA-560, LDH-D-C-640, 
PicoQuant, Berlin, Germany) are synchronized by a laser driver (Sepia II, PicoQuant) at a frequency 
of 16.67 MHz with 20 ns delay between consecutive pulses to minimize temporal crosstalk between 
PIE channels. The lasers are combined into a polarization maintaining single-mode fiber (QPMJ-A3A 
405/640, OZ Optics, Ottawa, Canada), collimated (60SMS-1-4-RGBV11-47, Schäfter+Kirchhoff, 
Hamburg, Germany) and focused into the sample by a 60x 1.27 NA water immersion objective (Plan 
Apo IR 60x 1.27 WI, Nikon, Düsseldorf, Germany). The average excitation power measured before 
the objective was 100 µW, 90 µW and 70 µW for the blue, yellow and red lasers, respectively. 
Fluorescence was separated from the excitation light by a polychroic mirror (zt405/488/561/633, AHF 
Analysentechnik, Tübingen, Germany) and focused through a 50 µm pinhole. The signal was then 
split into parallel and perpendicular polarization with respect to the excitation by a polarizing beam 
splitter (Thorlabs, Dachau, Germany) and spectrally separated into the three spectral channels by two 
dichroic mirrors (BS560 imaging, 640DCXR, AHF Analysentechnik) and three emission filters per 
polarization (ET525/50, ET607/36, ET670/30, AHF Analysentechnik). Photons were detected using 
six single-photon-counting avalanche photodiodes (2x COUNT-100B, LaserComponents, Olching, 
Germany, and 4x SPCM-AQR14, Perkin Elmer, Waltham, Massachusetts) and registered by TCSPC 
electronics (HydraHarp400, PicoQuant), which was synchronized with the laser driver. 
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DNA sample preparation and measurement: 
Single- and double-labled ssDNA was purchased from IBA GmbH (Göttingen, Germany). DNA was 
labeled either with Atto488, Atto565 and Atto647N (Atto-Tec, Siegen, Germany) or Alexa488, 
Alexa568 and Alexa647 (Thermofisher Scientific). DNA sequences and labeling positions are given in 
the SI. Single-stranded DNA was annealed in TE buffer (10 mM Tris, 1 mM EDTA, 50 mM NaCl, pH 
8.0) by heating to 95 °C for 5 min and then gradually cooling down at a rate of 1 °C per minute to a 
final temperature of 4 °C. The sample was diluted to a final concentration of 20 pM in PBS buffer 
(Thermofisher Scientific) containing 1 mM Trolox (Sigma Aldrich) to reduce 
photobleaching and -blinking of the dyes(70).  
Data analysis: 
Data processing was performed using the software package PAM written in MATLAB (The 
MathWorks, Natick, Massachusetts), which is freely available (see Code Availability) (71). Bursts 
were selected as described previously using a sliding time window approach on the total signal, 
requiring at least 5 photons per time window of 500 µs and at least 100 photons in total per burst (19). 
Triple-labeled bursts were selected based on stoichiometry thresholds (SBG, SBR and SGR) (35) using a 
lower boundary of 0.15 and an upper boundary of 0.9. To additionally remove photobleaching and 
blinking events, the ALEX-2CDE filter (72) was applied, which was calculated pairwise for the three 
excitation channels. Fluorescence lifetimes and anisotropies for the PIE channels BB, GG and RR 
were determined as described previously (17). For the photon distribution analysis, burstwise data 
was processed into time bins of 1 ms length. Using three-color MFD-PIE, we can determine all 
necessary correction factors directly from the experiment, with the exception of the direct excitation 
probability for the PDA, which is different from the direct excitation correction factor used to correct 
photon counts. Direct excitation correction of FRET photon counts was performed based on the signal 
from the alternating acceptor excitation (see Supplementary Note 2), whereas, for the PDA, one 
requires the relative probability that the donor excitation laser excites the acceptor dye (see 
Supplementary Note 4). Crosstalk is determined from single-dye species, which are isolated using the 
sorting capabilities available in three-color PIE-MFD. 𝛾-factors, accounting for the differences in 
quantum yield and detection efficiency for the different dyes, can be determined using the lifetime 
information by plotting the FRET efficiency as determined from photon counts versus the donor 
lifetime and minimizing the deviation from the theoretical static FRET line (20). This method is 
applicable only when the measured system shows no dynamics. For two-color FRET, the static FRET 
line is given by: 𝐸 = 1 − 𝜏/(=)𝜏/()) (34) 
where 𝜏/()) and 𝜏/(=) are the donor dye lifetimes in the absence and in the presence of the acceptor 
dye. An analogous relation is found for the total FRET efficiency from the blue dye to both acceptor 
dyes as shown in equation 8. In the case of flexible linkers, the static FRET line has to be modified to 
account for the distance averaging occurring over the burst duration (20). To apply this method to 
three-color FRET, we extended the theory to determine the static FRET line in the case of linker 
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fluctuations as described by Kalinin et al. (20) for a three-color FRET system (see Supplementary 
Note 12). Since the systems discussed here are static, 𝛾-factors can be extracted directly from the 
experiment. For three-color FRET, three 𝛾-factors have to be considered, defined as the ratio of 
quantum yield 𝛷 and detection efficiency g of the two dyes by 𝛾ÆÇ = ÈÉÊÉÈËÊË. The three	𝛾 -factors are 
approximately related by 𝛾df = 𝛾de ∗ 𝛾ef. To determine the 𝛾-factors for a three-color FRET 
measurement, first 𝛾ef is determined by minimizing the deviation from the static FRET line as 
described above. Subsequently, the deviation of 𝐸d→eÌf from the static FRET line with respect to the 
lifetime of the blue dye is minimized by varying either 𝛾de or 𝛾df. The third 𝛾-factor is then calculated 
using the above-mentioned relation between the 𝛾-factors. We verified this approach by separate 
measurements on double-labeled DNA constructs with two FRET species, where we determined the 𝛾-factor using the relation between FRET efficiency and stoichiometry, which, within error, yielded 
equivalent values (Table S2). 
Determination of confidence intervals: 
Inference uncertainties are given by 95% confidence intervals determined from long runs of the 
Metropolis-Hastings algorithm to estimate the posterior probability density (> 10.000 steps). 
Statistically independent samples are drawn with a spacing of 500 steps and parameter uncertainties 
are determined from the distribution of samples. 
Protein constructs: 
For expression and purification of BiP, the BiP-PrK-pProEX and pEvol tRNAPyl PylRSWT plasmids(73) 
were co-expressed in E. coli BL21-AI as described previously (23) with the following modifications: 1 
mM N-propargyl-lysine was added after an initial incubation at 37°C for approximately 30 min 
(OD600nm(E.coli)=0.2). Induction was achieved by the combined addition of IPTG and 0.02% L-(+)-
arabinose. 
Protein labeling:  
Atto488 dyes were attached to propargyl-lysine by copper-catalyzed Click reactions of 5 nmol BiP-PrK 
and 25 nmol Atto488-azide in the presence of 2 mM CuSO4, 4 mM TBTA, 0.02 mM TCEP, 10 mM 
fresh sodium ascorbate and protease inhibitor cocktail at room temperature for 2 hours. Centrifugal 
filters with a cutoff of 10 kDa were used to remove excess dye. The attachment of Atto532-maleimide 
and Atto647N-maleimide to cysteine residues was performed according to the protocol of the 
manufacturer (Atto-Tec, Siegen, Germany). Cysteines were reduced by incubation with 1 mM DTT 
followed by buffer exchange into oxygen-free buffer containing 50 µM TCEP and labeling with two- to 
threefold molar excess of dye at room temperature for two hours. Unbound fluorophores were 
removed by a size-dependent filtration. The labeling efficiency was determined via fluorophore 
absorption and the protein concentration using a bicinchoninic acid assay. 
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Protein measurements: 
Triple labeled BiP was diluted to concentrations of 20-100 pM in 50 mM Hepes, pH7.5, 150 mM KCl, 
and 10 mM MgCl2. Measurements were performed in the absence or in the presence of 1 mM ADP or 
1 mM ATP. 
Code availability 
Source code for three-color photon distribution analysis is available through the open-source software 
package PAM, freely available under http://www.gitlab.com/PAM-PIE/PAM (71). The module tcPDA.m 
is tightly integrated with PAM, but also supports a text-based file format for direct loading of three-
color FRET datasets. 
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Tables: 
 
Table 1: Results of 3C-PDA of simulated data sets with and without experimental correction 
factors. Distances (R) and distributions widths (σ) are given in Å, while the covariances (COV) are 
given in Å2. Inferred values are shown together with 95 % confidence intervals. Simulation input 
values are given in brackets. The values used for the experimental correction factors were chosen 
similar to those obtained experimentally (Table S2). Each analysis was performed on a total number 
of 10,000 time bins.  
 Ideal + experimental corrections 
RGR 40.00 ± 0.05 (40) 50.00 ± 0.02 (50) 40.15 ± 0.08 (40) 49.90 ± 0.06 (50) 40.09 ± 0.11 (40) 
RBG 39.96 ± 0.06 (40) 40.03 ± 0.03 (40) 39.57 ± 0.08 (40) 49.77 ± 0.13 (50) 40.11 ± 0.16 (40) 
RBR 60.18 ± 0.88 (60) 59.95 ± 0.19 (60) 60.13 ± 1.00 (60) 49.89 ± 0.12 (50) 57.50 ± 1.88 (60) 
σGR 1.97 ± 0.04 (2) 2.03 ± 0.02 (2) 3.98 ± 0.06 (4) 2.02 ± 0.07 (2) 3.99 ± 0.09 (4) 
σBG 1.98 ± 0.06 (2) 3.98 ± 0.02 (4) 2.99 ± 0.08 (3) 3.82 ± 0.19 (4) 3.05 ± 0.34 (3) 
σBR 1.89 ± 2.44 (2) 3.02 ± 0.33 (3) 1.28 ± 1.56 (2) 3.08 ± 0.21 (3) 4.52 ± 1.81 (5) 
COVBG,BR - -0.11 ± 0.66 (0) - 4.62 ± 0.98 (4.8) -1.54 ± 4.36 (-4.8) 
COVBG,GR - 4.22 ± 0.09 (4) - -3.98 ± 0.48 (-4) 3.77 ± 0.86 (4.5) 
COVBR,GR - -0.30 ± 0.43 (0) - 1.57 ± 0.36 (1.8) 13.86 ± 4.78 (10) 
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Table 2: Testing the detection limit for a minor subpopulation. The main population is defined by 
center distances of RGR = 60 Å, RBG = 55 Å and RBR = 45 Å with a distribution width of 2 Å. A second 
population is added at a fraction of 10% with specified distance difference ΔR for all interdye 
distances. Using the Bayesian information criterion (BIC, see equation 32), the 3C-PDA of the data 
with one or two populations are compared. For ΔR = 2 Å, the BIC does not justify the use of the 
model with more parameters (13 versus 6 for a single population). However, a difference of 5 Å 
justifies the use of the two-population model as indicated by the lower value of the BIC. For a table of 
all parameters of the analysis, see the Table S1. 
BIC ΔR = 2 Å ΔR = 5 Å 
1 population 1.3072·105 1.4853·105 
2 populations 1.3075·105 1.4782·105 
ΔBIC 0.0003·105 -0.0071·105 
 
Table 3: Results of the 3C-PDA of DNA constructs. Distances determined by 3C-PDA of the DNA 
constructs labeled with Alexa488, Alexa568 and Alexa647 (DNA-Alexa1/2) or with Atto488, Atto565 
and Atto647N (DNA-Atto1/2). The inferred distances for the major population (>80% contribution) are 
listed with associated inference uncertainties given as 95% confidence intervals. For DNA-Alexa 
measurements, experimental distance changes, 𝛥𝑅(meas.), are compared to theoretical distance 
changes as determined from accessible volume (AV) calculations, 𝛥𝑅(AV). For a complete list of all 
inferred model parameters, comparison to two-color control constructs and theoretical distances 
estimated from accessible volume calculations, see Table S3-4. 
 RGR RBG RBR σGR σBG σBR 
DNA-Alexa1 94.9 ± 0.2 64.4 ± 0.2 62.2 ± 0.2 11.2 ± 0.2 6.1 ± 0.2 7.3 ± 0.2 
DNA-Alexa2 96.4 ± 0.4 52.3 ± 0.2 72.6 ± 1.0 9.1 ± 0.4 3.3 ± 0.2 10.4 ± 0.6 𝚫𝑹(meas.) 1.5 -12.1 10.4 - - - 𝚫𝑹(AV) 0 -13.5 10.8 - - - 
DNA-Atto1 46.0 ± 0.2 60.5 ± 0.2 73.7 ± 2.1 3.2 ± 0.2 4.9 ± 0.2 2.6 ± 1.7 
DNA-Atto2 74.1 ± 0.2 48.5 ± 0.2 44.1 ± 0.2 4.5 ± 0.2 2.9 ± 0.2 3.4 ± 0.2 
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Figures: 
Figure 1: 
 
Single-molecule three-color FRET. (A) In a solution-based three-color FRET experiment, single-
molecules are measured as they diffuse through the observation volume of a confocal microscope. 
Possible transition pathways in the three-color FRET system after excitation of the blue dye are 
schematically shown on a two-domain protein (DnaK, PDB: 2KHO).  (B) Single-molecule events result 
in bursts of fluorescence. Shown are the fluorescence time traces of the combined signal after 
excitation of the blue, green and red dyes, which are alternatingly excited using pulsed-interleaved 
excitation (PIE, see Figure S2). Coinciding bursts in all three channels, belonging to triple labeled 
molecules, are indicated by arrows. (C) Scheme of the possible transition pathways in a three-color 
FRET system following excitation of the donor dye (blue). Energy can be transferred to either 
acceptor A1 or A2 (green and red, respectively) with transition probabilities E’ÒÓI and E’ÒÓJ . Acceptor 
A1 may further transfer the energy to A2 with the FRET efficiency EÓIÓJ . (D) Possible transition 
pathways following direct excitation of acceptor A1. Excitation of A1 reduces the complexity of the 
system to independently determine the FRET efficiency between the two acceptors EÓIÓJ. 
Experimentally, blue and green excitation are alternated on the nanosecond timescale using pulsed 
interleaved excitation (PIE, see Figure S2).  
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Figure 2: 
 
Stochastic noise in three-color FRET. (A-C) Three-color FRET efficiency distributions simulated for 
an ideal system with the respective two-color FRET efficiencies as listed in (A). The input distances 
are RBG = 40 Å, RBR = 60 Å and RBG = 40 Å using a Förster distance of R0 = 50 Å and a distribution 
width of 𝜎 = 2 Å for all dye pairs. FRET efficiencies EBG and EBR show broad and skewed distributions, 
whereas even values below zero and above one are observed for the FRET efficiency EBR. Red 
dashed lines indicate the expected values of EBG = 0.8 in (A) and EBR = 0.25 in (B). The two-
dimensional plot in (C) shows inherent correlations between the two FRET efficiencies due to photon 
shot noise (compare also Figure S4). Data is shown as grey bars in (A/B) and as a surface plot in (C). 
Fits are shown as black lines. In (C), the surface used to represent the data is colored according to 
the weighted residuals. (D-I) Representation of the result of 3C-PDA of the dataset in proximity ratio 
parameter space. The data is processed into signal fractions after blue excitation (PRBG and PRBR) 
and after green excitation (PRGR). Shown are the two-dimensional (D-F) and one-dimensional (G-I) 
marginal distributions of the three-dimensional frequency distribution. In the two-dimensional 
projections, the surface representing the data is colored according to the weighted residuals (wres). In 
the one-dimensional projections, the data is shown as grey bars and the 3C-PDA fit as black lines. 
Weighted residuals are plotted above. 
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Figure 3: 
 
Characterizing the performance of 3C-PDA. (A-B) Map of the distribution of signal after blue 
excitation on the three-color channels (A: red detection channel, B: green detection channel) at a 
constant distance between the green and red dye of 40 Å (R0 = 50 Å for all dye pairs). Error bars 
represent the uncertainty at the sampled distance given by the 95% confidence intervals. For better 
visualization, the absolute uncertainties are multiplied by a factor of 4. Regions where the change in 
signal is low with respect to distance changes correspond to large uncertainties. See Figure S7 for 
precision and accuracy maps at different values for RGR. (C) Uncertainty of extracted distances given 
by 95% confidence intervals as a function of the number of time bins used for the analysis.  Fitted 
distance (D), relative error (E) and relative uncertainty (F) as a function of signal-to-noise ratio. To 
guide the eye, dashed lines, given by power law fits to the data, are shown in D-F. 
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Figure 4:  
 
3C-PDA of triple-labeled DNA. (A-F) Exemplary fit result of 3C-PDA of DNA-Alexa1, corresponding 
to the cyan position of the blue dye in the structural model of the dsDNA construct shown in panel G. 
Shown are the projections of the three-dimensional histogram of signal fractions PRGR, PRBG and 
PRBR. Two-dimensional projections are displayed as surface plots in the top row (A-C). The surface is 
colored according to the weighted residuals as indicated by the color bar. In the bottom row (D-F), 
one-dimensional projections (grey bars) are plotted together with the fit result (black line). The two 
components of the model function are shown as red and blue lines. Weighted residuals are shown 
above. All DNA constructs required the use of two Gaussian distance distributions to describe the 
data. The 3C-PDA of DNA-Alexa2 and DNA-Atto1/2 are shown in Figure S11 and S15, respectively. 
(G) Structural model of the DNA-Alexa constructs. The accessible volumes of the dyes Alexa488 
(cyan: DNA-Alexa1, blue: DNA-Alexa2), Alexa568 (green) and Alexa647 (red) are shown as clouds. 
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Spheres with the respective colors indicate the mean positions of the dyes. (H) Fit results for DNA-
Alexa measurements. Cyan diamonds show the results with the blue dye in the left position (DNA-
Alexa1, cyan cloud in the structure above), whereas blue squares indicate the blue dye in the right 
position (DNA-Alexa2, blue cloud). Fitted distribution widths are given as error bars. The change of 
the position of the blue dye by 3 bp results in an anticorrelated change of the distances RBG and 
RBR. (I) Structural model of the construct DNA-Atto1. The accessible volumes of the dyes Atto488 
(blue), Atto565 (green) and Atto647N (red) are shown as clouds. Gray spheres indicate the mean 
positions of the dyes. In the DNA-Atto2 construct, the positions of the blue and green dyes are 
switched. (J) Fit results for the DNA-Atto constructs. Diamonds indicate the results of DNA-Atto1, 
corresponding to the arrangement of dyes as shown in the inset. Gray squares indicated the 
arrangement where the blue and green dye positions have been exchanged (DNA-Atto2). Switching 
of the positions of blue and green dye should not affect the recovered distances. This holds true for 
distances R2 and R3. For the distance R1, however, a large difference is observed (*). This deviation 
originates from dynamic quenching of Atto565 in construct DNA-Atto1 (see main text and 
Supplementary Note 9). By accounting for the quenching in the analysis, the correct distance can still 
be recovered for R1 in DNA-Atto1 (black diamond). Error bars represent the fitted distribution widths.  
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Figure 5: 
 
3C-PDA of the heat shock protein BiP. (A) Structural representations of the Hsp70 chaperone BiP 
in the ADP-bound state (left, based on the crystal structure of the homolog DnaK, PDB: 2KHO) and in 
the ATP-bound state (right, PDB: 5E84). The nucleotide-binding, substrate-binding and lid-domain 
(NBD, SBD and lid) are color-coded in blue, green and red respectively. Dye positions are indicated 
by clouds that represent the possible positions determined using accessible volume calculations. The 
lid of the SBD is closed in the ADP-bound state but opens up in the ATP-bound state. Black arrows 
indicate the movement of domains during the nucleotide-dependent conformational cycle. The 
distance between the SBD and NBD is larger in the ADP-bound state, while the two domains directly 
contact each other in the ATP-bound state (grey arrows). (B) 3C-PDA of BiP in the ADP state. Shown 
are the projections of the three-dimensional histogram of signal fractions PRGR, PRBG and PRBR. Two-
dimensional projections are displayed as surface plots in the top row. The surface is colored 
according to the weighted residuals as indicated by the color bar. In the bottom row, one-dimensional 
projections (grey bars) are plotted together with the fit result. Weighted residuals are shown above the 
plots. The individual components of the fit are shown in blue, red, yellow and purple in the one-
dimensional projections. Additionally, the second population originating from stochastic labeling is 
shown in darker color (dark blue, dark red, dark yellow, dark purple) in the one-dimensional 
projections of PRBG and PRBR. (C) Comparison of distances extracted from two-color FRET 
experiments of BiP (dark grey), taken from Rosam et al. (29), and determined using 3C-PDA (light 
grey). D) Two-dimensional distance distributions extracted from the measurements of BiP in the 
presence of ADP (left) and ATP (right) using 3C-PDA without correcting for the stochastic labeling. 
The distance between the green and red fluorophores, RGR, reports on the distance between the lid-
domain and the substrate-binding domain. The distance between the blue and green fluorophores, 
RBG, monitors the distance between the substrate-binding and the nucleotide-binding domain. The 
3C-PDA confirms the picture obtained from the crystal structures (A): In the presence of ADP, the lid 
is closed and the interdomain distance shows a broad distribution, indicative of conformational 
heterogeneity; in the presence of ATP, the lid closes and the distribution width of the interdomain 
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distance is narrower, showing a more defined conformation. See Fig. S18 for the associated 3C-PDA 
fits and Fig. S19 for a complete display of the inferred distance distribution.  
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ABSTRACT: Elaborating eﬃcient strategies and deepening
the understanding of light transport at the nanoscale is of
great importance for future designs of artiﬁcial light-
harvesting assemblies and dye-based photonic circuits. In
this work, we focus on studying the phenomenon of Förster
resonance energy transfer (FRET) among ﬂuorophores of
the same kind (homo-FRET) and its implications for energy
cascades containing two or three diﬀerent dye molecules.
Utilizing the spatial programmability of DNA origami, we
arranged a chain of cyanine 3 (Cy3) dyes ﬂanked at one end
with a dye of lower excitation energy, cyanine 5 (Cy5), with
or without an additional dye of higher excitation energy,
Alexa488, at the other end. We characterized the response of our ﬂuorophore assemblies with bulk and single-molecule
spectroscopy and support our measurements by Monte Carlo modeling of energy transfer within the system. We ﬁnd that,
depending on the arrangement of the ﬂuorophores, homo-FRET between the Cy3 dyes can lead to an overall enhanced
energy transfer to the acceptor ﬂuorophore. Furthermore, we systematically analyzed the homo-FRET system by
addressing the ﬂuorescence lifetime and anisotropy. Finally, we built a homo-FRET-mediated photonic wire capable of
transferring energy through the homo-FRET system from the blue donor dye (Alexa488) to the red acceptor ﬂuorophore
(Cy5) across a total distance of 16 nm.
KEYWORDS: artiﬁcial light harvesting, homo-FRET, DNA origami, photonic wires, energy transfer, single-molecule FRET
The phenomenon of light migration via resonant energytransfer is of fundamental importance in nature. Inphotosynthetic organisms,1−3 light is absorbed by
pigments located in the light-harvesting complexes (LHCs)
and then transferred through diﬀerent mechanisms to the
reaction center, where the photons’ energy is transformed into
chemical energy.1,4,5 Energy transfer on the sub-nanometer
length scale between the pigment molecules within the LHC
occurs mainly through coupled excitons. Over longer distances
(>1 nm), the energy is transferred through dipole−dipole
interactions by means of resonance energy transfer.5−7 To
understand and mimic the natural process of light harvesting, it
is beneﬁcial to construct artiﬁcial systems that eﬃciently control
the transport of light. Great success has already been achieved
in creating complex arrangements of dyes and LHCs on
diﬀerent biological platforms such as lipid membranes8−11 and
protein capsids.12,13 The ability of collecting light with dye
clusters is also utilized in dye-sensitized solar cells.14 Here,
inspired by the basic principle of nature’s light-harvesting
mechanisms, we designed a DNA origami nanostructure to
investigate long-range energy transfer by creating a linear
arrangement of three spectrally diﬀerent dyes. The resulting
energy landscape allows the energy to be transferred from the
excited donor dye through a number of identical transmitter
dyes to a single acceptor ﬂuorophore. We investigate the
contributions of the diﬀerent ﬂuorophores to the energy
cascade coming from hetero-FRET (Förster resonance energy
transfer between two diﬀerent ﬂuorophores) and homo-FRET
(energy transfer between ﬂuorophores of the same kind).
Because DNA can be used as a rigid and easily modiﬁable
scaﬀold for positioning molecules at precise distances and in
many diﬀerent conﬁgurations,15−17 extensive work has been
done on constructing photonic networks for light harvesting
and photonic circuits on simpler DNA constructs15,18−26 as well
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as more complex DNA origami nanostructures.16,17,27,28
Previous bulk studies focused on homo-FRET-mediated
photonic wires, where the energy is transferred from a high-
energy donor to a lower-energy acceptor through a chain of
equal energy dyes. Performing FRET studies on DNA origami
provides some advantages over simpler double-stranded DNA
structure.18,19,21−23 DNA origami29−31 oﬀers an eﬃcient and
robust way to arrange a large number of dyes in custom-tailored
conﬁgurations. In fact, by simply exchanging a few speciﬁc
oligonucleotides, the same nano-breadboard-like structure can
be utilized to place diﬀerent species of dye molecules or other
nanocomponents27,32,33 with nanometer precision in almost
arbitrary arrangements in a single plane. Furthermore, the
components can be assembled with ﬁnely controlled
stoichiometry, whereas DNA structures consisting of few
strands often require tedious tailoring of DNA strand ratios
to achieve a good assembly quality. Another important aspect
of using DNA origami for reliable optical characterization is the
eﬀectiveness of the puriﬁcation steps, where it is straightforward
to separate large DNA origami objects from individual
oligonucleotides or dye molecules.
Here, we assembled a combination of a three-color cascade
and a homo-FRET-based photonic wire (PW), achieving
energy transfer over a distance of 16 nm from a blue donor
dye to a red acceptor dye through three green ﬂuorophores. We
focus on the eﬀects of homo-FRET on the overall energy
transfer. Speciﬁcally, we break down the complex dye cascade
into its individual components and, through a systematic
analysis of the partial contributions of each dye to the system,
we show that the overall energy migration is enhanced by
homo-FRET between the donors, as compared to expected
transfer eﬃciency in the absence of homo-FRET. We carried
out bulk ﬂuorescence spectroscopy measurements as well as
single-molecule (SM) experiments measuring the FRET
eﬃciency, ﬂuorescence lifetime, and ﬂuorescence anisotropy.
Finally, Monte Carlo (MC) simulations were performed to
obtain a consistent picture of the energy transfer processes.
RESULTS AND DISCUSSION
Homo-FRET Wires on DNA Origami. A schematic
drawing of the DNA-origami-supported PW is shown in Figure
1A. The full PW consists of ﬁve dyes: one blue donor
(Alexa488) with the highest excitation and emission energies,
three green dyes (Cy3) of intermediate energies, and one
acceptor (Cy5) exhibiting the lowest energies. The dyes are
positioned in a quasi-linear arrangement on the upper surface
of a three-layered DNA origami block, resembling a 1D wire.
The diﬀerent labeling positions for Cy3 are indicated with a
“G1”, “G2”, or “G3” when the respective dye is present, whereas
an “X” indicates the absence of any dye in that position (Figure
1B and Supporting Information 1 Table S1 for the complete list
of all constructs). As the blue and red ﬂuorophore are separated
by 16 ± 0.6 nm (the distances and corresponding errors are
based on the well-known structure of DNA origami objects34,35
and the ﬂexibility of the linker molecule), energy absorbed from
the blue donor to the red acceptor must travel through a
multistep energy transfer process via one or more intermediate
green dyes. Of the multiple possible energy pathways, the most
important ones are shown in Figure 1C. The spectral
characteristics of the dyes are illustrated in Figure S1 and
discussed in Supporting Information 2.
For the homo-FRET system, we determined a Förster radius
of 4.6 nm, resulting in expected transfer eﬃciencies in an
isolated system of 90% (G2G3), 50% (G1G2), and 27% (G1G3)
between Cy3s in our PW. We assume the dipole−dipole
interaction regime, as the minimum separation between the
ﬂuorophores is larger than 3 nm.
Ensemble FRET Experiments. We ﬁrst investigate the
system with a single acceptor dye and no blue dye, a condition
inspired by the energy migration in the LHC from multiple
donors to a single acceptor acting as an energy sink, meaning
that the chromophore actively depletes the system. To
determine the overall energy transfer in this system, we
measured bulk ﬂuorescence emission spectra after excitation of
the Cy3 ﬂuorophores. Figure 2 shows the spectrum of the
construct G1G2G3R with the three homo-FRET green dyes and
the red acceptor and the corresponding assembly without
acceptor. Clearly, the former spectrum exhibits two emission
Figure 1. Homo-FRET-mediated photonic wire. (A) Schematic representation of the three-layered DNA origami block and a TEM image of
origami blocks, some of which are lying ﬂat and others standing on their sides (scale bar: 80 nm). In the enlarged region, the scheme indicates
the designed locations of the dye molecules with respect to the DNA strands. (B) Examples of wire constructs introducing the nomenclature.
Alexa488, Cy3, and Cy5 dyes are depicted as blue, green, and red stars, respectively. Empty stars indicate the absence of a dye at this position.
(C) Possible energy pathways of the photonic wire and their corresponding transfer rates. The thickness of the yellow arrows is proportional
to the calculated eﬃciency of the homo-FRET between the two green dyes.
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peaks, one from Cy3 around 560 nm and the second one from
Cy5 around 660 nm, indicating the occurrence of FRET,
whereas for the latter construct, no red emission is detected. To
assess the amount of the direct excitation of Cy5 upon 520 nm
incident light, we performed a control where we mixed in a 3:1
ratio the ﬂuorescently labeled DNA staples corresponding to
the three green and the one red staple and measured the
emission spectrum. A negligible amount of red ﬂuorescence is
detected (see inset in Figure 2 and Figure S2 and Supporting
Information 3 for the quantiﬁcation of Cy5 absorption at 520
nm).
To investigate the eﬀect of homo-FRET on the energy
transfer, we measured the emission from the single Cy3/Cy5
hetero-FRET pairs (G1XXR, XG2XR, and XXG3R) and
G1G2G3R. This assembly shows a signiﬁcant increase in Cy5
ﬂuorescence compared to the constructs with only one donor.
The measured increase in absolute ﬂuorescence is expected in
hetero-FRET systems from the contribution of multiple
donors.17 To quantify the contribution of multiple donor
dyes on the energy transfer, we compared the sum of the
individual Cy3/Cy5 pairs to the full construct (Figure 3A, gray
spectrum). Overall, we found that this energy delocalization
results in a small increase of Cy5 emission compared to the
sum of the single contributions of G1, G2, and G3. When
calculating the corresponding energy transfer eﬃciency, we ﬁnd
that the three-donor construct leads to an increase of ΔE =
0.01, compared to the averaged contribution of single hetero-
FRET pairs. This increase corresponds to an enhancement of
7.5% (see Table 1 and Supporting Information 3 and 4 for bulk
eﬃciency and enhancement calculations). Due to heterogeneity
of samples, this increase falls within variability, but it is
consistently present in every sample batch measured. It should
be noted that while G1G2G3R has an overall lower FRET
eﬃciency compared to the XXG3R construct, the overall
transfer to the acceptor is enhanced as is evident from the
increased Cy5 emission. The decreased FRET eﬃciency is a
consequence of the increasingly larger distance between the
additional donors G1 and G2 from the acceptor.
To analyze all the possible energy transfer pathways, we
assembled a series of partial constructs with two green dyes
(Figure 3B−D). For the G1G2XR construct, we observe a slight
Figure 2. FRET vs non-FRET emission spectra. Bulk emission
spectra of the homo-FRET photonic wire with (blue line) and
without (purple line) acceptor dye and the mixture of Cy3/Cy5-
labeled DNA staples which constitute the photonic wire (orange
dashed line), upon 520 nm incident light.
Figure 3. Two-color cascade. (A−D) Bulk emission spectra of constructs carrying a variable number of Cy3 dyes and a single Cy5 acceptor.
The recorded emission intensities are normalized by the intensity of the Cy5 emission after Cy5 excitation in order to account for diﬀerences
in sample concentration. The shading around the plotted lines indicates the error of the mean (the ﬁnal spectra are the result of an average of
multiple measurements on at least six diﬀerent sample batches). The comparison between the spectra of the constructs containing two Cy3
dyes (blue lines) and the mathematical sum of the spectra of the respective partial constructs with only one Cy3 (gray lines) is shown for
XG2G3R (A), G1XG3R (B), G1G2XR (C), and G1G2G3R (D). (E−H) SM FRET histograms of constructs carrying a variable number of Cy3
dyes and a single Cy5 acceptor. Occurrence values are normalized by the histogram areas. Each histogram contains at least 2000 events.
Dashed lines indicate the average eﬃciency.
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decrease in red emission, compared to the sum of G1XXR and
XG2XR, whereas the diﬀerence of green emission falls within
the sample variability, indicating a slight reduction of the energy
transfer eﬃciency. No consistent diﬀerence in energy transfer is
observed for G1XG3R when compared to the sum of XXG3R
and G1XXR. The construct XG2G3R, on the other hand, shows
an energy transfer increase of ΔE = 0.04 compared to the
average contribution of XXG3R and XG2XR. This result
indicates an enhancement of the energy transfer of about
18%, where both hetero- and homo-FRET occur with the
highest eﬃciency. However, in ensemble experiments, an
average value is measured, and errors arising from variations
in dye−DNA labeling eﬃciencies and incomplete DNA staple
incorporation cannot be easily corrected, limiting our under-
standing of the system.
Single-Molecule FRET Experiments. To address these
limitations and to obtain complementary data, we performed
single-molecule FRET measurements in solution by burst
analysis.36 Through this tecnique, single molecules are
measured at picomolar concentration as they diﬀuse through
the femtoliter-sized observation volume of a confocal micro-
scope on the time scale of a few milliseconds. Fluorescence
bursts coming from a single origami are isolated and analyzed.
By using pulsed interleaved excitation,36 we can selectively
investigate only those constructs that carry both an active
donor and an active acceptor dye (see Supporting Information
6 and Figure S3). The single-molecule FRET results are thus
not biased by the eﬃciency of acceptor strand incorporation
into the origami, by the labeling eﬃciency of the acceptor
strand, nor by long-lived dark states of the ﬂuorophore. In fact,
we ﬁnd that the fraction of constructs missing an active
acceptor ﬂuorophore varies between 7 and 23%, which aﬀects
the ensemble results (see Supporting Information Table S3).
We measured single-molecule distributions of the green to
red energy transfer eﬃciency again for samples with one Cy5
acceptor and one, two, or three Cy3 donors (Figure 3E−H).
Generally, we observe broad distributions of FRET eﬃciencies
beyond what is expected from photon shot-noise even for
constructs with a single Cy3 dye. This heterogeneity could be
caused by interactions of the dyes with the DNA, which can
aﬀect the quantum yield and thus lead to a distribution of
observed transfer eﬃciencies. We obtain mean apparent energy
transfer eﬃciencies of E = 0.06 for G1XXR, E = 0.13 for
XG2XR, and E = 0.45 for XXG3R, which qualitatively
correspond to what we measured in ensemble FRET
experiments.
As before, we compare the average transfer eﬃciency of the
individual Cy3/Cy5 pairs to the average transfer eﬃciency of
the constructs with two or three Cy3 dyes. For the single-
molecule FRET eﬃciency histograms, the average FRET
eﬃciencies are given by the dashed lines in Figure 3E−H.
SM measurements allows us to obtain a distribution of FRET
eﬃciencies which is not possible through bulk measurements.
To compare the contributions of the individual FRET pairs
with respect to the full photonic wire, we here have to consider
the average value of transfer eﬃciencies. The increased energy
transfer eﬃciency observed in the bulk measurements for
constructs G1G2G3R and XG2G3R is seen more clearly by the
single-molecule measurements, where, compared to the single
Cy3 constructs, we observe an increase in energy transfer of ΔE
= 0.11 and ΔE = 0.06, corresponding to an enhancement of 38
and 28% for XG2G3R and G1G2G3R, respectively. In the
ensemble measurements, no enhancement was observed for
G1XG3R. However, in the single-molecule experiments, we
measure an energy transfer increase of 27%. This increase in
sensitivity in the single-molecule experiments comes from the
ability to only select DNA origami structures with both
photoactive donor and acceptor ﬂuorophores. Thus, single-
molecule experiments are not inﬂuenced by the contributions
from the donor-only species and are more robust for diﬀerent
sample preparations with varying amounts of ﬂuorescent
labeling. By correcting the ensemble FRET eﬃciencies using
knowledge of the fraction of Cy3-only molecules determined
from burst analysis experiments, we ﬁnd that the quantitative
agreement between ensemble and single-molecule experiments
is increased (see Table S5). The construct G1G2XR shows no
signiﬁcant change in both single-molecule and ensemble FRET
experiments.
Homo-FRET can be interpreted as a diﬀusive process
between molecules without preferential direction.13,19,23 If the
green ﬂuorophores were acting as independent molecules, the
emission of the full construct should be equivalent to the sum
of the single components; that is, the ensemble of independent
energy pathways should be equal to the sum of the parts. Our
observations of enhanced energy transfer in the constructs
XG2G3R and G1G2G3R, however, indicate that the dyes are not
acting independently but that homo-FRET is contributing to
the increase of energy transfer. Given our experimental
conditions, saturation eﬀects are precluded, and only one
green dye is excited at any time. Previous studies showed that
cyanine dyes linked to DNA exhibit Förster behavior down to a
distance of ∼8 base pairs,37 and heterodimer formation was
only observed at distances of <6 base pairs.37−39 We thus rule
out the eventuality of contact quenching and dye−dye strong
interactions and consider the role homo-FRET is playing in the
energy transfer process. The short distance between the green
dyes promotes an eﬃcient energy exchange among them,
whereas the proximity of G3 to the acceptor dye, which acts as
an energy sink, depletes the energy from the homo-FRET
system. Here, the hetero-FRET process creates an energy drain
on G3, which can subsequently accept more energy from G1
and G2 and again transfer it to the ﬁnal acceptor. This
Table 1. FRET Eﬃciencies with Their Absolute Error from Bulk and SM Measurements and MC Calculationsa
G1XXR XG2XR XXG3R G1G2XR G1XG3R XG2G3R G1G2G3R
Ebulk 0.05 ± 0.004 0.12 ± 0.009 0.36 ± 0.02 0.07 ± 0.004 0.21 ± 0.009 0.29 ± 0.01 0.19 ± 0.001
ΔE −0.015 ± 0.011 0.000 ± 0.025 0.040 ± 0.027 0.011 ± 0.028
ESM 0.06 ± 0.002 0.13 ± 0.002 0.45 ± 0.002 0.09 ± 0.002 0.33 ± 0.002 0.4 ± 0.001 0.28 ± 0.002
ΔE −0.01 ± 0.003 0.07 ± 0.003 0.11 ± 0.003 0.06 ± 0.004
EMC 0.03 0.10 0.28 0.07 0.15 0.22 0.15
ΔE 0.005 −0.005 0.025 0.014
aThe eﬃciency increment ΔE is calculated as the diﬀerence between the averaged eﬃciency of single hetero-FRET pairs and their corresponding
homo-FRET construct.
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mechanism of eﬃcient migration of energy from G3 to R could
explain the increased energy transfer of these constructs. In the
G1XG3R assembly, only a small enhancement was observed in
the ensemble experiments, but a clear enhancement is evident
from the single-molecule results. Here, the homo-FRET
distance is larger than that in the constructs G1G2G3R and
XG2G3R, resulting in a reduced homo-FRET transfer eﬃciency.
In spite of the reduced delocalization of energy over the homo-
FRET system, the results indicate that the depletion by G3 still
results in an enhancement of energy transfer. On the other
hand, for G1G2XR, the lower eﬃciency of hetero-FRET
diminishes the depletion of the homo-FRET system by the
energy sink, resulting in no net enhancement for this construct.
Monte Carlo Simulations. As the contribution of a homo-
FRET system to energy transfer is not intuitive, we conﬁrmed
the enhancement by modeling our photonic wire with MC
simulations. The MC simulations were performed using
standard theory of Förster-type energy transfer. To better
simulate our system, we incorporate the limited rotational
freedom of the ﬂuorophores on the origami platform into the
calculation. Often, the dipole moments of ﬂuorophores are
assumed to rotate freely so that the orientation factor, κ2, for
the FRET eﬃciency averages to 2/3. However, the attachment
of the ﬂuorophores to the ﬂat surface of our DNA construct
limits the accessible volume of the dyes. Additionally, the
rotational freedom can be partially hindered by the interaction
between the dyes and the DNA.37,40,41 These considerations
can be implemented by sampling diﬀerent angle conﬁgurations
for each energy transfer step in the system. Here, we modeled
all the partial and the full homo-FRET constructs assuming
isotropic dipole orientations within a half-sphere for the
diﬀerent dyes and no preferential directionality for the energy
transfer in the homo-FRET part of the wire. We used the
experimental values of FRET eﬃciency from ﬂuorescence bulk
measurements of single hetero-FRET pairs to establish the
simulations parameters. For the rate of homo-FRET, we used
the expected eﬃciency values calculated from overlap integral
and distance between the green dyes. From the simulations, we
obtained overall transfer eﬃciencies in very good agreement
with our bulk experimental values (see Table 1). Importantly,
the FRET eﬃciencies from the MC calculation of homo-FRET
constructs also show an increased energy transfer of 16% for
XG2G3R and 10% for G1G2G3R and a negligible change for
G1XG3R and G1G2XR (ΔE < 0.01).
Fluorescence Lifetime and Anisotropy Measurements
Elucidate the Contributions of Homo-FRET. To investigate
homo-FRET in the absence of hetero-FRET, we need to use
anisotropy information as the ﬂuorescence lifetime should not
change for an ideal homo-FRET system nor can FRET be
calculated via spectral shifts. Fortunately, anisotropy data are
available from the single-molecule multiparameter ﬂuorescence
detection experiments with pulsed interleaved excitation.36
Anisotropy uses the polarization of the excited and emitted
photons to measure the orientation of the molecule. The
anisotropy decreases due to molecular rotation as well as via
energy transfer. Figure 4A shows the time-resolved anisotropy
decay of the various constructs (for constructs carrying two
Cy3 dyes, see Figure S4). The emitted photons preferentially
have the same polarization as the excitation light at short times,
which quickly decays. The “dip-and-rise” behavior with an
initial fast decay of the anisotropy and subsequent rise to the
residual anisotropy value occurs in the presence of distinct
states of the dye that exhibit diﬀerent rotational ﬂexibility and
diﬀerent ﬂuorescence lifetimes.42 Especially for cyanine dyes
Figure 4. Single-molecule ﬂuorescence anisotropy and ﬂuorescence lifetimes. (A) Time-resolved ﬂuorescence anisotropy decays of Cy3-
labeled DNA origami. The anisotropy decays of the single-labeled constructs, G1, G2, and G3 (orange, purple, and green line, respectively)
show similar behavior, whereas the decay of the triple-labeled construct (G1G2G3, blue line) shows decreased anisotropy, conﬁrming homo-
FRET occurrence. (B) Fluorescence lifetimes of the same constructs. The lifetime decay of G1G2G3R (blue) shows a reduction in lifetime
compared to that of the single-labeled constructs.
Table 2. Residual Fluorescence Anisotropy (r∞) and Average Fluorescence Lifetime (τ) of Single- And Triple-Labeled Cy3
Constructsa
G1XX XG2X XXG3 G1G2G3 G1G2X G1XG3 XG2G3
r∞ 0.219 ± 0.007 0.216 ± 0.009 0.223 ± 0.006 0.167 ± 0.004 0.203 ± 0.007 0.198 ± 0.004 0.188 ± 0.006
Δr∞ 0.052 ± 0.006 0.014 ± 0.009 0.023 ± 0.006 0.032 ± 0.008
τ (ns) 1.57 ± 0.04 1.34 ± 0.06 1.52 ± 0.09 1.09 ± 0.03 1.20 ± 0.07 1.27 ± 0.02 1.27 ± 0.05
Δτ (ns) 0.40 ± 0.05 0.27 ± 0.08 0.27 ± 0.05 0.16 ± 0.07
aΔr∞ and Δτ indicate the diﬀerences of these values for the multiple-dye constructs with respect to the average value of the single-dye constructs.
Errors are given as 95% conﬁdence intervals.
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such as Cy3 and Cy5, it is well-known that steric hindrance
aﬀects the isomerization rate to the nonﬂuorescent cis isomer,
leading to an increase in brightness and ﬂuorescence life-
time.41,43,44 At early time lags, the anisotropy decay is
dominated by the contribution of the short lifetime species,
whereas at long time lags, only the long lifetime species
contribute. After the initial decay of the anisotropy due to the
ﬂuorophore rotation, the decay levels oﬀ to a residual value, r∞,
reporting on the slow rotation of the origami. The model to
describe the decay (solid lines in Figure 4A) is outlined in detail
in the Supporting Information 8. In the singly labeled
constructs, the decay in anisotropy is due to rotation of the
ﬂuorophores. For the full construct, a larger drop in anisotropy
is observed due to homo-FRET.45−48 Here, we focus only on
the residual anisotropy r∞ as an indicator of homo-FRET
(Table 2).
The triple-labeled construct, G1G2G3, showed the largest
change in the residual anisotropy (Δr∞ = 0.052), a clear
indication for eﬃcient homo-FRET. All double-labeled
constructs also exhibited a reduced residual anisotropy
compared to the single-labeled constructs. The highest
diﬀerence is observed for the construct XG2G3 (Δr∞ =
0.032) and the lowest for G1G2X (Δr∞ = 0.014). Surprisingly,
G1XG3 (Δr∞ = 0.023) shows a higher change in residual
anisotropy and thus a higher eﬃciency of homo-FRET than
G1G2X, even though the distance between the dyes is larger
(5.4 nm vs 4.6 nm). The inﬂuence of the dipole−dipole
orientation is an important factor in FRET.49 In the case of
homo-FRET, the measured anisotropies for the single-labeled
constructs of r∞ ≈ 0.22 for donor and acceptor indicate a
possible eﬀect of the orientation on the transfer eﬃciency.
Furthermore, the interdependence of the quantum yield and
steric hindrance for Cy3 introduces a correlation between the
rotational ﬂexibility and the Förster radius. Thus, diﬀerences in
the local environment or dipole orientation could account for
the higher homo-FRET eﬃciency of G1XG3 construct with
respect to G1G2X. As a control, we measured a construct with
large separation between the three Cy3 dyes, yielding no
signiﬁcant change in the residual anisotropy (r∞ = 0.226) (see
Figure S4 for measurements and details on dyes arrangement).
We additionally investigated the ﬂuorescence lifetime of the
diﬀerent constructs. In all cases, Cy3 showed a complex
ﬂuorescence decay, which we analyzed using a three-
component exponential model function (see lifetime distribu-
tions in Figure S5).42,44 The three lifetime components of the
single-labeled constructs are 0.33 ± 0.08, 1.14 ± 0.20, and 2.60
± 0.01 ns. In the following, we focus our discussion on the
average ﬂuorescence lifetime (see Table 2). Among the single-
labeled constructs, G2 shows a shorter average lifetime. We
attribute the diﬀerence in lifetimes to the position on the
origami structure and to the diﬀerent way the ﬂuorophore is
linked to the staple strand. It is well-known that the behavior of
dyes, in particular, their quantum yield and rotational ﬂexibility,
is inﬂuenced both by neighboring DNA bases through stacking
interactions and sequence-dependent enhancement and
quenching and by the covalent coupling of the dye to
DNA.41,44,50,51 The Cy3 molecule in position G2 is the only
one directly linked to a thymine base on a modiﬁed DNA
strand, whereas the ﬂuorophores in positions G1 and G3 are
terminally linked to the 5′-end of the DNA strands, and an
extra unpaired thymine base has been added as a spacer to
prevent quenching from other DNA bases on the origami
surface. Therefore, we attribute the diﬀerence in lifetime to the
diﬀerent linker ﬂexibility and local environment surrounding
the dyes. Furthermore, the longer lifetime of positions G1 and
G3 is likely caused by transient base-stacking interactions with
the unpaired thymine.41,44 Interestingly, looking at the average
lifetime per molecule measured in our single-molecule
experiments (Figure S5), we observe broad distributions
ranging from 0.6 to 2 ns. This observation indicates that the
dye−origami interactions persist for time scales longer than the
diﬀusion of origami through the observation volume of ∼10 ms.
In general, all constructs with multiple green dyes show
reduced lifetimes compared to the single-labeled ones.
Theoretically, homo-FRET should not result in a change of
the observed ﬂuorescence lifetimes and the quantum yield.46
However, this conclusion only holds true when the dyes behave
identically. In our case, multiple lifetime components are
observed and, although the absolute values of the three lifetime
components do not change signiﬁcantly, a reduction in the
fraction of the long lifetime component is observed (see
Supporting Information 9 Table S5 and lifetime distribution
plots Figures S5 and S6). The observed change of the
ﬂuorescence lifetime is larger for the triple-labeled construct,
which also exhibits the highest decrease in anisotropy. We
speculate that the decrease in lifetime is most likely a
consequence of the existence of multiple lifetime components.
The longer a molecule remains in the excited state, the higher
probability it has to undergo FRET. Thus, the longer lifetime
component will contribute more strongly to the homo-FRET
system and the shorter lifetime components have a higher
probability of dissipating the energy.
Three-Color Photonic Wire with Localized Excitation.
We have demonstrated that our intermediate dyes can perform
homo-FRET and that this phenomenon does lead to higher-
energy transfer over the 10.5 nm distance of the dye assembly
with respect to the single FRET pairs. However, any one of the
three green dyes can be initially excited in the system. To
localize the excitation and study directed energy transfer
through the homo-FRET system, we investigated the full three-
color cascade PW, where a blue primary donor is placed 5.4 nm
from G1 (cf. Figure 1). After verifying that no energy transfer
occurs between the blue donor and the red acceptor without
intermediate green dyes (Supporting Information 10 Figure
S8), we separately measured the previous constructs in the
presence of the blue ﬂuorophore. To estimate the energy
transfer eﬃciency from the blue donor to the red acceptor dye,
we use the percentage of red signal after excitation of the blue
dye. This apparent energy transfer eﬃciency for SM FRET is
not corrected for spectral cross-talk or cross-excitation and only
serves as an indicator to compare the relative eﬃciency of the
diﬀerent constructs (see Supporting Information 11). The
eﬃciency calculated for bulk measurements is corrected for
spectral cross-talk but not for cross-excitation (see Supporting
Information 12). The presence of only one intermediate green
dye results in very low or undetectable emission from the red
acceptor ranging from 0.6 to 1.3% in bulk measurements and
between 3 and 5% in SM measurements (Figure S9 and Table
S7 for smFRET experiments and Figure S10 and Table S9 for
bulk experiments). Using the ﬂuorescence lifetime of Alexa488,
we estimate the FRET eﬃciency from the blue dye to the
individual Cy3 positions to be 52% to position G3, 13% to
position G2, and 4% to position G1 (see Table S8). For
constructs with two green dyes, we observed an increase in the
apparent transfer eﬃciency from the blue dye to the red
ﬂuorophore ranging from 5 to 9% for SM FRET and from 1.3
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to 3.3% for bulk measurements. Our full photonic wire with all
three Cy3s produces an increase in energy transfer eﬃciency to
5% measured in bulk (see Supporting Information 12 and
Table S9 for eﬃciency estimation) and 10% in the SM
measurements (Table S7). To visualize this increase, we
compared the sum of the red emissions of all single Cy3 dye
wires, BXXG3R, BXG2XR, and BG1XXR, with the complete
wire BG1G2G3R (Figure 5). As exciting the blue donor at 490
nm results in partial excitation of Cy3, we also performed bulk
measurements with 460 nm excitation (see Figure S11). The
results are consistent with the spectra obtained with 490 nm
excitation.
Finally, we modeled the three-color energy transfer process
with MC simulations. By accounting for the partial direct
excitation of Cy3 dyes in the simulation, the calculated values
are in very good agreement with our experimental ﬁndings (see
Table S10). Most importantly, the overall transfer eﬃciency is
4.4%, which is signiﬁcantly higher than the arithmetic sum of
the constructs with only one intermediated green dye (2%).
CONCLUSION
In this work, we demonstrated a photonic wire mediated by a
homo-FRET chain of three Cy3 ﬂuorophores. Our observations
show that homo-FRET among the Cy3 dyes can have an
enhancing eﬀect on the overall energy transfer to the acceptor
ﬂuorophore. The occurrence of homo-FRET between all Cy3
dyes was conﬁrmed by a decrease of the ﬂuorescence
anisotropy. Furthermore, we found that homo-FRET can
signiﬁcantly change the ﬂuorescence lifetime and thus quantum
yield of Cy3, an eﬀect that is not predicted from FRET theory
alone. Last, we showed that energy can be transferred through
the homo-FRET system from a blue donor dye to a red
acceptor dye over a distance of 16 nm.
In summary, the energy transfer enhancement and the
insights about the homo-FRET process investigated in our
work can be utilized as a guide to extract design principles for
complex light-harvesting assemblies on biological platforms,
such as DNA, protein capsids, and lipid membranes as well as
on artiﬁcial systems such as dye-sensitized solar cells.
MATERIALS AND METHODS
Dyes and DNA Origami. The DNA origami structure used in our
experiments is a square lattice three-layer brick-like structure (for
origami design, DNA sequences, and folding conditions, see
Supporting Information 14). The dyes were incorporated in the
DNA structure during folding by adding the desired dye-labeled DNA
strands in the mixture of ssDNA scaﬀold, staples, and buﬀer. All the
samples were puriﬁed with poly(ethylene glycol) precipitation52,53
before ﬂuorescence measurements were performed.
The dye-functionalized DNA strands were purchased from IBA
GmbH (Göttingen, Germany). Both internal (on thymine base) and
terminal (on 5′-end) functionalization were carried out through NHS
ester coupling. For details on dye-labeled DNA strands, see Table S11.
Bulk Fluorescence Spectroscopy. Bulk ﬂuorescence measure-
ments were carried out with a modular spectroﬂuorometer Fluorolog3
(Horiba Scientiﬁc). For the measurements, the sample was transferred
into a cuvette with a 2 × 10 mm optical path (Hellma Analytics). The
samples consist of 100 μL of 10 nM DNA origami carrying diﬀerent
dyes combinations in a buﬀer solution (10 mM Tris, 1 mM EDTA,
and 20 mM MgCl2).
Each construct was independently assembled and measured at least
six times. Fluorescence emission spectra were recorded, and the FRET
eﬃciency was calculated from the relative intensities of the donor and
acceptor ﬂuorescence. To avoid direct excitation of Cy5, Cy3 was
excited at 520 nm instead of its absorbance maximum at 555 nm. We
normalized the emission spectra with respect to the Cy5 emission after
excitation at 640 nm in order to correct for diﬀerent sample
concentrations.
Single-Molecule Fluorescence. Single-molecule measurements
of FRET eﬃciency, ﬂuorescence lifetime, and anisotropy were
performed on a custom-built confocal microscope. DNA origami
samples were diluted to concentrations of 100 pM in 10 mM Tris, 1
mM EDTA, 20 mM MgCl2, and 1 mM Trolox to reduce
photoblinking and bleaching. The ﬂuorophores were excited using
pulsed interleaved excitation36 at the laser excitation lines at 482, 561,
and 641 nm (LDH-D-C-485, LDH-D-TA-560, LDH-D-C-640,
Picoquant, Berlin, Germany). Laser powers of 110 μW for the blue
laser, 80 μW for the green laser, and 40 μW for the red laser, as
measured before the objective, were used. Fluorescence was collected
by a 60× water immersion objective (60×/1.27 WI, Nikon,
Düsseldorf, Germany), separated from the excitation light by a
polychroic mirror (zt405/488/561/633), and focused through a 50
μm pinhole. It was then split according to polarization (PBS251,
Thorlabs, Dachau, Germany) and wavelength (dichroic mirrors BS560
and 640DCXR) and ﬁltered by the emission ﬁlters for blue (ET525/
50), green (ET607/36), and red (ET670/30) ﬂuorescence (AHF
Analysentechnik, Tübingen, Germany). The signals were detected on
six avalanche photodiodes (Count-100B, Laser Components, Olching,
Germany; SPCM-AQR-14, SPCM-AQRH-14, PerkinElmer, Hamburg,
Germany) and recorded by time-correlated single-photon electronics
(HydraHarp 400, Picoquant, Berlin, Germany). Data analysis was
performed using custom software written in MATLAB.
Monte Carlo Simulation on Energy Transfer Eﬃciency. The
emission from each dye was calculated by using Monte Carlo
simulation that samples diﬀerent orientation of ﬂuorophores. The
angles of ﬂuorophore dipole θ and φ were isotropically varied from −π
to −π and −π/2 to −π/2, respectively, to take account of ﬂuorophores
rotating on the surface of a DNA nanostructure. The transfer rate from
each Cy3 to Cy5 was calculated from the control bulk measurement,
and homotransfer rate and Alexa488 to Cy3 transfer rate was
calculated from the spectral overlap J. We assume that a ﬂuorophore in
an excited state has three pathwaysradiative decay, nonradiative
decay, and energy transfer. Radiative decay and nonradiative decay
were calculated from the quantum yield of ﬂuorophores. The
orientation factor κ2 was calculated from κ = μ̂D·μ̂A − 3(μ̂D·
R̂AD)(μ̂A·R̂DA), where μ̂D and μ̂A are the normalized dipole moment of
Figure 5. Three-color cascade. (A) Normalized emission spectra of
the three-color cascade after Alexa488 excitation. Due to spectral
overlap between Alexa488 and Cy3, the green emission peak
around 550 nm becomes only apparent for constructs where the
closest dye to the blue donor is present. Inset: Zoomed-in image
into the Cy5 emission spectral region. Wires with only one green
dye do not show a signiﬁcant emission of the red acceptor. Cy5
emission appears when all three Cy3 dyes are present. The gray line
represents the arithmetic sum of the red signals from BG1XXR,
BXG2XR, and BXXG3R, which is signiﬁcantly lower than the red
emission from BG1G2G3R.
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each ﬂuorophore, which undergo rotation, and R̂AD and R̂DA denote
normalized interﬂuorophore distance vector. We sampled 4000
conﬁgurations of angles over 10 energy transfer cycles, which were
enough to acquire a converging value of the emission from each
ﬂuorophore.
ASSOCIATED CONTENT
*S Supporting Information
The Supporting Information is available free of charge on the
ACS Publications website at DOI: 10.1021/acsnano.7b05631.
Spectral characteristics of the dyes, control experiments,
additional ﬂuorescence spectroscopy data, description of
ﬁtting models and parameters, and DNA origami
structure design (PDF)
AUTHOR INFORMATION
Corresponding Authors
*E-mail: d.lamb@lmu.de.
*E-mail: tim.liedl@physik.lmu.de.
ORCID
Tim Liedl: 0000-0002-0040-0173
Present Address
§Instituto de Tecnologia Quıḿica e Bioloǵica Antońio Xavier,
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Efficient degradation of plant cell walls by selected anaerobic
bacteria is performed by large extracellular multienzyme com-
plexes termed cellulosomes. The spatial arrangement within the
cellulosome is organized by a protein called scaffoldin, which
recruits the cellulolytic subunits through interactions between
cohesin modules on the scaffoldin and dockerin modules on
the enzymes. Although many structural studies of the individual
components of cellulosomal scaffoldins have been performed, the
role of interactions between individual cohesin modules and the
flexible linker regions between them are still not entirely un-
derstood. Here, we report single-molecule measurements using
FRET to study the conformational dynamics of a bimodular cohesin
segment of the scaffoldin protein CipA of Clostridium thermocel-
lum. We observe compacted structures in solution that persist on
the timescale of milliseconds. The compacted conformation is
found to be in dynamic equilibrium with an extended state that
shows distance fluctuations on the microsecond timescale. Short-
ening of the intercohesin linker does not destabilize the interac-
tions but reduces the rate of contact formation. Upon addition of
dockerin-containing enzymes, an extension of the flexible state is
observed, but the cohesin–cohesin interactions persist. Using all-
atom molecular-dynamics simulations of the system, we further
identify possible intercohesin binding modes. Beyond the view
of scaffoldin as “beads on a string,” we propose that cohesin–
cohesin interactions are an important factor for the precise spa-
tial arrangement of the enzymatic subunits in the cellulosome
that leads to the high catalytic synergy in these assemblies and
should be considered when designing cellulosomes for industrial
applications.
single molecule | fluorescence | FRET | molecular dynamics |
conformational dynamics
Cellulose from plant cell walls is the most abundant source ofrenewable carbon (1). As the world reserve of fossil fuels is
being depleted, the conversion of plant biomass into bioethanol
is a promising approach to solve the global energy problem. The
efficient degradation of plant cell wall material, however, re-
mains a challenge due to the hydrolytic stability of cellulosic
polysaccharides (2–4). In nature, aerobic bacteria and fungi se-
crete specialized enzymes to break down cellulose into oligo-
saccharides. In contrast, anaerobic bacteria utilize a cell-attached
extracellular megadalton multienzyme complex, called the cel-
lulosome, to efficiently degrade plant cell walls (5–7). The spatial
proximity of cellulases and hydrolases within the cellulosome
results in its highly synergetic catalytic activity (8).
The cellulosome of the thermophilic anaerobe Clostridium
thermocellum contains the extracellular scaffoldin protein CipA
that mediates the cell–substrate interactions via the cellulose-
binding module (CBM) (Fig. 1A) (9–12). Cell wall attachment
is achieved through the binding of a type II dockerin (DocII)
module in CipA to a type II cohesin (CohII) module in a cell
surface-associated protein linked to the cell through a surface
layer homology domain (SLH). An X module adjacent to the
DocII module has been shown to have an important function for
the binding interaction (13). CipA contains a linear array of nine
type I cohesin (CohI) modules with the CBM located between
CohI 2 and 3. Each CohI module acts as an attachment site for
various cellulose-processing enzymes, which bind with high af-
finity through their type I dockerin (DocI) modules (14–16). The
interactions between the CipA CohI and the enzyme-borne DocI
modules of different enzymes are nonspecific and thus allow for
variability in the composition of the catalytic subunits (17, 18).
Previous X-ray crystallography and NMR spectroscopy studies
revealed the structure of many individual components of the
cellulosome (19, 20). However, due to the inherently dynamic
quaternary structure of the cellulosome (21, 22), the precise
arrangement of the components linked by the scaffoldin protein
remains poorly understood. Low-resolution structural methods
such as small-angle X-ray scattering (SAXS) have revealed a
dynamic picture of different artificial (23) and natural scaffoldin
Significance
Cellulosomes are large, multienzyme complexes that efficiently
degrade plant cell walls. Their central building blocks are
cohesin modules that serve as attachment sites for enzymes.
We study the dynamic structural organization by investigating
a dyad of cohesin modules connected by a flexible linker using
a combination of single-molecule FRET experiments and mo-
lecular dynamics simulations. We show that cohesin modules
engage in intermodular interactions on the submillisecond
timescale, which persist in the presence of the catalytic mod-
ules of the cellulosome. We propose that cohesin–cohesin in-
teractions are important for the fine-tuning of the structure of
cellulosomes for precise positioning of the catalytic enzymes,
while their structural flexibility is facilitated by the flexible
linkers.
Author contributions: A.B., J.H., Y.B., E.A.B., and D.C.L. designed research; A.B., J.H., D.F.,
and Y.B. performed research; A.B. and J.H. analyzed data; and A.B. and D.C.L. wrote
the paper.
The authors declare no conflict of interest.
This article is a PNAS Direct Submission.
Published under the PNAS license.
1Present address: Dynamic Bioimaging Lab, Advanced Optical Microscopy Centre and
Biomedical Research Institute, Hasselt University, B-3590 Diepenbeek, Belgium.
2Present address: Department of Chemistry, Saint Peter’s University, Jersey City, NJ 07306.
3Present address: Department of Chemical Research Support, Weizmann Institute of Sci-
ence, Rehovot 7610001, Israel.
4To whom correspondence should be addressed. Email: d.lamb@lmu.de.
This article contains supporting information online at www.pnas.org/lookup/suppl/doi:10.
1073/pnas.1809283115/-/DCSupplemental.
Published online November 14, 2018.
E11274–E11283 | PNAS | vol. 115 | no. 48 www.pnas.org/cgi/doi/10.1073/pnas.1809283115
138 Appendix B. Appended Papers
(24–26) fragments. Additional structural insights were obtained
by cryo-electron microscopy (cryo-EM) on a fragment of CipA
consisting of three consecutive CohI modules, which in contrast
showed a compacted structure with outward-pointing catalytic
domains (27). The C. thermocellum scaffoldin segments are
connected by flexible linkers that are 20–40 residues long and
rich in proline and threonine residues. These intercohesin linkers
were found to be predominantly disordered by molecular-
dynamics (MD) (28) and SAXS (24–26) studies, but were pro-
posed to adopt a predominantly extended structure based on
recent NMR data (29). The structural flexibility may be essential
for the efficient access to the crystalline cellulose substrate
within the heterogeneous environment of the plant cell wall
containing hemicellulose, lignin, and pectin components. The
connection of cohesins by linkers has been reported to enhance
the catalytic activity in minicellulosome model systems by a
factor of ∼2; however, contradictory results have been obtained
regarding the effect of linker length and composition (23, 30).
To directly measure the dynamics of scaffoldin and thereby
investigate the role dynamics play for the cellulosome, we in-
vestigated the conformational dynamics of a tandem fragment of
CipA consisting of the cohesin I modules 8 and 9 connected
by the 23-residue-long WT linker (Fig. 1A, red square, and Fig.
1B) using single-molecule Förster resonance energy transfer
(smFRET). The CohI8–CohI9 fragment underwent transitions
between compacted and extended structures on the millisecond
timescale. Quantitative information about the interconversion
rates was obtained from dynamic photon distribution analysis
(dynamic PDA) (31, 32) and filtered fluorescence correlation
spectroscopy (fFCS) (33). The effect of the linker on the struc-
tural dynamics was probed by shortening of the linker peptide,
and the influence of the CohI–DocI interactions was investigated
using the enzymes Cel8A and Cel48S. We also complemented
the experimental data with all-atom MD simulations to gain
further insights into possible intercohesin binding modes on the
atomic level.
Results and Discussions
smFRET Identifies Interactions in the CohI8–CohI9 Fragment. We in-
vestigated the intermodular distance fluctuations of the CohI8–
CohI9 fragment from CipA using a smFRET analysis (34). In this
method, fluorescently labeled single molecules are measured at
picomolar concentrations in solution as they diffuse through the
observation volume of a confocal fluorescence microscope on
the timescale of ∼1 ms (Fig. 1 C and D). For every single-
molecule event, the efficiency of energy transfer from a donor
fluorophore to an acceptor fluorophore reports on the interdye
distance and thus the conformation of the molecule. In contrast
to ensemble methods, which report an average value, smFRET is
particularly suited to study the conformational heterogeneity of
biomolecules by measuring intramolecular distances one mole-
cule at a time. smFRET experiments were performed for dif-
ferent constructs probing a total of four distances between the
CohI modules. For fluorescent labeling, we introduced cysteines
at positions 19, 95, 183, 260, and 313 in the CohI8–CohI9 frag-
ment to obtain the four combinations of labeling positions 19–
313, 95–313, 95–183, and 95–260 (Fig. 1B). The attachment sites
of the fluorophores were chosen outside of the dockerin-binding
interface (SI Appendix, Fig. S1) (35). For each CohI8–CohI9
mutant, these positions were stochastically labeled with the dyes
Atto532 and Atto647N. No local influence of the labeling posi-
tion on the photophysical properties of either fluorophore was
observed, allowing quantitative analyses without the necessity for
site-specific labeling. The results of the smFRET experiments
are shown in Fig. 2 A–D. The molecule-wise FRET efficiency
histograms are shown together with the fit to three-component
Gaussian distributions. All constructs showed a major FRET
population with low-to-intermediate FRET efficiency (red dashed
lines) and a high FRET efficiency population (E > 0.8, blue
dashed lines). An intermediate FRET efficiency population (yel-
low dashed lines) connects the two populations. In construct 19–
313, no intermediate population was detected by the analysis, but
rather a small low FRET efficiency population was observed
(purple dashed line).
To estimate expected FRET efficiencies of the dynamic,
noninteracting CohI8–CohI9 fragment for all tested mutants, we
performed simplified MD simulations in the absence of solvent,
treating the CohI modules as rigid bodies. Under the conditions
of the simulation, indeed no stable interactions occurred be-
tween the CohI modules, as is evident from the root-mean-
square deviation (RMSD) of the MD trajectory, which shows
vanishing correlation after ∼100 ps (SI Appendix, Fig. S2 A and
B). From the simulation, average FRET efficiency values are
extracted using accessible volume calculations to determine
sterically accessible positions for the dyes at every time step (36).
We obtained good agreement between smFRET results for the
low-FRET conformation and the simulated MD data (R2 > 0.98;
Fig. 2E and SI Appendix, Table S1) with an average deviation of
1.1 Å. The discrepancy is within the absolute experimental error
one would expected for smFRET measurements (37). The good
agreement between smFRET results and the MD data suggests
that the “open” conformation, characterized by the absence of
long-lived interactions between the CohI modules, corresponds
to the dominant CohI8–CohI9 conformation.
Since previous studies revealed a highly dynamic structure for
the related CohI1–CohI2 fragment (26), we expected all CohI8–
CohI9 mutants to show a FRET efficiency distribution with a
single peak for all constructs, as would be expected from fast
dynamic averaging over many conformations on the timescale of
diffusion through the confocal volume of ∼1 ms. The existence of
a high FRET efficiency population in all four constructs suggests
A
B C D
Fig. 1. Structure of the cellulosome of C. thermocellum. (A) The cellulosome
complex is composed of the scaffoldin protein (CipA, blue box) that is an-
chored to the cell surface and the cellulose, offering binding sites for
cellulose-processing enzymes. Surface attachment occurs through a surface
layer homology domain (SLH) linked to a type II cohesin module (CII), that
interacts with a type II dockerin module (DII) connected to an X module (X) at
the C terminus of CipA. Binding to cellulose occurs via the cellulose-binding
module (CBM). CipA contains nine type I cohesin modules (1–9) that can each
bind to a type I dockerin module on different cellulose-processing enzymes.
In this work, the CohI8–CohI9 fragment of CipA is studied (highlighted in
red). (B) Atomistic model of the CohI8–CohI9 fragment defined from a ho-
mology model. Bronze spheres indicate the average fluorophore positions
determined from geometrical calculations of the accessible volume (36).
Dashed lines show the labeling combinations investigated by smFRET. (C) In
the experiment, fluorescently labeled molecules are measured as they freely
diffuse through the confocal volume. (D) Single-molecule events result in
coinciding bursts of fluorescence in the donor and acceptor detection
channels.
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specific interactions between the two CohI modules that persist
on the millisecond timescale. The observation of a characteristic
bridge between the high FRET efficiency (“closed”) population
and the low-to-intermediate FRET efficiency (“open”) confor-
mation is additionally indicative of dynamic interconversion be-
tween the states. For the 19–313 construct, no intermediate
FRET efficiency population is detected, likely because the dif-
ference between the FRET efficiencies of the open (E ∼ 0.6) and
closed (E ∼ 0.9) is not large enough to resolve the conforma-
tional dynamics. The rigid-body MD simulations showed no
stable interactions between the CohI modules and thus sampled
the dynamic state of CohI8–CohI9, agreeing well with the ex-
perimentally determined distances of the main population.
The CohI8–CohI9 Fragment Shows Conformational Dynamics on the
Millisecond Timescale. To further investigate the conformational
dynamics of CohI8–CohI9, we employed the FRET-2CDE fil-
ter that identifies FRET fluctuations based on anticorrelated
changes of the donor and FRET-sensitized acceptor signals (Fig.
3A) (38). The FRET-2CDE filter is defined such that a value of
10 signifies no dynamics, while any larger values indicate the
presence of conformational transitions on the timescale between
0.1 and 10 ms. The 2D plot of FRET efficiency against FRET-
2CDE filter (Fig. 3A) revealed a systematic deviation from the
static line at a value of 10 for the FRET-2CDE filter for single-
molecule events with intermediate FRET efficiency. We also
examined the fluorescence lifetime of the donor fluorophore to
further investigate the dynamics of the CohI8–CohI9 construct
(Fig. 3B) (32). The lifetime of the donor fluorophore offers an
independent readout of the FRET efficiency. In a plot of the
FRET efficiency against the donor fluorescence lifetime, one can
define a static FRET line (green line in Fig. 3B) that single-
molecule events showing no conformational dynamics will lie
on. A systematic shift toward longer fluorescence lifetimes re-
sults when conformational transitions occur during a single-
molecule event. In the case of a two-state dynamic system, the
dynamic FRET line can be calculated by considering all mixtures
of the two states (dashed red line in Fig. 3B). The data clearly
showed a systematic deviation from the static FRET line that
could be explained by two-state conformational dynamics with
lifetime values for the donor fluorophore of 0.6 and 2.9 ns for the
two conformations. The same qualitative result was obtained for
all four constructs (SI Appendix, Fig. S3 and Table S2). In-
terestingly, the low-FRET state was also shifted from the dy-
namic FRET line, although it showed a value around 10 for the
FRET-2CDE filter. Since the FRET-2CDE filter relies on a
kernel density estimator, effectively smoothing over a finite time
window (here 100 μs), it is not sensitive to faster fluctuations.
The lifetime-based readout, however, is independent of the
timescale of the dynamics, since it only relies on the mixing of
different conformations during a single-molecule event. This
suggests that the extended state is highly dynamic on the mi-
crosecond timescale, faster than the averaging window of 100 μs
chosen for the calculation of the FRET-2CDE filter. As a con-
trol, we measured a construct where both the donor and acceptor
dyes were placed on the CohI9 module (SI Appendix, Fig. S4). As
expected, the control construct showed a single population and
exhibits no deviation from the static FRET line.
The qualitative assessment of the conformational dynamics in
CohI8–CohI9 confirms the hypothesis of a compacted state,
which is in dynamic equilibrium with an open, flexible state or
family of states. Additional information is obtained about the
timescales of the dynamic processes. Transition to and from the
compacted state occur on the millisecond timescale, while the
open state exhibits fast fluctuations on the microsecond time-
scale. In the following sections, we focus on the characterization
and quantification of the dynamics.
PDA Quantifies the Dynamics Between Open and Closed States. To
quantify the timescale of the dynamics, we utilized additional
analysis methods. First, we focus on the millisecond dynamics
between the open and closed states. PDA is a powerful tool to
disentangle the contributions of photon shot noise to the width
of the observed FRET efficiency distribution, from physically
relevant factors such as static conformational heterogeneity (31).
In its simplest form, PDA assumes a Gaussian distribution of
distances that is transformed using the known photon statistics of
the measurement and the experimental correction factors to
obtain the corresponding shot-noise limited proximity ratio (PR)
histogram. PDA can also be used to describe the effect of con-
formational dynamics on the observed PR histogram (32). By
sectioning the photon counts into equal time intervals, the
resulting PR histogram can be described analytically using a two-
state kinetic model, whereby each individual state’s heteroge-
neity is described by a distribution of distances. To increase the
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Fig. 2. Conformations of the investigated CohI8–CohI9 fragment. (A–D)
SmFRET efficiency histograms for different combinations of labeling
positions as indicated in Fig. 1B. Respective residues were mutated to
cysteines, and labeling was performed stochastically with the dyes
Atto532 and Atto647N. Histograms were fit using three Gaussian
distributions, revealing low (red), medium (yellow), and high (blue) FRET
efficiency populations. In the 19–313 construct (D), no medium-FRET effi-
ciency population is observed, but an additional low-FRET efficiency pop-
ulation is detected (purple). (E) A comparison of the measured and
simulated distances for the different constructs. A linear correlation is ob-
served between the distances determined from the main population (dashed
red lines in A–D) of the smFRET experiments and from rigid-body torsion-
angle MD simulations. The experimental FRET efficiencies were converted
into distances using a Förster radius of 59 Å. The black dashed line indicates
a linear correlation, while the gray dashed line indicates linear correlation
with an offset of 1.1 Å, as determined from the average deviation between
experimental and theoretical distances.
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robustness of the analysis, each dataset was processed using
different time window sizes (0.25, 0.5, and 1 ms) and globally fit
with respect to the interdye distances and kinetic rates.
We performed dynamic PDA of all different constructs (Fig. 4
and Table 1). In addition to the two interconverting species, a
static low-FRET population was needed to account for the
contributions of small amounts (1–5%) of low-FRET efficiency
species likely caused by acceptor blinking. The kinetic model was
successful in describing the observed distributions of FRET ef-
ficiencies in all cases (SI Appendix, Fig. S5). While for the 19–
313 construct no intermediate-FRET population was detected
from the analysis of the FRET efficiency distribution (Fig. 2D),
the global dynamic PDA was successful in recovering kinetic
information for this construct (Fig. 4D). In all constructs, the
extended state was more populated than the closed state, sug-
gesting a fast rate of opening and a slower rate of contact for-
mation. This is confirmed by the extracted rates for closing of
koc = 0.5 ± 0.3 ms
−1 and opening of kco = 2.0 ± 0.4 ms
−1, cor-
responding to dwell time of ∼2 ms in the open state and ∼0.5 ms
in the closed state. The determined center distances from PDA
are in good agreement with the previous analysis of the FRET
efficiency histograms, deviating by less than 3 Å (Table 1 and SI
Appendix, Table S1).
Correlation Analysis Identifies a Second Kinetic State on the Microsecond
Timescale. Second, we looked for conformational dynamics on the
microsecond timescale. To this end, we applied FCS (39, 40).
As a first step, we calculated the autocorrelation and cross-
correlation functions of the donor fluorescence and the FRET-
induced acceptor signal. In the presence of conformational
dynamics, the FRET fluctuations cause an anticorrelation
contribution to the cross-correlation function and matching
positive contributions to the autocorrelation functions. Repre-
sentative autocorrelation and cross-correlation functions for
construct 95–260 are shown in Fig. 5A and for all constructs in SI
Appendix, Fig. S6. From the FRET-FCS analysis, we obtained a
kinetic relaxation time of 24 ± 7 μs across all four constructs
(Table 2). To obtain a more detailed picture of these fast dy-
namics, we applied fFCS (33, 41). fFCS uses the lifetime, an-
isotropy, and color information available for each photon
to assign statistical weights (or filters) with respect to two or
more defined species (SI Appendix, Fig. S7). To define the open
and closed conformation, the characteristic patterns were de-
termined from the measurement directly by pooling data from
the low- or high-FRET efficiency events (SI Appendix, Fig. S7B).
The inclusion of additional dimensions and the application of
statistical weighting in fFCS leads to increased contrast in
comparison with the FRET-FCS analysis. The fFCS cross-
correlation functions for the four constructs are shown in Fig.
5B. Fitting with a single kinetic term revealed systematic devia-
tions in the residuals, prompting us to include a second kinetic
term (SI Appendix, Fig. S8). The extracted timescales of the two
terms are 15 ± 4 and 600 ± 200 μs for the fast and slow com-
ponents, respectively (Table 2). The timescale of the slow com-
ponent overlapped with the timescale of diffusion (∼1–2 ms),
resulting in the relatively high uncertainty. The amplitude of the
fast term was significantly higher, contributing to 72 ± 8% of the
observed dynamics. Because the relaxation time of the slow
component agrees well with that determined from the dynamic-
PDA analysis (τR = 410± 80 μs), we assign the slow component
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Fig. 3. Identification of conformational dynamics in the CohI8–CohI9 construct 95–313. (A) Two-dimensional histogram of the FRET-2CDE filter versus FRET
efficiency. Values larger than 10, visible for events with intermediate-to-high FRET efficiency, indicate dynamics within the burst. (B) Two-dimensional his-
togram of the donor lifetime versus FRET efficiency. A systematic shift from the static FRET line (green) is observed, consistent with the presence of con-
formational dynamics. Additionally, the low-to-intermediate FRET efficiency species at ∼40% also deviates from the static FRET line, indicating fast dynamics
on the microsecond timescale. The dynamic behavior can be described theoretically using the dynamic FRET line (dashed red line). The start and end points
were extracted from fluorescence decay analysis of all molecules using a biexponential model function (SI Appendix, Table S2).
A
C
B
D
Fig. 4. Dynamic photon distribution analysis (PDA) of the WT CohI8–CohI9
fragment. To investigate the timescale of the indicated dynamics, PR histo-
grams for constructs 95–260 (A), 95–183 (B), 95–313 (C), and 19–313 (D) were
fit using dynamic PDA. Shown are the data for a time window size of 1 ms.
The PRs (uncorrected FRET efficiency) are shown as gray bars and the dy-
namic PDA fits are shown as black lines. In addition, the low (red)- and high
(blue)-FRET efficiency populations and the population of molecules showing
interconversion during the observation time (yellow) are indicated. Addi-
tional static low-FRET efficiency populations are shown in purple and green.
See SI Appendix, Fig. S5, for the global fit of the data using time windows of
Δt = 0.25, 0.5, and 1 ms.
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to the previously described slow transition between the open and
closed state. The fast component identified by fFCS conse-
quently corresponds to the dynamics of the freely fluctuating
open state that occur on the timescale of ∼15 μs.
Our observation of a highly dynamic structure in the open
state is in agreement with previous studies on artificial chimeric
minicellulosomes (23) or the CipA fragments CohI1–CohI2 and
CohI2–CBM–CohI3 in complex with the enzyme Cel8A (26). On
the other hand, a cryo-EM study on the fragment CohI3–CohI4–
CohI5 in complex with Cel8A revealed predominantly compacted
structures showing direct interactions between the cohesin mod-
ules with outward-pointing enzymes (27), similar to the compacted
state observed here. The report of a small fraction of complexes in
extended conformations in that study additionally supports our
observation of a dynamic equilibrium between extended and com-
pacted structures. Cohesin–cohesin interactions were also observed
in the crystal structure of the C-terminal fragment of CipA, CohI9–
X–DocII, in complex with a CohII module, showing homodimeri-
zation mediated by intermolecular contacts between the CohI9
modules (42), and in the crystal structure of a CohII dyad from
Acetivibrio cellulolyticus (43).
Shortening of the Linker Has a Minor Effect on the Observed
Dynamics. After having characterized the structure and dynam-
ics of the WT-linker CohI8–CohI9 fragment, we turned to in-
vestigate the role of the linker by designing constructs with
shortened linkers. The WT linker is 23 residues long and is
mainly composed of polar and aliphatic amino acids with a high
content of threonine (39%) and proline (22%) residues (SI
Appendix, Fig. S1). We deleted 11 residues from the center of the
linker, shortening it to 12 residues without significantly altering
the peptide properties (Δ11 linker; SI Appendix, Fig. S1). The
dynamic behavior detected for the WT linker persists in the
Δ11 linker constructs (SI Appendix, Fig. S9). However, construct
95–260 in combination with the Δ11 linker showed dye-related
artifacts in the pulsed interleaved excitation (PIE)–multiparam-
eter fluorescence detection (MFD) analysis and was thus ex-
cluded from the discussion (SI Appendix, Fig. S10). We again
performed dynamic PDA to quantify the dynamics and interdye
distance distributions (see Fig. 6A and Table 1 for construct 95–
313, and SI Appendix, Figs. S5 and S11, for all constructs). No
significant distance change was detected for the closed confor-
mation. Surprisingly, also no significant shift to shorter distances
was evident for the open conformation, although construct
95–183 showed a minor contraction from 69 to 66 Å (Fig. 6B and
Table 1). The dynamic interconversion rates of the Δ11 linker
constructs exhibited no major change with respect to the WT
linker with an opening rate of 2.0 ± 0.2 ms−1 and a closing rate of
0.5 ± 0.2 ms−1. As before, we performed a fFCS analysis (Table
2). In contrast to the dynamic PDA, the correlation analysis
detects increased interconversion rates for the Δ11 linker con-
structs. The slow component showed a relaxation time of 350 ±
200 μs (averaged over all constructs), in good agreement with the
dynamic timescale detected by dynamic PDA of 420 ± 60 μs for
the Δ11 linker construct, but faster than what we obtained from
the correlation analysis for the WT linker (600 ± 200 μs). For the
Δ11 linker, the dynamics in the open conformation showed
similar interconversion rates (relaxation time of 10 ± 6 μs)
compared with the timescales in the WT-linker constructs (re-
laxation time of 15 ± 4 μs). To test whether further shortening of
the linker peptide would disrupt the interactions, we measured
the constructs 95–183 and 95–313 with a six-residue-long linker
Table 1. Dynamic PDA of the different CohI8–CohI9 constructs with WT linker, Δ17 linker, and
Δ11 linker
Construct 95–260 95–183 95–313 19–313
WT linker
Rclosed, Å 40.2 ± 0.6 40.7 ± 1.0 41.3 ± 0.8 39.7 ± 1.0
Ropen, Å 69.4 ± 0.1 68.6 ± 0.3 62.8 ± 0.3 55.6 ± 0.6
kclosed → open, ms
−1 2.09 ± 0.10 2.39 ± 0.13 1.41 ± 0.09 1.92 ± 0.17
kopen → closed, ms
−1 0.14 ± 0.01 0.51 ± 0.03 0.57 ± 0.05 0.87 ± 0.13
Δ11 linker
Rclosed, Å — 40.0 ± 0.6 39.1 ± 1.6 38.5 ± 0.7
Ropen, Å — 66.0 ± 0.2 62.6 ± 0.3 54.7 ± 0.3
kclosed → open, ms
−1
— 1.94 ± 0.10 2.14 ± 0.14 1.79 ± 0.23
kopen → closed, ms
−1
— 0.37 ± 0.02 0.67 ± 0.05 0.38 ± 0.06
Δ17 linker
Rclosed, Å — 42.9 ± 0.5 41.4 ± 0.5 —
Ropen, Å — 66.2 ± 0.3 66.1 ± 0.3 —
kclosed → open, ms
−1
— 1.39 ± 0.22 1.93 ± 0.23 —
kopen → closed, ms
−1
— 0.15 ± 0.03 0.24 ± 0.04 —
The average interdye distances in the closed and open states, Rclosed and Ropen, and the interconversion rates,
kclosed → open and kopen → closed are given. Construct 95–260 with the Δ11 linker showed artifacts in the measure-
ment and was thus excluded from the analysis (SI Appendix, Fig. S10). Errors are given as 95% confidence
intervals as determined from the curvature of the χ2red.-surface.
95-260 95-260
95-183
95-313
19-313
A B
Fig. 5. FCS analysis of conformational dynamics. (A) FRET-FCS reveals a
bunching term in the donor fluorescence and FRET-induced acceptor fluo-
rescence autocorrelation curves (green and red curves, respectively), as well
as a corresponding anticorrelation term in the cross-correlation function
(blue curve). A global analysis reveals dynamics with a timescale of 24 ± 7 μs.
Data are shown for the 95–260 construct. (B) The fFCS cross-correlation functions
are shown for the constructs 95–260 (yellow), 95–183 (purple), 95–313 (blue), and
19–313 (red). fFCS enhances the contrast of the kinetic contributions to the
correlation function. The species cross-correlation curves for the four constructs
show similar timescale of dynamics, revealing two terms, one at 15 ± 4 μs and a
second at 600 ± 200 μs with contributions of 76 ± 4% and 24 ± 4%, respectively.
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(Δ17 linker). Still, no large change was observed for the average
distance of the open conformation with respect to the WT linker
(Fig. 6B, Table 1, and SI Appendix, Fig. S11). CohI8–CohI9
remained dynamic with the Δ17 linker; however, a depopulation
of the interacting state is apparent (Fig. 6A and SI Appendix,
Figs. S9 and S11). The kinetic analysis revealed that, while the
opening rate remains approximately constant, the closing rate is
decreased by a factor of 2–3 (Table 1), indicating that the steric
restriction caused by the shortened linker increases the barrier
for the formation of intermodular contacts. The fluctuations in
the open state remained on similar timescales as observed for the
WT and Δ11 linker (relaxation time of 11 ± 3 μs; Table 2).
Complete removal of the linker of construct 95–183 resulted in a
single low-FRET state with no detectable dynamics, abolishing
the interaction (SI Appendix, Figs. S9 and S11).
In summary, the effect of the Δ11 linker on the conforma-
tional states and dynamics of CohI8–CohI9 seems to be minor.
As expected, the closed conformation was not affected by the
linker length. However, shortening of the linker also had no
significant effect on the average distance of the open confor-
mation for both the Δ11 and Δ17 linkers, suggesting that the
linker is not fully extended in the WT CohI8–CohI9, but assumes
a more compacted structure due to the observed cohesin–
cohesin interactions or via the formation of secondary structure.
This is consistent with the results of a SAXS study where the
linker length of a chimeric cohesin tandem construct (Scaf4) was
systematically varied from 4 to 128 residues (23), revealing that
the maximum extension of the construct plateaued already at a
linker length of 39 residues. A recent NMR study of the isolated
CohI5 module with its 24-residue-long linker of similar compo-
sition reported a rigid and extended structure of the linker (29).
The absence of a second CohI module in that study further in-
dicates that cohesin–cohesin or cohesin–linker interactions may
be responsible for the observed compaction of the structure.
Interestingly, the stability of the cohesin–cohesin interactions
was not affected by the linker length, as the interconversion rates
between compacted and extended structures showed no signifi-
cant change. On the other hand, shortening of the linker overall
resulted in reduced rates of contact formation.
Dockerin Binding Shifts the Conformational Space Toward the Extended
State. The primary in vivo function of the CohI modules is the
binding of cellulose-processing enzymes. We investigated the in-
fluence of the cellulosomal enzymes Cel8A and Cel48S on the
conformational dynamics of CohI8–CohI9. Both enzymes bind with
high affinity to a CohI module through their respective DocI
modules with KD values in the range of 10 nM (14). We first con-
firmed that Cel8A and Cel48S bind to CohI8–CohI9 under the
experimental conditions using FCS (SI Appendix, Fig. S12A). We
determined KD values of 4 nM for Cel8A and 14 nM for Cel48S
(SI Appendix, Fig. S12B). In the presence of binding partners, the
dynamic behavior of CohI8–CohI9 persisted (SI Appendix, Fig.
S13). The dynamic PDAs of CohI8–CohI9 in the presence of
Cel8A and Cel48S are shown in Fig. 6A for the 95–313 construct.
The results for all four constructs are shown in SI Appendix, Fig.
S14 and Table S4, and summarized in Fig. 6B. For construct 95–
313 (Fig. 6A), the average distance in the extended conformation
increases from 63 Å in the absence of binding partners to 73 and
69 Å in the presence of Cel8A and Cel48S, respectively. This
extension of the open state was consistently observed for all
constructs (Fig. 6B). Averaged over all constructs, no significant
shift of the dynamic equilibrium toward the extended state was
observed, with average rates of opening and closing of 1.9 ±
1.5 and 0.5 ± 0.3 ms−1 for Cel8A and 1.7 ± 0.6 and 0.5 ± 0.1 ms−1
for Cel48S, similar to the rates observed in the absence of
binding partners of 2.0 ± 0.4 and 0.5 ± 0.3 ms−1.
In summary, the interaction of CohI8–CohI9 with the celluloso-
mal enzymes Cel8A and Cel48S resulted in an extension of the
open state, while leaving the conformational dynamics largely
unaffected. The observed dynamic structure of the CohI8–CohI9
fragment in complex with Cel8A is supported by SAXS studies on
CohI1–CohI2 with the same enzyme (26) and enzyme-bound hy-
brid minicellulosomes (23), which identified a dynamic and ex-
tended structure. Likewise, the fragment CohI3–CohI4–CohI5 in
complex with Cel8A has been observed to adopt both extended
and compacted structures mediated by cohesin–cohesin interac-
tions (27). The persistence of the compacted conformation in the
presence of cohesin–dockerin interactions implies that the dockerin-
binding interfaces on the cohesins are not involved in cohesin–
cohesin interactions.
All-Atom MD Simulations Provide an Atomistic Picture of the Interactions.
From the smFRET experiments, we could identify a compacted
state of the CohI8–CohI9 fragment. To complement the FRET
information provided by the four distances, we performed
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Fig. 6. The effect of linker shortening and enzyme binding on the dynamics
of CohI8–CohI9. (A) Dynamic photon distribution analyses (PDAs) of the 95–
313 construct with WT linker, Δ11 and Δ17 linkers, and WT linker with ad-
dition of the cellulosomal enzymes Cel8A and Cel48S. The smFRET histo-
grams of the PRs (uncorrected FRET efficiencies) are plotted as gray bars, and
the dynamic-PDA fits are shown as black lines. In addition, the low (red)- and
high (blue)-FRET efficiency populations and the population of molecules
showing interconversion during the observation time (yellow) are shown.
Additional static low-FRET efficiency populations are shown in purple. (B)
Comparison of the interdye distances of the open conformation (red in A) for
the different constructs with WT linker, in the presence of the cellulosomal
enzymes Cel8A and Cel48S and for the Δ11 and Δ17 linker constructs.
Table 2. Species-selective FCS analysis of the different CohI8–
CohI9 constructs with WT linker, Δ11 linker, and Δ17 linker
FRET-FCS fFCS
Dynamic
PDA
Construct τR, μs τR,1, μs f1, % τR,2, μs f2, % τR, μs
WT linker 24 ± 7 15 ± 4 72 ± 8 600 ± 200 28 ± 8 410 ± 80
Δ11 linker 30 ± 14 10 ± 6 68 ± 4 350 ± 200 32 ± 4 420 ± 60
Δ17 linker 15 ± 2 11 ± 3 77 ± 15 440 ± 260 23 ± 15 550 ± 130
The average and SD of the relaxation times, τR, and relative amplitudes, f, of
independent analyses of the different labeling positions are listed here for the
various linker constructs. All three correlation functions in FRET-FCS or four corre-
lation functions in fFCS were globally fit as described in the main text. Relative
amplitudes were determined based on amplitudes of the kinetic terms in the
species cross-correlation functions. For comparison, the relaxation times from
dynamic PDA, calculated by τR = ðkc→o + ko→cÞ−1, are given. For the Δ11 linker,
the construct 95–260 was excluded due to dye artifacts (SI Appendix, Fig. S10).
For the Δ17 linker, constructs 95–313 and 95–163 were measured. For detailed
results of the FCS analysis of the different constructs, see SI Appendix, Table S3.
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all-atom MD simulations of CohI8–CohI9 in explicit solvent
(Materials and Methods). In total, six trajectories of 200-ns length
were simulated from the extended starting configuration, resulting
in a different evolution of the system despite the use of identical
starting coordinates as evidenced by the RMSD of the trajectories
(SI Appendix, Fig. S15). A detailed display of one of the MD runs
is given in Fig. 7A and in Movie S1. Snapshots of the trajectory are
displayed at the indicated time points above the graph. For the
first 50 ns of the simulation, the protein sampled many different
open structures without forming intermodular contacts. The two
modules then contacted each other and form a stable interaction
after ∼60 ns, which persisted for the rest of the simulation,
showing little additional change in the RMSD (black line in Fig.
7A). As a second parameter for investigating the cohesin–cohesin
interactions, we computed the center-of-mass (COM) distance
between the two modules (gray line). The COM distance contains
more specific information about the interaction between the two
modules, revealing a slow conformational readjustment from
100 ns until the end of the simulation. During this period, the
modules stay in contact but perform a twisting motion with respect
to each other, transitioning from a collinear to a perpendicular
orientation. Similar behavior of intermodular docking during the
first half of the simulation was observed for all repeats (SI Ap-
pendix, Fig. S16). In some cases, detachment of the modules was
observed, persisting for only ∼10 ns. To obtain an overview of the
sampled stable configurations of CohI8–CohI9, we performed a
global cluster analysis over all six trajectories (Fig. 7 B and C). The
conformational landscape is dominated by three main clusters,
accounting for ∼85% of the trajectories (Fig. 7D). Clusters 1 and
2 were found in multiple trajectories, whereas cluster 3 is unique to
trajectory 6. The first cluster adopted a structure showing a per-
pendicular orientation of the modules. The second and third largest
clusters both showed structures where one module contacts the
other in a “heads-down” orientation, however showing opposite
orientation of the top module between cluster 2 and 3. We also
performed individual cluster analyses for each trajectory (SI Ap-
pendix, Fig. S17). Each trajectory was dominated by one or two
clusters that accounted for at least 50% of the trajectory. The
structures for all major clusters are shown in SI Appendix, Fig. S18,
for a complete picture of all stable conformations adopted during
the simulation. It should be noted that the identified binding modes
here are different from the cohesin–cohesin interaction previously
observed in crystals (42). To compare the MD simulations with our
experimental results on the closed state of CohI8–CohI9, we de-
termined FRET-average distances from the MD trajectories as
described before for the open state (SI Appendix, Table S5). Given
the high FRET efficiency of the closed state and thus increased
uncertainty of the experimentally determined distances, we find
reasonable agreement; however, the MD-derived distances are
consistently larger than the experimental distances by ∼8 Å on
average. A possible reason could be transient dye–dye interac-
tions that might occur at the short interdye distances, resulting in
deviations of the experimentally derived distances (44).
The Intermodular Interaction Is Characterized by a Variety of
Different Binding Modes. The experimental results of cohesin–
cohesin interactions raised the questions whether specific inter-
actions are present, and what role the cohesin–dockerin binding
interfaces play. Overall, the simulations showed a variety of
binding modes. While the global cluster analysis revealed three
predominant structures, each of the individual clusters still ex-
hibits some degree of internal variance, indicated by average
pairwise RMSD distances within the clusters of 7–8 Å and SDs of
the RMSD of 2.5–4 Å. This suggests that a multitude of different
binding modes are present, and the interaction between the
modules is not dominated by one specific conformation. To
further investigate the cohesin–cohesin interactions, we quanti-
fied the number of intermodular contacts formed per residue.
Intriguingly, arginine 6 in CohI8 is found to be involved in
intermodular contacts in all three major clusters (SI Appendix,
Fig. S19 A–C). Indeed, in the simulations, the observed confor-
mational space changed significantly when R6 is replaced by a
glycine, leading to less frequent formation of stable cohesin–
cohesin interactions (SI Appendix, Figs. S19 D and E and S20). In
construct 95–260, T260 was mutated to a cysteine, placing the
fluorescent label in direct vicinity of Q195 and E261. In the ex-
periments, this construct showed the lowest population of the
closed state (Fig. 4) due to a reduced rate of closing of 0.14 ms−1
compared with 0.5–0.9 ms−1 for the other constructs (Table 1),
indicating that cohesin–cohesin interactions are hindered in this
construct. To further test our hypothesis, we performed experi-
ments on R6G mutants of the constructs 95–183, 95–313, and
19–313 (SI Appendix, Fig. S19 F–K and Table S6). While a slight
depopulation of the interacting state was observed for construct
19–313, no clear change is observed for the other two constructs.
This indicates that the intermodular contacts are not dominated
by a single specific interaction with the arginine at position 6.
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Fig. 7. All-atom MD simulations of the CohI8–CohI9 fragment. (A) A rep-
resentative trajectory of a 200-ns MD simulation. (Top) Snapshots at the
indicated time points of the trajectory. Starting from an extended configu-
ration, the two modules (bronze, CohI8; blue, CohI9) come into close contact
after ∼60 ns. After the initial contact formation, only minor movements
occur without dissociation. (Bottom) The root-mean-square deviation (RMSD)
with respect to the starting structure plateaus after ∼60 ns. Analogously, the
center-of-mass (COM) distance between the two modules indicates a close
contact. From 100 ns onward, slight structural rearrangements in the com-
pacted form are evident. See Movie S1 for an animation of the trajectory. (B)
A cluster analysis of all six MD simulations of 200 ns each was performed to
obtain global structures of the compacted conformation (shading indicates
the individual trajectories). Trajectories 2, 3, 4, and 5 are dominated by cluster
1. (C) Fractional occupancy of the individual clusters. The top three clusters
constitute over 80% of the global trajectory. (D) The average structures of
clusters 1–3. Regions colored in green and red indicate the binding interfaces
for DocI modules as given in SI Appendix, Fig. S1 (35).
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Rather, this suggests that many residues in the region are involved
in stabilizing the interaction, as supported by the results from the
simulation of the R6G mutant (SI Appendix, Fig. S19E). Based on
the high sequence conservation between the different type I
cohesins (SI Appendix, Fig. S21), other cohesin pairs may exhibit
similar intermodular interactions, which potentially serve as a
mechanism to fine-tune the quaternary structure of the scaffoldin.
We further tested the stability of the intermodular contacts
with respect to salt and denaturant. Even at high salt concen-
trations above 1 M NaCl, the interactions persisted (SI Appendix,
Fig. S22A), indicating that the interaction is not governed by
electrostatics. As cellulosomal subunits and their individual
component parts (notably, cohesin and dockerin modules) are
known to be remarkably stable to heat, mechanical forces, and
denaturing agents, such as guanidine, urea, and SDS (45–49), we
could use mild denaturing conditions to investigate the role of
hydrogen bonding without denaturing the protein. In the pres-
ence of 500 mM GuHCl (SI Appendix, Fig. S22B), we indeed did
observe a decrease in the strength of the interaction, suggesting
that hydrogen bonding is important.
With respect to the enzymatic activity of the cellulosome, it is
important to consider the formation of cohesin–cohesin interac-
tions in the context of the accessibility of the dockerin-binding sites.
To this end, we colored the residues that have previously been
identified to be involved in contacts to DocI modules in Fig. 7D
and in SI Appendix, Fig. S18, in red and green (see SI Appendix,
Fig. S1, for the colored residues) (35). Interestingly, the DocI-
binding surfaces on the CohI modules are mostly unobstructed
by the cohesin–cohesin interaction in all stable structures. Hence,
the binding of enzymes to the cohesins is not expected to be hin-
dered by cohesin–cohesin interactions. Likewise, the dockerin–
cohesin interaction should not interrupt the formation of com-
pacted structures, as is confirmed by our experimental results.
Regarding the intermodular linker, we observed no significant
formation of stable secondary structure or long-lived interactions
within the linker or between the linker and the cohesin domains. In
agreement with the experimental data, the linker was rarely ex-
tended and often assumed compacted conformations.
In summary, the MD simulations reveal that CohI8–CohI9
consistently adopts compacted conformations that are stable on
the timescale of the simulations (200 ns). A multitude of different
binding modes were identified, indicating that the interaction
between the modules is not dominated by one specific confor-
mation. In these stable conformations, the dockerin-binding in-
terfaces of the cohesins are exposed to the solvent and thus
accessible for enzyme binding. This suggests that cohesin–cohesin
interactions and dockerin binding are not mutually exclusive.
Conclusions
Herein, we characterized the conformational dynamics of
CohI8–CohI9 as a minimal tandem subunit of the scaffoldin
protein. Our results show that CohI8–CohI9 transitions on the
millisecond timescale between a flexible extended family of
structures and compacted states mediated by cohesin–cohesin
interactions. The conformational states and dynamic equilibrium
are not influenced by shortening of the intercohesin linker.
Addition of DocI-containing enzymes preserved the conforma-
tional dynamics but showed a higher cohesin–cohesin distance in
the extended state. MD simulations identified potential binding
modes for the cohesin–cohesin interaction. All stable confor-
mations identified from the MD simulations showed no ob-
struction of the cohesin–dockerin binding interfaces.
By probing the structural dynamics using four different FRET
sensors, we could obtain a detailed understanding of the con-
formational space of the CohI8–CohI9 fragment. In principle,
the different FRET sensors should yield identical results for the
kinetic rates. While we obtained good agreement between the
different constructs for most parameters, we also observed some
deviations. For example, construct 95–260 showed a significantly
reduced transition rate to the closed conformation compared with
the other constructs. Based on the MD simulations, we could show
that this deviation is likely caused by the close proximity of residue
T260 to residues involved in the formation of intermodular con-
tacts. Thus, our study also highlights the importance of testing
different labeling position in smFRET experiments to ensure that
the fluorescent labeling does not drastically alter the properties of
the biomolecule or interfere with its function.
To understand the origin of synergistic effects in cellulosomes,
it is essential to obtain a detailed global picture of the structural
organization and interactions of the individual functional mod-
ules. Our study suggests that cohesin–cohesin interactions might
play an essential role for the precise spatial arrangement of the
various enzymes. The structure of the cellulosome is inherently
dynamic and needs to adapt to changing environments to ensure
efficient access of the catalytic units to the crystalline cellulose
within the complex mesh of hemicellulose, lignin, and pectin. As
such, the flexibility of the scaffoldin protein provided by the
intercohesin linkers is essential for its structural variability. Once
the structural rearrangement is completed, however, cohesin–
cohesin interactions may be essential for bringing the catalytic
subunits into close contact again to provide the high cellulolytic
activity through proximity-induced synergistic effects.
Cohesin–cohesin interactions are also an important factor to
be considered in the design of artificial minicellulosomes for
industrial applications. These designer cellulosomes are often
chimeras of CohI modules from different organisms to allow
control of the enzyme composition through orthogonal cohesin–
dockerin interactions. Our results indicate that, in addition to the
choice of enzymes, the compatibility of the applied cohesin
modules and the flexibility of the linker should be considered to
maximize the synergistic effects.
Materials and Methods
Protein Expression, Purification, and Fluorescent Labeling. Protein expression
and purification were performed as described previously (50). Proteins
contained a His6 tag for purification that was not removed. For fluorescent
labeling, protein solutions were adjusted to 50 μM and oxygen was removed
from the buffer (PBS). Labeling was performed at 10-fold molar excess of the
dyes Atto532 and Atto647N (ATTO-TEC) for 3 h at room temperature in the
presence of 1 mM TCEP. Unreacted dye was removed by ultrafiltration.
smFRET Measurements. smFRET experiments were performed using a custom-
built setup as described previously (34) that combines PIE (40) with MFD (51).
With MFD-PIE, it is possible to determine the FRET efficiency, labeling stoi-
chiometry, fluorescence lifetime, and anisotropy for both donor and acceptor
fluorophores for every molecule. Labeled CohI8–CohI9 constructs were diluted to
a concentration of ∼100 pM in buffer containing 25 mM Hepes, 150 mM NaCl,
and 2 mM CaCl2 at pH 7.25. Unlabeled Cel8A or Cel48S was added at concen-
trations of 50 nM. Excitation powers of 100 μW were used for both donor and
acceptor lasers (as measured at the back aperture of the objective). Bursts were
identified using a sliding time window burst search using a time window of
500 μs and a count rate threshold of 10 kHz (52). Filtering of photobleaching
and blinking events was achieved through the ALEX-2CDE filter with an upper
limit of 10 (38). Further selection of double-labeled molecules was performed
using the stoichiometry parameter with a lower limit of 0.45 and an upper
limit of 0.80. Accurate FRET efficiencies were calculated based on the in-
tensities in the donor and FRET channels using correction factors for spectral
cross talk (α) of 0.02 and direct excitation of the acceptor fluorophore (δ) of
0.06. Differences in the detection efficiencies and quantum yields of the do-
nor and acceptor fluorophores were accounted for using a γ-factor of 0.66.
The accurate FRET efficiency is then given by the following (34, 53):
E =
FGR − α  FGG − δ  FRR
γ   FGG + FGR − α  FGG − δ  FRR
, [1]
where FGG, FGR, and FRR are the background-corrected photon counts in the
donor channel after donor excitation, the acceptor channel after donor
excitation (FRET signal), and the acceptor channel after acceptor excitation,
respectively. Burstwise fluorescence lifetimes of the donor and acceptor
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fluorophore were determined using a maximum-likelihood estimator ap-
proach (34, 54). For the static FRET lines, the donor lifetime in the absence of
the acceptor was determined using donor-only molecules from the mea-
surements selected by a stoichiometry threshold (S > 0.98). Contributions of
fast linker fluctuations to the static FRET line were accounted for using a
Förster radius, R0, of 59 Å and an apparent linker flexibility of 5 Å (32). All
data analysis was performed using the open-source software package PAM
written in MATLAB (55).
Dynamic PDA. For the PDA (31, 56), photon counts from selected single-
molecule events were rebinned to equal time bins of 0.25-, 0.5-, and 1-ms
length, and histograms of the proximity ratio (PR)were computed. The PR is
calculated from the raw photon counts in the donor and FRET channels
(SD, SF) by the following:
PR =
SF
SD + SF
. [2]
In dynamic PDA, the mixing of states during the fixed observation time as a
function of interconversion rates can be solved analytically to describe the
dynamic contribution to the observed PR histogram (32). Due to the dynamic
interconversion between different states, the shape of the PR histogram
changes depending on the time bin size. The data were fit using a two-state
dynamic model with the addition of one or two minor static low-FRET states.
The width of the respective distance distributions, σR, was globally fixed at a
fraction of the interdye distance, σR = 0.064  R. The proportionality factor was
determined from measurements of static double-labeled double-stranded
DNA molecules, and thus only accounts for apparent broadening of the
distance distribution due to acceptor photophysics (57). This assumption
reduces the number of free fit parameters significantly and is justified be-
cause no static broadening of the FRET efficiency distribution due to con-
formational heterogeneity is expected for the studied system. For each
dataset, all fit parameters were globally optimized using the PR histograms
obtained for the three different time bin lengths (SI Appendix, Fig. S5).
Species-Selective FCS. Species-selective fluorescence correlation functions
were determined as follows: For every burst, photons in a time window of
50 ms around the edges of the burst were added. If another single-molecule
event was found in the time window, the respective burst was excluded.
Correlation functions were calculated for every individual burst and averaged
to obtain the species correlation function (58, 59).
For fFCS analysis (33), microtime patterns for the low- and high-FRET effi-
ciency species were obtained from subpopulations of the experiments directly
using FRET efficiency thresholds (SI Appendix, Fig. S7A). Donor and FRET-
induced acceptor decays were stacked, and filters were generated separately
for the parallel and perpendicular detection channels (SI Appendix, Fig. S7 B–D),
which were cross-correlated to circumvent the dead time of the TCSPC hard-
ware and detectors. In this way, the fFCS correlation functions can be
calculated down to a limit of 40 ns given our hardware configuration.
FRET-FCS and fFCS curves were fit to a standard single-component dif-
fusion model with up to two kinetic terms, given by the following:
GðτÞ=
"
1+
X2
i=1
fi   exp

−
τ
τR,i
#
 GdiffðτÞ+offset , [3]
GdiffðτÞ= γN
1
1+
τ
τD
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1+
τ
p2τD
r
. [4]
GdiffðτÞ is the diffusion part of the correlation function, where N is the av-
erage particle number in the confocal volume, γ = 1=√8 is a geometric factor
that accounts for the Gaussian shape of the observation volume, τD is the
diffusion time, and p is the ratio of the axial and lateral size of the confocal
volume. The amplitudes of the kinetic terms are given by fi and the re-
laxation times by τR,i. For FRET-FCS, the three correlation functions (donor ×
donor, FRET × FRET, and donor × FRET) were fit using a single kinetic term by
globally linking the parameters of the diffusion term and the relaxation
time of the kinetic term τR, and letting the amplitude of the kinetic term
assume negative values for the cross-correlation function. For fFCS, the four
correlation functions between the two species A and B (A × A, A × B, B × A,
B × B) were fit using two kinetic terms by globally linking the parameters of
the diffusion term (with exception of the particle number N) and the re-
laxation times of the kinetic terms τR,i, and letting the amplitudes of the
kinetic terms fi for the cross-correlation functions assume negative values.
MD Simulations. A homology model for the two CohI modules was built using
SWISS-MODEL (60–63) based on the crystal structures of CohI9 [Protein Data
Bank (PDB) ID code 3KCP] (42) for the CohI9 module, and the crystal structure
of CohI7 (PDB ID code 1AOH) (64) for the CohI8 module, with sequence
similarities of 98.68% and 95.83%, respectively. Torsion-angle rigid-body
MD simulations were performed using the crystallography and NMR sys-
tem (CNS) (65–68). After addition of the linker peptide and relaxation of the
structure, an 80-ns trajectory of the dimer was simulated at 300 K with a
time step of 5 fs, treating the cohesin modules as rigid bodies while leaving
the covalent bonds in the linker free to rotate. Since the aim of the simu-
lation was to determine equilibrium distances of the extended state, no
explicit solvent is included. Every 10 ps, possible positions of the fluo-
rophores were determined using accessible volume (AV) calculations with
standard parameters for Atto647N using the FPS software package (36).
From the accessible volumes, expected average FRET efficiencies, EðtÞ, are
calculated at every time step, t, by averaging over all possible combinations
of donor and acceptor positions using a Förster R0 radius of 59 Å. The FRET
efficiencies, EðtÞ, are averaged over all time steps and converted back to
distances, yielding the FRET-averaged expected distances of the simulation.
Error bars are determined by bootstrapping.
All-atom MD simulations were performed with the AMBER16 MD package
using the ff14SB force field (69). The molecule was solvated in a preequilibrated
box of TIP3P water using a truncated octahedron geometry with a minimum
distance between solute and the periodic boundaries of 2 nm. The charge of
the system was neutralized by addition of 23 sodium ions. Two additional so-
dium and chloride ions were added, resulting in an excess salt concentration of
2 mM. Initial energy minimization of the extended starting structure was
performed using the steepest descent method for 10 steps followed by
190 steps using the conjugate gradient method. For equilibration, the system
was heated to 298 K over 50,000 steps with a step size of 2 fs at constant
volume, and subsequently run for 50,000 additional steps at 298 K with pres-
sure scaling enabled. Individual MD runs were performed for at least 100 ns at
2-fs step size using the NPT ensemble with the Monte Carlo barostat. Trajec-
tories were written at a resolution of 10 ps. The individual trajectories were
obtained using the same equilibrated starting structure with random assign-
ment of the initial velocities. On a single Nvidia GTX 1080 Ti GPU, the simula-
tion typically ran at 50 ns a day. Analysis of the MD trajectories was performed
using the cpptraj utility of the AMBER16 software package (70). Clustering was
performed using the hierarchical agglomerative algorithm using the average-
linkage criterion and a cluster number of 12. Structural figures were generated
using University of California, San Francisco, Chimera (71).
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Abstract
Fluorescence spectroscopy techniques like Fo¨rster resonance energy transfer (FRET) and
fluorescence correlation spectroscopy (FCS) have become important tools for the in vitro
and in vivo investigation of conformational dynamics in biomolecules. These methods rely
on the distance-dependent quenching of the fluorescence signal of a donor fluorophore
either by a fluorescent acceptor fluorophore (FRET) or a non-fluorescent quencher, as used
in FCS with photoinduced electron transfer (PET). The attachment of fluorophores to the
molecule of interest can potentially alter the molecular properties and may affect the rele-
vant conformational states and dynamics especially of flexible biomolecules like intrinsically
disordered proteins (IDP). Using the intrinsically disordered S-peptide as a model system,
we investigate the impact of terminal fluorescence labeling on the molecular properties. We
perform extensive molecular dynamics simulations on the labeled and unlabeled peptide
and compare the results with in vitro PET-FCS measurements. Experimental and simulated
timescales of end-to-end fluctuations were found in excellent agreement. Comparison
between simulations with and without labels reveal that the π-stacking interaction between
the fluorophore labels traps the conformation of S-peptide in a single dominant state, while
the unlabeled peptide undergoes continuous conformational rearrangements. Furthermore,
we find that the open to closed transition rate of S-peptide is decreased by at least one order
of magnitude by the fluorophore attachment. Our approach combining experimental and in
silico methods provides a benchmark for the simulations and reveals the significant effect
that fluorescence labeling can have on the conformational dynamics of small biomolecules,
at least for inherently flexible short peptides. The presented protocol is not only useful for
comparing PET-FCS experiments with simulation results but provides a strategy to mini-
mize the influence on molecular properties when chosing labeling positions for fluorescence
experiments.
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Introduction
Structural changes of biomolecules are often closely related to their function. For proteins,
usually large rearrangements of domains occur during the functional cycle. In the family of
intrinsically disorderd proteins (IDP) certain regions undergo continuous structural changes.
The transition from disorder to order is often part of the biological function mechanism of
these proteins but may otherwise be an artifact of the genetic evolution [1]. Due to the lack of
stable structure, they elude conventional structural biology approaches. Fluorescence spectros-
copy techniques provide a useful toolbox to investigate the dynamics and extent of structural
rearrangements of biomolecules in vitro and in vivo [2–6]. One of the most common
approaches is the use of Fo¨rster resonance energy transfer (FRET) between two fluorophores
attached to the molecule of interest [7]. The radiationless transfer of energy from the excited
donor dye to the red-shifted acceptor dye depends on the relative orientation and distance
between the fluorophores. Its high sensitivity in the range of 20–100 Å renders the effect inter-
esting for experimental determination of distances on the molecular scale. Another example of
radiation-less energy transfer is photoinduced electron transfer (PET) [2, 3, 8–11]. The
excited-state energy may dissipate via electron transfer from the fluorophore to the quencher
or vice versa, depending on the redox potentials of the excited state fluorophore and quencher.
Relaxation to the ground state then occurs non-radiatively by charge recombination of the rad-
ical donor/acceptor ion pair. The timescale of the PET reaction resides in the range of femto-
seconds to picoseconds [12, 13] which is significantly faster than the fluorescence lifetime of
the fluorophores of typically a few nanoseconds [14, 15]. The efficiency of PET decays expo-
nentially with distance on the length scale of a few Å, showing effectively an all-or-nothing
quenching behaviour.
PET enables the in vitro time resolved detection of closed and open contacts between fluor-
ophore and quencher in proteins and other biomolecules. Due to the on-off characteristics of
PET, it is commonly combined with fluorescence correlation spectroscopy (FCS) [16] to study
the timescale of the dynamic changes of the fluorescence signal. FCS is based on the analysis of
the time correlation of the detected signal and is thus sensitive to all processes that effect the
fluorescence signal. Most commonly, FCS is being used to study the diffusion properties of
molecules [17], but it is also a powerful tool to study conformational dynamics when com-
bined with FRET or PET [18, 19].
In biomolecules, the strongest fluorescence quenching of commonly used fluorophores for
PET (e.g. Atto655, MR121 and Atto Oxa11) is observed for tryptophan in proteins and gua-
nine in nucleic acids due to their oxidation potentials that allow them to act as electron donors
[20, 21]. If tryptophan is not part of the protein sequence, PET experiments can be performed
by engineering a Trp residue in the region of interest by either mutation or the adherence of
an additional residue. On the other hand, Trp residues which might interfere in an undesirable
way with the fluorophore need to be deleted from the protein. The labeling of proteins with
fluorophores usually requires modification of the protein sequence. Typically, labeling is per-
formed by reacting a maleimide derivative of the fluorescent dye with cysteine residues in the
protein. To achieve specificity, this approach requires the removal of natural cysteine residues
or the introduction of additional cysteine residues by mutation. Other labeling approaches tar-
get amino groups or rely on bioorthogonal labeling strategies based on the addition of unnatu-
ral amino acids [22]. After attaching the fluorophore to the molecule of interest, careful
control measurements have to be performed to ensure that the photophysical properties are
not altered by the local environment, and that no sticking interactions occur which would
impair the rotational freedom of the fluorophore.
Dye labeling affects peptide dynamics
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Although fluorescence techniques have been applied successfully on a variety of systems [5,
23, 24], usually little information is available to what extent the structural or dynamical proper-
ties of the studied system are modified by the attachment of the fluorescence labels. Molecular
dynamics studies can help in the interpretation of experimental results and detection of poten-
tial artifacts introduced by the dye label [25–27]. As the fluorophores typically exceed the size
of naturally occurring amino acids, it is expected that at least the local diffusivity is modified.
Furthermore, many readily available fluorophores contain rigid ring systems which function
as light absorbing centers (e.g. oxazine derivatives MR121, Atto655 and Atto Oxa11) and
potentially facilitate hydrophobic or π-stacking interactions with other aromatic ring struc-
tures especially of the quencher. A significant influence of the fluorescent label on the local
structure, the conformational dynamics and the overall functionality of the protein can thus
usually not be excluded, and careful controls have to be performed to ensure the validity of the
experimental results.
In the present study we conducted a comparative in vitro and in silico study on the 14
amino acid long truncated S-peptide, which historically served as a model system for intrinsi-
cally disordered peptides [28–32]. S-peptide is a fragment of RNAse-S formed after proteolytic
cleavage of bovine Ribonuclease A by the subtilisin protease [33, 34]. While S-peptide is intrin-
sically disordered in solution, it adopts a stable helical fold upon association to S-protein form-
ing the complex RNAse-S [32]. We N-terminally attached fluorophore Atto655 and added a
tryptophan residue to the C-terminus serving as a fluorescence quencher [2]. For the labeled
peptide, the fluorescence quenching autocorrelation was measured and analyzed with respect
to the dynamic contribution, which is a measure for the end-to-end dynamics of the peptide
chain. Additionally, we performed extensive, continuous molecular dynamics (MD) simula-
tions on S-peptide with and without the fluorescence labels, to provide atomistic insight into
the dynamics and sampled conformational regimes of the peptides.
Quantitative agreement of the experimental quenching autocorrelation of labeled S-peptide
and in silico results was obtained. Comparison of the simulations reveals, that the dynamical
and conformational regime of the flexible S-peptide was significantly altered by the attachment
of Atto655 and Trp15. This study sheds light on systematic modifications of macromolecular
properties introduced by fluorescence labeling and provides valuable insight for the design of
future fluorescence spectroscopy experiments.
Results
MD simulations
Extensive molecular dynamics simulations were performed for the labeled and unlabeled ver-
sions of the S-peptide over 30 μs for each trajectory. Both trajectories were started from
extended peptide configurations. To give qualitative insight in the folding dynamics of intrin-
sically disordered S-peptide, the evolution of the RMSD with respect to the starting structure
was calculated (Fig 1) and trajectories were visually inspected. To allow direct comparison
between RMSD regimes of both systems, the RMSD was only calculated for residues 1 to 14
(without Atto655 and Trp15).
Unlabeled S-peptide rapidly fluctuated between conformational modes on the timescale of
several nanoseconds as expected for a intrinsically disordered peptide. Fluctuation of the
RMSD indicated no stable conformation surviving in the microseconds time regime through-
out the whole simulation. Labeled S-peptide, however, showed a significantly reduced band-
width of RMSD fluctuations with several plateaus in the RMSD evolution. Visual inspection
confirmed metastable states surviving for several microseconds during the trajectory. Many
configurations revealed close contacts between the two ring systems of terminal Atto655 and
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Fig 1. The RMSD of non-hydrogen (heavy) atoms of residues 1-14 with respect to the unfolded starting structure for
simulations with (lower panel) and without (upper panel) labels. The mean structures of the respectively four largest clusters are
shown and their cluster index is indicated (#). Additionally, the simulation time when the clusters mean structures were observed during
the simulation is indicated at the bottom right of each cluster structure.
https://doi.org/10.1371/journal.pone.0177139.g001
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Trp15 indicating a strong stacking interaction that traps the system in a quenched state. After
about 12 μs, the backbone locked into a stable β-sheet like configuration and remained in this
state until finally folding to a β-sheet structure after 29 μs (see Figs 1 and 2 and conformational
regime clusters #1 and #4).
Sampled conformational regimes
Conformations from MD trajectories were clustered for both systems separately to quantify
the impact of labeling on the relevant conformational regimes. Clustering along the RMSD
was performed with the single-linkage algorithm using a RMSD cutoff of 0.25 nm and 105
frames from each trajectory [35]. Clusters were sorted and numbered by their frequency of
occurrence and the distribution of the ten biggest clusters is shown in Fig 2.
As expected from visual inspection of the trajectories, cluster sizes of unmodified S-peptide
reflect the typical conformational behavior of an intrinsically disordered peptide. The decrease
in probability with increasing cluster index is relatively moderate suggesting low free energy
differences between neighboring clusters. A total of about 4700 clusters was found and the S-
peptide adopted conformations belonging to the largest cluster only during 6% of the total
simulation time. The mean structures of the first four clusters are depicted in Fig 1 and give
insight into the variability of conformations.
With the attachment of Atto655 and Trp15 to the termini of S-peptide, the conformational
behavior however changed significantly. The variability of clusters narrowed down to about
1000 different clusters, with many showing stacked Atto655/Trp15 configurations. The largest
cluster, found between 12–29 μs, dominates the accessible conformational regimes with a
probability of over 60% and indicates a shift from intrinsic disorder to a metastable folded pep-
tide, reducing the conformational variability significantly. Three out of four mean structures
of the largest clusters show strong stacking interaction between terminal labels (Fig 1). Inter-
estingly, the conformation of the largest cluster #1 was never adopted by the trajectory of S-
peptide without labels (according to the 0.25 nm threshold used for clustering). The closest
structure had a distance of RMSD = 0.30 nm. As it is unlikely that this finding is attributed to
insufficient sampling (see section conformational dynamics), it is a strong indicator that the
attachment of the labels creates a deep minimum in the conformational landscape that is not
present for the unlabeled peptide. Note, even within the first 12 μs, the sampled states of the S-
peptide with terminal labels showed only little overlap with the most populated clusters of the
S-peptide simulation without dyes. None of the sampled conformations approached the mean
Fig 2. The population size of the ten largest clusters in percentage of lifetime compared to the whole
trajectory from simulations without (left panel) and with (right panel) fluorescence labels. Clustering
was based on the RMSD and the single linkage algorithm [35] with a 0.25 nm cutoff was used.
https://doi.org/10.1371/journal.pone.0177139.g002
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structure of the 10 most populated clusters of the S-peptide simulation without terminal dyes
to less than the cluster RMSD cutoff of 0.25 nm (smallest deviation 0.28 nm).
Conformational dynamics
To characterize the effect of the fluorescent labels on the conformational dynamics of the S-
peptide, we compare the simulations with and without fluorescence labels by defining a two-
state model (open/close) based on the end-to-end distance d of the peptide. The distance d was
calculated between C-β atoms of residues Lys1 and Asp14 again for both systems with and
without labels. We split the distance ensemble in two regimes, to characterize the switching
dynamics between a structured and disordered regime of S-peptide. Distances d< 1.3 nm
were assigned to a “close” regime while distances d> 2.5 nm were assigned to an “open”
regime. By counting the number of transition (NT) from one regime to the other and dividing
it by the total simulation time, a mean rate of opening and closing events of the peptide was
calculated. For the S-peptide without labels, a open to closed transition rate of 50.1 μs−1 was
found (NT = 1503 in 30 μs), while refolding dynamics for labeled S-peptide were slowed by
more then one order of magnitude to 6.6 μs−1 during the initial 12 μs (NT = 80). Not a single
open to close transition event was observed in the simulation interval 12–30 μs (NT = 0) con-
firming the strong trapping of labeled S-peptide in this conformational regime.
Circular dichroism spectra
The MD simulations suggest that the labeled S-peptide adopts a metastable β-sheet conforma-
tion induced by π-stacking interaction between the termini. To investigate to what extent the
β-sheet conformation is part of the equilibrium regime and to quantify the modification in the
accessible conformational regimes by dye/quencher interactions, we measured circular dichro-
ism (CD) spectra of labeled S-peptide and compared it with the spectrum of S-peptide labeled
with Atto655 but without Trp15 (Fig 3). Comparison with a previously published CD spec-
trum of native 20 residue S-peptide reveals qualitative similarity with the spectrum of labeled
S-peptide without Trp15 where both spectra exhibit a local peak at 220 nm [36, 37]. When
Trp15 is added to the peptide, however, the peak at 220 nm vanishes, consistent with the
increase in β-sheet structure in our simulations, possibly induced by the π-stacking interaction
between the terminal labels. The CD spectrum reveals that the relevant conformational regime
is not dominated by only β-sheet structures but includes contributions of helical and random
coil conformations. This supports the results from the 30 μs simulation where the labeled S-
peptide adopted β-sheet conformation only during a fraction of the simulation time and
exposed random coil backbone configurations otherwise (Fig 1, cluster #1).
PET-FCS measurements
The dye/quencher dynamics of the labeled S-peptide can be adressed experimentally by
PET-FCS. The full PET-FCS correlation function is shown in Fig 4. Fluorescence correlation
spectroscopy (FCS) analyzes the fluctuations of the recorded fluorescence signal and is thus
sensitive to all processes affecting the fluorescence signal. Multiple phenomena spanning the
timescale from picoseconds to seconds can be observed in the autocorrelation curve (regimes
I-IV). Photon antibunching (I), a typical property of quantum emitters, occurs on the time-
scale of the fluorescence lifetime of *2 ns for Atto655 [38]. Diffusion through the confocal
volume (IV) is observed on timescales between several tenths of μs to ms, depending on the
size of the observation volume and the diffusion coefficient of the molecule. The measured dif-
fusion time of the labeled S-peptide is 51 μs, translating to a diffusion coefficient of about
185 μm2s−1 (based on the lateral size of the focal volume of 195 nm), as is expected for a small
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peptide. Most fluorescent dyes can undergo intersystem crossing from the excited singlet state
into a dark triplet state with lifetimes in the range of several μs (III). Here, we find a triplet
relaxation time of 2.4 μs for Atto655. The amplitude of this triplet contribution is dependent
on the incident laser power (Fig A in S1 File). Any conformational dynamics are superimposed
onto these processes. The fast chain dynamics of intrinsically disordered peptides or unfolded
proteins usually occur on the submicrosecond timescale [39], while slower conformational
dynamics involving large conformational rearrangements usually take place in the range of ms
to s [40].
The quenching contribution to the correlation function is indicated in regime II (Fig 4). To
determine the timescales of the quenching dynamics, we fit the correlation function with a
model accounting for the listed contributions (Eq (3)). By careful inspection of the weighted
residuals between model and data, we find that the addition of a second dynamic contribution
to the model function improves the quality of the fit significantly (Fig B in S1 File and Table A
in S1 File). Because the length of the MD simulation is not sufficient to address the existence of
two dynamic contributions, however, we can not determine whether the second component
arises from an alternative conformational regime of S-peptide. Therefore, we limit our discus-
sion to the average timescale and overall amplitude of the two components. This result,
Fig 3. CD spectra of labeled S-peptide with and without Atto655 stacking partner Trp15. The peak at 220 nm
indicates residual α-helix formation and less β-sheet contribution in the labeled S-peptide without Trp15.
https://doi.org/10.1371/journal.pone.0177139.g003
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however, indicates that the conformational dynamics may be more complex than discussed in
this work. To directly compare the measured dynamics to the correlation functions obtained
from MD, we isolate the dynamic contribution by dividing the correlation function by the
contributions of diffusion, photophysics and antibunching (Fig 5B). We converted the
observed amplitude of 0.67 and relaxation time of 80 ns to off- and on-rates by Eqs (4) and (5)
yielding an off-rate koff = 5.0 μs−1 and an on-rate kon = 7.4 μs−1.
Quenching dynamics from MD
The result obtained for the conformational dynamics of the S-peptide with labels based on the
classification into “unfolded” and “folded” states by means of the end-to-end distance
(2.7 μs−1) only roughly correlates with the rates of quenching contact formation as measured
in the PET-FCS experiment (average rate of 6.2 μs−1). The quenching on- and off-rates
describe the kinetics of quenching contact formation between the fluorophore Atto655 and
the quencher Trp15, which are different from the conformational dynamics. To compare the
experimental result with the simulations, a simple distance criterion between dye and
quencher is applied.
Configurations of Atto655/Trp15 from simulation were classified as “dark” state when the
distance between the geometric centers of their ring compounds was below a quenching dis-
tance of r < 0.55 nm or as fluorescent otherwise [41–43]. The quenching autocorrelation
Fig 4. Experimentally obtained FCS curve and model fit function for labeled S-peptide in the presence (black)
and absence (gray) of the quenching tryptophan. Indicated are the four main time regimes of the relevant processes.
(I) Photon antibunching: The lifetime of the excited state of the fluorophore determines the shortest temporal separation
between two photon emission events. This leads to a decrease in the correlation function for correlation times faster than
the lifetime of the excited state. (II) Timescale of the internal conformational dynamics that lead to quenching/
unquenching of the fluorophore and dominate the autocorrelation function. These timescales are to be compared with the
MD simulations. (III) Photophysical artifacts: Intersystem crossing from the excited singlet state into a dark triplet state
with lifetimes in the range of several μs (IV) This correlation regime is dominated by the diffusion of labeled peptides
through the confined detection volume of the FCS setup.
https://doi.org/10.1371/journal.pone.0177139.g004
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function was fit to a two-state kinetic model with single exponential kinetics (Eq (1)). Due to
the global conformational rearrangements of S-peptide during the initial 12 μs and the associ-
ated metastable states with lifetimes in the microsecond regime, the convergence of quenching
autocorrelation data was insufficient. This is especially visible at large correlation times τ>
500 ns (Fig 5A). The long-lived metastable states however dominated the quenching dynamics
resulting in relaxation timescales of τr = 391 ns (Table 1).
Because the S-peptide locked in a quasi-stable folded β–sheet like configuration after 12 μs
simulation time, we decided to treat the initial 12 μs as equilibration time and recalculate the
quenching autocorrelation for only the second part of the simulation (Fig 5B). The resulting
quenching relaxation timescale of τr = 72 ns was about 4–5 times faster as dye and quencher
could not diffuse far away from each other by the confined β-sheet like backbone structure. In
the investigated simulation time window (12–30 μs), no global backbone rearrangements of S-
peptide were observed and lifetimes of quenching states of the fluorescence labels were found
in the range of hundreds of nanoseconds (see Fig 6). Omitting the initial 12 μs as equilibration
also led to a significantly better agreement between the single exponential fit model and the
simulation data especially for long relaxation times τr. Similar to PET-FCS data treatment, we
also calculated the on- and off-rates by Eqs (4) and (5) from the correlation amplitude and
Table 1. Relaxation time scales (τr) and amplitudes (ar) of the fluorescence autocorrelation fitted with
a single exponential two-state model for the experimental PET-FCS measurement and MD simulations
over the total simulation (MD all) and discounting the initital 12 μs. For the PET-FCS result, the sum of
kinetic amplitudes and the average relaxation time of the two dynamic components are shown. Additionally,
relaxation times and amplitudes have been converted to microscopic on- and off-rates of the related quench-
ing process using the Formulas (4) and (5). The rates correspond well with the average opening and closing
frequency of quenching contact formation between dye and quencher in labeled S-peptide observed in the
MD simulation.
ar τr [ns] kon [μs−1] koff [μs−1]
PET-FCS 0.67 80.4 7.4 5.0
MD >12 μs 0.65 72.1 8.4 5.5
MD all 0.71 391.3 1.5 1.1
https://doi.org/10.1371/journal.pone.0177139.t001
Fig 5. Atto655/Trp15 fluorescence quenching autocorrelation data fitted with a two-state exponential model function. Data and fits are shown for
MD simulations (A, B) and experimental PET-FCS measurement (C). (A) Data from MD calculated over the whole simulation time (30 μs). (B) Data from
MD where the initial 12 μs of the simulation was omitted. (C) Dynamic part of the correlation curve from experimental PET-FCS measurement (red)
overlayed with the fitted MD data collected after 12 μs (black).
https://doi.org/10.1371/journal.pone.0177139.g005
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relaxation time. Comparative data between experiment and simulation for fitted relaxation
parameters and rates are shown in Table 1. We find that the quenching dynamics for simula-
tion data after 12 μs are in good agreement with the experimental results of 80 ns.
Discussion
The interpretation of fluorescence spectroscopy measurements depends on the assumption
that the artificial attachment of fluorophores does not alter the conformations and dynamics
of the target molecule itself. To address this problem, one should whenever possible ensure the
functionality of the labeled molecule e.g. by biochemical assays probing specific interactions or
ATP turnover rates whenever possible. If such a test is not available, MD can provide impor-
tant insight with respect to the influence of the fluorescence labels. We performed comparative
MD simulations and PET-FCS measurements on fluorescently labeled 14 residue S-peptide,
serving as a model system of an intrinsically disordered peptide. Our results reveal that the
labeling strongly affects both the conformational and dynamical properties of the S-peptide,
shifting it from the disordered conformational regime to a semi-stable fold with β-sheet
Fig 6. Time evolution of non-hydrogen atoms RMSD of residues 1-14 with respect to the unfolded starting structure and classification
into quenched and fluorescent states in the time frame between 27.5–28.0 μs. Although the backbone was mostly locked in cluster #1
conformation during this time span, spontaneous unstacking of Atto655/Trp15 was observed. Two exemplary structures shortly before and after
an unstacking event are shown below. The stacked (grey) configuration quenches the Atto655 fluorescence, while the unstacked (red)
configuration allows fluorescence. Unstacking was observed to occur on the subnanosecond timescale and is not coupled to a noticable change
of the overall RMSD in this cluster.
https://doi.org/10.1371/journal.pone.0177139.g006
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content. This drastic change is caused mainly by the strong π-stacking interaction between the
rigid ring systems of Atto655 and Trp15, which traps the termini of the peptide to remain in
close vicinity. This effect may occur with many widely used fluorophores containing rigid ring
systems as their light absorbing centers that facilitate stacking interactions with other aromatic
ring structures.
The agreement between quenching correlation functions from MD simulations and
PET-FCS measurement is surprisingly good, although only when skipping the initial 12 μs of
the MD trajectory as equilibration time (Table 1). As the labeled S-peptide was started from an
arbitrary extended starting structure, we assumed that the system requires some time to reach
equilibrium and treated the initial 12 μs as equilibration time, thereby dividing the dynamic S-
peptide regime in two characteristic regimes. The first part of the simulation was dominated
by global backbone rearrangements and slow quenching dynamics as the peptide backbone
continuously stretched and refolded. During the second part of the simulation, the S-peptide
backbone locked into a meta-stable fold with only the label side chains stacking and unstacking
from time to time. Simulation time, however, is finite, therefore it remains unclear to what
degrees these two regimes contribute to the equilibrium regime. As we reproduce good agree-
ment between simulation and experiment for the second regime with faster quenching dynam-
ics, we assume that S-peptide preferably resides in this regime. However, the fit quality of
experimental PET-FCS data can be improved by adding an additional dynamic term with a
slower relaxation coefficient (Fig B in S1 File). We speculate, that this second dynamic term
might correspond to the regime of global rearrangements seen in the initial part of MD simu-
lations. It is interesting to note, that the PET-FCS method does not necessarily detect global
structural dynamics. As long as the global dynamics are not strongly coupled to the local
dynamics of dye and quencher, they might remain undetected in the experiment. Surprisingly,
such a scenario is possible even for short sequences as of the S-peptide. Our simulations reveal,
that stacking/unstacking dynamics occuring simultaneously with a stable backbone configura-
tion in one regime are difficult to distinguish with solely experimental data from another
regime with large conformational backbone rearrangements (Fig 6).
The good agreement between experiment and simulation is even more surprising as the
quenching state is judged only by a simple distance criterion, which was proposed earlier by
Vaiana et. al [41] and was based on a fit of fluorophore MD trajectories to correlation spectros-
copy data. Previous studies successfully demonstrated that the connection between atomistic
MD simulations and experimental PET-FCS measurements can be drawn with such a simple
criterion [42]. It should be noted that effects evolving from the photoinduced charge separa-
tion among Atto655 and Trp15 are not included in the approach as the MD parameters repre-
sent only the neutral state. We speculate that the opposite charges could increase the
interaction between the dyes due to the coulomb attraction, a question that could in principle
be targeted by measurements at different salt concentrations. Gaining a more detailed under-
standing of the relation between dye/quencher orientation and fluorescence quenching would
require to derive redox potentials for single MD frames via quantum chemical calculations.
Here, we use the experimental PET-FCS measurements for the validation of our labeled S-pep-
tide simulations, whereas only the comparison between simulations with and without labels
reveal the stark influence of fluorescence labeling on the dynamics and sampled conforma-
tional regimes of the peptide. The circular dichroism measurements of labeled and unlabeled
S-peptide strongly support these findings.
When using fluorescence to study biomolecules, two major types of artifacts need to be con-
sidered. On the one hand, the properties of the fluorophore may be altered by the local envi-
ronment of the biomolecule, changing the quantum yield, leading to spectral shifts of emission
or absorption spectra or hindering the rotational motion through sterical hindrance or specific
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interactions. Our study, on the other hand, sheds light on the effect of the chemical modifica-
tion on the target biomolecule and shows that the fluorescence label can significantly affect the
conformational and dynamical properties. In particular, PET-FCS experiments, which intrin-
sically require that the fluorophore and quencher can come into close contact, suffer from pos-
sible interactions between them. The influence of specific dye-quencher or dye-dye
interactions on the conformational dynamics is especially pronounced when investigating
intrinsically disordered systems as presented here, for which PET and FRET are often the
method of choice. Although the effect of fluorescence labeling on the dynamics and conforma-
tions of the peptide in this study was found to be significant, other systems might be affected
to different degrees. Combined MD and FRET studies of labeled polyproline for example,
found only little impact of the fluorophores on the sampled conformational regimes. However,
polyproline is characteristic for its rigid structure with deep energy minima and slow trans/cis
isomerisation dynamics on timescales beyond minutes, which were not covered directly by
that study [27]. Nevertheless, it is very likely that especially small peptides with a large degree
of intrinsic disorder and a relatively flat energy landscape suffer most from fluorescence label-
ing artifacts. For larger and more stable proteins with clear conformational preferences, on the
other hand, we expect the artifacts induced by the fluorophores to be of reduced importance.
In summary, great care needs to be taken when designing and interpreting fluorescence
experiments. Especially when fluorescence labeling is used to study systems for which the size
of the dye is comparable to the target molecule, a single dye interaction can dominate the con-
formational properties and severely effect the results. The position for the fluorescent label
should be chosen in a well-structured and solvent-exposed part of the protein sequence to
minimize the influence of the fluorophore on the local structure and dynamics, especially
when partly disordered proteins are studied. We demonstrate that MD is a valuable tool that
complements PET-FCS experiments by offering an atomistic interpretation of the experimen-
tal result. Furthermore, simulations provide a useful strategy to predict the influence of label-
ing configurations on systematic properties when designing fluorescence experiments. On the
other hand, fluorescence experiments prove useful to validate in silico results by providing a
reference for dynamic parameters of the system.
Methods
Molecular dynamics
Two simulations of the S-peptide, one with and the other without labels, were started from
extended peptide conformations. The periodic box boundaries were set at a minimal distance
of 1 nm to the peptide. The peptide was parametrized with the Amber99sb-ILDN forcefield
[44]. Parameters for the Atto655 fluorophore were generated as follows. First two conforma-
tions of the fluorophore were geometry optimized at ab initio B3LYP/6-31G level using the
Gaussian09 software [45–48]. Second the partial charges were generated by fitting the electro-
static potential derived from HF/6-31G quantum mechanical calculations with the restraint
electrostatic potential protocol (RESP) [49]. Finally, atom types and bonded/nonbonded
parameters were assigned from the general amber forcefield (GAFF) [50]. The parametrization
protocol followed the guidelines of GAFF which was designed to be compatible with the
Amber forcefields. Both systems were energy minimized and equilibrated in NPT ensemble
(298 K, 1.01 bar) after the addition of explicit solvent Tip3P water molecules [51]. Respectively
four positive and negative counter ions were added to the solution keeping the box charge neu-
tral. The production run was performed at a time step of 3 fs with the GROMACS 5.0 MD soft-
ware suite [52, 53] using the velocity rescaling thermostat in the NVT ensemble (298 K) [54].
Bonds involving hydrogens were constrained with the LINCS algorithm [55].
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Peptide synthesis
The 14 amino acid truncated S-peptide (KETAA AKFER QHMD) was used as a model system
for an intrinsically disordered peptide [28–31]. To fluorescently label the S-peptide for
PET-FCS measurements, the fluorophore Atto655 was attached to the N terminus and an
additional tryptophan was added to the C terminus serving as a fluorescence quencher [3].
The resulting sequence of the labeled S-peptide was Atto655 KETAA AKFER QHMDW. Pep-
tide synthesis, labeling and purification was performed as described previously [56].
PET-FCS measurements
PET-FCS measurements were performed on a custom-built confocal single-molecule fluores-
cence microscope. The sample was excited with a diode laser (LDH-D-C-640, PicoQuant)
operated in continuous wave mode at an average laser power of 280 μW as measured before
the aperture of the objective. The fluorescence signal was passed through a pinhole and split
on two avalanche photodiodes (SPCM-AQR-14, Perkin Elmer Optoelectronics) by a 50:50
beam splitter to avoid detector dead time, connected to two independent channels of the time-
correlated single photon counting (TCSPC) hardware (HydraHarp400, PicoQuant). Fluores-
cence signal was passed through an emission filter (ET670/30, AHF Analysentechnik). The
range of the emission filter was chosen as to avoid detector crosstalk due to the breakdown
flash of the APDs [57]. Individual photon arrival times were recorded with 16 ps resolution. S-
peptide was dissolved in standard PBS buffer with 0.005% Tween-20 to prevent sticking to the
cover slide surface, and diluted to a final concentration of *1 nM. FCS data was collected over
a time of 16 h at room temperature.
Quenching autocorrelation
Configurations of Atto655/Trp15 from simulation were classified as “dark” state when the dis-
tance between the geometric centers of their ring compounds was below the quenching dis-
tance of r < 0.55 nm, or as fully fluorescent otherwise [41–43]. To calculate the quenching
autocorrelation function, 106 frames from the 30 μs MD trajectory were analyzed. The quench-
ing signal autocorrelation data was fitted with a two-state model with a single exponential sig-
nal decay
GdynðtÞ ¼ are  t=tr ð1Þ
where ar is the amplitude and τr the relaxation time constant of the quenching relaxation
autocorrelation.
FCS data analysis
The second order intensity cross-correlation function Gij(τ) between two channels i and j is
defined by:
GijðtÞ ¼
hIiðtÞIjðt þ tÞi
hIiðtÞihIjðtÞi
ð2Þ
where Ii(t) is the intensity in channel i at time t, τ is the time lag and hi denotes time averaging.
Cross-correlation functions between the two detectors were computed using custom-written
software based on a multiple-tau correlation algorithm [58]. Error bars are determined by
splitting the measurement into ten segments of equal length and computing the standard error
of mean of the correlation functions. Fitting of the correlation function was performed in
MATLAB (The Mathworks, Inc.) using the non-linear least squares fit routine by minimizing
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the weighted residuals. Confidence intervals (95%) of determined parameters are computed
from the covariance matrix obtained from the fit procedure. FCS curves are fit using a model
accounting for photon antibunching, triplet kinetics and diffusion, as well as one or two addi-
tional bunching terms for the observed kinetics:
GðtÞ ¼
g
N
1þ
t
tD
   1
1þ
t
p2tD
   1=2

ð1   Aabe  t=tabÞ 1þ
T
1   T
e
t
tT
 

ð1þ ar;1e  t=tr;1 þ ar;2e  t=tr;2Þ
ð3Þ
where ar,1/2 are the amplitudes and τr,1/2 the relaxation time constants of the quenching relaxa-
tion autocorrelation [20], τD is the diffusion time constant, N is the average number of particles
in the focus, γ = 2−3/2 is a correction factor accounting for the shape of the confocal volume, p
is the ratio of axial to lateral size of the confocal volume, τT is the triplet time constant, T is the
triplet fraction, and τab and Aab are the photon antibunching amplitude and relaxation time.
The parameters of the dynamic quenching term are related to the off- and on-rates of the
quenching process by [59]:
tr ¼
1
kon þ koff
ð4Þ
ar ¼
koff
kon
ð5Þ
In terms of the system at hand, kon and koff can be interpreted as the microscopic rate constants
of end-to-end contact formation and dissociation.
Circular dichroism
CD measurements were performed on a Jasco J-715 spectrophotometer at 25˚C. Labeled S-
peptide with and without Trp15 was solvated at 1 mg ml−1 concentration in DPBS buffer
(Sigma-Aldrich). The samples were measured in a quartz cell with 0.2 mm path length. Data is
expressed in terms of mean residue molecular elliptisity [θ]λ. CD data was smoothed using a
Savitzky-Golay-Filter with order 3 and a window of 10 nm [60].
Supporting information
S1 File. The supporting information gives details on the PET-FVS dynamics, control
experiments and results on the PET-FCS measurements. Fig A, PET-FCS dynamics. Fit of
the experimental correlation function using a model accounting for one kinetic component
and two kinetic components. Fig B, Control experiments. Table A, Fit results for PET-FCS
measurement.
(PDF)
Acknowledgments
We gratefully thank Christina Stutzer for her kind introduction into circular dichroism spec-
trometry and the Micro-Chemistry Core Facility of the Max Planck Institute of Biochemistry
(Martinsried, Germany) for peptide synthesis. We gratefully acknowledge the support from
Dye labeling affects peptide dynamics
PLOS ONE | https://doi.org/10.1371/journal.pone.0177139 May 23, 2017 14 / 18
B.4. Paper 4: Covalent Dye Attachment Influences the Dynamics and Conformational Properties of
Flexible Peptides 163
the Ludwig-Maximilians-Universita¨t through the Center for NanoScience and the BioImaging
Network.
Author Contributions
Conceptualization: MPL AB DCL MZ.
Data curation: MPL AB AHC RB.
Formal analysis: MPL AB AHC.
Funding acquisition: DCL MZ.
Investigation: MPL AB AHC RB.
Methodology: MPL AB DCL MZ.
Project administration: DCL MZ.
Resources: DCL MZ.
Software: MPL MZ.
Supervision: DCL MZ.
Validation: MPL AB RB DCL MZ.
Visualization: MPL AB.
Writing – original draft: MPL AB DCL MZ.
Writing – review & editing: DCL MZ.
References
1. Kiefhaber T, Bachmann A, Jensen KS. Dynamics and mechanisms of coupled protein folding and bind-
ing reactions. Current Opinion in Structural Biology. 2012; 22(1):21–29. https://doi.org/10.1016/j.sbi.
2011.09.010 PMID: 22129832
2. Neuweiler H, Sauer M. Using photoinduced charge transfer reactions to study conformational dynamics
of biopolymers at the single-molecule level. Current pharmaceutical biotechnology. 2004; 5(3):285–
298. https://doi.org/10.2174/1389201043376896 PMID: 15180550
3. Doose S, Neuweiler H, Sauer M. Fluorescence Quenching by Photoinduced Electron Transfer: A
Reporter for Conformational Dynamics of Macromolecules. ChemPhysChem. 2009; 10(9-10):1389–
1398. https://doi.org/10.1002/cphc.200900238 PMID: 19475638
4. Jares-Erijman EA, Jovin TM. FRET imaging. Nature biotechnology. 2003; 21(11):1387–1395. https://
doi.org/10.1038/nbt896 PMID: 14595367
5. Weiss S. Fluorescence spectroscopy of single biomolecules. Science. 1999; 283(5408):1676–1683.
https://doi.org/10.1126/science.283.5408.1676 PMID: 10073925
6. Ha T. Single-Molecule Fluorescence Resonance Energy Transfer. Methods. 2001; 25(1):78–86. https://
doi.org/10.1006/meth.2001.1217 PMID: 11558999
7. Fo¨rster T. Zwischenmolekulare Energiewanderung und Fluoreszenz. Annalen der physik. 1948; 437(1-
2):55–75. https://doi.org/10.1002/andp.19484370105
8. Kavarnos GJ. Fundamentals of photoinduced electron transfer. vol. 98. Wiley-VCH; 1994.
9. Kavarnos GJ, Turro NJ. Photosensitization by reversible electron transfer: theories, experimental evi-
dence, and examples. Chemical Reviews. 1986; 86(2):401–449. https://doi.org/10.1021/cr00072a005
10. Weller A. Photoinduced electron transfer in solution: exciplex and radical ion pair formation free enthal-
pies and their solvent dependence. Zeitschrift fu¨r Physikalische Chemie. 1982;.
11. de Silva AP, Gunaratne HQN, Gunnlaugsson T, Huxley AJM, McCoy CP, Rademacher JT, et al. Signal-
ing Recognition Events with Fluorescent Sensors and Switches. Chemical Reviews. 1997; 97(5):1515–
1566. https://doi.org/10.1021/cr960386p PMID: 11851458
Dye labeling affects peptide dynamics
PLOS ONE | https://doi.org/10.1371/journal.pone.0177139 May 23, 2017 15 / 18
164 Appendix B. Appended Papers
12. Zhong D, Pal SK, Wan C, Zewail AH. Femtosecond dynamics of a drug–protein complex: daunomycin
with Apo riboflavin-binding protein. Proceedings of the National Academy of Sciences. 2001; 98
(21):11873–11878. https://doi.org/10.1073/pnas.211440298
13. Li X, Zhu R, Yu A, Zhao XS. Ultrafast photoinduced electron transfer between tetramethylrhodamine
and guanosine in aqueous solution. The Journal of Physical Chemistry B. 2011; 115(19):6265–6271.
https://doi.org/10.1021/jp200455b PMID: 21491918
14. Michalet X, Kapanidis AN, Laurence T, Pinaud F, Doose S, Pflughoefft M, et al. The power and pros-
pects of fluorescence microscopies and spectroscopies. Annual review of biophysics and biomolecular
structure. 2003; 32(1):161–182. https://doi.org/10.1146/annurev.biophys.32.110601.142525 PMID:
12598370
15. Tinnefeld P, Sauer M. Branching out of single-molecule fluorescence spectroscopy: Challenges for
chemistry and influence on biology. Angewandte Chemie International Edition. 2005; 44(18):2642–
2671. https://doi.org/10.1002/anie.200590060 PMID: 15849689
16. Elson EL, Magde D. Fluorescence correlation spectroscopy. I. Conceptual basis and theory. Biopoly-
mers. 1974; 13(1):1–27. https://doi.org/10.1002/bip.1974.360130102
17. Elson EL. Fluorescence Correlation Spectroscopy: Past, Present, Future. Biophysical Journal. 2011;
101(12):2855–2870. https://doi.org/10.1016/j.bpj.2011.11.012 PMID: 22208184
18. Sahoo H, Schwille P. FRET and FCS—Friends or Foes? ChemPhysChem. 2011; 12(3):532–541.
https://doi.org/10.1002/cphc.201000776 PMID: 21308943
19. Felekyan S, Kalinin S, Sanabria H, Valeri A, Seidel CAM. Filtered FCS: Species Auto- and Cross-Corre-
lation Functions Highlight Binding and Dynamics in Biomolecules. ChemPhysChem. 2012; 13(4):1036–
1053. https://doi.org/10.1002/cphc.201100897 PMID: 22407544
20. Sauer M, Neuweiler H. PET-FCS: probing rapid structural fluctuations of proteins and nucleic acids by
single-molecule fluorescence quenching. Fluorescence Spectroscopy and Microscopy: Methods and
Protocols. 2014; p. 597–615.
21. Zhang Y, Yuan S, Lu R, Yu A. Ultrafast fluorescence quenching dynamics of Atto655 in the presence of
N-acetyltyrosine and N-acetyltryptophan in aqueous solution: proton-coupled electron . . .. The Journal
of Physical Chemistry. 2013; 117(24):7308–7316. https://doi.org/10.1021/jp404466f PMID: 23721323
22. Milles S, Tyagi S, Banterle N, Koehler C, VanDelinder V, Plass T, et al. Click Strategies for Single-Mole-
cule Protein Fluorescence. Journal of the American Chemical Society. 2012; 134(11):5187–5195.
https://doi.org/10.1021/ja210587q PMID: 22356317
23. Haustein E, Schwille P. Fluorescence correlation spectroscopy: novel variations of an established tech-
nique. Annu Rev Biophys Biomol Struct. 2007; 36:151–169. https://doi.org/10.1146/annurev.biophys.
36.040306.132612 PMID: 17477838
24. Moerner W, Fromm DP. Methods of single-molecule fluorescence spectroscopy and microscopy.
Review of Scientific Instruments. 2003; 74(8):3597–3619. https://doi.org/10.1063/1.1589587
25. Daidone I, Neuweiler H, Doose S, Sauer M, Smith JC. Hydrogen-bond driven loop-closure kinetics in
unfolded polypeptide chains. PLoS Computational Biology. 2010; 6(1):e1000645. https://doi.org/10.
1371/journal.pcbi.1000645 PMID: 20098498
26. Schro¨der GF, Alexiev U, Grubmu¨ller H. Simulation of fluorescence anisotropy experiments: probing pro-
tein dynamics. Biophysical Journal. 2005; 89(6):3757–3770. https://doi.org/10.1529/biophysj.105.
069500 PMID: 16169987
27. Hoefling M, Lima N, Haenni D, Seidel CAM, Schuler B, Grubmu¨ller H. Structural Heterogeneity and
Quantitative FRET Efficiency Distributions of Polyprolines through a Hybrid Atomistic Simulation and
Monte Carlo Approach. PLoS ONE. 2011; 6(5):e19791. https://doi.org/10.1371/journal.pone.0019791
PMID: 21629703
28. Finn F, Dadok J, Bothner-By A. Proton nuclear magnetic resonance studies of the association of ribonu-
clease S-peptide and analogs with ribonuclease S-protein. Biochemistry. 1972; 11(3):455–461. https://
doi.org/10.1021/bi00753a025 PMID: 5062062
29. Bastos M, Pease JH, Wemmer DE, Murphy KP, Connelly PR. Thermodynamics of the helix-coil transi-
tion: Binding of S15 and a hybrid sequence, disulfide stabilized peptide to the S-protein. Proteins: Struc-
ture, Function, and Bioinformatics. 2001; 42(4):523–530. https://doi.org/10.1002/1097-0134(20010301)
42:4%3C523::AID-PROT100%3E3.0.CO;2-B
30. Cole R, Loria JP. Evidence for flexibility in the function of ribonuclease A. Biochemistry. 2002; 41
(19):6072–6081. https://doi.org/10.1021/bi025655m PMID: 11994002
31. Marshall GR, Feng JA, Kuster DJ. Back to the future: ribonuclease A. Peptide Science. 2008; 90
(3):259–277. https://doi.org/10.1002/bip.20845 PMID: 17868092
Dye labeling affects peptide dynamics
PLOS ONE | https://doi.org/10.1371/journal.pone.0177139 May 23, 2017 16 / 18
B.4. Paper 4: Covalent Dye Attachment Influences the Dynamics and Conformational Properties of
Flexible Peptides 165
32. Bachmann A, Wildemann D, Praetorius F, Fischer G, Kiefhaber T. Mapping backbone and side-chain
interactions in the transition state of a coupled protein folding and binding reaction. Proceedings of the
National Academy of Sciences. 2011; 108(10):3952–3957. https://doi.org/10.1073/pnas.1012668108
33. Richards FM. ON THE ENZYMIC ACTIVITY OF SUBTILISIN-MODIFIED RIBONUCLEASE. Proceed-
ings of the National Academy of Sciences of the United States of America. 1958; 44:162–166. https://
doi.org/10.1073/pnas.44.2.162 PMID: 16590160
34. Richards FM, Vithayathil PJ. The Preparation of Subtilisin-modified Ribonuclease and the Separation of
the Peptide and Protein Components. Journal of Biological Chemistry. 1959; 234:1459–1465. PMID:
13654398
35. Murtagh F, Contreras P. Algorithms for hierarchical clustering: an overview. Wiley Interdisciplinary
Reviews: Data Mining and Knowledge Discovery. 2012; 2(1):86–97.
36. Simons ER, Blout ER. Circular Dichroism of Ribonuclease A, Ribonuclease S, and Some Fragments.
The Journal of biological chemistry. 1968; 243(1):218–221. PMID: 5635944
37. Tamburro A, Scatturin A, Rocchi R, Marchiori F, Borin G, Scoffone E. Conformational-transitions of
bovine pancreatic ribonuclease S-peptide. FEBS letters. 1968; 1(5):298–300. https://doi.org/10.1016/
0014-5793(68)80137-1 PMID: 11945325
38. Mets U¨ , Widengren J, Rigler R. Application of the antibunching in dye fluorescence: measuringthe exci-
tation rates in solution. Chemical Physics. 1997;.
39. Nettels D, Gopich IV, Hoffmann A, Schuler B. Ultrafast dynamics of protein collapse from single-mole-
cule photon statistics. Proceedings of the National Academy of Sciences of the United States of Amer-
ica. 2007; 104(8):2655–2660. https://doi.org/10.1073/pnas.0611093104 PMID: 17301233
40. Weiss S. Measuring conformational dynamics of biomolecules by single molecule fluorescence spec-
troscopy. Nature Structural Biology. 2000;.
41. Vaiana AC, Neuweiler H, Schulz A, Wolfrum J, Sauer M, Smith JC. Fluorescence quenching of dyes by
tryptophan: interactions at atomic detail from combination of experiment and computer simulation. Jour-
nal of the American Chemical Society. 2003; 125(47):14564–14572. https://doi.org/10.1021/ja036082j
PMID: 14624606
42. Noe´ F, Doose S, Daidone I, Lo¨llmann M, Sauer M, Chodera JD, et al. Dynamical fingerprints for probing
individual relaxation processes in biomolecular dynamics with simulations and kinetic experiments. Pro-
ceedings of the National Academy of Sciences. 2011; 108(12):4822–4827. https://doi.org/10.1073/
pnas.1004646108
43. Kalinin S, Peulen T, Sindbert S, Rothwell PJ, Berger S, Restle T, et al. A toolkit and benchmark study
for FRET-restrained high-precision structural modeling. Nature Methods. 2012; 9(12):1218–1225.
https://doi.org/10.1038/nmeth.2222 PMID: 23142871
44. Lindorff-Larsen K, Piana S, Palmo K, Maragakis P, Klepeis JL, Dror RO, et al. Improved side-chain tor-
sion potentials for the Amber ff99SB protein force field. Proteins. 2010; 78(8):1950–1958. https://doi.
org/10.1002/prot.22711 PMID: 20408171
45. Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA, Cheeseman JR, et al.. Gaussian 09 Revi-
sion D.01;.
46. Becke AD. Density-functional exchange-energy approximation with correct asymptotic behavior. Phys
Rev A. 1988; 38:3098–3100. https://doi.org/10.1103/PhysRevA.38.3098
47. Lee C, Yang W, Parr RG. Development of the Colle-Salvetti correlation-energy formula into a functional
of the electron density. Phys Rev B. 1988; 37:785–789. https://doi.org/10.1103/PhysRevB.37.785
48. Hariharan PC, Pople JA. The influence of polarization functions on molecular orbital hydrogenation
energies. Theor Chim Acta. 1973; 28(3):213–222. https://doi.org/10.1007/BF00533485
49. Bayly CI, Cieplak P, Cornell WD, Kollman PA. A Well-Behaved Electrostatic Potential Based Method
Using Charge Restraints for Deriving Atomic Charges: The RESP Model. J Phys Chem. 1993; 97
(40):10269–10280. https://doi.org/10.1021/j100142a004
50. Wang J, Wolf RM, Caldwell JW, Kollman PA, Case DA. Development and testing of a general amber
force field. J Comput Chem. 2004; 25(9):1157–1174. https://doi.org/10.1002/jcc.20035 PMID:
15116359
51. Jorgensen WL, Chandrasekhar J, Madura JD, Impey RW, Klein ML. Comparison of simple potential
functions for simulating liquid water. J Chem Phys. 1983; 79(2):926–935. https://doi.org/10.1063/1.
445869
52. Hess B, Kutzner C, Spoel DVD, Lindahl E. GROMACS 4: Algorithms for highly efficient, load-balanced,
and scalable molecular simulation. J Chem Theory Comput. 2008; 4:435–447. https://doi.org/10.1021/
ct700301q PMID: 26620784
Dye labeling affects peptide dynamics
PLOS ONE | https://doi.org/10.1371/journal.pone.0177139 May 23, 2017 17 / 18
166 Appendix B. Appended Papers
53. Van Der Spoel D, Lindahl E, Hess B, Groenhof G, Mark AE, Berendsen HJC. GROMACS: Fast, flexible,
and free. J Comput Chem. 2005; 26(16):1701–1718. https://doi.org/10.1002/jcc.20291 PMID:
16211538
54. Bussi G, Donadio D, Parrinello M. Canonical sampling through velocity rescaling. The Journal of chemi-
cal physics. 2007; 126(1):014101. https://doi.org/10.1063/1.2408420 PMID: 17212484
55. Hess B, Bekker H, Berendsen HJC, Fraaije JGEM. LINCS: A linear constraint solver for molecular simu-
lations. Journal of Computational Chemistry. 1997; 18(12):1463–1472. https://doi.org/10.1002/(SICI)
1096-987X(199709)18:12%3C1463::AID-JCC4%3E3.0.CO;2-H
56. Crevenna AH, Naredi-Rainer N, Lamb DC, Wedlich-So¨ldner R, Dzubiella J. Effects of Hofmeister Ions
on the a-Helical Structure of Proteins. Biophysical Journal. 2012; 102(4):907–915. https://doi.org/10.
1016/j.bpj.2012.01.035 PMID: 22385862
57. Kurtsiefer C, Zarda P, Mayer S, Weinfurter H. The breakdown flash of Silicon Avalance Photodiodes—
backdoor for eavesdropper attacks? arXivorg. 2001;(13):2039–2047.
58. Felekyan S, Ku¨hnemuth R, Kudryavtsev V, Sandhagen C, Becker W, Seidel CAM. Full correlation from
picoseconds to seconds by time-resolved and time-correlated single photon detection. Review of Scien-
tific Instruments. 2005; 76(8):083104. https://doi.org/10.1063/1.1946088
59. Neuweiler H, Johnson CM, Fersht AR. Direct observation of ultrafast folding and denatured state
dynamics in single protein molecules. Proceedings of the National Academy of Sciences. 2009; 106
(44):18569–18574. https://doi.org/10.1073/pnas.0910860106
60. Greenfield NJ. Using circular dichroism spectra to estimate protein secondary structure. Nature Proto-
cols. 2006; 1(6):2876–2890. https://doi.org/10.1038/nprot.2006.202 PMID: 17406547
Dye labeling affects peptide dynamics
PLOS ONE | https://doi.org/10.1371/journal.pone.0177139 May 23, 2017 18 / 18
B.4. Paper 4: Covalent Dye Attachment Influences the Dynamics and Conformational Properties of
Flexible Peptides 167

B.5. Paper 5: PAM: A Framework for Integrated Analysis of Imaging, Single-Molecule, and Ensemble
Fluorescence Data 169
B.5 Paper 5: PAM: A Framework for Integrated Analysis of Imaging,
Single-Molecule, and Ensemble Fluorescence Data
Computational Tool
PAM: A Framework for Integrated Analysis of
Imaging, Single-Molecule, and Ensemble
Fluorescence Data
Waldemar Schrimpf,1 Anders Barth,1 Jelle Hendrix,2,3 and Don C. Lamb1,*
1Department of Physical Chemistry, Center for Integrated Protein Science Munich (CIPSM), Nanosystems Initiative Munich (NIM) and Center
for Nanoscience (CeNS), Ludwig-Maximilians-Universit€at, Munich, Germany; 2Dynamic Bioimaging Lab, Biomedical Research Institute
(BIOMED), Advanced Optical Microscopy Centre, Faculty of Medicine and Life Sciences, Hasselt University, Diepenbeek, Belgium; and
3Laboratory for Photochemistry and Spectroscopy, Molecular Imaging and Photonics Division, KU Leuven, Heverlee, Belgium
ABSTRACT Fluorescence microscopy and spectroscopy data hold a wealth of information on the investigated molecules,
structures, or organisms. Nowadays, the same fluorescence data set can be analyzed in many ways to extract different prop-
erties of the measured sample. Yet, doing so remains slow and cumbersome, often requiring incompatible software packages.
Here, we present PAM (pulsed interleaved excitation analysis with MATLAB), an open-source software package written in
MATLAB that offers a simple and efficient workflow through its graphical user interface. PAM is a framework for integrated
and robust analysis of fluorescence ensemble, single-molecule, and imaging data. Although it was originally developed for
the analysis of pulsed interleaved excitation experiments, PAM has since been extended to support most types of data collection
modalities. It combines a multitude of powerful analysis algorithms, ranging from time- and space-correlation analysis, over
single-molecule burst analysis, to lifetime imaging microscopy, while offering intrinsic support for multicolor experiments. We
illustrate the key concepts and workflow of the software by discussing data handling and sorting and provide step-by-step
descriptions for the individual usage cases.
INTRODUCTION
Fluorescence microscopy and spectroscopy have become
important tools in the life and material sciences over the
past decades. Research institutes nowadays often house
high-end fluorescence microscopes for recording fluores-
cence time traces and multicolor images or time-lapse
videos. The recorded data convey a wealth of information
that is encoded in the multidimensional parameter space
of the fluorescence signal (1), and many advanced analysis
methods have been developed over the past decades. Among
the properties of the fluorescence signal are fundamental pa-
rameters, such as time, space, fluorescence lifetime, polari-
zation, and spectrum, as well as derived parameters,
including molecular brightness, labeling stoichiometry,
and distances between fluorescent labels (2). Further infor-
mation on diffusion, flow, and molecular interactions is
encoded in the seemingly random fluctuations of the fluores-
cence signal, which can be extracted using the many vari-
ants of fluorescence fluctuation spectroscopy (3,4).
Because each individual method only analyzes a fraction
of the information contained in the data, a global under-
standing of the system is only possible by performing a
combined analysis.
An illustration of how a combined analysis can lead to
synergetic insights is single-molecule Fo¨rster resonance
energy transfer (FRET) by burst extraction (2,5,6). With
this method, intra- and intermolecular distances can be
accurately measured on the nanometer scale based on
the signal intensities in the FRET donor and acceptor
detection channels. Additional parameters such as the fluo-
rescence lifetime, anisotropy, or labeling stoichiometry are
typically used to gain valuable information about properties
and dynamics of the studied sample. Photon distribution
analysis (PDA) enables a quantitative analysis of confor-
mational heterogeneity and conformer interconversion ki-
netics (7,8). This information can be supplemented by
subensemble fluorescence correlation spectroscopy (FCS),
which provides additional information on biomolecular
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hydrodynamic properties (9). Conformational changes can
also be evaluated using filtered-FCS (10), making it possible
to investigate dynamics between the different species on the
nanosecond to the millisecond timescale.
Another good illustration of an integrated quantitative
sample analysis comes from confocal imaging. Instead
of only addressing the average signal, fluorescence
fluctuations in the recorded images can be analyzed to
investigate protein mobility and interactions (11–18).
Correlating the signal through space and time (or both)
can extract valuable information about the spatial distribu-
tion or the diffusion of the fluorescent molecules. By
analyzing the image cross correlation function, one can
study molecular interactions more accurately than with in-
tensity-based colocalization analysis. Finally, fluorescence
lifetime imaging allows one to study both the local envi-
ronment and the molecular interactions in cells, and, by
combining this information with fluctuation analysis,
even the dynamics of subspecies in complex mixtures
can be investigated (16).
As it has become customary to openly provide the respec-
tive software with publications, a multitude of software for
analyzing advanced fluorescence data are available. How-
ever, these programs are often too specific, complex, or
inflexible to provide the user with a clear approach to a
global data analysis. Software attached to the publication
of new methods is generally designed specifically for that
single application and often also requires a particular file
format to work. This makes it highly impractical and
cumbersome to employ multiple methods, as they necessi-
tate the use of different software and reformatting of the
data. Although script-based implementation of such appli-
cations allows for easier adjustment to new projects or hard-
ware, it also makes them difficult to apply for the novice
user without programming experience. Conversely, imple-
mentations of advanced analysis methods by microscope
manufacturers are expensive, usually only offer a basic
framework excluding customization options, and are incom-
patible with data generated by other microscopy hardware.
Lastly, commercial software is hardly ever designed by
the end users, who logically have a better understanding
of what is needed for a proper analysis of the data. Open-
source development, on the other hand, offers the possibility
for both experts and end users to improve and extend exist-
ing software packages by implementing their newest
methods. As such, it provides a platform for the continuous
development and extension of the software, enabling re-
searchers to join efforts on new developments. In recent
years, a number of software packages in the field of sin-
gle-molecule fluorescence have been made openly available
(19–22). For an optimal workflow incorporating multiple
analysis techniques, one requires a fast and easy-to-use soft-
ware framework that implements the various methods but is
also designed to provide an efficient communication be-
tween the different modules.
Here, we present PAM (pulsed interleaved excitation
(PIE) analysis with MATLAB (The MathWorks, Natwick,
MA)), an open-source software package that combines lead-
ing quantitative fluorescence microscopy and spectroscopy
analysis methods and offers an integrated and extendible
support for multiparameter and multicolor experiments.
The three main applications of PAM are 1) ensemble spec-
troscopy, including correlation spectroscopy, and fluores-
cence lifetime and anisotropy analysis; 2) single-molecule
analysis; and 3) image analysis (Fig. 1). To the best of our
knowledge, PAM is the only program that implements all
three of these fields in a single software package. PAM
implements state-of-the-art signal processing algorithms
commonly used for quantitative analysis of fluorescence ex-
periments, i.e., fluctuation spectroscopy (FCS, fluorescence
cross correlation spectroscopy, fluorescence lifetime corre-
lation spectroscopy, nanosecond FCS, filtered-FCS, and
pair-correlation) (23–25), burst-wise single-molecule anal-
ysis (including Fo¨rster resonance energy transfer and
PDA) (5,7,26), fluorescence lifetime imaging microscopy
(FLIM) via the phasor approach (27), and fluctuation imag-
ing (image correlation spectroscopy (ICS), raster ICS
(RICS), cross correlation RICS, number and brightness
analysis, temporal ICS (TICS), arbitrary region RICS, im-
age mean-square displacement (iMSD), and spatiotemporal
ICS (STICS)) (15,16,28).
RESULTS AND DISCUSSION
Motivation and key concepts
The motivation for designing and publishing PAM is to pro-
vide 1) an easy-to-use software package with 2) a high de-
gree of automation that is 3) compatible with a variety of
measurement schemes and setups. This program allows
the user to perform 4) a variety of different quantitative
fluorescence analysis techniques on the same data set,
including 5) several unique and cutting-edge methods and
variants. At the same time, the program should be 6) versa-
tile and adaptable by the expert user. A brief description of
implementation of these points is given in the following
paragraphs.
Ease-of-use
To be adopted by a broad variety of users, an analysis soft-
ware needs to be fast and easy to learn and have a clear
workflow with feedback about the current state of the prog-
ress and the data. To achieve this simplicity and to stream-
line the workflow, PAM has a modular structure (Fig. 2). It
is divided into the core PAM program used for data sorting
and (pre)processing and several modules for the individual
method groups. All these subprograms are based on graph-
ical user interfaces (GUIs) that clearly show the possible
actions that can be taken and display all relevant informa-
tion about the data. PAM is highly configurable both for
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defining specific workflows as well as for displaying data.
All these settings are stored in custom profiles, allowing
the user to quickly switch between settings for different
microscopes or techniques. After each step in the analysis,
the data can be saved in an intermediate file format, giving
the user the possibility to reanalyze the data at a later time
point without the need of reprocessing. Additionally, all
important parameters and plots can be exported to external
programs (e.g., Excel, Origin, ImageJ, etc.) or as ready-for-
publication figures.
Automation
Advanced fluorescence techniques often require the analysis
of many large data sets. Analyzing each measurement indi-
vidually results in the user spending a significant time just
waiting for the computer to load or process the data. To miti-
gate this problem, PAM contains a batch analysis option for
most computationally intensive steps that require no or low
direct user interaction. Hereby, the user sets up the parame-
ters for the analysis and PAM automatically performs the
calculations (e.g., burst-extraction or correlation) sequen-
tially for all selected datasets with the same settings. Addi-
tionally, all computationally demanding algorithms are
written in Cþþ and can run on multiple cores to decrease
calculation times and optimize performance.
Compatibility
The methods in PAM are meant to be applicable to all fluo-
rescence data and independent of the microscope or the
file format used. For this, PAM includes read-in methods
for all common time-correlated single-photon-counting
(TCSPC) formats (e.g., Becker&Hickl .spc, Picoquant .ptu,
etc.), which are the main data type used for many methods.
However, PAM does not necessarily require TCSPC data
and is compatible with simple photon counting and, to
some extent, prebinned data. A detailed list is given in the
Supporting Material. All imaging methods additionally sup-
port direct loading of tagged image file format (TIFF)-based
data, extending the capabilities to camera-based micro-
scopes. Although these options already cover a large fraction
of file formats, they cannot possibly include all commercial
and, especially, home-built microscopes and setups. For
this, PAM has a dedicated option for custom read-in func-
tions, which allows the user to dynamically add their own
read-in functions without having to modify the central code.
Integrated methods
One of the key concepts of PAM is the combination of the
various methods in a single platform. This encourages the
user to explore multiple aspects of the data simultaneously,
which, in our experience, is an important step to fully
FIGURE 2 Schematic representation of the
data- and workflow of PAM, showing the connec-
tion between the modules of PAM (blue), general
file formats for use with spreadsheet programs,
text editors or image processing tools (red), and
the MATLAB command line functionalities
(green). To see this figure in color, go online.
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FIGURE 1 Overview of the functionalities of the PAM software package.
Photon sorting is performed in the main module PAM. The main applica-
tions are divided into three areas: ensemble spectroscopy (top), single-
molecule spectroscopy (left), and image-based analysis methods (right).
Each area incorporates a number of analysis methods. FCS, fluorescence
correlation spectroscopy; spFRET, single-pair Fo¨rster resonance energy
transfer; MFD, multiparameter fluorescence detection; PDA, photon distri-
bution analysis; ICS, image correlation spectroscopy; RICS, raster image
correlation spectroscopy; FLIM, fluorescence lifetime imaging microscopy.
To see this figure in color, go online.
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understanding complex biological systems. A good example
for the benefits of combining different techniques is our
recent study on the early steps of human immunodeficiency
virus assembly (29).
Unique methods
PAM is not only a collection of established techniques; it is
constantly updated and expanded and contains many cut-
ting-edge methods and variations not available in any other
software. One key feature of PAM is that all its methods are
fully compatible with PIE (23), the historic origin of the
name PAM. Even though it has been introduced more than
10 years ago, the widespread application of PIE is still
limited despite its benefits for quantitative multicolor fluo-
rescence (cross)correlation spectroscopy. Although many
researchers are in possession of PIE-capable microscopes,
few are actively taking advantage of them because of the
lack of readily available software implementations. As
PAM has a strong focus on TCSPC data, it also includes
the option to correct for count-rate-dependent shifts of the
instrument response function (30). For multicolor FRET,
PIE or alternating laser excitation (ALEX) (31) is essential
for determining all interdye distances (32,33). The burst
analysis framework in PAM offers full support for three-
color FRET experiments, including specific three-color
burst search methods and calculation of advanced parame-
ters. Another unique method of PAM is the recently devel-
oped arbitrary region RICS (15). This extension to the
standard image correlation techniques decreases the require-
ments for the image quality in terms of spatial shape and
heterogeneity. By filtering the data to remove unwanted con-
tributions, it increases the amount of usable data and allows
the accurate measurement of (co)diffusion even in highly
dynamic and heterogeneous systems.
Adaptability
The field of fluorescence spectroscopy and microscopy is
highly specialized and dynamic, and almost every new proj-
ect requires a modification of the approaches and methods
employed. PAM uses several different concepts to achieve
a flexible workflow. One approach is that, in most cases,
the fit models are based on simple text files instead of being
hard-coded. This allows the user to create their own models
or modify existing functions even without programming
experience. The expert users, on the other hand, can make
use of the open-source nature of PAM and adjust the code
to their own needs. The modular structure of PAM and its
use of MATLAB-based file formats help to simplify this pro-
cess. The user can simply use the (intermediary) data in their
own scripts or insert new functions into the dataflow between
existing modules. For small modifications or experimental
prototyping, they can exploit the advantages of MATLAB
as an interpreted language and its powerful command-line
capabilities to tweak the code on the fly. For this, PAMallows
quick access to the data in the form of global variables. For
larger and permanent modifications, PAM uses the Git
version control system for distributed development. Active
involvement and improvements by the users, e.g., by point-
ing out bugs, suggesting improvements, or even adding func-
tionalities, is not only accepted but also encouraged.
Because of the large number of different methods
included in PAM, we cannot describe all techniques and
processes in detail. Instead, we provide a basic description
of the workflow for the main functionalities in the PAM soft-
ware package: data inspection, sorting and preprocessing,
FCS, image fluctuation analysis, burst-wise single-molecule
analysis, and fluorescence lifetime imaging using the phasor
approach. A more detailed description of the individual
functionalities, the algorithms involved, and the particular
GUIs and controls is presented in the manual (see Availabil-
ity and Supporting Material). Additionally, we provide veri-
fication of all presented functionalities using simulated data
(Table S1).
PAM core functionalities
In most cases, the analysis starts with the core module PAM.
The main function of this core module is to load raw data
and to sort the photon records based on the detection and
the excitation channel (Fig. 3). This main program is meant
to work with confocal single photon counting data, with
a focus on TCSPC data. However, by using the custom
read-in option, it is also possible to work with non-TCSPC
or even binned data. Processed imaging data from scanning
or widefield microscopes, on the other hand, do not have to
go through the core module at all and can be loaded directly
into the image processing subprograms.
Once the data is loaded, each photon record is first as-
signed to a detection module and, if applicable, a routing
channel. These correspond to the physical detectors used
for e.g., the different spectral ranges or polarizations. Addi-
tionally, photon records are defined by two parameters. The
first is the macro-time or the arrival time of the photon rela-
tive to the start of the experiment, in multiples of the syn-
chronization clock. The second value can be used to
encode a variety of parameters, e.g., the spectral information
or the ALEX channel, but is most commonly used to store
the micro-time data (Fig. 3 A). The micro-time is the photon
arrival time relative to the synchronization source, encod-
ing, for example, the fluorescence lifetime. PAM uses this
secondary parameter to sort the photons into different
photon gates (Fig. 3 B). When PIE is used, this micro-
time information allows the user to further separate the
signal by the excitation source.
Based on these detector and photon gates, the program dis-
plays intensity traces, photon arrival time, histograms, histo-
grams, photon counting histograms, and images that can be
used for a first data evaluation (Fig. 3, C and D). The photon
sorting is followed by one or more primary data-processing
steps specific to the particular method used. At the moment
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of this writing, the different processingmethods are auto- and
cross correlation of single-point data, pair-correlation for line
or circle scans, burst identification for single-molecule anal-
ysis, fluorescence lifetime and anisotropy analysis, phasor
FLIM analysis, and generation of image stacks for fluctuation
imaging. These calculations are usually the most computa-
tionally intensive steps. We have estimated the computation
times of the core algorithms for typical data set sizes and
found that they perform on timescales faster than 30 s
(Fig. S1). For a more efficient workflow, these calculations
can additionally be done in a batch analysis, automatically
performing the computations with the same settings onmulti-
ple similar datasets without the need for direct user interac-
tion. The workflow for some of the most important methods
will be discussed in more detail in the following sections.
FCS
FCS is one of the most widely applied quantitative fluores-
cence analysis methods (34). It can be used to extract infor-
mation about concentration, diffusion, interactions
(23,35,36), and conformational dynamics encoded in the
fluctuations of the signal (10,37). The workflow for FCS
analysis in PAM is shown in Fig. 4. All calculations of cor-
relation functions are based on the defined photon gates.
This photon sorting allows e.g., the removal of spectral cross
talk and cross-excitation in multicolor cross correlation
spectroscopy (23) or the analysis of two-focus FCS data
(38). Furthermore, photons from multiple photon gates or
detector channels (e.g., from different polarizations) can
be pooled to take advantage of all available photons for
maximizing the signal-to-noise ratio. The correlation algo-
rithm is based on a multiple-t correlation scheme (25).
Calculations are performed for all single channels (autocor-
relation) or pairs of channels (cross correlation) that were
selected by the user. For goodness-of-fit estimation, the
data set is automatically divided into time segments that
are correlated independently and used to determine the sta-
tistical uncertainty.
The standard algorithm only uses the macro-time infor-
mation to calculate the correlation functions. However, the
user can also select to include the micro-time to extend
the resolution to the nano- and picosecond regime (25).
For data with rapid scanning, the signal can alternatively
be divided into different focus positions to perform pairwise
correlations between these spatial bins (39). PAM also in-
cludes methods to perform statistical filtering during corre-
lation analysis. Usually, the algorithm treats all selected
time
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FIGURE 3 Photon-sorting in the PAM main module. (A) In two-color pulsed interleaved excitation (PIE), two lasers are alternated on the nanosecond
timescale such that every synchronization period contains both laser pulses. The TCSPC data format records the macro-time (time passed since the start
of the measurement in units of the synchronization clock), the micro-time (time between photon detection and the last synchronization signal), and the color
channel in which the photon was detected in (B). In PIE, the micro-time information is used to sort the macro-time stamps using photon gates defined by the
excitation source and the detected color channel. GG, green excitation, green detection; GR, green excitation, red detection (FRET, cross talk, cross-exci-
tation); RR, red excitation, red detection. (C) The workflow in PAM for photon sorting is shown. The raw data (e.g., *.spc or *.ptu file formats) are loaded into
PAM. Extracted setup parameters (e.g., synchronization clock frequency) are stored in the global variable FileInfo, and photon records (i.e., the macro-time,
micro-time, and channel) are stored in TcspcData. The micro-time histograms are used to define the time ranges for the different photon gates, and photons
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this figure in color, go online.
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photons equally, giving them a weight of one, but it is also
possible to calculate filter functions based on the lifetime
(fluorescence lifetime correlation spectroscopy), spectrum
(fluorescence spectral correlation spectroscopy), polariza-
tion, or a combination of these parameters (10,40,41). Addi-
tional functions in PAM include an automatic removal of
bright aggregates or dust, correction for detector after-puls-
ing, and batch analysis of multiple data sets.
Once the correlation function is calculated, the data is
saved and can be analyzed with the FCSFit module, which
is used to fit temporal correlation data. All fitting functions
are based on text files, making it easy to modify existing
model functions or to create new model functions when
needed. The parameters used for fitting can be individually
fixed or globally linked between all files currently loaded,
and confidence intervals for the fit result can be calculated.
The module includes several normalization methods to bet-
ter compare different measurements and allows direct
export of the plots and the fitted parameters.
Burst-wise single-molecule analysis
Single-molecule spectroscopy in solution using burst anal-
ysis is a powerful method to obtain single-molecule infor-
mation about biomolecules with high throughput and no
need for surface immobilization. It relies on the free diffu-
sion of molecules through the observation volume of a
confocal microscope (Fig. 5 A), which, at low concentration,
results in isolated bursts of fluorescence from single mole-
cules (Fig. 5 B) (5,42). Depending on the excitation and
detection scheme used, a number of different parameters
can be calculated from the fluorescence signal (1,2).
The general outline for burst analysis in PAM is given in
Fig. 5. Once the experimental setup and the different detec-
tion channels have been defined (see Fig. 3 B), an appro-
priate burst search algorithm has to be selected. PAM
offers two different burst search methods using a threshold
either on the count rate determined using a sliding time win-
dow (26) or on the interphoton time (43). Additionally, the
burst search can be performed on all photons together (all-
photon burst search) or independently on the photons after
donor or acceptor excitation (dual-channel burst search)
(26). The latter option allows one to exclude donor- or
acceptor-only molecules directly because only events with
high signal in both channels will be detected. These events
may also be cleaned up after the burst search using the stoi-
chiometry parameter. Most burst-wise parameters are
automatically determined after the burst identification
step, whereas additional, more computationally expensive
parameters are calculated on demand. The burst-wise fluo-
rescence lifetime is determined for both the donor and
acceptor fluorophore by a maximum likelihood estimation
using a single exponential model function (2,44). Addition-
ally, the ALEX-2CDE and FRET-2CDE filters can be calcu-
lated, which rely on kernel density estimation to detect
fluctuations between two channels, allowing the detection
of dye blinking and bleaching events (ALEX-2CDE) or
FRET fluctuations originating from conformational dy-
namics (FRET-2CDE) (45).
The simplest scheme for single-molecule FRET by burst
analysis is obtained by using a single excitation laser for the
FRET donor dye and two spectral detection channels for
donor and acceptor fluorescence. The most important
parameter available from the experiment is the FRET effi-
ciency, together with general parameters such as the labora-
tory time of the single-molecule event, the burst duration, or
the number of photons. The use of alternating acceptor exci-
tation by means of PIE or ALEX adds the labeling stoichi-
ometry to the parameter space (2,6). The stoichiometry
allows the exclusion of molecules with only a single donor
or acceptor dye as well as the investigation of the composi-
tion of higher-order complexes. Isolating single-labeled
molecules also allows one to obtain the required correction
factors directly from the experiment to determine quantita-
tive FRET efficiencies and thus perform accurate distance
measurements (2). By the use of pulsed lasers and TCSPC
electronics, it is additionally possible to determine the
burst-averaged fluorescence lifetime. This introduces an in-
dependent alternative to determining the FRET efficiency
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FIGURE 4 Fluorescence correlation spectroscopy (FCS) in PAM. (A) In
FCS, the signal fluctuations arising from the diffusion of molecules in and
out of the observation volume are analyzed to extract information about
diffusion and interactions. (B) A typical signal trace of an FCS experiment
is shown. (C) The workflow for FCS in PAM is shown. The calculation of
the correlation function is performed in the FCS submodule of the PAM
GUI. The user selects the correlation method and uses the correlation ma-
trix to select which photon gates should be cross-correlated. Quantitative
evaluation of the correlation functions is performed in the FCSFit module.
Standard fit models are available, and user-defined model functions are
easily implemented. The fit result is evaluated by means of goodness-of-
fit indicators and confidence intervals for the determined parameters. To
see this figure in color, go online.
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from the quenching of the donor fluorophore and makes it
possible to identify conformational dynamics on the sub-
millisecond timescale (8). When polarization-sensitive
detection is employed, the fluorescence anisotropy reports
on the rotational properties of the fluorophore and the
biomolecule, offering a readout for detecting complex
formation and the possibility to detect unwanted interac-
tions of the fluorophore with the surface of the biomole-
cule. Lastly, three-color FRET studies can be performed
by implementation of an additional color channel and fluo-
rescent label, which allows more complex questions to
be addressed by monitoring three distances simultaneously
(32,46).
The analyzed data are stored in an intermediate file
format that can be loaded into the BurstBrowser module
for interactive exploration of the data set. Parameter distri-
butions can be examined using 1D or 2D histograms. For
comparison between different species of a single measure-
ment or between different datasets, multiple data selections
can be defined simultaneously. Quantitative analysis of
parameter distributions can be performed by fitting with
bivariate normal distributions to obtain distribution means
and widths. Important plots related to the fluorescence life-
time information are predefined and can be inspected at a
glance, and associated theoretical curves are easily added
to these plots for a more quantitative analysis. Molecule se-
lections can further be analyzed by performing subensemble
TCSPC analysis of the fluorescence and anisotropy decays,
correlation analysis of diffusion and conformational dy-
namics (purified-FCS and filtered-FCS) (10,47), and PDA
(7,8) in the modules TauFit, FCSFit, and PDAFit. PDA
can be used to analyze static distance heterogeneity using
Gaussian distance distributions or to infer interconversion
rates in dynamic systems. Additionally, three-color FRET
experiments are supported by all described methods. The
display of the data can be customized to a high degree,
and publication-ready plots are available at all points. Addi-
tionally, an integrated database functionality enables the
convenient management and cataloging of large measure-
ment series.
Fluctuation imaging
Fluctuation imaging describes a group of methods that apply
the concepts of fluorescence fluctuation spectroscopy to im-
age data. These methods can be divided into different cate-
gories based on the dimensions used for the analysis. The
first group uses only the temporal dimension to extract infor-
mation and includes TICS (48), also called imaging FCS
(49) and number and brightness analysis (17). The second
category is based on correlations of the two spatial dimen-
sions and includes ICS (50) and RICS (18,51). The last
group correlates the data through both time and space.
STICS (12) and iMSD (52) are examples of these 3D corre-
lation methods. Depending on the particular method used,
one can gain information about the size, oligomerization
state, and (co)mobility of molecules or even whole cellular
structures.
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FIGURE 5 Single-molecule spectroscopy using burst analysis in PAM. (A) In burst analysis, molecules are labeled with a donor- and acceptor-fluorophore
(green and red, respectively). Fo¨rster resonance energy transfer (FRET) reports on the distance between them to detect conformational dynamics. (B) At low
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module. Finally, selected populations can be subjected to more detailed analysis in the TauFit, FCSFit, and PDAFit modules. To see this figure in color,
go online.
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Image fluctuation analysis in PAM is performed with the
Microtime Image Analysis (MIA) submodule, and the work-
flow is illustrated in Fig. 6. It starts with loading the data,
either directly from image files, e.g., TIFFs, or from the
sorted photon data of the core PAM module. MIA works
with up to two channels that can be used for auto- and cross
correlation. The user then selects a rectangular region of in-
terest (ROI) that is the basis for all further calculations.
Next, individual pixels, regions, and/or frames can be selec-
tively discarded. This arbitrary region selection can be done
automatically, e.g., by intensity thresholds, or manually by
freehand drawing on either the full image stack or on a
frame-by-frame basis. The voids created by the excluded
data are accounted for in the correlation algorithms (15).
Once the relevant pixels are selected, an image-correction
step is performed to remove unwanted contributions from
the data. As an example, in a RICS analysis, one is usually
only interested in correlations caused by fast-diffusing par-
ticles, whereas spatial correlations from the cell shape and
the slow movement of large cellular structures interfere
with the useful signal. To remove the latter, it is useful to
subtract the mean of the pixel intensity over several frames,
removing static spatial heterogeneity while retaining fast
fluctuations occurring within a few frames. To restore the
original average intensity of the image, the mean pixel in-
tensity of each frame or the complete image series is added
back to the data. A variety of additional correction methods
are available to remove particular contributions for the indi-
vidual analysis methods (16).
The final step in MIA is the actual image-correlation
calculation (11), either in 1D through time, 2D through
space, or in 3D through both time and space, depending
on the particular technique used. All correlation functions
are displayed directly in MIA for a preliminary analysis,
but the main interpretation is done in dedicated fitting mod-
ules: either FCSFit for 1D data (TICS and iMSD) or MIAFit
for 2D (ICS, RICS) and 3D (STICS) correlation functions.
MIAFit works similarly to FCSFit, as described in the
previous section, but it is designed to analyze and display
2D data.
Fluorescence lifetime image analysis using the
phasor approach
FLIM uses the lifetime of dye molecules to obtain a spatial
map of the FRET efficiency, quenching, or the presence of
certain analytes in the sample. The phasor approach exploits
concepts and rules of the fluorescence decay in the Fourier
space to interpret FLIM data in a semiquantitative way
without the need to fit the fluorescence decays to single-
or multiexponential model functions (27).
The main workflow of phasor analysis in PAM is shown
in Fig. 7. The first step involves the calculation of the phasor
data for each individual pixel in the phasor panel of the main
PAMGUI. This requires reference data with a known mono-
exponential lifetime that is used to remove the influence of
the instrument response function. For TIFF-based time- or
frequency-domain FLIM data, an additional module is pro-
vided to reference and calculate the phasor data. Once the
phasor data are calculated, they are stored in an intermediate
file for analysis with the Phasor module. Here, the intensity
image is displayed together with a pixel-wise phasor histo-
gram. The user has different options to establish a relation-
ship between the two. The first is to select different ROIs in
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FIGURE 6 Fluctuation imaging in PAM. (A) In
fluctuation imaging, the spatial heterogeneity or
the temporal dynamics are recorded to analyze
the diffusion and interactions of the studied mole-
cules. (B) The workflow for image correlation
spectroscopy in PAM is shown. The photon data
is sorted into photon gates, and an image series
is generated using the pixel, line, or image start-
stop times. Alternatively, image data can be
directly used for analysis in MIA. A region of in-
terest is selected, and the appropriate corrections
are applied to the image series in MIA, e.g., to re-
move static heterogeneities and slow cell move-
ment. The image correlation function can be
loaded in MIAFit for quantitative analysis by
fitting to model functions. To see this figure in
color, go online.
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the phasor plot. The selected pixels are then indicated with
the corresponding color in the intensity images. This makes
it easy to highlight different, clearly separated lifetime pop-
ulations in the images. For the second method, the user de-
fines a line or curve in the phasor histogram. The program
then projects the pixel phasors on this line and encodes their
relative position with a color-map. This is useful to indicate
gradual changes of the lifetime. Lastly, it is also possible
to plot a quenching trajectory, as is needed, for example,
in systems undergoing FRET (53). By accounting for back-
ground-signal and unquenched-donor molecules, the FRET
efficiency for the population can be estimated. The partic-
ular FRET value for the whole trajectory can be indicated
in the intensity image via color-coding. As for all modules,
all images, histograms, and selected trajectories can be ex-
ported to publication-ready plots.
CONCLUSIONS
Here, we presented an overview of our in-house software
package PAM, which has been developed and used for many
publications from our laboratory and several other groups
over the past years. It encompasses a multitude of different
quantitative analysis methods within a well-structured and
efficient workflow. With the design of PAM, we attempt to
encourage novice users to experiment with new methods by
providing a user-friendly interface, while simultaneously
inviting expert users to contribute and extend the software
and the underlying methods through open-source availability.
The software is under continuous developmentwith respect to
improvements of the user experience and extension of imple-
mented or addition of new methods. Current development
projects include the implementation of spectrally resolved
data, structure detection for particle- or cell-averaged analysis,
and quantitative three-color FRET analysis.
Availability
The software is available as source code, requiring
MATLAB or a precompiled, standalone distribution for
Windows or MacOS at http://www.cup.uni-muenchen.de/
pc/lamb/software/pam.html or hosted in Git repositories
under http://www.gitlab.com/PAM-PIE/PAM and http://
www.gitlab.com/PAM-PIE/PAMcompiled. Sample data are
provided under http://www.gitlab.com/PAM-PIE/PAM-
sampledata. A detailed manual is found at http://pam.
readthedocs.io.
SUPPORTING MATERIAL
One figure, one table, and four data files are available at http://www.
biophysj.org/biophysj/supplemental/S0006-3495(18)30295-9.
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FIGURE 7 Phasor FLIM analysis in PAM.
(A) In lifetime imaging, both the signal intensity
as well as the information about the lifetime are
recorded for every pixel and can be used to inves-
tigate molecular interactions or dynamics via
FRET or to analyze the local environment of the
fluorophores. (B) The workflow for Phasor-FLIM
analysis in PAM is shown. A sample with known
lifetime is used as reference for the pixel-wise
phasor calculation. In the Phasor module, the
data set can be explored using the phasor histogram
to color-code the intensity image by the fluores-
cence lifetime, either by using regions of interest
(ROIs) defined in the phasor space or by using a
gradual lifetime scaling. To see this figure in color,
go online.
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