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ABSTRACT Segmentation of echocardiographic images is an essential step for assessing the cardiac
functionality and providing indicative clinical measures, and all further heart analysis relies on the accuracy
of this process. However, the fuzzy nature of echocardiographic images degraded by distortion and speckle
noise poses some challenges on the manual segmentation task. In this paper, we propose a fully automated
left ventricle segmentation method that can overcome those challenges. Our method performs accurate
delineation for the ventricle boundaries despite the ill-defined borders and shape variability of the left
ventricle. The well-known deep learning segmentation model, known as the U-net, has addressed some of
these challenges with outstanding performance. However, it still ignores the contribution of all semantic
information through the segmentation process. Here we propose a novel deep learning segmentation
method based on U-net, named ResDUnet. It incorporates feature extraction at different scales through
the integration of cascaded dilated convolution. To ease the training process, residual blocks are deployed
instead of the basic U-net blocks. Each residual block is enriched with a squeeze and excitation unit for
channel-wise attention and adaptive feature re-calibration. The performance of the method is evaluated on
a dataset of 2000 images acquired from 500 patients with large variability in quality and patient pathology.
ResDUnet outperforms state-of-the-art methods with a Dice similarity increase of 8.4% and 1.2% compared
to deeplabv3 and U-net, respectively. Furthermore, to demonstrate the impact of each proposed sub-module,
several experiments have been carried out with different designs and variations of the integrated sub-
modules. We also describe and discuss all technical elements of a deep-learning model via a step-by-step
explanation of parameters and methods, while using our left ventricle segmentation as a case study, to
explain the application of AI to echocardiographic imaging.
INDEX TERMS Convolutional neural network, Echocardiography, Left ventricle, Segmentation, Convo-
lutional neural network.
I. INTRODUCTION
CARDIOVASCULAR diseases (CVDs) are the numberone cause of death worldwide, causing the death of mil-
lions of people each year [1]. CVD scans are performed using
magnetic resonance imaging (MRI), computed tomography
(CT) and echocardiography. Among these, echocardiography
is the most common medical imaging modality due to its
simplicity, non-invasive nature, and the absence of ionizing
radiation [2]. Also, echocardiography provides real-time ac-
quisition with a very high frame rate which is most suitable
for assessing the cardiac movement, and in several studies
echocardiography has shown comparable results to MRIs [2],
[3].
During a clinical exam, a physician ideally performs seg-
mentation of the left ventricle (LV) to examine the car-
diac anatomy and provide several clinical measures which
illustrate the proper functionality of the heart such as the
end-diastolic (ED) and end-systolic (ES) volumes, ejection
fraction, LV mass, etc. [3]. Those measures are manually
obtained by delineating the LV borders at ED and ES of each
cardiac cycle. Despite the advantages of echocardiography
and physicians’ preference, there are some limitations that
make the manual segmentation a very tedious task. Man-
ual delineation is time-consuming and prone to intra and
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FIGURE 1. Apical four chamber views for echocardiographic images at three different quality levels. (a) Good quality. (b) Fair quality. (c) Poor quality.
inter-observer variability. Those limitations come from the
challenging nature of echocardiographic images with low
signal-to-noise ratio, motion artifacts, and lower spatial and
temporal resolution [4], thus resulting in images with ill-
defined LV ventricular wall. Such limitations have motivated
the development of an automated segmentation method to
help physicians analyze the cardiac anatomy, reduce the
clinical examination time and the inter and intra-observer
variability. Figure 1 shows an example of the different quality
echocardiographic scans.
In this paper, we propose a fully automated LV segmen-
tation method based on a novel deep learning model spe-
cially designed and optimized for echocardiographic images.
CAMUS dataset [5], a publicly available dataset, is used
for training and testing the model. The model leverages its
strengths from the well known U-net architecture, along with
cascaded dilated convolution, and residual blocks enriched
with squeeze and excitation units. The main innovation of
our model is:
• The use of residual blocks as the basic building units to
extract coarse to fine features from source image. This
is done through identity shortcut connections that prop-
agates information from low-level to high-level feature
space without the loss of significant details. Moreover,
squeeze and excitation units are added to residual blocks
for channel-wise attention, adaptive feature recalibra-
tion and increasing feature representation power.
• The extraction of features at different scales, unlike the
original U-net. This is done by integrating a cascaded
dilated convolution module, which increases the recep-
tive field to capture multi-scale information.
• Validating our model using a large dataset of 500 pa-
tients with a variability in image quality and patient
pathology. We demonstrate its robustness by comparing
the results to deeplabv3 and U-net segmentation models.
Worth to mention, we published this automated left ventri-
cle segmentation method, named ResDUnet in [6]. However,
here we provide a detailed description for the integrated
modules, a clarification for the influence of each module
on the whole method, and a step-by-step explanation of the
method performance by tuning it’s parameters.
The remainder of the paper is structured as follows: Sec-
tion 2 provides an overview of the related LV segmenta-
tion methods. Section 3 gives a detailed description of the
methodology of our deep learning model. A brief description
of the dataset followed by implementation details and evalu-
ation measures are explained in Section 4. Section 5 details
the experimental results and analysis. Finally, we conclude
the paper in Section 6.
A. RELATED WORK
Recent advances in the use of echocardiography, not only
expanded the scope of application and diagnosis in the con-
ventional sense, but also opened a new era in semi-automated
therapy and image-guided interventions. Accordingly, the
AI-powered automatic echo image segmentation and it’s
understanding is an important research question [7]–[9].
Typically, shape priors are used for the LV segmentation.
For instance, Chen et al. [10] used active contour constrained
with a shape map; however, the method was limited to an
amount of a dataset which can not deal with the large vari-
ability in the LV shape and size. A fully automatic method
using B-spline active surface was proposed by Barbosa et al.
[11], which attained the best score in the challenge of cardiac
endocardial ultrasound segmentation (CETUS), providing a
Dice similarity measure of 0.937. CETUS is a small dataset
that consists of 45 Three-dimensional Ultrasound sequences
(15 for training, 30 for testing). The B-spline method was
later modified by Pedrosa et al. [12] using the same dataset.
Their work integrated a shape prior method based on princi-
pal component analysis and obtained an average Dice simi-
larity of 0.909 and an average Hausdorff distance of 6.3.
Moreover, Bernard et al. [13], compared the performance
of various segmentation methods on the same dataset (CE-
TUS) such as, image-based techniques relying on the as-
sumption of intensity features, motion-based techniques, de-
formable models, graph cuts, and the B spline explicit active
surface technique proposed by Barbosa et al. [11]. Despite
the initial success of these methods, they are still insufficient
to faithfully delineate boundaries in large datasets with low
quality and variability in the LV shapes and size.
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Following the recent success of deep learning models to
learn multi-scale features for object segmentation, Smistad
et al. [14] used U-net architecture with Kalman filter on a
small training data of 2D echocardiographic images. It sur-
passed the performance of deformable models. Furthermore,
Oktay et al. [15] used convolution neural network (CNN) to
propose an approach named anatomically constrained neural
network (ACNN), that uses auto-encoder to fit non-linear
compact representation of the LV structure. They evaluated
their approach on the CETUS dataset, achieving a Dice simi-
larity measure of 0.912 and an average Hausdorff distance of
7.0.
Leclerc et al. [5] introduced a large public dataset, CA-
MUS (Cardiac Acquisition for Multi-structure Ultrasound
Segmentation) and benchmarked the performance of two
different implementations of U-net architecture with different
hyper-parameter choices. One optimized for speed and the
other optimized for accuracy. Their performance was evalu-
ated against the approaches suggested by Oktay et al. [15],
Smistad et al. [14], and Barbosa et al. [11]. Leclerc et al.
[5], showed that the aforementioned U-net implementations
outperformed the sophisticated deep learning approach pro-
posed by Oktay et al. [15], and the B-spline prior approach
suggested by Barbosa et al. [11]. Leclerc’s U-net approach
was able to achieve a Dice similarity measure of 0.939,
achieving state-of-the-art performance on CAMUS dataset
which consists of 500 patients, each with two different views,
apical two-chamber and apical four-chamber view. Also,
Azarmehr et al. [7] compared the performance of the two U-
net implementations proposed by Leclerc et al. [5] against
the original U-net model [16]. They trained their model on
a dataset of 992 images acquired from 61 patients, they
concluded that the original U-net provides better perfor-
mance on their dataset in comparison with the modified U-net
implementations provided by Leclerc et al. [5].
To the best of our knowledge, ResDUnet is the first method
to combine the strengths of different modules, i.e. dilated
convolution, residual blocks, and squeeze and excitation unit.
Those modules are all integrated into one framework to help
capture and aggregate the LV’s multi-scale features for more
accurate and robust segmentation across different quality
images with varying LV sizes.
II. METHODOLOGY
In this section we will provide a step-by-step explanation of
our method, ResDUnet, depicted in Figure 2. ResDUnet is
built on the U-net architecture with significant modifications
to adapt to the nature of echocardiographic images and their
applications. In principle, we have replaced the basic U-
net building blocks with alternative residual blocks enriched
with squeeze and excitation units, along both the encod-
ing and decoding path. Along the encoding path, We used
residual blocks integrated with squeeze and excitation units
and extracted multi-scale features using cascaded dilated
convolution with varying dilation rates. Along the decoding
path, feature maps are upsampled along with regular con-
volution for precisely locating information, where the image
size gradually increases, and the depth gradually decreases.
Implementation details of each step are explained as follows.
A. RESIDUAL BLOCKS
Inspired by the success of U-net [16] and deep residual
learning [17], we combine the strengths of both into a
single model. It is known that deeper networks provide
better performance [17], nevertheless, training a deep U-
net architecture is difficult, especially for a limited amount
of training data. To some degree, we can overcome data
shortage by deploying a pre-trained network with fine-tuning
[18]. He et al. [17] introduced residual blocks that share
the same idea of concatenating the input (identity short-cut)
and propagating the low fine details. This enhances network
performance without the need to go deeper or deploy a pre-
trained network. Accordingly, we replace the basic U-net
units (Figure 3(a)) with residual blocks (Figure 3(c)). Those
residual blocks further contribute in feature propagation at
the encoding and decoding paths. Also, fine feature details
are propagated to coarser layers through convolution with
stride instead of pooling (which is originally used in U-net).
Each residual unit is defined as:
yi = h(xi) + F (xi,Wi) (1)
xi+1 = f(yi) (2)
where xi and xi+1 are the input and output of the i-th
residual unit, F (.) is the residual function, f(yi) is the
activation function and h(xi) is an identity mapping function.
ResDUnet uses the pre-activation design illustrated in figure
3(c), which is the most optimized combination as investigated
in [19].
B. SQUEEZE AND EXCITATION UNIT
Within each residual block, squeeze and excitation (SE) unit
is added before performing identity mapping. Our model
is mechanized this way since integrating SE blocks into
convolution neural networks helps boost the end-to-end net-
work performance, especially when added to residual and
inception networks [17]. The SE unit allows the network at
earlier layers to excite informative features and strengthen the
shared low-level feature representation. Moreover, at deeper
layers, it responds differently to inputs in a highly class-
specific manner. Please refer to [20] for more details and
experimental derivation of the SE units, nevertheless, for the
sake of completeness we will explain it briefly.
The structure of the SE unit is shown in Figure 3(b).
Each unit performs two fundamental operations on the input
feature map; squeeze for global information embedding and
excitation for feature recalibration. First, features are passed
through a squeeze operation which produces a channel de-
scriptor by aggregating feature maps across their spatial
dimensions H×W. This is done by global average pooling
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FIGURE 2. The architecture of the proposed ResDUnet model specifically designed and optimized for echocardiographic images.
FIGURE 3. Building blocks. (a) U-net basic building block. (b)Squeeze and
excitation unit. (c) Residual block with squeeze and excitation added before
identity mapping (Standard-SE).
to generate channel-wise statistics that embeds global dis-
tribution of channel-wise feature responses (C). This allows
information from the network’s global receptive field to
be used by all its layers. Second, the aggregated channels
are passed to an excitation operation, a simple self-gating
mechanism using sigmoid activation function. Excitation is
added to fully capture channel-wise dependencies and learn
non-linear, non mutual and non-exclusive relationships [20].
After global average pooling, there is a bottleneck with
two fully connected (FC) layers with a reduction ratio (r).
The output of the whole SE unit is obtained by rescaling the
transformed feature maps with the activations, which act as
weights adapted to the input features [20]. Roy et al. [21]
have extensively studied the use of SE units in three different
fully convolutional architectures (U-Net, SD-Net and FC-
DenseNet) on three different medical image applications.
They concluded that each SE unit has contributed in increas-
ing the segmentation performance by boosting meaningful
features and suppressing weak ones. Also, they illustrated
that the substantial increase in segmentation accuracy comes
with a negligible increase in model complexity, concluding
that squeeze and excitation can be a crucial component for
fully convolutional in many medical applications.
C. CASCADED DILATION
As discussed previously, U-net provides good performance
through skip connections. However, this direct concatenation
process ignores the contribution of all semantic strengths in
the segmentation process. It does not take into consideration
various scales of the feature map. Moreover, in the U-net
architecture, the feature resolution is gradually lost in the
process of sub-sampling layers throughout the network. This
results in coarse features that miss the details of very small
objects that are difficult to recover even with the effort of
skip connections [16], [18]. It is a common knowledge that
in a typical cardiac cycle, the LV changes in size and shape as
a result of contraction and relaxation. Therefore, to deal with
the problem of LV shape variability, we adopted cascaded
4 VOLUME 4, 2016
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2021.3122256, IEEE Access
Author et al.: Preparation of Papers for IEEE TRANSACTIONS and JOURNALS
FIGURE 4. Dilated convolution with kernel size 3×3 and different dilation
rates. Dilated convolution with d = 1, corresponds to normal convolution.
dilated convolution with variable dilation rates. This enables
the extraction of a multitude of features compensating for
variability in the appearance of LV [22], [23].
In comparison with conventional convolution, dilated con-
volution is able to achieve a larger receptive field size, where
3×3 kernel with a dilation rate of 2 results in a receptive
field size equal to that of a 5×5 kernel, without increasing the
network complexity [24]. Dilated convolution expands kernel
weight alignments with a dilation rate (d); increasing this
factor provides more sparse weights. The size of the kernel
and the receptive field increases accordingly and enlarges the
field of filter to incorporate global multi-scale context. For
a two-dimensional feature map x, a filter w, and for each






we assume that the dilation rate d is equivalent to the stride
that we use to sample the input signal. This process resembles
convolving the input x with the up-sampled filters produced
by inserting (d-1) zeros between two consecutive filter values
alongside each spatial dimension. Thereby, using dilated con-
volution rates, we can adjust the filter’s field of view. Figure
4 shows how the receptive field and kernel size increase by
increasing the dilation factor, which helps incorporate the
global context of the image.
Although dilated convolution provides a large recep-
tive field size for more global context, the segmentation
mask generated by simply one dilation rate throughout the
whole segmentation process still does not cover all semantic
strengths. However, stacking dilated convolution layers with
different dilation rates will further increase the receptive field
and boost the segmentation performance [23], [24]. This
dilation strategy has been utilized in medical image domain
as seen in [25], where the authors developed an approach
for segmenting multiple organs from axial CT images. They
employed several dilated convolution with different dilation
rates in the bottleneck layer (the lowest layer of the encoder-
branch) of the U-net model. They claim that performance
gains were achieved when they used dilated convolution to
capture both local and global information.
FIGURE 5. Expert annotation of the LV from two different views at two
phases. Apical two-chamber (A2C) at (a) end-diastole phase and (b)
end-systole phase. Apical four-chamber (A4C) at (c) end-diastole phase and
(d) end-systole phase.
In short, ResDUnet has a cascaded dilated convolution
topology with varying rates along the encoding path, inspired
from [24], to cover all scales in the image and further
propagate this information along skip connections to the
corresponding high level semantics.
III. MATERIALS AND EVALUATION METRICS
In this section, we first provide a detailed description for
the dataset used to evaluate the performance of the proposed
model. Then we discuss the implementation details followed
by description of evaluation measures used in our study.
A. DATASET
We used a publicly available dataset called CAMUS (Car-
diac Acquisition for Multi-structure Ultrasound Segmenta-
tion) [5], which contains 2D echocardiographic images for
500 patients, annotated by two qualified clinicians. The full
dataset is acquired at the University Hospital of St Eti-
enne (Fran), from GE Vivid E95 ultrasound scanners (GE
Vingmed Ultrasound, Horten Norway), with a GE M5S
probe (GE Healthcare, US). For each patient, 2D apical four-
chamber and two-chamber view sequences were exported
from EchoPAC analysis software (GE Vingmed Ultrasound,
Horten, Norway). Figure 5 shows an example of the two
different frames from echocardiographic images annotated
by the expert at both, the end-diastole and end-systole phases.
These are the frames that are typically used for measuring
clinical indices. The size of the images varies from one
patient to another, with an average resolution of 500×600.
The dataset involves a wide variability of acquisition settings
to imitate the real clinical situation by including all types of
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images regardless of their quality, i.e., some images had ill-
defined, poorly-visible or vanished ventricular wall, which
requires further expert analysis. The dataset also includes
images for patients with various pathological conditions,
i.e. pulmonary thromboembolism, pulmonary, hypertension,
cardiomyopathies, etc.
To add robustness and reduce over-fitting, we augmented
the dataset using the image augmentation library ’Aug-
menter’ [26]. We applied vertical transformation to 30% of
the dataset, horizontal transformation to 30%, and the rest
were vertically and horizontally transformed. In total, there
are 4000 images, 3000 images for training with 20% for
validation, while the remaining 1000 images for testing.
B. IMPLEMENTATION DETAILS
We implemented our model in Python environment with
keras 2.2.4 and Tensorflow 1.15. We used the Adam opti-
mizer at 1000 epochs, with a learning rate initially set to 10−3
and reduced by a factor of 10 every 200 epochs. Dice loss is
used as the network’s objective function. The testing process
for 1000 images took 63.2 seconds, while the training process
took 23 hours on a computer using a mid-range NVIDIA
GeForce with RTX 2070 GPU.
For our results to be comparable to Leclerc et al. [5]
on the CAMUS dataset, we followed their approach and
downsized the images to a resolution of 256×256. Our
implementation uses convolution layers with a kernel size
of 3×3. We also apply batch normalization and Rectified
Linear Unit (ReLU) as an activation function, and the max-
pooling layers throughout the encoding path are replaced by
deconvolution with a stride of 2. The network depth is 5
layers. We used different dilation rates across the cascaded
dilated convolution in the encoding path. We started the first
dilated convolution with a rate of 18 and reduced it till 3
at the bottom layer, where the spatial information is most
compressed.
To provide effective convolution, we followed the same
tuning of dilation rates in [27] in an inverted way to map the
varying feature map size as we go down the encoding path.
Following the last batch normalization within each residual
block, we added a squeeze and excitation unit. Each squeeze
and excitation unit has a reduction ratio of 8, which provides
the lowest overall error with Resnet [20].
C. EVALUATION MEASURES
In this section we illustrate the statistical measures used to
compare our predicted LV region (SP ) against the ground
truth manually drawn by the experts (SM ). We used three
segmentation performance metrics: Dice similarity coeffi-
cient (DSC) [28], Hausdorff distance [29], and mean absolute
distance (MAD) [30]. The DSC measure is described as the
overlap between SP region and SM region, and is defined as:
DSC =
2(SP ∩ SM )
SP + SM
(4)
The higher the value for DSC, the more it matches to
the ground truth. When the DSC reaches a value of 1, this
indicates a complete overlap. The HD estimates how far the
two contours are from each other. Precisely, it is the largest
of all distances from a point in one set to the closest point
in the other set. If A and B represent predicted and manual
contours, respectively, HD from A to B is the maximum
function defined as:
H(A,B) = max(h(A,B), h(B,A)),
h(A,B) = maxa∈A(minb∈B(d(a, b))),
h(B,A) = maxb∈B(mina∈A(d(b, a)))
(5)
A lower value of the HD represent a higher match between
the two contours, whereas d(:) is the euclidean distance
between any two points. MAD measure is the average of








NP represents the number of points in the predicted con-
tour. A and B represent predicted and manual contours.
IV. EVALUATION RESULTS AND DISCUSSION
In this section, we compared the performance of ResDUnet
with state-of-the-art approaches. Specifically, a comparison
is made with deeplabv3 [24]. This model employed cascaded
dilated convolution with upsampled filters and doubling the
dilation rates to encode multi-scale information. Also, a
comparison is made with the model implemented in [5]. This
model is a basic U-net model optimized for accuracy by
adding batch normalization layers and going deeper, starting
with 32 feature maps and ending with 512 feature maps at
the bottom layer. When this basic U-net model was applied
on CAMUS dataset in [5], it has outperformed U-net++
by 1.2%, Stacked Hourglasses method (SHG) by 0.5% and
ACNN by 0.7%. Also, it has offered the best compromise
between the network size and performance for the task of
2D echocardiographic image segmentation, requiring less
parameters than SHG and U-Net++ methods and less training
time than ACNN.
We also investigated the effect of adding each module to
the basic U-net architecture. Then, we studied the impact of
parameters tuning in the cascaded dilated convolution and
squeeze and excitation unit. Finally, we studied the model
performance when the SE unit is integrated at different
locations with respect to the residual unit.
A. COMPARISON WITH DEEPLABV3 AND U-NET
The segmentation performance of the proposed model in
comparison with U-net and deeplabv3 is illustrated in Table
1. It can be seen that ResDUnet outperforms deeplabv3 and
U-net by 8.4% and 1.2%, respectively.
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A higher DSC measure is seen in U-net in comparison with
deeplabv3. This is due to the concatenation of low-level fea-
tures with the corresponding high-level features through skip
connections. ResDUnet outperformed the results achieved by
U-net due to the integration of multi-scale features along the
skip connections and the encoding path. Also, the presence of
the squeeze and excitation unit integrated within each resid-
ual block has enriched the feature extraction process with
more informative features and minimized less informative
ones.
Method DSC HD MAD
U-net 0.939 ± 0.043 5.3 ± 3.6 1.6 ± 1.3
Deeplabv3 0.867 ± 0.113 6.5 ± 4.9 1.8 ± 2.1
ResDUnet 0.951 ± 0.030 4.5 ± 1.2 1.4 ± 1.2
TABLE 1. Statistical evaluation for ResDUnet in comparison with other
segmentation models (mean value ± standard deviation). HD and MAD are
measured in mm.
Figure 6 shows a qualitative comparison between the pre-
dicted contours from ResDUnet versus U-net and deeplabv3.
The manual segmentation by the experts is depicted using
the contour drawn in ’green’ color and the predicted contour
is depicted in ’red’. The predicted contours and the experts
contour are both extracted from their respective binary masks
using a boundary visualization function in matlab, named
visboundaries(.). Here, to compare the performance of the
three models, we selected three different quality images,
which we visually considered as ’good’, ’fair’ and ’poor’ in
terms of how well defined the LV wall is.
In the good case (Figure 6(a)), where the LV wall is well
defined, the three models provided comparable segmentation
in reference to manual delineation. Nevertheless, ResDUnet
provides overall the best performance. In the case of ’fair’
quality image (Figure 6(b)), the two models (Deeplab and
U-net) failed to precisely outline the LV in comparison
with ResDUnet, which outperformed. Finally, in the ’poor’
quality image (Figure 6(c)), where the ventricular wall is
very ill-defined, deeplabv3 provided a very poor segmenta-
tion, whereas ResDUnet offers comparable results to U-net.
However, a better alignment with experts annotation is seen
in ResDUnet.
B. EVALUATION OF MODULES ADDITION
In this section, we studied the contribution of each module
to ResDUnet. First, we showed the effect of adding residual
blocks to the original U-net model. Second, we illustrated the
effect of enriching each residual unit with squeeze and exci-
tation unit. Finally, we showed the model performance after
adding the cascaded dilation module. From the segmentation
results shown in Table 2, it is observed that adding residual
units has increased the model performance. This enhanced
performance is due to the presence of identity short-cut
mapping in each residual block which allows the flow of
information from initial layers to last layers and reduces the
problem of vanishing and exploding gradients. The model
FIGURE 6. LV segmentation by ResDUnet, U-net ,and Deeplabv3. Red
contours present predicted segmentation. Green contours present gold
standard. (a) Apical four-chamber at end-systole phase. (b) Apical
four-chamber at end-diastole phase. (c) Apical two-chamber at end-diastole
phase. Image quality is shown above each column.
performance was further enhanced when each residual block
was integrated with SE unit. The SE unit has contributed
in increasing the feature representation power through ex-
citation operation and suppressing less important informa-
tion through squeeze operation. The model performance was
further boosted when cascaded dilation was added along the
encoding path. This is due to the large and variable receptive
field integrated in the cascaded scheme to capture the multi-
scale features.
Method DSC HD MAD
RD 0.941 ± 0.139 5.4 ± 0.9 3.1 ± 1.7
RD/SE 0.942 ± 0.143 5.3 ± 1.9 2.2 ± 1.8
RD/SE/CD 0.951 ± 0.030 4.5 ± 1.2 1.4 ± 1.2
TABLE 2. Segmentation results after adding each module; RD: residual units;
SE: squeeze and excitation; CD: cascaded dilation). HD and MAD are
measured in mm.
C. EVALUATION OF SQUEEZE AND EXCITATION UNIT
In this section we investigated the model performance by
changing the reduction ratio (r), mentioned in section II-B,
and we examined the effect of changing the location of the
SE unit in reference to the residual unit.
This reduction ratio (r) changes the capacity and compu-
tational cost of each block in the network. In table 3 we
represent the Dice similarity coefficient for different values
of the reduction ratio at r = 2, 4, 8, 16 and 32. We notice that
the model segmentation performance is robust for various
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TABLE 3. Segmentation results and parameter sizes for different ranges of (r)
in each SE unit.
FIGURE 7. Integration of squeeze and excitation unit with residual unit. (a)
SE-Identity. (b) SE-Standard. (c) SE-Pre. (d) SE-Post.
values of r, however, a performance drop is seen at r =16.
Therefore, we chose a reduction ratio of 8, since it provides
a fair balance between the segmentation accuracy and the
model complexity, with a parameter size of 45.8 M. This
parameter size is comparable to the parameter size seen when
using a reduction ratio of 4, 16, and 32, and has increased
to 46.3 M for a reduction ratio of 2. It is important to note
that users of squeeze and excitations units, may decide to
use a different reduction ratios for each base architecture,
depending upon the various functionalities of each layer in






TABLE 4. Segmentation results for different integrations of the SE unit with
the residual unit
We further conducted four experiments that provide an
ablation study for integrating the SE unit within each residual
block. The four experiments include (1) Post-SE block: SE
unit is added after the addition of identity mapping. (2) Pre-
SE block: SE unit is added before the residual unit. (3) SE-
identity block: where both SE and residual units operate in
parallel. (4) Standard-SE block (the integration we adopted in
our model): the SE unit is added right after the residual unit
and before the addition of the input. These model variations
are shown in Figure 7. Their influence on the overall seg-
mentation performance is illustrated in Table 4. It is noticed
that the Post-SE and Pre-SE provide comparable results,
and slight increase in performance is seen in the adopted
integration (Standard-SE), which implies that performance
gains achieved by SE units is robust to their location. SE-
identity, has provided the best performance out of the three
other integrations, but that comes with an increase in the
model complexity with more than 10 M trainable parameters
compared to the other three designs. Therefore, in ResDUnet
we used the Standard-SE integration to achieve the best trade
off between segmentation accuracy and model complexity.
D. EVALUATION OF CASCADED DILATION
In this section we investigate the effect of changing the
dilation rate on the model segmentation performance using
two cascaded dilation schemes inspired from [24] and [31].
As mentioned earlier in section II-C, the dilation rate
defines the spaces between kernel weights and help capture
a larger global, multi-scale context. Therefore, it helps in
resolving the shape variability in the LV captured at both the




TABLE 5. Segmentation results for different dilation rates integrated in the
cascaded dilation module
Table 5 shows the segmentation accuracy for two different
cascaded dilation rates of 16/8/4/2 and 18/12/6/3. The largest
rate (i.e. 16 or 18) at both experiments is used for the
uppermost layer while the smallest rate (i.e. 2 or 3) is used for
the lowermost layer. It is noted that using cascaded dilation
rates of 18/12/6/3 has increased the segmentation accuracy
by 1.5%. This better performance is due to the larger rates
that in turn provides a larger receptive field. To explain more,
the smallest dilation rate of 3 with a kernel size of 3×3 maps
to a kernel size of 7, and a dilation rate of 6 with a kernel size
of 3×3 maps to a kernel size of 13. Adding these two dilation
rates together in a cascaded fashion will further enlarge the
receptive field, providing a kernel size of 19×19. This proves
that dense connection between cascaded dilation layers can
compose a feature pyramid with much denser scale diversity,
which helps overcome variability in the LV size and shape.
V. CONCLUSION
In this paper, we proposed a robust and simple deep learning
model, ResDUnet, specifically designed and optimized to
segment the LV from echocardiographic images. We have
demonstrated that performance gains can be achieved when
state-of-the-art U-net is integrated with innovative concepts
such as residual blocks, squeeze and excitation units, and di-
lated convolution. Despite the challenging nature of echocar-
diographic images with ambiguous ventricular wall and vari-
ability in shape and size of the LV. ResDUnet has provided
promising results with a Dice similarity measure of 95.1% in-
comparison with expert’s annotation, and has outperformed
the well-known deep learning methods, Deeplabv3 and U-
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net by 8.4% and 1.2%, respectively. The model performance
was evaluated on a dataset of 2000 images taken from a
publicly available dataset (CAMUS). We have conducted
several experiments with different designs and variations for
the integrated sub-modules. We concluded that the excep-
tional performance of ResDUnet is achieved by integrating
a cascaded dilated module that compensates for occlusions,
contraction and relaxation of the LV. Moreover, it enables the
increase of kernel size without added complexity. This results
in enlarged field of view of the filter, to incorporate greater
global and multi-scale context. Furthermore, residual blocks
improved the model performance, through the concatenation
of the input layer that helps to propagate the low fine details
and passing them through the skip connections. Future stud-
ies will include increasing the size of the dataset, with differ-
ent augmentation techniques. We will further investigate the
performance of the model in a clinical setting, for instance,
to measure the left ventricle ejection fraction, which is highly
recommended by physicians to assess the heart functionality.
We would also like to investigate the model performance on
other different modalities.
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