Abstract. We propose a new method for approximating the expected quadratic variation of an asset based on its option prices. The quadratic variation of an asset price is often regarded as a measure of its volatility, and its expected value under pricing measure can be understood as the market's expectation of future volatility. We utilize the relation between the asset variance and the Black-Scholes implied volatility surface, and discuss the merits of this new model-free approach compared to the CBOE procedure underlying the VIX index. The interpolation scheme for the volatility surface we introduce is designed to be consistent with arbitrage bounds. We show numerically under the Heston stochastic volatility model that this approach significantly reduces the approximation errors, and we further provide empirical evidence from the Nikkei 225 options that the new implied volatility index is more accurate in predicting future volatility.
Introduction
Market volatility is one of the most important ingredients in financial decision-making. Yet it is not a quantity directly observable in the market. One measure of market volatility is the options-implied expectation of the short-term quadratic variation of the market index. The VIX index disseminated by the Chicago Board Options Exchange (CBOE) is one such measure calculated from the prices of the S&P 500 index options. This volatility index is model-free in the sense that it does not rely on a particular option pricing model such as the Black-Scholes model. Indeed, it approximates the risk-neutral expectations of the quadratic variations of the market index over a fixed expiration period based on their model-free link with the prices of the corresponding index options. The theory behind this link assumes, among other things, the existence of a continuum of options over an infinite range of strike prices. Thus, approximation errors would necessarily ensue in any attempt to quantify market volatility from the limited number of observable option prices.
In order to reduce approximation errors, this paper proposes a new method based on a formula induced by the model-free link introduced in the context of pricing variance swaps. Given a continuous semimartingale S standing for an asset price process, we have
Here, σ expresses the Black-Scholes implied volatility of the asset S with maturity T as a function of log-moneyness k = log(K/F) with strike price K and forward price F, g is the inverse function of the mapping
where
and φ is the standard normal density. It should be noted that the use of the Black-Scholes implied volatility function σ does not imply the dependency of the new method on this particular option theory. The Black-Scholes implied volatility function is a nonlinear transformation of the option prices that reduces to a constant only in a special case where the underlying asset follows a log-normal distribution. The formula (1.1) states that an average of the Black-Scholes implied variance σ 2 is equal to an average of the quadratic variations. This issue will be discussed in further detail in Section 2.
The form of the integral (1.1) written with respect to the standard normal density φ, together with polynomial interpolation of the integrand, enables us to avoid numerical integration. Our approximation method therefore provides better accuracy than those which rely on discretization to compute integrals such as the CBOE method and the one proposed by Jiang and Tian (2007) . We also propose a new C 1 -interpolation method by cubic polynomials in the Black-Scholes implied volatility scale to overcome the errors typically incurred by the usual C 2 -interpolation in terms of cubic splines.
We develop a new volatility index using our approximation method and evaluate its efficiency numerically based on the Nikkei 225 index options traded on the Osaka Securities Exchange (OSE). Before using the actual options price data, we first consider artificial data generated under the Heston stochastic volatility model (Heston (1993) ). The result shows that the new index values are significantly closer to the true values than those produced by the CBOE procedure. We then use the actual options data and evaluate empirically its ability to forecast market volatility, using as many as 15 realized variance estimators of the Nikkei 225 stock average. Our new index is associated with higher R 2 's than its CBOE counterpart for all cases, implying that it forecasts market volatility more accurately. These numerical results provide further evidence on the effectiveness of our approximation method and the usefulness of the new volatility index.
The remainder of the paper is organized as follows. We first review in Section 2 the theory underlying the development of the model-free implied volatility, and describe in Section 3 the new algorithm for computing the volatility index. We then discuss the advantages of using our approximation method over the CBOE procedure in Section 4, along with numerical results within the setting of the Heston model. Section 5 provides some empirical evidence based on the market prices of the Nikkei 225 options, and shows that the new volatility index has the potential to predict future volatility more accurately than its comparative index based on the CBOE procedure. Section 6 concludes the paper.
For readers' convenience, Appendix A gives the proofs of the theorems in Section 2 that are extracted from Fukasawa (2010) . Appendix B provides a detailed description of the various estimators of realized variance used in Section 5.
Model-free formulas and their approximations
This section reviews the model-free formulas for the quadratic variation of the underlying asset and the approximation methods. Let S and S 0 stand for risky and risk-free asset price processes, respectively. If S is a continuous semimartingale and S 0 is a deterministic process of locally bounded variation, then we have, by Itô's formula,
where S * t := S t /S 0 t . This implies, under any risk-neutral expectation E, that
.
The expected quadratic variation is therefore determined by the distribution of S T /E[S T ]. It should be remarked here that this relation between the expected quadratic variation and the expected log price was extended to the time-changed Lévy model by Carr, Lee and Wu (2009) , where the multiplier in the above equality changes from −2 in general. Now, denote by F the T-expiry forward price of the asset S, and by C(K) and P(K), respectively, the undiscounted call and put option prices of the same asset with strike K and maturity T. As usual, we suppose that there exists a probability measure E such that
for all K > 0. In addition, we suppose that S T admits a density under E and that there exists p > 0 such that
Then, the density apparently coincides with C (K) = P (K), and after integration-by-parts we have for
Combining this and (2.1), we obtain a model-free relation between the expected quadratic variations and the vanilla option prices, which enables us to calculate a model-free measure of the volatility implicit in the market prices of the options contracts. In practice, however, the number of available option prices is finite and we need to approximate the integrals on the right-hand side of (2.2). The CBOE procedure, which underlies the computation of the current VIX index, refers to the approximation formula:
Here, K min and K max represent, respectively, the lowest and highest strikes among the listed options. The strike price K 0 is taken to be closest to the forward price F among the set of strike prices smaller than or equal to F. This approximation method will be revisited in Section 4, in comparison to our own approximation method described in the next section. For a comprehensive account of the CBOE procedure, reference can be made to, for example, Carr and Wu (2006) . The formula (1.1) is given in Gatheral (2006) as a reformulation of (2.2). See also Carr and Lee (2009). The essentially same formula can be found in Morokoff, Akesson and Zhou (1999) and Chriss and Morokoff (1999) . Here we state a result from Fukasawa (2010) where the formula is proved under less restrictive conditions. We give the proof in Appendix A.
where Φ is the standard normal distribution function, d 2 (·, ·) is as defined in (1.3) , and
Moreover, the mapping d
is a decreasing function and it holds that
where g is the inverse function of d 2 .
As we shall shortly see in the next section, we successfully avoid numerical integrations by taking advantage of the form of the integral with respect to φ and the polynomial interpolation of the integrand. As can be easily seen in the analysis in Appendix A, the condition that S T admits a density also implies that σ is continuously differentiable and its derivative is absolutely continuous. It is therefore natural to take a C 1 -interpolation/extrapolation by a piecewise polynomial. In addition, we have the following result that should be taken into consideration. For its proof, see Appendix A.
Then we have the following.
(i) For every z ∈ R, we have dσ dz (z) > −1.
(ii) For every z, z 0 ∈ R with z > z 0 ≥ 0, we havê
(iv) For every z, z 0 ∈ R with z < z 0 ≤ 0, we havê
(v) There exists z * < 0 such thatσ(z * ) = −z * and it holds for every z, z 0 ∈ R with z < z 0 ≤ z * that
The principal message from this theorem is the following:
(i) The interpolation scheme should not produce excessive oscillations.
(ii) The extrapolation scheme should not induce a rapid decay ofσ(z) as |z| → ∞. In fact Theorem 2.2 implies that 1/σ(z) = O(|z|) as |z| → ∞.
In the next section, we propose an algorithm that meets the above requirements. We further address its advantages over the CBOE procedure in Section 4.
Algorithm
This section describes our algorithm for approximating accurately the annualized expected quadratic
using a set of option prices of the same maturity. It is applied to several options data sets with different maturities, and the results are then combined to attain the volatility index. In a nutshell, the algorithm consists of three steps: (1) selecting a set of valid options to be used, (2) approximating the function z → σ(g(z)) 2 in terms of a set of cubic polynomials and (3) integrating the obtained function with respect to the normal density φ. The rest of this section is devoted to describing each step in detail.
3.1. STEP 1 -selecting the options to be used in the index calculation. As a preliminary step, a subset of options are selected for the index calculation. We first identify the at-the-money (ATM) strike price K 0 , and subsequently the out-of-the-money (OTM) calls and puts. The forward price is determined through the theoretical put-call parity relationship using ATM put and call options. Both transaction and bid/ask data are used in this step.
The first task of this step is to determine K 0 , which corresponds to the strike price at which the difference between put and call option prices is minimized. Here, we use only transactions data. Notice, however, that transactions prices are used only for the purpose of determining K 0 , thereby contributing only indirectly to the index calculation. In case of equal put-call differences between two sets of options, the highest strike is selected. The forward price is then calculated using the formula
where the call and put option prices are ATM transaction prices with strike K 0 and we use the 3-month Certificates of Deposit (CD) rates as proxy for the interest rate r.
Using K 0 as the ATM strike price, the sets of OTM puts and calls are then identified. OTM puts are selected among all put options with strike prices less than or equal to K 0 , whereas OTM calls are selected among all call options with strike prices greater than K 0 . We consider only options for which bid/ask prices are well-defined. This means that an option is bound to be eliminated unless both bid and ask prices are available. We further sift the data by discarding any option with a ratio of ask to bid prices greater than or equal to some constant c so as to focus on the set of reliable mid quotes that will be used later. Here we use c = 2. It should be mentioned that the options at K 0 themselves may fail to satisfy these conditions and may not be used for the index calculation. Table 1 illustrates how the ATM strike price and OTM puts and calls are selected. The strike price 10, 000 (in JPY) is associated with the smallest difference 105 (using transaction data) and it hence becomes the ATM strike K 0 . The puts and calls are then selected accordingly using the bid-ask data. Here the put options with strike 6, 500 and 7, 500 and the call options with 12, 500 and 12, 750 are eliminated by the ratio rule described above. Suppose r = 0.004825, which represents the interest rate over the time to maturity T = 0.11984398782344, expressed in years, then the forward price F amounts to 10000 + exp(0.004825 × 0.11984398782344) × (400 − 295) = 10105.0607335181.
STEP 2 -calculating volatility.
Using the options data selected in the previous step, we approximate the integrand of the right-hand side of (3.1),
This is attained in three stages: (i) obtaining from the available options a sequence of data points that will act as "knots" for the regression based on (3.2), (ii) constructing, using these data points, a function that approximates (3.2), and finally (iii) integrating it with respect to the normal density, and obtaining the implied variance using the identity (3.1). Throughout this step, the bid/ask option prices are used. STEP 2-1 -converting the data. Each options data consists of the option price and strike price K = Fe k , and this is sufficient to compute the corresponding implied volatility σ(k) as defined in (2.4) . A data point (d 2 (k), σ(k) 2 ) is thereby obtained for each option. More precisely, the forward price F is obtained in STEP 1, and then the bisection method with error bound 1.0e − 9 is used to compute implied volatilities.
As is shown in Theorem 2.1, d 2 (k) is decreasing in k, thereby decreasing in K as well. In order to satisfy this constraint, we disregard the data points on which this monotonicity fails, and focus on the (longest possible) interval of data points at which the monotonicity holds. Starting from the put option with the highest strike (regularly K 0 ), each option is visited backward in K to make sure that d 2 (k) is decreasing. Once monotonicity breaks down, the corresponding put option and any put option with lower strikes are discarded. The same procedure is applied to call options. Starting from the call option with the lowest strike, each option is visited forward in K; once monotonicity breaks down, the associated call option and any call option with higher strikes are similarly discarded. The first five columns in Table 2 show the option prices selected from Table 1 Table 1 . An example illustrating how the ATM strike and OTM puts and calls are selected. 
a cubic polynomial is defined so that their union is continuous and differentiable on R and goes through each data point. In defining the cubic polynomial for a given interval, say [x j , x j+1 ] for some j = 1, . . . , M − 1, there are two more "degrees of freedom" remaining after satisfying the requirements that it goes through (x j , y j ) and (x j+1 , y j+1 ). It should be noted that there are various ways of using these degrees of freedom. A typical example uses cubic splines as in Jiang and Tian (2007) , which realizes the twice-differentiability at these joint points. We choose, however, to obtain polynomials in the way we shall discuss hereafter. For (−∞, x 1 ] and [x M , ∞), we use constant extrapolation. In the next section, we will discuss this method in comparison to the one by Jiang and Tian (2007) .
The slope of the cubic polynomial at each joint point
, the slope is chosen so that "the incidence angle becomes equal to the reflected angle". In other words, we construct a polynomial so that the angle made by its tangent line at (x j , y j ) and the line going through (x j−1 , y j−1 ) and (x j , y j ) is equal to the angle made by the same tangent line and the line going through (x j , y j ) and (x j+1 , y j+1 ), as shown in Figure 1 . This can be calculated as in the following:
where l j and l j+1 are Euclidean distances from (x j , y j ) to (x j−1 , y j−1 ) and (x j+1 , y j+1 ), respectively.
] is now uniquely determined by the two end-points (x j , y j ) and (x j+1 , y j+1 ) and the slopes at these points. We represent the polynomial by
where a j , b j , c j and d j are the coefficients to be determined. It can be easily shown that
where ∆x j = x j+1 − x j and ∆y j = y j+1 − y j . For the polynomials on (−∞, x 0 ] and [x M , ∞), we set y = x 0 and y = x M , respectively. Figure 2 shows the polynomial based on the example in Table 2 . Table 2 . Table 1. 3.3. STEP 3 -integrating. Now we obtain the integral of the function. Notice that
Here, in particular, for every 1 ≤ j ≤ M − 1, we have
The implied variance (3.1) can thus be approximated using the above formula.
Comparison to the CBOE procedure
This section discusses the new method in comparison to the CBOE procedure. An apparent disadvantage of the CBOE approximation (2.3) is that it leads the underestimation of the expected quadratic variation due to the reduced contributions of P(K) on K < K min and C(K) on K > K max . This is exacerbated even further when the range of available strike prices is not sufficiently wide.
Let us illustrate this issue by using the Nikkei 225 options in comparison to the S&P 500 options. On October 9, 2008, the S&P 500 index dropped to 909.92 USD, and it was followed by the Nikkei stock average, which decreased to 8276.43 JPY on the next day. With both indexes dropping around 10% on a single day, the ranges of strikes for the corresponding options are however significantly different. As shown in Table 3 , the lowest strike of the Nikkei 225 index option K min approaches the spot price of the underlying index; it is as large as 88% of the spot price, which is tremendously larger than the ratio for the S&P case. As a result, as can be observed in Table 4 , the price of the put option at K min becomes significantly high in comparison to the single-digit prices reported in Table 1 We remark that their method may cause a positive bias due to its inconsistency with the theoretical asymptotic behavior of the volatility surface described by Lee (2004) , where he obtained a model-free bound σ(k) < √ 2|k| for large |k|. See also Lemma A.4 for a refinement of this bound. In order to be consistent with Theorem 2.2 that gives a counterpart of those model-free bounds for our integration scale, we choose a constant extrapolation as described in STEP 2-2.
Another source of approximation errors in (2.3) is the discretization of the integral with respect to K. A continuous interpolation would be a more natural treatment since, in theory,
are continuous functions. They are C 1 if S T admits a density. Our algorithm employs a C 1 -interpolation by cubic polynomials in the Black-Scholes implied volatility scale. The algorithm by Jiang and Tian (2007) consists of the C 2 -interpolation and numerical integration with the original scale (2.2). However, the C 2 -property of these functions is not guaranteed in general, and adhering to this may cause undesirable oscillations. On the other hand, our C 1 -interpolation approach is expected to prevent these oscillations, which is in fact required in the light of Theorem 2.2.
We proceed to integration in the same Black-Scholes implied volatility scale using the formula (1.1). Since the integral is with the standard normal density, we can utilize the well-known identities for the Hermite polynomial system to avoid numerical integration. The model-free formula (1.1) describes a direct link between the expected quadratic variation and the curvature of the Black-Scholes implied volatility surface that is familiar to practitioners.
To examine the extent to which our method indeed improves the approximation, let us consider the Heston model:
where (W 1 , W 2 ) is a two-dimensional standard Brownian motion. This model enables us to calculate easily the theoretical call and put option prices and obtain the following explicit formula for the expected annualized quadratic variation:
See, e.g., Gatheral (2006) for more details. Using artificial options data generated by the Heston pricing formula, we evaluate the approximations in comparison to the true value of the expected quadratic variation. We generate call and put option prices with the same set of strikes and nearest two maturities as the above-mentioned options data on October 10, 2008. The first and second maturities falling in November and December correspond to T = 0.0951864535768645 and T = 0.171898782343988, respectively. The initial price S 0 of the underlying asset on October 10, 2008 is set to 8276.43 JPY and the interest rate is set to 0. See Table 5 for the generated data for the first maturity. To further approach normal market conditions, we randomize the bid-ask spread using geometric random variables with success probability p = 0.8. The ask price is sampled so that it becomes the lowest price above the true value (consistent with the tick-size used on the OSE) with probability p, and becomes the second lowest price with probability (1 − p)p. It becomes the subsequent prices in the same geometric manner, and the bid price is chosen similarly. We use the corresponding mid-quote price for each transaction price. Table 6 shows the expected annualized quadratic variations and the approximated values by the CBOE procedure and our method based on the following parameter sets: The CBOE method severely underestimates the expected quadratic variation where our method is found to significantly improve the estimation accuracy.
New Volatility Index and Empirical evidence
In this section, we evaluate the in-sample forecasting performance of the volatility index from the Nikkei 225 options based on the new method in comparison to that using the CBOE procedure. The options data were obtained from the Nikkei Economic Electronic Database System (NEEDS) FinancialQuest database, and contain call and put option prices quoted at the close of trading days from (10)) indicate that the null hypothesis of no autocorrelations is rejected. For the sake of estimating market variance over the fixed expiration period of 30 days, we employ ex-post realized variances using high-frequency data. These intraday measures of realized volatility are usually found to provide more accurate variance estimates than those derived from lower-frequency data such as daily, weekly or monthly observations. The NEEDS historical tick data include the intraday Nikkei 225 stock average recorded every minute. The Tokyo Stock Exchange (TSE) where the Nikkei 225 index components are traded is open for 9:00-11:00 (morning session) and 12:30-15:00 (afternoon session). In order to take into consideration the non-trading hours, we employ the adjustment introduced by Hansen and Lunde (2005), using the past 441 daily returns and realized variances to estimate the time-varying adjustment parameter.
In order to perform tests that are robust to the microstructure noise, we use as many as 15 estimators of realized variance listed in Table 8 . A more detailed description of these estimators is provided in Appendix B. We summarize in Table 9 Table 9 . Descriptive statistics of realized variances. Market variance NVXJ VXJ Figure 3 . Time-series of realized variance and implied variance indexes.
A formal evaluation of forecasting performance of the various implied volatility indexes can be made using the following regression modelV
whereV and IV represent the annualized realized variance and implied variance, respectively. Table 10 reports the coefficient of determination R 2 from the regression equation (5.1). Irrespective of the estimator of realized variance used, the R 2 values obtained using CSFI-VXJ 2 are found to be higher than those obtained using VXJ 2 . These results show that the CSFI-VXJ 2 forecasts of return variability are more accurate than those based on VXJ 2 .
Recall that the indexes are constructed as approximations of the expected quadratic variation. Although the expectation is with respect to a risk-neutral measure, by assuming that it coincides with the physical measure, we further assess the forecast error of CSFI-VXJ 2 and VXJ 2 using four loss functions: the root mean squared error (RMSE), the root mean squared percentage error (RMSPE), the mean absolute error (MAE) and the mean absolute percentage error (MAPE) defined, respectively, as
Here we use N = 2, 935 for the number of observations of realized variances and implied variance indexes over the sample period. Judging from these results, the volatility index proposed in this paper provides a better approximation of short-term market volatility and has a better forecasting performance than the index computed using the CBOE procedure.
Conclusion
This study proposes a new model-free approach to approximating the expected quadratic variations of asset prices based on related options premia. The relation between quadratic variations and option prices is model-free and it is illustrated within the framework of the familiar Black-Scholes implied volatility scale. The new approximation method avoids numerical integration by taking advantage of the form of the integral with respect to the standard normal density and using the polynomial interpolation of the integrand. Based on this approach, a new volatility index is developed using the Nikkei 225 index options. The new volatility benchmark provides good approximations of the true values generated under the Heston stochastic volatility model. This is indicative of better numerical efficiency than alternative approaches such as the CBOE procedure, which rely on discretization to evaluate integrals. Based on various estimators of realized variance, the empirical evidence from market prices also suggests that the new volatility index is associated with better forecast accuracy. The model-free formula for the expected quadratic variations is thus conducive to the reduction of approximation errors and to improved numerical efficiency and forecasting accuracy. Table 10 . Coefficients of determination R 2 from regressions of realized variance on implied variance indexes. thankful for the grants-in-aid for scientific research No. 22243021 from the Japanese Society for the Promotion of Science. Isao Ishida also acknowledges the grants-in-aid for scientific research No. 20530265. Nabil Maghrebi is thankful for the grants-in-aid No. 21330077, and the Center for the Study of Finance and Insurance where this study was completed while he was Visiting Professor. The authors also wish to thank the Editor and anonymous referee for useful comments and suggestions from which this paper has greatly benefited.
Appendix A. Pricing formula for log contract
In this appendix, we give the proofs of Theorems 2.1 and 2.2. At first, let us observe that the Black-Scholes implied volatility σ : R → [0, ∞) is well-defined. The value P BS (k, σ) coincides with the undiscounted version of the Black-Scholes put option price with strike K = Fe k , maturity T and volatility σ > 0. It is well-known that the Black-Scholes price is an increasing function of the volatility parameter. Hence the inverse function P BS (k, ·) −1 is well-defined. Besides, it holds that Because
Since S T admits a density by assumption, we have
Notice that D is an increasing function of K. Let us suppose, for simplicity, that T = 1 hereafter. Let
By definition,
Here we used the fact that 0 ≤ D(K) ≤ 1 by definition and a well-known estimate
For the case f (k) < 0, we have
Proof: By definition, it holds that for all K > 0,
KD(K) ≥ P(K).
Combining this and (A.1), we have
and therefore
Hence, by Lemma A.1,
It suffices then to treat the case dσ/dk < 0. By rewriting (A.3), we have 
Moreover, there exists k
Proof: The first inequality comes from the fact that the arithmetic mean exceeds the geometric mean. The second follows from this and Lemma A.1. To consider the last claim, observe that
by definition, or "Call-Put Parity". The left-hand side goes to 0 as K → ∞ and by (A.2)
Hence d 1 (k) → −∞ as k → ∞, which implies that σ(k) < √ 2k for sufficiently large k. The last inequality holds since √ 2k − σ(k) is increasing by the second inequality. //// Here, notice that results similar to the previous lemma were obtained by Lee (2004) and Rogers and Tehranchi (2010 
Proof: By the results of Lee (2004) , there exist k * < 0 and β ∈ (0, 2) such that
With the aid of Lemma A.4, these estimates imply that φ(d 2 (k, σ(k))) decays exponentially fast as |k| → ∞ and that the first claim of (A.4) holds. To see the second claim, notice that by (A.1)
so that it now suffices to show
The first-line equations follow from the integrability condition of S T , whereas the remaining two equations are obvious from the fact that
//// Proof of Theorem 2.1: Since the second derivative of P coincides with the density of S T ,
By Lemma A.3, the inverse function g of d 2 is well-defined. Using (A.1), we have
we have
By (A.4), we obtain
Here we have used (A.4). //// Proof of Theorem 2.2:
The first inequality for the derivative ofσ follows from (A.3) and Lemma A.1. The existence of z * is equivalent to the existence of k * in Lemma A.4. The other inequalities follow from the fact that
is an increasing function. ////
Appendix B. Realized variance estimators
Here, we start with a brief review of various estimators of realized variance employed in Section 5. It is assumed that the logarithmic equilibrium price follows a continuous semimartingale process dp * (s) = µ(s)ds + σ(s)dW(s), where µ(s) is a drift coefficient, W(s) is a standard Brownian motion, and σ 2 (s) is the instantaneous variance of the equilibrium price p * . We consider that the parameter of interest is an integrated variance over the t-th trading day, [t, t + 1), defined as V t := ∫ t+1 t σ 2 t dt. Throughout this section, let E be the expectation operator under the physical measure. B.1. RV: Realized variance with returns sampled at the highest frequencies. Let the i-th intraday price on a day t be denoted by p(t i ). One way to estimate the integrated variance V is to use the sum of squared returns:
where n represents the number of observed intraday returns in [t, t + 1). The estimator is generally called realized variance or realized volatility. If p(t i ) is equal to the equilibrium price p * (t i ), then RV provides a consistent estimate of V.
However, RV fails to satisfy the consistency condition when there is market microstructure noise as usually documented in real high-frequency data. The microstructure noise can be induced by various market frictions such as the discreteness of price changes, bid-ask bounces, and asymmetric information across traders, inter alia. For the rest of this appendix, assume the i-th intraday return r i is contaminated by microstructure noise as follows: There is a trade-off between the microstructure noiseinduced bias and variance reduction at high sampling frequencies. To take this trade-off into account, Bandi and Russell (2008) provide a theoretical justification for the choice of optimal sampling frequency based on the mean squared error (MSE) criterion. They derive the following approximation of the optimal number of observations n * based on MSE minimization in a finite sample n * ≈
, where IQ represents an integrated quarticity of the equilibrium price process
with low frequency returns such as 15-minute returns. Following the consistent estimator of noise moment as shown by Bandi and Russell (2008) , E( 2 ) can be estimated
at the highest frequency. Thus, RV BR is equal to RV withn
B.4. RV BK BR
: The Bartlett-type kernel estimator in Barndorff-Nielsen et al. (2005) with a finite sample optimal number of autocovariances proposed by Bandi and Russell (in press). RV 5min , RV 15min and RV BR have the obvious drawback that they do not incorporate all available observations, and useful information may thereby be lost. The problem of estimating the integrated variance under microstructure noise is similar to the autocorrelation corrections that are used in the estimation of long-run variance in stationary time-series (see, for instance, Newey and West (1987) and Andrews (1991) 
where γ h = ∑ n−h i=1 r i r i+h is the h-th autocovariance of intraday returns and γ 0 is equal to realized variance using returns sampled at the highest frequencies. This estimator weights the realized variance and the H-th return autocovariances by Bartlett weights. The optimal number of autocovariances is obtained through MSE minimization in finite sample (see equations 7 to 10 in Bandi and Russell (in press) for the exact MSE minimization expressions). There is a convenient rule-of-thumb for choosing H in practice as proposed in Bandi and Russell (in press Carlstein (1986) . Denote the original grid of observation times as Ψ = {t 0 , t 1 , t 2 . . . , t n }. Consider Ψ is partitioned intoK nonoverlapping subgrids, Ψ
The two-scale estimator in Zhang et al. (2005) is given by Since BC(ZMA) is asymptotically equivalent to ZMA, the asymptotically optimal number of subsamples is given byK ZMA . Thus, BC(ZMA) withK ZMA can be described by RV BC−ZMA .
B.8. RV BC−ZMA BR
: The bias-corrected two-scale estimator with a finite-sample optimal number of subsamples proposed by Bandi and Russell (in press). Since BC(ZMA) is unbiased in a finite-sample, the optimal number of subsamples is provided by minimizing the finite-sample variance of BC(ZMA). Bandi and Russell (2008, in press) show that the optimal number of subsamples is defined as 2008) show that the asymptotic distribution of RK − V is mixed normal with zero mean and rate of convergence n 1/6 when H = cn 2/3 where c is a constant. Then, the asymptotically optimal value of c which minimizes the asymptotic variance is given by c * ≈ 2.28ξ 
