A boundary-value problem for a semilinear elliptic equation in a convex ring is considered. Under suitable structural conditions, any classical solution u lying between its (constant) boundary values is shown to decrease along each ray starting from the origin, and to have convex level surfaces.
Introduction
An interesting field of modern mathematical research is the study of geometric properties of solutions to elliptic problems. Remarkably, this is often done without any explicit representation of the solution.
This paper concentrates on the problem of convexity of level sets for solutions to some elliptic semilinear boundary-value problems in convex rings. More precisely, let Ω 0 , Ω 1 be convex, bounded domains in R N , N ≥ 2, satisfying 0 ∈ Ω 1 and Ω 1 ⊂ Ω 0 (mnemonic: 0 = outer, 1 = inner). The domain Ω = Ω 0 \ Ω 1 is said a convex ring. Consider the following problem: where the boundary values a 0 , a 1 are constants satisfying a 0 < a 1 . The function f (x,u,Du) is assumed to be locally Lipschitz continuous in (u,Du), locally uniformly in x. The question is whether the set Ω 1 ∪ {x ∈ Ω | u(x) ≥ c} is convex for every c ∈ R. If this occurs, then u is said quasi-concave. The main result is the following.
2 Quasi-concavity for semilinear elliptic equations The new idea to avoid such limitation is to work with a vanishing minimum of the function Q s defined below. To be more precise, take s ∈ (0,1] and define Since the restriction of Q s to M s satisfies an elliptic inequality (Section 5), the conclusion of Theorem 1.1 follows (see Section 6).
Non-degeneracy
Recall that a convex domain containing the origin is strictly star-shaped with respect to the origin. Theorem 2.1 below shows that if the domains Ω 0 , Ω 1 have the latter property, then (1.4) follows. Related results are found in [1, 4, 10, 12, 13, 15] . Equations not satisfying (1.2) are considered in [7] [8] [9] .
strictly star-shaped with respect to the origin and satisfying 
To complete the proof we have to check that such inequality is indeed strict. This is done by means of the maximum principle, after having constructed a suitable elliptic inequality in the weak form (namely, inequality (2.8) below) satisfied by ϕ. The argument is the following. Since the Laplacian of u evaluated at sx is given by Δu(sx) = f (sx,u(sx),Du(sx)), assumption (1.2) on f implies that 
Let us now turn to examine the right-hand side R s (x) of (2.1). In order to obtain a more suitable expression, let us introduce the vector-valued functions η i s : Ω s → R N , i = 0,...,N, whose components η i j s are given as follows:
where u j = ∂u/∂x j . In particular, we have η 0
With such notation, we may write:
, for i = 1,...,N, (2.5) whenever x ∈ Ω s and the denominator does not vanish; let b i s (x) = 0 for all x ∈ Ω not matching the previous conditions. Now expression (2.4) may be rewritten as: Define B(x) = (b 1 (x),...,b N (x)). Since u ∈ C 2 (Ω), the difference quotients in (2.6) converge uniformly on compact subsets of Ω. This and the boundedness of the coefficients b i s (x), which has been noticed before, imply
Antonio Greco 5 Hence, if we replace s by s n in (2.1), then, after multiplication by ψ ≥ 0 and integration over Ω, we can pass to the limit for n → +∞. Taking into account (2.2), we obtain:
for every non-negative ψ ∈ C ∞ 0 (Ω). Since we already know that ϕ ≤ 0, we may also write the positive part (b 0 ) + in place of b 0 . By the strong maximum principle for weak solutions of elliptic inequalities (see, for instance, [6, Section 8.7] ), and since ϕ is continuous, we must have either ϕ < 0 in Ω or ϕ ≡ 0 in Ω. Since a 0 < a 1 , the last case is impossible and the conclusion follows.
Boundary values
This section deals with the boundary values of the function Q s . Since u is continuous in Ω, and by (1.8), Q s is defined not only in G s but in the whole closed set F s given by
for every s ≤ 1 such that F s = ∅. Of course, we have G s ⊂ F s . However, such inclusion is not an equality, in general, and a counter-example may be constructed by letting Ω 0 ,Ω 1 be two rectangles with parallel edges. The exceptional set F s \ G s can be characterized as follows. Proof. If at least one point among x 0 , y 0 ,sz 0 were interior to Ω, then it would be possible to move the other two points slightly, one after the other, and reach points x, y,sz that are all interior to Ω. This is equivalent to say that (x, y) ∈ G s , and therefore (x 0 , y 0 ) is a cluster point for G s , contrary to the assumptions. Hence, all the three points x 0 , y 0 ,sz 0 belong to ∂Ω.
To complete the proof, observe that if x 0 , y 0 ,sz 0 ∈ ∂Ω 0 (or, alternatively, ∈ ∂Ω 1 ), then we have λx 0 ,λy 0 ,λsz 0 ∈ Ω for every λ < 1 (resp., λ > 1) such that |λ − 1| is sufficiently small. Hence this case is excluded by the same argument as before.
In particular, sz 0 cannot be on ∂Ω 0 , because this would imply that (s = 1 and) also x 0 , y 0 ∈ ∂Ω 0 . Similarly, it is not possible that both x 0 and y 0 are on ∂Ω 1 . The proof is complete.
The behaviour of min Gs Q s with respect to s is clarified by the following lemma. (1.4) for an arbitrary s 0 ∈ (s ,1). Let {t n } n∈N be a decreasing sequence in the interval (s 0 ,1), approaching s 0 as n → +∞. For each n ∈ N, let (x n , y n ) be a point in G tn such that
Lemma 3.2 (continuity of the minimum). Let
By compactness, (x n , y n ) converges (up to a subsequence) to some (
In the notation of (3.1), we have (x ∞ , y ∞ ) ∈ F s0 but we do not know, for the moment, whether (x ∞ , y ∞ ) ∈ G s0 . To check this, let us pass to the limit in the inequality above and find
This and the boundary values of u show that it is impossible to have s 0 z ∞ ∈ ∂Ω 1 and x ∞ (or y ∞ ) on ∂Ω 0 . By Lemma 3.1, we deduce that (x ∞ , y ∞ ) ∈ G s0 , and therefore
, as claimed.
We can finally prove that any non-positive minimum of Q s must be interior, provided that s < 1. Proof. Observe, firstly, that since u is non-degenerate, then it is bounded as in (1.3) . The study of an arbitrary (x 0 , y 0 ) ∈ ∂G s reduces to the following three cases:
(1) At least one of x 0 , y 0 is on ∂Ω 0 . In this case, since u = a 0 on ∂Ω 0 , we have min(u(x 0 ), u(y 0 )) = a 0 . By convexity, the point z 0 = (x 0 + y 0 )/2 is in Ω 0 . Since s < 1, the point sz 0 is interior to Ω 0 , and therefore u(sz 0 ) > a 0 . Hence, Q s (x 0 , y 0 ) > 0.
(2) The point sz 0 is on ∂Ω 1 . Since s < 1, the points x 0 , y 0 cannot lie both on ∂Ω 1 . By a similar argument as before, and since u < a 1 in Ω, we still see that Q s (x 0 , y 0 ) > 0.
(3) At least one of x 0 , y 0 is on ∂Ω 1 . This is the less immediate case. Assume, without loss of generality, that x 0 ∈ ∂Ω 1 . Suppose, further, that sz 0 ∈ ∂Ω 1 , otherwise we are in the previous case. Since Ω 1 is convex, we have y 0 ∈ ∂Ω 1 and therefore u(y 0 ) < a 1 . Hence, min(u(x 0 ),u(y 0 )) = u(y 0 ) < u(x 0 ). Let γ : [0,T) → Ω be a maximal integral curve of the continuous field −Du starting from sz 0 . By (1.4) , the modulus |γ(t)| increases in t. Furthermore, since γ is maximal, the distance dist(γ(t),∂Ω 0 ) approaches 0 as t → T. Now keep y 0 fixed and let x(t) be such that
In particular, we have x(0) = x 0 ∈ ∂Ω 1 . As t increases, the corresponding x(t) must reach (passing through Ω 1 , if necessary), some x 1 = x(t 1 ) which is interior to Ω but still so close to ∂Ω 1 that the inequality u(
Interior extremal condition
If Q s attained an interior minimum at (x, y) ∈ G s with u(x) < u(y), then by differentiation in y we would find 0 = D y Q s (x, y) = sDu(sz)/2, but this is impossible if u satisfies (1.4). Therefore, in the search for an interior minimum of Q s , we are led to restrict our attention from the set G s to the (2N − 1)-dimensional manifold M s defined in (1.9). Let (x,ỹ) be a point of M s , and definez = (x +ỹ)/2. Assuming that Du(sz) is neither orthogonal to Du(x) nor to Du(ỹ), let us construct convenient local coordinates on M s in a neighborhood of (x,ỹ). Let (e 1 ,...,e N ) be an orthonormal frame in R N such that
(4.1)
The derivatives of u with respect to such frame are denoted by subscripts. Let ξ,η be two variables in R N−1 , and let t be a scalar one. Since u N (x),u N (ỹ) = 0, by the implicit function theorem there exist smooth functions σ(ξ,t),σ(η,t) vanishing at (0,0) and such that
for all (ξ,t),(η,t) in a conveniently small neighborhood of the origin. Now the mapping
8 Quasi-concavity for semilinear elliptic equations provides a local coordinate system on the manifold M s . Define
t), y(η,t) . (4.4)
Since u(x(ξ,t)) = u(x) + t = u(y(η,t)), we have:
where z is given by
In particular, ᏽ s is smooth with respect to (ξ,η,t). In order to characterize a minimum of ᏽ s , let us compute its derivatives with respect to such coordinates. By differentiation of (4.5) we find:
The expression of ∂ᏽ s /∂η i is analogous to the first one. The derivatives σ i = ∂σ/∂ξ i , σ t = ∂σ/∂t, σ t = ∂σ/∂t, which occur above, can be computed by differentiating (4.2). We obtain:
With this replacement, (4.7) become:
We can now characterize an interior minimum of Q s . When s = 1, the following lemma reduces to corresponding results of [2, 4, 10] . We can, therefore, use the local coordinates (ξ,η,t) introduced before and let (x,ỹ) = (x,ȳ). Since the derivatives of ᏽ s must vanish there, by (4.1)-(4.9) we deduce that Du(x) is parallel to Du(sz). The same conclusion holds for Du(ȳ). Furthermore, equality (4.11) follows from (4.10).
Now if Du(x) were opposite to Du(sz), then we could movex to a close x =x + εDu(x) and contradict the minimality of Q s (x,ȳ). Hence Du(x) has the same orientation of Du(sz). Interchanging the role ofx andȳ we see that Du(ȳ) and Du(sz) also have the same orientation, and the proof is complete.
An elliptic inequality
The purpose of this section is to construct the elliptic inequality (5.4) below, which is satisfied by ᏽ s in a neighborhood of a given (x,ȳ) ∈ M s , s ≤ 1, provided that
Denote by (x,ỹ) an arbitrary point of M s , so close to (x,ȳ) that Du(x) · Du(sz), Du(ỹ) · Du(sz) > 0, by continuity. By rotating the frame in R N , we may assume that (4.1) holds. Note that assumptions (1.2)-(1.5) are preserved under rotations. Consider the local coordinates (ξ,η,t) introduced in Section 4, and let L be the degenerate elliptic operator whose characteristic matrix A at (x,ỹ) is:
where
and I stands for the identity matrix of order N − 1. 
where L is as above and the coefficients b, B are bounded with respect to (x,ỹ).
Proof. In order to compute Lᏽ s we need some entries of the Hessian matrix of ᏽ s at (x,ỹ). Before proceeding further, observe that by (4.1) and (4.7) we have 5) and similarly for σ. From now on, we will collect terms in the first derivatives of ᏽ s , since they are not relevant for Hopf 's lemma provided that their coefficients remain bounded. This will simplify the next computations. For instance, by differentiating (4.9) we may write: .7), we find that the second derivatives of ᏽ s at (0,0,0) are as follows:
where the coefficients b i ,c i ,d i are bounded with respect to (x,ỹ). The expression of ∂ 2 ᏽ s / (∂η i ) 2 is similar to the first one above, with x replaced by y and α replaced by β. Therefore we obtain: 8) where the vector B is bounded with respect to (x,ỹ). By (4.10) we have: 9) and therefore, slightly changing the value of B, we may write:
Define the vectors X, Y , Z as follows:
Let us express Du(x) in terms of X. Since X i = 0 for i = 1,...,N − 1, and by (4.9), we have: 14) and the conclusion follows from assumption (1.5).
Remark 5.2. L is an operator with continuous coefficients in the local coordinates (ξ ,η ,t ) centred at (x,ȳ). Indeed, since Du ∈ C 1 (Ω), the frame field (e 1 ,...,e N ) may be chosen of class C 1 with respect to (x,ỹ). By the implicit function theorem, the Jacobian and the Hessian of the change of variables Φ : (ξ,η,t) → (ξ ,η ,t ) depend continuously on (x,ỹ). This implies the claim.
Proof of Theorem 1.1
The non-degeneracy of u was proved in Theorem 2.1. The remainder of the proof is divided into two parts. is contained in U. Sincex =ȳ andȳ is interior to F, we may also assume that for every (ξ,η,t) ∈ B the inequality x(ξ,t) = y(η,t) holds, and y(η,0) is interior to F. We have Q 1 (x c ,ȳ) = ᏽ 1 (ξ c ,0,0) > 0: indeed, if we had Q 1 (x c ,ȳ) = 0 then the segment x cȳ would lie on the (convex) surface Σ and would pass throughx, contradicting (6.1). By continuity, we still have ᏽ 1 > 0 in the ball B(c,ε) whose radius ε ≤ r is maximal in the sense that there exists P = (ξ P ,η P ,t P ) ∈ ∂B(c,ε) such that ᏽ 1 (P) = 0.
Let us check that ε = r and P = (0,0,0). Define x P = x(ξ P ,t P ) and y P = y(η P ,t P ). If t P were different from zero, then the outer normal n at P would have a non-vanishing component in the direction of ∂/∂t, hence n could not belong to the kernel of A(x P , y P ) and we would contradict Hopf 's lemma. Hence, t P = 0 and x P , y P lie on the level surface Σ. Since ᏽ 1 (P) = 0, the whole segment x P y P lies on Σ. Furthermore, since |η P | ≤ ε ≤ r, and since r has been chosen small enough, the point y P = y(η P ,0) is interior to F. Hence, x P belongs to F. By (6.1) and by the definition of x c , the point of F closest to x c isx. Since |ξ c | = r, this and (6.2) imply ε = r, x P =x, and y P =ȳ, as claimed.
We have thus proved that ᏽ 1 > 0 in the ball B(c,r), and we know that ᏽ 1 (0,0,0) = 0. The components of the outer normal n at P = (0,0,0) are (e 1 ,0,0), where e 1 is the first element of the canonical frame in R N−1 . Since n does not belong to the kernel of the matrix A(x,ȳ), we reach again a contradiction with Hopf 's lemma. Hence, the intersection of any level surface Σ with any tangent hyperplane must have an empty interior.
