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Abstract
A class of multiobjective fractional programmings (MFP) are first formulated, where the
involved functions are local Lipschitz and Clarke subdifferentiable. In order to deduce our
main results, we give the definitions of the generalized (F,ρ) convex class about the Clarke
subgradient. Under the above generalized convexity assumption, the alternative theorem
is obtained, and some sufficient and necessary conditions for optimality are also given
related to the properly efficient solution for the problems. Finally, we formulate the two
dual problems (MD) and (MD1) corresponding to (MFP), and discuss the week, strong
and reverse duality.
 2002 Elsevier Science (USA). All rights reserved.
1. Preliminaries and formulations
In recent, optimality and duality for the multiobjective programming have been
studied. Under kinds of generalized convexities, some results had been obtained.
Jeyakumar [1] gave the optimality and duality for nondifferentiable nonconvex
program under the ρ-invexity assumption. When the involved functions are
continuous differentiable, Lin [2] obtained the sufficient conditions for a class
of multiobjective program with F -convexity. Kanniappan [3] got the necessary
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conditions under the subgradient assumptions. In this paper, we first define a
kind of generalized convexity about the Clarke subgradient. Then, the alternative
theorem is given. Finally, optimality and duality are obtained for a class of
nondifferential and nonconvex multiobjective fractional programming.
Suppose that h :X → R (X ⊆ Rn) is local Lipschitz function; that is, for a
given x ∈ X, h is Lipschitz in some neighborhood of x . Denote by ∂0h(x) the
Clarke subgradient of h at x .
Lemma 1 [4]. If φi :X→ R is local Lipschitz function, and is proper at x ∈ X,
si is a real number, i = 1,2, . . . , t , then
∂0
(
t∑
i=1
siφi
)
(t)=
t∑
i=1
si∂
0φi(x).
Further more, if φ1(x) 0, φ2(x) 0, then
∂0(φ1 · φ2)(x)= φ2(x)∂0φ1(x)+ φ1(x)∂0φ2(x).
Suppose that F :X×X×Rn →R (X ⊆Rn) is sublinear about third variable,
d(· , ·) is a pseudometric on Rn,ρ ∈ R.
Definition 1. If for all ξ ∈ ∂0h(x0) and for all x ∈X, we have
h(x)− h(x0) F(x, x0; ξ)+ ρ · d2(x, x0),
then the function h is said to be G− (F,ρ) convex at x0.
Definition 2. If for all ξ ∈ ∂0h(x0) and for all x ∈X, we have
h(x) h(x0) ⇒ F(x, x0; ξ)−ρ · d2(x, x0),
then the function h is said to be G− (F,ρ) quasiconvex at x0.
Definition 3. If for all ξ ∈ ∂0h(x0) and for all x ∈X, we have
F(x, x0; ξ)−ρ · d2(x, x0) ⇒ h(x) h(x0),
then the function h is said to be G− (F,ρ) pseudoconvex at x0.
Remark. (1) If F(x, x0; ξ) = ξT η(x, x0) in above definitions, then we get ρ-
invexity.
(2) If h is continuous differentiable at x0 and ρ = 0, then we obtain F -class
generalized convexity.
In this paper, we consider the following multiobjective fractional problem:
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(MFP) minimize G(x)=
(
f1(x)
g(x)
,
f2(x)
g(x)
, . . . ,
fp(x)
g(x)
)
subject to h(x) 0, x ∈ C,
where C ⊆ Rn is close convex set; fi :C → R (i = 1,2, . . . , p), g :C → R;
h = (h1, h2, . . . , hm)T , hj :C → R (j = 1,2, . . . ,m) are local Lipschitz, and
Clarke subdifferentiable at x ∈ C. And, suppose that g(x) > 0. If g(x) is not
linear function, then fi(x) 0, x ∈ C, i = 1,2, . . . , p.
Define
X = {x ∈ C | h(x) 0},
Λ+ =
{
λ= (λ1, λ2, . . . , λp)T | λi  0, i = 1,2, . . . , p,
p∑
i=1
λi = 1
}
,
Λ++ =
{
λ= (λ1, λ2, . . . , λp)T | λi > 0, i = 1,2, . . . , p,
p∑
i=1
λi = 1
}
.
Denote by Rp+ the nonnegative orthant of Rp .
Definition 4. x ∈ X is said to be an efficient solution of (MFP), if there is no
other x ∈X such that G(x)G(x). x ∈X is said to be a week efficient solution
of (MFP), if there is no other x ∈X such that G(x) <G(x).
Definition 5. x ∈X is said to be a Geoffrion properly efficient solution of (MFP),
if x is an efficient solution, and there exists a real number M > 0 such that for all
i ∈ {1,2, . . . , p}, x ∈X, and Gi(x) <Gi(x),
Gi(x)−Gi(x)M
[
Gj(x)−Gj(x)
]
for some j ∈ {1,2, . . . , p} such that Gj(x) <Gj(x).
For every v ∈Rp+, consider the following auxiliary problem:
(MPv) minimize
x∈X
(
f1(x)− v1g(x), f2(x)− v2g(x), . . . ,
fp(x)− vpg(x)
)
.
It is easy to get the following results.
Lemma 2. x ∈ X is a properly efficient solution for (MFP) if and only if there
exists v ∈ Rp+ such that x is a properly efficient solution for (MPv), and vi =
fi(x)/g(x), i = 1,2, . . . , p.
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Lemma 3. If for a given λ ∈Λ++ (or λ ∈Λ+), x ∈X is an optimal solution for
the problem
(FPλ) minimize
p∑
i=1
λiGi(x),
then x is a properly efficient solution (or weak efficient solution) for (MFP).
2. Optimality conditions for (MFP)
In order to get the necessary conditions related to the properly efficient solution
of (MFP), the alternative theorem is first given under the G− (F,ρ) generalized
convexity assumptions.
Lemma 4. If C ⊂Rn is a close convex set, ψi is G− (F,ρi) convex on C, ρi  0,
and for all x ∈ C, 0 ∈ ∂0ψi(x), i = 1,2, . . . , p, then only one of the following
systems holds:
(i) there exists x ∈C such that ψi(x) < 0, i = 1,2, . . . , p;
(ii) there exists λ ∈Rp+\{0} such that
∑p
i=1 λiψi(x) 0, for all x ∈ C.
Proof. If (1) has a solution, that is, there exists x ∈ C such that ψi(x) < 0,
i = 1,2, . . . , p, then for every λ ∈ Rp+\{0} we have
∑p
i=1 λiψi(x) < 0, that is,
(2) does not hold.
If (1) has not solution, let K =ψ(C)+ int(Rp+), ψ = (ψ1,ψ2, . . . ,ψp)T ; then
K ∩ (−Rp+) = ∅. Furthermore, for every z1, z2 ∈ K and α ∈ (0,1), there exist
x1, x2 ∈ C and s1, s2 ∈ int(Rp+) such that
αz1 + (1− α)z2 = αψ(x1)+ (1− α)ψ(x2)+ αs1 + (1− α)s2. (1)
Because αx1 + (1−α)x2 ∈C, 0 ∈ ∂0ψi(αx1 + (1− α)x2). From the G− (F,ρi)
convexity of ψi and ρi  0, we have
ψi(xj )−ψi
(
αx1 + (1− α)x2
)
 F
(
xj ,αx1 + (1− α)x2;0
)+ ρi · d2(xj ,αx1 + (1− α)x2) 0,
j = 1,2, i = 1,2, . . . , p.
So, there exists t ∈R+ such that
αψi(x1)+ (1− α)ψi(x2)=ψi
(
αx1 + (1− α)x2
)+ t .
Now since Rp+ is close convex cone, (t, t, . . . , t)T + αs1 + (1 − α)s2 ∈ int(Rp+).
So, from (1) we get αz1 + (1 − α)z2 ∈ K , that is, K is convex set. From the
convex set separated theorem, there exists λ ∈ Rp+\{0} such that for all x ∈ C,∑p
i=1 λiψi(x) 0. ✷
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Theorem 1. Suppose that fi , i = 1,2, . . . , p, is G − (F,ρ1i ) convex, −g is
G − (F,ρ2) convex. If x ∈ X is a properly efficient solution (or weak efficient
solution) of (MFP), fi and −g are proper at x, 0 ∈ ∂0(g(x) · fi − f (x) · g)(x),
ρi = ρ1i · g(x)+ ρ2 · fi(x) 0, then there exist λ ∈Λ++ (or λ ∈Λ+) such that
x is an optimal solution of (FPλ).
Proof. If x is weak efficient solution of (MFP), then there exist not x ∈X such
that
fi(x)
g(x)
<
fi(x)
g(x)
, i = 1,2, . . . , p,
that is, the following system has not solution in X:
fi(x)g(x)− fi(x)g(x) < 0, i = 1,2, . . . , p.
Since fi , i = 1,2, . . . , p, is G− (F,ρ1i ) convex, −g is G− (F,ρ2) convex, for
ξi ∈ ∂0fi(x), ζ ∈ ∂0(−g)(x) we have[
fi(x)g(x)− fi(x)g(x)
]− [fi(x)g(x)− fi(x)g(x)]
 g(x) · F(x, x; ξi)+ fi(x) · F(x, x; ζ )
+ (ρ1i · g(x)+ ρ2 · fi(x))d2(x,x)
 F
(
x, x;g(x)ξi + fi(x)ζ
)+ (ρ1i · g(x)+ ρ2 · fi(x))d2(x, x).
From Lemma 1, g(x) ·ξi+f (x) ·ζ ∈ ∂0(g(x) ·fi−fi(x) ·g)(x). So, g(x) ·fi(x)−
fi(x) · g(x) is G− (F,ρi) convex at x, i = 1,2, . . . , p. Again from Lemma 4,
there exists λ ∈Rp+\{0} such that for all x ∈X
p∑
i=1
λi
[
g(x) · fi(x)− fi(x) · g(x)
]
 0,
that is,
p∑
i=1
λi
fi(x)
g(x)

p∑
i=1
λi
fi(x)
g(x)
.
So, x is an optimal solution of (FPλ).
If x is a properly efficient solution of (MFP), then there exists a real number
M > 0 such that for every i ∈ {1,2, . . . , p} the following system have not solution
in X:
fi(x)
g(x)
<
fi(x)
g(x)
,
fi(x)
g(x)
− fi(x)
g(x)
>M
[
fj (x)
g(x)
− fj (x)
g(x)
]
, j = i.
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Let
ψij (x)=


g(x) · fi(x)− fi(x) · g(x), j = i,
M[g(x) · fj (x)− fj (x) · g(x)] − fi(x) · g(x)
+ g(x) · fi(x), j = i.
Then the following system has not solution in X:
ψij (x) < 0, i = 1,2, . . . , p.
When j = i , from the above deduction, ψii (x) is G − (F,ρi) convex, and
0 ∈ ∂0ψii (x), ρi  0.
When j = i , it is easy to deduce that ψij (x) is G − (F,ρij ) convex, and
0 ∈ ∂0ψij (x), where
ρij =M
[
ρ1j · g(x)+ ρ2 · fj (x)
]+ [ρ1i · g(x)+ ρ2 · fi(x)] 0.
So, from Lemma 4 there exists λi ∈Rp+\{0} such that
λii
[
g(x) · fi(x)− fi(x) · g(x)
]+∑
j =i
λijM
[
g(x) · fj (x)− fj (x) · g(x)
]
+
∑
j =i
λij
[
g(x) · fi(x)− fi(x) · g(x)
]
 0,
that is,(
λii +
∑
j =i
λij
)
g(x) · fi(x)+
∑
j =i
λijMg(x) · fj (x)

(
λii +
∑
j =i
λij
)
fi(x) · g(x)+
∑
j =i
λijMfj (x) · g(x).
Let
µij =
{
λii +
∑
j =i λij , j = i,
λijM, j = i.
Then
p∑
j=1
µij · g(x)fj (x)
p∑
j=1
µij · fj (x)g(x).
Summing on i at the both sides of inequality, we obtain
p∑
j=1
p∑
i=1
µij · g(x)fj (x)
p∑
j=1
p∑
i=1
µij · fj (x)g(x).
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Let
λj =
∑p
i=1 µ
i
j∑p
j=1
∑p
i=1 µ
i
j
, j = 1,2, . . . , p.
Then λ= (λ1, λ2, . . . , λp) ∈Λ++, and
p∑
j=1
λj
fj (x)
g(x)

p∑
j=1
λj
fj (x)
g(x)
,
that is, x is an optimal solution of (FPλ). ✷
Lemma 5. If x ∈X is an optimal solution of the following single objective local
Lipschitz fractional problem:
(FP) minimize
x∈X
f0(x)
g(x)
,
and (FP) is calm at x, then there exist v ∈ R+, r0 > 0, rj  0 (j = 1,2, . . . ,m)
and positive number K such that
0 ∈ r0 · ∂0(f0 − v · g)(x)+
m∑
j=1
rj · ∂0hj (x)+K · ∂0dC(x),
rj · hj (x)= 0, j = 1,2, . . . ,m,
v = f0(x)
g(x)
,
where dC(x)= infy∈C ‖y − x‖, ‖ · ‖ is Euclidean norm.
Proof. It is easy to deduce that x is also an optimal solution of the following
single objective problem:
(P) minimize
x∈X f0(x)− v · g(x),
where v = f0(x)/g(x). Since (FP) is calm at x, there exist + > 0 and M > 0 such
that for all µ ∈ + ·B and all x ′ ∈ (x + + ·B) ∩ {x ∈ C | h(x)+µ 0}, we have
f0(x ′)
g(x ′)
− f0(x)
g(x)
+M · ‖µ‖ 0,
that is,
f0(x
′)− v · g(x ′)+Mg(x ′) · ‖µ‖ 0,
where B = {v | v ∈Rn, ‖µ‖ 1}.
Since g is local Lipschitz, there exists a positive number L such that
g(x ′)− g(x) ∣∣g(x ′)− g(x)∣∣L · ‖x ′ − x‖ L · +.
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Let M ′ =M(g(x)+ + ·L). Then M ′ > 0 and
f0(x
′)− v · g(x ′)+M ′ · ‖µ‖ 0.
So, (P) is calm at x. From Proposition 6.4.4 of [4], the conclusion of lemma is
correct. ✷
From Lemma 5, we get the following generalized Kuhn–Tucker necessary
condition.
Theorem 2. If x ∈ X is a properly efficient solution of (MFP), and the Clarke
calm constraint qualification holds, i.e., for every i ∈ {1,2, . . . , p} the problem
(FPfi ) minimize
fi(x)
g(x)
subject to x ∈X, fj (x)
g(x)
− fj (x)
g(x)
 0, j = i,
is calm at x, then there exist v ∈ Rp+, λ ∈Λ++, µ ∈ Rm+ and a positive number K
such that
0 ∈
p∑
i=1
λi · ∂0(fi − vi · g)(x)+
m∑
j=1
µj · ∂0hj (x)+K · ∂0dC(x),
µj · hj (x)= 0, j = 1,2, . . . ,m,
vi = fi(x)
g(x)
, i = 1,2, . . . , p.
Proof. If x ∈X is a properly efficient solution of (MFP), then x ∈X is an optimal
solution of (FPf1). From Lemma 5, there exist r10 > 0, r1i  0 (i = 2,3, . . . , p),
s1j  0 (j = 1,2, . . . ,m) and a positive number K1 such that
0 ∈ r10 · ∂0(f1 − v1 · g)(x)+
p∑
i=2
r1i · ∂0(fi − vi · g)(x)
+
m∑
j=1
s1j · ∂0hj (x)+K1 · ∂0dC(x),
s1j · hj (x)= 0, j = 1,2, . . . ,m.
Similarly, for every t ∈ {2,3, . . . , p}, we have
0 ∈ rt0 · ∂0(ft − vt · g)(x)+
p∑
i=1,i =t
r ti · ∂0(fi − vi · g)(x)
+
m∑
j=1
stj · ∂0hj (x)+Kt · ∂0dC(x),
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stj · hj (x)= 0, j = 1,2, . . . ,m,
rt0 > 0, r
t
j  0, stj  0, j = 1,2, . . . ,m, j = t .
Let
λ1 = r10 + r21 + r31 + · · · + rp1 > 0,
λ2 = r12 + r20 + r32 + · · · + rp2 > 0,
...
λp = r1p + r2p + r3p + · · · + rp−1p + rp0 > 0,
µj = s1j + s2j + s3j + · · · + spj  0, j = 1,2, . . . ,m,
K =K1 +K2 +K3 + · · · +Kp > 0.
Then we get the conclusion. ✷
Next, we suppose that the sublinear function F satisfies the following con-
dition: for some K > 0,
K · ∂0dC(x)⊂
{
ζ ∈ Rn | F(x, x; ζ ) 0, ∀x ∈ C}. (2)
For example, let F(x, x; ζ )= 〈ζ, x − x〉. Then F is sublinear for the third vari-
able ζ , and from the Proposition 11 of [5], the above relation holds.
Theorem 3 (Sufficient condition). Suppose that fi , i = 1,2, . . . , p, is G −
(F,ρ1i ) convex, −g is G− (F,ρ2) convex, hj , j = 1,2, . . . ,m, is G− (F,ρ3j )
convex, x ∈X, fi,−g and hj are proper at x. If there exist v ∈Rp+, λ ∈Λ++ (or
Λ+), µ ∈Rm+ and a positive number K such that
0 ∈
p∑
i=1
λi · ∂0(fi − vi · g)(x)+
m∑
j=1
µj · ∂0hj (x)+K · ∂0dC(x),
µj · hj (x)= 0, j = 1,2, . . . ,m,
vi = fi(x)
g(x)
, i = 1,2, . . . , p,
and
ρ =
p∑
i=1
λi(ρ1i + vi · ρ2)+
m∑
j=1
µj · ρ3j  0,
then x is a properly efficient (or weak efficient) solution of (MFP).
Proof. Let
ψ(x)=
p∑
i=1
λi
[
fi(x)− vi · g(x)
]+ m∑
j=1
µj · hj (x), ∀x ∈ C.
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From Lemma 1, we get
∂0ψ(x)=
p∑
i=1
λi
[
∂0fi(x)+ vi · ∂0(−g)(x)
]+ m∑
j=1
µj · ∂0hj (x).
Again from the conditions, there exist ξ i ∈ ∂0fi(x), ξ ∈ ∂0(−g)(x), ηj ∈ ∂0hj (x)
and η ∈ ∂0dC(x) such that
p∑
i=1
λi(ξ i + vi · ξ)+
m∑
j=1
µj · ηj +K · η= 0.
On the other hand, from the conditions of G− (F,ρ) convexity and (2), for every
x ∈X we have
ψ(x)−ψ(x)=
p∑
i=1
λi
{[
fi(x)− fi(x)
]+ vi · [−g(x)+ g(x)]}
+
m∑
j=1
µj
{
hj (x)− hj (x)
}
 F
(
x, x;
p∑
i=1
λi(ξ i + vi · ξ)+
m∑
j=1
µj · ηj
)
+
[
p∑
i=1
λi(ρ1i + vi · ρ2)+
m∑
j=1
µj · ρ3j
]
d2(x, x)
= F(x, x;−Kη)+ ρ · d2(x, x)
−F(x, x;K · η)+ ρ · d2(x, x) 0.
Since ψ(x)= 0 and µT h(x) 0,
p∑
i=1
λi
[
fi(x)− vi · g(x)
]
 0.
This indicates that x is an optimal solution of (FPλ). From Lemma 3, x is a
properly efficient (or weak efficient) solution of (MFP). ✷
3. Duality theory for (MFP)
From Lemma 2, we only study the duality of (MPv) for some v ∈ Rp+. For
v ∈ Rp+, we first consider the following auxiliary problem:
(MD) maximize (f1(y)− v1 · g(y)+µT h(y), f2(y)− v2 · g(y)
+µT h(y), . . . , fp(y)− vp · g(y)+µT h(y)
)
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subject to 0 ∈
p∑
i=1
λi · ∂0(fi − vi · g)(y)+
m∑
j=1
µj · ∂0hj (y)
+K · ∂0dC(y), (3)
λ ∈Λ++, µ ∈ Rm+, K > 0. (4)
Theorem 4 (Weak duality). Assume that for each feasible solution x of (MFv) for
some v ∈ Rp+ and for each feasible solution (y,λ,µ,K) of (MD) for the same
v ∈Rp+, fi , i = 1,2, . . . , p, is G− (F,ρ1i ) convex at y , −g is G− (F,ρ2) convex
at y , hj , j = 1,2, . . . ,m, is G− (F,ρ3j ) convex at y , and ρ =∑pi=1 λi(ρ1i + vi ·
ρ2)+∑mj=1µj · ρ3j  0. Then the following inequalities cannot simultaneously
hold:
(I) for all i ∈ {1,2, . . . , p}
fi(x)− vi · g(x) fi(y)− vi · g(y)+µT · h(y);
(II) for at least one j ∈ {1,2, . . . , p}
fj (x)− vj · g(x) < fj (y)− vj · g(y)+µT · h(y).
Proof. For each feasible solution x of (MFv) for some v ∈ Rp+ and for each
feasible solution (y,λ,µ,K) of (MD) for the same v ∈ Rp+, by the G− (F,ρ1i )
convexity of fi (i = 1,2, . . . , p), we have
fi(x)− fi(y) F(x, y; ξi)+ ρ1i · d2(x, y), ξi ∈ ∂0fi(y),
i = 1,2, . . . , p. (5)
Similarly, from the G− (F,ρ2) convexity of −g and the G− (F,ρ3j ) convexity
of hj , we obtain
−g(x)+ g(y) F(x, y; ζ )+ ρ2 · d2(x, y), ζ ∈ ∂0(−g)(y), (6)
hj (x)− hj (y) F(x, y;ηj)+ ρ3j · d2(x, y), ηj ∈ ∂0hj (y),
j = 1,2, . . . ,m. (7)
So, from (5)–(7) and the sublinearity of F , we have{
p∑
i=1
λi
[
fi(x)− vig(x)
]+µT h(x)
}
−
{
p∑
i=1
λi
[
fi(y)− vig(y)
]+µT h(y)
}
 F
(
x, y;
p∑
i=1
λi · (ξi + vi · ζ )+
m∑
j=1
µj · ηj
)
X. Chen / J. Math. Anal. Appl. 273 (2002) 190–205 201
+
(
p∑
i=1
λi · (ρ1i + vi · ρ2)+
m∑
j=1
µj · ρ3j
)
d2(x, y). (8)
From the feasibility of (y,λ,µ,K), there exist ξ i ∈ ∂0fi(y), ζ ∈ ∂0(−g)(y),
ηj ∈ ∂0hj (y), and η ∈ ∂0dC(y) such that
p∑
i=1
λi · (ξ i + vi · ζ )+
m∑
j=1
µj · ηj +K · η= 0.
According to (8) and (2), we have{
p∑
i=1
λi
[
fi(x)− vig(x)
]+µT h(x)
}
−
{
p∑
i=1
λi
[
fi(y)− vig(y)
]+µT h(y)
}
 F(x, y;−K · η)+ ρ · d2(x, y) 0.
From µT h(x) 0, we obtain
p∑
i=1
λi
[
fi(x)− vig(x)
]

p∑
i=1
λi
[
fi(y)− vig(y)
]+µT h(y).
The proof is finished. ✷
Theorem 5 (Strong duality). If x ∈ X is a properly efficient solution of (FPv)
for some v ∈ Rp+, and the Clarke calm constraint qualification is satisfied, then
there exist λ ∈Λ++, µ ∈ Rm+ and a positive number K such that (x,λ,µ,K) is
a feasible solution of (MD) for vi = fi(x)/g(x), i = 1,2, . . . , p. Furthermore,
if for every feasible solution (y,λ,µ,K) of (MD) for v ∈ Rp+, the generalized
convexity conditions in Theorem 4 are satisfied, then (x,λ,µ,K) is a properly
efficient solution of (MD) for v ∈Rp+.
Proof. First, from Theorem 2, there are λ ∈Λ++, µ ∈Rm+ and a positive number
K such that (x,λ,µ,K) is a feasible solution of (MD) for vi = fi(x)/g(x),
i = 1,2, . . . , p, and µj · hj (x)= 0, j = 1,2, . . . ,m.
If (x,λ,µ,K) is not an efficient solution of (MD) for v, then there exists a
feasible solution (y,λ,µ,K) of (MD) for v such that for all i = 1,2, . . . , p
fi(x)− vi · g(x)+ µT h(x) fi(y)− vi · g(y)+µT h(y),
and for some j ∈ {1,2, . . . , p}
fj (x)− vj · g(x)+µT h(x) < fj (y)− vj · g(y)+µT h(y).
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Since µT h(x)= 0, from the above two inequalities, we have
fi(x)− vi · g(x) fi(y)− vi · g(y)+µT h(y), i = 1,2, . . . , p,
and for some j ∈ {1,2, . . . , p}
fj (x)− vj · g(x) < fj (y)− vj · g(y)+µT h(y).
This contradicts Theorem 4.
For every feasible solution (y,λ,µ,K) of (MD) for v ∈Rp+, from Theorem 4,
we get
p∑
i=1
λi
[
fi(x)− vi · g(x)
]

p∑
i=1
λi
[
fi(y)− vi · g(y)
]+µT h(y),
and from µT h(x)= 0, we have
p∑
i=1
λi
[
fi(x)− vi · g(x)
]+µT h(x) p∑
i=1
λi
[
fi(y)− vi · g(y)
]+µT h(y).
This indicates that for λ ∈Rp+, (x,λ,µ,K) is an optimal solution of (MDλ) for v.
From Lemma 3, (x,λ,µ,K) is a properly efficient solution of (MD) for v. ✷
From Theorem 4, we can easily obtain the following results.
Theorem 6 (Reverse duality). Assume that (y,λ,µ,K) is a feasible solution of
(MD) for v ∈ Rp+. If the G − (F,ρ) convex conditions in Theorem 4 hold at y,
and there exists x ∈X such that
p∑
i=1
λi
[
fi(x)− vi · g(x)
]= p∑
i=1
λi
[
fi(y)− vi · g(y)
]+µT h(y),
then x is a properly efficient solution of (MPv) for v ∈ Rp+. Furthermore, if for
every feasible solution (y,λ,µ,K) of (MD) for v ∈ Rp+, the G− (F,ρ) convex
conditions in Theorem 4 also hold at y , then (y,λ,µ,K) is a properly efficient
solution of (MD) for v ∈Rp+.
Next, for given v ∈ Rp+, we also consider the following auxiliary problem:
(MD1) maximize (f1(y)− v1 · g(y), f2(y)− v2 · g(y), . . . ,
fp(y)− vp · g(y)
)
subject to (3), (4), and µT h(y) 0. (9)
Theorem 7 (Weak duality). Assume that for each feasible solution x of (MFv) for
some v ∈ Rp+ and for each feasible solution (y,λ,µ,K) of (MD1) for the same
v ∈Rp+, one of the following conditions holds:
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(1) fi , i = 1,2, . . . , p, is G−(F,ρ1i ) convex at y ,−g isG−(F,ρ2) convex at y ,
hj , j = 1,2, . . . ,m, is G− (F,ρ3j ) convex at y , and ρ =∑pi=1 λi(ρ1i + vi ·
ρ2)+∑mj=1 µj · ρ3j  0;
(2) ∑pi=1 λi(fi − vi · g) is G− (F,ρ1) pseudoconvex at y , µT h is G− (F,ρ2)
is quasiconvex at y , and ρ1 + ρ2  0.
Then the following inequalities cannot simultaneously hold:
(i) for all i ∈ {1,2, . . . , p}
fi(x)− vi · g(x) fi(y)− vi · g(y);
(ii) for at least one j ∈ {1,2, . . . , p}
fj (x)− vj · g(x) < fj (y)− vj · g(y).
Proof. Under the condition (1), the process is very similar to that of Theorem 4.
When the condition (2) holds, since µT h(x) 0µT h(y) and
m∑
j=1
µj · ηj ∈
m∑
j=1
µj · ∂0hj (y)⊂ ∂0(µT h)(y),
we have
F
(
x, y;
m∑
j=1
µj · ηj
)
+ ρ2 · d2(x, y) 0, (10)
where ηj ∈ ∂0h(y), j = 1,2, . . . ,m.
Because of the feasibility of (y,λ,µ,K), there exist ξ i ∈ ∂0fi(y), ζ ∈
∂0(−g)(y), ηj ∈ ∂0hj (y), and η ∈ ∂0dC(y) such that
p∑
i=1
λi(ξ i + vi · ζ )+
m∑
j=1
µj · ηj +K · η= 0.
So, from (10), the sublinearity of F , and (2), we get
F
(
x, y;
p∑
i=1
λi(ξ i + vi · ζ )
)
+ ρ1 · d2(x, y)
 F
(
x, y;
p∑
i=1
λi(ξ i + vi · ζ )
)
+ F(x, y,K · η)+ ρ1 · d2(x, y)
 F
(
x, y;
p∑
i=1
λi(ξ i + vi · ζ )+K · η
)
+ ρ1 · d2(x, y)
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= F
(
x, y;−
m∑
j=1
µj · ηj
)
+ ρ1 · d2(x, y)
−F
(
x, y;
m∑
j=1
µj · ηj
)
+ ρ1 · d2(x, y)
 ρ2 · d2(x, y)+ ρ1 · d2(x, y) 0.
Since
∑p
i=1 λi(fi − vi · g) is G− (F,ρ1) pseudoconvex at y , and
p∑
i=1
λi(ξ i + vi · ζ ) ∈
p∑
i=1
λi∂
0(fi − vi · g)(y)
⊂ ∂0
(
p∑
i=1
λi(fi − vi · g)
)
(y),
we obtain
p∑
i=1
λi
[
fi(x)− vi · g(x)
]

p∑
i=1
λi
[
fi(y)− vi · g(y)
]
.
The proof is finished. ✷
Similarly to Theorem 5, the following strong duality is obtained.
Theorem 8 (Strong duality). If x ∈ X is a properly efficient solution of (FPv)
for some v ∈ Rp+, and the Clarke calm constraint qualification is satisfied, then
there exist λ ∈Λ++, µ ∈ Rm+ and a positive number K such that (x,λ,µ,K) is
a feasible solution of (MD1) for vi = fi(x)/g(x), i = 1,2, . . . , p. Furthermore,
if for every feasible solution (y,λ,µ,K) of (MD1) for v ∈ Rp+, the generalized
convexity conditions in Theorem 7 are satisfied, then (x,λ,µ,K) is a properly
efficient solution of (MD1) for v ∈ Rp+.
From Theorem 7, it is also easy to obtain the following result.
Theorem 9 (Reverse duality). Assume that (y,λ,µ,K) is a feasible solution of
(MD1) for v ∈ Rp+. If the G− (F,ρ) convex conditions in Theorem 7 hold at y,
and there exists x ∈X such that
p∑
i=1
λi
[
fi(x)− vi · g(x)
]= p∑
i=1
λi
[
fi(y)− vi · g(y)
]
,
then x is a properly efficient solution of (MPv) for v ∈ Rp+. Furthermore, if for
every feasible solution (y,λ,µ,K) of (MD1) for v ∈ Rp+, the G− (F,ρ) convex
conditions in Theorem 7 also hold at y , then (y,λ,µ,K) is a properly efficient
solution of (MD1) for v ∈ Rp+.
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