Introduction {#s1}
============

Probing the microstructure of white matter has major applications in a number of neurological diseases and disorders. The abilities to map brain connectivity *in vivo* were initially made possible because of the discovery of diffusion anisotropy in the white matter (Moseley et al., [@B28]) and the development of a range of techniques based on this phenomenon, most notably the development of diffusion tensor imaging (DTI) and tractography (Basser et al., [@B3], [@B4]; Conturo et al., [@B8]; Mori et al., [@B27]). It is often reported that DTI, or more generally diffusion MRI, is the only method available for imaging white matter fiber tracts *in vivo* and non-invasively, which is a clear testament to the importance of DTI for studying brain connectivity. The recent discovery of magnetic susceptibility anisotropy (MSA) in white matter and the development of susceptibility tensor imaging (STI) may potentially provide a viable complementary method for imaging fiber tracts *in vivo* and non-invasively (Lee et al., [@B14]; Liu, [@B19]; Li et al., [@B15], [@B16],[@B17]; Liu et al., [@B25]).

The existence of MSA has now been verified in simulation, mouse brains, specimens, and live human brains. For example, by rotating intact mouse brains in small-bore animal 7T scanner, Liu showed that the magnetic susceptibility of white matter demonstrated strong orientation dependence (Liu, [@B19]). This orientation dependence has also been observed by Lee et al. on segments of corpus callosums from a postmortem human brain (Lee et al., [@B14]). Similar to diffusion anisotropy, susceptibility anisotropy can also be described by a rank-2 tensor, the apparent susceptibility tensor (Liu, [@B19]). This susceptibility anisotropy and susceptibility tensor can be measured based on a simple 3D gradient-recalled-echo sequence. Variations among tissue magnetic susceptibility cause a tissue dependent frequency shift that manifests as a phase shift in gradient echo images. By measuring this frequency shift, a susceptibility tensor may be determined for each voxel of the brain. Susceptibility anisotropy and susceptibility tensors have thus far been imaged on both 3T and 7T *in vivo* (Li et al., [@B15], [@B17]; Schweser et al., [@B33]). Studies have shown that the major eigenvector orientation of the susceptibility tensor is aligned with axons in parallel (Lee et al., [@B14]; Liu, [@B19]; Li et al., [@B16],[@B17]; Liu et al., [@B25]). It has been reported that the apparent magnetic susceptibility (AMS) of the white matter is the most paramagnetic when the underlying axons are parallel to the magnetic field (Lee et al., [@B14]; Liu, [@B19]). It was proposed that this characteristic originates from the radially aligned myelin lipids (Li et al., [@B16]). A recent study has utilized this relationship to perform fiber tracking in the mouse brain which has demonstrated similar tracks with DTI tractography in large fiber bundles (Liu et al., [@B25]).

An important challenge of MRI-based *in vivo* fiber tracking is the relative large voxel size (on the order of millimeters) compared to the size of axons which is on the order of micrometers. In large parallel fiber bundles, this mismatch of spatial scales is not problematic as the orientations of the axons are largely similar. However, in a large portion of the brain, each voxel of MRI images is known to contain fibers of different orientations, thus creating the situation of "crossing" or "kissing" fibers (Basser et al., [@B4]). Achieving high angular resolution by resolving these crossing fibers has been a major goal of diffusion based fiber tractography in the past decade (Frank, [@B10], [@B11]; Alexander et al., [@B1]; Tuch et al., [@B37]; Lin et al., [@B18]; Liu et al., [@B22],[@B23]; Ozarslan and Mareci, [@B31]; Tuch, [@B36]; Jensen et al., [@B12]). A number of techniques have been proposed including, for example, q-space or diffusion spectrum imaging (King et al., [@B13]; Lin et al., [@B18]; Wedeen et al., [@B38]), q-ball imaging (Tuch, [@B36]) and higher order tensor models (Liu et al., [@B23], [@B21]; Ozarslan and Mareci, [@B31]) to name a few. Similarly, STI may encounter the same challenges. The behavior of magnetic susceptibility in the presence of these complex fiber architectures, however, has not been studied.

The goal of the present study was to investigate the behavior of magnetic susceptibility in the presence of fiber crossings and its relationship with higher order diffusion anisotropy. We first evaluated the variation of magnetic susceptibility as a function of magnetic field orientation in a simulated phantom of crossing fibers. The behavior was compared to that of higher order diffusion tensors calculated based on the cumulant expansion (covariance, skewness and kurtosis etc) (Liu et al., [@B22],[@B23], [@B21]; Jensen et al., [@B12]). Experiments were also conducted *in vivo* to assess the effect of fiber crossings on magnetic susceptibility.

Materials and methods {#s2}
=====================

Susceptibility tensor and susceptibility orientation distribution
-----------------------------------------------------------------

Since the early 1990s, diffusion MRI based on diffusion anisotropy has been the only means to study the orientations and organizations of white matter fiber tracts *in vivo* and non-invasively. In the past couple of years, it has become apparent that magnetic susceptibility of the white matter also exhibits anisotropy. While the ordered arrangement of axons largely contributed diffusion anisotropy (Beaulieu, [@B6]; Song et al., [@B35]), the ordered arrangement of myelin lipids is believed to be the main source of MSA (Li et al., [@B16]). Susceptibility anisotropy may be quantified with the technique of susceptibility tensor imaging. Magnetic susceptibility of the brain results in a measurable frequency shift in the gradient-echo images. By solving the Maxwell\'s equation, this frequency shift denoted as θ was found to be related to a spatially distributed susceptibility tensor field **χ**(**r**) following (Liu, [@B19]) $$\theta = FT^{- 1}\left\{ {\frac{1}{3}{\hat{\mathbf{H}}}^{\mathbf{T}}FT\{\mathbf{\chi}\}\hat{\mathbf{H}} - \hat{\mathbf{H}} \cdot \mathbf{k}\frac{\mathbf{k}^{\mathbf{T}}FT\{\mathbf{\chi}\}\hat{\mathbf{H}}}{k^{2}}} \right\}\gamma Ht$$

Here, *FT* and *FT*^−1^ represent Fourier and inverse Fourier transform respectively; **k** is the spatial frequency vector reciprocal to **r**; *H* is the magnitude of the applied magnetic field; **Ĥ** is the unit vector of the applied magnetic field; *t* is the echo time (TE) in a gradient echo sequence and γ is the gyromagnetic ratio.

The susceptibility tensor **χ**(**r**) is assumed to be a 3 × 3 symmetric matrix with 6 independent elements (3 diagonal and 3 off diagonal). When the demagnetization field \[the second term of Equation (1)\] is ignored, this symmetry property is evident as swapping the indices of **χ**(**r**) does not change θ. Given this symmetry assumption, a minimum of 6 independent measurements are needed to determine a susceptibility tensor. Each independent measurement will require the magnetic field to be oriented in a different direction with respect to the object. As an analogy to DTI, this is equivalent to changing the directions of diffusion encoding gradients. And, similar to the measurement of the diffusion tensor, the angle separation between orientations should ideally spread apart. As in any other experimental measurements, more orientations will improve the matrix condition and allow a more accurate determination of the tensor elements. Once the susceptibility tensor is calculated, it can then be decomposed into its eigensystem with the eigenvalue decomposition. One advantage of eigenvalue decomposition is that it expresses susceptibility tensor in a coordinate system that is independent of the experimental coordinate system. As a result, the values can be compared between different scans and different subjects.

The relationship between susceptibility tensor and fiber orientations has been established in the case of parallel fibers. It has been shown that the direction of the major eigenvector of the susceptibility tensor (most paramagnetic) is parallel to the direction of the axons (Lee et al., [@B14]; Liu, [@B19]). The relationship has been confirmed broadly with theory, simulation, brain specimens, *ex vivo* and *in vivo* brain imaging at 3T and 7T. In the case of fiber crossing, however, a single susceptibility tensor is unlikely to convey the existence of multiple fiber orientations. One way to address this limitation is to use multiple susceptibility tensors to characterize the susceptibility property of a voxel. Alternatively, we can plot the AMS as a function of the field orientation. The orientation variation of the AMS may depict the existence of multiple fibers. These orientations can then be compared to those based on diffusion models.

Higher-order tensor (HOT) reconstruction
----------------------------------------

In the cumulant expansion, the diffusion-weighted MRI signal is related to a set of higher-order tensors following (Liu et al., [@B23], [@B21]) $$s(b) = s(0){exp\hspace{0pt}}\left\{ {{\sum\limits_{n\mspace{2mu} = \mspace{2mu} 2}^{\infty}{( - j)}^{n}}D_{i_{1},i_{2},\ldots,i_{n}}^{(n)}b_{i_{1},i_{2},\ldots,i_{n}}^{(n)}} \right\}$$

Here, *s*(*b*) is the diffusion weighted signal and *s*(0) is non-diffusion weighted signal; *j* is the imaginary number; *D*^(n)^ is the *n*-th order cumulant tensor with *n* = 2 corresponding to the covariance matrix, *n* = 3 corresponding to the skewness tensor and *n* = 4 corresponding to the kurtosis tensor; *b*(*n*) is an *n*-th order tensor describing diffusion weighting factors. The Einstein\'s summation rule is assumed for the subscripts of *D*^(n)^ and *b*^(n)^. It has been shown that *D*^(n)^ is a symmetric tensor as it is related to the partial differentiation of the particle concentration in Fick\'s second law (Liu et al., [@B23], [@B21]).

Although Equation (2) can be readily solved with least-squares estimations given a set of measurements at different diffusion encoding directions and *b*-values, the solution for the higher-order tensor (HOT) may be easily biased by the noise at large *b*-values. Specifically, because *s*(*b*) is Rician distributed, it does not decay to zero. Instead, it approaches the noise floor as the *b*-value increases, resulting in an overestimate of the non-Gaussianity and higher-order tensors. To reduce this overestimation, we apply Tikhonov regularization by solving the following minimization problem for a fourth-order approximation $$\min\limits_{D^{(2)},D^{(4)}}\,\left\| {\ln(s(b)/s(0)) + b_{i_{1},i_{2}}^{(2)}D_{i_{1},i_{2}}^{(2)} - b_{i_{1},i_{2},i_{3},i_{4}}^{(4)}D_{i_{1},i_{2},i_{3},i_{4}}^{(4)}} \right\|^{2} + \left\| {\Gamma_{i_{1},i_{2},i_{3},i_{4}}D_{i_{1},i_{2},i_{3},i_{4}}^{(4)}} \right\|^{2}$$

The Tikhonov matrix Γ is a diagonal fourth-order tensor with a diagonal element of $$\lambda = \text{trace}(b^{(4)})\left( {\overline{D}/D_{0}} \right)^{5}$$

Here, $\overline{D}$ is the mean diffusivity of a given voxel estimated by DTI using the smallest *b*-value; *D*~0~ is a diffusion coefficient chosen to be 1.5 × 10^−3^ mm^2^/s, slightly smaller than that of cerebral spinal fluid but larger than that of gray matter. With this choice of regularization parameter, the fourth-order tensor of the CSF is suppressed assuming the diffusion is mainly Gaussian in the CSF. By raising the ratio of $\overline{D}$ and *D*~0~ to the fifth power, the effect of regularization is reduced for the white matter. The scaling factor of trace\[*b*^(4)^\] is included to ensure the regularization term is dimensionless.

Coordinate system independent quantities can be defined with eigenvalue decomposition. There have been some increasing efforts to better understand the algebra of fourth-order tensors in the past decade (Miehe, [@B26]; Browaeys and Chevrot, [@B7]; Muti and Bourennane, [@B29]). Nevertheless, a standard of decomposition for fourth-order tensors is not fully established yet. We chose to convert the fourth-order diffusion tensor with a dimension of 3 × 3× 3 × 3 to a two-dimensional 9 × 9 matrix denoted as **T**. This technique has been widely used in describing the stiffness tensor of materials\' mechanical property (Nemat-Nasser and Hori, [@B30]; Basser and Pajevic, [@B2]). This can be accomplished by transferring each *D*^(4)^~*i*~1~*i*~2~*i*~3~*i*~4~~ component to element *T*~pq~. The rule of transformation between 4D index and 2D index is given in Table [1](#T1){ref-type="table"}. For example, the fourth-order element *D*~1231~ is transformed to element *T*~27~ following the rule. Decomposing tensor T results in 9 eigenvalues.

###### 

**Indices for unwrapping a fourth-order tensor *D*~*ijkl*~ into a 9 × 9 matrix *T*~*pq*~**.

  ------------- ---- ---- ---- ---- ---- ---- ---- ---- ----
  *p* (*q*)     1    2    3    4    5    6    7    8    9
  *ij* (*kl*)   11   12   13   21   22   23   31   32   33
  ------------- ---- ---- ---- ---- ---- ---- ---- ---- ----

Once the higher order diffusion tensors are measured, the probability density function (PDF) of the underlying diffusion process can be computed using the Gram-Charlier series (Liu et al., [@B23], [@B21]). The Gram-Charlier series is widely used expansion based on the Hermite tensor (Zucker and Schulz, [@B40]).

Phantom experiments and simulation
----------------------------------

A phantom of crossing fibers was used for diffusion experiments. The phantom consisted of sheets of parallel plastic capillaries with an inner diameter of 50 μm and an outer diameter of 350 μm (PTFE ultramicrobore tubing P-06417-70, Cole-Parmer Instrument, Vernon Hills, IL). Two sets of capillaries were overlapped at a 90° angle. Imaging was performed on a 3T MRI system with a high-performance insert gradient set. Scan parameters were: FOV = 25 × 25 cm^2^, *TR* = 1900 ms, *TE* = 13.8 ms, single slice, *NEX* = 4 and matrix size = 32 × 32. Diffusion-weighted images were acquired with a stimulated echo for 160 diffusion encoding directions and for *b*-values of 500, 1000, 2000, 4000, and 8000 s/mm^2^.

However, this phantom did not mimic the susceptibility effect of myelin structures while it is known that myelin is the primary origin of susceptibility anisotropy. Secondly, the bulk susceptibility effect was also a concern in part due to imperfect elimination of air bubbles in this type of phantoms. To control these effects, we constructed a numerical phantom that simulates the structures of packed axons in the white matter more precisely. Specifically, a cubic voxel packed with an ensemble of parallel axons was generated. The voxel had a dimension of *d* = 256 μm on all sides. The axons were aligned along the *z*-axis. The inner radius of the axon was 3.5 μm and the outer radius was 5.0 μm. The distance between two neighboring axons was 11.0 μm. The susceptibility of the axons was set to be −0.082 ppm and the susceptibility anisotropy (χ~ǁ~ − χ~⊥~) of the myelin sheath was 0.163 ppm with χ~\|\|~ being −0.1 ppm (Li et al., [@B16]). Here χ~\|\|~ is defined as the susceptibility along the direction parallel to the axon. The susceptibility of the interstitial space was assumed to be zero as the reference. The voxel was divided into a 512 × 512 × 512 grid resulting in a grid size of 0.5 μm. A susceptibility tensor was assigned to each grid point depending on the tissue type (myelin, axon, or interstitial space). Only grid points within the myelin sheath had anisotropic tensors. The major eigenvectors of the myelin tensors were perpendicular to the long axis of the axon.

Once the susceptibility of each grid point within the voxel was assigned, the magnetic field at each grid point was computed *via* the forward Fourier relationship between susceptibility tensor and magnetic field as expressed in Equation (1). This computed magnetic field is what needed to satisfy Maxell\'s equations given the distribution of magnetic susceptibility and the presence of the external **B**~0~ field. The MR signal generated by the voxel was evaluated at *TE* = 20 ms and a field strength of 3T. Specifically, each grid point within the voxel (a total of 512^3^ grid points) was assumed to have the same proton density; however, each grid precessed at its own frequency corresponding to the magnetic field of its specific location. For a given external field orientation, the total signal of the voxel was computed as a complex summation of signals originating from all grid points within the voxel. A total of 10,000 field orientations were simulated. The mean frequency shift of the whole voxel was computed for each orientation by computing the phase of the summed signal. From this mean frequency shift, the AMS was computed by inverting Equation (1). Because only a single voxel was present, the second term in Equation (1), i.e., the demagnetization term was ignored when computing the AMS for each orientation.

MRI experiments *In vivo*
-------------------------

A healthy adult was scanned on a 3T MRI system (GE MR750, GE Healthcare, Waukesha, Wisconsin) equipped with an 8-channel head coil and a maximal gradient strength of 50 mT/m. Diffusion weighted images were acquired using a dual-echo sequence and following parameters: FOV = 256 × 256 cm^2^, matrix size = 128 × 128 (reconstructed to 256 × 256 by zero filling), *TR* = 10.2 s, *TE* = 98.5 ms, number of slices = 73, number of diffusion directions = 30 and *b*-values of 1000 and 2500 s/mm^2^. Five images with *b* = 0 were also acquired. All images were acquired in a single run to maintain the same T2-weighting for both *b*-values.

Gradient-echo images were also acquired on the same scanner. A quadrature head coil was employed for the gradient echo imaging to allow a wider range of head orientations inside the coil. Gradient-echo images with various head orientations with respect to the main magnetic field were acquired using a standard flow-compensated 3D spoiled-gradient-recalled-echo (SPGR) sequence with the following parameters: *TE* = 40 ms, *TR* = 60 ms, flip angle = 20°, FOV = 256 × 256 × 256 mm^2^, matrix size = 128 × 128 × 128. Shimming was performed at each head orientation. A total of 16 orientations were acquired to achieve the rotation angle of −42\~52° (around the anterior-posterior direction) and −43\~39° (around the left-right direction). All human studies were approved by Institutional Review Board.

Image phase was unwrapped with a Laplacian-based phase unwrapping algorithm (Li et al., [@B15]; Wu et al., [@B39]) and filtered with the sphere mean value filtering, with a radius of 25 voxels with the radius decreasing toward the brain boundary (Li et al., [@B15]). Phase value was normalized by the TE to yield the frequency shift. AMS was first quantified at each brain orientation with respect to the main magnetic field using the algorithm for sparse linear equations and sparse least squares (LSQR) (Paige and Saunders, [@B32]). The multi-orientation gradient echo images were linearly registered to the non-diffusion weighted DTI images using FSL-FLIRT (Oxford Center for Functional MRI of the Brain, Oxford, UK). The resulting transformation matrix was used to rotate the phase and susceptibility maps and to determine the brain orientation with respect to the main magnetic field.

Results {#s3}
=======

Hot of crossing-fiber phantom
-----------------------------

Figure [1](#F1){ref-type="fig"} shows the geometry and signal behavior in the diffusion phantom. The phantom consisted of two sets of capillaries intersecting at 45° as illustrated by the T2-weighted image (Figure [1A](#F1){ref-type="fig"}). Four voxels were selected within the phantom. One voxel situated in the intersecting area represented by a green box; a second voxel situated in an area with a single fiber orientation (45°) represented by a blue box; a third voxel situated in a area with vertically oriented fibers represented by a magenta box; a fourth voxel situated in the surrounding liquid represented by a red box (Figure [1A](#F1){ref-type="fig"}). The SNR at *b* = 0 was 2536, 1134, and 75 respectively for liquid, single fibers, and crossing fibers. The diffusion signal in these four voxels was plotted as a function of the *b*-value along the diffusion encoding direction of \[0, 0, 1\] (Figure [1B](#F1){ref-type="fig"}). The signal curves were displayed in logarithmic scale and coded with the color as the voxels were labeled in Figure [1A](#F1){ref-type="fig"}. In the fluid, the signal decayed exponentially up to *b* = 2000 s/mm^2^. At *b* = 4000 s/mm^2^, the signal was approaching the noise level and the decay curve bent upward (arrow in Figure [1B](#F1){ref-type="fig"}), giving a false impression of non-Gaussian diffusion. Similar behavior was observed in the single fiber voxel. In the voxel of crossing fibers, the signal decay curve bent upward rather early at *b* = 1000 s/mm^2^ while the signal strength was still more than 10 times higher than the noise level.

![**Signal behavior of diffusion weighted images of a phantom. (A)** A T2-weighted image shows the crossing fiber structure of the phantom. Four voxels highlighted regions of fiber crossing (green), single fiber in a 45°-angle (blue), vertical fiber (magenta) and isotropic fluid (red). **(B)** Diffusion-weighted signals as a function of the *b*-values showed distinctive characteristics for the four voxels highlighted in **(A)**. In the fluid and the single fiber along the direction of \[0, 0, 1\], the signals approached the noise floor when *b* \> 2000 s/mm^2^ (arrow).](fnint-07-00011-g0001){#F1}

Figure [2](#F2){ref-type="fig"} compares the higher order tensors estimated with and without Tikhonov regularization. Figures [2A](#F2){ref-type="fig"},[C](#F2){ref-type="fig"} compares the three eigenvalues of the second order tensor while Figures [2B](#F2){ref-type="fig"},[D](#F2){ref-type="fig"} compares the nine eigenvalues of the fourth order tensor. Without Tikhonov regularization, the fourth order tensor elements were severely overestimated in the liquid region. Without regularization, the eigenvalues of the fourth order tensor in the liquid was similar or slightly larger than those of the crossing fibers (Figure [2B](#F2){ref-type="fig"}) which is not physical as the diffusion in the liquid is expected to be largely Gaussian. The application of regularization suppressed the fourth order tensor in the liquid (arrows in Figure [2D](#F2){ref-type="fig"}). Note that the eigenvalues of the fourth order tensor can be negative as the tensor is not restricted to be positive definite in general. Similar results were observed *in vivo*. ^R3^

![**Higher-order tensors estimated with and without Tikhonov regularization. (A,B)** Eigenvalues of the second and the fourth order tensor estimated without regularization. The fourth order tensor was overestimated for the fluid (arrows). **(C,D)** Corresponding eigenvalues of the second and the fourth order tensor estimated with regularization. The contrast between regions of fiber crossing and surrounding areas was significantly improved.](fnint-07-00011-g0002){#F2}

Diffusion PDF and AMS orientation distribution in crossing fibers
-----------------------------------------------------------------

Figure [3](#F3){ref-type="fig"} compares the fiber crossing reconstructed by higher-order diffusion tensors and that by the apparent magnetic susceptibility. From the PDF glyphs, regions of fiber crossing and regions of single fibers were readily identifiable (Figure [3B](#F3){ref-type="fig"}). These regions matched exactly as shown in the anatomical T2-weighted image (Figure [3A](#F3){ref-type="fig"}). The crossing angle measured based on the PDF glyphs also agreed with the true crossing angle of 45°. AMS profile was evaluated on a simulated fiber crossing in a cubic voxel. Figure [3C](#F3){ref-type="fig"} illustrates the arrangement of axons within the voxel. Each fiber consists of an axon and insulating myelin sheath which has an anisotropic susceptibility tensor (Figure [3B](#F3){ref-type="fig"}). The orientation distribution of the calculated AMS demonstrated two components intersecting at 45° consistent with the underlying geometry.

![**Comparison of HOT (A,B) and AMS (C,D) glyphs in fiber crossing. (A)** A T2-weighted image illustrated a region of complex fiber structures with both single fibers and crossing fibers (red box). **(B)** The PDF glyphs over this ROI reconstructed by HOT agreed with the known phantom structure. **(C)** An illustration of myelinated axons crossing at 45°. Each voxel in the myelin sheath contained an anisotropic susceptibility tensor. **(D)** The distribution of AMS depicted a 45° crossing.](fnint-07-00011-g0003){#F3}

Human brain *in vivo*
---------------------

The SNR of the diffusion-weighted brain images at *b* = 0 was 60 for the parenchyma on average. The SNR of the gradient-echo images was 34.8 for the parenchyma. Figure [4](#F4){ref-type="fig"} illustrates the quality of fitting based on the susceptibility tensor model. The expected frequency maps based on the fitted susceptibility tensors are slightly smoothed but demonstrate similar contrast as the corresponding experimental frequency maps (Figure [4A](#F4){ref-type="fig"}). The root-mean-squared-error (RMSE) map for a representative orientation shows elevated error around tissue boundaries, but demonstrating small errors in most areas of the brain (Figure [4B](#F4){ref-type="fig"}). This consistency is further illustrated by three line profile plots (Figure [4C](#F4){ref-type="fig"}) and a correlation analysis (Figure [4D](#F4){ref-type="fig"}). Small deviations between experimental and fitted values were observed in the line profiles. Deviations within the white matter regions indicate potential inadequacy of the tensor model that may be induced by more complicated fiber structures. Overall, the correlation coefficient was high with *R*^2^ = 0.8833.

![**Comparison of frequency maps measured experimentally and those fitted with susceptibility tensors. (A)** Comparison of representative experimental and fitted frequency maps along three orientations. Fitted maps were slightly smoothed but showing similar contrast. **(B)** A representative root-mean-squared-error (RMSE) map between the experimental and fitted frequency along one orientation. Significant errors were only observed around tissue boundaries. **(C)** Line profiles of experimental and fitted frequency maps for the same three orientations as in **(A)**. **(D)** Experimental and fitted frequency values along the line shown in **(C)** demonstrating high correlation.](fnint-07-00011-g0004){#F4}

Figure [5](#F5){ref-type="fig"} shows the fiber orientations reconstructed by HOT and the corresponding behavior of AMS as a function of fiber angle determined by DTI. In the top row of Figure [5A](#F5){ref-type="fig"}, the PDF glyphs showed parallel fibers in a selected region of interest (ROI); in the bottom row of Figure [5A](#F5){ref-type="fig"}, the PDF glyphs of the selected ROI showed extensive fiber crossings. In the ROI with parallel fibers, AMS followed a sine-squared relationship with the fiber angle (top row of Figure [5B](#F5){ref-type="fig"}). The fiber angle was computed as the angle between the major eigenvector of the diffusion tensor and the B~0~ field. The principal orientations provided by STI showed resemblance to those by DTI in this region; however, significant differences also existed, consistent with previous reports (Li et al., [@B16],[@B17]). These discrepancies were thought to be caused by residual field gradients. ^*R*3^ On the other hand, in the ROI with fiber crossings, AMS no longer followed the sine-squared relationship (bottom row of Figure [5B](#F5){ref-type="fig"}).

![**Comparison of fiber orientations reconstructed by HOT and the orientation dependence of AMS. (A)** Color coded FA map reconstructed by DTI (left) and fiber orientations of selected ROI reconstructed by HOT. The color scheme was: red representing left-right, green representing anterior-posterior and blue representing superior-inferior. In the top row, fiber orientations were primarily unidirectional in the left-right direction; in the bottom row, fiber crossings were extensive and clearly visible in the PDF glyphs. **(B)** STI eigenvector orientation map (left) and corresponding AMS plot as a function of fiber angle over the same ROI in **(A)**. AMS was calculated using the adjacent green ROI as a reference to reduce global heterogeneity of magnetic susceptibility. Fiber angles were computed as the angles between DTI fiber orientations and the B~0~ field (superior-inferior).](fnint-07-00011-g0005){#F5}

Discussion {#s4}
==========

The discovery of anisotropic diffusion has led to an explosive development of diffusion based MRI techniques for probing the microstructure of brain white matter and brain connectivity. Until very recently, diffusion MRI, in particular diffusion tensor MRI, had been only way capable of imaging white matter fiber orientations *in vivo* and non-invasively. The findings of anisotropic magnetic susceptibility in the white matter may eventually provide an alternative method. In this study, we explored for the first time the behavior of AMS in the case of fiber crossing. The behavior was investigated both in phantoms and *in vivo*. The relationship between complex AMS profile and non-Gaussian diffusion in these situations were evaluated based on the high-order tensor model of diffusion.

Previous studies have shown that in the case of parallel fibers, the orientation dependence of magnetic susceptibility can be described by a rank-2 tensor (Liu, [@B19]). The orientation of the major eigenvector of the susceptibility tensor was found to be aligned with the underlying fibers (Liu, [@B19]; Li et al., [@B16],[@B17]). Initial fiber tracking based on STI demonstrated similar tracts with DTI tractography in major white matter tracks of mouse brains *ex vivo* (Liu et al., [@B25]). However, it is also known that the eigenvector orientations of susceptibility tensors may not completely agree with those of diffusion tensors *in vivo*. Part of the mismatch has been attributed to residual field gradients and imperfect image registration (Li et al., [@B16],[@B17]). Another important source of the mismatch could be the complex fiber architecture of white matter fibers that deviate from the simple model geometry of parallel axons. The current study extended the analysis to cases of crossing fibers. In the phantom of 45° crossing, the angular distribution of AMS did not show an ellipsoidal shape. Rather, extremal AMS was found in directions along the fibers. In brain white matter of mainly parallel fibers such as the corpus callosum, AMS follow the typical sine-squared relationship as a function of fiber angles with respect to the main field. In regions of fiber crossing, AMS no longer followed this simple relationship. Although we were not able to illustrate the orientation distribution of AMS in 3D due to the limited number of orientations available, the observed deviation from the sine-squared relationship clearly indicated the existence of microstructures that differed from parallel fibers.

These behaviors of AMS are reminiscent of that of ADC in the situation of non-Gaussian diffusion. To explore whether the observed behavior of AMS indeed corresponded to the characteristics of crossing fibers, we reconstructed the underlying fibers with the higher order tensor model of diffusion. Diffusion tensors up to the fourth order were computed for both the phantom and the human brain. To control the bias caused by the non-zero noise floor in Rician distributed diffusion-weighted signals, we applied a Tikhonov regularization based on the mean diffusion coefficient. If the mean diffusion coefficient is larger than 1.5 × 10^−3^ mm^2^/s, then the corresponding higher order tensor elements are penalized. This regularization effectively suppressed the otherwise artificially high higher order tensor elements in the liquid of the phantom and the CSF of the brain. In addition, the tensors of fiber crossings were more accurately estimated as evidenced by the enhanced contrast of areas of fiber crossings. Alternatively, the issue of Rician distributed signal may also be resolved with a maximum likelihood estimator once the statistics of the Rician signal is estimated (Sijbers and den Dekker, [@B34]; Basu et al., [@B5]). However, this alternative strategy is generally computationally expensive over a 3D volume of images. The Tikhonov approach was efficient without any significant increase of computational burden. The corresponding PDF reconstructed based on these tensors accurately matched the fiber crossing features in the phantom. In the human brain, the PDF showed single fiber orientations in the corpus callosum which explained the sine-squared behavior of AMS. Away from these simple structures, the corresponding PDF clearly illustrated the underlying fiber crossings which explained the deviation of AMS from the sine-squared behavior.

Our preliminary investigation of magnetic susceptibility behavior in crossing fibers indicated that magnetic susceptibility may provide sufficient information for resolving fiber crossings in certain cases. To fully capture the structural characteristics, it appeared that more orientational sampling would be necessary. This was demonstrated on a simulated voxel of crossing fibers. The complex signal of the voxel was evaluated at multiple field orientations. It was found that the orientation distribution of AMS was indicative of the fiber structure. The associated challenge obviously is the increased scan time and necessity to change the position of the brain with respect to the main magnetic field. For example, while we showed that AMS no longer follows a sine-squared relationship *in vivo* in the case of fiber crossing (Figure [5](#F5){ref-type="fig"}), the limited number of orientations did not allow us to plot the 3D distribution of AMS. With the available number of orientations, we were able to detect fiber crossing but not able to determine the multiple fiber orientations. ^R3^ Currently, this challenge is substantial *in vivo* but the technique can be readily applied *ex vivo* or in some cases of small animal imaging. When a sufficient number of orientations are provided, the structural information may be decoded by analyzing the orientation distribution of the AMS. A simple graphic display of AMS in 3D may be sufficient to identify the underlying fiber orientations. More sophisticated or quantitative method may also be developed such as with the use of spherical harmonic functions, higher order tensors or the recently proposed multipole tensors (Liu and Li, [@B20]).

Further studies are needed to determine whether combining susceptibility and diffusion information may provide a more complete characterization of tissue microstructure. It has been shown that susceptibility anisotropy originates from two properties of the white matter. One is the diamagnetic property of the lipid molecules of the myelin bilayer; the other is the ordered arrangement of the lipid molecules around the axons (Lee et al., [@B14]; Liu, [@B19]; Li et al., [@B16]). On the other hand, diffusion anisotropy appeared to originate primarily from the axon itself. When the myelin is removed from the white matter, for example, in the shiverer mouse, diffusion anisotropy is reduced by about 10--15% while susceptibility contrast and susceptibility anisotropy of the white matter largely disappeared (Liu et al., [@B24]). The information provided by susceptibility and that by diffusion are thus complementary. Probing the microstructure of white matter simultaneously with susceptibility and diffusion imaging may be beneficial for differentiating abnormalities that are due to axon degeneration and demyelination. Susceptibility imaging may be advantageous in situations when high spatial resolution is required as the resolution of diffusion-weighted images has largely been limited to be around 2 × 2 × 2 mm^3^. Susceptibility images, on the other hand, can be readily acquired at much higher spatial resolution and they are inherently three dimensional. Susceptibility contrast is also inherently advantageous at ultra-high field strength (≥7T) due to increased phase contrast (Duyn et al., [@B9]), low specific absorption rate and minimal sensitivity to B1 field inhomogeneity. The application of diffusion weighted images at 7T has been significantly hampered by increased RF heating and B1 inhomogeneity. Integrating susceptibility and diffusion contrast at ultra-high field strength may therefore become especially beneficial.

In conclusion, we showed that magnetic susceptibility may be used to probe complex white matter structures in the presence of fiber crossings. When the tissue contains only parallel fibers, the corresponding susceptibility can be characterized by a rank-2 tensor; when the tissue contains multiple fiber orientations, the behavior of magnetic susceptibility no longer follows the sine-squared relationship and cannot be characterized by a single rank-2 tensor. The orientation information provided by the magnetic susceptibility was consistent with that by HOT diffusion model. Susceptibility and diffusion together may provide a more complete characterization of white matter microstructure.
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