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К ВОПРОСУ О СХОДИМОСТИ МЕТОДА ИТЕРАЦИИ РЕШЕНИЯ ОПЕРАТОРНЫХ 
УРАВНЕНИЙ В СЛУЧАЕ НЕ ЕДИНСТВЕННОГО РЕШЕНИЯ. 
 
Матысик О.В., Голубцов И.А., БpГУ им. А.С. Пушкина, Брест 
 
1.Введение   
Среди математических задач выделяется большой  класс задач, решения которых 
неустойчивы к малым изменениям исходных данных. Они принадлежат к классу некор-
ректно поставленных задач. Для их решения находят применение итеративные методы, 
которые легко программируются на ЭВМ. В данной работе предлагается новый итера-
тивный метод для решения некорректных задач. 
2.Постановка задачи  
Решается операторное уравнение  
yAx =        (1) 
 
с положительным ограниченным и самосопряженным оператором HHA →: , в пред-
положении, что нуль не является собственным значением оператора A . Причем AS∈0 , 
то есть задача некорректна. Если решение уравнения (1) существует, то для его отыска-
ния предлагается  явный итеративный метод 
 
AyxAEx nn α+α−=+ )( 21 , 00 =x . (2) 
 
 
3.Случай не единственного решения в методе (2) решения операторных уравнений 
 Покажем, что метод (2) пригоден и тогда, когда 0=λ  является собственным значе-
нием оператора A  (в этом случае уравнение (1) имеет не единственное решение). Обо-
значим через { },0/)( =∈= AxHxAN  )(AM – ортогональное дополнение ядра )(AN  
до H . Пусть xAP )( – проекция Hx∈ на )(AN , а xA)(Π – проекция Hx∈ на )(AM . 
Справедлива 
Теорема. Пусть 220,,0 −<α<∈≥ AHyA , тогда для итеративного процесса (2) 
верны следующие утверждения 





б) (2) сходится тогда и только тогда, когда уравнение yAAx )(Π=  разрешимо. В по-
следнем случае xxAPxn ˆ)( 0 +→ , где xˆ – минимальное решение уравнения. 
 
Доказательство 
Применив оператор A  к (2), получим 
[ ]121 )()( −− −Π+α+= nnn AxyAyAPAAxAx , где yAyAPy )()( Π+= . Так как 
0)( =yAAP , то [ ]121 )( −− −Πα+= nnn AxyAAAxAx . 
Последнее равенство запишется в виде 1
2
1 −− να−ν=ν nnn A , где 
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положителен в )(AM , то есть 0),( >xAx  )(AMx∈∀ . Так как 220 −<α< A , то 



































ε<ν−νδ+ν= δδ 000000 )( EqE
n   при 00 →δ  и ∞→n . 
 
Следовательно, 0→νn , откуда yAAxn )(Π→  и )()( HAyA ∈Π .   
 
),()()( yAJyAPyyAyAxn ==−Π→− .  
 
Итак, утверждение а) доказано. Докажем утверждение б). 
Пусть процесс (2) сходится, покажем, что уравнение yAAx )(Π=  разрешимо. Из 
сходимости { } Hxn ∈  к Hz ∈  и из а) следует yAAzAxn )(Π=→ , следовательно,  
)()( HAyA ∈Π  и уравнение AxyA =Π )(  разрешимо. 
Пусть теперь )()( HAyA ∈Π  (уравнение yAAx )(Π=  разрешимо), следовательно, 
xAyA ˆ)( =Π , где xˆ – минимальное решение уравнения yAx =  (оно единственно в 
)(AM ). Тогда (2) примет вид 
 [ ] =−α+=−Πα+=
−−−−
)ˆ()( 1111 nnnnn AxxAAxAxyAAxx  
).ˆ( 121 −− −α+= nn xxAx  
 




xAAPAxAPxxAAPxAPxAP nnnn ˆ)(([)()ˆ()()()( 1121  




1 )()ˆ()()()( nnnn xAxxAAxAxA  
[ ] [ ]xxAAxAxAxAA nnn ˆ)()(ˆ)()( 12112 −Πα−Π=Π−Πα− −−− , 
 
так как )(ˆ AMx∈ . Обозначим xxA nn ˆ)( −Π=ω , тогда 121 −− ωα−ω=ω nnn A  и, анало-
гично nν , можно показать 0→ωn , ∞→n .  Следовательно, .ˆ)( xxA n →Π  Отсюда  
+Π= nn xAx )( ,ˆ)()( 0 xxAPxAP n +→+  ч.т.д. 
 
Замечание. Так как у нас 00 =x , то xxn ˆ→ , то есть процесс (2) обеспечивает схо-
димость к нормальному решению, то есть к решению с минимальной нормой. 
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