In this work, we propose a new telegraph coupled partial differential equation (TCPDE) based model for image restoration. New framework interpolates between a coupled wave equation system and a diffusion equation. This proposed strategy can be applied to significantly preserve the oscillatory and texture pattern in an image, even in low signal-to-noise ratio. First, we prove that the present model has a unique global weak solution using Banach fixed point theorem. Then apply our model over a set of gray-level images to illustrate the superiority of the proposed model over the recently developed hyperbolic-parabolic PDE based models as well as coupled diffusion-based model.
Introduction
In digital image processing applications, image smoothing is often considered as a significant pre-processing step to make subsequent image analysis [1, 25] more accurate and reliable. The principal objective of image denoising algorithms is to achieve the balance between the noise removal and preservation of edges and key features. Recently, Jain et al. [10] proposed a coupled PDE based model for additive Gaussian noise removal problem, which takes the following form:
in Ω T := Ω × (0, T ) , (1.1)
3)
∂ n I = 0 , ∂ n u = 0 , v = 0, on ∂Ω T := ∂Ω × (0, T ) , (1.4)
I(x, 0) = I 0 (x) , v(x, 0) = 0 , u(x, 0) = G ξ * |∇I 0 | 2 , in Ω .
(1.5)
In the above, Ω ⊂ R 2 is the spatial domain of the original image I and the observed noise image I 0 and T > 0 is a prescribed time. Also, div and ∇ represents the divergence and gradient operator, respectively. h is a smooth version of the truncate function of |∇I ξ |, where I ξ = G ξ * I, " * " is the convolution operator, G ξ is the two dimensional Gaussian kernel. ∆ is the Laplace operator, and κ > 0, ν > 0 are parameters to be specified and λ is the weight parameter calculated as mentioned in [24] . ∂ n denotes the derivative at the boundary surface ∂Ω in the outward normal direction n. The diffusion function g is chosen as
k > 0 is the threshold parameter. The equation (1.2) and (1.3) were used to achieve a suitable edge map (u) and fidelity (v) between noisy image and restored image at each scale.
In the present scenario, PDE based approaches are an influential tool for image denoising problem. Due to their well studied mathematical properties and approximation processes, PDE based methods can effectively simulate and preserve slowly varying signals and essential feature of images. Most popular PDE based approaches are anisotropic diffusion models [1, 11, 12, 22, 31, 32] , fourth-order PDE based models [5, 18, 19, 20, 26, 35, 36, 39] total variation models [4, 24, 28, 29, 33] , second-order variational models [37, 38] , coupled diffusion models [8, 9, 10, 21] , and hyperbolic-parabolic PDE based models [3, 13, 23, 27, 34] , which are successfully employed to provide a trade-off between edge preservation and noise removal. Over the last three decades, parabolic PDEs have acquired the center stage in the field of image denoising. Besides the parabolic PDEs, the hyperbolic PDEs which describes oscillations within objects, could also improve the quality of the detected edges more suitable than diffusion based models and so enhance the image better than parabolic PDEs [2] . Following this, Ratner and Zeevi [23] proposed a telegraphdiffusion equation (TDE model), which interpolates between the diffusion equation and the wave equation. TDE model takes the form,
where g(|∇I|) = 1 1 + |∇I| K 2 is an edge-controlled diffusion function which preserves the important features and smoothens the unwanted signals, K is a threshold constant. Here the elasticity and damping parameters are denoted by g and γ respectively. Although the TDE model performs better, it is challenging to confirm the well-posedness of their model. After that, a regularized version of the TDE model has been introduced by Cao et al. [3] . Their model takes the form
in Ω T , ∂ n I = 0, in ∂Ω T , I(x, 0) = I 0 (x), I t (x, 0) = 0, in Ω. The authors replace the gradient |∇I| by |∇I ξ | in the edge-controlled function g in the TDE model [23] . It has been proved that equations of the form of telegraph equations provide better edge preservation and image enhancement when compared with ordinary diffusion-based methods. For different elasticity coefficients, the telegraph model can be treated as the improved versions of the corresponding nonlinear diffusion models. Although these methods are efficient in the restoration of discontinuous and noisy signals, their performance is not satisfactory in the case of higher noise level or low SNR images. To overcome this issue, several telegraph models, based on non-linear diffusion method, were proposed [13, 27, 34] . In low SNR images, the appropriate separation of noise and important texture information can be viewed as a highly complex problem. The parabolic PDE based restoration methods strongly depend on the diffusion function g(·), to preserve the small variations in the image. In conventional approaches, spatial regularization has been used for diffusion function, which is not able to inject the past information into the diffusion process. To alleviate this shortcoming in the parabolic PDE based models as well as single hyperbolic PDE based models a coupled hyperbolic-parabolic coupled system for image restoration problem was introduced by Sun et al. [27] which takes the form
8)
∂ n I = 0 , ∂ n u = 0 , on ∂Ω T , (1.9)
λ > 0 is a balancing parameter. They considered the following two diffusion functions:
In the above model, the authors have used telegraph equation only for the edge variable u, but it would be superior to use telegraph equation for the image variable I as well as for the edge variable u. Also, they have not incorporated the fidelity term [10] into the model (1.7)-(1.10), which keeps the restored image close to the original image.
To overcome these issues, present work aims to systematically develop a new non-linear coupled telegraph diffusion system to deal with the additive Gaussian noise problem. To the best of our knowledge, the proposed denoising framework is the first work which utilizes the advantage of the non-linear coupled telegraph diffusion model. Furthermore, we study the existence and uniqueness of a weak solution of the proposed model using Banach fixed point theorem on an appropriate function space. Moreover, to obtain tangible results, we utilize a robust scheme, which is fast and easy to implement [14, 15] . The proposed model has been applied to several grayscale test images. Numerical results illustrate that the proposed algorithm outperforms the existing original Telegraph diffusion model [23] , Cao model [3] , SYS model [27] , and ACPDE model [10] in terms of preserving the image structures and noise removal.
The rest of the paper is organized as follows. In section 2 we demonstrate the proposed non-linear telegraph coupled system. In section, 3, we study the well-posedness of the proposed model. A numerical realization of the proposed model is shown in section 4. Numerical experiments are carried out and compared with other existing models, in section 5. Finally, the work is concluded in section 6.
2 The Proposed Method
Telegraph Coupled Diffusion Model
Our motivation is based on the restoration ability of the coupled PDE model for images degraded with higher noise levels. Inspired by the merit of coupled partial differential equation (ACPDE) model [10] and telegraph-diffusion equation [23, 27] , we propose the following telegraph coupled partial differential equation (TCPDE) model: where α, β, κ, ν > 0 are parameters to be specified. In this model, the diffusion coefficient g(u) is chosen same as (1.6). The proposed model consists of two major parts: (i) parabolic equation to remove the noise efficiently and (ii) hyperbolic equation to enhance the quality of the detected edges. In this process, the fidelity term between I and I 0 can be obtained by function v [see equation (2. 3)], whereas the edge variable u is calculated from equation (2.2). The proposed approach enables us to provide more flexibility in the diffusion process along the curves of discontinuities.
Well-posedness of weak solutions
In this section we study the well-posedness of the proposed system (2.1)-(2.5) using Banach fixed-point theorem [6] .
For simplicity we choose all the constants involved in the equations (2.1)-(2.5) equals to 1.
Technical framework and statement of the main result
Throughout this section, C denotes a generic positive constant. For 1 ≤ p ≤ ∞, we denote by (L p , · L p ) the standard spaces of p-th order integrable functions on Ω. For r ∈ N, we write (H r , · H r ) for usual Sobolev spaces on Ω, and
Note that the space W i (0, T ) (i = 1, 2) is a Hilbert space for the graph norm, see [16] .
As we mentioned, our aim is to establish well-posedness of weak solutions of (2.1)-(2.5), and we will do so under the following assumptions:
We observe from (1.6) that, g : R → R + is a bounded, decreasing and Lipschitz continuous function with Lipschitz constant C ξ k 2 . Moreover, g(0) = 1 and lim u→+∞ g(u) = 0. We are now ready to state the main results of this paper. Following [40] , we first prove a local well-posedness result, and then establish a uniform a-priori estimate for the solution. Using uniform moment estimates and continuation method, we prove a global existence result.
Linearized problem and its well-posedness
For any positive constants M 1 , M 2 , and M 3 , we define the following convex set B T with fixed T > 0:
For any fixed Ī ,ū,v ∈ B T , consider the following linearized problem:
with the initial conditions (2.5). Since I 0 ∈ H 1 , by using the properties of convolution (L 2 -estimate), one can easily check that the followings hold, see [3] γ := 1 
Proof: Proof of i) : Multiplying (3.1) by I t and integrating by parts over Ω and using Cauchy-Schwarz and Young's inequalities, we obtain
Note that, thanks to (3.4)
Combining (3.5) and (3.6), along with (3.4), we have
Using Gronwall's inequality, we obtain, for a.e. t ∈ (0, T ),
Thus, one has, for a.e. t ∈ (0, T ) 
.
We now show that I ∈ L ∞ (0, T ; H 2 ), which will play an essential role in the later analysis. To do so, we follow the arguments as in [17] . Differentiate the equation (3.1) w.r.t time, multiply the resulting equation by I tt , integrate over
Observe that ḡ t L ∞ , ḡ tt L ∞ ≤ C(ξ, M 1 , I 0 ). Now by the proper choice of ǫ, we can rewrite the above inequality as
where
An application of Gronwall's lemma together with (3.9) yields
Since ∇ḡ ∈ L ∞ (0, T ; L ∞ ), from (3.1), it is easily to show that I ∈ L ∞ (0, T ; H 2 ), and hence i) holds true.
Proof of ii) :
We multiply (3.2) by u t , integrate by parts over Ω and use Cauchy-Schwarz and Young's inequalities. The result is
Integrating between the time interval form 0 to t, we obtain, for a.e. t ∈ (0, T )
|Ω| . Note thath t ∈ L ∞ 0, T ; L 2 , and hence by regularity theory [6] , one can easily prove that u tt ∈ L ∞ 0, T ; L 2 , with the estimate
This shows that ii) holds as well.
Proof of iii) : Multiplying (3.3) by v t , integrating by parts over Ω, using Cauchy-Schwarz and Young's inequalities, and then integrating between the time interval form 0 to t of the resulting inequality, we obtain, for a.e. t ∈ (0, T )
Again, multiplying (3.3) by v and integrating over Ω and using Cauchy-Schwarz and Young's inequalities along with Gronwall's lemma, we get v(t) 2 L 2 ≤ e t C 4 + tM 3 , and hence v(t) 2
This finishes the proof.
Well-posedness of a local solution
We show that the problem (2.1)-(2.5) admits a unique solution on a small time interval. Indeed, we have the following lemma. 
Like an analogous way to the estimates established in Lemma 3.2, we multiply (3.11) by θ t , integrate by parts over Ω, and then use Young's inequality to obtain
Thanks to Lipschitz continuity of h and Young's inequality for convolution, we see that
We would like to estimate θ tt L 2 . We use standard methodology [6] , i.e., differentiate (3.11) w.r.t time, multiply the resulting equation by θ tt , integrate over Ω, and then use Young's inequality. The result is
In view of Lipschitz continuity of
Thus, we have
To derive estimate for the solution η, a weak solution of the PDE η t − ∆η = Ī −Ī , we proceed similarly as in the derivation of (3.10), and obtain
Now focus on the equation for ζ, i.e.
where,ḡ = g(ū) andḡ = g(ū). We multiply (3.14) by ζ t and integrate over Ω to have
where C 1 = ||∆Ĩ|| 2 L ∞ (0,T ;L 2 ) and C 2 = ||∇Ĩ|| 2 L ∞ (0,T ;L 2 ) . By Lipschitz continuity of g, L p -estimate for convolution and (3.4) along with Hölder's inequality, we see that 
Proof: First consider the equation (2.1). Arguing similarly as in the derivation of (3.7), we get
Multiplying (2.2) by u t , and applying Cauchy-Schwarz and Young's inequalities, we have
Moreover, upon differentiating (2.2) w.r.t time and then tested with u tt , one has
Next we multiply (2.3) by v t and v resp. and then use integration by parts over Ω along with Cauchy-Schwarz and Young's inequalities to arrive at v t 2 where
From (3.23), we get
Integration for t ∈ (0, τ ), for any τ ∈ (0, T ], yields the following inequality at time τ :
Since g(u) has a positive lower bound depending only on the u 0 , T, ξ, Ω, from the above ineuality we see that there exists a constant C T , depending only on I 0 , G ξ , T and h such that (3.18) holds true. This completes the proof.
Proof of Theorem 3.1: Thanks to Theorem 3.3 and Lemma 3.4, there exists a unique local solution (I, u, v) of the underlying problem (2.1)-(2.5) over a time interval (0, T ) for small T > 0, and satisfies the uniform moment estimate (3.18) . More precisely, we extend the solution on a sequence of intervals (0, t n ] such that t n → T . Then considering the initial problem starting from T , one can extend the solution up to a given final time T , thanks to (3.18) . This completes the proof.
Numerical Approximation
To solve the proposed model (2.1)-(2.5), we construct an explicit finite difference scheme, which is taken as the most straightforward option in the literature. Let τ be the time step size andh is the spatial step size. Let V n i,j denotes the approximate value of V(x i , y j , t n ), where x i = ih, i = 0, 1, 2..., N y j = jh, j = 0, 1, 2..., M t n = nτ, (n = 0, 1, 2, ...) where n indicates the number of iterations and M × N is the size of the image. We choose symmetric boundary conditions for all the three variables in the system (2.1)-(2.5), given as follows:
..N. We use the following finite difference approximations to replace the derivative terms in the system (2.1)-(2.5) :
The discrete form of the equation (2.1) could be written as follows:
with the initial condition I 0 i,j = I 0 (x i , y j ) , I 1 i,j = I 0 i,j , 0 ≤ i ≤ N , 0 ≤ j ≤ M , λ n is calculated using the formula as mentioned in [(2.9c) [24] ]. u n+1 i,j and v n+1 i,j are calculated from the discretized equations of (2.2) and (2.3) respectively, given as follows
∆u n i,j , n = 1, 2, 3, ... and v n+1 i,j = v n i,j + τ ∆ x v n i,j + ∆ y v n i,j − τ I 0 i,j − I n i,j , n = 0, 1, 2, ... with the initial conditions u 0 i,j = G ξ * |∇I 0 | 2 , u 1 i,j = u 0 i,j , v 0 i,j = 0, and h n i,j = h ξ |∇(G ξ * I n i,j )| . We choose the function h as h(θ) = 0.1 + min{θ 2 , K} for numerical experiments, where K is square of the maximum gray level value of the image I. Apart from the numerical discretization of (2.1)-(2.5), a convergence criterion is required to stop the iterative process. To reach our destination, we start with a corrupted image I 0 and used the system (4.1)-(4.3) repeatedly, resulting in a family of restored images I p , which drafts the restored form of I 0 . After satisfying the following condition
we stop the iterative procedure. In (4.4) I p and I (p+1) illustrate the restored images at the p th and (p + 1) th iteration, respectively and ε > 0 is a predefined threshold. For the numerical experiments, we have used ε = 10 −4 .
Results and Discussion
Here, to assess the denoising performance of diffusion models, we present the experimental results of our proposed telegraph coupled partial differential equation model and compare against the results of TDE model [23] , Cao model [3] , SYS model [27] , and ACPDE model [10] . We tested all the filtering models on some standard gray level test images 1, which are degraded with additive Gaussian noise of zero mean(µ) and different level of standard deviations(σ). The parameters used in the model are set to optimize the performance of the proposed algorithm. For all the methods, we choose time step size, τ = 0.2 and spatial step size,h = 1. Also, we choose ξ = 1 to avoid over smoothing in the denoising process.
To objectively evaluate the denoising effect of all discussed algorithms, the performance is measured in terms of two commonly used quantitative metrics, Peak signal to noise ratio (PSNR) [7] and mean structural similarity index measure (MSSIM) [30] . A higher values of MSSIM and PSNR illustrate the effective noise suppression.
Elaboration of results for a Brick image, corrupted with additive Gaussian noise of level σ = 60, are shown in figure  2 . This image contains a lot of fine texture. From the visual quality of denoised images, it is easy to perceive that the restored output obtained from the Proposed model gives better result in terms of denoising as well as edge-preserving.
Along the qualitative analysis using full image surface, in figure 3 , we have also explored the quality of resultant images using a slice of a Brick image. This figure shows the slice of the original, noisy, and restored images. From figure 3h it is easy to conclude that the restored signal obtained by the proposed model is more closure to the original signal in comparison with the other discussed models.
For further study on the enhancement properties of the proposed model, figure 4 depicts the results for Mosaic test images that contaminated by very high-level additive Gaussian noise with σ = 100. Here we present the denoised images, their ratio images, and 3D surface plots of the denoised images. From the first column of the figure, it can be observed that our model works better in terms of noise removal as compared to other models. From the 3D surface plots of the denoised images, one can see that our model leave fewer fluctuations in comparison to the other models. Moreover, from the ratio images, it indicates that the proposed model not only removes noise efficiently but also preserves the fine structure as compared to the other models.
In addition to improved qualitative performance, the quantitative comparisons of different considered methods with different test images and noise levels are shown in 
Conclusion
A telegraph coupled partial differential equation model for image denoising is introduced in this paper. Here we have taken telegraph equation for the image variable as well as for the edge variable, this system not only removes the noise but also reduces the staircase artifacts. This telegraph coupled diffusion model improves the performance of the filtering, even in low SNR images. Moreover, we study the well-posedness of the proposed model. Also, to validate the effectiveness of the proposed model, numerical experiments are carried out using different standard test images. Qualitative and quantitative studies, in terms of MSSIM, PSNR, and visual quality, confirm that the proposed model exhibits better performance than the single telegraph-diffusion based methods as well as coupled partial differential equation models. Overall, the proposed model is an important addition in the field of diffusion equation based image restoration.
