
























PAUL CREUTZ AND MATTHEW ROMNEY
Abstract. We prove that any length metric space homeomorphic to a sur-
face may be decomposed into non-overlapping convex triangles of arbitrarily
small diameter. This generalizes a previous result of Alexandrov–Zalgaller for
surfaces of bounded curvature.
1. Introduction
1.1. Main results. The theory of surfaces of bounded curvature was developed
beginning in the 1940s as a generalization of two-dimensional Riemannian geometry.
One of the central results of this theory is that any surface of bounded curvature is
the limit of two-dimensional Riemannian manifolds of uniformly bounded integral
curvature. A key step in the proof of this result is to show that every surface of
bounded curvature admits a triangulation by convex geodesic triangles of arbitrarily
small diameter. Although versions of the approximation and triangulation theorems
appeared earlier in works of Alexandrov [1] and Zalgaller [28], complete proofs have
only been published in their monograph [2]. We also refer the reader to surveys by
Fillastre [16], Reshetnyak [25] and Troyanov [26] for an overview of the subject.
While surfaces of bounded curvature remain an active research topic (see for
instance [3, 4, 6, 7, 9, 14, 15, 17]), various classes of metric surfaces that do not
fall into this setting have also been widely studied in recent years. These include
reversible Finsler surfaces [5, 11, 12, 23], minimal surfaces in spaces satisfying a
quadratic isoperimetric inequality [13, 18, 19], metric minimizing disks [22], Ahlfors
2-regular quasispheres [8], quasiconformal images of planar domains [24], and fractal
spheres [10].
In this paper, we generalize the theorem of Alexandrov–Zalgaller on the existence
of triangulations (see Theorem III.2 in [2]) to the case of arbitrary geodesic surfaces.
In its simplest version, our result is the following.
Theorem 1.1. Let X be a geodesic metric space homeomorphic to a closed surface
and ε > 0. Then X may be decomposed into finitely many non-overlapping convex
triangles, each of diameter at most ε.
Here, a triangle is a subset ofX homeomorphic to the closed disk whose boundary
is the union of three geodesics. We remark that, like the corresponding result for
surfaces of bounded curvature [2, Thm. III.2, p.59], our Theorem 1.1 does not give
a triangulation of X in the classical sense. The difference is that we do not require
adjacent triangles to intersect along entire edges.
One step in the original proof by Alexandrov–Zalgaller of the existence of tri-
angulations is to show that any point in a surface of bounded curvature can be
enclosed by an arbitrarily short piecewise geodesic curve. As noted in [2] and [25],
this is the only step that relies on the assumption of bounded curvature. Simple
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examples show that this property does not hold for general geodesic surfaces, and
indeed it is difficult to prove even for surfaces of bounded curvature using the def-
inition in [2]; see [2, Sec. III.5] and [25, p.81]. Instead, we give a relatively short
argument showing that every point has a neighborhood that may be covered by
finitely many polygons, each of arbitrarily small perimeter; see Lemma 5.2. Thus
our approach also simplifies the original proof even in the bounded curvature case.
In principle, except for this difference, we are able to follow the proof given in [2]
for surfaces of bounded curvature. However, this proof contains several technical
errors. These errors are related to the fact that geodesics at the present level of
generality can be highly non-unique and hence intersect in complicated ways. To
handle this issue, Alexandrov–Zalgaller consistently use the notion of what they
call systems of geodesics without superfluous intersections. It turns out that the
principle they use to pass to such systems is not valid in general, even in the
bounded curvature setting; see the discussion in Section 4. Since this principle is
applied at numerous places, we choose to give a complete self-contained proof of
Theorem 1.1. In particular, Lemma III.6 in [2] is not correct, and this portion of
the proof requires a more refined approach; see Sections 5.4 and 5.5.
In the bounded curvature setting, the proof of approximation by Riemannian
2-manifolds requires additional technical conclusions beyond those given in Theo-
rem 1.1; compare [2, Thm. III.3, p.61]. Our proof equally allows for these conclu-
sions, and thus we now give the following general version of our main result.
Theorem 1.2. Let X be a length metric space homeomorphic to a surface such
that every boundary component of X is a piecewise geodesic curve, and let ε > 0.
Then X may be covered by a locally finite collection of non-overlapping triangles
(Ti)i∈I such that the following hold for each i ∈ I.
(i) The triangle Ti is convex relative to its boundary.
(ii) The diameter of Ti is at most ε.
(iii) The triangle Ti is non-degenerate.
(iv) ∂Ti \ ∂X consists of transit points.
Here, a triangle T is called non-degenerate if the corresponding Euclidean com-
parison triangle is non-degenerate, or equivalently if all triangle inequalities for the
sides of T are strict. See Sections 2 and 3 for definitions of the other terms used
in the statement of Theorem 1.2. Both in our paper and in [2], the conclusion (iii)
that the triangles Ti are non-degenerate can be achieved a posteriori by showing
that any degenerate triangle is decomposable into non-degenerate triangles; see [2,
Lem. III.7, p.60] and Proposition 6.1 below. However, the proof of this fact in [2]
relies heavily on the assumption of bounded curvature, and hence an original argu-
ment is needed to obtain Proposition 6.1. This is the only step where the proof for
surfaces of bounded curvature turns out to be much simpler than the general case.
Note that Theorem 1.2 also applies to non-compact surfaces, and that in this case
a localized version of conclusion (ii) is possible. See Remark 5.5 below. The con-
clusion (iv) about transit points is not included in the statement of [2, Thm III.2],
although it is mentioned immediately after. This property is crucial for the proof of
the approximation theorem; compare [2, Thm. II.11, p.47], [2, p.65] and [25, p.86].
Finally, we remark that Theorem 1.2 can also be applied to prove approximation
theorems for metric surfaces that do not necessarily satisfy the bounded curvature
condition. This will be discussed in a forthcoming article by the second author.
1.2. Organization and outline of proof. We first recall in Section 2 the basic
notions required from metric geometry. Convexity relative to the boundary and its
role in the proof of our main result are discussed in Section 3. In Section 4, we
discuss the methods needed for handling superfluous intersections. We then prove
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Theorem 1.2 in Section 5, with the exception of the non-degeneracy conclusion (iii).
Finally, in Section 6, we verify that one can further subdivide a triangulation so
that the non-degeneracy conclusion is satisfied.
The proof of Theorem 1.2 consists of several steps. First, a relatively simple
argument, given in Section 5.1, shows that X is covered by polygons of small
diameter. Next, in Section 5.2, we improve this to a cover by polygons having
both small diameter and small perimeter. This is the main step where our proof
differs from, and simplifies, the classical proof for surfaces of bounded curvature.
In Section 5.3, we use an argument from [2] to find a cover by small polygons that
are also absolutely convex. The main remaining difficulty is to show that one can
pass to a cover by polygons that are also non-overlapping. In [2], this is achieved
by Lemma III.6. The proof of this lemma, unfortunately, is not correct. As a
replacement, we use two intermediate steps. First, in Section 5.4, we show that we
can pass to a cover by boundary-convex polygons such that the boundary edges
form a locally finite graph. We then show in Section 5.5 that, from such a cover, we
may pass to one that consists of non-overlapping boundary-convex polygons. As a
final step, it suffices to show that every boundary-convex polygon may be cut into
finitely many non-overlapping boundary-convex triangles. This relatively simple
argument is provided in Section 5.6.
Acknowledgments. We thank Alexander Lytchak for encouraging us to work on
this topic and for his great support. We also thank François Fillastre, Mikhail
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2. Preliminaries
2.1. Metric geometry. We first review the relevant definitions from metric geom-
etry. Let (X, d) be a metric space. For each pair of subsets A,B ⊂ X and x ∈ X ,
let d(A,B) = infa∈A,b∈B d(a, b) and d(x,A) = d({x}, A). The diameter of A is
defined by diam(A) = supa,a′∈A d(a, a
′). A family (Ai)i∈I of subsets of X is locally
finite if every compact set K ⊂ X intersects at most finitely many of the sets Ai.
A curve is a continuous map γ : I → X , where I ⊂ R is an interval. We denote
the image of the curve γ by |γ|. A curve γ : I → X is compact if I is compact.
A compact curve γ is closed if both its endpoints coincide and simple if it does
not have self-intersections, except possibly coinciding endpoints. A simple closed
curve is called a Jordan curve. The length of a curve γ is denoted by ℓ(γ). The
concatenation of two curves γ1, γ2 is denoted by γ1 ∗ γ2. The reverse of the curve
γ is denoted by γ̄.
The metric space X is a length space if d(x, y) = infγ ℓ(γ) for all x, y ∈ X , where
the infimum is taken over all compact curves γ joining x to y. The space X is a
geodesic space if additionally this infimum is attained for all pairs of points x, y.
A compact curve is a geodesic if its length equals the distance between its end-
points. A compact curve is piecewise geodesic if it is the concatenation of finitely
many geodesics. A non-compact curve is piecewise geodesic if its restriction to each
compact interval is piecewise geodesic.
A surface is a topological 2-manifold with boundary. A surface is closed if it is
compact and its boundary is empty. We recall that the boundary of a 2-manifold
is a possibly disconnected 1-manifold, hence the countable union of disjoint curves
each homeomorphic to either the circle or the real line.
A point p ∈ X is called a transit point if there is a geodesic passing through p
within X . The following simple observation shows that such points are abundant
in the setting of Theorem 1.2.
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Lemma 2.1 (cf. [25], p.80). Let X be as in Theorem 1.2. Then transit points
are dense in X. More generally, transit points are dense within any simple curve
γ ⊂ X.
Note that, for the latter conclusion to hold, it is important that X be a surface
with ∂X composed of piecewise geodesic curves. We remark that transit points do
not play any role in the proof of Theorem 1.1. Thus a reader who is not interested
in conclusion (iv) of Theorem 1.2 may ignore all statements about transit points
throughout the paper.
2.2. Disks and polygons. Throughout this section, let X be as in Theorem 1.2.
That is, X is a length space homeomorphic to a surface such that every component
of ∂X is piecewise geodesic. A set U ⊂ X is a neighbourhood of x ∈ X if x lies
in the topological interior of U within X , and a disk if U is homeomorphic to a
closed ball in R2. If U is a disk, then we denote by ∂U its boundary as a manifold,
rather than its topological boundary within X , and by U◦ its interior as a manifold.
In particular, if x ∈ ∂X , then for every disk neighborhood U of x we have that
x ∈ ∂U . A family (Ui)i∈I of disks is non-overlapping if U◦i ∩U
◦
j = ∅ for all distinct
i, j ∈ I.
If U is a disk then, after fixing an orientation on U , to every p ∈ U and every
closed curve c in U \ {p} we can associate its winding number w(c, p) ∈ Z. The
winding number is characterized, up to sign, by the following properties:
• If c is simple and non-contractible in U \ {p}, then |w(c, p)| = 1.
• The winding numbers of two curves agree precisely when they are homo-
topic within U \ {p}.
• The winding number is additive with respect to composition of closed
curves.
We further observe that the winding number w(c, p) is continuous as a function
of c with respect to uniform convergence. We say that c winds around p if c is
non-contractible in U \{p} or, equivalently, if w(c, p) 6= 0. We also say that c winds
around the set A ⊂ U \ |c| if c winds around every x ∈ A.
A polygon is a disk P ⊂ X with piecewise geodesic boundary ∂P , together with
a representation of ∂P as a piecewise geodesic curve e1 ∗ · · · ∗ en. Each geodesic
ei is called an edge of P , and each initial point of an edge is called a vertex. If
ei ∗ ei+1 is a geodesic for some i ∈ {1, . . . , n} (taking en+1 = e1), then ei and
ei+1 can be consolidated into a single edge ẽi, thus forming a new polygon with
n − 1 edges. A polygon is reduced if no such consolidation is possible. For any
polygon P , repeating this process of consolidation gives a reduced polygon. A
polygon is a triangle if it has at most 3 vertices and a bigon if it has exactly 2
vertices. A triangle is called degenerate if it can be reduced to a bigon. Note that
whether a triangle T is degenerate or not depends not only on T as a set but also on
the choice of boundary geodesics. For example, let T be the square [0, 1]2 equipped
with the ℓ1-metric. Taking {(0, 0), (1, 1)} as the vertex set gives a representation
of T as a bigon, while {(1/2, 0), (0, 1/2), (1, 1)} gives a representation of T as a
non-degenerate triangle.
3. Boundary convexity
Throughout this section, let X be as in Theorem 1.2. That is, X is a length
space homeomorphic to a surface such that every component of ∂X is piecewise
geodesic. A set K ⊂ X is convex if for every x, y ∈ K some geodesic from x to y is
contained in K, and completely convex if for every x, y ∈ K every geodesic from x
to y is contained in K. The following convexity property plays a fundamental role
in the proof of Theorem 1.1.
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Definition 3.1. A disk K ⊂ X is convex relative to its boundary or boundary
convex if there is a disk U containing K such that the following hold:
(1) d(K, ∂U \ ∂X) > 4 · ℓ(∂K),
(2) diam(U) ≤ diam(X)/3, and
(3) for every subarc γ of ∂K and every curve η in U \K◦ that is path homotopic
to γ within U \K◦, one has ℓ(γ) ≤ ℓ(η).
In the situation of Definition 3.1, we also say that K is boundary convex with
respect to U . It is easy to see that boundary convexity implies convexity. Finally,
the disk K is absolutely convex if it is boundary convex and completely convex.
Note that boundary convexity is called “bounded convexity” in [25]. Our defi-
nition is slightly more restrictive than the ones given on p. 48 of [2] and on p. 80
of [25]. The main difference is that we have added condition (2). This ensures that
if U1 and U2 are both ambient disks satisfying conditions (1) and (2) for a given
disk K, then condition (3) holds for U1 if and only if it holds for U2. Condition (1)
alone does not suffice to guarantee this independence, because without (2) a curve
η ⊂ U1 ∩ U2 may homotope to different subarcs of ∂K in the respective ambient
disks U1 and U2. This unpleasant behavior can also be avoided by assuming that
X is not homeomorphic to S2.
The proof of Theorem 1.1 depends in an essential way on boundary convexity, as
opposed to convexity or complete convexity. The reason is that boundary convexity
is preserved by certain operations of both intersection and subdivision. This is the
content of the next two lemmas.
Lemma 3.2. Let K1 and K2 be boundary-convex disks. If W is the closure of a
connected component of the interior of K1∩K2, then W is a boundary-convex disk.
Note that Lemma 3.2 fails when boundary convexity is replaced by mere con-
vexity. This intersection property does not appear explicitly in [2], but we need it
to work around Lemma III.6 in [2]. See Section 5.5 below.
Proof. Let W be the closure of a connected component of the interior of K1 ∩K2,
and let U1, U2 denote the ambient disk neighborhoods of K1,K2, respectively, as in
Definition 3.1. We assume without loss of generality that ℓ(∂K1) ≥ ℓ(∂K2). Then
∂K2 ⊂ U1 ∩ U2. Note that, by condition (2), whenever c ⊂ U1 ∩ U2 is a Jordan
curve, then the disk bounded by c within U1 is the same as the disk bounded
by c within U2. Compare also the discussion after Definition 3.1. Applying this
observation to ∂K2, we conclude that K2 ⊂ U1.
Note that W is also the closure of some complementary component of ∂K1∪∂K2
in U1. Since ∂K1 and ∂K2 have more than one point in common, Kerékjártó’s
theorem (see e.g. [21, p.168]) implies that W is a disk.
It remains to show that W is boundary convex with respect to U1. Certainly
condition (2) is satisfied. Assume that condition (3) fails. Then there are a subarc γ̃
of ∂W and a curve η̃ ⊂ U1 \W ◦ that are path homotopic within U1 \W ◦ and such
that ℓ(η̃) < ℓ(γ̃). By the Arzelà–Ascoli theorem, lower semicontinuity of length
and continuity of the winding number, we may assume that η̃ is shortest among all
curves that are path homotopic to γ̃ within U1 \W ◦. By the boundary convexity
of K1 with respect to U1, we may assume that |η̃| ⊂ K1. There must be subcurve η
of η̃ such that η intersects ∂W only in its endpoints and ℓ(η) < ℓ(γ), where γ is the
subarc of ∂W that is path homotopic to η within U1 \W ◦. Otherwise, η̃ would be
path homotopic within U1 \W
◦ to a curve ν̃ that is contained in ∂W and satisfies
ℓ(ν̃) ≤ ℓ(η̃). This would be a contradiction since then |γ̃| ⊂ |ν̃| and hence
ℓ(γ̃) = H1(|γ̃|) ≤ H1(|ν̃|) ≤ ℓ(ν̃) ≤ ℓ(η̃).
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Note that γ must be contained in ∂K2. Thus, if η intersected the entire polygon
K2 only at its endpoints, then we could apply the boundary convexity of K2 to
derive that γ is a geodesic and hence obtain a contradiction. However, since this
might a priori not be true, we must work harder.
First, we claim that η is simple. To verify this, note that both endpoints of η lie
on a simple arc A ⊂ K1∩∂K2∩∂W that contains |γ| and separates |η|\A from W ◦
within K1. Thus, if η had a self-intersection, then we could shorten η by deleting
some subcurve of it. Note that A would still separate the resulting curve from W ◦
within K1 and thus this curve must also be path homotopic to γ within U1 \W ◦.
This would contradict the length minimality of η. Let c = η ∗ γ̄ and denote by O
the complementary component of |η| ∪ ∂K1 ∪ ∂K2 that is adjacent to γ and differs
from W . Note that |c| ⊂ U1 \ O and c winds around O within U1. Denote by
(ηi)i∈I the closures of the connected components of |η| \K2, and for each i denote
by γi the respective subarc of ∂K2 which is path homotopic to ηi within U1 \K◦2 .
Note that, again by condition (2), γi is also path homotopic to ηi within U2 \K◦2 ,
and hence we conclude by the boundary convexity of K2 that ℓ(γi) ≤ ℓ(ηi). This
in turn implies that each γi is path homotopic to ηi within U1 \ O, for otherwise
|γ| ⊂ |γi| and hence
ℓ(γ) ≤ ℓ(γi) ≤ ℓ(ηi) ≤ ℓ(η).
Thus the curve ĉ obtained by replacing in c each ηi with γi is path homotopic to
c within U1 \ O. However, |ĉ| is contained in K2, and hence we conclude that c is
contractible in U1 \ O. This gives a contradiction, since we had initially observed
that c winds around O within U1.
Finally, we verify condition (1). It suffices to show that ℓ(∂W ) ≤ ℓ(∂K2), since
then
d(W,∂U1 \ ∂X) ≥ d(K1, ∂U1 \ ∂X) > 4 · ℓ(∂K1) ≥ 4 · ℓ(∂K2) ≥ ℓ(∂W ).
To this end, let (αi)i∈I be the countable family of closures of the connected com-
ponents of ∂W \ ∂K2. Then each αi is a subarc of ∂K1 and contained in K2 and
intersects ∂K2 precisely at its endpoints. Let βi be the subarc of ∂K2 which is
path homotopic to αi within U1 \ W ◦. By condition (3), we have ℓ(αi) ≤ ℓ(βi).
Note that distinct βi and βj can intersect at most in their endpoints and that βi
intersects ∂W only in its endpoints. We conclude that ℓ(∂W ) ≤ ℓ(∂K2). 
Lemma 3.3. Let P ⊂ X be a boundary-convex polygon and γ a geodesic in X with
endpoints in X \ P ◦. If Q is the closure of some connected component of P \ |γ|,
then Q is a boundary-convex polygon. Furthermore, ∂Q \ ∂P consists of transit
points.
See [2, Lem. III.2, p.49] for a slightly weaker result. Note that Lemma 3.3
holds when boundary convexity is replaced by convexity, but not when replaced by
complete convexity.
Proof. Let U be an ambient disk such that P is boundary convex with respect to U .
Since otherwise the claim is obvious, we may assume that Q 6= P and, by possibly
deleting initial and terminal subcurves, that γ has endpoints in ∂P . Notice that
Q still appears as the closure of some complementary component when replacing
all portions of γ that lie outside P by the respective homotopic subcurves of ∂P .
Hence, by the boundary convexity of P , we may assume that |γ| ⊂ P . Then Q is
a polygon with boundary comprised of a subarc η of ∂P and a subcurve α of γ.
We show that Q is boundary convex with respect to U . Clearly Condition (2) is
satisfied. That α is a geodesic implies Condition (1), since
d(Q, ∂U \ ∂X) ≥ d(P, ∂U \ ∂X) > 4 · ℓ(∂P ) ≥ 4 · (ℓ(α) + ℓ(η)) = 4 · ℓ(∂Q).







To check condition (3), let c be a simple subcurve of ∂Q and ν be a simple curve
in U \Q◦ that is path homotopic to c within U \Q◦. By the boundary convexity
of P , we may find a curve ν1 ⊂ P \Q◦ that is path homotopic to ν within U \Q◦
and satisfies ℓ(ν1) ≤ ℓ(ν). The closure of each connected component of ν1 \ Q is
moreover path homotopic within U \Q◦ to some subarc of the geodesic α. Thus, we
may find a curve ν2 in ∂Q that is path homotopic to ν1 within U \Q◦ and satisfies
ℓ(ν2) ≤ ℓ(ν1). Since c and ν2 are homotopic within U \Q◦, both contained in ∂Q
and c is simple, we must have that |c| ⊂ |ν2|. Then
ℓ(c) = H1(|c|) ≤ H1(|ν2|) ≤ ℓ(ν2) ≤ ℓ(ν1) ≤ ℓ(ν).
We conclude that Q is boundary convex with respect to U . 
4. Superfluous intersections of geodesics
Let X be as in the statement of Theorem 1.2. That is, X is a length space
homeomorphic to a surface such that every component of ∂X is piecewise geodesic.
A family (γi)i∈I of geodesics in X does not have superfluous intersections if for
every i, j ∈ I the intersection |γi| ∩ |γj | is connected. Similarly, we say that an
additional geodesic γ does not have superfluous intersections with (γi)i∈I if for
every i ∈ I the intersection |γ| ∩ |γi| is connected. It is claimed on p. 51 of [2] and
p. 79 of [25] that, given points x, y ∈ X and a finite system of geodesics (γi)ki=1 that
does not have superfluous intersections, then one can always find a geodesic joining
x to y that does not have superfluous intersections with (γi)
k
i=1. This claimed
observation is frequently used in [2]. However, it turns out to be false in general.
As a counterexample, consider a surface X containing geodesics γ1, . . . , γ4 that
intersect as pictured in Figure 1, with the property that any geodesic connecting
the pictured points x and y is contained in |γ1| ∪ · · · ∪ |γ4|. Then one can check
that Γ = (γ)4i=1 does not have superfluous intersections, but any geodesic from x
to y must have superfluous intersections with Γ.
To overcome this complication, we prove two weaker results. The first is the
following.
Lemma 4.1. Let P ⊂ X be a polygon with edges (e1, . . . , en), where n ≥ 3, and let
p0, p1, p2 ∈ P . Assume further that P is contained in a disk U with d(P, ∂U \∂X) >
diam(P ). Then there is a geodesic γ1 from p0 to p1 that does not have superfluous
intersections with (e1, . . . , en). In addition, for any such γ1, there is a geodesic γ2
from p0 to p2 that does not have superfluous intersections with (e1, . . . , en, γ1).
Note that the respective result for three geodesics emanating from p0 fails by a
counterexample similar to the construction in Figure 1.
Proof. Since U is compact and d(P, ∂U \ ∂X) > diam(P ), the points p0 and p1
are joined by some geodesic η0. Now we inductively construct geodesics ηi from p0
to p1 so that ηi does not have superfluous intersections with (e1, . . . , ei). The first
part of the claim then follows by setting γ1 = ηn. Assume that such ηi has been
constructed for some 0 ≤ i ≤ n− 1. If ηi does not intersect ei+1, we set ηi+1 = ηi.
Otherwise, let l be the first point of intersection of ηi and ei+1, and r be the last
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one. Now ηi+1 is obtained from ηi by replacing the portion of ηi between l and r by
the respective one of ei+1. Clearly |ηi+1| ∩ |ei+1| is connected. Furthermore, since
n ≥ 3, we have for j ≤ i that |ej| ∩ |ηi+1| is either empty or equal to |ej | ∩ |ηi|, and
hence connected.
Now fix a geodesic γ1 of the described type. The previous argument also pro-
vides us with a geodesic η̃ from p0 to p2 not having superfluous intersections with
(e1, . . . , en). Let q be the last point of intersection of η̃ and γ1. If q = p2, we may
choose γ2 as a subcurve of γ1, and, if q = p0, we may set γ2 = η̃. Otherwise, let η be
the geodesic which is obtained from η̃ upon replacing the portion of η̃ between p0
and q with the respective portion of γ1. By reparametrizing, we may assume that
η is parametrized on the interval [0, 2] so that η(0) = p0, η(1) = q and η(2) = p2.
If η does not have superfluous intersections with (e1, . . . , en, γ1) then we may set
γ2 = η. Otherwise, since η does not have superfluous intersections with γ1 and the
restrictions of η to [0, 1] and to [1, 2] respectively do not have superfluous intersec-
tions with (e1, . . . , en), there must exist s < 1 and t > 1 such that η(s) and η(t) lie
on a common edge ei with q /∈ |ei|. We may choose s as the minimal one for which
such t and edge ei exists and choose t maximal for the given value s. The curve γ2
is obtained from η by replacing η|[s,t] with the respective portion of ei. It remains
to show that γ2 does not have superfluous intersections with (e1, . . . , en, γ1).
First of all, since |γ1 ∩ η| = η([0, 1]), we have
(1) γ2([0, s]) ⊂ |γ2| ∩ |γ1| ⊂ γ2([0, t]).
However, γ2([s, t]) is a subgeodesic of ei and hence, since γ1 does not have super-
fluous intersections with ei, it follows that γ2([s, t]) ∩ |γ1| is connected and hence,
by (1), that so is |γ2| ∩ |γ1|. Next, we have by the minimal and maximal choice of
s and t that |γ2| ∩ |ei| = γ2([s, t]) and hence that |γ2| ∩ |ei| is connected. Finally,
let j 6= i. Since the edges of P only intersect in their endpoints we must have
|ej | ∩ |γ2| ⊂ |γ2| \ γ2((s, t)). However, by the maximal and minimal choice of s
and t, we must indeed have that |ej | ∩ |γ2| is either contained in γ2([0, s]) or in
γ2([t, 1]). Since the restrictions of γ2 to these subintervals do not have superfluous
intersections with ej, it follows also that |ej | ∩ |γ2| is connected. 
Remark 4.2. The conclusion of Lemma 4.1 is false whenever n = 2 and p0, p1 are
the two vertices of P . Nevertheless, the proof also shows that the result remains
true for bigons P if we additionally require that none of the points p0, p1, p2 is a
vertex point of P .
In many situations, it is not necessary to achieve that |γi|∩|γj| is connected, but it
suffices that the intersection |γi|∩|γj | has finitely many connected components. We
say that a system Γ = (γi)
k
i=1 of geodesics is a finite graph if |Γ| := |γ1|∪· · ·∪|γk| is
a finite topological graph when endowed with the subspace topology. Equivalently,
(γi)
k
i=1 is a finite graph if |γi| ∩ |γj | has only finitely many connected components
for every 1 ≤ i, j ≤ k.
Lemma 4.3. Let Γ = (ηi)
k
i=1 be a finite graph and γ
∗ an additional geodesic in X.
Then there is a geodesic γ satisfying the following:
(i) γ has the same endpoints as γ∗,
(ii) γ ∪ Γ is a finite graph, and
(iii) every connected component of |γ| \ |γ∗| is contained in the image of some
geodesic ηi ∈ Γ.
Proof. We prove the claim by induction on k. For the base case k = 0, we simply
set γ = γ∗. So assume the claim of the lemma holds for all finite graphs comprising
at most k− 1 geodesics. Now let Γ = (ηi)ki=1 be a finite graph and set Γ̂ = (ηi)
k−1
i=1 .
By the induction assumption, we can find a geodesic γ̂ with the same endpoints
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as γ∗ such that γ̂ ∪ Γ̂ is a finite graph and each connected component of |γ̂| \ |γ∗|
is contained in the image a single geodesic ηi ∈ Γ̂.
If |γ̂|∩|ηk| has only finitely many connected components, then we may simply set
γ = γ̂. So assume otherwise. Then, since ηk∪Γ̂ and γ̂∪Γ̂ are finite graphs, all except
finitely many of these connected components are contained in |γ̂|\|Γ̂| ⊂ |γ∗|. Let l be
the first point in |γ̂|∩|γ∗|∩|ηk| and r be the last one. Let γ be the geodesic obtained
from γ̂ upon replacing the portion between l and r by the respective portion of ηk.
Then γ has the same endpoints as γ̂, and hence also as γ∗. The intersection of
γ with each ηi ∈ Γ has only finitely many connected components, since γ is the
composition of three curves, each having this property. In particular γ∪Γ is a finite
graph. Finally, each connected component of |γ| \ |γ∗| is either contained in |ηk|,
or is equal to a connected component of |γ̂| \ |γ∗| and thus contained in the image
of a single geodesic ηi ∈ Γ̂ ⊂ Γ. 
5. Proof of the main theorem
We now proceed with the proof of Theorem 1.2, with the exception of the non-
degeneracy conclusion (iii), which is postponed until Section 6. Throughout this
section, let X be as in Theorem 1.2. That is, X is a length surface with ∂X
composed of piecewise geodesic curves.
5.1. Covering by polygons of small diameter. We begin by showing that X
may be covered by polygons having arbitrarily small diameter.
Lemma 5.1 (cf. [2], Lem. III.3, p.51). Let x ∈ X and ε > 0. Then there is a
polygonal neighbourhood P of x such that diam(P ) ≤ ε and ∂P \ {x} consists of
transit points.
The idea of the proof is the following. We take a small disk neighbourhood V
of x and then choose a sufficiently fine finite set of points in ∂V . Connecting each
consecutive pair of these points by a geodesic gives a piecewise geodesic curve γ.
If γ is a Jordan curve, then P is the disk bounded by γ. In general, however, we
must carefully delete some portions of γ to turn it into a Jordan curve.
Proof. Let U be a disk neighbourhood of x such that diam(U) ≤ ε and U ∩ ∂X
contains no vertices of ∂X except for possibly x itself. Let V ⊂ U be a disk
neighbourhood of x such that d(V, ∂U \ ∂X) > 0.
Choose some δ satisfying 0 < δ < d(V, ∂U \ ∂X), to be determined later. Now
take a finite collection of distinct points {yj}mj=0 ⊂ ∂V , labelled in cyclic order, such
that m ≥ 2 and diam(|ηj |) < δ for all j, where ηj denotes the arc of ∂V between yj
and yj+1. Furthermore, if x ∈ ∂X , we assume that y0 = x. Applying Lemma 2.1,
by perturbing the points if needed, we can choose each yj, except for possibly x, to
be a transit point. Connect each yj to yj+1 by a geodesic ej . Such ej exists and is
contained in U since d(yj , yj+1) < d(V, ∂U \ ∂X). Whenever |ηj | ⊂ ∂X , then ηj is
a geodesic and we choose ej = ηj . Let γ = e0 ∗ · · · ∗ em. Then γ defines a closed
piecewise geodesic curve that is contained in U and such that |γ| \ {x} consists
of transit points. By Lemma 4.3, we may furthermore assume that |γ| is a finite
topological graph.
We now consider two cases. First, suppose that x ∈ X \ ∂X . In this case, set
µ = 1/2 · d(x, ∂V ) > 0. As noted in the proof of [22, Lemma 9.4], we may choose
0 < δ < µ such that a subset of U of diameter at most δ cannot separate a subset
of U of diameter at least µ from the boundary curve ∂U . Otherwise, we would
be able to find a sequence of such subsets converging to a point that separates a
non-empty subset of U from ∂U . This contradicts the fact that U is a disk.
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For each j ∈ {0, . . . ,m}, set cj = ej ∗ ηj . Then diam(|cj |) ≤ δ and hence, since
d(x, |cj |) ≥ d(x, ∂V )− diam(|ηj |) ≥ 2µ− δ > µ,
the curve |cj | cannot separate x from ∂U . Thus ηj is path homotopic to ej within
U \ {x}, and hence ∂V is path homotopic to γ within U \ {x}. In particular, |γ|
must separate x from ∂U . Since |γ| is a finite topological graph, there is a Jordan
curve γ̂ with |γ̂| ⊂ |γ| also separating x from ∂U ; see e.g. [27, Theorem IV.6.7].
The curve γ̂ must be piecewise geodesic curve as well. The claim follows by taking
P ⊂ U to be the disk bounded by γ̂.
Next, suppose that x ∈ ∂X . Denote by ν the connected component of ∂V ∩ ∂X
that contains x. In this case, let δ < d(x, ∂V \ν). Then each curve ej is either equal
to ηj , or cannot pass through x. Hence the curve γ passes through x exactly once.
Furthermore, note that e0 = η0 and em = ηm. Again, by [27, Theorem IV.6.7] we
may find a piecewise geodesic Jordan curve γ̂ such that |γ̂| ⊂ |γ| and |γ̂| contains
a neighbourhood of x within ∂X . The claim follows by taking P ⊂ U to be the
polygon corresponding to γ̂. 
5.2. Covering by polygons of small perimeter. The next step is to coverX by
polygons that have not only small diameter but also small perimeter. In the original
proof of Alexandrov–Zalgaller for surfaces of bounded curvature, this is deduced
from the fact that every point in such a surface has a polygonal neighbourhood of
small perimeter; see [2, Lem. III.5, p.53] or [25, Lem. 6.3.3]. However, as noted
in [2] and [25], this fact does not generalize to arbitrary metric surfaces. One
possible counterexample is to take X to be the quotient metric space obtained
from the cylinder S1 × [0, 1] by collapsing one of its boundary circles to a single
point. Instead, we show the following lemma, which is the main novel ingredient of
our proof.
Lemma 5.2. Let x ∈ X and ε > 0. Then there is a neighbourhood U of x such that
diam(U) ≤ ε and U = T1 ∪ · · · ∪ Tn where each Ti is a triangle such that ∂Ti \ ∂X
consists of transit points.
Note that each triangle Ti has perimeter at most 3ε and that we do not require
the triangles to be non-overlapping.
Proof. Let V be a disk neighbourhood of x such that diam(V ) ≤ ε. By Lemma 5.1,
there exists a polygonal neighbourhood P of x such that diam(P ) < d(P, ∂V \ ∂X)
and ∂P \ {x} consists of transit points. Note that x ∈ ∂P only when x ∈ ∂X . Let
∂P = e0 ∗ · · ·∗en+1 be a representation of ∂P as a piecewise geodesic curve, and let
v0, . . . , vn+1 be the corresponding vertices of P , where vi is the initial point of ei.
By iterated application of Lemma 4.1, we may choose for each i = 1, . . . , n + 1 a
geodesic γi from v0 to vi such that (e0, . . . , en+1, γi, γi+1) does not have superfluous
intersections whenever i ≤ n. Note that necessarily γ1 = e0 and γn+1 = en+1.
For each i = 1, . . . , n, set ci = γi ∗ ei ∗ γ̄i+1. Thus the image of ci comprises
three geodesics whose complement in V consists of an outer component containing
∂V \ ∂X and at most one inner component. All possible topological types of the
closed curve ci are shown in Figure 2; see also Figure 17 on page 51 of [2]. If |ci|
bounds an inner component, let Ti ⊂ V be the triangle bounded by the Jordan
curve obtained by deleting the inward- and outward-pointing ends of ci when such
exist. Otherwise, we set Ti = ∅. We now set U = T1 ∪ · · · ∪ Tn. Note that
diam(U) ≤ ε, since U ⊂ V .
It remains to check that U is a neighbourhood of x. To do so, it suffices to show
that P ⊂ U . Let O = P ◦ \
⋃n+1
i=1 |γi|. Then O is a dense subset of P . Since the
triangles are compact, the claim reduces to proving that O ⊂ T1 ∪ · · · ∪ Tn. To
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Figure 2
this end, consider a point y ∈ O. First, observe that ∂P winds around y within U .
However, ∂P = e0 ∗ · · · ∗ en+1 is path homotopic to
e0 ∗ e1 ∗ γ̄2 ∗ γ2 ∗ e2 ∗ γ̄3 ∗ γ3 ∗ e3 ∗ · · · ∗ en−1 ∗ γ̄n ∗ γn ∗ en ∗ en+1
within V \ {y}, which is in turn equal to c1 ∗ · · · ∗ cn. Thus, by additivity of the
winding number, there must be some i such that ci winds around y within U . This
implies that y ∈ Ti. 
Note that, even for surfaces of bounded curvature, the proof of Lemma 5.2 is
shorter and conceptually simpler than that of [2, Lem. III.5, p.53].
5.3. Covering by absolutely convex polygons. At this point, Lemma 5.2 gives
a cover of X by polygons of small perimeter. In this section, we improve this to a
cover by absolutely convex polygons.
Proposition 5.3. Let ε > 0. Then X may be covered by a locally finite collection
of absolutely convex polygons (Pi)i∈I such that diam(Pi) ≤ ε and ∂Pi \∂X consists
of transit points for each i ∈ I.
The proof relies on Lemma 5.2 and the following lemma.
Lemma 5.4 (cf. [2], Lemma III.4, p.51). Let x ∈ X and ε > 0. Then there is δ > 0
such that any polygon P with x ∈ P and ℓ(∂P ) ≤ δ is contained in an absolutely
convex polygon Q such that diam(Q) ≤ ε and ∂Q \ ∂P consists of transit points.
The idea of the proof is to take Q to be a polygon of least perimeter among all
polygons containing P and contained in some fixed ambient disk U . This guarantees
the boundary convexity of Q. Complete convexity is achieved by taking, among all
polygons of least perimeter, the maximal one with respect to set inclusion.
Proof of Lemma 5.4. We assume without loss of generality that ε ≤ diam(X)/3.
Let U be a disk neighbourhood of x such that diam(U) ≤ ε and set
ζ = d(x, ∂U \ ∂X)/5 > 0.
Let 0 < δ < ζ be such that any Jordan curve c in U of length at most δ which
either winds around or passes through x is contained in B(x, ζ). Such a value δ must
exist, since otherwise there would be a point separating B(x, ζ/2) from ∂U \ ∂X .
Compare also the respective step in the proof of Lemma 5.1.
Now let P be a polygon with x ∈ P and ℓ(∂P ) ≤ δ. By the Arzelà–Ascoli
theorem, lower semicontinuity of length and continuity of the winding number,
there exists a closed curve c that is shortest among all curves that wind around P ◦
within U . Denote by C the collection of all such shortest curves c. By the additivity
of the winding number, every c ∈ C must be a Jordan curve, and we denote its
enclosed disk within U by Qc. Then Qc ⊂ U is a disk which contains P .
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Next, we show that Qc is boundary convex with respect to U . Certainly U is of
diameter at most diam(X)/3. Furthermore, since ℓ(∂Qc) ≤ δ, we have that ∂Qc is
contained in B(x, ζ) and hence that
(2) d(Qc, ∂U \ ∂X) ≥ d(x, ∂U \ ∂X)− ζ = 4ζ > 4δ ≥ 4 · ℓ(∂P ) ≥ 4 · ℓ(∂Qc).
Now let γ be a proper subcurve of c and η ⊂ U \Q◦c be a simple curve which is path
homotopic to γ within U \ Q◦c . Then we must have that ℓ(γ) ≤ ℓ(η). Otherwise,
the curve obtained from c when replacing γ with η would be shorter than c and
non-contractible within U \P ◦. This would contradict to the assumption that c ∈ C.
We conclude that Qc is boundary convex with respect to U .
We claim that every c ∈ C is piecewise geodesic and hence that the corresponding
disk Qc is a polygon. Since c is a compact curve, it suffices to show that c is
locally piecewise geodesic. By symmetry, we may furthermore assume that c is
parametrized by arc length on the interval [−l, l] and only show that c is locally
piecewise geodesic at 0. First, assume that c(0) ∈ U \ ∂P . In this case, the




·min{d(c(0), ∂P ), d(c(0), ∂U \ ∂X), l} > 0.
Otherwise since every geodesic from c(−µ) to c(µ) must be contained in U \P ◦, we
could shorten c within the admissible class by replacing one of the arcs of c by the
geodesic. Next, if c(0) ∈ ∂P , then let ν be the union of the (at most two) edges of





·min{d(c(0), ∂P \ ν), d(c(0), ∂U \ ∂X), l} > 0.
Namely, by our choice of µ, every geodesic γ from c(0) to c(−µ) (respectively,
to c(µ)) is contained in U and can intersect ∂P only in ν. Thus, by replacing a
subcurve of γ with a subarc of P , we can also find a geodesic η from c(0) to c(−µ)
(respectively, to c(µ)) which is contained in U \ P ◦. Now, if the restriction of c
to [−µ, 0] (respectively, to [0, µ]) were not a geodesic, then we could, as before,
shorten c within the admissible class by replacing one of its arcs with η. Note that
our argument also shows that ∂Qc \ ∂P consists of transit points.
It remains to show that we can find c ∈ C such that Qc is completely convex. We
find such a curve c as an application of Zorn’s lemma. To do this, we introduce the
partial ordering  on C defined by c1  c2 whenever Q◦c1 ⊂ Q
◦
c2
. To apply Zorn’s
lemma, we must show that every chain C ⊂ C has an upper bound. Since X is a
second countable space, we may assume that C = (ci)
∞
i=1 with c1  c2  c3  · · · ;
see e.g. [20, Thm. 30.3]. Then, by the Arzelà–Ascoli theorem, lower semicontinuity
of length and continuity of the winding number, the sequence (ci)
∞
i=1 subconverges
to some c ∈ C, which must certainly be an upper bound for C with respect to .
We conclude by Zorn’s lemma that there is a maximal element cm ∈ C with respect
to . We claim that Q = Qcm is completely convex. Otherwise, there would be
a geodesic γ with endpoints in Q which is not entirely contained in Q. By (2),
we would have |γ| ⊂ U and, by passing to a subgeodesic, we could assume that γ
intersects Q only in its endpoints. However, then we could enlarge Q by replacing
one of the arcs of ∂Q with γ. This would contradict the maximality of cm. 
Proof of Proposition 5.3. We first assume that X is compact. For each x ∈ X ,
choose δx > 0 as in Lemma 5.4 according to x and ε. By Lemma 5.2, there is a
neighbourhood Vx of x such that diam(Vx) ≤ δx/3 and Vx = T 1x ∪ · · · ∪ T
nx
x , where
the T ix are triangles such that ∂T
i
x \∂X consists of transit points. By deleting some
of the triangles if necessary, we may assume that each T ix contains x. Then, by
Lemma 5.4, each triangle T ix is contained in an absolutely convex polygon P
i
x such








that diam(P ix) ≤ ε and ∂P
i
x \ ∂X consists of transit points. Since X is compact
and the interiors of the neighbourhoods Vx cover X , by choosing a subcollection of
the P ix, we find our desired finite cover (Pi)
k
i=1.
If X is non-compact, then we find a sequence (Ωj)
∞
j=1 of relatively compact open
sets such that X =
⋃∞
j=1 Ωj and Ωj ⊂ Ωj+1 for each j. For each x ∈ X , choose
0 < εx ≤ ε so that B(x, εx) ⊂ Ωj+1 \Ωj−2 whenever x ∈ Ωj \Ωj−1. Now, we choose
δx as in the compact case but according to εx instead of ε. As before, we choose




x. Now for each j, by choosing a subcollection of the P
i
x,




Ωj \ Ωj−1 ⊂ P
j
1 ∪ · · · ∪ P
j
kj
⊂⊂ Ωj+1 \ Ωj−2
and each P ji is of diameter at most ε and such that ∂P
j
i \ ∂X consists of transit
points. Then (P ji )j∈N,1≤i≤kj is locally finite and a cover of the desired type. 
Remark 5.5. When applying Theorem 1.2 to non-compact surfaces, it might be
helpful to have further control on the diameters of the triangles. Indeed, without
serious additional difficulties, one can replace (ii) by the following stronger conclu-
sion: Let (Ωj)
∞
j=1 be an exhaustion of X by relatively compact open sets as in the
preceeding proof and (εj)
∞
j=1 be a sequence of positive reals. Then every triangle Ti
that intersects X \Ωj has diameter at most εj. This is possible since the respective
diameter bound can be achieved in Proposition 5.3, and the latter steps will proceed
by subdividing this given cover.
5.4. Handling superfluous intersections. By Proposition 5.3, we are now able
to cover X by small absolutely convex polygons. Our next objective is to find a
cover by small non-overlapping boundary-convex polygons. The argument given
in [2] relies on a lemma stating that if P1, . . . , Pn are non-overlapping boundary-
convex polygons and Pn+1 is absolutely convex, then one can subdivide
⋃n+1
j=1 Pj
into finitely many non-overlapping boundary-convex polygons. This is found as
Lemma III.6 in [2]. If the initial polygons P1, . . . , Pn+1 do not have superfluous
intersections, then this claim is correct and the proof given in [2] applies. However,
if these polygons have superfluous intersections, the procedure given in the proof of
Lemma III.6 in [2] may not work, and it is not clear whether there exists a general
procedure that remedies this.
Figure 3a gives an example of a configuration consisting of a boundary-convex
polygon P1 and absolutely convex polygon P2 with edges intersecting in a Cantor set
for which the procedure in [2] does not apply. In Figure 3a, P1 cannot be enlarged
without potentially interfering with its boundary convexity. Note, however, that
in our situation we have the stronger property that each polygon Pi is absolutely
convex, not just boundary convex. This allows us to avoid configurations such as
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the one in Figure 3a. On the other hand, a configuration such as that in Figure 3b
is possible for absolutely convex polygons and must be accounted for in the proof.
These kinds of overlaps especially complicate the situation when attempting to
decompose the union of more than two absolutely convex polygons.
Our argument proceeds in two steps. The first is the following lemma. It allows
us to turn a cover by absolutely convex polygons into one by boundary-convex
polygons whose boundary edges form a locally finite topological graph.
Lemma 5.6. Let P be a locally finite family of absolutely convex polygons in X.








Q∈Q ∂Q is a locally finite topological graph,





P∈P ∂P consists of transit points.
The idea of the proof is to enumerate the edges of the polygons in P and in-
ductively replace them by means of Lemma 4.3 to obtain a locally finite graph.
Lemma 3.3 then guarantees that the arising polygons are boundary convex.
Proof. We first consider the case of a finite collection P = {P1, . . . , Pk} and prove
the statement by induction on k. The base case k = 1 is trivial. For the induction
step, assume that the statement of the lemma holds for all collections of at most k−1
polygons. Consider a collection P = {P1, . . . , Pk} of k polygons as in the statement
of the lemma. By the induction assumption, we may find a finite collection Q̂
of boundary-convex polygons satisfying properties (1)-(4) for P̂ = {P1, . . . , Pk−1}.
Denote by Ê the finite graph formed by the the edges of the polygons Q ∈ Q̂ and
fix a disk U such that Pk is absolutely convex with respect to U .
Denote by (ei)
m
i=1 the edges of Pk. Applying Lemma 4.3 for each i = 1, . . . ,m
we can find a new geodesic e∗i such that
(i) e∗i has the same endpoints as ei,
(ii) |Ê | ∪ |e∗i | is a finite topological graph, and
(iii) every connected component of |e∗i | \ |ei| is contained in the image of some
edge e ∈ Ê .
By the aboslute convexity of Pk, we must have |e∗i | ⊂ Pk. Furthermore, by condi-
tion (iii), the interiors of the edges e∗i and e
∗
j for i 6= j can only intersect within |Ê |.
Thus, it follows from condition (ii) that |Ê |∪|e∗1|∪· · ·∪|e
∗
m| is also a finite topological
graph.
Applying Lemma 3.3 inductively, it follows that the geodesics e∗1, . . . , e
∗
m subdi-
vide Pk into a family of non-overlapping boundary-convex polygons Q̃k such that⋃
Q∈Q̃k
∂Q \ ∂Pk consists of transit points. Let Qk be the subcollection of those
Q ∈ Q̃k which do not intersect ∂Pk \ (|e∗1| ∪ · · · ∪ |e
∗
m|). Note that Qk is finite since
|e∗1| ∪ · · · ∪ |e
∗
m| is a finite topological graph. Set Q = Q̂ ∪ Qk. It follows readily
that the properties (2)-(4) are satisfied for Q. Since
⋃
Q̂ = P1 ∪ · · · ∪ Pk−1 and⋃
Q̃k = Pk, to verify (1) it suffices to show that every Q ∈ Q̃k \ Qk is already
contained in some Pj with j < k.
To this end, let Q ∈ Q̃k \Qk. Then Q intersects |ei|\ |e∗i | for some 1 ≤ i ≤ m. By
Lemma 3.3, e∗i subdivides Pk into a family of nonverlapping polygons R. Certainly
there must be some R ∈ R with Q ⊂ R. The boundary of R is composed of a
subcurve of ei together with a connected component of |e∗i | \ |ei|, denoted by e
′
i. By
(iii), e′i is a subcurve of some edge of a polygon Q̂ ∈ Q̂, and hence, by property (3)
for Q̂, e′i is contained in some Pj with j < k. Since Pk and Pj are completely
convex, we have ∂R ⊂ Pk ∩ Pj . Since ∂R is a Jordan curve, it must bound some




disk within Pj . If this disk were not equal to R, then we would have X = R ∪ Pj
and hence X = Pk∪Pj . This would be a contradiction since X is connected and Pj
and Pk are both of diameter at most diam(X)/3. Thus we conclude that R ⊂ Pj
and hence also that Q ⊂ Pj .
In the case of an infinite collection P = {P1, P2, P3, . . . }, inductively apply the
above construction setting Q = Q1 ∪ Q2 ∪ · · · . Note here that, throughout the
process, we only add polygons, and the previously constructed polygons remain
unchanged. Thus, certainly Q satisfies (1) as well as (3) and (4). Within any
compact set, by the local finiteness of P and since
⋃
Qk ⊂ Pk, only finitely many
steps are of interest. Hence the local finiteness of Q and of the graph formed by its
edges also follow. 
5.5. Covering by non-overlapping polygons. By the previous results, we are
able to cover X by small boundary-convex polygons such that the boundary edges
of the polygons form a locally finite graph. Using the following lemma, we can
improve this to a cover of X by small non-overlapping boundary-convex polygon.
Lemma 5.7. Let P be a locally finite family of boundary-convex polygons, and let
Γ ⊂ X be a locally finite topological graph with
⋃
P∈P ∂P ⊂ Γ. Then there is a








Q∈Q ∂Q is a locally finite topological graph,
(3) each Q ∈ Q is contained in some P ∈ P, and
(4)
⋃
Q∈Q ∂Q \ Γ consists of transit points.
We follow the idea suggested by the proof of Lemma III.6 in [2], which works
provided that one assumes that the union of the boundary edges of the polygons
form a finite graph. By Lemma 5.6, one can make this additional assumption.
However, when doing so, one can no longer guarantee that each of the polygons is
absolutely convex, and hence the intersection of two polygons Pi, Pj ∈ P may fail
to be convex. Instead, to adapt the argument in [2], we employ Lemma 3.2 above.
The decomposition procedure used to prove Lemma 5.7 is illustrated in Figure 4.
Proof. We first consider the case of a finite collection P = {P1, . . . , Pn}. We may
assume further assume that the polygons P1, . . . , Pn−1 are non-overlapping. The
latter is possible since the case of a general finite collection follows from this special
case by induction.
By Lemma 3.2, and since
⋃
P∈P ∂P is a finite topological graph, for each i =
1, . . . , n the closure of the interior of Pi ∩ Pn is a union of finitely many non-
overlapping boundary-convex polygons Wi1, . . . ,Wiki . For each j = 1, . . . , ki, we
let v0ij , . . . , v
mij
ij be a cyclic enumeration of the topological vertices of ∂Pi∪∂Pn that
lie in ∂Wij . Note that Wij is a geodesic surface with piecewise geodesic boundary
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and Γ∩Wij is a finite graph. Thus, by iterated application of Lemma 4.3, we may
find for each 1 ≤ i ≤ n, 1 ≤ j ≤ ki and 0 ≤ l ≤ mij a geodesic γlij ⊂ Wij from v
l
ij to








ij | is a locally finite topological graph. Let G
be the finite topological graph that one obtains by deleting from ∂P1∪· · ·∪∂Pn all
topological edges which are contained in the interior of some Pi and adding in all
the geodesics γlij . Now we set Q1, . . . , Qr to be the closures of the complementary
components of G in
⋃n
i=1 Pi and take Q := {Q1, . . . , Qr}.
Then certainly the Qi are non-overlapping and form a decomposition of
⋃n
i=1 Pi.









ij |, and similarly for ∂Pn, it follows that the boundary of each













ij |. Thus we deduce that (3) holds.
After noticing the latter, iterated application of Lemma 3.3 shows that each Qi is

















and the curves γlij are geodesics with endpoints in
⋃n
i=1 ∂Pi ⊂ Γ.
Now consider the case of a locally finite collection P = {P1, P2, . . . }. We claim
that for each j ∈ N there is a finite collection Qj that satisfies the conclusions of
the lemma for Pj := {P1, . . . , Pj}, with the additional property that
{Q ∈ Qj : Q ⊂ Pi} = {Q ∈ Qj−1 : Q ⊂ Pi}
whenever i < j and the polygons Pi and Pj are non-overlapping. For the case j = 1,
we simply set Q1 := {Q1}. Next, assume the family Qj has been constructed. De-
note by Q̃j the subfamily of those Q ∈ Qj that overlap with Pj+1. The family Qj+1
is obtained from Qj by replacing Q̃j with the family of those polygons obtained
when applying the finite case of the result to Q̃j ∪ {Pj+1}. It is not hard to check





i=j Qi. Certainly, Q is a family of non-overlapping boundary
convex polygons which satisfies (3) and (4). Now let K ⊂ X be compact. By the
local finiteness of P , there is a maximal l ∈ N such that Pl intersects K. Also by
the local finiteness of P , there is a maximal s ∈ N such that Ps intersects
⋃
Pl.
Then the collection of those Q ∈ Q that intersect K is the same as the collection
of those Q ∈ Qs that intersect K, and hence finite. We conclude that Q is locally
finite. Similar arguments show (1) and (2). 
5.6. Decomposing polygons into triangles. After coveringX by a locally finite
collection of small non-overlapping boundary-convex polygons, the final step is to
cut these polygons into triangles. This is achieved by the following lemma. Compare
also [2, p.60].
Lemma 5.8. Let P ⊂ X be a boundary-convex polygon. Then one can decompose P
into non-overlapping boundary-convex triangles T1, . . . , Tn such that ∂Ti \ ∂P con-
sists of transit points for each i.
Proof. We prove this by induction on the number of vertices k of P . The base
cases k = 2 and k = 3 are trivial. Now assume the claim holds for polygons
with at most k − 1 vertices, where k ≥ 4. Let P be a boundary-convex polygon
with k ≥ 4 vertices. Choose non-consecutive vertices v and w of ∂P . Since P is
convex and has piecewise geodesic boundary, we may apply Lemma 4.1 with X
replaced by P . Thus we can find a geodesic γ from v to w within P which does not
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have superfluous intersections with ∂P . By Lemma 3.3 the curve γ subdivides P
into finitely many non-overlapping boundary-convex polygons P1, . . . , Pm. The
boundary of each Pi is composed of a subgeodesic γi of γ and a subarc ηi of ∂P .
Since v and w are nonconsecutive we can arrange that on the interior of ηi there
lie at most k− 3 vertices of ∂P . Thus we may represent each Pi as a polygon with
at most k − 1 vertices. Furthermore, note that ∂Pi \ ∂P consists of transit points.
Thus we can derive the claim by applying the inductive assumption to each of the
polygons Pi. 
Proposition 5.3, Lemma 5.6, Lemma 5.7 and Lemma 5.8 together complete the
proof of Theorem 1.2, except for the non-degeneracy conclusion (iii).
6. Decomposing bigons into non-degenerate triangles
Let X be a length surface as in Theorem 1.2. In Section 5, we found a cover
(Ti)i∈I of X by triangles satisfying all the conclusions of Theorem 1.2 with the
possible exception of property (iii), namely that each triangle is non-degenerate.
To complete the proof of Theorem 1.2, we apply the following proposition to each
degenerate triangle.
Proposition 6.1. Let B ⊂ X be a boundary-convex triangle. Then B may be de-
composed into finitely many non-overlapping non-degenerate boundary-convex tri-
angles T1, . . . , Tn such that ∂Ti \ ∂B consists of transit points for each i.
Proposition 6.1 is proved for surfaces of bounded curvatureX in [2, Lemma III.7,
p.60], and the proof of this special case is easier. The remainder of this section is
dedicated to the proof of Proposition 6.1.
6.1. Preliminary remarks. The conclusion is trivial if B is a non-degenerate tri-
angle. Thus, to prove Proposition 6.1, we may assume that B is a bigon. We call
a boundary-convex bigon B ⊂ X indecomposable if no subdivision as in Propo-
sition 6.1 is possible. The strategy is to analyze the structure of a hypothetical
indecomposable bigon until we reach a contradiction. Before giving the proof, we
make several preliminary observations.
Consider a bigon B with bottom vertex b, top vertex t, left side L and right side
R as shown in Figure 5a. Assume that the curves L and R are parametrized by arc
length on the interval [0, a], beginning at b and ending at t. We refer to (b, t, L,R, a)
as the data associated with B. If ∂B is locally a geodesic at the vertex b, then we
can turn B into a non-degenerate triangle by what we call the vertex perturbation
trick ; see the proof of Lemma III.7 in [2, p.60-61]. Namely, choose a small value
δ > 0 and replace b with the points bl = L(δ) and br = R(δ). One checks that the
three triangle inequalities for the vertices t, bl, br are strict, and hence we obtain a
representation of the set B as a non-degenerate triangle. In particular, if a bigon
B is indecomposable, then ∂B is not locally a geodesic at each of its vertices.
By Remark 4.2, any pair of points L(l), R(r) with l, r ∈ (0, a) is joined by
a geodesic that does not have superfluous intersections with L and R. Such a
geodesic γ will be called horizontal, and we denote lγ = l and rγ = r. We say
that a horizontal geodesic is transverse if it intersects ∂B only in its endpoints.
From the previous paragraph, we see that any indecomposable bigon B contains an
abundance of transverse geodesics. Namely, every horizontal geodesic γ contains a
unique transverse subcurve, denoted by γ̂, which we refer to as the transverse part
of γ. We say that γ points upward if lγ̂ < rγ̂ and points downward if rγ̂ < lγ̂ .
By Lemma 3.3, a transverse geodesic γ splits B into two boundary-convex trian-
gles Bγb and B
γ
t such that b ∈ B
γ






t ) \ ∂B consists of transit
points. If B is an indecomposable bigon, then at least one of Bγt and B
γ
b must be
























an indecomposable bigon. Assume without loss of generality that this is the case
for Bγb . Then B
γ
b can be represented as a triangle with vertices {b, L(lγ), R(rγ)}.
Since Bγb is indecomposable, this representation must reduce to a bigon. However,
we cannot delete b, since ∂B is not locally a geodesic at b. Hence we conclude that
ℓ(γ) = |rγ − lγ |, and in particular that also B
γ
t is a bigon.
If γ1, γ2 are two horizontal geodesics, we say that γ1 is below (respectively,
above) γ2 if |γ̂1| is contained in B
γ̂2
b (respectively, in B
γ̂2
t ). Given l, r ∈ (0, a)
we can find a bottommost and a topmost geodesic among all horizontal geodesics
γ with lγ = l and rγ = r. To construct these curves, one proceeds as in the
construction of the outermost curve in the proof of Lemma 5.4.
6.2. Proof of Proposition 6.1. LetB ⊂ X be an indecomposable bigon with data
(b, t, L,R, a). As the first step, we show that we can replace B by another inde-
composable bigon in a way that yields additional information on certain geodesics.
See (i) and (ii) below.
Fix s ∈ (0, a). Let γ be a horizontal geodesic with lγ = rγ = s. Then we must
either have that
lγ̂ ≤ s and rγ̂ ≤ s,
or that
lγ̂ ≥ s and rγ̂ ≥ s.
Otherwise, γ̂ would split B in such a way that both Bγ̂t and B
γ̂
b are decomposable
using the vertex perturbation trick. By interchanging b and t and reorienting L
and R if needed, we may assume that lγ̂ ≤ s and rγ̂ ≤ s.
Now choose γ to be bottommost among all horizontal geodesics with lγ = s and
rγ = s. After possibly interchanging L and R, we may also assume that γ̂ points
upward. Then Bγ̂t can be decomposed by means of the vertex perturbation trick,
and hence Bγ̂b is indecomposable. Thus B
′ = Bγ̂b is a new indecomposable bigon
with data (b′, t′, L′, R′, a′), where b′ = b, t′ = R(rγ̂), L
′ is the composition of the
restriction of L to [0, lγ̂ ] and γ̂, R
′ is the restriction of R to [0, rγ̂ ], and a
′ = rγ̂ .
Additionally, for m′ = lγ̂ ∈ (0, a
′) and the indecomposable bigon B′, we have the
following properties:
(i) The restriction of L′ to [m′, a′] is the unique geodesic within B′ from L(m′)
to t′, and
(ii) every horizontal geodesic α ⊂ B′ with lα = m′ and rα̂ ∈ (m
′, a) must
satisfy lα̂ < m
′.
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Property (i) follows immediately from our assumption that γ is downmost between
its endpoints. For the second property, assume that α ⊂ B′ is a horizontal geodesic
with m′ = lα ≤ lα̂ and rα̂ ∈ (m
′, a′). We may assume without loss of generality that
rα = rα̂. Then α is a transverse geodesic when considered not with respect to B
′ but
with respect to B. See Figure 5b. In particular, we must have that ℓ(α) = rα−m′.
Thus we obtain a geodesic within B′ from L(m′) to t′ by composing α with the
subarc of R′ from R′(rα) to t. This contradicts (i).
From now on, by replacing B with B′, we may assume that our indecomposable
bigon has the properties (i) and (ii) for some m ∈ (0, a).
Lemma 6.2. Let B be an indecomposable bigon with data (b, t, L,R, a) that satisfies
properties (i) and (ii) for some m ∈ (0, a). Then any geodesic γ ⊂ B that intersects
L([m, a]) must have at least one endpoint in L([m, a]).
Proof. Assume that γ ⊂ B is a geodesic that intersects L([m, a) and has both
endpoints in B \ L([m, a]).
Let (rn) be a sequence satisfying rn ր a. For each n, let αn ⊂ B be a horizontal
geodesic with lαn = m and rαn = rn. Then, by the Arzelà–Ascoli theorem and (i),
the sequence (αn) must converge uniformly to the restriction of L to [m, a]. So we
must eventually have that rα̂n > m and hence by (ii) that lα̂n < m. Thus, if n is
sufficiently large, then αn must intersect γ before and after γ intersects L([m, a]).
See Figure 5c. Thus, choosing such n and replacing some portion of αn by the
respective one of γ, we obtain a geodesic β from L(m) to R(rn) which initially
moves downward along L but then on its way intersects L((m, a]). However, such
β cannot exist by (i). 
The remaining goal is to construct a curve γ as in the statement of Lemma 6.2
and hence reach a contradiction. Before doing so, we need the following additional
observation.
Lemma 6.3. Let B be an indecomposable bigon with data (b, t, L,R, a) that satisfies
properties (i) and (ii) for some m ∈ (0, a). Then there is a horizontal geodesic
γ ⊂ B with lγ̂ < m < lγ.
Proof. Reasoning as in the proof of Lemma 6.2, we find a horizontal geodesic α
such that lα̂ < m = lα and r := rα = rα̂ ∈ (m, a). For each s ∈ (m, r), let γs be a
horizontal geodesic with lγs = s and rγs = r. By replacing a subcurve of γs with a
subcurve of α̂ if needed, we may assume that rγ̂s ≥ r > m. If lγ̂s < m for some s,
then we may set γ = γs.
So suppose that lγ̂s ≥ m for all s ∈ (m, r). Then γ̂s must point downward for
each s. Otherwise, we would obtain a contradiction to (i) by considering the curve
which goes along L from L(m) to L(lγ̂s), then along γ̂s and then alongR fromR(rγ̂s)
to t. In particular, we must have lγ̂s > r and hence that L([s, r]) ⊂ |γs|. Thus,
by the Arzelà–Ascoli theorem, we can find a geodesic η from L(m) to R(r) with
L([m, r]) ⊂ |η|. Again, we could assume that η is horizontal and that rη̂ ≥ r > m.
However, then η would contradict (ii). 
We are finally prepared to prove Proposition 6.1.
Proof of Proposition 6.1. Suppose there exists an indecomposable bigon B ⊂ X .
As discussed at the beginning of this subsection, we may assume that B satisfies
properties (i) and (ii).
First, we claim that there is a horizontal geodesic α such that m < lα < lα̂. To
this end, choose l0 ∈ (m, a) sufficiently large so that, for any l > l0, no geodesic
from L(l) to R(l) can intersect L([0,m]). As observed in the proof of Lemma 6.2,
there must exist a transverse geodesic β with lβ < m and l0 < rβ . Let α ⊂ B be
























a horizontal geodesic from L(rβ) to R(rβ). After replacing a subcurve of α with
a subcurve of β if needed, we can assume that rα̂ ≥ rβ . Since α cannot intersect
L([0,m]), we deduce as in the proof of Lemma 6.3 that α̂ must point downward.
In particular, it follows that
lα̂ > rα̂ ≥ rβ = lα > m.
This verifies the claim.
So choose such a geodesic α. We may furthermore assume that α is topmost
among all curves with the same endpoints. Then Bαb is decomposable by the vertex
perturbation trick. See Figure 6a. Thus B′ = Bαt is indecomposable. Furthermore,
as we did in the beginning of this subsection, we may deduce that B′ itself satisfies
the properties (i) and (ii) when we choose L′, R′, b′, t′, a′ and m′ appropriately; see
Figure 6b. Note in particular that the restriction of L′ to [m′, a′] equals α̂. Thus,
by applying Lemma 6.3 to B′, we may find a geodesic γ ⊂ B′ that starts in the
interior of α̂, ends in R′((0, a′)) ⊂ R((0, a)) and intersects L′((0,m′)) ⊂ L((m, a)) in
between. However such γ cannot exist by Lemma 6.2. Compare also Figure 6c. 
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