A note on the depth function of combinatorial optimization problems  by Woeginger, Gerhard J.
Discrete Applied Mathematics 108 (2001) 325{328
Note
A note on the depth function of combinatorial optimization
problems(
Gerhard J. Woeginger 
Institut fur Mathematik, TU Graz, Steyrergasse 30, A-8010 Graz, Austria
Received 16 October 1997; revised 15 July 1999; accepted 20 December 1999
Abstract
In a recent paper [Discrete Appl. Math. 43 (1993) 115{129], Kern formulates two conjectures
on the relationship between the computational complexity of computing the depth function of
a discrete optimization problem and the computational complexity of solving this optimization
problem to optimality. In this note (that might be considered to be a kind of erratum to Kern’s
paper), we exhibit simple counterexamples to both conjectures under the assumption P 6= NP.
? 2001 Elsevier Science B.V. All rights reserved.
Keywords: Depth; Simulated annealing; Metropolis algorithm; Combinatorial optimization;
Computational complexity
1. Introduction
This note deals with discrete optimization problems P whose instances I are specied
by a nite set F of feasible solutions and by an objective function c : F ! R.
Throughout the note, we will assume that without loss of generality, the goal of the
optimization problem P is to minimize c(f) over all f 2F. We assume that for every
f 2F, c(f) can be evaluated in polynomial time. A neighborhood for problem P is
a function N :F! 2F. Based on a neighborhood, one can construct a corresponding
Simulated Annealing or Metropolis algorithm (cf. e.g. Aarts et al. [1]).
For analyzing the quality of certain Simulated Annealing approaches, Hajek [3] in-
troduced the concept of the depth of a discrete optimization problem with respect to
some specic neighborhood:
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Denition 1. For a non-optimal feasible solution f 2F, let d(f) denote the smallest
real number d>0 such that there exists a sequence f = f0; f1; : : : ; fn = f0 in F that
satises
(i) fi 2N(fi−1) for all i = 1; : : : ; n,
(ii) c(f0)<c(f),
(iii) c(fi)6c(f) + d for all i = 1; : : : ; n.
For an optimal feasible solution f 2F, we set d(f)=0. The value d(f) is called the
depth of solution f (with respect to the neighborhood N). The depth of the instance
I with respect to the neighborhood N is dened as d(I):=maxfd(f): f 2Fg.
Of course, there is an analogous denition for maximization problems. Kern [4] ana-
lyzes computational complexity aspects of computing the depth function of optimiza-
tion problems. He considers several natural neighborhoods for the graph optimization
problems MAX MATCHING, LONGEST PATH, and MAX CUT. His results lead him to the
following two conjectures.
Conjecture A (Kern [4]). Computing the depth function of a discrete optimization
problem P with respect to a neighborhood N is at least as hard as solving this
optimization problem P.
Conjecture B (Kern [4]). Computing the depth function of a discrete optimization
problem P with respect to a neighborhood N is at most as hard as solving this
optimization problem P.
(As usual, the ‘hardness’ of an algorithmic problem is measured in terms of its compu-
tational complexity). Of course, it would be very surprising if one of these conjectures
would turn out to be true: The computational complexity of solving the discrete opti-
mization problem P only depends on the problem P itself, whereas the computational
complexity of computing the depth function depends on both, on the problem P and
on the chosen neighborhood N. There is no a priori reason why these two concepts
should be computationally related.
Indeed, we will exhibit (very simple) counterexamples to both conjectures under
the condition P 6= NP. In the rst counterexample, solving the optimization problem is
NP-hard, whereas computing its depth function is trivial. In the second counterexample,
solving the optimization problem is trivial, whereas computing its depth function is
NP-hard.
2. A Counterexample to Conjecture A
Let us look at the special case of an optimization problem P and a neighborhood
N for which the depth equals 0. In other words, for every feasible solution f there
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exists a sequence f = f0; f1; : : : ; fn = f with
(i) fi 2N(fi−1) for all i = 1 : : : n,
(ii) c(fi)6c(fi−1) for all i = 1 : : : n,
(iii) f is a global minimum.
A rst example for this situation is LINEAR PROGRAMMING where the neighborhood struc-
ture is dened via adjacency of basic feasible solutions on the associated polyhedron:
In this situation, the depth function is easy to compute (ouput always zero). Hence,
a proof of Conjecture A would yield as a straightforward consequence that LINEAR
PROGRAMMING is polynomially solvable. Although this observation does not disprove
Conjecture A, it is easy to get a real counterexample via a similar line of thought.
Consider an instance of the SATISFIABILITY problem, i.e. a set X = fx1; : : : ; xng of
Boolean variables and a formula  over X . We dene a set F of feasible solutions
that consists of all bit-strings in f0; 1gn. For f 2F, we dene c(f)=0 i f interpreted
as a truth setting for x1; : : : ; xn is a satisfying truth assignment for , and otherwise
we dene c(f) = 1. For f 2F, we dene N(f) to contain the n bit-strings that can
be obtained by ipping a single bit in f. Now it is easy to verify that the resulting
optimization problem P is NP-hard (cf. [2]). Moreover, the depth of any particular
feasible solution equals 0. Hence, the depth of I is always 0 and is trivial to compute.
Therefore, Conjecture A cannot hold unless P = NP.
We remark that by introducing dummy variables, one can construct other counterex-
amples where the cost function c has an arbitrarily large range. We also note that the
used ip-neighborhood is a rather natural neighborhood for the SATISFIABILITY problem,
and that it can be searched in polynomial time.
3. A counterexample to Conjecture B
Again, we start from an instance of the SATISFIABILITY problem, a set X =fx1; : : : ; xng
and a formula  over X . However, this time the set F of feasible solutions consists
of all bit-strings in f0; 1gn+2. For an element f 2F with f= b1b2b3 : : : bn+1bn+2, the
cost function c(f) is dened as follows:
 If bn+1 = bn+2 = 0, then c(f) = 0.
 If bn+1 = bn+2 = 1, then c(f) = 1.
 If bn+1 6= bn+2, and if xi = bi for i = 1 : : : n is a satisfying truth assignment for ,
then c(f) = 1.
 If bn+1 6= bn+2, and if xi = bi for i = 1 : : : n is not a satisfying truth assignment for
, then c(f) = 2.
Finally for f 2F, we deneN(f) to contain the n+2 bit-strings that can be obtained
by ipping a single bit in f together with the element f itself. This completes the
denition of an instance I of the optimization problem P.
Lemma 2. Let f be a string in F that ends in ‘11’. If  is satisable; then d(f)=
0. If  is not satisable; then d(f) = 1.
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Proof. First assume that  is satisable. Let f+ 2F be a string whose rst n bits yield
a satisfying truth assignment of  and whose last two bits are both set to 1. Construct
a path from f to f+ that goes through n intermediate elements in the following way:
The kth element on this path agrees with f+ in the rst k bits, and it agrees with f
in the last n + 2 − k bits. Clearly, the kth element and the (k − 1)st element dier
in at most one bit. Hence, the kth element on this path is in the neighborhood of the
(k − 1)st element. Since all elements on this path end in ‘11’, they all have cost 1.
In the next step, we ip bit bn+1 in f+ to move to another element of cost 1. And
nally, we ip also bit bn+2 and arrive at a global minimum of cost 0. The constructed
sequence establishes that d(f) = 0.
Next assume that  is not satisable. Then every element whose last two bits dier
from each other has cost 2. Moreover, every feasible path that connects f to a global
minimum (that ends in ‘00’), must pass through an element f0 whose last two bits
dier from each other. Since c(f0) = 2, in this case d(f) = 1 must hold.
Lemma 3. If  is satisable; then d(I) = 0. If  is not satisable; then d(I) = 1.
Proof. First assume that  is satisable. Then the statement in Lemma 2 yields that
every element that ends in ‘11’ has depth 0. Every element that ends in ‘00’ is a
global minimum. Every element that ends in ‘01’ or ‘10’ has a global minimum in its
neighborhood. Hence, all elements have depth 0 and d(I) = 0.
Next assume that  is not satisable. Then Lemma 2 yields that every element that
ends in ‘11’ has depth 1. Since there are no elements of depth 2, d(I) = 1.
Summarizing, Lemma 2 establishes that computing the depth d(f) of a particular
feasible solution f is NP-hard, and Lemma 3 establishes that computing the depth d(I)
of a particular instance I is NP-hard. On the other hand, it is trivial to nd a global
minimum (just output any f 2 F whose last two bits are both set to 0). Therefore,
Conjecture B cannot hold unless P = NP.
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