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In this note, a new characterization of an attained boundary point of the numerical range
of an operator on a Hilbert space is given. As an application, we point out a gap in the proof
of the main result in the paper [M.T. Chien, L. Yeh, On the boundary of the numerical range
of a matrix, Appl. Math. Lett. 23 (2010) 725–727].
© 2010 Elsevier Ltd. All rights reserved.
Let H be a Hilbert space with the inner product (·, ·), and let B(H) be the algebra of bounded linear operators on H .
For A ∈ B(H), the spectrum and the adjoint of A are denoted by σ(A) and A∗, respectively. If A = A∗, then A is said to be
self-adjoint. An operator A ∈ B(H) is said to be positive if (Ax, x) ≥ 0 for all x ∈ H . An operator A ∈ B(H) is said to be
normal if A∗A = AA∗. The numerical rangeW(A) of A is defined by
W(A) := {(Ax, x) : x ∈ H, (x, x) = 1}. (1)
As is well known, σ(A) ⊆ W(A), where K denotes the closure of K . It is a celebrated result due to Toeplitz and Hausdorff that
the numerical range W (A) of an operator A ∈ B(H) is a convex set in the complex plane (see [1]). The boundary and the
interior ofW (A) are denoted by ∂W (A) and intW (A), respectively. The numerical range of an operator inB(H) is closed if
dimH <∞, but the numerical range is not always closed if dimH = ∞. To be precise, if λ ∈ intW (A), then there should
exist a unit vector x ∈ H such that λ = (Ax, x), but if µ ∈ ∂W (A) there does not always exist a unit vector y such that
µ = (Ay, y). Hence, we have the following definition.
Definition 1. For A ∈ B(H), if λ ∈ ∂W (A) and there does not exist a unit vector x ∈ H such that λ = (Ax, x), then λ is said
to be a non-attained boundary point ofW (A). Otherwise, it is said to be attained.
It is clear that the set of non-attained boundary points of the numerical range of an operator is empty if dimH < ∞.
Recently, the boundary of numerical ranges of operators has attracted the attention of a number of mathematicians
(see [2–6]). More recently, Chien and Yeh [2] proved:
Theorem C–Y ([2]). Let A be a 2× 2 real matrix given by
A =

a11 a12
a21 a22

.
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Then diagonal entry a11 is a boundary point of the numerical range of A if and only if a12 + a21 = 0, and a12 = a21 = 0 if
a11 = a22.
But, there exists a gap in Theorem C–Y. We shall point that out through an example. If A =

1 1
1 1

, it is obvious that A is a
self-adjoint matrix, so W (A) is a segment of the real axis. Naturally, W (A) = ∂W (A). So a11 = 1 ∈ ∂W (A). However, in this
case, we have a12 + a21 = 1+ 1 = 2 ≠ 0 and a12 = a21 = 1 ≠ 0. This contradicts Theorem C–Y.
For an operator A ∈ B(H), the Cartesian decomposition of A is A = Re A + iIm A, where Re A = A+A∗2 and Im A = A−A
∗
2i
are self-adjoint.
Comparing with [2], we are removing the constraint that matrices are real and dimH <∞ in this note; we get themain
result as follows.
Theorem 2. For an operator A ∈ B(H), λ ∈ ∂W (A) is attained if and only if there exists a θ ∈ [−π, π] and a closed subspace
Hλ such that the real part Re(eiθA) of eiθA has the operator matrix
Re(eiθA) =

Re(eiθλ)Iλ 0
0 Re(eiθA22)

(2)
with respect to the space decompositionH = Hλ ⊕H⊥λ and Re(eiθλ) ∉ W (Re(eiθA22)), where Iλ is the identity onHλ and A
has the operator matrix
A =

A11 A12
A21 A22

(3)
with respect to the same space decomposition as mentioned above.
Proof. ⇐. The proof of sufficiency is divided into two cases.
Case 1. IfHλ = H , thenH⊥λ = {0}. In this case, the operator Re(eiθA) is a scalar multiple of the identity. Therefore, the
numerical rangeW (eiθA) lies on a line. Hence,W (A) does too. SoW (A) = ∂W (A). There is nothing further to do.
Case 2. IfHλ ≠ H , then A has the operator matrix (3).
Since λ ∈ ∂W (A) is attained if and only if eiθλ ∈ ∂W (eiθA) is attained for θ ∈ [−π, π], to prove that λ ∈ ∂W (A), it is
sufficient to show that eiθλ ∈ ∂W (eiθA). If Re(eiθA) has the operatormatrix (2), observing thatW (Re(eiθA)) = co{Re(eiθλ)∪
W (Re(eiθA22))}, by the assumption that Re(eiθλ) ∉ W (Re(eiθA22)), Re(eiθλ) must be an endpoint of W (Re(eiθA)). This
implies that eiθλ ∈ ∂W (eiθA).
⇒. If λ ∈ ∂W (A) is attained, then there exists a θ0 ∈ [−π, π] such that the support line L ofW (eiθ0A) throughout eiθ0λ
is the leftmost vertical support line of W (eiθ0A). Define K = {µ : µ ∈ W (eiθ0A), Reµ = Re(eiθ0λ)}. It is clear that K is a
vertical segment. DefineHλ = {x : (eiθ0Ax, x) = µ‖x‖2, µ ∈ K}; thenHλ is a closed subspace. IfHλ = H , there is nothing
to do. Otherwise, since (Re(eiθ0A)x, x) = Re(eiθ0λ) for all of unit vectors x ∈ Hλ, we have Re(eiθ0A)x = Re(eiθ0λ)x for all
unit vectors x ∈ Hλ. Moreover, Re(eiθ0A) as the real part of eiθ0A is self-adjoint, soHλ is an eigenvalue subspace of Re(eiθ0A)
associated with the eigenvalue Re(eiθλ); hence Re(eiθ0A) has the operator matrix
Re(eiθA) =

Re(eiθλ)Iλ 0
0 Re(eiθA22)

with respect to the space decompositionH = Hλ ⊕H⊥λ . Finally, by the definition of the subspaceHλ, we get Re(eiθλ) ∉
W (Re(eiθA22)). 
Remark 3. Under the conditions of Theorem 2, if A has the operator matrix (3), then
eiθA12 + e−iθA∗21 = 0 (4)
since Re(eiθA) has the operator matrix (2).
As an application, we shall give a new version of Theorem C–Y.
Theorem C–Y. Let A be a 2× 2 real matrix given by
A =

a11 a12
a21 a22

.
Then the diagonal entry a11 is a boundary point of the numerical range W (A) of A if and only if |a12| = |a21|.
In fact, we have a more generalized result.
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Corollary 4. Let
A =

a11 a12
a21 a22

(5)
be a 2× 2 complex matrix. Then there exists a θ ∈ [−π, π] such that eiθa12 + e−iθa21 = 0 if and only if a11 ∈ ∂W (A).
Proof. If there exists a θ ∈ [−π, π] such that eiθa12 + e−iθa21 = 0, then
eiθA =

eiθa11 eiθa12
eiθa21 eiθa22

=

Re(eiθa11) 0
0 Re(eiθa22)

+ i

Im(eiθa11) i(−eiθa12 + e−iθa21)
i(e−iθa12 − eiθa21) Im(eiθa22)

.
This is the Cartesian decomposition of eiθA.
If Re(eiθa11) ≠ Re(eiθa22), thenH⊥a11 is a one-dimensional subspace and if Re(eiθa11) = Re(eiθa22), thenH⊥a11 is a zero-
dimensional subspace. By Theorem 2, the corollary holds. 
Remark 5. For two complex numbers a12 and a21, the following statements are equivalent.
(1) There exists a θ ∈ [−π, π] such that eiθa12 + e−iθa21 = 0.
(2) |a12| = |a21|.
(3) There exists a θ ∈ [−π, π] such that eiθa12 = eiθa21.
Proof of the new version of Theorem C–Y. From Remark 5 and Corollary 4, we immediately get that a new version of
Theorem C–Y holds. 
Like for Theorems 2 and 3 in [2], from Corollary 4 and Remark 5, we have:
Corollary 6. Let A ∈ B(H) and let a = (Ax, x) for a unit vector x ∈ H .
(1) If there exists a unit vector y with x ⊥ y such that |(Ay, x)| ≠ |(Ax, y)|, then a ∉ ∂W (A).
(2) If a = (Ax, x) ∈ ∂W (A), then for any vector y with x ⊥ y, we have |(Ay, x)| = |(Ax, y)|.
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