Abstract In this paper, we consider a repetitive routing problem which we find on a printed circuit board assembly line. There are m different printed circuit boards to be processed. As an automated manipulator embeds electronic parts in a printed circuit board from above, n identical pins from underneath protect it against overbending. A dedicated pin configuration is designed for each printed circuit board so that pins do not obstruct its own circuit. A single grasp-and-delivery robot transfers the pins one by one to arrange them from a configuration to another one. Given an initial configuration of pins and a permutable set of m required configurations, our repetitive routing problem asks to find a configuration sequence, i.e., a processing order of m printed circuit boards, and a transfer route of the grasp-and-delivery robot so that the route length over all m transitions is minimized. We first design a polynomial time approximation algorithm with factor four to a restricted version of the repetitive routing problem with a non-permutable set of configurations, i.e., with a fixed processing order of m printed circuit boards. Applying the procedure, we then show that the repetitive routing problem with a permutable set of configurations admits a polynomial time approximation algorithm with factor six.
Introduction
In this paper, we consider a repetitive routing problem of a single grasp-and-delivery robot, which is used on a printed circuit board assembly line. The assembly line can process at most one printed circuit board at a time. A new unprocessed printed circuit board is brought into the assembly line along an automatic guided railway, and a finished printed circuit board is released from there by the automatic guided railway.
There are m different printed circuit boards to be processed. As a printed circuit board is processed, which means in practical situation that an automated manipulator embeds electronic parts in the printed circuit board from above, n identical pins support the printed circuit board from underneath to prevent it from overbending. (In this paper, we do not treat any automated manipulator routing issue, e.g., see Srivastav, Schroeter and Michel [13] for such an issue.) The board size is common to all m printed circuit boards, and pins are scattered in a given bounded two-dimensional area where distances between possible locations of pins are Euclidean.
Let J = {J 1 , J 2 , . . . , J m } denote a set of m printed circuit boards. A printed circuit board J i ∈ J has its own circuit pattern, and a dedicated pin configuration C i is designed for each J i so that pins do not obstruct its circuit. This implies that if printed circuit board J i is followed by another J j in a processing order of m printed circuit boards, pin configuration C i must be changed to C j during the time interval between releasing J i and sending for J j . A single grasp-and-delivery robot works for changing pin configurations.
The grasp-and-delivery robot can grasp at most one pin at a time by using its fingers, i.e., it is a material handling device like a human hand with unit capacity. After grasping a pin, it can deliver the pin from the current location to a different location in the given bounded area. In this paper, we assume that the travel lengths of the grasp-and-delivery robot between possible locations of pins are symmetric and satisfy triangle inequality (since the distances between possible locations of pins in the given bounded area are Euclidean).
Let π = (s 1 , s 2 , . . . , s m ) denote a configuration sequence, which is a permutation on the index set I = {1, 2, . . . , m} of m printed circuit boards. It can also represent a processing order of m printed circuit boards. For i = 1, 2, . . . , m, the grasp-and-delivery robot arranges n pins from pin configuration C s i−1 to next C s i by transferring the pins one by one, where we define by C 0 a given initial configuration and s 0 = 0 for notational convenience. We refer to such an arrangement from a pin configuration to another one as a transition. The repetitive routing problem asks to find a configuration sequence and a transfer route of the grasp-and-delivery robot so that the route length over all m transitions is minimized.
Note that for i = 1, 2, . . . , m, current configuration C s i−1 in the i-th transition has been the next required one in the preceding (i − 1)-th transition. In every transition except for the first one, the grasp-and-delivery robot starts by grasping the pin transferred last in the preceding transition, since it is not advantageous for the grasp-and-delivery robot to start by grasping any other pin. We regard this as the constraint of consecutiveness. (In the next section, we shall provide an example to show the constraint of consecutiveness, i.e., Figure 1 .)
A restricted version of the repetitive routing problem with a non-permutable set of configurations, i.e., with a fixed processing order of printed circuit boards, admits a polynomial time approximation algorithm with factor two (see Karuno, Nagamochi and Shurbevski [9] ), which is based on a weighted matroid intersection algorithm (see Frank [5] , and see also a textbook by Korte and Vygen [11] ). However, it was left to investigate whether the repetitive routing problem with a permutable set of configurations admits a constant factor approximation algorithm. In this paper, we first design a new polynomial time approximation algorithm with factor four to the repetitive routing problem with a non-permutable set of configurations. Then, applying the procedure, we propose a polynomial time approximation algorithm with factor six to the repetitive routing problem with a permutable set of configurations.
Problem Description
We are given n identical pins (n ≥ 2), a set J = {J 1 , J 2 , . . . , J m } of m printed circuit boards to be processed (m ≥ 1), and a set C = {C 0 , C 1 , . . . , C m } of m + 1 configurations of pins, where C 0 is the initial configuration and C i is the configuration required for printed circuit board J i (i = 1, 2, . . . , m). We also define by C i the set of n points corresponding to the pin locations required for printed circuit board J i . We assume that for each i = 0, 1, . . . , m, n pin locations in configuration C i are different from each another, and that configuration C i is different from any other configuration C j (i ̸ = j).
For each pair of distinct configurations C i and C j , we first define a weighted complete
, where V i,j is a set of 2n points (which may be vertices in this context) and E i,j is a set of edges. Let u ∈ V i,j and v (̸ = u) ∈ V i,j be two end points of an edge e ∈ E i,j , i.e., e = (u, v). Then, a non-negative weight w(u, v) is associated with edge e = (u, v) which represents the travel length of the grasp-and-delivery robot from point u to point v. The edge weights are symmetric, i.e., w(u, v) = w (v, u) , and satisfy triangle inequality, i.e., edge weight function w is a metric. Also, the sum of weights w(e) of edges e belonging to a graph H is denoted by w(H).
In this paper, the initial position of the grasp-and-delivery robot, i.e., the pin to be transferred first in the first transition is prescribed, whose point we define by u 0 ∈ C 0 . When the grasp-and-delivery robot transfers a pin from a location to another one, we call the performance a transfer move. On the other hand, when it goes without taking a pin from a location to another one, we call the performance an empty move. Note that the travel length of the grasp-and-delivery robot from point u to point v has been defined to be w(u, v) for either type of move.
We also define two kinds of subgraphs Let
denote a permutation on n points of C i , and let
denote a permutation on n points of C j . Then, a trajectory of the grasp-and-delivery robot in transition ⟨C i → C j ⟩ can be represented as a Hamiltonian path P i,j in weighted complete bipartite graph B i,j such that
where points in C i and C j appear alternatively (since the grasp-and-delivery robot has the unit capacity). In Equation (2.1), we express by ∅ an empty move of the grasp-and-delivery robot. We refer to such a path P i,j in B i,j as an alternating Hamiltonian path. For a configuration sequence π = (s 1 , s 2 , . . . , s m ) and for i = 2, 3, . . . , m, an alternating Hamiltonian path P s i−2 ,s i−1 adopted in the (i−1)-th transition determines which pin is to be transferred first in the i-th transition. Then, we represent the constraint of consecutiveness as
where we define τ 0 (n) = u 0 (and s 0 = 0 for notational convenience) since the initial position of the grasp-and-delivery robot is prescribed by u 0 ∈ C 0 . We remind the readers that two permutations σ i and τ i are defined on common set C i of n points.
For an alternating Hamiltonian path P i,j in a transition ⟨C i → C j ⟩, the path length is denoted by w(P i,j ), which is the sum of weights of edges belonging to the path, i.e.,
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. . , P s m−1 ,sm ) denote a sequence of m alternating Hamiltonian paths, which we call a transfer route (associated with a configuration sequence π). We refer to the sum of lengths of the m paths, defined by
as the route length. A transfer route P π is feasible if all the m alternating Hamiltonian paths satisfy the constraint of consecutiveness in Equation (2.2). The repetitive routing problem asks to find a configuration sequence and a feasible transfer route of the grasp-and-delivery robot so that the route length is minimized. Let π * and P * π * denote the optimal configuration sequence and optimal transfer route, respectively. We refer to L * = L(P * π * ) as the optimal route length, or simply the optimal value. We call the repetitive routing problem RRP (Repetitive Routing with a Permutable set of configurations) for short. If the repetitive routing problem asks to find a feasible transfer route P * π that minimizes the route length associated with a fixed configuration sequence π, we call the problem RRN (Repetitive Routing with a Non-permutable set of configurations). We may call the optimal transfer route P * π for an instance of problem RRN (associated with a fixed configuration sequence π) a minimal transfer route for the corresponding instance of problem RRP. For problem RRN, we may omit notation π from a transfer route, i.e., we may express by P = (P 0,1 , P 1,2 , . . . , P m−1,m ) a transfer route. We provide an example with two printed circuit boards, i.e., m = 2, and five pins, i.e., n = 5, in Figure 1 . Suppose that π (= (s 1 , s 2 )) = (1, 2) is the configuration sequence of two printed circuit boards. We show in (a) of this figure the first transition, and in (b) the second transition. In (a), the five black circles are points corresponding to the initial configuration C 0 = {1, 2, 3, 4, 5} of five pins, and the five white squares are points corresponding to the next required configuration C 1 = {6, 7, 8, 9, 10}. These five white squares become points corresponding to the current configuration in the second transition. The points are illustrated again as the five black squares in (b) of the figure. The new five white circles in (b) are points corresponding to the next required configuration C 2 = {11, 12, 13, 14, 15} in the second transition.
In Figure 1 , thick arrows indicate transfer moves of the grasp-and-delivery robot, while dotted thin arrows indicate its empty moves. The initial position of the grasp-and-delivery robot is given by u 0 = 1 ∈ C 0 . The transfer route P π = (P 0,1 , P 1,2 ) illustrated in this figure consists of the following two alternating Hamiltonian paths:
where σ 0 (1) = 1 and σ 1 (1) = τ 1 (5) = 10, i.e., the transfer route meets the constraint of consecutiveness in Equation (2.2).
Non-permutable Configurations
In this section, we design an approximation algorithm with factor four to problem RRN, i.e., a restricted version of problem RRP. The proposed approximation algorithm adopts an individual-and-concatenate approach. That is, we compute an (approximate) alternating Hamiltonian path P ′ i,j in each ⟨C i → C j ⟩ of m transitions in a step-by-step manner, concatenating the alternating Hamiltonian paths so that we obtain an approximate transfer route 
Proof. The minimum cost spanning tree T * i (resp., T * j ) is a subgraph of K i,j that connects all points in C i (resp., C j ) with a minimum cost. On the other hand, by traversing alternating Hamiltonian path P i,j with shortcuts which skip over the points in C j (resp., C i ), we obtain a path P i (resp., P j ) which connects all points in C i (resp., C j ). By noting that edge weight function w is a metric and that the resulting path P i (resp., P j ) is a spanning tree in graph G i (resp., G j ), we have w(P i,j ) ≥ w(T * i ) (resp., w(P i,j ) ≥ w(T * j )). Also, since P i,j contains a perfect matching between C i and C j , it must hold w(P i,j ) ≥ w(M * i,j ). Let H i,j denote an alternating Hamiltonian cycle in complete bipartite graph B i,j (and hence in complete graph K i,j ), where points in C i and C j appear alternatively. As for an alternating Hamiltonian path P i,j (see Equation (2.1)), it can be represented by
using two permutations σ i = (σ i (1), σ i (2), . . . , σ i (n)) and τ j = (τ j (1), τ j (2), . . . , τ j (n)) on points in C i and C j , respectively. [8] ). During the process of visiting each point u ∈ C i , we also visit v ∈ C j with (u, v) ∈ M * i,j by making a trip to v via edge (u, v) before moving to the next point in C i . By exchanging the roles between i and j, we can make the similar argument, i.e., we have w(H j ) ≤ 2w(T * j ). Therefore, we obtain a desired cycle H ′ i,j in weighted complete bipartite graph B i,j such that it satisfies w(H
Lemma 3.2. In weighted complete bipartite graph B i,j (and hence in weighted complete graph K i,j ), there exists an alternating Hamiltonian cycle H
The minimum cost spanning trees T * i and T * j can be computed in polynomial time, e.g., in O(n 2 ) time by Prim's algorithm with Fibonacci heaps (see Prim [12] , and see also Fredman and Tarjan [6] ). Also, the minimum cost matching M * i,j can be computed in polynomial time, e.g., in O(n 3 ) time by Edmonds' algorithm [4] (see also Korte and Vygen [11] ). The proposed approximation algorithm is described as follows. For a given instance of problem RRN associated with a fixed configuration sequence π = (1, 2, . . . , m) 
Therefore, we obtain the following theorem.
Theorem 3.1. For an instance of problem RRN, algorithm AAN delivers a 4-approximation transfer route in polynomial time.
As mentioned before, it has already been known that problem RRN is 2-approximable in polynomial time. The known time complexity is O(mn 7 ) (see Karuno, Nagamochi and Shurbevski [9] , and see also Baltz and Srivastav [1] , Chalasani and Motwani [2] for the bipartite traveling salesperson problem). However, to derive a constant factor of approximation for problem RRP (which is the main target of this paper) using constant factor approximation techniques for the traveling salesperson problem (see Christofides [3] and Hoogeveen [7] ), we shall apply the procedure of algorithm AAN with factor four in the next section. The procedure applied in the 2-approximation algorithm for problem RRN presented by Karuno, Nagamochi and Shurbevski [9] 
. This makes it easier to define a symmetric weight as a certain cost incurred by every pair of configurations. (In the next section, we shall define a symmetric weight function ω between m + 1 configurations.)
Permutable Configurations
In this section, we return to problem RRP. To determine an approximate configuration sequence of m printed circuit boards, we construct a universal graph G = (C, E = C × C) by preparing a node for each configuration and an arc between every two nodes in C. Regarding Equations (3.1) and (3.3), a weight ω(a) of an arc a = (C i , C j ) is defined to be
It is obvious that ω(C i , C j ) = ω(C j , C i ) for any two distinct indices i and j.
Lemma 4.1. Weight function ω is a metric in G.
Proof. It suffices to show that ω(
j,k ) due to triangle inequality of edge weight w (see Figure 2) . Hence, it holds
Therefore, we have
which completes the proof.
Let T * denote a minimum cost spanning tree of G with weight ω, which can be computed in O(m 2 ) time by Prim's algorithm with Fibonacci heaps [6, 12] , and let ω(T * ) denote the sum of weights of arcs belonging to T * . Let F denote a Hamiltonian path starting from the node for the initial configuration C 0 in G, and let ω(F) denote the sum of weights of arcs belonging to F. By definition, F is also a spanning tree of G. Notice that an optimal configuration sequence π * specifies a certain Hamiltonian path F o starting from the node for the initial configuration C 0 in G, and by Lemma 3.1 and Equation (4.1), ω(F o ) is a lower bound on the route length. Further, let F * denote a shortest Hamiltonian path starting from the node for the initial configuration C 0 in G with weight ω. Then, we have the following lemma. 
For the traveling salesperson problem with metric distances, Christofides' algorithm delivers a tour whose length is less than 3 2 times the optimum tour length (see Christofides [3] ). For the problem of finding a shortest Hamiltonian path starting from a prespecified starting node, a modification of Christofides' algorithm has been presented by Hoogeveen [7] , which delivers a Hamiltonian path whose length is no more than 3 2 times the length of an optimal Hamiltonian path (see also Johnson and Papadimitriou [8] ). The algorithm is sketched as follows:
(1) Find a minimum cost spanning tree T * of the universal graph G; (2) Construct the set S odd of all odd-degree nodes in T * ; (3) If the node for the initial configuration C 0 is an odd-degree node in T * , then remove it from the set S odd . Otherwise, add it to the set S odd . We define by S the resulting set of nodes. (4) After augmenting a dummy node in an obvious fashion, compute a minimum cost perfect matching M * on the set S (the matching M * excludes the arc which is incident with the dummy node); (5) For the subgraph of G with arcs of T * and M * , if the node for the initial configuration C 0 belongs to S and it is not incident with any arc of M * , then delete an arbitrary arc which is incident with the node; (6) For the resulting graph (notice that the graph has two odd-degree nodes, and one of them is the node for the initial configuration C 0 ), find an Eulerian path starting from the node for the initial configuration C 0 ; (7) Convert the Eulerian path into a Hamiltonian path F ′ by shortcuts.
Since the resulting graph in (6) has O(m) nodes and O(m) arcs, an Eulerian path from the node for the initial configuration C 0 can be found in O(m) time (e.g., see Korte and Vygen [11] Since weight function ω is a metric in the universal graph G (see Lemma 4.1), by applying the algorithm of Hoogeveen's modification, we can find a Hamiltonian path F ′ in G starting from the the node for the initial configuration C 0 in polynomial time such that its length satisfies
Without loss of generality, such a configuration sequence that corresponds to F ′ is denoted by π = (1, 2, . . . , m) . Instead of finding a minimal transfer route (associated with π), we construct an approximate transfer route associated with π by calling algorithm AAN proposed in the previous section.
Let P ′ = (P 
Therefore, we obtain the following theorem. 
Concluding Remarks
In this paper, we considered a repetitive routing problem of a single grasp-and-delivery robot with unit capacity, which is used on a printed circuit board assembly line. Let m be the number of printed circuit boards to be processed. A printed circuit board is supported by n identical pins from underneath while it is processed. The grasp-and-delivery robot arranges n identical pins from their current configuration to the next required configuration by transferring the pins one by one. Given an initial configuration of n pins and a permutable set of m configurations, the repetitive routing problem asks to find a configuration sequence, i.e., a processing order of m printed circuit boards, and a feasible transfer route of the grasp-and-delivery robot so that the route length over all m transitions is minimized. In this paper, we first designed an O(mn 3 ) time approximation algorithm with factor four to the repetitive routing problem with a non-permutable set of configurations, i.e., with a fixed processing order of printed circuit boards. Then, applying the procedure, we proposed an O(m 3 + m 2 n 3 ) time approximation algorithm with factor six to the repetitive routing problem with a permutable set of configurations.
However, the factor six seems to be still large. For future research, it would be interesting to investigate whether the problem admits a polynomial time approximation algorithm with a better constant factor.
