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Abstract
Recently a Nahm transform has been discovered for magnetic bags, which are
conjectured to arise in the large n limit of magnetic monopoles of charge n. We
interpret these ideas using string theory and present evidence for this conjec-
ture. Our main result concerns the extension of the notion of bags and their
Nahm transform to higher gauge theories and arbitrary domains. Bags in four
dimensions conjecturally describe the large n limit of n self-dual strings. We
show that the corresponding Basu-Harvey equation is the large n limit of an
equation describing n M2-branes, and that it has a natural interpretation in
loop space. We also formulate our Nahm equations using strong homotopy Lie
algebras.
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1. Introduction and results
When D1-branes are stretched between two parallel D3-branes, magnetic monopoles are
induced on the worldvolume of the D3-branes [1, 2]. Such configurations are described
equally well either by the transverse fluctuations of the D1-branes or by the profile and
curvature of the D3-branes. The former consist of solutions to the Nahm equation, and
the latter are solutions of the Bogomolny equation in the non-abelian gauge theory. The
Nahm transform [3, 4] switches between these two descriptions.
In recent years there have been attempts to generalize the Nahm transform to describe
M2-branes stretched between M5-branes. In the case of one M5-brane and an arbitrary
number of M2-branes, the analog of the Bogomolny equation is known as the self-dual
string equation [5]. The analog of the Nahm equation for one or two M2-branes is known
as the Basu-Harvey equation [6], and a generalization to arbitrarily many M2-branes was
proposed in [7, 8, 9]. There is currently no universal agreement on how the Nahm transform
for M-branes works.
The extension of the Nahm transform to certain configurations of infinitely many D1-
branes was developed in [10]. The crucial observation is that the Lie algebra u(n) can
be viewed as the algebra of functions on the fuzzy sphere, with 1/n playing the role of
the non-commutativity parameter. The fields describing the transverse fluctuations of the
D1-brane are u(n)-valued functions on an interval I. In the limit n → ∞ they become
functions on S2 × I. These fields are then put together into a map
t : S2 × I → R3 , (1.1)
from which the fields on R3 can easily be constructed.
The resulting configurations are known as magnetic bags. Magnetic bags are abelian
configurations that were introduced in [11]. They are widely believed to describe the large n
limit of n-monopoles in non-abelian gauge theory. This is known as Bolognesi’s conjecture.
In the present article we investigate various extensions of the Nahm transform, in
particular also to bags of self-dual strings. We begin in section 2 with a discussion of the
3-dimensional situation. The notion of magnetic bags is generalized to that of magnetic
domains; the latter may appear as limits not only of monopoles, but also of monopole
walls, monopole chains, and probably other configurations. We state and prove a Nahm
transform for magnetic domains which generalizes that given in [10]. We also give a partial
proof of Bolognesi’s conjecture for the case of magnetic discs, which are flattened magnetic
bags.
In section 3 we present a D-brane interpretation of magnetic bags and their Nahm
transform. The surfaces of magnetic bags are junctions of D-branes which are related by
T- and S-duality to junctions of (p, q) 5-branes. These junctions appear in the Nahm data
as defects. The D-brane picture is valuable not only as further support for the magnetic
bag conjecture, but also as a guide in generalizing the magnetic bag conjecture to M-theory.
Indeed, it seems very likely that n M2-branes stretching between two M5-branes will form
a bag as n→∞. A striking feature here is that the bags are abelian, and thus evade the
usual difficulties associated with writing down non-abelian higher gauge theories.
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In sections 4–6 we investigate in detail bags and more general domains formed by self-
dual strings. A precise definition of these domains is formulated in section 4, and we state
and prove the Nahm transform for them. The Nahm-dual picture for a self-dual string bag
consists of solutions of the Basu-Harvey equation based on the algebra of functions on the
3-sphere. These can be combined into a map
t : S3 × I → R4 , (1.2)
from which the bag can be recovered. This substantially improves a result of Ho and
Matsuo [12], who showed that the Bagger-Lambert-Gustavsson action based on the algebra
of functions on a 3-manifold at least has the correct low energy degrees of freedom to
describe M5-branes.
We go on to show in section 5 that this Basu-Harvey equation is the large n limit of
the equation introduced in [7, 8, 9] for describing n M2-branes. The bags obtained in this
large n limit are quite constrained: they are necessarily invariant under a certain action of
U(1). In fact, they can be identified with ordinary magnetic bags using the Hopf fibration.
Recently the idea has emerged that self-dual strings and their Nahm transform can be
described using loop space [13, 14, 15]. We show in section 6 that our Nahm equation for
self-dual string bags also has a natural loop space formulation and re-interpret the Nahm
transform from that perspective.
Finally, we provide in section 7 a construction for bags in higher gauge theories. An
interesting feature here is that the Nahm equation can be written as a Maurer-Cartan
equation for an element of an L∞-algebra.
We hope that the results presented here will be of some use in obtaining a better
understanding of self-dual strings. Certainly, self-dual string bags are easier to write down
than self-dual strings with charge n <∞. The Nahm transform for bags is very transparent,
and should provide a consistency check on putative Nahm transforms for self-dual strings.
2. Magnetic domains in three dimensions
2.1. From magnetic monopoles to magnetic domains
In SU(2) Yang-Mills-Higgs theory, we have an SU(2) principal bundle over R3 with con-
nection 1-form A, curvature 2-form F and an adjoint Higgs field Φ. We define
F = dA+ eA ∧A , dAΦ = dΦ + e[A,Φ] , (2.1)
where e is the Yang-Mills coupling constant. The Yang-Mills-Higgs energy functional
E = 12
∫
R3
tr (F ∧ ∗F + dAΦ ∧ ∗dAΦ) (2.2)
admits a Bogomolny bound
E =
∫
R3
tr
(
1
2 |dAΦ− ∗F |2 + dAΦ ∧ F
) ≥ ∫
S2∞
tr (FΦ) . (2.3)
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This bound is saturated (and the Yang-Mills-Higgs equations of motion are satisfied)
for BPS monopoles, which are defined as solutions (A,Φ) to the Bogomolny monopole
equation
F = ∗dAΦ , (2.4)
together with the asymptotic condition ||Φ|| :=
√
1
2 tr (Φ
†Φ) → v > 0 as r → ∞. This
asymptotic condition on Φ breaks the gauge symmetry to U(1), and therefore it makes sense
to talk about the magnetic charge q of a monopole. It is well-known that the magnetic
charge is quantized:
q := −12
∫
S2∞
tr (FΦ)
‖Φ‖ =
2pin
e
. (2.5)
Here n ∈ Z is a topological charge which counts the number of monopoles. The Bogomolny
bound can now be written as E ≥ vq.
In this paper, we are interested in monopole configurations that arise in the limit
n → ∞. For example, consider a BPS configuration of an odd number n of monopoles in
R3 located on a one-dimensional lattice at ~x = (i, 0, 0), i ∈ Z, |i| ≤ (n − 1)/2, where we
use the usual Cartesian coordinates on R3. Such configurations of monopoles are known
to exist, and in a certain limit n, v →∞ one obtains a solution of the Bogomolny equation
invariant under a translation group Z [16, 17]. This is an example of a monopole chain
[18, 19].
Similarly, one can consider doubly-periodic monopoles invariant under the action of
Z2, given by (x1, x2, x3) 7→ (x1 + i, x2 + j, x3) for i, j ∈ Z2. One has the freedom to
impose different boundary conditions as z → ±∞, and configurations satisfying ‖Φ‖ → A
as z → −∞ and ‖Φ‖ ∼ Bz as z → ∞ for constants A,B are know as monopole walls1
[20, 19, 21]. If a monopole wall has non-zero charge per unit period, then the total charge
n is again infinite.
Inductive reasoning might lead one to consider triply-periodic monopoles, but the fol-
lowing argument shows that there are no non-trivial examples of these. Any triply-periodic
monopole would correspond to a monopole on the compact manifold T 3. The equation of
motion AΦ = 0 would then imply that 0 =
∫
T 3 tr (Φ dA ∗dAΦ) = −
∫
T 3 tr (dAΦ∧∗dAΦ),
and hence that dAΦ vanishes
2.
Our final examples of monopoles with n → ∞ are magnetic bags [11]. Heuristically, a
magnetic bag with finite charge n consists of a finite-area segment of a monopole wall, folded
around to form a closed surface. The existence of such monopoles is an open question (which
we discuss further in section 2.5), however, five examples are known with n = 3, 4, 5, 7, 11
[22]. These magnetic bags are roughly spherical in shape, and the lattice structures on
their surfaces resemble the five Platonic solids.3 The size of the Platonic monopoles has
been shown to be in good agreement with predictions of the bag model [23]. Constructing
1Configurations for which ‖Φ‖ ∼ B|z| as z → ±∞ are called monopole sheets.
2Note that although Φ is a section of an associated vector bundle, the expression under the integral is
globally defined.
3There are actually two types of magnetic bag, termed “abelian” and “non-abelian” in [22], but this
distinction becomes irrelevant in the limit n→∞ that we consider.
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further examples of magnetic bags on R3 is difficult, because there are no further Platonic
solids whose symmetries can be exploited. The situation is much better on AdS space,
where numerical methods can be used to construct magnetic bags with a large range of
values of n [24]. Thus it is widely believed that magnetic bags exist for infinitely many
values of n, and that they are the most tightly-packed configurations of monopoles.
The magnetic charge q = 4pin/e of a magnetic bag remains finite in the limit n → ∞
provided one takes a double-scaling limit e→∞ such that n/e remains finite. In this limit
the BPS energy E = vq and also the size of the bag remain finite. The double scaling limit
causes two of the three su(2) components of the fields to be exponentially suppressed. This
can be seen from the D-brane interpretation discussed in section 3.1, where the ‘W-boson’
strings stretching between different D-branes have masses which diverge as ∼ e||Φ||. With
just one generator of su(2) left, we have u(1) valued fields, which we denote φ and f .
Explicitly, we have
Φ→ i
(
φ 0
0 −φ
)
and F → i
(
f 0
0 −f
)
(2.6)
in local gauges as n →∞. The surface of a bag becomes infinitely thin as n, e→∞, and
can be represented by a surface S ⊂ R3. One has f = 0 inside the bag, and hence that φ
is constant; φ is continuous on S, but f is not. We will assume that φ = 0 inside the bag.
We will be concerned with magnetic bags only in this abelian double-scaling limit. One
could take similar limits of walls or chains: here one sends the topological charge per unit
area (or length) and the coupling constant e to infinity, in such a way that the magnetic
charge per unit area (or length) stays finite. The limiting configuration for walls could
have a discontinuity in f along a plane, while for chains one could perhaps arrange for a
singularity along a line or a discontinuity on a cylinder.
All of these abelian limiting configurations are examples of what we will refer to as
magnetic domains Ω in three dimensions: These are monopole configurations characterized
by continuous u(1)-valued fields (f, φ) satisfying the following properties:
• f is closed, and therefore we have locally a gauge potential a with f = da,
• f and φ satisfy the Bogomolny monopole equation f = ∗dφ in the region Ω ⊂ R3,
• dφ 6= 0 in Ω and
• depending on the shape and dimensionality of the boundary of the domain Ω, φ
satisfies certain boundary conditions.
2.2. Nahm transform and the fuzzy funnel
The correspondence between monopoles and Nahm data is well known; Stated formally,
we have
Theorem 1. [3, 4] Up to gauge equivalence, there is a one-to-one correspondence between
• solutions to the Bogomolny equation F = ∗dAΦ on R3 with the boundary conditions
||Φ|| → v , ∂||Φ||
∂Ω
= O(r−2) , ||dAΦ|| = O(r−2) (2.7)
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as r →∞ and
• solutions to the Nahm equations
dT i
ds
=
e
2
εijk[T
j , T k] , (2.8)
satisfying the reality and boundary conditions
T i(−s) = T i(s)t , T i(s) = 1
e
J i
v − s +O(1) as s→ v , (2.9)
where T i ∈ u(n) × C∞(−v, v) and J i ∈ u(n) form an n-dimensional irreducible rep-
resentation of su(2).
Instead of regarding the T i as functions on the interval I = (−v, v) taking values in
u(n), we can interpret them as functions on S2F × I, where S2F is a fuzzy sphere at level
n. To understand this statement, let us briefly recall the Berezin-Toeplitz quantization of
the 2-sphere [25], see also [26, 27] and references therein. We start from the round sphere
S2 ∼= CP 1 endowed with its Fubini-Study metric and the corresponding Ka¨hler form ω.
As usual in geometric quantization, we have to pick an ample line bundle (the prequantum
line bundle), from whose global sections we derive a Hilbert space Hn. We choose the line
bundle Ln = O(n− 1) with first Chern number c1 = n− 1 and we will moreover work with
Ka¨hler polarization. This means that the Hilbert space is given by the global holomorphic
sections of Ln:
Hn = H
0(CP 1, Ln) ∼= Cn . (2.10)
Using the volume form ω, one can construct an inner product on Hn via
〈s1|s2〉 :=
∫
CP 1
ω(z, z¯)
(1 + zz¯)n
s1(z)s2(z) , (2.11)
where z ∈ C∪ {∞} denotes a point on CP 1. Moreover, we can construct an overcomplete
set of coherent states |z〉 ∈Hn for each z. These are used in the definition of the coherent
state projector Pz,z¯ :=
|z〉〈z|
〈z|z〉 , which provides a bridge between the classical and the quantum
world, as Pz,z¯ ∈ C∞(CP 1)⊗ End (Hn). We define the Berezin symbol map
σn : End (Hn)→ C∞n (CP 1) ⊂ C∞(CP 1) with σn(A) := tr (Pz,z¯A) , (2.12)
and the Toeplitz quantization map
Tn : C∞(CP 1)→ End (Hn) with Tn(f) :=
∫
CP 1
ω(z, z¯)f(z, z¯)Pz,z¯ . (2.13)
The set C∞n (CP 1) is called the set of quantizable functions at level n. Both the above maps
combine to the Berezin transform βn : C∞(CP 1)→ C∞n (CP 1), where βn(f) = σn(Tn(f)).
We now have the following results in the large n limit [28], see also [29]:
‖in[Tn(f),Tn(g)]−Tn({f, g})‖ = O
(
1
n
)
and βn(f)(z, z¯) = f(z, z¯)+O
(
1
n
)
. (2.14)
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On the set of quantizable functions C∞n (CP 1), we can invert σn to obtain a quantization
map σ−1n from real functions in C∞n (CP 1) to u(n), the set of real endomorphisms on Hn.
In this quantization procedure, n plays essentialy the role of 1/~. The fuzzy sphere is now
defined via its algebra of functions End (Hn) ∼= C∞n (CP 1). Note that the operator product
on End (Hn) induces a “star product” on C∞n (CP 1) by f ? g = σ−1n (σn(f)σn(g)).
Explicitly, the coordinate functions xi describing the embedding S2 ⊂ R3 are mapped to
the operators Xi := 2iJ
i
n ∈ u(n), where J i form an n-dimensional irreducible representation
of su(2). For these, we have the identities
XiXj −XjXi = 2i
n
εijkX
k , (2.15)
(X1)2 + (X2)2 + (X3)2 = 1− 1
n2
, (2.16)
which makes the limit S2F → S2 ⊂ R3 as n→∞ clear.
General functions in C∞n (S2) split up into representations of the rotation group SO(3) '
SU(2). These representations are given by the spherical harmonics Y`m, labeled by integers
0 ≤ ` < n, m ∈ Z with |m| ≤ `:
C∞n (S2) =
n−1⊕
`=0
⊕`
m=−`
Y`m ∼=
n⊕
i=1
(2i− 1)R . (2.17)
Here, i is the i-dimensional irreducible representation of su(2). A subscript R denotes
projection onto its real part under the obvious antilinear involution. Note that the functions
Y1m, m = −1, 0, 1 are linear combinations of the coordinate functions x1, x2, x3. Under
quantization, elements of C∞n (S2) are mapped to general elements of u(n), which form the
same sums of representations of su(2) ∼= so(3):
(End (Cn))R ∼= u(n) ∼= (n⊗ n)R =
n⊕
i=1
(2i− 1)R , (2.18)
In the limit n→∞, the fuzzy sphere S2F becomes the ordinary sphere S2 and C∞n (S2)→
C∞(S2). As implied by (2.14), the Lie bracket on u(n) goes over to the Poisson bracket on
C∞(S2). All this suggests that in the case of magnetic bags, for which n→∞, the Nahm
data should be extended from functions on an interval I taking values in u(n) to functions
on S2 × I. A Nahm construction using this point of view has been developed in [10]. In
the following, we will also allow for other 2-manifolds such as R2 and R × S1 to replace
S2 and thus extend this construction to a large class of magnetic domains.
2.3. Nahm transform for magnetic domains
We start from a real two-dimensional manifold M without boundary. A volume form ω
on M induces a symplectic structure, which in turn leads to a Poisson bracket on C∞(M).
This Poisson bracket can be trivially extended to a Poisson bracket {·, ·}ω on C∞(M ×I),
where I is the union of finitely many intervals on the positive real line. We denote the
resulting Poisson algebra by Πω.
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By Πω-valued Nahm data or Πω-Nahm data for short, we understand a triple of functions
ti ∈ C∞(M × I), which satisfy the Πω-Nahm equation
∂ti
∂s
=
4pi
q
1
2
εijk{tj , tk}ω . (2.19)
Below we will state and prove a theorem which shows how solutions of the Πω-Nahm
equation can be used to construct magnetic domains. However, before doing so we need to
introduce the concept of the volume type of a volume form on a 2-manifold. In general a
non-compact manifold M may be written as a union of a compact subset K and a collection
of open sets U , called ends. For example R2\{(0, 0)} has two ends, one near r = ∞ and
one near r = 0:
R
2\{(0, 0)} = U0 ∪K ∪ U∞ ,
U0 = {xixi < 1} , K = {xixi = 1} , U∞ = {xixi > 1} .
(2.20)
Given any volume form ω on M one may measure the volume of each of its ends, and
this could be either infinite or finite. We say that two volume forms ω1, ω2 have the same
volume type if every end U has either infinite ω1-volume and infinite ω2-volume, or finite
ω1-volume and finite ω2-volume. The notion of volume type is independent of the choice
of compact set K provided that K is big enough – we refer the reader to the appendix or
reference [30] for more details. Note that two volume forms on a compact manifold are
trivially of the same volume type.
As a simple example, consider the following two volume forms on R2\{(0, 0)}:
ω1 = dx
1 ∧ dx2 , ω2 = dx
1 ∧ dx2
xixi
. (2.21)
These do not have the same volume type, since the volume of U0 is finite when measured
with ω1 but infinite when measured with ω2. Note however that both volume forms give
M infinite volume.
It is not hard to show that two volume forms related by a diffeomorphism that does
not permute the ends have the same volume type. The converse statement was proven in
[30]: if ω1, ω2 have the same volume type then there exists a diffeomorphism u of M such
that u∗ω2 = ω1.
Theorem 2. Up to gauge equivalence, there is a one-to-one correspondence between
• sets of Πω-Nahm data with the property that the map from M ×I to Ω ⊂ R3 defined
by the ti is a diffeomorphism t : M × I → Ω, and
• magnetic domains Ω that are diffeomorphic to M × I, where the restriction of f to
any slice M×{s0} has the same volume type as ω and I is the range of φ. Explicitly,
there is a diffeomorphism u : Ω→M × I such that f = q4piu∗ω and φ = s ◦ u on Ω.
The proof follows closely that given in [10] for magnetic bags, and is similar to one
given in [31]: The Πω-Nahm data provide us with a diffeomorphism t and its inverse u,
M × I
t

u
Ω ⊂ R3 . (2.22)
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We will use local coordinates θ1,2 on M , s on I and Cartesian coordinates yi on Ω ⊂ R3.
By definition of the Poisson bracket, the Nahm equation (2.19) is equivalent to
dti ∧ ω = 4pi
q
1
2
εijk dt
j ∧ dtk ∧ ds , (2.23)
where ω is the volume form on M . This is an equation on M × I, which we want to pull
back along u to an equation on Ω ⊂ R3, identifying yi = u∗ti:
dyi ∧ u∗ω = 4pi
q
1
2
εijkdy
j ∧ dyk ∧ u∗ds = 4pi
q
∗ dyi ∧ u∗ds = 4pi
q
dyi ∧ ∗ u∗ds
⇐⇒ q
4pi
u∗ω = ∗d u∗s ,
(2.24)
and therefore f = ∗dφ. Note that ω is a volume form on M and therefore closed. This
means that locally, there exists a gauge potential a such that f = da.
Alternatively, we can start from the fields f := q4piu
∗ω and φ := u∗s and determine the
conditions necessary for the Bogomolny equation f = ∗dφ to hold. For this, we pull back
f = ∗dφ to M × I to get
q
4pi
ω = t∗ ∗ dφ . (2.25)
We compute
t∗ ∗ dφ = εijk 1
2
∂s
∂ti
(
∂tj
∂θa
∂tk
∂s
dθa ∧ ds+ ∂t
j
∂θa
∂tk
∂θb
dθa ∧ dθb
)
. (2.26)
When the Πω-Nahm equation holds, the unwanted term ε
ijk ∂s
∂ti
∂tj
∂θa
∂tk
∂s vanishes since
∂s
∂ti
∂ti
∂θa =
∂s
∂θa = 0 and the remaining term gives
q
4piω. With a little more work, it can
be shown that the Nahm equation is in fact equivalent to f = ∗dφ. We will use a similar
argument when discussing the loop space self-dual string bags in section 6.
The inverse construction is done for each connected component in Ω separately. Let us
therefore restrict to one connected component Ωc of Ω, on which the range of φ is given by
some interval I. By assumption, the magnetic domain Ωc is diffeomorphic to M × I with
dφ 6= 0 everywhere. The direct product structure M × I translates into a foliation of Ωc
by two-dimensional surfaces Σφ that are diffeomorphic to M . These surfaces are formed
by the level sets of φ. We pick an element φ0 = s0 ∈ I and the corresponding level set
Σφ0 = {p ∈ Ωc|φ(p) = φ0} together with the embedding i : Σφ0 ↪→Ωc. Now f and ω have
the same volume type, so the non-compact version of Moser’s theorem [30] implies that
there is a diffeomorphism w : M → Σφ0 and a constant q ∈ R such that w∗i∗f = q4piω (see
also [32]). We will now extend the map i to a diffeomorphism t : I ×M → Ωc as done in
[10]: The vector field ∂∂s has the properties
L ∂
∂s
s = 1 and ι ∂
∂s
ω = 0 , (2.27)
where L denotes the Lie derivative. On Ωc, we have analogously the normalized gradient
of φ, i.e. the vector field
Y =
(
∂φ
∂yj
∂φ
∂yj
)−1 ∂φ
∂yi
∂
∂yi
, (2.28)
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which satisfies
LY φ = 1 and ιY f = 0 . (2.29)
We now solve the differential equations
dyi
ds
= Y i(y(s)) (2.30)
with the boundary condition y(s0) = w ◦ i at s0 = φ0. The map y yields a diffeomorphism
between I˜ ×M and Ωc, where I˜ is some interval in R containing s0. Because of
dφ(yi(s))
ds
=
dyi
ds
∂φ
∂yi
= LY φ = 1 , (2.31)
I˜ is identical to the range of φ and therefore to I, and we can identify t with y. The one-to-
one correspondence is then shown by composing the transform with the inverse transform
to get the identity. This completes the proof.
The fact that we can find a prescription for the explicit construction of magnetic do-
mains reflects that they are described by integrable equations. They therefore come with
an infinite number of conserved charges as shown in [10] for magnetic bags.
The boundary conditions imposed on the Πω-Nahm data at the edges of the intervals
contained in I are in direct correspondence to the boundary conditions of the fields de-
scribing the magnetic domain, as we will show in detail for various examples in the next
section.
2.4. Examples
For magnetic bags, the boundary S of the domain Ω is diffeomorphic to a sphere. The
domain Ω itself is then R3 with the interior of S excluded. The boundary conditions
imposed are that φ = 0 on S and φ tends to some positive constant v as r →∞. Due to the
Bogomolny equation (2.4), the Higgs field φ is a harmonic function on Ω and furthermore,
because of the definition of q in (2.5), φ has the following asymptotic expansion:
φ ∼ v − q
4pir
+O(1) for r →∞ . (2.32)
The Πω-Nahm data are now functions of S
2 × I, where I = [0, v). The lower bound of I
corresponds to the surface S, while the upper bound of I corresponds to S2∞, the boundary
of R3 at infinity. This asymptotic behavior of the Higgs field (2.32) induces the following
boundary condition on the Πω-Nahm data:
ti(x, s) =
q
4pi
xi
v − s +O(1) as s→ v . (2.33)
The simplest example for a magnetic bag is the spherical one. It has Πω-Nahm data
[10]
ti(x, s) =
q
4pi
xi
v − s , (2.34)
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where x ∈ S2 ⊂ R3. The inverse map u : Ω→ S2 × I is
u(~y) =
(
~y
r
, v − q
4pir
)
, (2.35)
from which we compute
φ = u∗s =
{
v − q4pir r ≥ q4piv
0 r < q4piv
. (2.36)
Thus, Ω is given by {~y | |~y| ≥ q4piv} ⊂ R3. Now on S2 we have ω = sin θ1dθ1 ∧ dθ2 =
1
4εijkx
idxj ∧ dxk and so
f =
q
4pi
u∗ω =
{
q
8pir3
εijky
idyj ∧ dyk r ≥ q4piv
0 r < q4piv
. (2.37)
These fields satisfy f = ∗dφ on Ω.
A generalization of this example is the ellipsoidal bag, stretched in the y3 direction, for
which the Πω-Nahm data reads as
t(x, s) =
qλ
4pi
(
x1
sinh(λ(v − s)) ,
x2
sinh(λ(v − s)) ,
x3
tanh(λ(v − s))
)
. (2.38)
In the limit λ → 0, the Πω-Nahm data reduce to the spherical case (2.34). Let us now
restrict to λ = 1 for simplicity.
The inverse map u : Ω→ S2 × I is
u(~y) =
((
y1
α
,
y2
α
, y3
√
p
pα2 + 1
)
, v − sinh−1
(
1√
pα
))
, (2.39)
where p = (4pi/q)2 and
α2 =
pr2 − 1 +√4p((y1)2 + (y2)2) + (pr2 − 1)2
2p
. (2.40)
Therefore φ(~y) = v − sinh−1( q4piα(~y)) and f = εijk 1α√pα2+1
∂α
∂yi
dyj ∧ dyk on
Ω :=
{
~y
∣∣∣ (y1)2 + (y2)2 + 1
cosh2 v
(y3)2 ≥ 1
p sinh2 v
}
⊂ R3 . (2.41)
We can also consider a circular disc, i.e. a degenerate magnetic bag completely squashed
in the y3 direction, with Πω-Nahm data
t(x, s) =
q
8v
(
x1
sin(pi(v − s)/2v) ,
x2
sin(pi(v − s)/2v) ,
x3
tan(pi(v − s)/2v)
)
(2.42)
and inverse
u(~y) =
((
y1
α
,
y2
α
, y3
√
p
pα2 − 1
)
, v − 2v
pi
sin−1
(
1√
pα
))
, (2.43)
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where p = (8v/q)2 and
α2 =
pr2 + 1 +
√−4p((y1)2 + (y2)2) + (pr2 + 1)2
2p
. (2.44)
Therefore φ = v(1 − 2pi sin−1( q8vα(~y))) and f = εijk 1α√pα2−1
∂α
∂yk
dyj ∧ dyk on Ω = R3\D,
where D is a disc in the y1-y2-plane with radius q/8v. The Higgs field φ (and −φ) are
used in the plots in Figure 1. These plots will find a natural interpretation in terms of
D3-branes as explained in section 3.
-
6


x1, x2
s
x3
Figure 1: Plots of the Higgs field φ (and −φ) for the spherical magnetic bag and the
circular magnetic disc. The vertical axis is the s-direction and one of the circular symmetric
directions is suppressed.
The flat magnetic wall [20] arises from a map t : R2 × I → R3y3>0, where I = [0,∞).
The Poisson bracket on R2, arising from the symplectic form ω = dx1 ∧ dx2, is just
{xa, xb} = εab , a, b = 1, 2 . (2.45)
The Πω-Nahm data for the flat wall [10] are
ta(x, s) = xa , t3(x, s) =
4pi
q
s , (2.46)
and the inverse map is
u(~y) =
(
(y1, y2),
q
4pi
y3
)
. (2.47)
This gives solutions to the Bogomolny equation
φ = u∗s =
q
4pi
y3 , f =
q
4pi
u∗ω =
q
4pi
dy1 ∧ dy2 . (2.48)
Note that the Higgs field is a harmonic function on Ω, which is independent of y1 and
y2 as expected. More general magnetic walls, correspondingly, would still have Πω-Nahm
data t : R2 × I → R3y3>0 satisfying the boundary condition
t3(x, s) ∼ 4pi
q
s as s→∞ . (2.49)
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Finally, we can also consider a magnetic tube along the y3 axis. This arises from a map
t : S1×R×I → Ω ⊂ R3. The Poisson bracket on S1×R, induced by the symplectic form
ω = εabxadxb ∧ dz, is
{x1, x2} = 0 , {z, xa} = εabxb , (2.50)
where (x1, x2) ∈ S1 ⊂ R2. The Πω-Nahm data are given by
ta(x, z, s) = e
4pi
q
(s−v)
xa , t3(x, z, s) = z , a = 1, 2 , (2.51)
and the inverse map is
u(~y) =
((
y1
r
,
y2
r
)
, y3,
q
4pi
ln(r) + v
)
, (2.52)
where r2 := (y1)2 + (y2)2. From here we can see that the bag surface is a cylinder along
the y3-axis with radius r = e
− 4pi
q
v
and Ω is the exterior of this cylinder in R3.
This gives solutions to the Bogomolny equation
φ = u∗s =
q
4pi
ln(r) + v , f =
q
4pi
u∗ω = εab
q
4pi
ya
r2
dyb ∧ dy3 . (2.53)
General magnetic tubes would have Πω-Nahm data with the boundary condition
ta(x, z, s) ∼ e 4piq (s−v)xa for a = 1, 2 as s→∞ . (2.54)
-
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x3
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Figure 2: Magnetic wall and magnetic tube. The vertical axis is the s-direction and one of
the symmetric directions of R3 is suppressed.
2.5. Magnetic domains as limits of monopole configurations
As stated above, abelian magnetic bags are expected to correspond to the large n limits
of non-abelian magnetic monopoles. More precisely, Bolognesi has made the following
conjecture [11], cf. [10]:
Conjecture 1. For any magnetic bag (f, φ), there is a sequence (A(n),Φ(n)) of charge n
solutions to the Bogomolny monopole equations F (n) = dA(n)A
(n) = en ?dΦ
(n) with coupling
constant en ∈ R and gauge group SU(2), such that in the limit n→∞:
2pi
n
en
→ q , ‖Φ(n)‖ → φ and − tr (F
(n)Φ(n))
2‖Φ(n)‖ → f . (2.55)
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Recall that the ADHMN construction gives a one-to-one correspondence between gauge
equivalence classes of sets of Nahm data and gauge equivalence classes of solutions to the
Bogomolny monopole equations. Note that the limits (2.55) in conjecture 1 are gauge in-
variant. This suggests that if conjecture 1 is true, then for each set of Πω-Nahm data (t
i(s))
corresponding to a magnetic bag (f, φ), one can find a sequence of Nahm data (T i(n)(s))
for finite-charge monopoles that converges towards ti in the large n limit. Moreover, the
solutions (T i(n)(s)) can be extended to the full interval I2 = I∪−I. Let us be more precise:
Conjecture 2. For each solution (ti), ti ∈ C∞(S2×I) of the infinite-charge Nahm equation
(2.19) corresponding to a magnetic bag, there is a sequence of solutions (T i(n)), T
i
(n) ∈
u(n) ⊗ C∞(I2) of the finite-charge Nahm equation (2.8) such that in the limit n → ∞:
σn(T
i
(n)(s)) → ti(s) on I. Here, σn is the Berezin symbol map σn : u(n) → C∞n (S2)
introduced above.
To find a sequence of sets of Nahm data T i(n)(s) converging towards a set of Πω-Nahm
data ti(s) for a magnetic bag, one would ideally like a non-trivial Lie algebra homomorphism
from the Poisson algebra C∞(S2) to the Lie algebra u(n). However, such a map does not
exist. The best one can do is to use an approximate Lie algebra homomorphisms, just as
the Toeplitz quantization map, cf. (2.14).
First, it is necessary to extend the Πω-Nahm data for magnetic bags from the half-
interval I = [0, v) to the full interval I2 = (−v, v). The operation of transposition on a
matrix can be interpreted as the operation of a reflection R ∈ O(3) on the fuzzy sphere
[10], so the reality condition T i(−s) = T i(s)t for monopole Nahm data should be replaced
by the condition ti(x,−s) = ti(Rx, s) for bag Πω-Nahm data. Thus Πω-Nahm data on I
can be extended to I2, but doing so may introduce a discontinuity at s = 0.
The discontinuity is not present if the Πω-Nahm data satisfy t
i(Rx, 0) = ti(x, 0). If
this is the case the corresponding magnetic bag will be degenerate, in the sense that the
volume contained inside the magnetic bag will vanish. It is not hard to convince oneself that
Bolognesi’s conjecture is true for these degenerate bags, at least in the form of conjecture
2: to obtain Nahm data for a monopole corresponding to a degenerate bag, one only
needs to take T i(n)(0) := Tn(t
i(0)) as initial conditions and solve the Nahm equation. The
Nahm equation implies that the condition T i(−s)(n) = T i(s)t(n) is automatically satisfied,
because the matrices T i(n)(0) are by construction symmetric. As the failure of the Toeplitz
quantization map Tn to be a Lie algebra homomorphism is of order O(1/n), in the limit,
the deviation of T i(n)(s) from Tn(t
i(s)) vanishes:∫
I(n)2
ds ||T i(n)(s)−Tn(ti(s))||2 → 0 as n→∞ . (2.56)
Here, I(n)2 is the maximal interval on which both the T i(n)(s) and the ti(s) are defined. As
the functions ti(s) diverge at s = v, the same should hold for the matrix-valued functions
T i(n) in a neighborhood of v that becomes smaller with n, i.e. I
(n)
2 → I2. The T i(n)(s) thus
indeed describe a sequence of Nahm data that encodes monopole solution and converges
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to the Πω-Nahm data t
i(s) of a magnetic bag. These arguments suggest that Bolognesi’s
conjecture is true at least for degenerate bags like e.g. magnetic discs.
For non-degenerate bags, the situation is more subtle: the extension of the Πω-Nahm
data to I2 via ti(x,−s) := ti(Rx, s) has a discontinuity at s = 0 as ti(Rx, 0) 6= ti(x, 0)
for some i = 1, 2, 3. Thus the limiting configuration ti(s) must satisfy a modified Nahm
equation. Because the ti(x, s) satisfy the Nahm equation on I2\{0}, we are led to
dti
ds
=
2pi
q
εijk{tj , tk}+ ζiδ(s) , (2.57)
where ζi ∈ C∞(S2) determines the size of the jump at s = 0. Solutions of this modified
Nahm equation are expected to be good approximations to solutions of the usual Nahm
equation in the large n limit. To understand this modification in more detail, let us turn
to the brane interpretation of magnetic domains in string theory.
3. Brane interpretation
3.1. Brane interpretation of magnetic walls and bags
In string theory, BPS monopoles can be interpreted as D1-branes ending on D3-branes
[1, 2]. Explicitly, we consider the following configuration of n D1-branes ending on N
D3-branes at positions x6 = si, i = 1, . . . , N :
0 1 2 3 4 5 6 . . .
D1 × `
D3 × × × × si
(3.1)
A × indicates a direction that is fully contained in the brane’s worldvolume, while a `
indicates that the brane’s worldvolume is bounded in this direction. To compare with
Chalmers-Hanany-Witten configurations [33, 34], we T-dualize along the x4- and x5-direc-
tions, S-dualize and obtain
0 1 2 3 4 5 6 . . .
D3 × × × `
NS5 × × × × × × si
(3.2)
Dirac monopoles correspond to a single N = 1 NS5-brane at e.g. s = 0. The usual SU(2)-
monopoles yield N = 2 NS5-branes at positions s1 = −v and s2 = v and D3-branes
suspended between them, where I = (−v, v) is the interval over which the Nahm data is
supported. The BPS equations in the gauge theory description of configuration (3.2) are
just the ordinary Nahm equations, cf. e.g. [34, 35, 36].
As a first nontrivial configuration, let us consider a so-called monopole wall [21], i.e.
a doubly periodic monopole. A brane interpretation of such a monopole wall has been
recently discussed in [37]. Here, we consider an NS5-brane at s = 0 and D3-branes whose
endpoints form a two-dimensional lattice in the R212-directions
4. Alternatively, we can
4Subscripts on manifolds denote the directions in which these spaces extend into the target space R1,9.
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replace the subspace R3123 with T
2
12 × R3 and consider a single monopole on this space
at x1 = x2 = 0. Let us assume that the radii of the torus T 212 are sufficiently small and
therefore the Higgs field Φ is effectively constant in the compactified directions. It therefore
satisfies the Laplace equation in the x3-direction:
∂
∂x3
∂
∂x3
φ(x3) = tan θ δ(0) , (3.3)
where x3 = 0 is the position of the endpoint of the D3-brane on the NS5-brane and the
angle θ is related to the lattice spacing or, equivalently, the radii of the torus T 212, cf. e.g.
[38]. The solution of this equation is
φ(x3) =
tan θ
2
|x3|+ bx3 + c , b, c ∈ R . (3.4)
The constants can be fixed by demanding that x6 = φ(x3) = 0 for x3 ≤ 0, which yields
b = tan θ2 and c = 0. This configuration is in fact related to a bound state between D5- and
NS5-branes. To see this, let us T-dualize along T 212, and we arrive at the configuration
0 1 2 3 4 5 6 . . .
D5 × × × 0 × × `
NS5 × × × ` × × 0
(1,1) × × × ` × × `
NS5
D5
 
  (1, 1)-brane
-
6
x3
x6
The NS5-brane ends at x3 = 0 and turns into a (p, q)-fivebrane with p = q = 1 which
extends diagonally in R236 as indicated by the symbol `. A (p, q)-brane [38] is a bound
state of p NS5-branes and q D5-branes, fused together at a junction like the one above.
The angle θ is restricted by tan θ = gs
p
q , p, q ∈ N, where gs is the string coupling.
Combining two such monopole walls and tuning the length of the connecting D5-branes
to zero, we obtain the following picture:
NS5
NS5
D5
 
  (1, 1)-brane
@
@@
(1, 1)-brane
−→
NS5
 
  
(1, 1)-brane
@
@@
(1, 1)-brane
The right configuration is a useful picture for the neighborhood of the edge of a magnetic
bag. Let us now try to model a complete spherical magnetic bag. For this, consider two
NS5-branes as above, which extend into R6012345 at s1 = −v and s2 = v, together with
D5-branes extending into R0 ×R3456, wrapping a 2-sphere S2 in R3123, and ending on the
NS5-branes at s1 and s2. The boundary of the D5-branes in R
3
123 is given by the 2-sphere,
which is identified with the surface of the magnetic bag. We now perform again the analysis
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of the Higgs field as above. The Higgs field now has to satisfy the Laplace equation in three
dimensions, which yields φ ∼ v − 1r , where r is the radial distance from the center of the
2-spheres S2. As a boundary condition, we demand that the NS5-branes are flat in the
interior of the bag. This deforms them to (1, 1)-branes on the outside of the bag:
D5 R0 × S2123 ×R3456
NS5 R0 ×B3123 ×R245
(1,1) R0 × S2123 ×R+1236 ×R245
   
   
NS5
(1, 1)
(1, 1)
(3.5)
After taking the length of the D5-branes in the x6 direction to zero, the Higgs field has the
profile of that of the spherical magnetic bag.
3.2. Approximating the Nahm data for magnetic bags
We now return to equation (2.57) and its interpretation in terms of branes. We start again
from two NS5 branes at s1 = −v and s2 = v and n D3-branes suspended between them.
The source at s = 0 in equation (2.57) signals that there is an ‘impurity’ in the worldvolume
of the D3-branes. Such impurity theories have been extensively studied, see e.g. [37] and
references therein. In string theory, the impurities can be modeled by inserting fivebranes
whose worldvolumes are orthogonal to the direction x6. These fivebranes are assumed to be
heavy compared to the D3-branes, and therefore they are considered as static. Moreover,
the distribution-like source induces a jump in the Nahm datum T 1 at s = 0, signaling a
breaking of the D3-branes in the x1-direction:
NS5 NS5
defect
D3s
D3s
-
6
x6
x1
(3.6)
If we insert a D5-brane at s = 0 parallel to the NS5-branes and such that the D3-branes can
intersect it, the strings connecting the D3- and D5-branes yield an additional fundamental
hypermultiplet [34]. Giving a vacuum expectation value (vev) to this hypermultiplet, we
obtain additional source terms to the Nahm equation, which are of the form5
dT i(n)
ds
=
2pi
q
εijk[T
j
(n), T
k
(n)] + ha ⊗ h∗bσiabδ(s) , (3.7)
where ha ∈ Ck ⊗ C2. This is the Nahm equation appearing in the construction of an
SU(3) monopole [39, 2]. Note that the expression ha⊗h∗b ∈ End (C2)⊗End (Ck) is of rank
one in the gauge part End (Ck). This amounts to the fact that only one of the D3-branes
5As remarked in [2], it is expected that stringy effects will regulate the δ(s)-term to an exponential
approximation.
17
suspended between the two NS5-branes can break up on the D5-brane6. Here, however,
we want all the D3-branes to break in the x1 direction.
The alternative is to insert an NS5-brane. This generates an additional bifundamental
hypermultiplet at s = 0 arising from strings connecting the D3-branes to the left and the
right of the NS5-brane [34, 37]. Giving a vev to this hypermultiplet, we obtain the Nahm
equation
dT i(n)
ds
=
2pi
q
εijk[T
j
(n), T
k
(n)] + ζ
iδ(s) , (3.8)
which is the finite n version of (2.57). Here, ζi ∈ u(n) is determined by the vev of the
hypermultiplet. This configuration, however, does not describe an SU(2) monopole. In
fact, the configuration we arrived at is S-dual to a sequence of D5-branes at s = −v, s = 0
and s = v, which is the usual description of an SU(3) monopole, except for the fact that
all the D3-branes break on the D-brane in the middle. To obtain a brane configuration
corresponding to an SU(2)-monopole, we compactify the direction x6 on a circle and identify
the NS5-branes at s = −v and s = +v. On the latter NS5-brane, the D3-branes end with
the usual Nahm boundary condition, while on the NS5-brane at s = 0, they break up and
their worldvolume becomes discontinuous in the x1-direction. Inverting the process of T-
and S-dualizing, we recover a D-brane configuration with two D3-branes and 2n D1-branes,
which describes an SU(2)-monopole configuration. While this string theory interpretation
is certainly no proof of the Bolognesi conjecture, it gives at least strong evidence for its
validity.
Finally, let us try to connect configuration (3.5) to (3.6). While (3.6) is the na¨ıve,
classical picture, configuration (3.5) incorporates quantum corrections bending the branes.
We know that each point of the worldvolume of the D3-branes in (3.6) polarizes into a
fuzzy sphere due to the Myers effect [40, 41]. In the limit n→∞, the D3-branes therefore
turn into D5-branes wrapping a sphere S2123. Moreover, if we assume that all the D3-
branes come in pairs such that the configuration (3.6) is symmetric with respect to the
x6-coordinate axes, we arrive at the following quantum corrected picture:
  
@@
@@
  (p, q)
(p, q)
(p, q)
(p, q)
NS5 NS5
defect
D5s
D5s
D5s
D5s
-
6
x6
x1
Up to the defect at s = 0, this configuration is identical to (3.5). Note that to obtain
a magnetic bag, we have to tune the distance between the NS5-branes to zero. To our
knowledge, it is still unclear how to describe Chalmers-Hanany-Witten configurations with
stacks of multiple NS5-branes as impurities. Studying our example of a magnetic bag
in more detail might provide some new insights into this issue. In particular, it might
6This is also related to the s-rule [34], which states that only one D3-brane can be supersymmetrically
suspended between any given pair of NS5- and D5-branes.
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explain the appearance of the additional defect at s = 0. These considerations, however,
are beyond the scope of this paper.
It is clear that the D-brane configurations we considered in this section all have lifts to
M-theory. In particular, the M-brane configuration obtained from lifting (3.5) describes a
bag of self-dual strings, which are bounded by three-dimensional surfaces diffeomorphic to
S3. We will present the corresponding Nahm constructions in the following.
4. Magnetic domains in four dimensions
4.1. From self-dual strings to magnetic domains
A self-dual string is a BPS configuration of M2-branes ending on M5-branes in the following
way:
M 0 1 2 3 4 5 6
M2 × × `
M5 × × × × × ×
(4.1)
This configuration is obtained from (3.1) by T-dualizing along the x5-direction and inter-
preting the x4-direction as the M-theory direction.
If only one M5-brane is present, the effective description on the M5-brane consists of a
u(1)-valued scalar field φ and a closed u(1)-valued 3-form h on R4. These must satisfy the
self-dual string equation [5],
h = ∗dφ , (4.2)
which is the M-theory analog of the Bogomolny equation for Dirac monopoles. For two
or more M5-branes the effective description on the M5-brane worldvolume is not known.
There are some suggestions using loop space, and we will return to these in section 6.
We saw in sections 2 and 3 that magnetic domains, obeying an abelian equation, can
appear in the n → ∞ limit of n D1-branes stretched between two D3-branes. We expect
something similar to happen here: If we consider the limit of infinitely many M2-branes
stretched between two M5-branes, the theory should become abelian. We will refer to the
resulting configurations again as magnetic domains. These domains in four dimensions are
described by a Higgs field φ and a closed 3-form h in a domain Ω ⊂ R4, both taking values
in u(1) and having the following properties:
• h is closed, and therefore we have locally a 2-form potential b with h = db,
• h and φ satisfy the self-dual string equation h = ∗dφ in the region Ω ⊂ R4,
• dφ 6= 0 in Ω and
• depending on the shape and dimensionality of the boundary of the domain Ω, φ
satisfies certain boundary conditions.
We clearly expect to find four-dimensional generalizations of the magnetic domains we
know from three dimensions, in particular magnetic bags, magnetic tubes and magnetic
walls. Analogously to the name monopole bags, we will refer to magnetic bags in four
dimensions as self-dual string bags.
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It is interesting to note that, similar to the Yang-Mills-Higgs energy functional, we can
define a functional
E = 12
∫
Ω
h ∧ ∗h+ dφ ∧ ∗dφ , (4.3)
which has a Bogomolny bound
E =
∫
Ω
1
2 |dφ− ∗h|2 + dφ ∧ h ≥ vq , q :=
∫
S3∞
h , (4.4)
saturated by solutions to the self-dual string equation (4.2).
4.2. Nambu-Poisson structure and the Basu-Harvey equation
To develop the Nahm construction for magnetic domains in four dimensions, we first have
to review the corresponding Nahm equation. In the case of self-dual strings, this is the
Basu-Harvey equation [6]
dTµ
ds
=
e
3!
εµνρσ[T
ν , T ρ, T σ] . (4.5)
The functions Tµ(s) take values in a 3-Lie algebra. 3-Lie algebras were introduced by
Filippov [42] and are by definition vector spaces A equipped with a 3-bracket [·, ·, ·] : A3 →
A. The 3-bracket is linear and anti-symmetric in all of its arguments, and is required to
satisfy the fundamental identity,
[f1, f2, [g1, g2, g3]] = [[f1, f2, g1], g2, g3] + [g1, [f1, f2, g2], g3] + [g1, g2, [f1, f2, g3]] . (4.6)
The most prominent example of a 3-Lie algebra is the 3-Lie algebra called A4 in the
classification of [42]. As a vector space, A4 is isomorphic to R4, and its generators τ1, . . . , τ4
satisfy
[τµ, τν , τρ] = εµνρστσ , µνρσ = 1, . . . , 4 . (4.7)
This 3-Lie algebra (and its direct sums) is known to be the only non-trivial, finite-dimensio-
nal example of a 3-Lie algebra endowed with a positive definite invariant inner product [43].
In contrast, there are many examples of infinite-dimensional normed 3-Lie algebras. Let
M be any 3-manifold equipped with a non-vanishing volume form ω. The space C∞(M)
of smooth functions forms a 3-Lie algebra, with 3-bracket defined by the equation
{f, g, h}ω = df ∧ dg ∧ dh . (4.8)
In addition to the fundamental identity (4.6), the 3-bracket satisfies the Leibniz rule
{f1f2, g, h} = f1{f2, g, h}+ {f1, g, h}f2 . (4.9)
This implies that for any g, h ∈ C∞(M) the map D(g, h) : f → {g, h, f} is a derivation,
which means that D(g, h) is a vector field. In general, a 3-Lie algebra structure on the
algebra of functions over a manifold obeying the Leibniz rule is called a Nambu-Poisson
structure [44, 45].
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Solutions to the Basu-Harvey equation based on the 3-Lie algebra A4 are conjectured
to describe two M2-branes stretching between M5-branes. We will show below that the
appropriate 3-Lie algebra for describing self-dual string bags is C∞(S3) equipped with the
Nambu-Poisson 3-Lie bracket induced by the SO(4)-invariant volume form ω. In standard
polar coordinates 0 ≤ θ1, θ2 ≤ pi, 0 ≤ θ3 ≤ 2pi the volume form is
ω = sin2 θ1 sin θ2 dθ1 ∧ dθ2 ∧ dθ3 , (4.10)
and the Nambu-Poisson 3-bracket is given by
{f, g, h} = 1
sin2 θ1 sin θ2
εijk
∂f
∂θi
∂g
∂θj
∂h
∂θk
. (4.11)
It will be convenient to denote by x1, x2, x3, x4 the functions on S3 obtained by restricting
coordinate functions from R4. These of course satisfy xµxµ = 1, and their 3-brackets with
each other are
{xµ, xν , xρ} = εµνρσxσ . (4.12)
Thus the xµ span a sub-algebra of C∞(S3) isomorphic to A4.
4.3. Nahm transform and its inverse
In general, we will denote the Nambu-Poisson structure on a three-dimensional manifold M
induced by its volume form ω by Πω. Under Πω-Basu-Harvey data for magnetic domains
in four dimensions, we understand a set of four functions tµ on M ×I, where I is a union
of finitely many intervals, satisfying the Πω-Basu-Harvey equation
dtµ
ds
=
2pi2
3!q
εµνκλ{tν , tκ, tλ}ω . (4.13)
We will discuss in section 5 how this Basu-Harvey equation emerges as the large n limit of
Basu-Harvey equations based on hermitian 3-algebras. Analogously to the case of magnetic
domains in R3, we have the following theorem, which refines a result of Dunajski [31]:
Theorem 3. Up to gauge equivalence, there is a one-to-one correspondence between
• sets of Πω-Basu-Harvey data with the property that the map from M × I to Ω ⊂ R4
defined by the tµ is a diffeomorphism t : M × I → Ω, and
• magnetic domains Ω that are diffeomorphic to M × I, where the restriction of the
3-form curvature h to any slice M ×{s0} has the same volume type as ω and I is the
range of φ. Explicitly, there is a diffeomorphism u : Ω→M×I such that h = q
2pi2
u∗ω
and φ = s ◦ u on Ω.
The proof is a minor generalization of that of theorem 2. The Basu-Harvey data defines
a diffeomorphism t from M × I to a subset Ω ⊂ R4 with inverse u. By definition of the
Nambu 3-bracket, the infinite-charge Basu-Harvey equation (4.13) is equivalent to
dtµ ∧ ω = 2pi
2
3!q
εµνκλdt
ν ∧ dtκ ∧ dtλ ∧ ds . (4.14)
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This implies the following equation on R4:
dyµ ∧ u∗ω = 2pi
2
q
dyµ ∧ ∗d(u∗s) . (4.15)
Thus φ = u∗s and h = q
2pi2
u∗ω solve the self-dual string equation (4.2).
To define the inverse transform we restrict ourselves again to a connected component.
We choose a value φ0 = s0 ∈ I, which yields the level surface Σφ0 , which is embedded in
Ω via the map i : Σφ0 ↪→Ω. Because the restriction of h and ω have the same volume type,
there is a diffeomorphism w : M → Σφ0 such that w∗i∗h = q2pi2ω. The diffeomorphism w ◦ i
can be extended to all of M × I by solving the differential equation
dyµ
ds
= Y µ(y(s)) , Y =
(
∂φ
∂yν
∂φ
∂yν
)−1 ∂φ
∂yµ
∂
∂yµ
(4.16)
with boundary condition y(s0) = w ◦ i. Here, the solution y can again be identified with
the diffeomorphism t : M ×I → Ω. It can be readily checked that this construction inverts
the Nahm transform.
4.4. Examples
First we consider what we will call self-dual string bags: magnetic domains in four dimen-
sions for which Ω is the exterior of a hypersurface Σ ⊂ R4 diffeomorphic to S3. On the
interior of this hypersurface Σ, we have φ = 0, and on the exterior, φ ∼ v − 1
r2
as r →∞.
The corresponding Πω-Basu-Harvey data consists of four functions on S
3× [0, v) satisfying
tµ ∼ x
µ
2pi
(
q
v − s
) 1
2
as s→ v . (4.17)
The simplest example of Πω-Basu-Harvey data is
tµ =
xµ
2pi
(
q
v − s
) 1
2
. (4.18)
The image of the map t : S3 × [0, v) → R4 is the set Ω = {r2 ≥ q/4pi2v}, and the inverse
map u : Ω→ S3 × I is
u(~y) =
(
~y
r
, v − q
4pi2r2
)
. (4.19)
Thus the corresponding self-dual string bag is the following spherically-symmetry configu-
ration:
φ =
{
v − q
4pi2r2
r2 ≥ q
4pi2v
0 r2 < q
4pi2v
,
h =
{
q
3!2pi2r4
εµνρσy
µdyν ∧ dyρ ∧ dyσ r2 ≥ q
4pi2v
0 r2 < q
4pi2v
.
(4.20)
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Another example of Basu-Harvey data7, this time describing an ellipsoidal bag extended
in the y4 direction, is given by
t (xµ, s) =
√
q
2pi2
(
xi√
(v − s)(2 + v − s) ,
x4(1 + v − s)√
(v − s)(2 + v − s)
)
, i = 1, . . . , 3 . (4.21)
The inverse map u : Ω→ S3 × I is then
u(y) =
yi
α
,
y4
α
√
1 + q
2pi2α2
 , v + 1−√1 + q
2pi2α2
 , (4.22)
where
α2 = 12
(
r2 − q
2pi2
+
√
2q
pi2
(r2 − (y4)2) + (r2 − q
2pi2
)2
)
. (4.23)
This gives the magnetic domain
φ = v + 1−
√
1 +
q
2pi2α2
, h = εµνρσ
q
2pi2α3
√
1 + q
2pi2α2
∂α
∂yµ
dyν ∧ dyρ ∧ dyσ
on Ω =
{
y
∣∣∣ (y1)2 + (y2)2 + (y3)2 + 1
(1 + v)2
(y4)2 ≥ q
2pi2(2v + v2)
}
⊂ R4 .
(4.24)
Analogously to the 3-dimensional examples presented in section 2.4, one can also con-
struct 4-dimensional magnetic domains from manifolds M = R3, M = R2 × S1 and
M = R × S2 endowed with a volume form. The boundary conditions for the scalar field
φ can be fixed by demanding that φ asymptotes to a harmonic function with appropriate
symmetries, and these induce boundary conditions on the Basu-Harvey data.
4.5. Conserved charges
It is interesting to note that the Basu-Harvey equation is integrable. Rather than a Lax
pair, the integrability manifests itself through a Lax triple (t, A,B) with spectral parame-
ters η, ζ ∈ CP 1:
t(η, ζ) = (t1 + it2) + ζ(t3 + it4) + η(t3 − it4) + ζη(−t1 + it2) ,
A(η) = (t3 + it4) + η(−t1 + it2) ,
B(ζ) = (t3 − it4) + ζ(−t1 + it2) .
(4.25)
Here, ti ∈ C∞(I)⊗A, where A is a 3-Lie algebra. Using the anti-symmetry of the 3-bracket,
it can be shown that the Basu-Harvey equation is equivalent to
d
ds
t(η, ζ) = [A(η), B(ζ), t(η, ζ)] . (4.26)
7The corresponding solution to the Basu-Harvey equation (4.5) with Nahm data taking values in the
3-Lie algebra A4 was given in [15].
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Specializing now to the 3-Lie algebra C∞(M), we define an infinite tower of conserved
charges by taking the coefficients of the polynomials,∫
M×s0
ω t(η, ζ)n , n ∈ N , (4.27)
where ω is again the volume form on M . We assume that these integrals converge, which is
certainly the case when M is compact. The fact that these quantities are conserved follows
from the Lax equation (4.26) and the observation that the integral of the 3-bracket of any
three functions is zero.
The conserved charges can equivalently be defined in the Nahm dual picture as the
integrals over level sets {φ = s0}. That these integrals are independent of φ0 follows from
repeated applications of Stokes theorem.
For the Basu-Harvey equation based on A4, one can construct conserved charges
(t(ζ, η), t(ζ, η)) using the positive definite norm (·, ·).
5. Hermitian bags
The Basu-Harvey equation based on the trivial 3-algebra R and the 3-algebra A4 describe
one or two parallel M2-branes ending on M5-branes. For n > 2 M2-branes, one needs a
generalization of this equation based on hermitian 3-algebras [7, 8, 9]. This equation is a
BPS equation of the ABJM model [46, 47] just as the Basu-Harvey equation (4.5) is a BPS
equation of the BLG model [48, 49]. In this section we will show that our proposed equation
(4.13) for an infinite number of M2-branes arises in the large n limit of this equation.
In order to do this, we first show that the hermitian 3-algebras converge to a sub-algebra
of C∞(S3) as n→∞. The fact that the limit yields a sub-algebra, rather than the whole
of C∞(S3), places constraints on the bag obtained via the Nahm transform. We discuss the
implications of these constraints at the end of the section: essentially, the bag obtained is
invariant under an action of U(1), and can be identified with a magnetic bag on R3.
5.1. Equivariant fuzzy 3-sphere
A hermitian 3-algebra consists of a complex vector space H equipped with a 3-bracket
[ · , · ; · ] : H3 → H. The 3-bracket is anti-symmetric and linear in its first two arguments,
and anti-linear in its third argument. The 3-bracket is required to satisfy the fundamental
identity,
[[a, b; c], d; e] = [[a, d; e], b; c] + [a, [b, d; e]; c]− [a, b; [c, e; d]] (5.1)
for all a, b, c, d, e ∈ H. The fundamental identity implies that for any a, b ∈ H, the maps
D(a, b) : c 7→ [c, a; b] (5.2)
span the Lie algebra gH of inner derivations of H.
The conventional ABJM model is built from the hermitian 3-algebra Matn×n(C) with
bracket
[C,A;B] = −2n(AB¯C − CB¯A) = D(A,B) B C , (5.3)
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where the bar denotes matrix transposition combined with complex conjugation. Here, we
will focus on the sub 3-algebra Hn of (n − 1 × n)-dimensional matrices, which is relevant
for the hermitian Basu-Harvey equation.
Note that it is also possible to construct hermitian 3-algebras from 3-Lie algebras.
Given a 3-Lie algebra A, one defines H = C⊗A and for the hermitian 3-bracket chooses
[a, b; c] = [a, b, c¯] . (5.4)
This means for example that the space C ⊗ C∞(S3) of complex functions on S3 forms a
hermitian 3-algebra. We will show below that the large n limit of Hn can be identified
with a sub-algebra H∞ of C⊗ C∞(S3).
Consider the following two distinguished elements W 1,W 2 ∈ Hn:
W 1 =
1√
n

0
√
1 0
...
0 0
√
2
...
. . . 0
0 · · · 0 √n− 1
 ,
W 2 =
1√
n

√
n− 1 0 0 ...
0
√
n− 2 0
...
. . .
0 · · · 0 √1 0
 .
(5.5)
These special elements were introduced in [8], where it was noted that they satisfy
W¯ 1W 1 + W¯ 2W 2 =
n− 1
n
1n , (5.6)
W 1W¯ 1 +W 2W¯ 2 = 1n−1 , (5.7)
and
[Wα,W β;W γ ] = 2εαβεγδW δ . (5.8)
It follows from (5.8) that the Lie algebra of derivations spanned by D(− i2Wα,W β) is u(2),
and that W 1,W 2 transform in the fundamental representation of this Lie algebra. Thus
there is a natural action of u(2) on Hn.
The diagonal sub-algebra u(1) ⊂ u(2) is generated by
Ξ = D
(
− i
2
Wα,Wα
)
, (5.9)
and this u(1) sub-algebra acts in the following way:
Ξ B A = iA (5.10)
for all A ∈ Hn. The action of the Lie sub-algebra su(2) ⊂ u(2) can be summarized by
saying that Hn transforms in the following representation of su(2):
Hn = n− 1⊗ n =
n−1⊕
i=1
2i . (5.11)
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As was noted in [8], the algebraic identities (5.6), (5.7) suggest an interpretation of Hn
as a fuzzy 3-sphere. As we will see now, this interpretation is problematic. It is natural to
try to identify the elements W 1,W 2 ∈ Hn with the complex functions w1 = x1 + ix2, w2 =
x3 + ix4, which satisfy
w¯1w1 + w¯2w2 = 1 . (5.12)
The hermitian 3-brackets of these functions satisfy the same relations as the 3-brackets of
the Wα:
[wα, wβ;wγ ] := {wα, wβ, w¯γ} = 2εαβεγδwδ , (5.13)
where {·, ·, ·} denotes the Nambu-Poisson bracket induced by the canonical volume form
on S3. The derivations D( i2w
α, wβ) therefore span the Lie algebra u(2), which can be
identified with a Lie sub-algebra of the rotation Lie algebra so(4) ∼= su(2)⊕ su(2).
We now explain how this Lie algebra acts on C⊗C∞(S3). We start with the derivation
ξ = D
(
− i
2
wα, wα
)
= i
(
wα
∂
∂wα
− w¯α ∂
∂w¯α
)
, (5.14)
which generates the diagonal u(1). The set of eigenvalues of ξ is Z, and the identity (5.1)
implies that the eigenspaces of ξ are closed under the hermitian 3-bracket. In view of (5.10)
it seems reasonable to identify the large n limit of Hn with the hermitian 3-algebra,
H∞ := {f : S3 → C | ξ B f = Lξf = if} . (5.15)
The vector space H∞ may be identified with the space of chiral spinors on the 2-sphere.
That is, H∞ is the closure of the span of the polynomials wα1 . . . wα`+1w¯β1 . . . w¯β` , αi, βi =
1, 2, ` ∈ N. The space H∞ therefore does not contain all functions on S3, as would be
required by an interpretation of Hn as a fuzzy 3-sphere.
Now we consider the action of su(2). It is well-known that H∞ transforms in the
following representation of su(2):
H∞ =
∞⊕
i=1
2i . (5.16)
This clearly coincides with the n → ∞ limit of (5.11). Due to the similarities between
equations (5.6), (5.7), (5.8) and (5.12), (5.13), it is clear that H∞ is the formal n → ∞
limit of Hn.
There are obvious parallels to be drawn with the discussion in section 2.2 of the Berezin-
Toeplitz quantization of S2: just asHn⊗Hn quantizes the Poisson bracket functions on S2,
we have shown that Hn ⊗Hn+1 quantizes the 3-bracket structure on the space of chiral
spinors on S2. It would be interesting to investigate this idea from an analytical point
of view, i.e. to find analogous formulas to (2.14) involving Nambu-Poisson and hermitian
3-algebra brackets.
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5.2. The hermitian Basu-Harvey equation
The BPS equation of the ABJM model, which is conjectured to describe n parallel M2-
branes, is the hermitian Basu-Harvey equation,
d
ds
Zα =
pi2
q
[Zα, Zβ;Zβ] , (5.17)
where the two functions Z1(s), Z2(s) take values in a hermitian 3-algebra. The hermitian
3-algebra chosen in [8] was the hermitian 3-algebra of n × n matrices, however, we saw
in the previous section that in order to obtain a reasonable large n limit, it is sensible to
restrict attention to the sub-algebra Hn of n− 1× n matrices. All irreducible solutions of
(5.17) can be restricted to this sub-algebra [8].
Thus in the large n limit, we obtain H∞-valued functions z1(s), z2(s) obeying
d
ds
zα =
pi2
q
[zα, zβ; zβ] . (5.18)
This equation is equivalent to the Basu-Harvey equation (4.13) if we identify z1 = t1 + it2,
z2 = t3 + it4. The natural range for the variable s is here [0, v), and the boundary (4.18)
can be rewritten as
zα =
wα
2pi
√
q
v − s +O((v − s)
1
2 ) as s→ v . (5.19)
A self-dual string bag on R4 can be obtained by applying the Nahm transform to any
solution of (5.18), (5.19) as in subsection 4.3.
However, the fact that z1, z2 take values in H∞ and not the full function space C∞(S3)
imposes constraints on the bag obtained. We will now show that bags resulting from
solutions to (5.18), (5.19) are invariant under a certain U(1)-action, and moreover that
they are equivalent to magnetic bags on R3.
Let η be the following vector field on R4:
η = y1
∂
∂y2
− y2 ∂
∂y1
+ y3
∂
∂y4
− y4 ∂
∂y3
. (5.20)
The fact that Lξzα = izα implies that
Lξt1 = −t2 , Lξt2 = t1 , Lξt3 = −t4 , Lξt4 = t3 . (5.21)
It follows that the push-forward of ξ under the map t : S3× [0, v)→ Ω ⊂ R4 is η: t∗ξ = η.
Now the coordinate function s and the 3-form ω on S3× [0, v) satisfy Lξs = 0 and Lξω = 0;
therefore the function φ and 3-form h obtained under the Nahm transform satisfy Lηφ = 0,
Lηh = 0. This means that φ and h are invariant under the action of U(1) generated by η,
and similarly the bag surface Σ = ∂Ω is U(1)-invariant.
27
5.3. Magnetic bags from self-dual string bags
Since the bag on R4 obtained from a solution to (5.18), (5.19) is U(1)-invariant, it is natural
to try to identify it with some configuration on the quotient space. It is well-known that
R4/U(1) ∼= R3; standard coordinates on R3 are defined by the U(1)-invariant functions,
ri :=
(
y1 − iy2 y3 − iy4
)
σi
(
y1 + iy2
y3 + iy4
)
. (5.22)
We will denote this projection from R4 to R3 by pi. When restricted to S3↪→R4, the
projection pi is nothing but the Hopf fibration S1 → S3 pi→ S2.
Let us return to the solution (h, φ) constructed in the previous subsection. The function
φ is U(1)-invariant, so it must be the pull-back of some function ψ on (a subset of) R3.
The 3-form h cannot be the pull-back of a 3-form on R3, because ιηh 6= 0. However, the
2-form ιηh satisfies ιη(ιηh) = 0 and Lη(ιηh) = 0, so it is the pull-back of some 2-form f on
R3. This 2-form f is closed, because
pi∗df = dpi∗f = dιηh = Lηh+ ιηdh = 0 . (5.23)
Now we will determine what equation (f, ψ) must satisfy. It can be shown that, for
any 1-form u on R3,
∗4 pi∗u = θ ∧ pi∗(∗3u) , (5.24)
where pi : R4 → R3 is the projection, ∗4 and ∗3 are the Hodge star operators on R4 and
R3 with respect to the standard flat metrics, and
θ :=
1
yµyµ
(−y2dy1 + y1dy2 − y4dy3 + y3dy4) . (5.25)
Since ιηθ = 1, it follows that
pi∗f = ιηh = ιη(∗4dφ) = ιη(∗4pi∗dψ) = ιη(θ ∧ pi∗(∗3dψ)) = pi∗(∗3dψ) , (5.26)
Therefore (f, ψ) satisfy f = ∗3dψ and define a magnetic bag on R3.
Conversely, given any magnetic bag (f, ψ) on R3, a self-dual string bag on R4 can be
obtained by setting φ = pi∗ψ, h = θ ∧ pi∗f . One can check that (h, φ) satisfy the self-dual
string equation:
∗4 dφ = ∗4pi∗dψ = θ ∧ pi∗(∗3dψ) = θ ∧ pi∗f = h . (5.27)
Moreover, h is closed, because
ιηdh = ιη(dθ ∧ pi∗f − θ ∧ dpi∗f) = ιη(dθ ∧ pi∗f) = 0 , (5.28)
where in the last equality we have used the facts that ιηpi
∗f = 0 and ιηdθ = 0. Any 4-form
whose inner derivative with η vanishes must be zero, so it must be the case that dh = 0.
Thus we have established a bijective correspondence between U(1)-invariant self-dual string
bags and magnetic bags.
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This correspondence can also be seen at the level of Πω-Nahm data. Viewed as functions
on S3× [0, v), ti = z¯ασiαβzβ are invariant under the group U(1) generated by ξ. The space
of U(1)-invariant functions on S3 can be identified with the space of functions on S2, via
the Hopf fibration. This function space is equipped with a Poisson bracket, defined via
4{f, g}S3 ιξω = df ∧ dg, (5.29)
where f, g are any U(1)-invariant functions on S3. The Poisson bracket can be lifted to
S3×[0, v) by wedging both sides of this equation with ds. It is straightforward (but tedious)
to check that the hermitian Basu-Harvey equation (5.18) implies that ti satisfy the Nahm
equation,
d
ds
ti =
4pi2
q
1
2
εijk{tj , tk}S3 , (5.30)
Altogether, we have proved the following theorem:
Theorem 4. Up to gauge equivalence, we have one-to-one correspondences between the
following sets:
H∞ hermitian Basu-Harvey data ←→ U(1)-invariant bags on R4
l l
Πω-Nahm data for magnetic bags ←→ magnetic bags on R3
(5.31)
6. Loop space self-dual string bags
Recent investigations of self-dual strings have made use of loop space, cf. [13, 14, 15]. We
will show in this section that the Nahm transform for self-dual string bags has a formulation
in loop space; this sets the transform in a wider context. This formulation makes essential
use of naturally defined Poisson-like brackets on 1-forms and loop space, so we begin by
reviewing these constructions.
6.1. Poisson-like structures on 1-forms
To any 1-form α on S3, a vector field Xα can be associated via the equation
dα = ιXαω . (6.1)
It follows directly that LXαω = 0, so the vector field Xα is volume-preserving or divergence-
free. This generalizes the relationship between functions and vector fields on a symplectic
manifold. The 1-form α is called a Hamiltonian 1-form and Xα is the corresponding
Hamiltonian vector field, while the volume form ω is sometimes called a 2-plectic form.8
8More generally, a closed non-degenerate p+ 1-form ω on a manifold is called a p-plectic form, and one
can speak of Hamiltonian p − 1-forms and vector fields. It is not true in general that every p − 1-form is
Hamiltonian, however, on S3 every 1-form is Hamiltonian.
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There are two obvious generalizations of the Poisson bracket on 1-forms [50]: the hemi-
bracket is defined as
{α, β}h := LXαβ , (6.2)
and the semi-bracket is given by
{α, β}s := ιXαιXβω . (6.3)
The hemi-bracket satisfies the Jacobi-identity but it is not antisymmetric, while the semi-
bracket is anti-symmetric but does not satisfy the Jacobi-identity.9 The difference between
the hemi- and semi-brackets is an exact 1-form:
{α, β}h − {α, β}s = dιXαβ . (6.4)
It follows that {α, β}h and {α, β}s induce the same vector field on S3. In fact, one has
that
X{α,β}h = X{α,β}s = [Xα, Xβ] . (6.5)
On S3, we may write α = dθi αi and β = dθ
i βi, where θ
i, i = 1, 2, 3, denote again the
canonical angles. Then the semi-bracket explicitly reads as
{α, β}s = ιXαιXβω = dθi
εjkl
sin2 θ1 sin θ2
∂
∂θ[j
αi]
∂
∂θk
βl . (6.6)
6.2. Poisson structures on loop space
Consider now the free loop space LS3 of S3, whose elements are given by loops θ : S1 → S3.
The tangent space at a loop θ is given by
TθLS3 = C∞(S1, θ∗TS3) . (6.7)
Thus, we will write tangent vectors as
ξ =
∮
dτ ξi(θ, τ)
δ
δθi(τ)
=
∮
dτ ξiτ (θ)
δ
δθiτ
, (6.8)
and dual 1-forms as
χ =
∮
dτ χiτ (x) δθ
iτ , (6.9)
with 〈δθiτ , δ
δθjσ
〉 = δijδ(τ − σ). The total differential is
δ =
∮
dτ δθiτ
δ
δθiτ
. (6.10)
Reparameterizations of a loop θ(τ) are generated by the vector fields
Γ =
∮
dτ γ(τ) θ˙i(τ)
δ
δθiτ
, (6.11)
9Note that for so-called exact multisymplectic manifolds, which S3 is not, a further bracket can be
constructed that is both antisymmetric and satisfies the Jacobi identity [51].
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where γ is a function of τ , transforming appropriately under reparameterizations. The
quotient of the free loop space by this action is the space of unparameterized loops10,
which we denote by LS3. We will still describe these loops by maps θ : S1 → S3, but we
will ensure that all our formulas are reparameterization invariant. Moreover, we impose
the relations
θ˙i(τ)
δ
δθiτ
= θ˙i(τ)δθ
iτ = 0 ∀τ ∈ S1 . (6.12)
The transgression map [52] sends p-forms on a manifold M to p − 1-forms on its loop
space LM : One of the p-form’s indices can be contracted with the tangent vector to the
loop under consideration. For a p-form ω = 1p!ωi1···ip(θ)dθ
i1 ∧ · · · ∧ dθip we have explicitly
the following local expression:
(T ω)(θ) =
∮
x
dτ 1(p−1)! ω(θ(τ))i1···ip θ˙
ip δθi1τ ∧ · · · ∧ δθip−1τ . (6.13)
Note that T ω is reparameterization invariant. Furthermore, the transgression map is a
chain map, which means that closed forms are mapped to closed forms and exact forms
are mapped to exact forms. In particular, the transgression of an exact 1-form is zero:
T (df) =
∮
dτ θ˙i(τ) ∂if |θ(τ) =
∮
dτ
d
dτ
f(θ(τ)) = 0 . (6.14)
Note that the transgression map is not surjective. We will call forms on LS3 which are
in the image of T ultralocal. Moreover, we will call forms on LS3 that can be written in
terms of a single loop integral local.
Consider now the standard volume form ω on S3. The 2-form T ω is closed and non-
degenerate, and therefore the volume form (or 2-plectic structure) on S3 is lifted by the
transgression map to a symplectic structure on LS3 [52]. Thus to any function f on loop
space, one can associate a Hamiltonian vector field Xf in the usual way, and a Poisson
bracket can be defined on loop space by the formula {f, g} = ιXf ιXgT ω.
Interestingly, the components of the Hamiltonian vector field of a 1-form α ∈ Ω1(S3)
with respect to a 2-plectic form ω are identical to those of the Hamiltonian vector field of
T α with respect to T ω:
Xα = X
i
α
∂
∂θi
⇒ XT α =
∮
dτ Xiα(θ(τ))
δ
δθi(τ)
. (6.15)
This implies that the transgression maps both semi- and hemi-brackets on (M,ω) to the
Poisson bracket on (LS3, T ω):
T {α, β}h = T {α, β}s = {T α, T β}T ω . (6.16)
Note that the transgressions of the hemi- and semi-brackets agree because their difference
is an exact 1-form, and the transgression of exact 1-forms is zero.
10Strictly speaking, we restrict ourselves to the space of singular knots, see [52] for details.
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6.3. The Basu-Harvey equation in loop space
We have now all the preliminaries covered to discuss the Basu-Harvey equation on loop
space. If tµ(s) solve the Basu-Harvey equation (4.13) then the vector fields D(tµ, tν) solve
εµνκλ
d
ds
D(tκ, tλ) =
4pi2
q
[D(tµ, tκ), D(tν , tκ)] . (6.17)
Consider the following 1-forms on S3:
tµν := t[µdS3t
ν] , (6.18)
where dS3 denotes the exterior derivative on S
3, i.e. dS3t
µ(θi, s) = ∂it
µ dθi. The vector
fields D(tµ, tν) are Hamiltonian vector fields associated to these 1-forms,
Xtµν = D(t
µ, tν) . (6.19)
Since two Hamiltonian one-forms yielding the same Hamiltonian vector field on S3 can
differ only by an exact form γ, the Basu-Harvey equation implies the following equation
for the 1-forms tµν :
εµνρλ
d
ds
tρλ =
4pi2
q
{tµκ, tνκ}s + γ , (6.20)
where dγ = 0. Let us now switch to loop space via the transgression map (6.13). The
1-forms tµν are mapped to the following functions on LS3 × [0, v):
tµν◦ (θ, s) := T tµν =
∮
dτ tµ(θa(τ), s)
d
dτ
tν(θa(τ), s) . (6.21)
These functions satisfy the loop space Basu-Harvey equation,
εµνκλ
d
ds
tκλ◦ =
4pi2
q
{tµκ◦ , tνκ◦ }T ω , (6.22)
where {·, ·}T ω denotes the natural Poisson structure on LS3 induced by the transgressed
volume form on S3.
We would like to point out that while the Basu-Harvey equation implies equation
(6.17), the converse is not true. For example, the solution t1 = es , t
2 = t3 = t4 = 0,
e ∈ A, to equation (6.17) does not satisfy the Basu-Harvey equation. Furthermore, one
can exploit Gustavsson’s observation [13] that (6.17) is equivalent to two copies of the Nahm
equation; these are obtained by projecting out the self-dual and anti-self-dual parts of the
antisymmetric tensors D(tκ, tλ) using the ’t Hooft tensors. Ashtekar et al. have shown [53]
that self-dual and anti-self-dual Einstein metrics can be constructed from any solution of
the Nahm equation based on a Lie algebra of volume-preserving diffeomorphisms. This
means in particular that there are two Einstein metrics naturally associated to solutions
of (6.17), one self-dual and the other anti-self-dual. A short calculation shows that these
metrics both coincide with the flat metric on R4 for all solutions of (6.17) obtained from
the Basu-Harvey equation (4.13). Thus the space of solutions of the Basu-Harvey equation
forms a special subspace of the space of solutions of (6.17).
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6.4. Constructing loop space self-dual strings
Let us now come to the loop space version of the self-dual string equation. Recall that the
diffeomorphism t : S3 × I → Ω induces a foliation of Ω with leaves Σφ ∼= S3, and for the
interval I = [0, v), v ∈ R+, this foliation can be considered to be a fibration Ω→ R+ with
fiber Σφ(r). Replacing S
3 with its loop space, we have the following induced map
t◦ : LS3 × I → LΩ , t◦(θ, s, τ) := t(θ(τ), s) , (6.23)
where θ, s and τ are coordinates on S3, I and S1, respectively. This map is a dif-
feomorphism only between LS3 × I and its image in LΩ. The latter space consists of
loops that lie entirely in the fibers of Ω → R+, and we effectively have a diffeomorphism
t◦ : LS3 × I → LΣ×R+ together with its inverse u◦.
As before, we would like to construct a field strength F together with a Higgs field Φ
by pulling back the transgressed volume form T ω and the coordinate function s along u◦.
The pull-back 2-form F := q
2pi2
u∗◦T ω has components
F = 12
∮
dτ F(µτ)(ντ)δyµτ ∧ δyντ . (6.24)
Note that the transgression T ω is by definition ultralocal, and so is the pull-back F = u∗◦T ω
along inverses u◦ of induced maps t◦.
A full loop space self-dual string equation has been derived in [15]. For an abelian local
field strength, it reduces to the following equation:
F(µτ)(ντ) = εµνκλ
y˙κτ
|y˙τ |
δ
δyλτ
Φ , (6.25)
where Φ is a u(1)-valued function on LΩ. Note that in the case of the non-abelian version
of this equation, a formulation in terms of local forms is no longer gauge invariant and
therefore not very useful. In the abelian case, however, gauge transformations act trivially
on F and Φ.
The right-hand side of (6.25) can be understood as a Hodge-star for certain local forms
generalized to loop space11. We define on LΩ ⊂ LR4:
∗
∮
dτ αµ1...µp,τ δy
µ1τ ∧ · · · ∧ δyµpτ :=∮
dτ
(−1)p+1
p!
αµ1...µp,τε
µ1...µ4
y˙µp+1τ
|y˙τ | δy
µp+2τ ∧ · · · ∧ δyµ4τ ,
(6.26)
where 0 ≤ p ≤ 3. One easily verifies that ∗2 = id. The loop space self-dual string equation
(6.25) then reduces to F = ∗δΦ.
We now restrict to LΣ×R+, which is diffeomorphic to LS3×I. As before, the ΣΦ are
the level sets of the Higgs field Φ, and Φ(θ, r) = Φ(r). The total differential δ on LΣ×R+
reduces such that the equation F = ∗δΦ becomes
F =
∮
dσ εµνκλy˙
κσ ∂Φ(x)
∂xλ
∣∣∣∣
x=y(σ)
δyµσ ∧ δyνσ . (6.27)
11Recall that there is no Hodge-star operation on general forms, because loop space is infinite dimensional.
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Let us now verify that the fields F = q
2pi2
u∗◦T ω and Φ = s ◦ u◦ indeed solve this equation,
where u◦ is the inverse of the diffeomorphism t◦. Equation (6.27) is equivalent to the
following equation on LS3 × I:
q
2pi2
T ω =
∮
dσ εµνκλt˙
κ
◦(σ)
∂s
∂xλ
∣∣∣∣
x=t(θ(σ),s)
×[
1
2
∮
dτ ′
∮
dτ ′′
δtµσ◦
δθiτ ′
δtνσ◦
δθjτ ′′
δθiτ
′ ∧ δθjτ ′′ +
∮
dτ
∂tµσ◦
∂s
δtνσ◦
δθiτ
ds ∧ δθiτ
]
. (6.28)
The right hand side of this equation can be simplified using the identities,
δtµσ◦
δθiτ
=
∂tµ(χ, s)
∂χi
∣∣∣∣
χ=θ(σ)
δ(σ − τ) , t˙µ◦ (σ) =
∂tµ(χ, s)
∂χi
∣∣∣∣
χ=θ(σ)
θ˙i(σ) , (6.29)
yielding∮
dσ εµνκλ ∂λs θ˙
k(σ) ∂kt
κ
[
1
2
∂it
µ∂jt
νδθiσ ∧ δθjσ + ∂stµ∂itνds ∧ δθiσ
]
. (6.30)
On substituting for ∂st
µ using the Basu-Harvey equation (4.13), the second term in the
square bracket becomes an expression which vanishes due to ∂s∂tµ
∂tµ
∂θa = 0. The first term in
the square bracket can be rearranged using the Basu-Harvey equation (4.13) to give
q
2pi2
∮
dτ
1
2
sin2 θ1(τ) sin θ2(τ)εijkθ˙
i(τ)δθjτδθkτ . (6.31)
This expression is clearly equal to q
2pi2
T ω, so the Basu-Harvey equation (4.13) implies the
loop space self-dual string equation (6.27).
7. Magnetic domains in higher dimensions
Although string- and M-theory only motivate the study of magnetic domains in three and
four dimensions, it is still interesting to consider higher-dimensional generalizations of these
objects.
7.1. From higher BPS equations to magnetic domains
Recall that the curvature 2-form f of a magnetic domain Ω in three dimensions defines
topologically a vector bundle over Ω. Using repeatedly the Poincare´ lemma, we obtain
gauge potentials on patches of a covering of Ω and transition functions on overlaps of
patches. Analogously, the curvature 3-form h of a magnetic domain in four dimensions
defines a gerbe, with 2-form potentials on patches etc. Vector bundles and gerbes are
examples of so-called k-gerbes with k = 0 and k = 1, respectively. In general, k-gerbes are
defined in terms of curvature k + 2-forms, with associated k + 1-form potential etc.
Let us now generalize our previous discussion to magnetic domains in k+3-dimensions,
which are described in terms of an abelian Higgs field together with the curvature k+2-form
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g of a k-gerbe. As before, we can obtain a Bogomolny bound from the energy functional
E = 12
∫
Ω
g ∧ ∗g + dφ ∧ ∗dφ , (7.1)
where Ω ⊂ Rk+3 and g = dc for some k + 1-form potential c. The Bogomolny bound then
becomes
E =
∫
Ω
1
2 |dφ− ∗g|2 + dφ ∧ g ≥ vq , (7.2)
where q :=
∫
Sk+2∞
g, and the bound is saturated if
g = ∗dφ . (7.3)
On a k + 2-dimensional orientable manifold M , a volume form ω yields a k + 1-plectic
structure, i.e. a non-degenerate and closed k + 2-form. This form can be inverted to a
multivector field, which defines a Nambu-Poisson structure on C∞(M). That is, we have
a k + 2-ary bracket {·, · · · , ·} which is linear in each argument, totally antisymmetric and
satisfies the obvious generalizations of the fundamental identity (4.6) and the Leibniz rule
(4.9).
The Πω-Nahm data is here given by a k + 3-tuple of functions t
m, m = 1, . . . , k + 3 on
a k + 1-plectic manifold M , which solve the higher Nahm equation
dtm1
ds
=
vol(Sk+2)
(k + 2)!q
εm1...mk+3{tm2 , . . . , tmk+3} , (7.4)
where the volume of the unit Sk+2-sphere is
vol(Sk+2) =
2pi
k+3
2
Γ(k+32 )
. (7.5)
The generalization of theorems 2 and 3 now reads as
Theorem 5. Up to gauge equivalence, there is a one-to-one correspondence between
• sets of Πω-Nahm data with the property that the map from M × I to Ω ⊂ Rk+3
defined by the tm is a diffeomorphism t : M × I → Ω, and
• magnetic domains Ω that are diffeomorphic to M × I, where the restriction of the
k + 2-form curvature g to any slice M × {s0} has the same volume type as ω and
I is the range of φ. Explicitly, there is a diffeomorphism u : Ω → M × I such that
g = q
vol(Sk+2)
u∗ω and φ = s ◦ u on Ω.
The proof is an obvious generalization of the proofs of theorems 2 and 3.
For a k + 2-dimensional magnetic bag in Rk+3, the boundary condition for the Higgs
field reads as
φ = v − q
vol(Sk+2)rk−1(k − 1) +O(r
−k) (7.6)
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for r →∞. The corresponding boundary condition for the Πω-Nahm data is
ti = xi
(
q
vol(Sk+2)(k − 1)(v − s)
) 1
k−1
+O(s k1−k ) (7.7)
as s → v. Instead of discussing examples of such magnetic domains in more detail, let us
comment on the relation of our equations to L∞-algebras.
7.2. Comments on the relation to strong homotopy Lie algebras
The appearances of higher brackets in our equations suggests to look for a relationship to
strong homotopy Lie algebras or L∞-algebras for short. Roughly speaking, an L∞-algebra
is a graded vector space together with brackets with arbitrarily many arguments that satisfy
homotopy Jacobi identities. They are the most natural generalization of (differential) Lie
algebras to vector spaces endowed with higher brackets. Let us briefly recall the exact
definition [54, 55].
For this, we need two notions, both related to permutations σ ∈ Sn, where Sn is
the symmetric group12 of n elements. First, a permutation σ ∈ Si+j is called an (i, j)-
unshuffle, if the first i and the last j images of σ are ordered: σ(1) < · · · < σ(i) and
σ(i + 1) < · · · < σ(i + j). Second, given a graded vector space L, one defines the Koszul
sign ε(σ;x1, · · · , xn), xi ∈ L via the equation
x1 ∧ · · · ∧ xn = ε(σ;x1, · · · , xn)xσ(1) ∧ · · · ∧ xσ(n) , (7.8)
in the free graded algebra ∧(x1, · · · , xn).
An L∞-algebra, or strong homotopy Lie algebra, is a graded vector space L endowed
with totally antisymmetric maps (or products or brackets) µk : L
∧k → L for k ∈ N∗. These
maps are of grading 2− k and satisfy the homotopy Jacobi identities∑
i+j=n
∑
σ
sgn(σ)ε(σ;x1, · · · , xn)(−1)i·jµj+1(µi(xσ(1), · · · , xσ(i)), xσ(i+1), · · · , xσ(i+j)) = 0
(7.9)
for m ∈ N∗, where the sum over σ is taken over all (i, j) unshuffles. If the graded vector
space underlying an L∞-algebra L is concentrated in degrees k = 0, . . . , n − 1, i.e. L =
⊕k∈ZLk with Lk = 0 unless 0 ≤ k ≤ n − 1, then L is a Lie n-algebra. In a Lie n-algebra,
we have µi = 0 for i > n + 1. Note that the homotopy Jacobi identity implies µ
2
1 = 0,
such that µ1 is a differential. Therefore, a Lie 1-algebra is an ordinary Lie algebra. A Lie
2-algebra, or 2-term L∞-algebra, consists of two vector spaces V0 and V1 with differential
µ1 : V1 → V0, a binary map µ2 : Vi × Vj → Vi+j , i, j, i + j = 0, 1 and a ternary map
µ3 : V0 × V0 × V0 → V1, all satisfying (7.9).
Strong homotopy Lie algebras appear in modern deformation theory. Here, the defini-
tion of the deformation functor involves the so-called homotopy Maurer-Cartan equations
12i.e. the permutation group
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[56, 57] on an element φ of an L∞-algebra L:
∞∑
i=1
(−1)i(i+1)/2
i!
µi(φ, · · · , φ) = 0 . (7.10)
These equations are invariant under the infinitesimal gauge transformations
δφ = −
∑
i
(−1)i(i−1)/2
(i− 1)! µi(α, φ, · · · , φ) , (7.11)
where α is an element of L of degree 0. The classical Maurer-Cartan equations dφ+ 12 [φ, φ] =
0 appear as a special case for Lie 1-algebras.
We see three ways in which L∞-algebras are concealed in our previous discussion. First
of all, the semi-bracket on 1-forms introduced in section 6.1 yields a semi-strict Lie 2-
algebra [50]. As Lie 2-algebras are 2-term L∞-algebras, the 1-form description on S3,
which transgresses to the loop space description yields an L∞-algebra. Second, it was
noticed in [58] that 3-Lie algebras are special cases of differential crossed modules. The
category of the latter is equivalent to that of strict Lie 2-algebras [59], and we arrive again
at an L∞-algebra. Let us stress, however, that the 3-bracket of 3-Lie algebras cannot be
interpreted as a ternary product µ3 in an L∞-algebra unless one gives up the grading [60].
Both the above appearances of L∞-algebras do not seem to provide any further insights
into our discussion. We therefore turn to another interpretation advocated for n-Lie al-
gebras in [60]. There, it was shown that both the Nahm and the Basu-Harvey equations
correspond to Maurer-Cartan equations in certain n-term L∞-algebras [60]. We now briefly
review these structures and demonstrate that the higher Πω-Nahm equations also fit into
this picture.
We start from the gauge covariant form of the Nahm equation with coupling constants
put to 1,
d
ds
Tm1 + [As, T
m1 ] = εm1...mp+1 [Tm2 , . . . , Tmj+1 ] , (7.12)
where the Tm are functions on I with values in the p-Lie algebra A and As is the gauge
potential with values in gA, the Lie algebra of inner derivations of A. We choose A to be
the p-Lie algebra Ap+1 ∼= Rj with generators ei, i = 1, . . . , p and bracket
[ei1 , · · · , eip ] = εi1···ipjej . (7.13)
Note that the algebra of inner derivations of Ap+1 is gAp+1 ∼= SO(p). Consider now the
L∞-algebra L = L0 + L1 + L2 with
L0 = Ω
0(I)⊗ gA ,
L1 =
(
Ω0(I)⊗ C`(Rn+1)⊗A) ⊕ (gA ⊗ Ω1(I)) ,
L2 = C`(Rn+1)⊗A⊗ Ω1(I) ,
(7.14)
where C`(Rn+1) is the Clifford algebra with n+1 generators γµ, µ = 1, . . . , n+1, satisfying
γµγν + γνγµ = 2δµν . An element φ of L decomposes as
φ = λ︸︷︷︸
L0
+Tµγµ +Ads︸ ︷︷ ︸
L1
+Sµγµds︸ ︷︷ ︸
L2
, (7.15)
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where λ ∈ L0, Tµ, Sµ ∈ Ω0(I) and A ∈ Ω0(I)⊗ gAn . We define the following products:
µ1(φ) =
d
ds
λ ds+
(
d
ds
Tµ
)
γµ ds ,
µ2(φ1, φ2) = [λ1, A2] ds+ [A1, λ2] ds+A1 B Tµ2 γµ ds−A2 B Tµ1 γµ ds
+ λ1 B Tµ2 γµ − λ2 B Tµ1 γµ ,
µp(φ1, . . . , φp) = [T
µ1
1 , . . . , T
µn
n ] εµ1···µpνγν ds .
(7.16)
For p = 2, the two products defined above have to be added. The Maurer-Cartan equation
(7.10) for φ ∈ L with grading 1 correspond to the Nahm equation for p = 2, the Basu-
Harvey equation for p = 3 and corresponding higher Nahm equations for p > 3. Note that
also the gauge transformations of the (higher) Nahm equations in gauge covariant form are
given by the corresponding gauge transformations (7.11) for an α ∈ L with grading 0.
It is now straightforward to generalize this observation to the Πω-Nahm equations
discussed in this paper. For this, consider again an L∞-algebra L = L0 + L1 + L2, where
in (7.14), we replace A with C∞(M) and gA by the algebra of inner derivations of the
p-Lie algebra induced on C∞(M) by a Nambu-Poisson structure Πω on M . That is, gA is
in general a sub-algebra of the algebra of volume preserving diffeomorphisms. The higher
Nahm equations correspond then to the Maurer-Cartan equations for elements of L with
grading 1, and gauge transformations correspond to transformations (7.11) for an α ∈ L
with grading 0.
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Appendix
A. Ends of manifolds and volume types of volume forms
In this appendix, we briefly review the notion of an end of a manifold and its volume.
Consider a topological space M together with an ascending sequence Ki ⊂ Ki+1, i ∈ N,
of compact subsets whose interiors cover M . Then M has an end for every sequence
Ui ⊃ Ui+1, where Ui is a connected component of M\Ki. For example, the real line R
has two ends, which are obtained from the sequence Ki = [−i, i] with Ui = (i,∞) and
U ′i = (−∞,−i).
More generally, one defines an end of a manifold M as an element of the inverse limit
system {K, components of M\K} indexed by compact subsets K of M , cf. [30].
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If M is orientable and endowed with a volume form, we say that an end has a finite
volume, if there is a compact set K such that the volume of the component of M\K
containing the end is finite. Otherwise, we say that the volume is infinite.
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