A finite difference method is developed for solving symmetric positive differential equations in the sense of Friedrichs. The method is applicable to partial differential equations of mixed type with more general boundary conditions. The method is shown to have a convergence rate of 0(hxl2), h being the size of mesh grid. Some numerical results are presented for a model problem of forward-backward heat equations.
Introduction
In the theory of partial differential equations there is a fundamental distinction between those of elliptic, hyperbolic, and parabolic types. Friedrichs [5] developed a theory of symmetric positive linear differential equations independent of type. The theory of Friedrichs's systems has been shown to be very useful in theoretical analysis for mixed-type problems such as the Tricomi problem and forward-backward heat equations. Furthermore, it also gives a simple and unified numerical treatment for these problems (see e.g. [1, 7, 9] ). Otherwise, if a numerical method applies directly to a PDE of mixed type, the treatment of the interface on which the PDE changes type is in general very difficult to handle. For example, Vanaja and Kellogg [12] used an iterative method to solve discrete approximations of a forward-backward heat equation which involve three different systems, i.e., forward, backward, and interface finite difference systems. The method requires the solution of the equation to be more regular than that of the unified method proposed here. The unified method, on the other hand, not only requires less regularity for the solution but also applies to a more general setting of the problem; by this we mean less restriction on the assumption of coefficient functions that cause the equation to change type.
Several numerical methods have been developed for Friedrichs's systems [7, 9, 10] . Friedrichs [5] was the first to propose a finite difference procedure for the numerical solutions of symmetric positive systems in rectangular regions. Chu [4] further studied this method and extended it to curvilinear rectangular domains, but the rate of convergence was not established. Katsanis [7] gave a finite difference method for the Tricomi problem, using symmetric positive systems, which is applicable to any region with piecewise smooth boundaries, and showed that the rate of convergence is 0(hx/1), where h is the size of a regular mesh. However, he imposed on the system an extra constraint that the boundary matrix should be positive definite. This appears to be somewhat restrictive for the application of Friedrichs's theory. In fact, this work is motivated by forward-backward heat equations which do not reduce to symmetric positive systems having this property, and we find that the constraint is actually not required for our method. We show that for a rectangular domain the rate of convergence is also 0(hxl2). The main difference between our method and the method of Katsanis is that the approximation in Katsanis's scheme does not necessarily go beyond the boundary, whereas our method does. The boundary condition of the system is handled differently as well. It is shown in [4] that there exists a transformation of the dependent variables, coefficient matrices, the differential equations, and the boundary conditions such that when the domain is mapped from a curvilinear rectangle to a rectangle, the symmetric positive character of the equation is preserved. We confine our considerations to rectangular domains.
Since the development of the proposed method is primarily motivated by forward-backward heat equations, we stress further the main results of both the iterative method in [ 12] and our method. For problems in the x-y plane, if the solution has continuous derivatives of order 4 in x and order 2 in y, the rate of convergence of the discretization error for the iterative method is 0(h2 + k), where h and k are mesh sizes in x and y, respectively. The iterative process may be affected by different h and k and hence by the interface system. Our method instead requires the solution to have smoothness of order 3 in x and 2 in y, and gives an 0(hx/2) convergence. Since the solution is obtained by reducing the original second-order equation into a first-order system, it is essentially equivalent to a convergence rate of 0(h3/2), at least in the x-direction if the original equation were solved directly for the unknown function.
Symmetric positive systems
Let Q. be a bounded open set in Rm , with a piecewise continuously differentiable boundary 9Í2. A point in Rm is denoted by x -(Xi, x2,... , xm) and an unknown r-dimensional vector-valued function defined on Q is given by u = («i, «2, ... , ur). Let ax, a2, ... , am be symmetric r x r matrix-valued functions, G an rxr matrix-valued function, and i= (f\, f2, ... , fr) a given r-dimensional vector-valued function, all defined on Í2. It is assumed that the a' are piecewise differentiable. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use A symmetric system of linear differential equations with boundary conditions can then be written in the following generic form:
The matrix ß is defined (almost everywhere) on <9fi by ß = n • a, where n = («i, ... , nm) is the outer normal on du.. The matrix p is defined on du. so that the boundary condition (2.3) is admissible and the operator K is positive in the sense of Friedrichs [5] , i.e., The existence of weak solutions of (2.2), (2.3) is guaranteed if M is semiadmissible. Uniqueness is insured if we look for solutions in HX(Q.). If, in addition, M is admissible and a weak solution is continuously differentiable, then it must also be a classical solution. It follows from the First Identity (2.4) that a classical solution is also a weak solution [5] .
Finite difference method
We describe a finite difference approximation of (2.2) and (2.3) for a rectangular domain in the x-y plane. Extension to rectangular domains in higher dimensions is immediate. Let Q. be the rectangle centered at the origin, with boundaries x = x_ , x = x+ , y = y_ , and y = y+ . Let Q be partitioned in a square grid of width h ; a grid point is denoted by a pair of integers (/, j) with (-1 -2, -J -2) < (i, j) < (I + 2, J + 2) ; the step h is selected so that / and / are even integers. The grid points with |/| = / or \j\ = J are called boundary points (including the four corner points); those with / < |z'| < / + 2 or J <\j\< J + 2 are extensions of the domain beyond the boundary and shall be called extension points.
We introduce the shift operators
We have S2x = SXSX , S~2x = S~XS~X and similarly for S2y and S~2y .
The boundary operators 5° and Bx are defined such that B°u is the value of u on the boundary and Bxu is the value of u one row beyond (into extension) the boundary. The operator B~x is defined so that B~xu is the value one row within (into interior) the boundary, and B2, B~2 etc. are similarly defined. (E.g. Bx = SXB° at x = x+ , Bx = S~XB° at x = X-, etc.)
For each interior and boundary point, we define the finite difference operator Kn , an approximation to the differential operator K :
The difference equation is written for each even interior point and boundary point:
To each boundary point, we assign the approximate boundary condition
where Bxß is defined as nxBxax + nyBxa2 at each row grid Bx, nx and ny being well defined for each boundary. Note that, at the corner points, nx and ny are not unique but will be well defined if we consider that (3.2) is computed piecewise on the boundary, i.e., piece by piece parallel to row Bx . In fact, this will give a unique representation of each unknown into the extension in terms of the unknown on the boundary including the four corner points. We define Bxp as (3.3) Bxp = Bxß + M.
Clearly, the difference equation and the approximate boundary condition indeed approximate the differential equation and the given boundary condition; i.e., if u(x, y) is a continuously differentiable function defined in the closed rectangle, we see immediately that Knu converges pointwise to A^u, and Mnu converges pointwise to Mu, as h tends to 0. The values of the function at the boundary, and even in the extension, are all solved for as unknowns. This differs from usual finite difference procedures for boundary value problems, where the values on the boundary are known data. The finite difference method of Katsanis [7] is based on the formulation obtained by applying Green's theorem in any region in Q centered at each grid point. We shall see there exists a unique solution of (3.1), (3.2).
We define the inner product and the norm respectively by Let H¡ be the set of all even interior grid points in Q, and Hß the set of all even boundary grid points in dQ.. Let H = H¡\jHb . With each grid point Xj e H we identify a 2/z x 2/z mesh region P¡. If P¡ is adjacent to i\ we say that x¡ is connected to x¿ . Now define Aj to be the area of P¡, which is 4/z2, and Lj^ to be the length of the line segment between Pj and P^ . We denote Tj^ = P¡ n P^ . We use the notation YLk t0 mdicate a sum over points, xk , which are connected to some point, Xj .
We now show the discrete version of (2.4). which is the same as the right side of (3.6). Hence (3.5) is proved. D
Observe that Kh+K* = G + G* and Mh + M£ = (Bxp) + (Bxp)* . By setting v = u in (3.5), we get immediately the discrete version of (2.5). The existence and uniqueness of the solution of (3.1), (3.2) can be proved as follows. We see that the unknowns in (3.1) include those at the boundary and in the extension. For unknowns in the extension, we substitute the boundary condition (3.2) into (3.1). Note that But since these equations are a square finite system, uniqueness of the solution also insures its existence. We summarize:
Theorem 3.1. The system of finite difference equations (3.1) and boundary condition (3.2) possesses a unique solution.
We now study the error between the approximate solution u/¡ of (3.1), (3.2) and the solution u of (2.2), (2.3). We may express K in a form slightly different from (2.2), by the use of (2.1).
That is, We immediately have ||pauaIIo < I!uaIIa ' ^Vfi e ^a(^) • We shall need the following lemma which is given in [7] .
Lemma 3.4. Let g be a function defined on a finite region P c R2, and suppose that g satisfies a Lipschitz condition, i.e., there is a constant C > 0 such that \g(x) -g(y)\ < C\x -y\ for all x, y e P. Then, if A is the area of P and |x -xo| < h in P, we have g(x0) -¿I S(x) < Ch.
We now state the convergence properties of the method. Moreover, the discrete error converges at the rate We shall show that \\rhKu -Khrhu\\h = 0(hx) and \Mhrhu\" = 0(hx). Then, (3.4) , (3.9) , and (3.10) imply (3.11) .
From the definition of || • ||/2, we have \\rhKu -Khrhu\\2h = $>** « -Khrhu)24h2. We now examine a Taylor series expansion for yu about the point Xy* = (xy+Xjt)/2:
where z is a unit vector orthogonal to Xj-xk , t is a scalar parameter, g(Ç) = (¿?i(<Üi)> glib))> gi is the /th component of the vector (d2/dt2)(yu), and & is a point on the straight line between x]k + (Ljk/2)z and x¡k -(Ljk¡2)z .
Using (3.16) and (3.17), we obtain the following bound:
Since u G C2, we have h2 h2 Uj = ujik -hu'j k + yu"(íi), uk = ny,* + hu'jk + yu"fe),
where the derivatives are directional derivatives in the direction xk-x¡. Hence, we have |2uy,* -(uy + u*)| < Ch2. This means that / yj,k(2uj
Using (3.15), (3.18), and (3.19) in (3.14), we obtain (3.20) 2V-(au)(xy)-^£Ly>jtyyi*(ujt + uy) =0(h).
AJ k
We now consider the second term on the right of (3.13):
Again, by Lemma 3.4, we get
Since u satisfies a Lipschitz condition, |x -Xy| < h for all x G P¡, and since || V • a||o is uniformly bounded in Q,, we have Since 7jk is evaluated at the midpoint of r; k, we can use a Taylor series analysis, as in deriving equation (3.18) , to get (3.24) m. where Qj = Pj n Q., we get (3.12) . This concludes the proof. D
Remark. In the proof of this theorem, we did not require p + p* to be strictly positive definite; Katsanis [7] proved the rate of convergence using this condition. The domain considered in this paper is a rectangle, and the rate of convergence we have achieved is 0(hxl2). If a more complicated domain is encountered with piecewise smooth boundary, then Katsanis's finite difference scheme can be used. In this case the rate of convergence would still be 0(hxl2) ; however \\rhKu -Khrhu\\h would be 0(hx/2) instead of 0(h). Note that (3.9) and (3.10) can be interpreted as the consistency of the operators K and Kh and the operators M and Mn, respectively.
A MODEL PROBLEM
Katsanis's method was motivated primarily by the numerical treatment of the Tricomi problem, which reduces to a first-order system with positive definite boundary matrix p in (2.3) . The following model problem shows that the above restriction needs to be removed and hence the method given in the previous section can be used. We consider the boundary value problem We summarize the conditions on the choice of a, b , and X in order to have a positive system with admissible boundary condition:
(I) T is piecewise differentiable, (II) q± are nonnegative functions on dQ., (III) G + G* is positive definite. The existence and uniqueness of the solution of (4.1), (4.2) follows immediately by using Friedrichs's results [5] . The reduction of the second-order problem to a first-order system not only simplifies the proof of existence and uniqueness but also is more convenient for the numerical treatment of the problem. Note also that, by Theorem 3.2, the solution of (4.1), (4.2) is required to have continuous derivatives of order 3 in x, compared with order 4 for the method in [12] .
We give some examples on the choice of a, b , and X. in the introduction, the iterative method proposed in [12] requires a more restrictive condition on the coefficient function o , namely oy < 0 in Q .
Example 3. Our numerical experiment was based on the example for which o(x, y) = x. This kind of coefficient function appearing in the equation has been considered by many authors (see for example [11, 3] ). In our computations / is taken to be We see that (G+G*) is positive definite in Q. We need to evaluate the matrices p and ß along all boundaries. A straightforward calculation gives the values for p, ß , and M shown in Table 4 .1. Table 4 .2 are better, i.e., 0(h). 
