Abstract-Cooperative localization differs from conventional localizations in using the measurements between the unknown nodes, which provide the relative location information of the nodes. This paper investigates cooperative localization by adopting the concept of relative configuration that describes the "shape" of the node network, without considering its absolute location, orientation, and/or scaling. Since the relative configuration is a non-Euclidean object, we introduce the Procrustes coordinates as a coordinate representation, suggest using the relative error as a coordinate independent error metric, and then derive the Cramér-Rao lower bound (CRLB) and a CRLB-type bound for the Procrustes coordinates and the relative error respectively. Three applications of the relative configuration are demonstrated: the first one gives the CRLB analysis for anchor-free localization; the second one discusses the optimal minimally constrained system (MCS) for deriving the absolute locations; and the third one refers to the anchor selection with consideration of anchor location uncertainty. These applications show the advantages of using the relative configuration to investigate cooperative localization.
I. INTRODUCTION

I
MPLEMENTATIONS of large scale networks with hundreds or even thousands of low-cost and self-powered sensor nodes are growing in popularity for performing various monitoring/surveillance tasks in civil or military applications [1] , [2] . These tasks are achieved under the premise of knowing the locations of the nodes. But as the node number increases, manual calibration of each node becomes impractical or even impossible, and equipping every node with a global position system (GPS) receiver or an equivalent module is currently considered cost prohibitive [3] . As a result, cooperative localization techniques have been developed to derive the node locations based on various internode measurements, e.g., connectivity, received-signal-strength (RSS), time-of-arrival (TOA), time-difference-of-arrival (TDOA), or frequency-difference-of-arrival (FDOA) [4] - [9] .
Using only the internode measurements cannot produce the absolute node location estimates. Actually, these internode measurements may determine a node's relative location, i.e., location relative to other nodes. To get the absolute locations, global reference information is required. In practice, most existing work provides the reference information by introducing anchors whose absolute locations are known a priori [4] - [8] , [10] . This strategy narrows the difference between cooperative localization [2] and conventional localizations such as GPS localization. But it also introduces the well-known anchor selection problem [11] - [15] .
Anchor-free localization refers to implementing cooperative localization without introducing the global reference. It avoids the discussion of the complicated anchor selection problem, and also meets the requirement of some application scenarios which need only the relative location information [16] , [17] . What is the output when solving the localization problem based merely on the internode measurements, and how to quantify the accuracy of the output? In [16] , this output was viewed as a graph, where global energy ratio (GER) was introduced to measure the root-mean-square normalized error value of the node-to-node distances. In [1] , this output was called relative map, whose accuracy was quantified through the Euclidean distance after transforming the relative map into the global coordinates by the minimum number of (virtual) anchors. In [18] , the concept of relative configuration was defined through the group of similarity transformations, where the relative error was designed to quantify the estimation accuracy.
This paper investigates how to use the relative configuration to explore cooperative localization. First, we introduce the definition of the relative configuration, including two extensions: one eliminates congruence/rigid transformation involving only translation and rotation (including reflection), and the other eliminates only the translation and scaling terms. Considering the non-Euclidean property of the relative configuration, we adopt the Procrustes coordinates as a coordinate representation, and suggest using the relative error to quantify the estimation accuracy. Then, the Cramér-Rao lower bound (CRLB) for the Procrustes coordinates and a CRLB-type bound for the relative error are derived. At last, more attention is focused on three applications that demonstrate the advantages of using the relative configuration.
Our three applications are established under the internode distance measurement model, which adopts the relative configuration defined through congruence/rigid transformation to suit the characteristic of the measurements. The first one investigates the anchor-free localization on its accuracy on the relative configuration. In this problem, the Procrustes coordinates visualize the output, and the relative error is chosen as a performance metric. As an advantage of the selected error metric, CRLB analysis can be performed, so that the algorithms in [1] , [16] , [19] , [20] are proved to be asymptotically optimal under proper model assumption. The second one discusses the optimal minimally constrained system (MCS) [18] for deriving the node absolute locations. In this work, we prove that the optimal MCS is just the parameter equation of the Procrustes coordinates of the relative configuration (with the reference set as the ground truth). But constructing such an optimal MCS is not feasible in practice since it needs the ground truth locations. For this reason, we establish an asymptotically optimal MCS by using the nominal node locations, together with a biased CRLB analysis. The third one refers to anchor selection with consideration of anchor location uncertainty. When the nodes are deployed uniformly, the perimeter deployment is proved to be asymptotically optimal as the relative configuration estimated by the internode measurements approaches to the ground truth's.
We also discuss the applications under other internode measurement models. Some results under the internode distance measurement model can be extended to these measurements immediately, although there still exist questions needing further research.
The remainder of this paper is organized as follows. Section II introduces the relative configuration, suggesting using the Procrustes coordinates as a coordinate representation and the relative error as an error metric. Section III derives the CRLB for the Procrustes coordinates and a CRLB-type bound for the relative error. Under the internode distance measurement model, Section IV presents three applications of the relative configuration, including the performance analysis for anchor-free localization in Section IV-A, the optimal MCS in Section IV-B, and the anchor selection with considering anchor location uncertainty in Section IV-C. Discussions on other internode measurements are presented in Section V. In Section VI, we conclude this paper.
II. RELATIVE CONFIGURATION
As seen in Fig. 1 (which is partially reproduced from Figure  5 in [21] ), the relative configuration, or named relative map [1] , describes the "shape" of a network without considering the network's absolute location, orientation, and in some cases scaling [18] . In this section, the full Procrustes coordinates [21] are introduced as a coordinate representation of the relative configuration, and the relative error [18] is adopted to quantify the estimation accuracy of the relative configuration.
A. Literature Review
Before introducing the relative configuration, we would like to give a brief review of the orthogonal Procrustes fit which plays a prime role in the coordinate representation and the error metric for the relative configuration.
The orthogonal Procrustes fit originates from obtaining an orthogonal matrix which most nearly transforms a given matrix to another given matrix [22] . It is used in factor analysis to rotate a factor matrix to a given structure. Besides the orthogonal transformation, a central dilation and a rigid motion can also be involved [23] . This meets the requirements in computer vision which needs to find the optimal similarity transformation parameters to fit two point patterns [24] , [25] . Notably, the comparison of two point patterns is also required in cooperative localization. Therefore, the orthogonal Procrustes fit is adopted to give a relative-transformation error decomposition [18] , and to stitch local structures [26] . More of Procrustes problems can be found in [27] , and the application in statistical shape analysis refers to [21] .
B. Definition
Give a two-dimensional network composed of nodes, whose coordinates are , . The relative configuration of the node network can be defined through the similarity transformation of the location vector (or named configuration [21] ) [18] , [21] (
where , , and indicate the translation parameters in and directions, respectively, the total rotation (including reflection) matrix is a -by-block diagonal matrix composed of orthogonal matrices in the 2-by-2 orthogonal group , and the scaling factor controls the scaling of the network.
Compared with the definition in [18] , our definition of the relative configuration involves the reflection, so that is a orthogonal matrix in the orthogonal group instead of an rotation matrix in the special orthogonal group . We add this modification because the reflection of the network is usually not identifiable through most internode measurements in cooperative localization.
C. Coordinate Representation
Any
can be viewed as a coordinate representation of the relative configuration, and the full Procrustes coordinates of the relative configuration are defined through superimposing onto a -dimensional reference location vector where , , as [21] (2) where denotes Euclidean norm. As an important attribution of the full Procrustes coordinates, the optimization problem (2) admits a closed-form solution, named full Procrustes fit [21] , [24] , given by (3) where (4) (5)
Here, is the singular value decomposition (SVD) of the covariance matrix , is the covariance matrix of , and are the mean vectors of the node locations and the reference locations , , respectively, and denotes trace operation. The full Procrustes coordinates of the relative configuration depends on the selection of the reference vector . In fact, if is the full Procrustes coordinates at the reference , it should fulfill the following parameter equation (8) where and are defined in (1), and
The proof can be found in Appendix A. In cooperative localization, a convenient choice of the reference vector is setting at the ground truth . Then, the full Procrustes coordinates of the relative configuration estimate can be represented by . Among all choices of the reference , owns the lowest squared error to the ground truth location . Besides, this choice has a close relationship with the error metric explained in the subsection below. 
D. Error Metric
The relative error [18] is selected to evaluate the estimation accuracy of the relative configuration. As seen in Fig. 2 , this error metric evaluates the shortest squared distance from the ground truth location vector to the location vector that has the same relative configuration as the estimate . Note that this shortest distance is actually the Euclidean distance between and the full Procrustes coordinates , the relative error can also be represented in a closed-form as (10) This error metric is coordinate independent up to a scaling factor, where is proved to be similarity transformation independent in Appendix B.
E. Extensions
The definition of the relative configuration is not restricted by eliminating all similarity transformations. When the scaling information should be retained, the relative configuration can be defined through the congruence/rigid transformation (11) and partial Procrustes coordinates/fit [21] ( 12) where , , and are defined in (6) and (7) with , can be adopted as a coordinate representation. Additionally, if is the partial Procrustes coordinates at the reference , it should fulfill the following parameter equation (13) The relative error is defined as (14) where denotes the partial Procrustes coordinates of the relative configuration estimate at the ground truth . Our three applications in Section IV adopt the relative configuration that retains the scaling information.
Similarly, when the network orientation information is retained, the relative configuration can be defined through translation and scaling operations (15) The coordinate representation is (16) where , , and are given in (5) and (6) with . If can be viewed as a coordinate representation at the reference , it should fulfill the following parameter equation (17) Correspondingly, the relative error of the relative configuration estimate is defined as (18) where denotes the coordinate representation of the relative configuration estimate derived through (16) with .
III. PERFORMANCE BOUNDS
The CRLB for the absolute location estimate behaves as a powerful tool in the conventional performance analysis procedure that introduces anchors [1] - [3] . In this section, we derive the CRLB for the coordinate representation and a CRLB-type bound for the relative error.
Throughout this section, we assume the Fisher information matrix (FIM) is available. Details of the derivation of are given in Section IV and V.
A. CRLB For Coordinate Representation
The CRLBs for the full Procrustes coordinates (2), the partial Procrustes coordinates (12) , and the coordinate representation (16) are given in Proposition 1, 1 , and 1 , respectively. Proposition 1: Let be an unbiased estimate of , where and are the full Procrustes coordinates of the true relative configuration and its estimate at the reference , respectively. We denote -by-4 gradient matrix of the parameter (8) as (19) Then (20) where denotes the assignment at , and is a -bymatrix whose columns form an orthogonal basis of the null space of . Proposition 1 : Let be an unbiased estimate of , where and are the partial Procrustes coordinates of the true relative configuration and its estimate at the reference , respectively. We denote -by-3 gradient matrix of the parameter (13) as (21) Then (22) where is a -bymatrix whose columns form an orthogonal basis of the null space of . Proposition 1 : Let be an unbiased estimate of , where and are the coordinate representations (16) of the true relative configuration and its estimate at the reference , respectively. We denote -by-3 gradient matrix of the parameter (17) as (23) Then (24) where is a -bymatrix whose columns form an orthogonal basis of the null space of . The proof of Proposition 1, 1 , and 1 is omitted here since they are specific realizations of Theorem 1 in [28] .
B. CRLB-Type Bound For Relative Error
By using the closed-form representation of in (10), (14), and (18), Proposition 2, 2 , and 2 derive a CRLB-Type through (20) , (22) , and (24), respectively.
Proposition 2: For any estimate of the relative configuration, if its full Procrustes coordinates , which uses the ground truth as the reference, is an unbiased estimate of , we have (25) where is given in (20) with . Proposition 2 : For any estimate of the relative configuration, if its partial Procrustes coordinates , which uses the ground truth as the reference, is an unbiased estimate of , we have (26) where is given in (22) with . Proposition 2 : For any estimate of the relative configuration, if its coordinate representation (16) , which uses the ground truth as the reference, is an unbiased estimate of , we have (27) where is given in (24) with .
IV. THREE APPLICATIONS
Introducing the concept of the relative configuration helps the investigation of cooperative localization. To support this viewpoint, we provide three applications under the internode distance measurement model in this section. The first one (in Section IV-A) performs the CRLB analysis for anchor-free localization. In this application, we use the Procrustes coordinates to visualize the relative configuration in a two-dimensional plane and the relative error to quantify the estimation accuracy. With respect to a derived CRLB-type bound, the asymptotic optimality of the maximum likelihood estimate (MLE) can be proved. The second one (in Section IV-B) discusses how to construct a minimum number of the global constraints to provide the most accurate estimate of the node absolute locations. In this case, we prove that the optimal global constraints are the parameter equation for the Procrustes coordinates (with the ground truth as the reference). And the third one (in Section IV-C) investigates the optimal anchor deployment with consideration of anchor location uncertainty. In this problem, the uniform perimeter deployment is suggested since it is the optimal anchor deployment strategy that transforms the noiseless relative configuration into absolute locations when the nodes are distributed uniformly on a two-dimensional plane.
Before introducing the three applications, we first provide the measurement model, its log-likelihood function, and its FIM for general internode measurements. In cooperative localization, most internode measurement models have the following form (28) where represents the observations in vector form, denotes the noise-free measurements, and is an additive noise that is usually modeled as a zero mean Gaussian stochastic vector with covariance matrix . Here, the location vector is a parameter vector, and denotes the index set of all available internode measurements. In this paper, we assume the measurements are adequate to make the network globally rigid (or up to a scaling factor).
The log-likelihood function of is (29) where the constant is independent of . This log-likelihood function leads to the FIM of as (30) where , and denotes expectation operation. Then we focus on the internode distance measurement model, which is the simplest range-based model. In this specific case, we have the noise-free term (31) and the FIM with where (32) with (33) Here, we assume any index pair fulfills , which indicates that the internode distance measurements are symmetric [3] .
For the internode distance measurement model, the FIM is rank deficient. Its null space is spanned by the vectors , , and defined in (9) with , which reveals an important characteristic of the internode distance measurements: The internode distances provide only the relative location information of the nodes, with no information on the network global location and orientation. Since the distance measurements involve the scaling information, this section adopts the relative configuration defined through congruence/rigid transformation (11) . Discussions for other internode measurements are provided in Section V.
A. Performance Analysis for Anchor-Free Localization
Anchor-free localization refers to the localization based on merely the internode measurements [16] . It produces non-unique absolute location estimates. To evaluate the estimation accuracy, one strategy is to introduce anchors to make the location estimate unique [1] , and thus the CRLB can be derived to provide a (asymptotic) lower bound of the mean squared error (MSE) of the estimate. But introducing anchors is somewhat tricky because the estimation accuracy is also affected by the anchor placement [3] , [11] . Another strategy is to establish an error metric that is independent of the estimation uncertainty [16] , [18] . However, no performance bound has been developed yet to evaluate the estimation efficiency with respect to the given error metric.
In this subsection, the concept of the relative configuration is used to analysis the anchor-free localization. Specifically, Section IV-A-1 gives the CRLBs for the Procrustes coordinates of the relative configuration and a CRLB-type bound for the relative error. With respect to the CRLB-type bound, Section IV-A-2 proves the asymptotic optimality of the MLE. At last, simulations in Section IV-A-3 show the effectiveness of evaluating anchor-free localization by using the relative configuration. To be clear, Table I summarizes our performance analysis for anchor-free localization, and compares it with the conventional analysis for anchor-based localization.
1) CRLB for the Relative Configuration: Proposition 1 gives the CRLB for the partial Procrustes coordinates of the relative configuration estimate, and 2 gives a CRLB-type bound for the relative error. Especially, for the anchor-free localization, the null space of the FIM is spanned by the vectors , , and . Therefore, by setting the reference at the ground truth , we have (34) and then (35) ) where is an unbiased estimate of .
2) Maximum-Likelihood Estimation: By using the CRLBtype bound provided in (36), it is ready to prove the asymptotic optimality of the MLE that maximizes the log-likelihood function (29) , as seen in Proposition 3.
Proposition 3: Let maximizes the log-likelihood function (29) . Then the expectation of its relative error approaches the CRLB-type bound asymptotically as the measurement noise decreases to zero. Besides, the partial Procrustes coordinate estimate is an asymptotically unbiased estimate of .
Proof: If maximizes the log-likelihood function (29) , it is easy to verify that all congruence transformations (seen in (11)) maximize (29) . From the asymptotic property of the constrained MLE [29] , we have that the partial Procrustes coordinates is asymptotically unbiased, and its variance can asymptotically approach (seen (35)) as the measurement noise decreases to zero. Note that the relative error (37) then we get approaches asymptotically as the measurement noise approaches to zero.
The MLE includes a variety of the existing algorithms for anchor-free localization. For example, the mass-spring optimization in [16] , the least-squares refinement in [1] , the patch and stitch method in [20] , and the self-organizing maps technique in [19] can all be viewed as the numerical implementations for maximizing the log-likelihood function (29) under specific assumption on the covariance matrix Q. Due to this fact, it is straightforward to verify the asymptotic optimality of these MLE-type algorithms. Throughout the simulations in this paper, we adopt trust region method (lsqnonlin in Matlab's optimization toolbox) to maximize (29) for convenience.
Though there exists a variety of numerical algorithms to locate the nodes, the computational complexity for solving cooperative localization problem is in general NP-hard in the number of the nodes under internode distance measurements [30] . Here, through using the partial Procrustes coordinates, the computational complexity can be reduced by partitioning the network into overlapping sub-networks. After the nodes in the sub-networks are located in local coordinate systems, the complexity to form the whole network through the Procrustes fit would be linear with the number of the sub-networks.
3) Simulations: The network used for simulations is constructed by randomly generating 20 nodes on a 10-by-10 square region, where the node locations are given in Table II . We assume this network is partially connected with communication radius set to 6, and thus the distance measurement vector is a 108-dimensional vector. The noises on the distance measurements are assumed independent and identically distributed (i.i.d.), so that . Fig. 3 plots the partial Procrustes coordinates of the multidimensional scaling (MDS) estimates (in Fig. 3(a) ) and MLEs (in Fig. 3(b) ) under . Here, the partial Procrustes coordinates of the MDS estimate are obtained by first performing MDS-MAP(C) algorithm in [1] , without refinement step, and then fitting the output onto the ground truth locations through partial Procrustes fit (12) . The coordinates of the MLE are derived by solving the non-linear least square (29) (where the initial value is set as the MDS estimate) and then fitting the output onto the ground truth analogously. 100 independent Monte Carlo simulations are performed, where the coordinates visualize the non-Euclidean relative configuration in a two-dimensional plane. The performance bounds of these coordinates estimates are displayed by 3-CRLB ellipses, which are drawn based on the ellipse equations where is the th 2-by-2 diagonal block of . Compared Fig. 3(b) with Fig. 3(a) , the MLE outperforms the MDS because it uses the model information. Fig. 4 further confirms that the MLE outperforms the MDS in terms of the relative error, and indicates that the MLE is an asymptotically optimal estimate with respect to the CRLB-type bound. The results are averaged by 1000 independent Monte Carlo simulations with ranges from 10 dB to 10 dB. From the figure, it is clear that there exists an approximate 5 dB increment for the MLE compared with the MDS when the measurement noise in moderate. And the MLE approximately achieves the CRLB-type bound before the thresholding effect [31] happens, which corroborates the asymptotic optimality of the MLE.
B. Optimal Minimally Constrained System
How to transform the relative locations to absolute ones? For the network with adequate internode distance measurements, [1] pointed out that three anchors are required in a two-dimensional plane, and [3] further specified how these three anchors fix the location and orientation of the network. [18] viewed this transformation as adding global constraints on the relative locations. It was revealed that the minimum number of the global (equality) constraints equals to the dimension of the null space of , which is 3 for the network with adequate internode distance measurements. Here, we investigate how to construct the minimum number of the constraints, named minimally constrained system (MCS), to provide the most accurate estimate of the absolute locations.
1) Non-Existence of the Uniformly Optimal MCS:
The trace lower bounds the CRLB traces of all MCSs, but no MCS is able to achieve this lower bound uniformly across all possible node locations. Here, Proposition 4 gives this lower bound, and Proposition 5 indicates that there exists no MCS to achieve this lower bound uniformly across all possible node locations.
Proposition 4: For any MCS , lower bounds the trace of the constrained CRLB as (38) where is a -bymatrix whose columns form an orthogonal basis of the null space of , and the exact equality holds if given in (13) with as a known parameter.
Proof: Let be the compact SVD [32] of , where is a -bydiagonal matrix with positive diagonal entities, and is a -bymatrix whose columns are composed of the eigenvectors corresponding to the positive eigenvalues. Then where it is easy to prove that the equality holds if given in (13) with as a known parameter. Proposition 5: There is no MCS whose CRLB trace achieves the lower bound for all . Proof: Let be a -bymatrix whose columns form an orthogonal basis of the null space of , then the equality (44) holds if and only if the columns of span the eigenspace of that corresponds to the non-zero eigenvalues. Equivalently, this requires the columns of span the null space of .
Since the null space of is spanned by the vectors , , and , we get immediately that there should exist an invertible 3-by-3 matrix which makes the equalities (45) hold. Note that holds because , there must exist a function satisfying to make the last equality in (45) hold. But such does not exist since and lead to two contradictory expressions of as (46) where and are independent of and , respectively. As a result, there is no MCS whose CRLB trace achieves the lower bound for all . For a given node location , an optimal MCS exists. As an example, Proposition 4 indicates there exists an optimal MCS (13) with . But it needs to know the ground truth location a priori, which hinders its use in practice. To remedy this problem, we assume there exists a nominal node location vector which is an approximation of . This provides a trade off between the practicality and the performance.
2) An Asymptotically Optimal MCS: We call (13) an asymptotically optimal MCS since it approaches the optimal as approaches the ground truth . It can be applied when the approximations of the node locations are available, but it may not achieve the optimal bound in general cases. In this subsection, we first point out that there is always a bias between the ground truth and the noise-free estimate under our asymptotically optimal MCS, and then adopt the CRLB analysis for biased estimators to give an error bound.
The noise-free estimate of under our asymptotically optimal MCS is a translated and rotated version of . It can be derived by superimposing onto the reference through (12) . Note that there is usually a bias toward , Proposition 6 provides a lower bound of the MSE with respect to the ground truth .
Proposition 6: Let be an unbiased estimate of under the MCS (13), where and are the partial Procrustes coordinates of the true relative configuration and its estimate at a known reference , respectively, and , we have (47) where is defined in (22) . Proof: The equality (48) holds since and . Using Proposition 1 , we have (49) Substituting (49) into (48), we get (47).
The variance part is just the CRLB for the partial Procrustes coordinates , and the bias part denotes the asymptotic bias. These two part are both influenced by . When is close to the ground truth , both the trace of the variance term and the Euclidean norm of the bias term approach the minimum (i.e., and 0, respectively). For this reason, relatively accurate estimates may be produced if the deviation between and is moderate.
The MSE bound (47) can be asymptotically achieved by the constrained MLE [29] , where the constrained MLE is obtained by maximizing the likelihood (29) under our asymptotically optimal MCS (13) . This result is also corroborated through our simulations in the next subsection.
3) Simulations: The simulations are performed on the partially connected network provided in Section IV-A-3. Here, we further have 20 nominal node locations given in Table III , which are disturbed from the ground truth locations. The results are averaged by 1000 independent Monte Carlo simulations. Fig. 5 plots the squared bias, the variance trace, and the MSE of the MLE under our asymptotically optimal MCS as the functions of the measurement variance . In Fig. 5(a) , it is clear that the squared theoretical bias is a constant, which is approached by the squared empirical bias where before the thresholding effect emerges. Fig. 5(b) shows that the trace of the empirical variance approaches the trace of the variance part when the measurement noise is moderate. In Fig. 5(c) , the estimation MSE is compared with the squared error of the nominal node locations. It indicates that the constrained MLE can reduce the error of the nominal node locations when the measurement noise is moderate, which proves the feasibility of the asymptotically optimal MCS. Note that the squared bias, the variance, and the MSE of the constrained MLE approaches the corresponding theoretical bounds when the measurement noise is moderate, the asymptotic optimality of the constrained MLE is corroborated.
C. Anchor Selection With Anchor Location Uncertainty
In cooperative localization, anchors are introduced to make location estimate unique [6] . It also affects the localization accuracy [11] , [33] . Focusing on improving the localization accuracy, conventional wisdom suggests that anchors should be deployed on the perimeter of the network [12] . In this subsection, we consider the anchor selection with consideration of anchor location uncertainty. Under the scenario that the internode measurements provide relative accurate information for the relative configuration (compared with the noisy anchor locations), we prove that the uniform perimeter deployment strategy is the optimal when the nodes are distributed uniformly in a two-dimensional plane. It is part of the work in [34] . Here, we make it more concise but still self-contained.
1) Limit of the CRLB:
Let be the index set of nodes that are specified as anchors, whose nominal locations , , follow the independent Gaussian distributions with mean and variance . Viewing as extra observations, we add an additional term to the log-likelihood (29) . This term regularizes the original log-likelihood function, so that the CRLB can be derived directly by inverting the FIM as (50) where is a -by-matrix with th, , 2-by-2 diagonal block and others zero. Then we prove that (50) achieves as the internode measurement noise decreases to zero, as seen in Proposition 7.
Proposition 7:
where is defined in (21) with . Proof: Without loss of generality, we assume be the column orthonormalized version of defined in (21) with , and represent as
Note that can be represented as
and all diagonal elements of approach to infinity as approaches to , (51) can be proved.
The CRLB limit quantifies the node location error caused by the anchor location uncertainty, without considering the error on the network relative configuration. Importantly, it can be represented analytically, based on which we derive a perimeter anchor deployment strategy.
2) Perimeter Anchor Deployment Strategy: The trace of the CRLB limit (51) can be represented analytically as (54) where , , , , , and . The derivation can be found in Appendix C. Minimizing the trace (54) leads to the perimeter deployment strategy. In fact, (54) can be viewed as a function of and , which is minimized by decreasing or increasing . measures the difference between the centroids of the anchors and the node network. It can be minimized to zero when and . quantifies the diameter of the relative configuration composed of the anchors. To maximize it, one should deploy the anchors on the perimeter of the network. When the nodes are distributed uniformly in a two-dimensional plane, deploying the anchors uniformly around the perimeter of the network meets the requirements above, so that it can be viewed as an optimal deployment strategy when the internode measurements are accurate enough compared with the anchor location error.
3) Simulations: We compare three perimeter deployment strategies, which are maximizing anchors' perimeter (MP), maximizing anchors' coverage area (MCA), and minimizing our CRLB limit (MCL). Details of MP and MCA are referred to [18] , and MCL minimizes the trace of our CRLB limit (54).
We aim to select 3 anchors from all 20 nodes based on MP, MCA, and MCL, respectively, where the performance metric is selected as the CRLB trace ratio with respect to the lowest one for all possible triplet choices. The results are averaged by 1000 Monte Carlo simulations that are performed on the partially connected networks with 20 nodes randomly generated in a 10-by-10 plane. Here, the partially connected networks are constructed by setting the communication radius to 6, and the FIM rank is required to be 37. . Notably, those CRLB trace ratios are close to 1, which indicates that these perimeter deployment strategies perform well under our model settings. Coinciding with the theoretical analysis, our MCL strategy achieves the optimal asymptotically as increases. This indicates that when the internode measurements provide relatively accurate information on the network relative configuration, our MCL strategy is the optimal anchor deployment to reduce the effect caused by anchor location uncertainty. Here, it is worth to point out that the perimeter deployment strategy suits only the networks whose internode measurements are adequate the make the network globally rigid. For the low-connected networks, uniform or random deployment may be preferred.
V. DISCUSSIONS FOR OTHER INTERNODE MEASUREMENTS
In cooperative localization, different measurements possess different characteristics. To investigate their influence on the localization, we should make a conscious choice of the definition of the relative configuration to capture the characteristic of the specific measurement. In this section, we classify some existing internode measurements into three groups: one requires the original relative configuration defined in Section II-B, and the other two refer to the extensions of the relative configuration presented in Section II-E.
1) Eliminating Similarity Transformation:
Cooperative localization with ADOA measurements (55) where denotes the index set of the observed angles, is suitable to use the original relative configuration defined through the similarity transformation. Its FIM has the form (30) where is stacked in row by
where Here, (56) assumes , and similar derivation can be done for other situations.
For anchor-free localization with (55) as internode measurements, is the CRLB for the full Procrustes coordinates at the ground truth reference, and is the CRLB-type bound for the relative error. The uniformly optimal MCS for ADOA measurements also does not exist, where the proof is parallel to the one in Proposition 5. An asymptotically optimal MCS can be constructed through (8) .
Whether the perimeter deployment is still the optimal anchor deployment strategy needs further investigation. Here, we point out that the CRLB approaches to as the internode measurement noise decreases to zero, where is given in (19) with .
2) Retaining Scaling Information:
The results in Section IV-A, IV-B, and IV-C can be applied to a variety of localization models whose internode measurements provide the scaling information of the network. These measurements are called range-based measurements, some of which are listed below:
• Distance: See (31).
• Received-Signal-Strength (RSS):
where the path-loss exponent is known, and denotes the index set of the observed RSSs. The FIM has the form (30) where is stacked in row by where denotes the index set of the observed direction angles, give the angles of the transmissions between the nodes in a global coordinate system (e.g., denotes the transmission angle from node to node ). Using (66) we get the FIM whose form is (30) where is stacked in row by (67) where (68) Here, (67) assumes , and similar derivation can be done for . The AOA measurements specify the orientation of the network, but leaving the location and the scaling of the network unknown. Corresponding to this property, we suggest using the relative configuration defined through translation and scaling operations. The applications related to the AOA measurements are left for future research.
VI. CONCLUSION
This paper suggests using the relative configuration to investigate cooperative localization. For the relative configuration, we first adopt the Procrustes coordinates as the coordinate representations and advocate using the relative error to quantify the estimation accuracy. Then we derive the CRLBs for the Procrustes coordinates and a CRLB-type bound for the relative error. Three applications benefit from the relative configuration, especially the Procrustes coordinate representations. The most direct one is the use of the relative configuration to analyze anchor-free localization. In this situation, the Procrustes coordinates visualize the localization result and the estimation accuracy is quantified through the relative error. With respect to our CRLB-type bound, some existing anchor-free localization algorithms are proved to be asymptotically optimal in terms of the relative error. The other two refer to the construction of the global constraints to obtain the most accurate estimates of the absolute locations. One restricts the constraints in MCSs, where the optimal one is proved to be the parameter equation of the Procrustes coordinates (with the ground truth locations as the reference). The other chooses the anchor-type constraints and considers the anchor location uncertainty, where the perimeter deployment strategy is proved to be the optimal to fix the relative configuration onto a two-dimensional plane when the nodes are deployed uniformly in the plane. More applications with specific internode measurements are still left for further research.
APPENDIX A DERIVATION OF THE PARAMETER EQUATION (8)
We first prove that is the full Procrustes coordinates at the reference if and only if , and are defined in (5) and (6), and means is positive definite.
Proof:
: Under the conditions of (69), (70), and (71), it is easy to verify that , , and based on (4), (5) , and (6), where denotes 2-by-2 identity matrix. Hence, follows directly from (3), which means that is the full Procrustes coordinates at the reference .
: Since is the full Procrustes coordinates at the reference , we have , , and from (3). Substituting them into (4), (5) , and (6), we get holds under mild restriction that is full rank.
Then, the parameter equation (8) can be extracted from the equality constraints in (69), (70), and (71).
APPENDIX B PROOF OF THE SIMILARITY TRANSFORMATION INVARIANCE OF
Here we prove that is invariant under the similarity transformation of the node location vector , and its invariance to the similarity transformation of the estimate is inherent in the definition (10) .
Let (75) be a similarity transformation of . Then the full Procrustes coordinates of at the reference can be represented as (76) by using the full Procrustes fit (3). Note that
we have (79) which indicates that is invariant under the similarity transformation of the node location vector .
APPENDIX C DERIVATION OF (54)
Without lose of generality, we use the column orthonormalized version of , i.e.,
here, which makes the left hand side of (54 
